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The recent extreme hydrological extremes over the globe highlight the importance of understanding 
the role of atmospheric dynamics and climate variability on the occurrence of these extreme events 
and the associated temporal and spatial characteristics of sequences of the precipitation events.  
Most of the studies have been focusing on overall average impacts of long-term global climate 
change on extremes. Majority are driven largely by considering the changes of the moisture holding 
capacity as a function of temperature, as indicated by the Clausius-Clapeyron equation. Given the 
complex dynamical structure of the atmosphere, one needs to also consider the attendant 
atmospheric circulation and moisture transport mechanisms that lead to extreme precipitation and 
subsequent floods as evidenced in the recent major floods. This study first develops insights into the 
causative climatic factors associated with precipitation induced regional floods events and 
understand the roles of Atmospheric Rivers (AR) or Tropical Moisture Exports (TME) and 
atmospheric circulation patterns associated with the frequency and/or persistency of such events in 
the midlatitudes. The second part explores the spatiotemporal relationship between climate 
variability and global extreme precipitation occurrence using a graph based approach based upon the 
concept of reciprocity to investigated the linkages and influences of the slowly changing boundary 




predictability of global precipitation extremes given the leading modes of identified climate dipole 
networks. A multi-timescale statistical, climate informed, stochastic streamflow forecast model 
serves as the bridge linking the first two parts to the application in the third part: application on 
water resources management by developing a multi-timescale climate informed stochastic hybrid 
stimulation-optimization model for multi-purpose reservoir systems, which enables the utilization of 
the streamflow forecast. The novel reservoir operation model attempts to change the game of water 
resources management from its conservative, rigid rule-following scheme to a robust, market-based, 
reliable water allocation strategy.  
 
Part I. Tropical Moisture Exports, Extreme Precipitation and Major Flood 
Atmospheric Rivers are being increasingly identified as associated with some extreme floods. More 
generally, such floods may be associated with tropical moisture exports that exhibit relatively robust 
teleconnections between moisture source regions and flood regions. First, a large-scale flood event 
that persisted over Western Europe in January 1995 is studied. During the last ten days of the month, 
two rare flooding events, associated with heaviest rainfall in 150 years, occurred in two places, one 
over Brittany (West of France), and the second in the France-Germany border region and parts of 
neighboring countries. In this study, we explore the month-long evolution of tropical moisture 
exports (TME) and their connection to the precipitation events that led to the Brittany event. The 
persistent large-scale atmospheric circulation patterns that led to the birth, death and evolution of 
these TME as atmospheric rivers with landfalls in Western Europe are identified, and the 
relationship of daily extreme precipitation to these patterns is examined. Singular value 
decomposition (SVD) analysis and a generalized linear model (GLM) are used to assess whether 
knowledge of the atmospheric circulation patterns from the prior record is useful for explaining the 




atmospheric circulation modes for the occurrence of such persistent events and the hydrologic 
importance of diagnosing global atmospheric moisture pathways.  
 
Part II. Seasonal to Interannual Variability of Tropical Moisture Exports, Extremes and 
ENSO 
A statistically and physically based framework is put forward that investigates the relationship 
between Tropical Moisture Exports (TMEs), Extreme Precipitation and Floods. TMEs is the more 
general phenomena than Atmospheric Rivers (ARs) in terms of (1) facilitates the poleward transport 
of warm and moist air masses from low latitudes, primarily tropical oceanic areas, to higher latitudes; 
(2) contributes to the global climatology precipitation and its extremes; (3) closely relates to floods 
events, especially in the midlatitudes. The TMEs itself has seasonal and interannual variability that is 
regulated by slowly changing boundary conditions and climate variability, such El Niño Southern 
Oscillation (ENSO), while the trajectories and movements are presumably led by atmospheric 
circulations patterns driven by the balance of global energy and water budgets. In this study, we take 
Northwest US (NE US) to show how the TMEs is related to extreme precipitation and then floods, 
and the results of the variability of TMEs, coupled with atmospheric circulation patterns, on the 
extremes. Historical large floods events in NE US in different seasons are studied for their link to 
the TMEs. Major moisture sources of TMEs that contributes to precipitation, extremes and floods 
in NE US are identified, together with the sources’ seasonally and interannually varying characterizes 
in terms of both birth and entrance to the NE US, with the consideration of large scale climate 





Part III. Correlation Networks for Identifying Predictors for Extended Range Forecasts for 
Extreme Precipitation 
Correlation networks identified from financial, genomic, ecological, epidemiological, social and 
climate data are being used to provide useful topological insights into the structure of high 
dimensional data. Strong convection over the oceans and the atmospheric moisture transport and 
flow convergence indicated by atmospheric pressure fields may determine where and when extreme 
precipitation occurs. Here, the spatiotemporal relationship between climate and extreme global 
precipitation is explored using a graph based approach that uses the concept of reciprocity to 
generate cluster pairs of locations with similar spatiotemporal patterns at any time lag. A global time-
lagged relationship between pentad sea surface temperatures (SST) anomalies and pentad sea level 
pressure (SLP) anomalies is investigated to understand the linkages and influence of the slowly 
changing oceanic boundary conditions on the development of the global atmospheric circulation. 
We explore the use of this correlation network to predict extreme precipitation globally over the 
next 30 days, using a Principal Component logistic regression on the strong global dipoles found 
between SST and SLP. Unprecedented success of the predictive skill under cross validation for 30 
days precipitation higher than the 90th percentile is indicated for selected global regions for each wet 
season considered. 
 
Part IV. Applications of Climate Informed Streamflow Forecasts for Water Management  
Streamflow forecasts at multiple time scales (e.g., season and year ahead) provide a new opportunity 
for reservoir management to address competing objectives. Market instruments such as forward 
contracts with specified reliability are considered as a tool that may help address the perceived risk 




allocation process that enables multiple contracts with different durations, to facilitate participatory 
management of the reservoir by users and system operators, is presented here. Since these contracts 
are based on a verifiable reliability they may in turn be insurable. A Multi-timescale climate informed 
Stochastic Hybrid Simulation – Optimization Model (McISH) is developed, featuring (1) dynamic 
flood control storage allocation at a specified risk level; (2) multiple duration energy/water contracts 
with user specified reliability and prices; and (3) contract sizing and updating to reflect changes in 
both demands and supplies. The model incorporates multi-timescale (annual & seasonal) streamflow 
forecasts, and addresses uncertainties across both timescales. The intended use is as part of an 
interaction between users and water operators to arrive at a set of short-term and long term 
contracts through disclosure of demand or needs and the value placed on reliability and contract 
duration. An application is considered using data for the Bhakra Dam, India. The issues of forecast 
skill and contract performance given a set of parameters are examined to illustrate the approach. 
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1.1. Motivations 
Extreme floods have a long history as an important cause of death and destruction worldwide. One 
of the major concerns with a potential change in climate is that an increase in extreme events will 
occur, in particular an intensification of the global water cycle with a consequent increase in flood 
risk. Prosperous studies in the latest couple of decades [Trenberth et al., 2003; Held and Soden, 2006; 
Allan and Soden, 2008] suggest that changes in total precipitation are amplified at the tails; and 
changes in temperature extremes have been observed. The recent extreme hydrological extremes 
over the globe highlight the importance of understanding the role of atmospheric dynamics and 
climate variability on the occurrence of these extreme events and the associated temporal and spatial 
characteristics of sequences of the precipitation events.  Most of the studies have been focusing on 
overall average impacts of long-term global climate change on extremes. Majority are driven largely 
by considering the changes of the moisture holding capacity as a function of temperature, as 





atmosphere, one needs to also consider the attendant atmospheric circulation and moisture 
transport mechanisms that lead to extreme precipitation and subsequent floods as evidenced in the 
recent major floods: United States (1993, 2011), China (1998) [Zong and Chen, 2000], United 
Kingdom (2000 [Marsh and Dale, 2002], 2003 [Marsh, 2004]), Pakistan (2010) [Webster et al., 2011], 
Europe (1995, 2002 [Ulbrich et al., 2003a, 2003b], 2010 [Bissolli et al., 2011]) and Thailand (2011).  
 
It was [Zhu and Newell, 1994] who first introduced the concept of Atmospheric Rivers (AR) or 
atmospheric bombs that defined an atmospheric phenomena that have a large hydrologic effect, and 
brought the studies of atmosphere and hydrology together in a more dynamically interacted way, 
which encouraged the interdisciplinary study, now commonly called hydrometeorology or 
hydroclimatology, differencing in the scales they focus on. The widely used definition of ARs as a 
narrow plume with integrated water vapor (IWV) at least 2cm, extending over at least 2000 km long 
and 1000 km wide [Ralph et al., 2004; Neiman et al., 2008], has restricted the studies to popular AR-
associated regions as indicated in the preceding paragraph.  In contrast, [Wernli, 1997; Bao et al., 
2006], suggested the term “moist conveyor belt” to broaden the scope of the studies to Tropical 
Moisture Exports (TMEs) that may have significant contributions to hydrometerological extremes at 
global scales [Knippertz and Wernli, 2010; Knippertz et al., 2013; Lu et al., 2013]. It motivated the focus 
on studying the more general atmospheric phenomenon, and understanding the dynamics of 
atmosphere that drive the movement of the moist parcel as the topography does the rivers on land, 
with the major difference in its always changing characteristics. Not like the rivers that merely 
change their pathways in a long time scale, a TME track could be born at anytime, anywhere, and 
may play a big role in the a mesoscale hydrometeorological process, that could potentially affect our 





and death raises a new challenge to develop integrated methods in atmosphere science and statistical 
engineering to study its characteristics, variability and its association with extremes, which eventually 
aims to realize a better water resources management scheme. 
 
Correlation networks identified from financial, genomic, ecological, epidemiological, social and 
climate data are being used to provide useful topological insights into the structure of high 
dimensional data. Strong convection over the oceans and the atmospheric moisture transport and 
flow convergence indicated by atmospheric pressure fields may determine where and when extreme 
precipitation occurs. Lorenz [1996] reviewed the progress of estimates of the deterministic 
predictability of the atmosphere, and noted that the estimated error doubling times have actually 
decreased from 5 days in 1966 based on Charney’s work, to about 1.5 days in 1995, based on the 
ECMWF model. While this seems to suggest that the limits of deterministic predictability based on 
the growth of small random errors may only be 5 days or so, Lorenz notes that the SST evolves 
rather slowly, and even atmospheric phenomena such as the Quasi-biennial Oscillation (QBO) and 
ocean-atmosphere phenomena such as ENSO may have significant predictability for days to seasons, 
as long as they stay in the same mode. Given this context, a question arises as whether a global 
correlation network of the coupled ocean-atmosphere system can inform the prediction of 
precipitation extremes over the next 30 days, a gap timescale that rarely found in literatures. The 
most widely studied temporal scales are seasonal-to-interannual [Diallo et al., 2012; Landman et al., 
2012; Schepen et al., 2012; Charles et al., 2013; Jiang et al., 2013; Lee et al., 2013; Singh et al., 2013; Kang et 
al., 2014; Nicholson, 2014] and weather forecasts, through quantitative precipitation forecasting 
(QPFs) or Numerical Weather Prediction (NWP) [e.g. Lin et al. (2005)], typically up to 7 days; and 





2013; Sokol et al., 2013; Dai et al., 2014], i.e., short-term forecast, usually a few hours. The statistics of 
precipitation at seasonal to inter-annual time scales have been shown to have some usable 
predictability for regions that have strong teleconnections to the ENSO phenomena. Reasonable 
skill from QPF is demonstrated for lead times of 0 to 72 hours in most places. However, there is a 
dearth of literature exploring predictability between the two timescales.  
 
Based on projected increases in water variability [Trenberth et al., 2003; Held and Soden, 2006; Allan and 
Soden, 2008], current management practices may not be robust enough to cope with the impacts of 
climate change and variability on water supply, energy supply, flood risk, agriculture, ecosystems and 
health. Georgakakos [2003] and Georgakakos and Graham [2008] demonstrated potential benefits of 
using climate model based simulations for seasonal water resources studies and for improving 
reservoir release decisions in a traditional systems operation context. Graham and Georgakakos [2010] 
considered a single multipurpose reservoir and assessed the effects of climate and demand (release 
target) change on the management policies and performance for various climate change scenarios. 
They argue that advance knowledge of both inflow and demands is crucial for reservoir management, 
and that demand changes may be more significant. Oludhe et al. [2013] presented a reservoir 
simulation model that uses ensembles of streamflow forecasts for improving season ahead water 
allocation and energy production. A novel approach of utilizing multi-timescale climate information 
is of urgent demand to change the game of water resources management from its traditional, 
conservative and firm rule-following scheme to a more robust, market based, reliable water 
allocation strategy. [Brown and Carriquiry, 2007; Sankarasubramanian et al., 2009a, 2009b; Steinschneider 
and Brown, 2012] consider the possibility of various forms of time indexed short and medium term 





issue. These contracts need to be cognizant of seasonal and interannual variations in water supply 
and demand that could be informed by probabilistic climate forecasts. A variety of finite period 
reservoir optimization models are available in the literature. Several of those models have been used 
with stochastic streamflow simulations, including those derived from climate forecasts or climate 
change scenarios. Usually, the objective of these models is to derive a potential water allocation, 
hydropower production, reservoir release, and/or flood control management strategy that is 
“optimal” in some sense given the probabilistic flow sequence projected for that period. Very few 
practical applications of such models are reported. While some of the factors for the lack of 
application relate to institutional norms, capacity and legal requirements, there are also some 
technical factors. The availability of abundant climate data, from satellite to radar, provide a new 
opportunity for water resources management to incorporate the advanced knowledge of future 
scenarios and variations to develop a practical water allocation process that enables multi contracts 
with different durations and joint ventures between water resources managers/operators and users.  
 
1.2. Research Objectives and Approaches 
As inspired by the various studies in the fields of Atmospheric Science, Hydrometeorology, 
Statistical Engineering and Water Resources and Risk Management, motivated by the questions 
arose from realizing the gaps and missing parts in the literatures, as well as the rising demand and 
trend of interdisciplinary study, integrating the knowledge from various fields, statistical analyzing 
skills and rapidly growing computational capacity and technology, the following key objectives and 
approaches will guide the logic of this dissertation.   
Objective 1 Diagnose and identify the causative climatic factors associated with precipitation 





Moisture Exports (TME) and atmospheric circulation patterns associated with the frequency and/or 
persistency of such events in the midlatitudes and assess the predictability of extreme precipitation 
Approach: Develop a quantitative approach to identify and relate the causative factors of floods 
from a climatic perspective, for specific regions in the world with high exposure and potential 
predictability of floods; identify the climate patterns that are associated with intensive and persistent 
precipitation; establish a statistical model, based upon the physical mechanisms learnt from the 
previous steps, and take the uncertainties during the analysis into consideration, and demonstrate the 
model for the selected region. 
 
Objective 2 Study the temporal and spatial characteristics of TMEs associated with terrestrial 
extreme precipitations and floods; map the roles of atmospheric dynamics, moisture transport 
mechanisms and El Niño – Southern Oscillation (ENSO) to the TMEs birth, transport and 
associated variability on seasonal to interannual scales; and investigate the link between TMEs and 
extreme precipitation that potentially causes flood  
Approach: Develop an integrated database of both climate and hydrological contexts of major 
global floods events, particularly in the Northern Hemisphere focusing on Western Europe and 
North America; perform a retrospective analysis using data mining techniques of re-analysis climate 
fields, regional extreme precipitation and historical flood data to identify the seasonality and 
interannual variations, associated atmospheric dynamical factors and recurrent spatiotemporal 






Objective 3 Explore the relationship between climate and extreme precipitation extending from the 
established regional scale to the global scale; study the spatiotemporal network linking slowly 
changing oceanic boundary conditions, to the responses of atmospheric circulation patterns, to the 
occurrence of extreme precipitation events; and assess the predictability of extreme precipitation for 
different regions of interests during their wet seasons, when they are subject to floods risks. 
Approach: Adapt a graph based approach to explore the spatiotemporal relationship between 
climate and extreme global precipitation, using the concept of reciprocity to generate cluster pairs of 
locations with similar spatiotemporal patterns at any time lag, to investigate the linkages and 
influence of the slowly changing oceanic boundary condition on the development of the global 
atmospheric circulation, develop a statistical model for precipitation predictions using identified 
global climate correlation network. 
 
Objective 4 Extend the research scope to hydrology by developing a statistical and physics based, 
multi-timescales, climate-informed streamflow forecast model for a regional of interest that is 
subject to water risks due to natural variability and inappropriate water resources management, to 
pave the road for final application (Objective 5)  
Approach: Explore the relationship between both large-scale and regional climate variables and 
streamflow in Sutlej River, inflow to Bhakra Dam, India; Select the best informative climate 
predictors to develop a multi-timescales framework that has streamflow forecasting skills at two 
timescales, i.e., seasonal and annual, using periodic-autoregressive exogenous (PARX) that preserve 







Objective 5 Incorporating multi-timescale climate informed streamflow forecasts to improve the 
traditional rule-following operation and allocation scheme of reservoir management to a robust 
market-based strategy; provide an interaction between users and water operators by means of market 
instruments, i.e. forward contracts with specified reliability to help address the perceived risk 
associated with both supply and demand 
Approach: Develop a multi-timescale climate informed stochastic hybrid simulation-optimization 
model (McISH) using Global Optimization Programming to incorporate the advanced knowledge of 
future inflows with uncertainties represented by forecasts ensembles at multiple timescales, to 
provide (1) dynamic flood control allocation at a specific risk level using Copula to identify the 
dependence between flows and flood volume; (2) multiple duration energy/water contracts with 
heterogeneous user-specified reliability and prices; and (3) robust contract sizing and updating to 
accommodate any systematic change in both demands and supplies. 
 
1.3. Overview of the dissertation 
This dissertation is organized in five parts. 
In Part I, a large-scale flood event that persisted over Western Europe in January 1995 is studied as 
an example to explore the month-long evolution of tropical moisture exports (TMEs) and their 
connection to the precipitation events that led to the flood-triggering extreme precipitation event. 
The persistent large-scale atmospheric circulation patterns that led to the birth, death and evolution 
of these TMEs with landfalls in Western Europe are identified, and the relationship of daily extreme 





generalized linear model (GLM) are used to assess whether knowledge of the atmospheric 
circulation patterns from the prior record is useful for explaining the occurrence of their rare events. 
The analysis establishes the importance of both global and regional atmospheric circulation modes 
for the occurrence of such persistent events and the hydrologic importance of diagnosing global 
atmospheric moisture pathways. 
In Part II, a statistically and physically based framework is put forward that investigates the 
relationship between Tropical Moisture Exports (TMEs), and Extreme Precipitation and Floods in 
the Northeastern United States (N.E. USA). The seasonal to interannual variability of the birth 
process and the steering of TMEs is explored. Further, its links to extreme precipitation and floods 
in the Northeastern United States is deliberated with a focus on the impact of its seasonal variability 
and the tele-connected regulations by the El Niño Southern Oscillation. Links of TMEs to large 
floods events in N.E. USA in different seasons are first identified. The major moisture sources of 
the TMEs that contribute to precipitation extremes and floods in N.E. USA are then identified for 
each season, together with the seasonally and interannually varying characterizes of both TMEs birth 
and entrance to the N.E. USA, and the subsequent contribution to extreme precipitation. The 
strong association between extreme daily precipitation events and extreme TMEs entrance are 
revealed in every season. 
In Part III, the spatiotemporal relationship between climate and extreme global precipitation is 
explored using a graph based approach that uses the concept of reciprocity to generate cluster pairs 
of locations with similar spatiotemporal patterns at any time lag. A global time-lagged relationship 
between pentad sea surface temperatures (SST) anomalies and pentad sea level pressure (SLP) 
anomalies is investigated to understand the linkages and influence of the slowly changing oceanic 





correlation network is explored to predict extreme precipitation globally over the next 30 days, using 
a Principal Component logistic regression on the strong global dipoles found between SST and SLP. 
Unprecedented success of the predictive skill under cross validation for 30 days precipitation higher 
than the 90th percentile is indicated for selected global regions for each wet season considered. 
In Part IV, a water allocation process that enables multiple contracts with different durations, to 
facilitate participatory management of the reservoir by users and system operators, is presented 
considering market instruments such as forward contracts with specified reliability as a tool that may 
help address the perceived risk associated with the use of such instruments in lieu of a traditional 
operation and allocation. The model incorporates multi-timescale (annual & seasonal) streamflow 
forecasts, and addresses uncertainties across both timescales, produces multiple insurable contracts 
based on a verifiable reliability. The intended use is as part of an interaction between users and water 
operators to arrive at a set of short-term and long term contracts through disclosure of demand or 
needs and the value placed on reliability and contract duration. An application is considered using 
data for the Bhakra Dam, India. The issues of forecast skill and contract performance given a set of 
parameters are examined to illustrate the approach. Prospects for the application in a general setting 
are discussed. 
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In rivers, the water that you touch is the last of what has 
passed and the first of that which comes; so with present time. 
Leonardo da Vinci  
 
Atmospheric Rivers are being increasingly identified as associated with some extreme floods. More 
generally, such floods may be associated with tropical moisture exports that exhibit relatively robust 
teleconnections between moisture source regions and flood regions. A large-scale flood event that 
persisted over Western Europe in January 1995 is studied here. During the last ten days of the 
month, two rare flooding events, associated with heaviest rainfall in 150 years, occurred in two 
places, one over Brittany (West of France), and the second in the France-Germany border region 
and parts of neighboring countries. In this study, we explore the month-long evolution of tropical 
moisture exports (TME) and their connection to the precipitation events that led to the Brittany 
event. The persistent large-scale atmospheric circulation patterns that led to the birth, death and 
evolution of these TME as atmospheric rivers with landfalls in Western Europe are identified, and 
the relationship of daily extreme precipitation to these patterns is examined. Singular value 
decomposition (SVD) analysis and a generalized linear model (GLM) are used to assess whether 
knowledge of the atmospheric circulation patterns from the prior record is useful for explaining the 
occurrence of their rare events. The analysis establishes the importance of both global and regional 
atmospheric circulation modes for the occurrence of such persistent events and the hydrologic 
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Introduction to Part I 
Extreme floods have a long history as an important cause of death and destruction worldwide. The 
recent extreme floods in the United States (1993, 2011), China (1998) [Zong and Chen, 2000], United 
Kingdom (2000 [Marsh and Dale, 2002], 2003 [Marsh, 2004]), Pakistan (2010) [Webster et al., 2011], 
Europe (1995, 2002 [Ulbrich et al., 2003a, 2003b], 2010 [Bissolli et al., 2011]) and Thailand (2011) 
highlight the importance of understanding the hydrometeorological processes responsible for these 
extreme floods events and the associated temporal and spatial characteristics of sequences of the 
associated precipitation events. Nonstationarity of flood risk has emerged as an important issue 
([Olsen et al., 1999; Jain and Lall, 2000, 2001; Renard et al., 2006; Villarini et al., 2009; Katz, 2010; Lima 
and Lall, 2010b; Massei and Fournier, 2012]) and progress in addressing this concern can only come 
from an improved understanding of the associated climate dynamics. Various climate change 
projections [Trenberth et al., 2003; Held and Soden, 2006; Allan and Soden, 2008] suggest an 
intensification of precipitation in the future, in terms of both frequency and magnitude. The 
intensity of extreme precipitation is projected to increase under global warming in many parts of the 
world, even in the regions where mean precipitation may decrease [e.g., Kharin and Zwiers, 2000, 2005; 
Semenov and Bengtsson, 2002; Voss et al., 2002; Wilby and Wigley, 2002; Wehner, 2004]. However, these 
arguments are driven largely by considerations of the moisture holding capacity as a function of 
temperature, as indicated by the Clausius-Clapeyron equation [Muller et al., 2011; Romps, 2011]. 
Outside the tropics the change in water holding capacity could well be below or above Clausius-
Clapeyron (CC) scaling whereas in the tropics it has been shown to obey Clausius-Clapeyron (CC) 





consider the attendant atmospheric circulation and moisture transport dynamics that lead to 
persistent extreme precipitation and subsequent flooding as evidenced in the recent major floods 
cited earlier, and identified as important in Nakamura et al. [2012]’s analysis of 21 Ohio River floods 
that exceed the 10 year return period and in Lavers et al.[2011a]’s demonstration of the association 
between ARs and 10 largest winter floods events since 1970 in Britain. An understanding of the 
dynamical mechanisms and statistics associated with the frequency and structure of such events can 
aid exploration of their representation in ocean-atmosphere circulation models used for weather 
prediction, seasonal climate forecasting and projections of climate change.  
Although the climate mechanisms governing precipitation vary by location, several researchers 
indicate that extreme precipitation events in the mid-latitudes are typically associated with 
anomalous atmospheric moisture from warmer tropical or subtropical oceanic areas.  Bao et al. [2006] 
show that enhanced Integrated Water Vapor (IWV) bands, also known Atmospheric Rivers (ARs) 
[Ralph and Dettinger, 2011], are associated with direct poleward transport of tropical moisture along 
the IWV bands from the Tropics all the way to the extratropics. Zhu and Newell [1998] showed that 
for meridional transport at middle latitudes, ARs account for a substantial part of the moisture 
transport. There are four or five narrow ribbons across the mid-latitudes, covering less than 10% of 
the Earth's circumference, where the majority of the mid-latitude moisture fluxes occurred in 
filamentary features. The AR concept indicated a direction to track the moisture from warmer 
oceanic source to the heavy precipitated regions. Schubert et al. [2011] noted that stationary Rossby 
waves account for a substantial fraction of summertime monthly mean surface temperature and 
precipitation variability over a number of regions of the Northern Hemisphere middle latitudes. 
Further Knippertz and Wernli [2010] and Nakamura et al. [2012] note that Tropical moisture exports 
(TMEs) to the Northern Hemispheric extratropics are an important feature of the general circulation 





occasionally with explosive cyclogenesis. Lavers et al. [2011] presented evidence that winter flood 
events in the UK are connected to ARs, which transport moisture from the subtropical N. Atlantic 
Ocean to the mid-latitudes. The penetration of tropical moisture to the higher latitudes may have 
considerable impacts on extreme precipitation especially poleward of 30ºN [Knippertz and Wernli, 
2010].  
Here we take the 1995 January Flood event in Brittany, Western France as a case study, and research 
the following questions:  
(1) How was this event related to tropical moisture exports (TME) or Atmospheric Rivers (ARs)? 
(2) What were the moisture sources for this extreme event? 
(3) What were the associated atmospheric circulation patterns? 
(4) What is the predictability of the 1995 January precipitation using only atmospheric circulation 
fields identified from the record excluding 1995? 
The last question helps identify the importance of different modes of global atmospheric circulation 
in setting up such a persistent and large-scale event. 
Thus, the primary goal of the work was to understand the attendant atmospheric circulation and 
moisture transport dynamics that lead to persistent extreme precipitation and subsequent flooding as 
evidenced in the 1995 event. Only by understanding how the synoptic atmospheric dynamics 
regulated the moisture transports and its interaction with local circulation patterns, can we expect to 
make significant progress in extreme precipitation predictions and floods forecasts.  
This part is organized as follows. Chapter 3 provides the background of the event used to perform 





methodology used throughout this study. Chapter 5 presents the results and discussions. Finally, 
Chapter 6 provides a summary and conclusions. Chapter 7 contains all the figures and tables for the 








Background – 1995 January Western Europe Flood 
The Dartmouth Flood Observatory (DFO, http://floodobservatory.colorado.edu/) recorded two 
major floods over Western Europe in January 1995. One occurred in Brittany, Western France from 
the 20th to the 30th of January. The other was recorded over France, Germany, Netherlands, Belgium 
and Luxembourg from the 23rd January to the 7th of February. Although these floods are recorded as 
two events, they are nearly concurrent, geographically close and associated with a similar persistent 
rainfall pattern. Hence, from a climate context these two events are studied as one big event. This 
was the one of the worst flood events since 1888. It was triggered by heavy persistent rainfall on 
snow. An estimated 46 people died and 299,100 people were displaced. The heavy rainfall broke the 
150-year record in Brittany, and the flood around the Rhine, near Cologne, Germany, was the worst 
in a century (Dartmouth Flood Observatory Archive, http://floodobservatory.colorado.edu/).  
Instead of the whole affected area (France, Germany, Belgium and etc.), we chose the Western 
France, from 43°N-53°N and 10°W-5°E, as our study region. The heavy precipitation that triggered 
this flood event started in Western France. This region may better represent the landfall of the AR 
and may be less influenced by the rain-snow and topographic influences associated with the larger 
region. The very west of France is composed of numerous small coastal watersheds (Figure 6.1), 
which have very low relief.  The rivers flow to the Atlantic Ocean or to the English Channel (Figure 
6.1). These basins are very sensitive to heavy rain. Brittany (highlighted area in Figure 6.1), one of 





The average rainfall over the last 10 days of the two flood events was twice the climatological 
monthly average.  The area-averaged rainfall of 90 mm within 72 hours and daily maximum of 61 
mm (National Weather Board of France) were records. Prior to the flooding, there were successive 
waves of rainfall. Those waves are shown in chronological order, with the data drawn from the 
Giovanni online data system, developed and maintained by the NASA GES DISC (Figure 6.2). The 
red color corresponds to area-averaged rain greater than 20mm of rain per day, which is recognized 
as very heavy rain in the local area. The heavy rainfall events began on the 17th and lasted till the 26th 
of January.  
The first and second events (Figure 6.2 (a) & (b)) were both over the upper stream of Loire River 
(Figure 6.1), which enters the English Channel, and was responsible for a rise in the river. The third 
event occurred in the city of Rennes (Figure 6.1), located in the red zone, with rainfall exceeding its 
last 50 years daily rainfall record over a two-day continuous rain period from the 21st to the 23rd 
(Figure 6.2 (c)). More than 40mm rain fell during over these two days, breaking almost all the local 
records. The last three rainfall events occurred on the 24th (Figure 6.2 (d)), 25th (Figure 6.2 (e)) and 
27th (Figure 6.2 (f)) respectively. Although the rainfall magnitudes of the three events were smaller 






Chapter 3  
Data and Methods 
3.1. Data 
In order to track the moisture source and path, we use the tropical moisture exports (TME) 
identification technique, introduced by Knippertz and Wernli [2010] and later used by Knippertz et al. 
[2012] to produce a global TME climatology. Different meteorological parameters are tracked along 
the trajectories. The TME dataset organizes the tracks by their birth dates. In this study, the specific 
humidity and pressure are used. The moisture source of each trajectory was calculated for every 
100 100km km  box between 0° and 20°N, and for every 30hPa between 1000 and 490hPa. Since 
the upper bound of the starting region for the trajectories was set to 490hPa, about 90% of all water 
vapor is included. Each trajectory represents 3 1012Kg of atmospheric mass. Only trajectories that 
cross 20°N, and reach 35°N within the next 5 to 6 days were retained to ensure that the 
characteristics of the tropical air parcels are maintained on their way across the subtropics, although 
changes due to fluxes of heat and moisture from the underlying surface or mixing cannot be 
completely excluded. Finally, moisture transport trajectories are retained only if their water vapor 
flux reaches 100g kg-1 m s-1 somewhere north of 35°N. Such a flux criterion selects for ‘fast’ events, 
but tests with a mixing ratio criterion instead showed rather similar results. While the geographical 
distribution is generally quite robust, the number of trajectories varies with the chosen threshold. 







The major climate data source used is MERRA, which provides a resolution of 1/2° latitude   2/3° 
longitude. In this study, we use the daily sea level pressure (SLP) and daily precipitation (P) from 
MERRA. We use the daily sea level pressure anomaly for the atmospheric circulation pattern 
analysis. The SLPa is calculated against calendar day climatology of January from 1979 to 2011,  










SLPc        (2) 
where i is the ith day in January; SLPaij is the sea level pressure anomaly on the i
th day in January in 
year j (j = 1979, 1980 …, 2011) ; SLPci is the daily climatology of SLP on the i
th day of January, or 
average calendar day SLP.  
 
The daily North Atlantic Oscillation Index (NAO index) is obtained from Climate Prediction Center, 
NOAA (http://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/nao_index.html). The daily 
NAO index is constructed by projecting the daily 500mb height anomalies over the North 
Hemisphere onto the loading pattern of the NAO. The loading pattern of the NAO is defined as 
the first leading mode of Rotated Empirical Orthogonal Function (REOF) analysis of monthly mean 








In line with the research questions listed earlier, we first use the TME data to assess whether 
persistent large-scale, organized moisture transport and convergence over the region was responsible 
for the flood, and if so, what are the associated moisture sources. Second, we explore what large-
scale atmospheric circulation patterns persisted during the event. Instead of focusing on local 
atmospheric fields or circulation types we explore the hemispheric circulation fields to gain insights 
on the scales of organization that may be associated with the event and the large-scale moisture 
transport. The leading Empirical Orthogonal Functions (EOFs) of January hemispheric sea level 
pressure fields are used to develop insights into the 1995 circulation and precipitation anomaly. To 
assess whether the large-scale circulation fields contribute significantly to the event, we build a 
regression model for area-averaged daily precipitation in the French region of interest with the 
EOFs of the daily January hemispheric fields as predictors for all years excluding 1995. This model 
is then used to predict the daily rainfall in January 1995 to establish the extent to which the TME 
steering by the large-scale circulation can by itself explain the anomalous precipitation in the region. 
The relative contribution of different spatial scales of the large-scale circulation modes is of interest 
in developing this predictive model, to help understand how the TME is steered to the area. The 
model developed is not intended to be a rainfall forecast model.  
The first step was to identify the moisture sources for the precipitation associated with the 1995 
events. The moisture sources were identified by using a TME dataset to track the moisture transport 
pathway. First, the global TME data [Knippertz and Wernli, 2010] was processed to identify moisture 
sources and tracks that end with precipitation in our study area for the period of record. Next, a 
singular value decomposition (SVD) of the sea level pressure anomaly (SLPa) fields for January 
using the Modern Era Retrospective-analysis for Research and Applications (MERRA) from NASA 
Goddard Earth Science (GES) Data and Information Services Center (DISC) [Rienecker et al., 2011] 





link to the dominant mode of winter climate variability, the North Atlantic Oscillation (NAO), was 
also explored. Finally, a generalized linear model was used to assess the predictability of rainfall for 
the 1995 event given the atmospheric circulation patterns identified from the other years.  
3.2.1. TME birth analysis and tracking  
Q1: How is the 1995 flood event related to tropical moisture exports (TME), associated with mid-latitude 
ARs to the region of interest in France?  
Q2: What are the moisture sources for the extreme rain events in the region? 
 
The TME "tracks" database was filtered to retain all the tracks that entered the study area (43°N-
53°N, 10°W-5°E) before they died. The TME tracks are available for 7 days from the origin, 
sufficient to cover the travel time to the region of interest. The TME birth time period of interest is 
from the 11th to the 19th of January 1995, based on the facts that (1) the heavy precipitation period 
that triggered floods was from the 17th to the 26th Jan; (2) it takes 6 ± 1 days for the tropical 
moisture to reach the area, depending on the wind speed, and the trajectories of the tracks. Only the 
moisture tracks that entered the study area 1 or 2 days before the start and end of the heavy 
precipitated period were selected for further investigation on the changes of specific humidity with 
time as they propagated from the moisture sources to the study area. 
The change of moisture is calculated as
1  –  t tQ Q Q   (3), where t is the time point on the 
trajectory and 
tQ is the specific humidity in g/Kg (units). There are a total of 29 time points for each 
of the tracks, sampled every 6 hours. Therefore, t ranges from 0 to 28, corresponding to the birth 
location and the one point before death location. The changes of moisture along the trajectories of 





 The total release of water from the air parcel, i.e., the precipitation, after it entered the study area 
was quantified by calculating the total difference of total specific humidity (including liquid phase) 
integrated all the tracks over for a given birth date as follows: 
1
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where i is the birth date index (e.g., i= 11th ,… , 19th), Ni is the number of tracks born on day i, entert
and 
exitt are the time of entering and exiting the study area respectively. 
By interpreting the selected tracks together with the changes of specific humidity, we are able to 
identify the birth location and their trajectories to the study region and compute the release of water 
vapor from the moist air parcel, for each birth date, and corresponding source location. 
 
3.2.2. Singular Value Decomposition (SVD) analysis of Sea Level Pressure anomalies (SLPa)  
Q3: What are the large-scale atmospheric circulation patterns that may be associated with the moisture 
transport to the study area in January? 
Q4: How are the atmospheric circulation patterns identified related to the 1995 extreme rainfall event in the 
Western French region of interest?  
 
With the aim of understanding the leading modes of daily atmospheric circulation patterns that are 
active in the mid-latitudes and their relation to extreme rainfall events in the study region, a Singular 
Value Decomposition (SVD) analysis of the SLPa field was used. The SVD has been widely adopted 
in the atmospheric sciences since its first introduction by Edward Lorenz [Lorenz, 1956]. This 





small number of spatial patterns that, together, explain a large fraction of the total variability of the 
field. SVD was first applied in the meteorological context by [Prohaska, 1976] to document the 
simultaneous relationships between monthly mean surface air temperature over the United States 
and hemispheric sea level pressure patterns. It has been used by [Lanzante, 1984] to study the 
relationship between seasonal mean extratropical SST and 700-mb height anomalies. Bretherton, et 
al. (1992) contributed to further popularization of SVD method of detecting temporally 
synchronous spatial patterns. The SVD method is equivalent to Principle Components Analysis 
(PCA) [Sánchez, 1982; Gnanadesikan, 1997; Everitt and Dunn, 2001; Sirca and Horvat, 2012].  Cherry 
[1997] provides a useful discussion of the application of SVD and PCA and their interpretation with 
climate data. For a single spatial field with each column standardized (column mean subtracted and 
then dividing by the column standard deviation), the SVD is simply a numerically stable way of 
conducting the PCA on a correlation matrix, especially for the case where the number of columns 
exceeds the number of rows. 
SVD was used to analyze the spatial patterns of the daily sea level pressure anomalies defined using 
the daily calendar day climatology over the period of record, in the mid-latitude band (40°N–60°N 
180°W-180°E) covering the flooded region. Sometimes, daily fields are pre-filtered to form 5 day or 
10 day averages before SVD is applied. Here, we are interested in daily extremes and variations in 
circulation that may relate to both the stationary aspects of atmospheric flow and the transient 
eddies that transport moisture from the tropic to the mid-latitudes. Consequently, we apply the SVD 
decomposition directly to the daily SLPa data.  
We then investigate the association between average daily precipitation for the flooded region 
(43°N–53°N 10°W-5°E) and the leading EOFs of the mid-latitude sea level pressure anomalies. The 





average calendar day SLP for the grid box over 1979 to 2011, then divided by the corresponding 
standard deviation. 
The SVD analysis applied is as follows. The daily sea level pressure anomaly field for the selected 
middle latitude band contains a total of
1 2D d d   data points, where d1 and d2 are the number of 
grid cells by latitude and longitude respectively. Since the MERRA data has a spatial resolution of 
1/2° latitude   2/3° longitude, the mid-latitude longitudinal band covers 40°N – 60°N, 180°W – 
180°E, d1, d2 and D are 41, 541 and 22181 respectively. Then let X be a N X D data matrix where N 
is the total number of days in January from 1979 to 2011, so N=1023. The singular value 
decomposition of X is a factorization of the form: 
TX USV        (5), 
Where ,T TU U I V V I   the columns of U are orthonormal eigenvectors of
TXX , the columns of 
V are orthonormal eigenvectors of dimensions of TX X , and S is a diagonal matrix containing the 
square roots of eigenvalues from U or V in descending order, and the dimensions of U, S, VT are 
N N , N D and D D respectively. The analysis partitions a field into orthogonal (independent) 
modes. The eigenvalues provide a measure of the variance explained by each mode. The temporal 
and spatial variability of the field are isolated and represented by the columns of U and V 
respectively. 
 
3.2.3. Precipitation Predictability using Empirical orthogonal functions (EOFs) of hemispheric SLPa with 
Generalized Linear Model  
Q4: What is the predictability of the 1995 January precipitation using the atmospheric circulation patterns 






The first 20 EOFs derived from the previous analysis are used as candidate predictors of rainfall 
using a Generalized Linear Model (GLM). The area-averaged precipitation in the study region was 
computed using the MERRA dataset. 
First, the linear dependence, i.e., Pearson correlation between each of the EOFs and the area-
averaged precipitation in the study region is computed as: 
 
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      (6) 
Where X is one of the EOFs, Y is area-averaged daily precipitation;     and    are the standard 
deviations of X and Y respectively. 
The GLM model was fitted in a cross validation mode and tested for 1995 (i.e., using all the data 
excluding 1995, and predict 1995’s area-averaged rainfall using the 1995 SLPa EOFs) to assess 
rainfall predictability using the atmospheric circulation patterns identified. 
The aims of this model are (1) to identify the association of daily rainfall in January with daily 
circulation modes for the day of rain; (2) test the capability of the model for predicting the area-
averaged precipitation over the Western France (red box in Figure 6.3) for January 1995 without 
using that data for model fitting; and (3) hence, assess the spatial scales of the atmospheric 
circulation fields that are most important for predicting January daily rainfall, and their performance 
for the extreme case in January 1995. We used the time series of selected EOFs from 1979 to 2011 
excluding 1995 and area-averaged precipitation over Western France (red box in Figure 6.3) in all 
January from 1979 to 2011 excluding 1995. The model is fit by using a R package “bestglm” 





Bayesian information criterion (BIC) is a criterion for model selection among a finite set of models. 
The BIC criterion is closely related to Akaike information criterion (AIC) with additional penalty 
term for number of parameters in the model to resolve the problem of overfitting. The BIC was first 
developed by Schwarz [1978]. The BICq criterion is derived by assuming a Bernouilli prior for 
parameters. Each parameter has a prior probability of q of being included, where   0,1q , and the 








BIC D k n k
q
       (7) 
When q = 0, the penalty is taken to be ; therefore, no parameters are selected. And for q = 1, the 
full model with all covariates is selected. Here we use the default value q=0.25 [Mcleod and Xu, 2010] 
to fit the model, to select a relatively parsimonious set of predictors. 
Let Y = (y1, y2, y3, …, yn)
T be the n x 1 vector of area-averaged rainfall values and X = (X1, X2, X3, …, 
Xn)
T be the n x p matrix of the daily concurrent predictor EOFs. We assume that the marginal 
density of Y is a Gamma distribution: Y ~ Gamma (ν, λ) with 
ν-1 -λyY
λ
f (y) = (λy) e        y 0
Γ(ν)
        (8)
 
E(Y)= ν/ λ = μ                                (9) 
2 2Var(Y)= ν/ λ =μ / ν                    (10) 
ln(μ)= Xβ                                       (11) 






The performances of both the fitted model and the predictions for the 1995 event are assessed 






                     (12) 
 2total iiSS = (y - y)                     (13)  
 2resid i iiSS = (y -f )                    (14) 
, where yi, y and fi are the i
th observation, the average of all the observations and the fitted value 
from the aforementioned regression equation. For the fitted model, R2 provides a measure of the 
goodness-of-fit with    being the fitted values, while for the prediction of 1995 January event, R
2 
indicates the predictability of rainfall using the fitted model. 
The importance of each predictor (i.e. EOF in this study) is evaluated by the change of deviance 
after eliminating that predictor from the fitted model. Deviance is a measure of the fit for GLM, 
which in our context is identical to the likelihood ration statistic [McCullagh and Nelder, 1989] and is 
defined as: 
p
perfectDeviance = -2×(LL(β; y)- LL (β ; y))             (15) 
LL(β; y)= log(p(y|β))                                          (16) 
p p
perfectLL (β ; y)= log(p(y|β ))                               (17) 
, where LL(β; y)  and pperfectLL (β ; y)  correspond to log-likelihood of a candidate GLM and the 





parameter vector for the model of interest, and p to the parameter vector for the perfect model.  
The difference of deviance between two models measures the significance of the removed predictor, 
and the statistical significance of the difference can be tested using the 
2
distribution with 1 degree 








Results and Discussions 
4.1. TME birth analysis and tracking  
The results of the TME birth analysis and tracking are provided in Figure 6.3, with colors indicating 
the changes of specific humidity along the tracks. The key observations are: 
(1) There were two major sources of moisture from the tropical oceans, one centered at 20°N, 60°W, 
around the subtropical region of the North Atlantic, east of the Bahamas, and the other centered at 
20°N, 100°W, which reflects the moisture from the Yucatan Peninsula across the Gulf of Mexico. 
Both regions were also recognized as ones of prominent TME activity maxima in the Atlantic sector 
in [Knippertz and Wernli, 2010];  
(2) Despite the fact that the air parcels release water on their way to the study area there was a 
considerable amount of water released in the study region from the moist air parcels that originated 
from the tropics.  
The number of tracks that enter and release a large amount of water in the region increases for the 
birth period from the 11th, and remains very large until the 22nd of January.  This period corresponds 
to the heavy rainy days from the 17th to 28th. The total number of tracks that entered the area, 
contributing to the total precipitation by releasing water vapor they carried from warmer oceanic 
areas, increased as the dates approach the heavy precipitation period. The total water released from 
the tracks in the study area also increased, leading to both an increased number of tracks and higher 
water release from individual air parcels (Figure 6.4). There is a break of water release with TMEs 





the 20th, and is right before the onset of the worst precipitation wave on the 21st Jan.  The water 
released for the tracks born on the 16th, together with the abrupt jump in the total release of air 
parcels born on the 18th, contributed to the worst rainfall events during the 21st to the 23rd. The 
number of tracks entered peaks on the 27th from the tracks born on the 21st. However, the 
associated water release from the tracks is not as large. This is consistent with reduced rainfall on the 
27th. The 6±1 days lag between the generation and arrival of the tracks appear to be a consistent 
feature that bears further investigation in terms of both the potential genesis of convection in the 
source regions and the persistence of the large-scale atmospheric circulation patterns associated with 
the track steering mechanism to the study area.  
 
4.2. SVD analysis of SLPa and the predictability of daily rainfall 
To provide a context for the analysis, the evolution of the sea level pressure anomaly fields over the 
1995 precipitation period is shown in Figure 6.5. The low pressure anomalies over France were well 
developed since the onset of rainfall on the 17th of January. The low pressure system was persistent 
during the heavy rainy period from the 17th to the 26th, and started to dissipate and moved 
northeastward. The sandwich pattern of the two high pressure centers and a trapped low in the 
middle persisted over the Western France region for almost 7 days, from the 17th to the 23rd, before 
the breaking of the highs and northeastward movement and dissipation of the low. The trajectory of 
the low pressure system coincides with the precipitation patterns in Figure 6.1 (d) to (f): starting 
from the 25th to the 28th, the path of the rain were turning anticlockwise towards a direction off the 






The EOF’s identified from the SVD analysis of the January 40°N–60°N SLPa fields represent both 
spatial patterns and corresponding amplitude time series of the EOFs of the space-time gridded 
SLPa fields. The pattern associated with each EOF also explains a certain fraction of the variance of 
the 40°N - 60°N SLPa field. The EOF’s are arranged in order of descending variance explained. The 
first six (twenty) EOFs explain 53.5% (86.5%) of the total variability in the daily SLPa over 40°N–
60°N latitudes and 180°W-180°E longitudes. The EOFs that have a statistically significant 
correlation with daily precipitation at the 95% significance level are identified in Table 6.1. The 
EOFs that are retained using the BICq criteria in the GLM model fit for predicting daily 
precipitation, not using the 1995 data are identified in Table 6.2. The correlations and the regression 
coefficients for EOFs 1 and 2 are the largest and are opposite in sign. Their importance is also 
reflected in the model deviance scores reported in Table 6.2. The deviance associated with the fitted 
GLM model is 486 (benchmark). The importance of each predictor is assessed by dropping that 
predictor from the model and computing the resulting deviance. Large increases in deviance (e.g., 
656 from 486 when EOF1 is dropped from the set selected) suggest a high importance of the 
predictor. The most important predictors (in order) of daily precipitation excluding the 1995 data are 
then EOFs 1, 2, 8, 12, 13, 4, 5. All the deviance scores presented in Table 6.2 for the reduced 
models are different from what would be expected by chance at the 10% significance level. The 
difference for EOF5 is significant at the 0.0002 level. The time series for the leading predictors for 
the 1995 January are presented in Figure 6.6, to help visualize the role the associated spatial modes 
of atmospheric circulation may have played in the extreme rainfall events. The space-time patterns 






 The spatial patterns associated with selected EOFs (the 1st six, and then 3 others that are 
subsequently selected as predictors by the GLM model) are shown in Figure 6.7. The 1st EOF, 
which explains 13 % of variability in the SLPa field, appears to be a wave number-1 pattern with 
only one trough (blue) and one crest (red) illustrating a large-scale pattern. The trough and crest 
represent anomalous low and high sea level pressure respectively. For the January 1995 flood event, 
a strong anomalous low pressure was active with high amplitude when heavy precipitation fell in late 
January 1995 in France   heavy-precipitation area throughout the period; (2) as the end of the heavy 
rainy period was approached (the 24th Jan), the energy of the low pressure system began to dissipate 
as illustrated in the Figure 6.5 covering the SLPa field from the 24th to the 28th, January. The EOF1 
time series in January 1995 (Figure 6.6) shows that the contribution of the EOF1 to anomalous low 
pressure intensified from the beginning of the rainy period, and changes to a high pressure marking 
the end of the rainfall event.  
The 2nd EOF, which contributes 9.75% of the variability, has two crests (strong positive SLPa) in 
France and the North Pacific, with a longitudinally elongated low SLPa trough across the entire mid-
latitude Eurasian continent and a relatively mild low pressure sitting between the two crests. The 
EOF2 time series (Figure 6.6) shows an abrupt drop to negative coefficients when the EOF1 began 
to climb 3 days before the rainy days (on the 13th), indicating synergetic effects in intensifying low 
pressure over the study region. The negative coefficient of EOF2 starting from the 13th, lasting until 
after the end of the month, suggests that a persistent low pressure corresponding to this mode was 
present over Western France.  
EOF3 is positively correlated with daily rainfall, but in the GLM its contribution relative to other 
predictors is relatively small. Its spatial pattern (Figure 6.7) shows an adjacent trough and crest 





The EOF3 time series (Figure 6.6) shows that a positive phase was active from the 13th of January to 
the 21st, when an abrupt change to negative occurred. This suggested a low pressure was developed 
southwest of France, 4 days before the onset of heavy persistent rainfall and persistent through the 
event.  
The 4th and 5th EOFs, appear to have comparable contributions with positive and negative 
correlations respectively with daily rainfall. Both have an approximately wave number 3 pattern. 
However, their temporal expression in January 1995 is quite different. EOF4 persists in a negative 
state during the event, while EOF5 persists in a positive state for much of the period prior to and 
during the event with a transition to a negative state marking the end of the event, consistent with its 
negative correlation with the daily precipitation.  
EOF8 has a wave number between 3 and 4. It is negatively correlated with daily precipitation. 
During the 1995 event it is in a positive mode from Jan 22-24, and close to zero otherwise. These 
are the dates (Figure 6.2 and Figure 6.4), when the precipitation released in the area is actually small, 
in the overall 2 week period of rainfall.  
EOFs 12 and 13 have wave numbers close to 5 or 6 and explain roughly equal variance in the SVD 
analysis, suggesting that they may be in quadrature as a transient space-time oscillation. Their 
correlations with daily precipitation are positive and negative respectively. In the 1995 expression of 
these patterns (Figure 6.6) we notice that they exhibit much higher frequency fluctuations, with an 
approximate period of 5 days. This is consistent with the time scale expected for transient eddies 
that are often coupled to the larger scale stationary wave patterns represented for instance by EOFs 
1 and 2. Their variations are approximately in quadrature, and accounting for their sign, they 





The sum of the more persistent high amplitude, low wave number (i.e., large scale) patterns 
represented by EOFs 1 and 2 and the leading higher wave number transient patterns that reflect the 
2 blocking centers and trapped low are found to be the mechanism associated with the 1995 flood 
event. The TMEs follow a meridional flow, as is typical, and are then transported into the 
convergence zone over Western France defined by this persistent pattern. The results found here are 
consistent with the standard theory on transient eddy-mean flow stationary wave interactions, and 
with the mechanisms articulated for TME emergence. The attribution of their contribution to a 
specific extreme rainfall event is remarkable, as shown by the day by day predictions from the GLM 
that uses only these patterns and no direct information about the atmospheric moisture content as 
predictors. This is shown in Figure 6.8, through the conditional mean and the 95% prediction 
intervals which appear to provide excellent coverage of the extreme 1995 area-averaged rainfall. In 
this out of sample prediction, 53% of the total variance of the January rainfall in 1995 is explained 
by the conditional mean from the GLM. We remind the reader that this was not intended to be a 
daily rainfall forecast model. Rather, the interest was in establishing how much of the daily rainfall 
variance could be attributed to the atmospheric circulation pattern, to establish the importance of 
understanding their role in future projections of extreme rainfall as opposed to purely an increase in 
the atmospheric moisture content due to warming.  
 
4.3. The NAO index, Extreme Precipitation and the SLPa 
The winter North Atlantic Oscillation (NAO) is often cited as a determinant of seasonal 
precipitation and temperature in N. Europe. Consequently, we explored its potential role in 
determining extreme precipitation as well as the associated atmospheric circulation patterns in the 





were significant at the 5% level but low (~ 0.1) for 0 to 3 days preceding rainfall. The NAO 
correlations were statistically significant with the SLPa EOFs 1, 3, 4, 5, 6, 7, 9, 10, and 14. The 
highest correlations (~0.3 to 0.46) are with EOFs 4-6 and 10. Since the NAO is derived through a 
SVD analysis of the North Atlantic SLP field, these associations are expected. The finding remains 
that it is useful to explore the role of the larger-scale atmospheric circulation field on regional 








Summary and Conclusions 
A mechanistic understanding of extreme floods requires an understanding and characterization of 
their causal factors. Traditionally, hydrologists focused on landscape scale hydrologic processes, 
viewing rainfall as a known or stochastic exogenous forcing. The role of atmospheric processes has 
received much more attention in recent years, as hydrometeorology and hydroclimatology have 
evolved as fields. Lavers et al. [2013] showed that under future climate projections, North Atlantic 
ARs are projected to become stronger and more numerous in the future scenarios of multiple 
simulations from five state-of-the-art global climate models (GCMs) in the fifth Climate Model 
Intercomparison Project (CMIP5). The synoptic structure of atmospheric fields and their 
connection to larger scale features is being explored in this context. A specific genre of interest in 
this regard is the association of tropical moisture exports (or atmospheric rivers) with major floods 
in the mid-latitudes. These are large-scale climate features whose recurrence is of considerable 
interest for future flood potential, especially considering changes in atmospheric circulation that may 
emerge as part of natural modes of climate variability or anthropogenic forcing. With this context in 
mind, we explored 4 questions associated with a large-scale, persistent flooding event that took place 
over Northern France in January 1995.  
As in Nakamura et al.’s (2012) analysis of the Ohio River Basin, we find that the tropical Atlantic 
Ocean provides the moisture source for the extreme rainfall leading to floods, and that large-scale 
atmospheric circulation pattern anomalies govern the associated dynamics of the associated tropical 
moisture exports and their convergence and moisture release in the flooded area. A significant 





from local circulation patterns and indices, though interactions between the different scales are 
clearly important. These patterns established from data excluding the extreme January 1995 period 
were able to explain 53% of the variation in daily rainfall, and provide a good coverage for the 
extreme daily rainfall events for January 1995. This observation reinforces the notion that one needs 
to assess potential changes in the atmospheric circulation as well as potential changes in the 
atmospheric moisture content, and in tropical convection to determine changes in future extreme 
rainfall intensity and duration.  At the same time, the simple analyses presented here point to the 
promise for diagnosing extreme precipitation patterns from future integrations of Ocean-
Atmosphere General Circulation Models (GCMs).   
It is well known that historical precipitation simulated from GCMs tends to have large biases, and 
hydrologists (e.g., [Johnson and Sharma, 2012]) often apply bias correction methods to this output, 
without an effort to understand or diagnose the source of the bias. The findings of this study 
suggest that for mid-latitude extreme precipitation associated with TME, it is important to 
understand the large-scale mean flow and the eddies coupled to it. Lorenz [1984, 1990] present a low 
order dynamical model for the mid-latitude atmospheric circulation as described by the interactions 
between the mean flow and the transient eddies that is forced by the equator to pole temperature 
gradient (EPG) and the land ocean temperature (LOC) contrast. The model solutions demonstrate 
multiple potential equilibrium solutions, chaos, and intransitivity. An interesting aspect of the model 
solutions is that persistent blocking regimes of the sort that correspond to the extreme flood event 
discussed here are generated. Subsequently, [Rind, 1998; Jain et al., 1999; Karamperidou et al., 2012] 
EPG and OLC were used as diagnostic indicators of how climate change may manifest in the 
circulation.  Jain et al. [1999] showed that the GCM simulations of the 20th century climate had 
significant biases in both EPG and OLC relative to the estimates from observations. Karamperidou et 





were resulting biases in the location and strength of the mid-latitude circulation, and that models 
with smaller biases in EPG and OLC had correspondingly smaller biases in the mid-latitude jet 
variables and in the mean precipitation field. The present study reinforces these observations 
empirically by establishing that for extreme precipitation, one need to get the large-scale mean flow 
and its interactions with eddies right, so that the steering and convergence of tropical moisture is 
properly modeled. It would be good to check whether a particular climate model does reproduce 
these features in a historical simulation, before considering its use for future extreme precipitation 
simulations.  
A number of areas need to be explored and modeled to move to a formal predictive strategy. 
Specifically, one could explore whether intra-seasonal oscillations, such as the Madden Julian 
Oscillation, with a 20-40 day period, that is associated with modes of tropical convection [Kiladis and 
Weickmann, 1992; Maloney and Hartmann, 2000, 2001; Barrett and Leslie, 2009], and slowly evolving 
large-scale extratropical circulation modes interact to determine the circulation patterns that lead to 
both the moisture transport and the persistent regional atmospheric convergence that appears to be 
associated with these extreme events. Further, the ability to use the SLPa EOFs to offer reasonable 
linear prediction of the extreme daily rainfall, offers the opportunity to explore predictive modeling 
with  non-linear and delay terms with SLPa, lagged precipitation and other state variables in a search 
for a low dimensional analog for the large-scale climate dynamics that may drive seasonal rainfall 
extremes. Such a model would help both conceptual understanding of these phenomena for 
hydroclimate researchers, and provide practical advances in short term prediction or the projection 
of long term climate scenarios for a region. Both are key building blocks for an understanding and 
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Figures and Tables 
 
Figure 6.1: Map of study/inundation area with locations of major cities and flooded river, Loire; 
Brittany is the area with flood inundation as recorded by the Dartmouth Flood Observatory 
(http://floodobservatory.colorado.edu/). 
High:420


















Figure 6.2: The space-time rainfall patterns in the study area (43°N-53°N, 10°W-5°E ) during the 
heavy rainy days (from left to right, top to bottom): (a) From 9am on the 17th to 4am on the 18th; (b) 
From 6am on the 19th to 8am on the 20th; (c) From 8am on the 21st to 5am on the 23rd; (d) From 
0am on the 24th to 0am on the 25th; (e) From 0am on the 25th to 0am on the 26th; (f) From 0am on 










Figure 6.3: TME tracks born on the 11th to the 22nd of January (from left to right, then from top to 
bottom), colors depicting moisture release from the air parcel in the study area during heavy rainfall 
period from the 17th to the 28th of January in 1995. The red box highlights the flooded area. The 








Figure 6.4: The number of tracks entering the study area from the moisture sources identified as a 







































TME birth date in January 1995
No. of Tracks entered the area







Figure 6.5: The evolution of the sea level pressure anomaly fields over the precipitation period and 











Figure 6.6: Time series of contribution of selected EOFs’ (EOF1, EOF2, EOF4, EOF5, EOF8, 
EOF12 and EOF13) as measured by the product of their GLM coefficients (β) and the EOF time 
series for January 1995. Note that EOFs 1 and 2 are plotted using the y-axis scale on the left, since 
they dominate and the others are plotted using the y-axis scale on the right so that their time series 













Figure 6.7: (a) First six EOFs representing the prominent spatial patterns of daily SLPa of Januaries 
from 1979 to 2011; (b) EOFs 8,12, 13 that were also selected by the GLM with significant 
contributions in the model. The color bar indicates the amplitudes of the high pressures (crests of 











Figure 6.8: Predicted area average rainfall in January 1995 using concurrent SLPa EOFs by fitted 










aAll the correlations are statistically significant at P<0.05, against a null hypothesis of no-effect 
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Table 6.2. Summary of predictors selected in the GLM model 
Predictors Coefficients P - Value 
Deviance with term dropped 
(The “best” fitted GLM model 
Deviance = 486) 
(Intercept) -10.69 <0.001   
EOF1 13.30 <0.001 656  
EOF2 -11.74 <0.001 613  
EOF3 2.09 <0.001 489 
EOF4 4.11 <0.001 504 
EOF5 -3.77 <0.001 500 
EOF7 -2.50 <0.001 490 
EOF8 -6.08 <0.001 518 
EOF9 3.38 <0.001 499 
EOF10 -3.65 <0.001 501 
EOF12 6.26 <0.001 524 
EOF13 -4.81 <0.001 510 
EOF15 2.84 <0.001 493 













Seasonal to Interannual Variability of 







Nothing in life is to be feared, it is only to be understood. Now is the 
time to understand more, so that we may fear less. 
Marie Curie 
 
A statistically and physically based framework is put forward that investigates the relationship 
between Tropical Moisture Exports (TMEs), and Extreme Precipitation and Floods in the 
Northeastern United States (N.E. USA). TMEs correspond to the poleward transport of warm and 
moist air masses from low latitudes, primarily tropical oceanic areas, to higher latitudes; contribute 
to the global climatology precipitation and its extremes; and are closely related to flood events, 
especially in the midlatitudes. The birth process and the steering of TMEs have seasonal and 
interannual variability. In this study, we explore how the TMEs are related to extreme precipitation 
and floods in the Northeastern United States with a focus on seasonal variability and the potential 
impact of the El Niño Southern Oscillation. Links of TMEs to large floods events in N.E. USA in 
different seasons are first identified. The major moisture sources of the TMEs that contribute to 
precipitation extremes and floods in N.E. USA are then identified, together with the seasonally and 
interannually varying characterizes in terms of both TMEs birth and entrance to the N.E. USA, and 
the subsequent contribution to extreme precipitation. We show that the extreme daily precipitation 
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Chapter 7  
Introduction 
Surface temperature gradients [Lorenz, 1984; Jain et al., 1999; Karamperidou et al., 2012] drive the large 
scale atmospheric circulation, and hence the poleward transport of warm and moist air masses from 
low latitudes, primarily tropical oceanic areas, to higher latitudes, often in the form of localized 
filaments of high water-vapor fluxes within the warm sector of extratropical cyclones. There are a 
number of studies focusing on ‘Atmospheric Rivers’ (ARs), a concept which was first introduced by 
[Zhu and Newell, 1994] who defined an atmospheric phenomenon that features a narrow corridor of 
concentrated moisture, enhanced water vapor transport that have a large hydrologic effect. 
Atmospheric Rivers [Zhu and Newell, 1998; Bao et al., 2006] have been widely studied as the major 
contributor to extreme precipitation and floods [Ralph et al., 2006; Leung and Qian, 2009; Lavers et al., 
2011, 2013; Ralph and Dettinger, 2011]. ARs have been linked to extreme precipitation in the United 
Kingdom [Lavers et al., 2011, 2013; Nakamura et al., 2013], Western France [Lu et al., 2013],  Midwest 
United States [Nakamura et al., 2013] and the West coast of United States [Ralph et al., 2006; Dettinger, 
2011; Ryoo et al., 2011] which has been linked to the well-known “Pineapple express” [Higgins et al., 
2000], that originates from oceanic areas adjacent to Hawaiian Islands. However, areas such as the 
Northeast United States (N.E. USA) have not been studied as much in this context.  
The widely used definition of ARs as a narrow plume with integrated water vapor (IWV) at least 
2cm, extending over at least 2000 km long and 1000 km wide [Ralph et al., 2004; Neiman et al., 2008], 
has restricted the studies to popular AR-associated regions as indicated in the preceding paragraph.  
In contrast, [Wernli, 1997; Bao et al., 2006], suggested the term “moist conveyor belt” to broaden the 





hydrometeorological extremes at global scales [Knippertz and Wernli, 2010; Knippertz et al., 2013; Lu et 
al., 2013]. Here, we explore how TMEs may be involved in moisture transport into the N.E. USA, 
and how their sources and influence varies by season and under different ENSO regimes. The 
linkage of TMEs to extreme precipitation and flooding in each of the seasons is also assessed. 
Past studies on the nexus of moisture transport, extreme precipitation and floods, focus on the (1) 
link to selected historical floods events in various regions [Ralph et al., 2006; Lavers et al., 2011; Lu et 
al., 2013; Nakamura et al., 2013]; (2) identification of moisture sources that contributes to extremes 
[Knippertz and Wernli, 2010; Ryoo et al., 2011; Knippertz et al., 2013; Lu et al., 2013; Nakamura et al., 
2013]; and (3) trajectory analysis of the air masses with investigation of the attendant atmospheric 
circulation [Wernli, 1997; Bao et al., 2006; Ryoo et al., 2011; Lu et al., 2013].  Lavers et al., [2011] 
demonstrated the association between ARs and top 10 largest winter floods events since 1970 in 
Britain; while [Nakamura et al., 2013] analyzed 21 Ohio River floods that exceed the 10 year return 
period. Further, Knippertz and Wernli [2010], Lu et al. [2013] and Nakamura et al. [2013] note that 
tropical moisture exports (TMEs) to the North Hemispheric extratropics provide the link between 
tropical moisture sources and extratropical extreme precipitation, occasionally with explosive 
cyclogenesis. Lu et al. [2013] associated TMEs from the Gulf of Mexico and Tropical North Atlantic 
Ocean (TNAO) east to the Bahamas islands as the major moisture sources for the 1995 January 
flood in western France, and demonstrated the predictability of the extreme precipitation given only 
the mid-latitude SLP fields, suggesting that steering mechanisms were important. Nakamura et al. 
[2013] provided a similar analysis for the Ohio River Basin, where a persistent dipole in the SLP 
leads to the wave like transport of moisture from the Gulf of Mexico into the Ohio River basin 





7.1. Tropical Moisture Export Characterization 
Tropical Moisture Exports (TMEs) were documented in [Knippertz and Wernli, 2010] and later used 
by [Knippertz et al., 2013] to produce a global TME climatology. The TME tracks were calculated 
using 6-hourly ERA-Interim data [Dee et al., 2011] and ranges from 1989 to 2010, covering daily 
tracks born in the tropics [0 ° – 20 ° N]. The moisture source of each trajectory was calculated for 
every 100 km × 100 km box between 0 ° and 20 ° N, and for every 30hPa between 1000 and 
490hPa. As a result, 90% of all water vapor is included. Each trajectory represents 3 × 1012 kg of 
atmospheric mass. Trajectories are calculated with the software package Lagrangian Analysis Tool 
([Wernli, 1997; Wernli and Davies, 1997], by interpolating the relevant fields to the position of the 
trajectory at 6-hr updating frequency. Only trajectories that cross 20 ° N, and reach 35 ° N within 
the next 5 to 6 days were retained to ensure that the characteristics of the tropical air parcels are 
maintained on their way across the subtropics, although changes due to fluxes of heat and moisture 
from the underlying surface or mixing cannot be completely excluded. The water vapor fluxes of the 
retained tracks in the dataset must reach 100 g Kg-1 m s-1, a threshold chosen to represent ‘fast’ 
events and yet get meaningful statistics [Knippertz and Wernli, 2010]. Knippertz and Wernli [2010] 
showed that TMEs contribute significantly (more than 60% of the average) to climatological 
precipitation in the mid-latitudes and identified four major source regions in the tropics:  
(1) “Pineapple Express’ (PE) [170° – 130° W]. This source has a maximum activity in the DJF 
season and are almost absent in JJA.  
(2) ‘Great Plain’ (GP) [100 ° – 90 ° W]. We extended this region to [100 ° – 70 ° W] after initial 
analyses revealed that it was the dominant source region for the TMEs entering the N.E. USA. This 
region includes the Gulf of Mexico, and also parts of the continental region between the Rocky and 





(3) ‘Gulf Stream’ (GS) [40 ° – 70 ° W]. This source is active year round with low seasonality. 
(4) ‘West Pacific’ (WP) [120 ° – 170 ° E]. This source has been associated with the mei-yu-baiu front 
over East Asia with activity from MAM to SON peaking in JJA.  
Subsequently, we identify the TME tracks as GP, GS, PE or WP as associated with their birthplace. 
This conceptual framework of the analysis presented in this study is indicated in Figure 13.1. The 
causal structure illustrated considers the potential dependence of the TME Birth process as a 
function of the source location, the season and ENSO state. The number of TMEs that enter the 
N.E. USA on any given day depend on the associated birth process, the season, the source, the 
ENSO state, and indicators of atmospheric circulation. The total water released (∆Q) by the TMEs 
in the N.E. USA on a given day is taken to depend on the number of TMEs entering. The extreme 
precipitation amount, EP, is considered to depend on the ∆Q. We take the N.E. USA [39°N – 48°N, 
66°W-82°W] as the study area to address the following questions: 
(1) How were floods events in N.E. USA in different seasons related to TMEs: the moisture 
sources, their seasonality? 
(2) What are the birth mechanism of TMEs and the role of large scale climate regulation? 
(3) What are the entrance mechanism of TMEs to N.E. USA and the role of identifiable 
Atmospheric Circulation patterns? 
(4) What is the link between TMEs and Extreme Precipitation events that may trigger floods? 
The following chapters of this part are organized in line with answering these research questions. 
The data used in this study is provided in Chapter 8. In Chapter 9, we illustrate the association of 
TMEs with examples of extreme floods in each season. The second research question is addressed 





moisture release and extreme precipitation that is closely related to floods is explored in Chapter 12.  









We use the TMEs dataset documented in [Knippertz and Wernli, 2010]. The dataset covers from 1989 
to 2010, recording daily tracks born in the tropics that meet the following criteria: (1) they cross 20 ° 
N, and reach 35 ° N within the next 5 to 6 days, and (2) water vapor flux for the track is not less 
than 100 g Kg-1 m s-1. The position of the air parcel was updated every 6 hours, thus each track has 
29 (4 updates up to 7 days including birth place, 4 7 1  ) positions (latitudes & longitudes) recorded 
on its trajectory. 
The change of moisture (recharge or release) along each track is calculated as 
k k kΔQ (j)= Q (j) -Q (j+1)                 (1) 
, where j is the time point on the trajectory (the jth position along the track),  kQ j is the k
th TME 
track’s specific humidity in g Kg-1 (units) at time point j and kΔQ (j) is the change of specific humidity. 
There are a total of 29 time points for each of the tracks, sampled every 6 hours. Therefore, j ranges 
from 0 to 28, corresponding to the birth location and the one point before death location.  
The total release of water from the air parcel, that is the precipitation, after it entered the study area 
was quantified by calculating the difference of total specific humidify (including liquid phase) 










where ΔQ(t) is the total change of specific humidity of all the tracks that are active in the N.E. USA 
on day t, Nt is the total number of tracks active in the N.E. USA on day t. Note that we consider the 
tracks leaving/exiting at the different hours of the day, i.e. 0 o’clock, 6 o’clock, 12 o’clock, 18 
o’clock, 24 o’clock. By interpreting the selected tracks together with the changes of specific humidify, 
we are able to identify the birth location and their trajectories to the N.E. USA and compute the 
release of water vapor from the moist air parcel.  
For the analysis of atmospheric circulation patterns, we use the sea level pressure (SLP) data from 
the NCEP/NCAR Reanalysis project [Kalnay et al., 1996] provided by the NOAA/OAR/ESRL PSD, 
Boulder, Colorado, USA, from their Web site at http://www.esrl.noaa.gov/psd/ . We use the daily 
SLP data, with a resolution of 2.5 ° latitude× 2.5 ° longitude, covering the same period, 1989 – 2010. 











            (3) 
, where i is the ith day in year j, i = 1, …, 365 (366 for leap years) and j = 1989, …, 2010; ijSLPa is the 
SLP anomaly on ith day in year j, iSLPc is the daily climatology of SLP on the i
th day of a year, or 
average calendar day SLP.  
The Oceanic Niño Index (ONI) is provided by NOAA/National Weather Service, NOAA Center 
for Weather and Climate Prediction, Climate Prediction Center, from their website at 
http://www.cpc.ncep.noaa.gov/. The ONI has become the de-facto standard that NOAA uses for 
identifying El Niño (warm) and La Niña (cool) events in the tropical Pacific.  The warm and cold 





[Smith et al., 2008] SST anomaly for the Niño 3.4 region (i.e., 5° N – 5° S, 120° – 170° W). Cold and 
warm episodes are defined when the threshold is met for a minimum of 5 consecutive over-lapping 
seasons.   
The flood events in N.E. USA we discuss in the following section are recorded by the Dartmouth 
Flood Observatory (DFO, at their website: http://floodobservatory.colorado.edu/ ). The 
Dartmouth Flood Observatory Achieve contains global floods events from 1985 to present based 








TMEs and Floods in Northeast USA 
For each of the four seasons, i.e., Dec – Jan – Feb (DJF), Mar – Apr – May (MAM), Jun – Jul – Aug 
(JJA) and Sep – Oct – Nov (SON), major flood events in the N.E. USA as recorded in the DFO 
data base were identified. For each event, TME tracks that were born in any of the 4 source regions 
within 7 days of the onset of heavy precipitation in the flooded region were identified. Of these, 
those that entered the N.E. USA, including those that continued out of the region, were identified. 
A representative flood event is identified for each season and the TME tracks associated with it are 
shown in Figure 13.2 – Figure 13.5. The colors indicate the changes of specific humidity along the 
tracks, calculated as in Eqn. (1). Moisture release is recorded as blue dots in Figure 13.2 – Figure 
13.5 while moisture recharge magnitude is shown using red dots. Basic attributes of the flood events 
are summarized in Table 13.1. 
Figure 13.2 shows that the associated TMEs for the January 1996 flood (Table 13.1) were born in (1) 
‘Pineapple Express’ (PE), i.e. Niño 3.4 region near Hawaii; (2) ‘Great Plain’ (GP), i.e. Gulf of 
Mexico and (3) ‘Gulf Stream,’ (GS), i.e. Tropical North Atlantic Ocean (TNAO) east to the 
Bahamas. The beginning of the heavy rainfall appears related to tracks born in all the three regions 
as shown in Figure 13.2 (a) – (c). Later in the event (Figure 13.2 (d) – (f)) TMEs that entered the 
N.E. USA were all born in GP and GS. The change of moisture content of the tracks indicates that 
for tracks born in PE, the relatively longer travel time and distance resulted in more recharging and 
releasing on their way to the N.E. USA, compared to GP and GS, which featured less changes of 
moisture content before reaching the flooded area, and release relatively more water vapor in the 





are strong spatial patterns of the trajectories given the TME tracks’ sources:  tracks from PE follows 
typical Northeastward ‘Pineapple Express’ sine wave like trajectory widely showed in the AR 
literature (e.g., [Dettinger, 2011; Dettinger et al., 2011; Ralph and Dettinger, 2011]);  tracks from GP and 
GS penetrated to the North until reaching 50° N, where the Jet Stream was located, and then turn to 
the East. Lu et al. [2013] showed remarkably similar trajectories of the two major sources, i.e. GP 
and GS, associated with the more than 100-yr heavy precipitation induced flood event in Western 
France in January 1995.  
Figure 13.3 shows the TME tracks that contributed to the April 2005 flood event (Table 13.1). The 
major moisture sources identified are GP and GS.  There were a few TME tracks from PE, which 
contributed only to the early stage of the heavy rainfall, indicated by both the number of tracks and 
moisture release. It took on average 6 – 7 days, depending on the carrying wind speeds and season, 
for TME tracks born in PE to reach the N.E. USA. GP and GS are thus the major contributors. 
They are both very active in MAM [Knippertz and Wernli, 2010]. The PE TME (Figure 13.3 (a) – (b)) 
propagated further north reaching 50°N, different from the winter event shown in Figure 13.2.  The 
same is the case for the TMEs born in GP and GS (Figure 13.3). This may be associated with the 
beginning of the seasonal northward shift of the jet stream [Laing and Michael Fritsch, 1997].  The 
moisture released from the TMEs was a significant fraction of the moisture carried by the tracks, 
and Figure 13.3 (b), (d) – (f) show that the most extensive releases were occurred in the N.E. USA.  
Figure 13.4 shows the TMEs associated with the June 1998 flood event (Table 13.1). The major 
moisture sources identified are GP and GS, with some from the tropical East Pacific. The most 
notable feature in Figure 13.4 is the a well-organized spatial trajectory of all TME tracks, that bring 
moisture from the warmer tropical ocean to the Great Plains, starting to release moisture in the 





the N.E. USA flood. The TMEs (Figure 13.4) followed the path passing both of the flooded regions 
in a consistent order. Note that only TME tracks that finally entered N.E. USA have been retained 
in Figure 13.4, and there were additional TME tracks that were responsible for the Southwest Iowa 
floods but they did not eventually reach the N.E. USA. Due to the longer distance of these 
trajectories and the weaker westerly in summer, it took longer for the TME to reach N.E. USA after 
they were born. The trajectories of TMEs exiting the N.E. USA were different in Figure 13.4 (a) & 
(b) and Figure 13.4 (e) & (f). The TMEs in (Figure 13.4 (a) & (b)) went further north to Quebec, 
Canada; while the ones born on the 21st and 22nd (Figure 13.4 (e) & (f)) followed a wavelike 
trajectory starting from the Great Lakes. The changing trajectories were likely associated with 
synoptic transients [Lu et al., 2013].  
Figure 13.5 shows the TME tracks that contributed to the October 2005 flood event (Table 13.1). 
The major moisture sources identified are GP and GS. The most notable feature in Figure 13.5 is 
the similarity to the trajectories of those born in GS in DJF (Figure 13.2). TMEs born in GS 
remained in the oceanic sector before reaching the N.E. USA, which resulted in a continuous 
recharging of moisture to the tracks. At the same time in October 2005, it was reported that 
remnants of Tropical Storm Tammy and Subtropical Depression Twenty-two merged with incoming 
continental cold fronts to produce torrential rains over N.E. USA. The trajectories of the GS TMEs 
are consistent with these storms. Such a feature is not typically consistent with ARs. The release of 
the moisture was concentrated in the N.E. USA area.  
The four flood event examples show that in the N.E. USA, TMEs may be closely related to floods 
year-around with varying major moisture sources and trajectories. The major year-around moisture 







TMEs birth and ENSO 
In each season, TMEs from different moisture sources were seen to be associated with floods in the 
N.E. USA. The seasonality of and interannual variations in TME birth are analyzed in this section.  
Figure 13.6 presents the seasonality of and the interannual variations in the TMEs born in the four 
major sources under different ENSO phases. All four sources show a strong seasonality of the TME 
birth process.  
GP is active year-around and peaks in June (Figure 13.6 (a)). The largest divergence between El 
Niño and La Niña conditions occurs in Oct-Jan, with enhanced TMEs under El Niño and 
suppressed TMEs under La Niña conditions. A t-test for the difference in mean GP TME counts 
considering unequal variance in each phase, for El Niño and La Niña phases for the TME born in 
Oct-Jan yields a p-value of 0.008 for the null hypothesis of no difference.  
GS (Figure 13.6 (b)) is relatively less active than GP and has a weaker seasonality, with multiple 
peaks in DJF, June and October. The largest divergence between El Niño and La Niña phases 
occurs in Nov-Dec (p level from the t-test is 0.048), and June-July (p level from the t-test is 0.013) 
when TME is enhanced in the El Niño phase, and in Mar-April (p level from the t-test is 0.050) 
when TME is enhanced in the La Niña phase (Figure 13.6 (b)). It is interesting that TME is 
suppressed in both El Niño and La Niña phases relative to the Neutral phase in JFM, and enhanced 
in Aug-Oct.  
PE (Figure 13.6 (c)) and WP (Figure 13.6 (d)) have very strong seasonality, evidenced by their large 





13.6 (d)) is very active in summer, when it is the monsoon season for East Asia. PE (Figure 13.6 (c)) 
is active in winter, when the ‘Pineapple Express’ ARs are the most active and affect the West coast 
of USA. There is a persistent increase in WP TMEs (Figure 13.6 (d)) in Feb-Jul (p level from the t-
test is 0.09) in the La Niña phase. For PE (Figure 13.6 (c)) the situation is mixed, with enhancement 
under El Niño in January and October (p level from the t-test is 0.06), but under La Niña in 







TMEs entrance and Atmospheric Circulation Patterns 
The origins of the TMEs entering N.E. USA vary seasonally, due in part to the seasonality of the 
TMEs birth, and in part to the seasonal and interannual changes in atmospheric circulation patterns. 
The corresponding data for the total number of tracks entering by calendar month, the total number 
of tracks from the 4 sources considered here, and the annual total for each source is presented in 
Table 13.2. The probability P(Source|NE) that the TME that entered the NE in a given month 
comes from a particular source, and its interannual variation are illustrated in Figure 13.7. 
First we note that the four sources considered account for 85% of all tracks entering the N.E. USA 
on an annual average basis, varying cyclically from a minimum of 70% in December to a maximum 
of 98% in July (Table 13.2). The number of TME tracks entering peaks in the winter with a 
secondary maximum in June. On an annual basis approximately 73% of the tracks come from GP, 
14% from GS, 3% from WP and 11% from PE. Consequently, it is not a surprise that on average, 
45% (Nov) to 79% (June) of the tracks on a monthly basis come from GP. The fraction coming 
from GS increases from June to October, peaking in August (28%).  PE’s contributions are 
important in November to February (~20% of the tracks), and WP is a weak spring/fall contributor 
accounting for a maximum of 4% of the tracks in December and February. In summary, GP is 
important year round, but particularly in April-July, GS has increased contributions in June-October, 
and PE in November-February, with WP a possible contributor in winter.  
From Figure 13.7, we see that GP accounts for a relatively stable seasonality of tracks entering 





interannual variability in August, September and November. GS is an important source in July – 
September with high interannual variability. PE is primarily a contributor in Nov-Feb, while WP has 
a low contribution throughout the year with relatively high variability across years in fall and spring.     
Tracks entering from GP into the N.E. USA are positively correlated at a significance level of 0.05, 
with those entering from GS in January (correlation=0.62), February (0.79), March (0.71), 
September (0.37), November (0.51) and December (0.68); with PE tracks entering in November 
(0.37) and December (0.18), and with WP tracks in January (0.52) and February (0.39). Tracks 
entering from GS and PE are negatively correlated in January (-0.32) and October (-0.38). Tracks 
entering from PE and WP are positively correlated in December (0.26).  
The seasonal and interannual variability in the relative contributions of the tracks from different 
sources may be due to changes in the TME birth or TME steering characteristics. To develop some 
understanding of these issues, the statistics of TME birth and the conditional probability of tracks 
born in a region entering the North East, P(NE|Source) are summarized in Table 13.3 and Figure 
13.8.  
First, note that the total tracks born aggregated across the four source regions have a pronounced 
seasonality with a maximum in March, June and December and a minimum in August (Table 13.3& 
Figure 13.8 (a)). In terms of the proportion of tracks born in the 4 source regions that essentially 
entered N.E. USA, on average only 13% of these tracks enter the N.E. USA, with a minimum of 8% 
in August, a maximum of 20% in November and December and an active 18% in JFM. 
Consequently, the seasonal cycle of the tracks entering the N.E. USA has a minimum in August, 
with peaks in December to March and in June.  
On average, 42% of the GP TMEs enter N.E. USA with small variation from month to month, 





Figure 13.8 (b)). The GP birth, i.e. P(GP) (Figure 13.6 (a)), varies across the year with a peak in June, 
while its entrance, i.e. P(NE|GP) (Figure 13.9 (a)), undergoes small changes through the year but 
has strong interannual variations in January and October. A t-test for the difference in mean GP 
TME entrance counts considering unequal variance in each phase, for El Niño and La Niña phases 
for the GP TME entrance yields no difference. Therefore, the variations in the birth process of GP 
tracks over the year dominate the contributions to the seasonality of the TMEs that enter the N.E. 
USA.   
GS TMEs entering N.E. USA accounts for 13% of the tracks born with variations from 8% in May 
to 23% in August (Table 13.3 & Figure 13.8 (b)). GS TME entrance is active in June through 
September, while P(NE|GS) peaks at the same period during El Niño phase  and neutral phase of 
ENSO (Figure 13.9  (b)), with anomalous decreases in July and August in La Niña phases. While the 
GS birth (Figure 13.6 (b)) has multiple peaks in DJF, June and October, the June peak is suppressed 
in the La Niña phase relative to the Neutral and El Niño phases.  December GS births are enhanced 
during El Niño phase, while January and February are suppressed during both El Niño and La Niña 
years. In La Niña years, the GS birth drops in June, July (GS entrance also drops in La Niña in July 
(Figure 13.9 (b)), November with two mild peaks in October and February.  Thus, it appears that 
ENSO may influence the birth process more than the steering process for GS TME tracks coming 
to the N.E. USA.  
PE TME begins its entrance in October until March (Figure 13.8 (b)) with its peak contribution in 
November (31%) and December (28%) (Table 13.3). PE birth is active at the same time period with 
strong interannual variations. In La Niña years, there is a decrease of P(NE|PE) in October to 





WP TME entrance is the least of the four sources through the year (Figure 13.8 (b)), though its birth 
peaks from May to September (Figure 13.6 (d)). P(NE|WP) is low and the separation by ENSO 
episodes is minor.  
In summary, it appears that ENSO’s dominant influence on the interannual variations in the birth 
process for GP and GS, and on the steering and birth process for PE. The expression of the ENSO 
influence varies by time of year in both birth and steering. Interannual variability in P(NE|GP) is 
highest in May-June, but does not appear to be related to ENSO. The variability in P(NE|GS) is 
highest for August-September, and again does not have a clear ENSO influence. For P(NE|PE) the 
Oct-March period is the most active and does seem to be influenced by ENSO.  
Figure 13.10 and Figure 13.11 provide the composites of daily sea level pressure anomalies of the 
top 10% TME active entrance days and the top 10% TME inactive entrance days on a monthly basis 
to illustrate the differences of the atmospheric circulation patterns associated with the activity of 
TMEs’ entrance. We consider the total number of TMEs that from all sources including regions that 
outside the four major sources. The top 10% TME active days are determined by the total number 
of TMEs entering N.E. USA by finding the days that have TMEs exceeds the 90% percentile of the 
daily TME tracks for that month over the 22 years (1989 – 2010). The top 10% TME inactive 
entering days are determined by finding the days that have TMEs below the 10% percentile of the 
daily TME tracks for that month over the 22 years. To assist the comparison of the associated 
circulation patterns, we have corresponding active and inactive composites side by side (left panel: 
Active TMEs entrance; right panel: Inactive TMEs entrance) for each month (Jan – Jun in Figure 
13.10 and Jul – Dec in Figure 13.11). Winter (DJF) active TME entrance is observed to be 
associated with low-wavenumber SLPa patterns around 60ºN; spring (MAM) active TMEs are 





has less association with large circulation patterns; Fall (SON) TMEs active entrance days are 
associated with lows in Great Plains; its inactive entrance associated with high-wavenumber blocks 








TMEs and Extreme Precipitation 
The moisture release from the tracks in N.E. USA is highly correlated with the total number of 
TMEs entering N.E. USA (concurrent correlation between number of TMEs entering and ∆Q in 
N.E. USA is 0.88 (p-value < 10-4). We estimated the conditional density of daily precipitation given 
total daily change of specific humidity (∆Q in Eqn. (2)) of TMEs entering the N.E. USA using the 
local polynomial density estimation with the R package ‘hdrcde’ (Kim et al., 2011). Figure 13.12 shows 
that as the daily moisture release (∆Q) by the TMEs increases, the daily precipitation increases with a 
shift in the conditional distribution that is marked beyond a threshold of ∆Q of about 3500 g/Kg. 
This observation based on data pooled over the whole year motivates a seasonal analysis of the 
association between extreme TMEs and extreme precipitation for different seasons, which is 
illustrated in Figure 13.13. The boxplot of the moisture releases (∆Q) from the TMEs to N.E. USA 
are significantly different (p-value 0.01 to 0.001) with two-sample Kolmogorov-Smirnov test) given 
extreme or non-extreme rainfall states for all the four seasons. An extreme rainfall event is defined 
as one exceeding the 99th percentile of daily rainfall (including days with no or trace rain) in that 
season, e.g., for an extreme rainfall event in DJF must exceed the 99th percentile of daily rainfall 
amounts in all the Dec, Jan and Feb over the 22 years. The seasonal 99th percentile thresholds are 
12.7cm (DJF), 12.2cm (MAM), 11.4cm (JJA) and 15.0cm (SON). For all the four seasons, non-
extreme rainfall days have their average moisture releases from TMEs around 0 g Kg-1 with thin, 
long tails. 
We further examined the ENSO influence on the extreme rainfall events occurrence. The number 





there are 36 extreme events in La Niña years, with 16 events in El Niño years out of 83 total events 
at the 99th of daily rainfall by season. Extremes in June have 5 out of total 7 in La Niña years, against 
0 in El Niño years. March, April and September also have similar observations. However, due to the 
limitation of the sample size, the statistical significance is weak (e.g., p=0.18 for June, even though 
we have 0 El Niño and 5 La Niña cases).  
On a monthly basis, the numbers of TMEs entering the N.E. USA for extreme precipitation events 
is consistently larger than those for non – extreme events. The definition of monthly extreme rainfall 
events is the same as that for seasonal extreme events except that the 99th percentile thresholds are 
taken for each month. Table 13.5 provides the ratio of the average TME tracks entering N.E. USA 
from each source for each month. The ratio is the average over all extreme events divided by the 
average over all non-extreme events. As the year-around major source, GP shows consistent 
intensification of TME entrance on extreme rainy days. The average TMEs from GP on extreme 
rainy days are 4 to 7 times of the average on non-extreme days. The difference of TME counts for 
days in the above and below 99th percentile rainfall categories is statistically significant with a p-value 
of less than 0.001 for the null hypothesis of no difference. The second major source, GS shows 
year-around intensification of TME entrance except for July when the ratio is close to 1. The 
intensification is stronger in GS than GP due to the fact that the average TMEs from GS on non-
extreme rainfall days are less than those from GP, but their average TMEs on extreme rainy days are 
comparable. This suggests that for extreme rainfall events, GP and GS are both important. PE and 
WP are both active from Oct to Apr (Figure 13.9 (c) & (d)) and contribute very little from May to 
Sep. The average TMEs entrance from PE and WP are less than 3 for non-extreme rainy days from 
May to Sep/Aug, and hence the corresponding entries in Table 13.5 are left blank. The average 





from 3 to 6 from WP. Although the ratios for PE in Mar and for WP are large, their contributions 








Summary and Discussion 
The key findings of the study are summarized as follows: 
1. The N.E. USA floods in the four seasons are closely related to TMEs as evidenced by the 
historical flood events. 
2. The four major moisture sources of TMEs account for approximately 85% of all the TMEs 
entering the N.E. USA. The birth processes of the four are relatively independent, except for 
moderate association between GP and GS in some months. They all have strong seasonality 
and interannual variation, which determine their contributions to N.E. USA.  Their overall 
contributions can be ordered as GP>GS>PE>WP, with GP and GS as the year-around 
sources, and PE active in winter, and WP the smallest contributor.  
3. Depending on the month, some of the interannual variations of TME birth are associated 
with ENSO phases.  Since GP is the dominant contributor and year-around source, the 
influence of ENSO on GP TME birth affects the TMEs entrance to N.E. USA. The 
intensification of TMEs born from October to January during the ENSO warm phase 
suggests that more TMEs could potentially enter N.E. USA, which may result in more 
moisture release and precipitation. Since the ENSO warm phase also leads to an 
intensification of the GS birth process, the two major sources would contribute more TMEs 
potentially, if the steering mechanism is not changed, to bring the tracks to the N.E. USA. 
The GP and GS TME track entrance is highly correlated over several months, and this may 





4. The seasonal and interannual variations in atmospheric circulation patterns also play an 
important role in determining the TMEs’ entrance to N.E. USA. Aggregating cross the four 
major sources, the annual maximum of TME entrance occurs in June and the minimum 
occurs in winter. The order of importance of the four sources is consistent with 
observations in the floods examples in the beginning: GP>GS>PE>WP. However different 
from the ENSO effect on the birth process, no significant difference was observed among 
different ENSO episodes for the entrance given a birth source, suggesting the ENSO has 
more influence on birth than steering mechanism. The composite SLPa of active TME days 
and inactive TME days suggests that low wave number patterns of atmospheric circulation 
mark the anomalous transport. Depending on the calendar month, these patterns are not 
always symmetric for active vs inactive TME periods suggesting that the circulation 
processes driving the TME to the N.E. USA are nonlinear.  
5. The number of tracks entering and the associated moisture release are highly correlated. This 
translates into a strong influence of active TME periods on the occurrence of extreme 
rainfall. The distribution of TMEs for extreme rainfall events (>the 99th percentile of daily 
rainfall) is significantly different from the one given non-extreme events, suggesting the 
important role of TMEs in determining extreme precipitation. This argument carries forward 
into shifts in extreme rainfall event occurrence across different ENSO phases as they 
influence the TME birth and steering.    
The study of atmospheric rivers as an influence on floods induced by extreme precipitation has 
significantly enhanced the interaction between hydrologists and climate scientists towards an 
improved understanding of the synoptic and climatological factors that govern such phenomena. 
The N.E. USA has not been the target of many of these investigations, partly because of the way 





of tropical moisture exports in the climatology of mid-latitude precipitation, and provided a data 
base that allows a consistent exploration of the Lagrangian transport of moisture from the tropics to 
the mid-latitudes. Our initial work on a flood over Western France in 1995 revealed that at synoptic 
scales systematic organization of moisture as reflected in the data not including 1995 could be 
identified by a simple statistical model and used effectively for an out of sample prediction of the 
extreme precipitation in January 1995 that led to the flood event. Several of the moisture tracks 
associated with that flood event also had a moisture release over the N.E. USA, stimulating the work 
reported in this study. Here, we explore climatological aspects of the links between TME birth, 
steering, moisture release and extreme precipitation, providing the first such chronology of the year 
round links between these factors, as well as the potential links to ENSO. 
Given the short record of TMEs available to us, a structured exploration of interannual variability 
and an association with ENSO and lower frequency phenomenon was not possible. However, we 
expect to extend the work reported here in multiple directions. First, we expect that a national 
analysis will be much more informative as to the spatial and temporal shifts in TME influence on 
extreme precipitation by season and as driven by identified low frequency climate mechanisms. 
Developing a formal spatio-temporal model that considers the connectivity across such a source-
destination network and its modulation by atmospheric and ocean circulation precursors is a 
challenge worthy of pursuit. As we develop such a model, we expect to utilize longer atmospheric-
reanalysis data and to develop a longer TME record from it using LAGRANTO as was done by 
Knippertz and Wernli using the ERA-Interim data. Such a development may provide a much better 
empirical understanding of extreme precipitation dynamics across the USA, and thus provide an 
important diagnostic tool for the performance of climate models for seasonal forecasting or for 
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Figures and Tables 
 
Table 13.1：Facts of the example flood events in the each of the four seasons, record are from 
Dartmouth Flood Observatory Archive. 
Season DJF MAM JJA SON 
Location 














Mad River, White 











2 successive flood 
events occurred in 
N.E. USA and 
Quebec Canada, 
triggered by heavy 










'Ivan', worst flood 
event in the 50 
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12 inches of 
rainfall total, 
intensive rainfall 
of 7 inches within 






GP, GS and PE 
GP, GS, very few 
PE 
GP, GS, few from 
East Pacific 







Table 13.2: Conditional probability of TME sources given the tracks entering N.E. USA region 
[39°N – 48°N, 66°W-82°W] in each month through a year, the conditional probability is averaged 
over 22 years of data, from 1989 to 2010. The last two columns correspond to number of tracks 




Conditional Probability of TME sources given 
Tracks Entered NE:  P(Source|NE)   
Month P(GP|NE) P(GS|NE) P(PE|NE) P(WP|NE) 
#Tracks            
(PE,WP,GS,GP) 
#Tracks 
Jan 0.484 0.072 0.211 0.027 3590 4622 
Feb 0.513 0.083 0.161 0.041 3208 3933 
Mar 0.655 0.071 0.107 0.031 3758 4358 
Apr 0.745 0.063 0.047 0.028 3060 3488 
May 0.768 0.091 0.040 0.023 2887 3118 
Jun 0.787 0.132 0.003 0.017 3757 3956 
Jul 0.781 0.202 0.000 0.003 2631 2682 
Aug 0.677 0.277 0.001 0.019 2114 2171 
Sep 0.599 0.242 0.020 0.061 2764 2969 
Oct 0.556 0.132 0.083 0.032 2485 3004 
Nov 0.454 0.068 0.173 0.034 2859 3861 
Dec 0.461 0.068 0.180 0.042 3582 5095 
Annual 
Total 










Table 13.3: Conditional probability of tracks entering the N.E. USA [39°N – 48°N, 66°W-82°W] 
region, given tracks born in the four major sources in each month through a year, the conditional 
probability is averaged over 22 years of data, from 1989 to 2010. 
 
 
Conditional Probability of Tracks entered NE given 
born in the sources:  P(NE|Source)   




#Tracks            
(PE,WP,GS,GP) 
Jan 0.392 0.119 0.178 0.037 3590 18906 
Feb 0.349 0.098 0.117 0.036 3208 18510 
Mar 0.469 0.118 0.085 0.015 3758 21237 
Apr 0.496 0.085 0.033 0.011 3060 21526 
May 0.368 0.080 0.032 0.006 2887 28879 
Jun 0.382 0.131 0.001 0.004 3757 36917 
Jul 0.339 0.154 0.000 0.000 2631 32381 
Aug 0.373 0.225 0.001 0.002 2114 24895 
Sep 0.465 0.213 0.016 0.009 2764 23217 
Oct 0.470 0.094 0.084 0.011 2485 19714 
Nov 0.513 0.109 0.313 0.022 2859 14215 
Dec 0.422 0.116 0.282 0.044 3582 17569 
Annual 
Total 







Table 13.4: ENSO influence on the number extreme rainfall events, i.e. exceeding the 99th percentile 
threshold of that calendar month over the 22 years data period 
 
Month 99
th Rainfall (cm) El Niño La Niña Neutral 
Jan 14.7 1 3 3 
Feb 11.3 3 1 2 
Mar 12.8 1 5 1 
Apr 12.9 1 4 2 
May 11.1 2 3 2 
Jun 11.3 0 5 2 
Jul 11.7 2 1 4 
Aug 11.0 1 2 4 
Sep 14.5 1 4 2 
Oct 15.0 3 2 2 
Nov 16.0 0 3 4 
Dec 13.0 1 3 3 







Table 13.5: The ratio of average TME tracks entering N.E. USA from each source: extreme rainfall 
events over non-extreme rainfall events; extreme rainfall events are defined as the ones exceeding 
the 99th percentile of daily rainfall for each month; some entries are blank because the average 
number of tracks are less than 3 for non-extreme events; the differences between the two samples 
(i.e. Extreme rainfall case vs. Non-extreme rainfall case) are statistically significant (P-value < 0.001 
with t-test) for the white entries; insignificant months are marked grey.    
Month GP GS PE WP 
Jan 4.08 9.39 2.80 6.46 
Feb 6.40 7.08 8.60 8.92 
Mar 4.02 7.72 10.67 9.85 
Apr 4.00 8.33 2.94 25.67 
May 3.30 8.91     
Jun 4.19 5.69     
Jul 3.76 0.89     
Aug 6.48 5.16     
Sep 6.20 8.18   2.75 
Oct 4.51 5.88 5.69 12.78 
Nov 3.50 4.52 7.06 9.54 








Figure 13.1: Influence Diagram of the factors considered and their proposed relationship (as the 

















Figure 13.2: DJF Flood: TME tracks that born between the 13th and the 18th Jan in 1996 (a) – (f), 
with color indicating the changes of moisture from the tracks: red = pickup, blue= release; the red 
box highlights the N.E. USA; two successive flood events occurred in January 1996, one started on 
the 15th in New York, Pennsylvania, Ohio, West Virginia, New Jersey; the other started 4 days later 
in Chateauguay, Quebec (Dartmouth Flood Observatory Archive 
http://floodobservatory.colorado.edu/ ) .  Each dot corresponds to a 6 hour update of the air 
parcel position, i.e., tracks trajectory. The unit of the color bar is g Kg-1. 
(a)   TME tracks born on the 13th Jan, 1996 (b)   TME tracks born on the 14th Jan, 1996
(c)   TME tracks born on the 15th Jan, 1996 (d)   TME tracks born on the 16th Jan, 1996
(e)   TME tracks born on the 17th Jan, 1996 (f)   TME tracks born on the 18th Jan, 1996
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Figure 13.3: MAM flood: TME tracks that born between the 24th and the 29th Mar in 2005 (a) – (f), 
with color indicating the changes of moisture from the tracks: red = pickup, blue= release; the red 
box highlights the N.E. USA: broad area including New York, New Jersey, Delaware had flood 
starting on the 1st of April 2005 (Dartmouth Flood Observatory Archive 
http://floodobservatory.colorado.edu/ ).  Each dot corresponds to a 6 hour update of the air parcel 




(a)   TME tracks born on the 24th Mar, 2005 (b)   TME tracks born on the 25th Mar, 2005
(c)   TME tracks born on the 26th Mar, 2005 (d)   TME tracks born on the 27th Mar, 2005
(e)   TME tracks born on the 28th Mar, 2005 (f)   TME tracks born on the 29th Mar, 2005
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Figure 13.4: JJA flood: TME tracks that born between the 17th and the 22nd Jul in 1998 (a) – (f), with 
color indicating the changes of moisture from the tracks: red = pickup, blue= release; the red box 
highlights the N.E. USA: Heavy rainfall induced flood event in Green Mountain to Bradford, 
Vermont and New Hampshire (Dartmouth Flood Observatory Archive 
http://floodobservatory.colorado.edu/ ).  Each dot corresponds to a 6 hour update of the air parcel 
position, i.e., tracks trajectory. The unit of the color bar is g Kg-1. 
 
  
(a)   TME tracks born on the 17th Jun, 1998 (b)   TME tracks born on the 18th Jun, 1998
(c)   TME tracks born on the 19th Jun, 1998 (d)   TME tracks born on the 20th Jun, 1998
(e)   TME tracks born on the 21st Jun, 1998 (f)   TME tracks born on the 22nd Jun, 1998
160E                      150W                      100W                      50W                          0    
160E                      150W                      100W                      50W                          0    
160E                      150W                      100W                      50W                          0    160E                      150W                      100W                      50W                          0    
160E                      150W                      100W                      50W                          0    






Figure 13.5: SON flood: TME tracks that born between the 3rd and 8th Oct, in 2005 (a) – (f), with 
color indicating the changes of moisture from the tracks: red = pickup, blue= release; the red box 
highlights the N.E. USA: 10 days flood from the 8th to the 17th of Oct, 2005 in Southwest New 
Hampshire, Vermont, New Jersey, Connecticut (Dartmouth Flood Observatory Archive 
http://floodobservatory.colorado.edu/ ). Each dot corresponds to a 6 hour update of the air parcel 
position, i.e., tracks trajectory. The unit of the color bar is g Kg-1.  
(a)   TME tracks born on the 3rd Oct, 2005 (b)   TME tracks born on the 4th Oct, 2005
(c)   TME tracks born on the 5th Oct, 2005 (d)   TME tracks born on the 6th Oct, 2005
(e)   TME tracks born on the 7th Oct, 2005 (f)   TME tracks born on the 8st Oct, 2005
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160E                      150W                      100W                      50W                          0    
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(a) Variability of  TMEs born in GP

























































(b)    Variability of  TMEs born in GS






















































(c)             Variability of  TMEs born in PE
























































Figure 13.6: Seasonality and interannual variations (boxplot) of the monthly total number of TMEs 
born in the four major source regions (a) GP, (b) GS, (c) PE and (d) WP and the influence of 
ENSO scenarios on their monthly average amounts: blue is the composite of the El Niño years; red 
is the composite of the La Niña years; black is the composite of the neutral years. 
(d) Variability of  TMEs born in WP





























































(a)              Interannual Variability of  P(GP|NE)
Jan      Feb    Mar    Apr    May    Jun    Jul    Aug    Sep    Oct    Nov   Dec
(b)              Interannual Variability of  P(GS|NE)







(c)              Interannual Variability of  P(PE|NE)
Jan      Feb    Mar    Apr    May    Jun    Jul    Aug    Sep    Oct    Nov   Dec
(d)              Interannual Variability of  P(WP|NE)





Figure 13.7: Boxplots of the conditional probabilities of TME birth place (sources regions), given 
TME tracks entered N.E. USA: the interannual variability of monthly contributions of TME tracks 






Figure 13.8: (a) Seasonal variation of the TMEs born in the four major sources and the seasonally 
varying portions of these TMEs entering N.E. USA, note that the TMEs born refer to the y-axis on 
the left and entrance refer to the y-axis on the right, whose scale is 1/10 of the left; (b) seasonal 
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(a)          Variability of  P(NE|GP)
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La Niña 














































(b)    Variability of  P(NE|GS)
Jan      Feb    Mar    Apr    May    Jun    Jul    Aug    Sep    Oct    Nov   Dec
La Niña 















































(c)    Variability of  P(NE|PE)
Jan      Feb    Mar    Apr    May    Jun    Jul    Aug    Sep    Oct    Nov   Dec
La Niña 














































Figure 13.9: Seasonality and interannual variations of the conditional probabilities of TMEs 
Entrance to N.E. USA for each month, given TME born in the four major source regions in the 
tropics: (a) GP, (b) GS, (c) PE and (d) WP; and the influence of ENSO episodes: blue is the 
composite of the El Niño years; red is the composite of the La Niña years; black is the composite of 




(d)    Variability of  P(NE|WP)
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Figure 13.10: Composite of daily Sea Level Pressure anomalies of the top 10% TME active entering 
N.E. USA days (a) – (f), the left column, in each month from January to June ((a) – (f)), over the 22 
years (1989 -2010); and composite of daily Sea Level Pressure anomalies of the top 10% TME 
Inactive days in each month from January to June, (g) – (l), over the 22 years (1989 -2010). TME 
active entering days are categorized as the days which have the number of total TME tracks entering 
(a) SLPa Composite for Active TME Entering NE Days in Jan
(b)  SLPa Composite for Active TME Entering NE Days in Feb
(c)  SLPa Composite for Active TME Entering NE Days in Mar
(d)  SLPa Composite for Active TME Entering NE Days in Apr
(e)  SLPa Composite for Active TME Entering NE Days in May
(f)  SLPa Composite for Active TME Entering NE Days in Jun
(g)  SLPa Composite for Inactive TME Entering NE Days in Jan
(h)  SLPa Composite for Inactive TME Entering NE Days in Feb
(i)  SLPa Composite for Inactive TME Entering NE Days in Mar
(j)  SLPa Composite for Inactive TME Entering NE Days in Apr
(k)  SLPa Composite for Inactive TME Entering NE Days in May





N.E. USA exceeding its monthly 90% percentile; the composite is done for each month, with 90% 
percentiles calculated for each month over the 22 years; TME Inactive entering days are categorized 
as the days which have the number of total TME tracks entering N.E. USA below its monthly 10% 
percentile; the composite is done for each month, with 10% percentiles calculated for each month 
over the 22 years; the 4 major TME sources in the tropics are marked in blue rectangular boxes with 






Figure 13.11: Composite of daily Sea Level Pressure anomalies of the top 10% TME active entering 
N.E. USA days (a) – (f), the left column, in each month from July to December ((a) – (f)), over the 
22 years (1989 -2010); and composite of daily Sea Level Pressure anomalies of the top 10% TME 
Inactive days in each month from July to December, (g) – (l), over the 22 years (1989 -2010). TME 
active entering days are categorized as the days which have the number of total TME tracks entering 
(a) SLPa Composite for Active TME Entering NE Days in Jul
(b)  SLPa Composite for Active TME Entering NE Days in Aug
(c)  SLPa Composite for Active TME Entering NE Days in Sep
(d)  SLPa Composite for Active TME Entering NE Days in Oct
(e)  SLPa Composite for Active TME Entering NE Days in Nov
(f)  SLPa Composite for Active TME Entering NE Days in Dec
(g)  SLPa Composite for Inactive TME Entering NE Days in Jul
(h)  SLPa Composite for Inactive TME Entering NE Days in Aug
(i)  SLPa Composite for Inactive TME Entering NE Days in Sep
(j)  SLPa Composite for Inactive TME Entering NE Days in Oct
(k)  SLPa Composite for Inactive TME Entering NE Days in Nov





N.E. USA exceeding its monthly 90% percentile; the composite is done for each month, with 90% 
percentiles calculated for each month over the 22 years; TME Inactive entering days are categorized 
as the days which have the number of total TME tracks entering N.E. USA below its monthly 10% 
percentile; the composite is done for each month, with 10% percentiles calculated for each month 
over the 22 years; the 4 major TME sources in the tropics are marked in blue rectangular boxes with 







Figure 13.12: Kernel conditional density of daily precipitation given total changes of specific 
humidity of TMEs entered N.E. USA from 1989 – 2010, estimated using local polynomial. ∆Q is 
calculated by Eqn. (1). 
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(c)                     JJA














































Figure 13.13: Conditional Kernel density of the moisture release (∆Q, unit: g Kg-1) from the TMEs 
to N.E. USA for each season given concurrent extreme (exceeding seasonal 99th percentile 
threshold, in blue) or non-extreme rainfall states, in red. The seasonal 99th percentile thresholds are 
(a) DJF, 12.7cm; (b) MAM, 12.2cm; (c) JJA, 11.4cm and (d) SON, 15.0cm. 
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Correlation Networks for Identifying 
Predictors for Extended Range 








Confucius, The Analects 
 
Correlation networks identified from financial, genomic, ecological, epidemiological, social and 
climate data are being used to provide useful topological insights into the structure of high 
dimensional data. Strong convection over the oceans and the atmospheric moisture transport and 
flow convergence indicated by atmospheric pressure fields may determine where and when extreme 
precipitation occurs. Here, the spatiotemporal relationship between climate and extreme global 
precipitation is explored using a graph based approach that uses the concept of reciprocity to 
generate cluster pairs of locations with similar spatiotemporal patterns at any time lag. A global time-
lagged relationship between pentad sea surface temperatures (SST) anomalies and pentad sea level 
pressure (SLP) anomalies is investigated to understand the linkages and influence of the slowly 
changing oceanic boundary conditions on the development of the global atmospheric circulation. 
We explore the use of this correlation network to predict extreme precipitation globally over the 
next 30 days, using a Principal Component logistic regression on the strong global dipoles found 
between SST and SLP. Unprecedented success of the predictive skill under cross validation for 30 
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Introduction to Part III 
This work explores whether extreme precipitation in some parts of the world may be predictable 
over the next 30 days, given information as to stable, tele-connected patterns of sea surface 
temperature (SST) and sea level pressure (SLP). Recently developed methods that identify a 
connected graph from climate data are used to identify a correlation network from pentad SST and 
SLP data. The strong dipoles from this correlation network are then used as predictors in a 
regression model to assess where extreme precipitation (defined as precipitation greater than the 90th 
percentile of pentad rainfall) may be predictable over the next 30 days.  
Lorenz [1996] reviewed the progress of estimates of the deterministic predictability of the 
atmosphere, and noted that the estimated error doubling times have actually decreased from 5 days 
in 1966 based on Charney’s work, to about 1.5 days in 1995, based on the ECMWF model. While 
this seems to suggest that the limits of deterministic predictability based on the growth of small 
random errors may only be 5 days or so, Lorenz notes that the SST evolves rather slowly, and even 
atmospheric phenomena such as the Quasi-biennial Oscillation (QBO) and ocean-atmosphere 
phenomena such as ENSO may have significant predictability for days to seasons, as long as they 
stay in the same mode. Given this context, a question that motivates this work is whether a global 
correlation network of SST and SLP can inform the prediction of precipitation extremes over the 
next 30 days, at least at some places in the world.  
The links between the most important oceanic climate indices (e.g., Atlantic Multidecadal Oscillation 





Atlantic oscillation (NAO), Madden – Julian Oscillation (MJO)) and precipitation at various space 
and time scales have been examined by several authors [Ropelewski and Halpert, 1986, 1987; Leathers et 
al., 1991; Huntington, Thomas G.Hodgkins, Glenn A.Keim, Barry D.Dudley, 2004; Trigo et al., 2004; Sutton 
and Hodson, 2005; Kim et al., 2006; Cañón et al., 2007; Jeong et al., 2008]. Indeed, the pioneering studies 
by Walker [1923, 1924, 1928] and Walker and Bliss [1930, 1932, 1937], which first documented ENSO 
on a global scale, were motivated by attempts to understand and predict variations in Indian 
monsoon rainfall.  
Given these potential sources of predictability, various studies have been done on rainfall and 
temperature prediction  [Wang and Warner, 1988; Buizza, R.Hollingsworth, Lalaurette and F.Ghelli, 1999; 
Chen and Hwang, 2000; Silverman and Dracup, 2000; Barnston et al., 2005; Lin et al., 2005; Abukhshim et al., 
2006; Smith et al., 2007; Schepen et al., 2012; Badr et al., 2014; Song et al., 2014; Nicholson, 2014]. The 
most widely studied temporal scales are seasonal-to-interannual [Diallo et al., 2012; Landman et al., 
2012; Schepen et al., 2012; Charles et al., 2013; Jiang et al., 2013; Lee et al., 2013; Singh et al., 2013; Kang et 
al., 2014; Nicholson, 2014] and weather forecasts, through quantitative precipitation forecasting 
(QPFs) or Numerical Weather Prediction (NWP) [e.g. Lin et al. (2005)], typically up to 7 days; and 
radar-based nowcasting [Ligda, 1953; Golding, 1998; Wilson et al., 2010; Foresti et al., 2013; Olsson et al., 
2013; Sokol et al., 2013; Dai et al., 2014], i.e., short-term forecast, usually a few hours. The statistics of 
precipitation at seasonal to inter-annual time scales have been shown to have some usable 
predictability for regions that have strong teleconnections to the ENSO phenomena. Reasonable 
skill from QPF is demonstrated for lead times of 0 to 72 hours in most places. However, there is a 
dearth of literature exploring predictability between the two timescales.  
Recently, Atmospheric Rivers [Zhu and Newell, 1998; Bao et al., 2006] have been widely studied as the 





et al., 2011, 2013; Ralph and Dettinger, 2011]. Extreme precipitation in the mid-latitudes is often 
associated with anomalous atmospheric moisture transported from tropical and subtropical warmer 
oceanic areas. Lu et al. [2013] identified the major moisture sources for the 1995 January flood in 
western France as the Gulf of Mexico and tropical North Atlantic Ocean east to the Bahamas 
islands, and demonstrated the predictability of the extreme precipitation given mid-latitude SLP 
fields. The atmospheric circulation patterns led to a coherent and persistent transport of moisture 
from these sources, with convergence of flow and precipitation over a large region covering Western 
France for a period of nearly a month. Nakamura et al. [2013] provide s similar analysis for the Ohio 
River Basin, where a persistent dipole in the SLP leads to the wave like transport of moisture from 
the Gulf of Mexico into the Ohio River basin every 4 to 7 days over the March-April-May season 
[Nakamura et al., 2013].  
Several research groups are considering climate as a network of dynamical systems and apply ideas 
from graph theory to a global dataset to study its collective behavior [Hsieh, 2001; Tsonis and Roebber, 
2004; Tsonis et al., 2006, 2010; Yamasaki et al., 2008; Donges et al., 2009; Steinhaeuser et al., 2011a, 2011b; 
Berezin et al., 2012]. The connection of these climate networks to ENSO, NAO and so forth has 
been studied by these authors at inter-annual time scales. Berezin et al. [2012] consider daily surface 
temperature and the 850 hPa geopotential height fields in this context and identify a robust global 
network pattern that reflects physical coupling across the two fields that is stable over time. A 
significance of the findings from this literature is that there are certain locations whose climatic 
evolution at different time scales tends to be more connected to each other, and potentially more 
predictable. Climate scientists have traditionally analyzed the global climate data fields using 
Principal Components Analysis. At one level, the correlation network literature can be viewed as a 





representation, and in the objective of finding an appropriate connected graph structure rather than 
something that explains the maximal correlation in the full data set.  
14.1. Spatiotemporal Correlation Network 
We use the spatiotemporal correlation network algorithm developed and documented by [Kawale et 
al., 2013]. The algorithm is based upon the concept of reciprocity to generate cluster pairs of 
locations such that two locations within the same cluster have similar lagged correlations with the 
members of other clusters. The identification of these cluster pairs is done considering different 
time lags. The lagged correlation networks are built upon both positive and negative lagged 
correlations. The algorithm first constructs the complete directed lag graph based on the lagged 
correlations, and then computes the clusters by performing a sequence of thresholding, K-nearest 
neighbor filtering, reciprocity and identification of shared nearest neighbors.  Finally, cluster pairs 
are identified as the ones that maximize a lagged correlation. The constructed networks exhibit a 
high degree of local clustering but a small number of long-range connections, indicating their 
efficiency in transferring information. The details of each step of the algorithm are presented below. 
Step 1: Construct Complete Directed Lag Graph 
For each time lag l, a directed weighted graph Gl = (V, El) is constructed with nodes V = {v1,…, vn} 
representing the spatial grids of interest; El is the matrix of directed edges in the graph, each entity 
 ,  1 ,lijE i j n , is edge strength linking location vi to vj. 
l
ijE is directed, 
l l
ij jiE E , since it specifies 
that the ith location’s variable is leading that at the jth location by time l. The mathematical expression 
of l
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, where ix is the time series at location i, m is the length of the time series, l is the lag and 
k
ix is the 
value of ix at time k.  
The constructed graph Gl = (V, El) is further separated into two groups: one positive 
 l lG (V,E )  ; the other one negative 





  0  
0   
l l l l
ij ij ij jil
ij
E if E and E E
E
otherwise







l l l l
ij ij ij jil
ij
E  if E  and E E
E
   otherwise
          (3) 
This separation process also eliminates the edges whose strength is not significant by setting their 
edge weight to be zero. The separation deals with the polarity of the lag correlation, which conveys 
different meanings: positive lag correlation indicates the traveling of a phenomenon from one 
location to another, whereas negative lag correlation indicates a receiver of information. Together 
the pair specifies a lagged dipole.  
Step 2: Construct Reciprocal Lag Graph 
Based on the directed, positive and negative edge matrices ( lE , lE ), a K-nearest neighbor (KNN) 
list for any location node vi is constructed by sorting all edges of vi based on edge weights and then 
picking the top K nodes with edge weights from vi. The KNN list for location node vi is denoted as





constructed by picking all outward edges from vi and then sorting the edges from highest to lowest 
based on the edge weights in lE  and then picking top K edges. The superscripts ‘o’ and ‘i’ represent 
‘outgoing’ from and ‘incoming’ to any location l. 
The KNN list { loS  , liS  , loS  , liS  } is the foundation for reciprocal lag graphs or matrices. The 
concept of directed reciprocity [Kawale et al., 2011, 2013] helps remove spurious correlations: two 
graph nodes a and b are said to be connected by a directed (time lagged) reciprocal edge a b   if 
and only if a lies in b’s in-KNN list and b appears in a’s out-KNN list.  Based on this directed 
reciprocity concept, the reciprocal graph 
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, where r
ijE  is the entity of
rE . Note that only one of the three conditions can be satisfied for any 
location node.  
Step 3: Clustering the graph nodes 
The shared reciprocal nearest neighbor (SRNN) [Kawale et al., 2011] is used to cluster the nodes. It 
constructs SRNN graphs or matrices {
so si so siG ,G ,G ,G    } by computing the edge weights between 
two nodes based on how many edges they have in common. For example, 
so soG (V ,E )  is 
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            (5) 
The clustering is based upon these four SRNN graphs {
so si so siG ,G ,G ,G    }. The idea is to find 
cluster pairs A and B such that the locations in A have a lot of outgoing edges to locations in B in 
the graph soG , and locations in B should have a lot of incoming edges from A in the graph siG .This 
process is based upon the edge densities {
so si so siD ,D ,D ,D    }, for the graphs soG and siG for the 
positive and negative correlations each. For example, the edge density for negative correlations is 
computed by taking the sum of the edge weights at each node in the graph as follows: 
N
so so
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Then first step is to find clusters based on densities {
so si so siD ,D ,D ,D    } in each of the two graphs 
soG and siG ; then find the links across the clusters that have reciprocal edges. 
The algorithm can identify both positive and negative lag correlations. We only focus on the 
negative lag correlation, which indicates opposite influence of a phenomenon and specifies a lagged 
dipole [Kawale et al., 2013]. By exploring the spatiotemporal relationships among the climate variables 
of interests, we focus on addressing the following questions: 
 (1) Are the dipoles of the correlation networks that can be identified between SST and SLP data 





(2) Do correlation networks that can be identified from global SST and SLP fields at a pentad 
resolution inform global precipitation extremes over the subsequent month? 
(3) Are there regions in the world, where for specific seasons, the dipoles identified from the SST-
SLP analysis, provide robust predictability of precipitation extremes? 
(4) How does this predictability compare with what is achieved using traditional principal 
components analysis applied to global SLP or SST data? 
This study is presented as follows. Chapter 15 describes the data and presents the approach. The 
results of the (1) exploration of the global dipole networks between SST and SLP, (2) examples of 
using dipole signals for regional monthly precipitation extremes predictability for different seasons 
and (3) the model assessments are shown and discussed in Chapter 16. Summary is provided in 







Data and Approach 
15.1. Data 
For our analysis we considered the NCEP/NCAR Reanalysis dataset [Kalnay et al., 1996] and CPC 
Merged Analysis of Precipitation (CMAP) dataset [Xie and Arkin, 1997] provided by the 
NOAA/OAR/ESRL PSD, Boulder, Colorado, USA from their website at 
http://www.esrl.noaa.gov/psd/ . The primary variables we used are pentad mean Sea Surface 
Temperature (SST) anomalies, and Sea Level Pressure (SLP) anomalies from NCEP/NCAR 
Reanalysis dataset and pentad mean precipitation from CMAP dataset. All variables have a grid 
resolution of 2.5˚ longitude × 2.5˚ latitude. The data ranges from 1985 to 2011.  
 
15.2. Approach 
15.2.1. Dipole Identification 
In line with the research questions listed earlier, we first use the dipole algorithm  [Kawale et al., 2013] 
described earlier to identify the time-lagged bivariate dipole networks between global SST anomalies 
and global SLP anomalies. We use the entire dataset to train the dipole network without dividing it 
into different seasons, because preliminary analyses showed no significant seasonality of dipole 
networks between the two variables. We constructed the time lagged dipole networks between SST 
and SLP, with SST leading SLP for up to 30 days using the pentad average data. The dipole 





plots) are sent out to the receiving SLP areas (in blue), and the regions are linked by colored lines 
indicating their dipole strength, i.e., the correlation between the two identified clusters. 
The spatiotemporal networks constructed at different lags are further cleaned by retaining only the 
dipole regions whose dipole strength exceeds the 80th percentile of dipole strength at each time lag. 
This helps to identify the primary signals across the globe by eliminating weak to moderate dipoles 
and eliminating random connections.  Since the cleaning is done at each time lag, the process also 
allows the identification of dipoles’ persistency with time.  
 
15.2.2. Principal Component Analysis 
With the aim of understanding the leading modes of the strong dipole patterns and their relationship 
to global precipitation extremes, a Principal Component Analysis (PCA) of the strong dipole (i.e., 
identified dipole regions between t lSST  and tSLP  fields, with l = 5, 10 …, 30 days (5 days 
corresponding to 1 pentad data point)), whose dipole strength exceeds the 80th percentile was used. 
The PCA was done separately on the strong dipole SST regions and strong dipole SLP regions, to 
obtain two sets of principal components that extract the leading patterns of the interconnected (1) 
slowly changing boundary conditions (SST) and (2) responses of atmospheric circulation (SLP).  
The pentad SST and SLP anomaly fields for the selected strong dipole areas contain a total of 
1 2D d d  data points, where 1d and 2d are the number of selected grid cells by latitude and 
longitude, respectively. Let X be a N D data matrix, where N is the total number of pentad means 
from 1985 to 2011, so N   73 27 1971 . For each single spatial field, each column is standardized 





columns than of rows singular value decomposition is used to extract the principal components. The 
PCA of X is then a factorization of the form:  
TX USV                  (7) 
, where ,
T TU U I V V I  . The columns of U are orthonormal eigenvectors of TXX , the columns 
of V are orthonormal eigenvectors of dimensions of TX X , and S is a diagonal matrix containing 
the square roots of eigenvalues from U or V in descending order, and the dimensions of U, S, VT 
are N N , N D  and D D , respectively. The analysis partitions a field into orthogonal 
(independent) modes. The eigenvalues provide a measure of the variance explained by each mode. 
The temporal and spatial variability of the field is isolated and represented by the columns of U and 
V, respectively. The pentad SST and SLP anomaly fields of the selected dipole regions are analyzed 
by PCA to obtain Dipole SST/SLP PCs. From this point, we will use Dipole SST/SLP PCs to refer 
to the PCs extracted from pentad SST and SLP anomaly fields of the selected strong dipole regions 
that exceeding the 80% percentile of the dipole strength. The same analysis is done on Global SST 
and SLP anomaly fields ([80S – 80N, 180W – 180E] excluding North and South poles), to extract 
the leading modes (referred to as Global SST/SLP PCs from this point) in order to provide a 
comparison to the strong Dipole SST/SLP PCs in terms of their correlations with global 
precipitation extremes as follows.  
 
15.2.3. Correlation Maps with Precipitation Extremes 
We constructed the time-lagged correlation maps between the climate variables’ PCs (i.e., SST and 





extremes indicator (PE) was calculated for each 30-day period over the entire globe for each season, 
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i tPE is the binary indicator for precipitation extreme over the subsequent 30 days, at location 
(grid) i, time step t, in season S = 1, 2, 3 and 4, corresponding to the seasons 1: Dec – Jan – Feb 
(DJF) ; 2: Mar – Apr – May (MAM) ; 3: Jun – Jul – Aug (JJA) and 4: Sep – Oct – Nov (SON); 
,
S
i tp  is 
the observations, i.e., sum of the pentad mean precipitation over the subsequent 30 days from 
CMAP, at location (grid) i, time step t, in season S; *
S
ip  is the 90% percentile of all subsequent 30 
days precipitation totals at location i, in season S, over the entire 27 years data (1985 – 2011).  
 The correlation maps are constructed (1) between the Dipole SST/SLP PCs and the global 
precipitation extremes (PE) and (2) between the Global SST/SLP PCs and the global precipitation 
extremes (PE), separately, with climate variables’ PCs 5 days (1 pentad data point) ahead of the 
precipitation extremes (PE). Both correlation maps are constructed excluding the North and South 
poles, i.e., [80S – 80N, 180W – 180E]. The purpose of the constructing the two sets of correlation 
maps is to compare their spatial correlations (primary Dipole SST/SLP PCs and Global SST/SLP 
PCs respectively) with global precipitation extremes and see whether the Dipole SST/SLP PCs 
correlate better or worse with global precipitation extremes compared to the Global SST/SLP PCs, 
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      (9) 
, where ,i tPE is the binary variable defined above for 30-day precipitation extremes at location i at 
time t; ,j tPC 1 is the j
th PC of either Dipole SST/SLP fields, or Global SST/SLP fields, 5 days (1 
pentad data point) ahead of ,i tPE .   
 15.2.4. Logistic Principal Component Regression (LPCR) – Predictability of Precipitation Extremes 
The first 30 PCs extracted from strong dipole SST and SLP fields, i.e. Dipole SST/SLP PC 1 – 30, 
are used as candidate predictors for global precipitation extremes over the subsequent month (PE, 
Eqn. (8)), with 5 days (1 pentad point) lead time, i.e., 
SLP
tPC 1  and 
SST
tPC 1 for tPE  for the next 30 
days. The first 30 PCs of the strong dipole SST and SLP fields explain 73% and 81% of the total 
variances of the two fields respectively. Taking seasonality of precipitation into consideration, the 
LPCR is applied at different geographical locations for different seasons (i.e., DJF, MAM, JJA and 
SON) to demonstrate the predictability of global precipitation extremes over the subsequent month 
using the extracted Dipole SST/SLP PCs.  
For each season S, and each location i, we fit a logistic regression model [Bishop, 2006], with 
standardized PC candidates (subtracted by their means and divided by their standard deviation). It is 
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i ty is the probability of having next 30 days precipitation total exceeding the seasonal 30-
day-precipitation-total 90% percentile at location i at time step t; 
S
tX 1  contains all the candidate 
predictors (in each column), i.e., the standardized Dipole SST and SLP 1 – 30, in the corresponding 
season S with 5 days ahead of
,
S
i ty . 
S
tX 1  is the same for all the locations, because the goal is to link 
the precipitation extremes to the identified significant global oceanic and atmospheric signals, which 
appreciates the complete geographical, dynamic interactions and their regulations on the regional 
precipitation extremes over the globe. The
S
i contains the regression coefficients for each predictor 
estimated using maximum likelihood.  Note that we first fit the two sets of LPCR models with 
S
ty
covering the entire globe [80S – 80N, 180W – 180E] for different seasons (i.e., DJF, MAM, JJA and 
SON) separately with (1) 
S
tX 1  being the first 30 PCs of selected Dipole SST fields; and (2) 
S
tX 1
being the first 30 PCs of selected Dipole SLP fields. This step assists to select the regions of 
interests that have strong association with Dipole SST/SLP PCs (significant LPCR coefficients) and 
pre-screen the predictors for the selected regions for each season. Only statistically significant (p-
value < 0.05, with 95% significance level) predictors for the target seasons and regions of interests 
are retained in the final model: 
S
ty only covering the region of interest for each season and 
S
tX 1 only 
containing the pre-selected subset of the first 30 PCs of selected Dipole SST and SLP fields. Both 
steps estimate the associated
S
i using maximum likelihood criterion.  
 
15.2.5. Model Assessment: Cross-Validation, Deviance and Error Rate 
We use deviance and error rate to evaluate goodness of fit of the fitted logistic models with cross-







k , with k degree of freedom [Hosmer Jr and Lemeshow, 2004]. Deviance (D) is used 
widely as a measurement of the lack of fit to the data in a logistic regression model. Here, deviance is 
calculated within a leave-one-year-out cross-validation process. We have 27 years of data from 1985 
to 2011. Moving sequentially from 1985 to 2011, a model is fit without the data of that year and 
used to estimate the observations for that year given that year’s predictors. The deviance is then 
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   (11) 
, where ˆ( )SiL  and nullL are the likelihood of the fitted model for location i in season S; 
ˆ( )Si and 
null  are their corresponding log-likelihood; ,ˆ
S
i ty  is the estimated (predicted in the leave-one-year-out 
cross-validation process) probability of precipitation extreme over the subsequent 30 days at 
location i in season S; 
,
S
i tobs is the corresponding observation of precipitation extreme, i.e., ,
S
i tobs  1 if 
the subsequent 30 days precipitation total exceeds the seasonal 90% percentile threshold for a 30-





 Given the degree of freedom (k) of the fitted model (i.e., number of coefficients in ˆ S
i excluding 
the intercept), deviance (D) is assessed on a 
2
k distribution for statistical significance, i.e., their 
significant improvement from null model [Huelsenbeck and Crandall, 1997]. 
We also assessed the error rates in the leave-one-year-out cross-validation process to assist the 
evaluation the predictability of precipitation extremes with the LPCR for each season. Error rate is 
calculated as the proportion of predictions in which the model assigns 
S




i tPE  0 ) or 
S
i tPE  ,Pr( 1) 0.5 to 1-observations (
S
i tPE , 1 ). Error rates assist the 
measurement of goodness-of-fit with comparison to baseline in which the null model predicts 1 with
S
i t nullPE  ,Pr( 1) 0.1, and 0 with
S
i t nullPE  ,Pr( 0) 0.9 ; as the extreme precipitation is defined as 
events exceeding the seasonal 90% percentile; the corresponding baseline error rate here is 








Results and Discussions  
16.1. Time-lagged dipole Network between SST and SLP 
The global dipole Networks between SST and SLP fields with different time lags (SST leading SLP) 
are shown in Figure 18.1. The red regions in Figure 18.1 represent outgoing SST signals, while the 
blue areas are receiving SLP regions. The edges link the centers of clusters identified as connected. 
The average correlation between the connected clusters is shown in blue as the edge strength, i.e., 
dipole strength. The key observations are as follows: 
1. The dipole networks identified are persistent through 30 days, indicating persistent 
informative signals, i.e., strong spatiotemporal relationship between linked dipole SST 
clusters and dipole SLP clusters.   As expected from the construction, this is a sparse 
network. 
2. The persistent outgoing/leading SST signals are concentrated in the tropical regions, 
consistent with the knowledge that most of the climate signals are from the tropical oceans, 
and are possibly the dominant drivers of climate variability at this time scale, throughout the 
year. This suggests coupled ocean-atmosphere variability and the time-lagged responses of 
atmosphere to the variance of the ocean play a dominant role in the tropics on the 30-day 
timescale we presented here. 
3. Persistent outgoing SST dipole areas are in (a) tropical Atlantic ocean, consistent with the 
region Lu et al. [2013] identified as the major tropical moisture sources for Western France 





floods; (b) equatorial Pacific ocean at the Niño 3.4 region, which is well identified to classify 
ENSO episodes; and (c) West equatorial Pacific at the Mariana Trench, east to the 
Philippines and Indonesia.  
4. The receiving SLP regions are also quite persistent for different lags. They include Northern 
South America, tropical Indian Ocean, East Africa and North Australia and its nearby Indian 
Ocean region.  
We further eliminated weak to moderate signals that are less than the 80th percentile of the dipole 
strength at each time lag. The resulting strong dipole network is shown in Figure 18.2. The strong 
dipole regions (blue and red areas in Figure 18.2) remain almost the same through 5-day-lag to 30-
day-lag, consistent with what we observed from Figure 18.1.  
 
16.2. Correlation Maps with Precipitation Extremes 
Principle Component Analysis introduced in Section 15.2 is used to extract the leading patterns of 
the interconnected (1) slowly changing boundary conditions (SST) and (2) responses of atmospheric 
circulation (SLP) from the selected strong Dipole network to generate Dipole SST PCs and Dipole 
SLP PCs. The same analysis is done on the global SST and SLP filed to generate Global SST PCs 
and Global SLP PCs. 
We then constructed time-lagged correlation maps between the primary climate variables’ PCs (i.e., 
SST and SLP) with the binary global precipitation extremes (PE) defined above in Eqn. (8): (1) 
Dipole SLP PC 1 – 3 vs. PE (Figure 18.3 (a) – (c)); (2) Global SLP PC 1 – 3 vs. PE (Figure 18.3 (d) 
– (f)); (3) Dipole SST PC 1 – 3 vs. PE (Figure 18.4 (a) – (c)); (2) Global SST PC 1 – 3 vs. PE (Figure 
18.4 (d) – (f)). All the correlation maps are constructed with the climate variables’ PCs 5 days (1 





PCs of each of the field in Figure 18.3 and Figure 18.4, we can see that the strong dipole PCs appear 
to be more informative in terms of this metric and we subsequently use them for prediction using 
the logistic regression. 
Comparing Figure 18.3 (a)-(c) to Figure 18.3 (d)-(f), the patterns are similar between the two sets for 
strong correlations in the maps with dipole fields. Both the dipole SLP PCs and Global SLP PCs 
show high correlations with central Africa, Central America, Brazil, India and Southeast China. The 
correlation strengths associated with these identified regions are higher in the dipole correlation 
maps, indicating a potentially better prediction skill than for global SLP PCs. The North Africa, 
Indonesia and Thailand are correlated to the dipole SLP PCs but not to the global SLP PCs. The 
strengths of the correlations are strong for the first 3 dipole SLP PCs, while they degrade rapidly 
with the Global SLP PCs. Similar results are observed in Figure 18.4 for the SST PCs. The dipole 
SST PC correlation maps (Figure 18.4 (a)-(c)) share some regions with the Global SST PCs maps 
(Figure 18.4 (d)-(f)), and have overall higher correlations with precipitation extremes.  While both 
Figure 18.4 (a) and Figure 18.4 (d) indicate correlations with extreme precipitation in Central Africa, 
Central America, North America, Indonesia and Thailand, and China, the dipole SST PC1 shows 
much stronger correlation with these regions, especially Central Africa, Central America and Brazil. 
These are subsequently chosen as examples for prediction with logistic regression for different 
seasons. Specifically we consider the following examples: Central Africa (JJA), Central America 
(MAM) and Brazil (SON).  
 
16.3. Seasonal Predictability of Precipitation Extremes 
The first 30 PCs of the selected dipole SST and dipole SLP fields explain 73% and 81% of the total 





LPCR models for different seasons. The predictors included in the final models are summarized in 
Table 18.1.  The areas of extreme precipitation to predict as examples are chosen based on an initial 
exploratory analysis of the predictability of precipitation extremes over the subsequent month using 
the candidate PC predictors. For each grid point (2.5º × 2.5º, 10512 grid boxes in total), in the 
exploratory analysis, a LPCR model is fit to each candidate predictor only and the grids that have 
significant coefficients (at the 95% level) associated with that predictor are plotted, as shown in 
Figure 18.6 – Figure 18.9.  By examining the plots, for each season, we chose the areas that have 
significant coefficients for the leading predictors, and then fit a model using the predictors identified 
(Table 18.1) from the global exploratory analysis. The results for different seasons for the example 
locations are shown next. 
16.3.1. Dec-Jan-Feb 
The selected region for this season is the North Africa, Mediterranean area [20N – 45N, 5W – 20E], 
the common grid boxes in Figure 18.6 (a) & (b). The total number of selected grid boxes is 53. DJF 
is the wet season for the area according to the average monthly rainfall (Figure 18.5 (a)) based on 
data from 1900 to 2009. The statistically significant, informative predictors for the area are the 
standardized dipole SLP PC1 and PC2 (Figure 18.6). Some dipole SST PCs also show their strong 
association with the area’s precipitation extremes. However, the likelihood-ratio test showed that the 
model fit using dipole SLP PC1 and PC2 is the best. The dipole SLP PC1 and PC2 explain 16% and 
9% of the total variance of the SLP dipole field respectively. The estimated coefficients associated 
with the two PCs have opposite sign (Figure 18.6), indicating their changes have opposite effect on 
the odds ratio of the probability of having precipitation extremes over the subsequent month. The 
fitted model passed the 
2
k  test with p-value < 10
-5 (Table 18.1) against null model in the cross-





the baseline error rate (18%) of null model. Table 18.2 (a) tabulated the prediction accuracy/errors 
of the LPCR model with cross-validation, with the sum of the blue masked entities as the error rate 
of the season, i.e. prediction = 1 with observation = 0 and prediction = 0 with observation = 1; the 
sum of the white entities as the accuracy accurate prediction rate of precipitation extremes (defined 
in Eqn. (8)) over the subsequent month in the season. The accurate predictions are both larger than 
baseline probability of null model, i.e., fitted LPCR achieves 0.913 (0.017) against baseline 0.81 
(0.01). The wrong predictions are both smaller than baseline probability of null model, i.e., fitted 
LPCR achieves 0.001 (0.068) against 0.09 (0.09).  
16.3.2. Mar-Apr-May 
A Central American [0 – 20N, 90W – 40W] region as shown in Figure 18.7 (a) – (d) (totally 30 grid 
boxes) is selected to assess the predictability of using dipole signals for precipitation extremes over 
the subsequent 30 days in MAM, which corresponds to the beginning and peak of the wet season 
for the region (Figure 18.5 (b)). Four predictors are included in the final LPCR model: dipole SLP 
PC 1 – 3 and dipole SST PC4 (Figure 18.7). Figure 18.7 shows the estimated coefficients for the 4 
predictors in the LPCT model fitted for each grid over the globe, and only statistically significant 
coefficients (p-value < 0.05) are plotted. The coefficients of dipole SLP PC 1 – 3 have alternating 
signs, PC1 (-), PC2 (+) and PC3 (-), which is consistent with their spatial correlations. The first 3 
PCs of the dipole SLP have strong year round correlations (Figure 18.3) with the precipitation 
extremes in Central America. The fitted model passed the 
2
k  test with p-value < 10
-5 (Table 18.1) 
against null model in the cross-validation process. The error rate of the prediction in this season is 
7.7%, again much better than the null model’s error rate. Table 18.2 (b) tabulated the prediction 
accuracy/errors of the LPCR model for precipitation extremes over the subsequent month in MAM. 





achieves 0.911 (0.012) against baseline 0.81 (0.01). The wrong predictions are both smaller than 
baseline probability of null model, i.e., fitted LPCR achieves 0.008 (0.069) against 0.09 (0.09). The 
cross-validation result of MAM is slightly worse than that of DJF. 
16.3.3. Jun-Jul-Aug 
This is the wet season for Central Africa [15S – 10N, 10E – 50E] (Figure 18.5 (c)). The precipitation 
extremes for the grid boxes shown in Figure 18.8 (a) – (d) are selected as predictands for the model. 
The total number of selected grid boxes is 52. Four predictors are included in the final LPCR model: 
dipole SLP PC 1 – 3 and dipole SST PC4 (Figure 18.8). Figure 18.8 shows the estimated coefficients 
for the 4 predictors of the LPCR model fit for each grid over the globe, and only statistically 
significant coefficients (p-value < 0.05) are plotted. The coefficients of dipole SLP PC 1 – 3 have 
alternating signs, PC1 (-), PC2 (+) and PC3 (-), which is consistent with their year-round spatial 
correlation, shown in Figure 18.3. The fitted model passed the 
2
k  test with p-value < 10
-5 (Table 
18.1) against the null model in the cross-validation process. The error rate of the prediction in this 
season is 12% (baseline error rate is 18%). Table 18.2 (c) tabulated the prediction accuracy/errors of 
the LPCR model for precipitation extremes over the subsequent month for this season. The cross-
validation result of JJA is the worst of the four seasons. The probability of the fitted model telling 
‘Extreme’ when the observation is ‘Non-extreme’ is 0.015, better than null model’s 0.09; while, the 
probability of the fitted model telling ‘Non-extreme’ when the observation is actually ‘Extreme’ is 
0.103, larger than the baseline of null model, 0.09. Therefore, in JJA, most of the errors are from the 
model missing the extremes. The probability of the fitted model telling ‘Extreme’, consistent with 
the observation, is comparable to null model’s baseline, 0.01. Last, the model is still better than null 






SON is the beginning of the wet season in East Brazil [15S – 5S, 60W – 45W] (Figure 18.5 (d)). 
Precipitation extremes for the grid boxes in Figure 18.9 (a) – (d) are selected as predictands for the 
model. The total number of selected grid boxes is 106. Five predictors are included in the final 
LPCR model: dipole SLP PC 1, 2 & 17 and dipole SST PC 1 & 3 (Figure 18.9). Figure 18.9 shows 
the estimated coefficients for the predictors in the LPCR model fitted for each grid over the globe, 
and only the statistically significant coefficients (p-value < 0.05) are plotted. The fitted model passed 
the 
2
k  test with a p-value < 10
-5 (Table 18.1) against the null model in the cross-validation process. 
The error rate of the prediction in this season is 9%, twice as good as the baseline error rate, 18%. 
Table 18.2 (d) tabulated the prediction accuracy/errors of the LPCR model for precipitation 
extremes over the subsequent month for this season. The cross-validation result of SON is better 
than that of JJA. The accurate predictions are both larger than baseline probability of null model, i.e., 
fitted LPCR achieves 0.889 (0.011) against baseline 0.81 (0.01). The probability of the fitted model 
telling ‘Extreme’ when the observation is ‘Non-extreme’ is 0.006, better than null model’s 0.09; while, 
the probability of the fitted model telling ‘Non-extreme’ when the observation is actually ‘Extreme’ 
is 0.094, larger than the baseline of null model, 0.09. Therefore, in SON, the fitted LPCR model has 






Chapter 17  
Summary and Discussion 
This work presents a novel application of the correlation network extraction algorithm to the 
identification of stable, correlated SST and SLP patterns using pentad data and considering 
persistent correlation up to at least 30 days. The motivation was to see whether the identification of 
such a pattern could provide useful forecasts of the probability of extreme rainfall at any region in 
the world over the ensuing 30 day period. Such a forecast would be potentially very useful for flood 
preparation at a lead time that is well beyond the lead time of meteorological forecasts, and 
corresponds to a gap in predictability between QPF and Seasonal to Inter-annual Climate prediction.  
We focused on the identification of dipoles between SST and SLP with the idea that the warm SSTs 
that indicate strong, persistent convection would then link to SLP’s where there is a strong, 
persistent low pressure, which increases the chance of extreme precipitation. Tropical SST, SLP 
pairs were identified where there were strong regional dipoles, as defined by a contiguous spatial 
cluster of SST being negatively correlated with a contiguous spatial cluster of SLP. An arbitrary 
threshold corresponding to the 80th percentile of global dipole strength across clusters was used to 
prune the network, and then the principal components of the SST and of the SLP fields associated 
with the subset of retained dipole grids were used as potential predictors of 30 day precipitation that 
exceeds the 90th percentile of the subsequent 30 day precipitation. A number of regions across the 
world were identified where there may be potential skill in forecasting 30 day extreme precipitation, 
defined as precipitation in excess of the 90th percentile of that 30 day period. Of these, one example 
was selected for each season, and its forecasting skill assessed under leave-one-year-out cross 





(compared to the baseline error rate, 18%, of the null model) in the example and each of the models 
was found to be different from the null model at a p-value less than 10-5 based on the chi-square test 
applied to the model deviance under cross validation. 
A corresponding comparison of forecast skill using PCs of global SST and SLP fields was not 
pursued. However, a comparison of the correlations of the strong dipole PCs and of the global field 
PCs with extreme precipitation is provided, and it shows that the correlations of the dipole PCs are 
uniformly stronger. Consequently, it appears that an approach towards dimension reduction using 
the correlation networks rather than a brute force PCA on the global gridded fields of SST and SLP 
could potentially be more effective in building empirical models for extended range forecasting of 
extreme precipitation. Of course, issues of nonstationarity, and nonlinearity were not addressed in 
this work, and a rather specific application of correlation networks was pursued. These issues, as 
well as a test of correlation networks and their predictability in SST, SLP and precipitation fields 
simulated by CMIP5 model integrations for historical and climate change scenarios, still need to be 
performed.  
An alternate formulation of the approach could be to consider a specific region where the prediction 
of precipitation extremes is of interest, and to explore a correlation network that is relevant directly 
to it. Our interest in this study was to screen globally for SST-SLP dipole patterns at the pentad to 
monthly time scale using the basic correlation network algorithm, and to then see if the patterns 
identified have any utility for the prediction of precipitation extremes anywhere in the world. This is 
a first step in an exploratory process of model building and making the case for potentially 
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Chapter 18  
Figures and Tables 
 
Table 18.1: Summary of selected location for LPCR models for different seasons and the chosen 
informative predictors 
Seasons Location Predictors 
2
k test P-Values 
DJF North Africa [20N – 45N, 5W – 20E] SLP PC 1 2 <10-5 
MAM Central America [0 – 20N, 90W – 40W] 
SLP PC 1 2 3; 
SST PC 4 
<10-5 
JJA Central Africa [15S – 10N, 10E – 50E] 
SLP PC 1 2 3; 
SST PC 4 
<10-5 
SON East Brazil [15S – 5S, 60W – 45W] 
SLP PC 1 2 17; 








Table 18.2: Summary of prediction accuracy probabilities for different seasons (a) DJF, (b) MAM, 
(c) JJA and (d) SON; the sum of blue entities in each season is the error rate, larger blue entities than 
the Baseline table’s entities indicating ‘worse than null model’; the sum of white entities in each 
season is the accurate prediction rate, larger white entities than the Baseline table’s entities indicating 
‘better than null model’. Bold numbers in the tables show ‘worse than null model’ entities. 
(a)   DJF 
Observations 
(b)   MAM 
Observations 
0 1 0 1 
Predictions 
1 0.001 0.017 
Predictions 
1 0.008 0.012 
0 0.913 0.068 0 0.911 0.069 
(c)      JJA 
Observations 
(d)   SON 
Observations 
0 1 0 1 
Predictions 
1 0.015 0.01 
Predictions 
1 0.006 0.011 
0 0.872 0.103 0 0.889 0.094 
        






  Predictions 
1 0.09 0.01 
  
  











Figure 18.1: : Spatiotemporal dipoles between Sea Level Temperature (SST) and Sea Level Pressure 
(SLP) with different time lags, from 5 days up to 30 days: (a) – (f); the red regions represent 
outgoing SST signals, while the blue are receiving SLP regions. The edges link the centers of clusters 
identified as connected; the average correlation between the two clusters is shown in blue as the 
edge strength; data are pentad normalized anomalies. 
(a)   SST (t – lag) – SLP (t) Dipole: lag = 5 days (b)   SST (t – lag) – SLP (t) Dipole: lag = 10 days
(c)   SST (t – lag) – SLP (t) Dipole: lag = 15 days (d)   SST (t – lag) – SLP (t) Dipole: lag = 20 days






Figure 18.2: Selected Strong dipole Regions for different lags, threshold is chosen as the 80% 
percentile of dipole strength, persistence of strong dipole regions is observed and concentrated in 
the tropical region. 
 
(a) Strong SST (t – lag) – SLP (t) Dipole: lag = 5 days (b) Strong  SST (t – lag) – SLP (t) Dipole: lag = 10 days
(c) Strong  SST (t – lag) – SLP (t) Dipole: lag = 15 days (d) Strong  SST (t – lag) – SLP (t) Dipole: lag = 20 days






Figure 18.3: (a) – (c) statistically significant correlation maps between 5-day-ahead dipole SLP 
regions’ PC 1-3 and global precipitation extremes over the subsequent month, the first 3 PCs explain 
16%, 9% and 7% of the total variance; (d) – (f) statistically significant correlation maps between 5-
day-ahead Global SLP regions’ PC 1-3 and global precipitation extremes over the subsequent 
month, the first 3 PCs explain 9%, 7% and 5% of the total variance. 
(a) Dipole SLP PC 1 vs. Extreme Precip
(b) Dipole SLP PC 2 vs. Extreme Precip
(c) Dipole SLP PC 3 vs. Extreme Precip
(d) Global SLP PC 1 vs. Extreme Precip
(e) Global SLP PC 2 vs. Extreme Precip






Figure 18.4: (a) – (c) statistically significant correlation maps between 5-day-ahead dipole SST 
regions’ PC 1-3 and global precipitation extremes over the subsequent month, the first 3 PCs explain 
12%, 10% and 7% of the total variance; (d) – (f) statistically significant correlation maps between 5-
day-ahead Global SST regions’ PC 1-3 and global precipitation extremes over the subsequent 





(a) Dipole SST PC 1 vs. Extreme Precip
(b) Dipole SST PC 2 vs. Extreme Precip
(c) Dipole SST PC 3 vs. Extreme Precip
(d) Global SST PC 1 vs. Extreme Precip
(e) Global SST PC 2 vs. Extreme Precip






Figure 18.5: Average monthly rainfall (1900 – 2009) of the selected regions for different seasons: (a) 
Dec-Jan-Feb, North Africa [20N – 45N, 5W – 20E]; (b) Mar-Apr-May, Central America [0 – 20N, 
90W – 40W]; (c) Jun-Jul-Aug, Central Africa [15S – 10N, 10E – 50E]; (d) Sep-Oct-Nov, East Brazil 



























































































































Figure 18.6: Season: Dec-Jan-Feb (DJF), Maxim likelihood estimated logistic regression coefficients’ 
spatial maps of (a) dipole SLP PC1 and (b) dipole SLP PC2; the green area is the selected region: 
North Africa and Mediterranean [20N – 45N, 5W – 20E]. 
  






Figure 18.7: Season: Mar-Apr-May (MAM), Maxim likelihood estimated logistic regression 
coefficients’ spatial of (a) dipole SLP PC1, (b) dipole SLP PC2, (c) dipole SLP PC3 and (d) dipole 




(b) MAM Dipole SLP PC 2 vs. Extreme Precip
(d) MAM Dipole SST PC 4 vs. Extreme Precip
(a) MAM Dipole SLP PC 1 vs. Extreme Precip






Figure 18.8: Season: Jun-Jul-Aug (JJA), Maxim likelihood estimated logistic regression coefficients’ 
spatial of (a) dipole SLP PC1, (b) dipole SLP PC2, (c) dipole SLP PC3 and (d) dipole SST PC4; the 
green area is the selected region: Central Africa [15S – 10N, 10E – 50E]. 
(b) JJA Dipole SLP PC 2 vs. Extreme Precip
(d) JJA Dipole SST PC 4 vs. Extreme Precip
(a) JJA Dipole SLP PC 1 vs. Extreme Precip






Figure 18.9: Season: Sep-Oct-Nov (SON), Maxim likelihood estimated logistic regression 
coefficients’ spatial of (a) dipole SLP PC1, (b) dipole SLP PC2, (c) dipole SLP PC17, (d) dipole SST 





(b) SON Dipole SLP PC 2 vs. Extreme Precip
(d) SON Dipole SST PC 1 vs. Extreme Precip
(a) SON Dipole SLP PC 1 vs. Extreme Precip
(c) SON Dipole SLP PC 17 vs. Extreme Precip









Applications of Climate Informed 












And yet it moves. 
Galileo Galilei 
 
Streamflow forecasts at multiple time scales (e.g., season and year ahead) provide a new opportunity 
for reservoir management to address competing objectives. Market instruments such as forward 
contracts with specified reliability are considered as a tool that may help address the perceived risk 
associated with the use of such instruments in lieu of a traditional operation and allocation.  A water 
allocation process that enables multiple contracts with different durations, to facilitate participatory 
management of the reservoir by users and system operators, is presented here. Since these contracts 
are based on a verifiable reliability they may in turn be insurable. A Multi-timescale climate informed 
Stochastic Hybrid Simulation – Optimization Model (McISH) is developed, featuring (1) dynamic 
flood control storage allocation at a specified risk level; (2) multiple duration energy/water contracts 
with user specified reliability and prices; and (3) contract sizing and updating to reflect changes in 
both demands and supplies. The model incorporates multi-timescale (annual & seasonal) streamflow 
forecasts, and addresses uncertainties across both timescales. The intended use is as part of an 
interaction between users and water operators to arrive at a set of short-term and long term 
contracts through disclosure of demand or needs and the value placed on reliability and contract 
duration. An application is considered using data for the Bhakra Dam, India. The issues of forecast 
skill and contract performance given a set of parameters are examined to illustrate the approach. 








Lu, M., Lall, U., Robertson, A. & Cook, E. (2014). Multi-Timescale Climate Informed Stochastic 
Hybrid Simulation – Optimization Model (McISH) for a Single Multi-Purpose Reservoir. Water 







Introduction to Part IV 
Increasing competition for water resources across different sectors of use has emerged as an issue 
that challenges traditional systems of water allocation and systems management. Climate variability 
exacerbates this competition. Consequently, there is discussion as to participatory mechanisms for 
water systems management, where users can have a greater role in deciding how the resource should 
be managed.  Despite a few efforts, notably in Australia and Chile, many have reservations as to a 
fully market based approach to water allocation and pricing. As these processes emerge, users often 
recognize that one may be expected to pay more for higher supply reliability, and perhaps for 
“reserving” an allocation of a reliable water source for a longer duration. As scarcity increases during 
drought, one can expect pricing to reflect such a value, especially if climate forecasts that suggest 
shortfalls in reservoir inflows are likely. Conversely, if a reservoir is full, and a relatively wet year is 
forecast, the value of water for some users may decrease substantially.  
Absent a market history, the price elasticity of water supplied at a given reliability, given current 
reservoir storage and an inflow forecast is hard to determine a priori, especially if the forecast is 
probabilistic, and the users are heterogeneous in their economic productivity of water. Since users 
may have seasonally varying water requirements, and the ability to change some of their longer term 
production activities, at any given point, they may wish to secure a certain amount of water in the 
short term while assuring themselves of a prescribed level of supply for the longer term. For 
instance, an irrigation district may serve farmers who have orchards as well as acreage devoted to 
rice or maize, i.e. a seasonal crop and a permanent crop, and they may be able to vary the area 





proposed crop. Similarly, a hydropower producer may want to assure that they have a certain supply 
guaranteed for the whole year, but may still want to procure a guaranteed supply for the next season. 
In both examples, the user may want a contract that guarantees a time pattern of water availability 
within each contract period (seasonal or annual).  
Here, we present a model that considers such forward contracts, with explicit terms for reliability, 
temporal distribution of water supply, criteria for defining acceptable failures of supply, and 
compensation terms for deficiencies in deliveries that are realized during the subsequent operation 
period. These terms can be designed to reduce the perceived risk associated with the use of 
probabilistic forecasts, and also to provide financial cover for these risks across the allocation.  
The availability of probabilistic reservoir inflow forecasts for the next season and for the next year is 
assumed, and the idea is that the model would be used in a participatory setting by users who are 
willing to expose their willingness to pay for a particular water contract proposition given 
information as to current reservoir storage, existing contracts in place, and probabilistic forecasts of 
future inflows. We recognize that agricultural users are usually heavily subsidized, and may not have 
a level playing field in terms of bidding for water. However, the allocation process can address their 
needs through a proposed and agreed to unit price at a certain reliability level, and through lower 
bounds on the water that needs to be allocated to them. Further, an irrigation district or a 
government program that provides subsidies for irrigation, could propose payments for irrigation 
water to the reservoir operator that are competitive with the market value of water, while still 
providing a subsidized price to the farmers, thus making the subsidy value explicit. The model builds 
on past work presented in [Sankarasubramanian et al., 2009a, 2009b]. The key extensions are a) 
consideration of the allocation for flood storage at a specified risk level (the storage allocated varies 





reliabilities for multiple uses including hydropower production and irrigation; and c) multiple 
durations of contracts and probabilistic inflow forecasts.  
The Bhakra reservoir in N. India is one of the most important, multi-purpose reservoirs in the 
country. It serves the energy, irrigation and flood control needs of one of the most water stressed 
regions in the world – the states of Punjab, Haryana, and Rajasthan, where significant groundwater 
depletion has been reported by GRACE [Rodell et al., 2009] These states contribute the majority of 
the food grain production procured by the Government of India for its Public Distribution System. 
The region is flood prone in the monsoon season, and the dam also provides a significant fraction of 
the base load of the regional energy system. Consequently, it was an interesting place to explore an 
application of the model, with a view of eventually introducing the idea to the state governments 
and the power utility, who currently compete for these resources.  
The content is laid out as follows. An overview of the literature related to climate informed 
streamflow forecast and water resources management is presented in Chapter 20. Chapter 21 
describes the data used in the study and presents the methods for the multi-timescale climate-
informed streamflow forecasts used in the example presented. Chapter 22 describes the formulation 
of the McISH model. Chapter 23 presents an application of the model to data for the Bhakra Dam, 
India. Finally, we conclude with the summary and conclusions arising from this study in Chapter 24. 





Chapter 20  
Literature Review: Climate Informed Reservoir Management 
Climate scenarios provide a new opportunity for water resources risk management. In theory, 
advance knowledge of possible variations in reservoir inflows can influence decisions by water users, 
which in conjunction with targeted decision rules for reservoir operation could lead to improved risk 
management. Much of the water resources management literature considers reservoir optimization 
to meet a prescribed set of demands as the primary use of climate information. This is a limited view, 
since a) the opportunity for such optimization may be limited, and b) it fails to address opportunities 
for potential improvements in social outcomes through targeted demand management. 
Fundamentally, reservoirs are designed to store water to meet anticipated needs during the driest 
segment of the historical record, or to assure that the probability of shortfall relative to the design 
demand pattern (in time and across users) is suitably low. Often, systematic changes in demand, 
especially due to climate factors, or changing market and demographic conditions are not considered. 
Given that demand for irrigation water increases during drought, and falls during floods or wet 
periods, a traditional approach to reservoir optimization that does not map climate induced demand 
changes is not effective.  [Brown and Carriquiry, 2007; Sankarasubramanian et al., 2009a, 2009b; 
Steinschneider and Brown, 2012] consider the possibility of various forms of time indexed short and 
medium term water contracts in conjunction with reservoir management and insurance instruments 
to address this issue. These contracts need to be cognizant of seasonal and interannual variations in 
water supply and demand that could be informed by probabilistic climate forecasts. Recognizing that 
there are multiple time scales of climate information, from seasonal to interannual to decadal that 





durations, one needs to examine how best one can develop planning and operation strategies for 
water systems that leverage both demand and supply managements and securitize the residual risk 
through financial instruments. This suggests that muti-timescale scenarios could be potentially 
mapped into actionable operations and policies through a properly formulated instrument that 
addresses these aspects.  
Consider a potential drought year scenario that is being forecast with some probability. In this 
setting, there is a chance that discretionary users, including large agricultural users may be required 
to curtail their use as the drought develops, irrespective of how the water storage in reservoirs is 
managed. In practice, such reductions in use are mandated as the drought develops through 
“drought watch”, “drought warning” and “drought” declarations, once the drought is already in 
progress and matures. These actions tend to have significant negative impacts. Farmers may invest 
in planting their crops and then suffer yield losses if the desired irrigation is not delivered. Electric 
utilities may suffer a reduction in hydropower production and/or loss of thermal power production 
if adequate cooling water is not available. Since most reservoirs have seasonal water storage, and a 
few of the largest ones can store perhaps 2 to 3 years of mean annual flow, it is unlikely that an 
operator will be able to make a big difference in their ability to meet these demand constraints 
simply by changing the operation of most reservoirs.  
Conversely, consider a forecast scenario for a relatively wet 3 years. If the nominal demands from 
the reservoir are fixed, changes in the reservoir operation are relatively immaterial, and the reservoir 
will spend much of the time being nearly full. The reservoir operator could try to stimulate 
additional demand, but other than increased hydropower releases it is not obvious that there is a 
clear cut opportunity, unless farmers agree to increase irrigated area. However, for farmers to take 





as it may take for them to recoup the investment in the added irrigation technologies. The same 
logic would apply to any business. The water would also need to be delivered at the time needed, 
whether the goal is to increase hydropower production, or add new water use.  
Potentially, one could also increase the size of the flood control pool in the reservoir anticipating 
higher flood incidence, or decrease it in case one expects a dry period. This could be synergistic with 
managing the reservoir for other purposes since it is to be expected that in a season or year where 
the flood probability is low, reducing the empty space allocated for flood control, and increasing the 
water storage for other uses is a good idea, and vice versa. However, from an institutional 
perspective, operators will demand a high short to medium term skill in flood forecasts before they 
are willing to risk a change in the flood control operation. A reduction in flood control storage 
during the forecasted multi-year dry period would be even harder to argue for given the potential 
increase in flood risk if flood control storage were reduced.  
Since demands and supply are typically seasonally variable, and there is a potential for seasonal to 
inter-annual climate forecasts as well, one needs to consider how the seasonal to annual operating 
plan can integrate the potential for seasonal and annual forecasts. 
Various studies have been done on climate informed future streamflow forecasts/projections, 
extremes frequencies and variability, on both global [Dettinger and Diaz, 2000; Milly et al., 2005, 2008; 
van Vliet et al., 2013] and regional scales [Guetter and Georgakakos, 1996; Piechota and Dracup, 1996; 
Andrews et al., 2004; Hamlet and Lettenmaier, 2007; Dettinger, 2011; Acharya et al., 2012], using dynamical 
[Hwang et al., 2013] and/or statistical downscaling [Hewitson and Crane, 1996; Wilby and Dettinger, 2000; 
Landman et al., 2001; Cannon and Whitfield, 2002; Ghosh and Mujumdar, 2008] from General Circulation 
Models (GCMs), or alternatively developing statistical forecast models focusing on the estimation of 





conditions of snowpack, streamflow volume and SST anomalies, with lead-time varying from 
seasonal to year ahead [Piechota et al., 2001; Filho and Lall, 2003; Maurer and Lettenmaier, 2004; 
Oubeidillah et al., 2011; Kalra et al., 2013; Pal et al., 2013]. Studies projecting climate impacts on 
hydrologic extremes, i.e., floods [Hirsch and Ryberg, 2012; Peterson et al., 2012, 2013; Nakamura et al., 
2013] and droughts [Seager et al., 2007; Cook et al., 2010a, 2010b; Seager and Vecchi, 2010] call for 
improvements in water managements under the changing and more variable climate regime.  
Georgakakos [2003] and Georgakakos and Graham [2008] demonstrated potential benefits of using 
climate model based simulations for seasonal water resources studies and for improving reservoir 
release decisions in a traditional systems operation context. Graham and Georgakakos [2010] 
considered a single multipurpose reservoir and assessed the effects of climate and demand (release 
target) change on the management policies and performance for various climate change scenarios. 
They argue that advance knowledge of both inflow and demands is crucial for reservoir management, 
and that demand changes may be more significant. Oludhe et al. [2013] presented a reservoir 
simulation model that uses ensembles of streamflow forecasts for improving season ahead water 
allocation and energy production. Various other  studies have focused on demonstrating utility of 
climate forecasts for improving water management [Yao and Georgakakos, 2001; Hamlet et al., 2002; 
Voisin et al., 2006]. Key ideas that cover these studies and their applications are discussed next. 
A variety of finite period reservoir optimization models are available in the literature. Several of 
those models have been used with stochastic streamflow simulations, including those derived from 
climate forecasts or climate change scenarios. Usually, the objective of these models is to derive a 
potential water allocation, hydropower production, reservoir release, and/or flood control 
management strategy that is “optimal” in some sense given the probabilistic flow sequence projected 





factors for the lack of application relate to institutional norms, capacity and legal requirements, there 
are also some technical factors.  
Many reservoirs are designed to meet the demand over a critical dry period from the historical 
record or a long synthetic streamflow record that may extend over multiple months to multiple years. 
Consequently, their operating rules are designed so that the design demand pattern can be met if 
those conditions were to recur with some probability. For reservoirs designed with over year storage 
capacity, rule curves are often designed such that reservoir storage is maintained within a target 
upper and lower range on a calendar month basis, with a specific target for the end of the water year 
(a calendar that is usually centered in the dry period for that location).  These monthly and annual 
targets may be derived using probabilistic or reliability criteria, or using control optimization 
approaches. The original derivations relied on the assumption that the streamflow record and the 
water/energy/flood control demands from the reservoir correspond to a stationary stochastic 
process, i.e., history will repeat itself.  As seasonal climate forecasts became available, various efforts 
were made to incorporate them in these strategies.  Two main approaches were considered. The first 
seeks to adjust the rule curves for the upcoming season given the forecasts (see for instance [Gong et 
al., 2010]). In this case, potential reservoir users are notified of the likely reduction or increase in the 
water that may be available to them. The second considers an optimization approach to maximize 
the utility of releases for different purposes over the forecasted season without violating the 
underlying rule curves. In both cases, an end of period (season) target is prescribed based on the 
historical record, since no predictability is assumed beyond a season.  
In the context of the presented work, we are interested in exploring how reliable operation of the 
reservoir system can be accomplished given the potential availability of multiple time scale forecasts. 





streamflow predictions and seasonal climate forecasts. In this setting, the end of period target for the 
shorter horizon (season or year for the first case, and month for the second case) would ideally be 
determined by the forecast for the longer period (the decadal trajectory or the seasonal trajectory), 
rather than by the climatological analysis as is usually done. Further, there is a need for updating the 
reservoir state and the forecasts for each season or year, as one moves through time, to derive an 
updated operating rule that still respects the longer period commitments and strategy.  This setting is 







Data and Multi-timescale Streamflow Forecasts 
21.1. Data 
Daily total flow in Sutlej River, Indian (main river into the Bhakra Dam) for 1963 – 2004 and 
temperature data were provided by the Bhakra Beas Management Board (BBMB) of India, the 
organization that is responsible for data collection and operation of the dam.  
An exogenous climate predictor for seasonal forecasts, the vertical wind velocity (ω) at 500mb 
pressure level, is provided by NCEP-NCAR CDAS-1 archive [Kalnay et al., 1996; Kistler et al., 2001]. 
It is available at http://iridl.ldeo.columbia.edu/expert/SOURCES/.NOAA/.NCEP-
NCAR/.CDAS-1/.MONTHLY/.Intrinsic/.PressureLevel/.vvel/. The data set covers the same 
period as the streamflow data. 
21.2. Monthly streamflow forecasts for a season and for a year 
This study is not focused on the development of the best possible seasonal and year ahead climate 
informed forecast for the Sutlej inflows. Rather, we intend to demonstrate how a multi-time scale 
contract scheme can be implemented with corresponding forecasts whose skill may be limited, and 
have a plausible structure that can reproduce the climatological structure (mean, variance, serial 
correlation etc) of the flow sequence, and perhaps provide additional information. Statistical models 
that directly link the hydrological variable of interest (e.g. streamflow) with externals forcing (i.e. 
climate predictors) have been widely explored. These data driven empirical models have shown their 
comparable power to physical based models in predicting streamflow and rainfall patterns. Examples 





Filho and Lall [2003], Grantz et al. [2005], Anderson et al. [2007], Kumar and Maity [2008], Maity and 
Kumar [2008],  Lima and Lall [2010]. 
Here, we consider two time scales – season and year, and develop predictive time series models 
considering a periodic-autoregressive process with exogenous predictors (PARX), applied at the 
monthly scale. River flows typically exhibit seasonal variations in mean, standard deviation and 
autocorrelation structure, which depend not only on the time lag between observations but also the 
time of the year. A periodic autoregressive (PAR) model accounts for the seasonally varying 
parameters (mean, variance and lag correlations)  of streamflow while external forcing driven by 
climate variability is represented as a periodic exogenous (X) factor.  
The year ahead forecast model (Model I) for the example reported here is developed as a PAR 
model, with the Bayesian Information Criterion (BIC, see [Hastie et al., 2009]) used to select the best 
set of predictors to be included in the model according to the month of forecast. The season ahead 
forecast model (Model II) included an exogenous predictor, vertical wind velocity (ω) at 500mb 
pressure level, to form a PARX model.  Both models produce monthly flow forecasts for 12 months 
and 3 months respectively. The multi-timescale forecasts are the results of nesting the two models’ 
forecasts.  
For each possible definition of a season we consider a 3 month contract for water for each purpose 
and a 12 month contract. In the experiments discussed later, we explore the choice of starting 
month for a season in terms of the associated seasonal and annual forecast skills, and how the 
potential optimal allocation of the resource is consequently affected. The monthly flow forecasts are 
used to derive a statistical forecast for a T-year flood volume that needs to be stored in the reservoir. 





21.2.1. Model Ι: Year ahead Periodic Autoregressive (PAR)  














 } be the log-transformed monthly total inflow with a zero-mean for each 
particular month and finite variance at time t ,where tQ , tQ , tQ are streamflow, its mean for 
calendar month m and standard deviation for calendar month m respectively.  Since { tLQ } is a 
periodically correlated time series (Figure 25.1), the time parameter t may be written as 
t y m  12 , where y represent the year, and take values as y = 0, 1,…, n. and  m represents the 
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, where the noise term, 
y m  12 , is assumed to be periodic white noise and denoted as:  { y m  12 } ~ 
PWN(0, 2
m ,d),  m
2  is the variance of month m. And mp is the model’s order for month m, and ,m i , 
i = 1, …, mp , are the autoregression coefficients for month m and lag i. The parameters of this 
model are estimated using R package “pear” [McLeod, 1994; McLeod and Balcilar, 2011]. The model’s 
order for each month is determined by the BIC, defined as [Hastie et al., 2009]: 
BIC L k N    2 log( ) (log )                         (2) 
, where L refers to the maximized likelihood function, N is the number of observations and k is the 





is closely related to Akaike information criterion with an additional penalty term for number of 
parameters in the model to address the problem of potential overfitting. 
21.2.2. Model ΙΙ: Season ahead Periodic Autoregressive with Exogenous predictor (PARX)  
The vertical velocity in pressure coordinates is defined as [Holton and Hakim, 2012]:  
Dp
Dt
     (3) 
, where Dp is the change of pressure with respect to the change of time, Dt. Omega is a proxy for  
the vertical motion of the air, which is related to convergence or divergence of moisture in the 
region and cloud formation, condensation of moisture and precipitation [Yadav et al., 2013]. 
Normally, one would use omega as a predictor in the same season as precipitation. However, our 
initial analyses suggested that it may also be a useful predictor prior to the onset of each season.  
By introducing the exogenous climate predictor (ω), the season-ahead forecast model is formulated 
in a PARX structure, mathematically defined as: 
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, where {
y m  12 } ~ PWN(0,
2
m ,12). And the model’s order for each month is fixed to be 3. ,m i and 
mφ are least squares estimators, given by 
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The seasons are defined as December to February (DJF), March to May (MAM), June to August 
(JJA) and September to November (SON).  
After fitting the model using the full data set, we simulated year ahead monthly flow forecast for the 
Sutlej river using Model I. With the 42 years’ record, we simulated 41 years’ forecasts for 1964 to 
2004 at the beginning of each season; each forecast has 100 ensemble members to represent its 
uncertainty. For example, at the end of February, 1964 forecasts for the next 12 months’ flows are 
simulated using Model I, and the initial conditions defined by the preceding flow months, to 
produce 100 simulation members. Let this set of simulated flows be 
,Y MLQ (Y and M stand for year 
ahead forecast and the starting month: March) with a dimension of   12 41 100 , corresponding to 
12 months, 41 years and 100 simulation members. For each season a set of year ahead inflow 
simulation {
,Y DQ , ,Y MQ , ,Y JQ , ,Y SQ } is developed. The skill of the year ahead forecast is 
illustrated as the second element of each panel in Figure 25.2, with each panel representing different 
starting seasons: (a) December, (b) March, (c) June and (d) September.  
Season ahead monthly flow forecasts were simulated with Model II in a similar way. For each year, 
the forecasts are made before the beginning of the prescribed season. For example, at the end of 
November, forecasts for the next three months’ flows (DJF) are simulated using Model II to 
produce 100 simulation members. Let this set of simulated flows are 
,S DQ  (S and D stand for 
“Season” ahead forecast and the starting month: December) with dimension of  3 41 100 , 
corresponding to 3 months, 41 years and 100 simulated members. A set of season ahead flow 
simulation {





21.2.3. Model III: Control ‘Perfect’ Forecasts 
As a control, we consider a seasonal forecast with a specified skill.  The “Perfect” forecast 
simulation for the next season is derived by adding a normally distributed noise term {
perfect } ~ N 
(0,
p











90 . The “Perfect” forecasts are denoted as {
,P DQ , ,P MQ , ,P JQ , ,P SQ }. 
21.2.4. Nesting across time scales: Seasonal + Annual 
For each of the models described above the seasonal and annual forecasts are combined by 
substituting the first three months’ simulation in the year ahead simulation sets with the 
corresponding season ahead forecasts. Thus we created three forecasts scenarios: (1) “Nested”, bi-
timescale forecasts with first three months’ forecasts from the PARX model (Model II), i.e., {
,S DQ ,
,S MQ , ,S JQ , ,S SQ }, and the rest 9 months’ forecasts from the PAR model (Model I); (2) “PAR”, 
single timescale forecasts with all 12 months forward forecasts from the PAR model (Model I); (3) 
“Control”, bi-timescale forecasts with the first three months’ forecasts from the “Perfect” forecasts 
(Model III) and the remaining 9 months’ forecasts from the PAR model (Model I). The idea is that 
if the PARX model for the season ahead is selected using BIC and the exogenous predictor is not 
selected then the annual and the season ahead forecast will be the same. If the exogenous variable is 
selected then according to the BIC criteria the season ahead forecast is expected to be more skilful 
than that from the PAR annual model for the next season.  The “Control” forecasts provide the best 
forecasting skills one can expect for the next three months; the “Nested” forecasts provide a 
scenario with current available forecasts skill with climate predictor, which demonstrates the 






We used two performance metrics, reduction of error (RE) [Fritts et al., 1979] and coefficient of 
efficiency (CE) [Nash and Sutcliffe, 1970], as measures of forecast skill. The metrics were calculated 
using the leave-m-out cross-validation. We have 42 years (1963 – 2004) of monthly streamflow data 
of the Sutlej river (totally 504 data points), the first 38 years’ data were used to fit the three models 
introduced above; then predictions were made on the last 4 years’ observations that were left out. 
Since an ensemble of 100 members was produced for each prediction setting (i.e., 4 starting seasons 
and 3 models), the process correspondingly generated an ensemble of validation metrics with the 
same size.  


















.                    (6) 
In Eq. (6) iy  and ˆiy are the observed and the predicted streamflows, i.e., the conditional mean of 
the ensemble streamflow, in time step i of the validation period, and cy is the corresponding 
monthly average flow of the observation in the calibration period (i.e., the first 34 years of our 
dataset). The value of RE may theoretically range from   to +1, as Fritts et al. [1979] noted, this is 
a very rigorous statistic and “any positive value indicates there is some information in the 
reconstructions.”  
CE was first introduced in [Nash and Sutcliffe, 1970] and is one of most widely used forms of fitting 























In Eq. (7) iy  and ˆ iy are the observed and the predicted streamflows, i.e., the conditional mean of 
the ensemble streamflow,  in time step i of the validation period, and vy is the corresponding 
monthly average flow of the observation in the validation period (i.e., the last 8 years of our dataset). 
Its value can vary from +1, when there is a perfect fit, to  . A negative CE value indicates that 
the model predictions are worse than predictions using a constant equal to the average of the 
observation data. For more example and details on the CE and RE, see Fritts et al. [1979], Cook et al. 
[1999] and Devineni et al. [2013]. In order to better assess the forecasting skills of the nested forecasts, 
the calculations of RE and CE are done on both the first 3 months and the entire forecasting period 
(12 months). The idea is that the first three months’ forecasts in “Nested” and “Control” are from 
models that are expected to have better skills. The results of RE and CE for the three models’ 
forecasts (i.e., “Nested”, “PAR” and “Control”) are tabulated in Table 25.3 for different seasons.  
Figure 25.2 illustrates the forecasts (median as the orange line and 95% prediction interval as grey 
area) from the three models with different starting seasons: each panel representing different starting 
seasons: (a) December, (b) March, (c) June and (d) September. In each panel from the top to the 
bottom are forecasts from “Nested”, “PAR” and “Control” respectively. A more detailed discussion 
of the results for the three scenarios is provided in Chapter 23. 
 
21.3. Prediction of the monthly flood volumes needed 
The T-year flood volume for each month is estimated statistically by developing a copula model 
based upon historical flows considering the monthly flow and the peak flood volume needed that 
month. The algorithm used is summarized below: 





(2) Using an appropriate probability distribution estimate the 2 year flood K2, which is 
considered to be the bank full flow 















                         (8) 
For each month m and year y, record the maximum monthly flood volume 
y mV ,  as the 
maximum sum of 
t y mv , , over any non-zero sequence of values of t y mv , , .This is then the 
annual maximum monthly flow volume for calendar month h. For each calendar month m, 
using an appropriate probability distribution estimate the T-year flood volume as 
mFVT, .  
(4) Use copulas (described later) with the historical data {
y mQ , , mVy, } to form the joint 
probability distribution m mf Q V( , ) , where mQ is the monthly flow for month m 




 from the monthly forecasts developed in the 
previous section, and m mf Q V( , ) , estimate m y m kf V Q
*
, ,( | )and from this distribution estimate 
the corresponding T-year monthly maximum flood volume, 
T y m kV
*
, , ,
. Recall that there will be 
K such estimates where K is the ensemble size (100 in our example). 
(6) Now the T-tear forecasted flood volume for year y, month m is prescribed as : 
* *
, , ,( /2) , , ,(1 /2)*
, , *
, ,(0.5)
,  if 
,  else
T m T m p T m T m p
T m y
T m




   
  
  
                       (9) 
, where *
, ,( / )T m pV 2  refers to the p
th percentile of the K ensemble forecasts.  
If the reservoir is designed to store the volume of the T-year flood, then this procedure results in a 
forecast volume that changes from the nominal volume only if the forecast distribution of the T year 





recognize that the uncertainty in estimating 
,T mFV is not accounted for in this rule. An alternate 
strategy could consider it in a similar framework.  
21.3.1. Copula Model for flood volume estimation 
Copulas are used to model multivariate distributions with continuous margins [Salvadori et al., 2007]. 
Considering a specific month, we drop the subscript m from the notation used previously. Let Y = 
{V1, V2, …, Vn) be the flood volumes for month m for the n years and X={Q1, Q2, …, Qn) be the 
corresponding monthly total flows; and  Z  T TX ,  Y . The cumulative distribution function (c.d.f) 
H of Z can be represented as [Sklar, 1959]  
H Z X Y 1 2( ) C{F ( ),F ( )} ,    Z R
2                 (10) 
in terms of a unique function C 
2: [0,1] [0,1]  called a copula, which is merely a 2-dimentional 
c.d.f. with standard uniform margins. The estimation of the unknown c.d.f. H  from available data 
 T TX  YZ  , can be broken into two steps: first estimate the marginal c.d.f.s X1F ( ) and Y2F ( ) ; 
second estimate the copula C . A comprehensive list of copula families can be found in Joe [1997] 
ans Nelsen [2007]. 
The Gumbel – Hougaard family or logistic copula was chosen for C. Dating back to Gumbel 
[Gumbel, 1960, 1961],  it is (one of)  the oldest multivariate extreme-value models. It is the only 
copula that is at the same time Archimedean and extreme-value [Genest and Rivest, 1989].  The 
Gumbel copula does not allow negative dependence, and exhibits strong right rail dependence and 
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( ) exp ( log( )) , [0,1]u u                      (11) 
The estimation of C is based on the vectors of ranks n,...,1R R  , where i iX iYR R ( , )R and 
iX iYR R(or  )  is the rank of i iX Y(or  ) among i nX X, ...,  (or i nY Y, ..., ). The use of ranks makes the 
estimation of C margin-free, which implies that, a misspecification of one of the marginal c.d.f.s ,
X1F ( ) and Y2F ( ) , will have no consequences on the copula estimate (see e.g. [Jean-David and Scaillet, 
2004; Kim et al., 2007]).  
The empirical copula (
empC ) of the data [Deheuvels, 1979] is a consistent estimator of the unknown 
copula C . Let 
nU U1
ˆ ˆ, ...,  be pseudo-observations from C defined by i i 
ˆ /(n 1)U R  , i {1, ..., n} . 
The components of the pseudo-observations can equivalent be rewritten as 
iXU nF 1
ˆ ˆ (X)/(n 1)  
and 
iYU nF Y 2
ˆ ˆ ( )/(n 1) , where F1
ˆ (X) and F Y2
ˆ ( ) are the empirical c.d.f.s computed from 
i nX X, ...,  and i nY Y, ...,  respectively. The scaling factor n /(n 1) is introduced to avoid problems at 
the boundary of 
2[0,1] . The distributions for monthly total flow and flood volumes for our data are 
the Gamma and Lognormal distributions respectively, based upon exploratory analysis; the 
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The fitted copula is summarized below in Table 25.1 and simulation from the fitted Gumbel copula 







Chapter 22  
Multi-timescale climate informed Stochastic Hybrid 
Simulation – Optimization (McISH) Model 
A simulation-optimization model for multipurpose reservoir operation is developed and 
implemented using nonlinear programming in MATLAB with the Global Optimization Toolbox 
(http://www.mathworks.com/products/global-optimization/) based on the GlobalSearch 
Algorithm [Ugray et al., 2006]. The model is formulated to consider any two time scales for contracts 
and forecasts. In the application presented here, we consider the annual and seasonal scales. As 
described earlier we use 100 ensembles of 12 month flow forecasts, of which the first three months 
are forecast from the seasonal model, and the following 9 months from the annual model.  
On the demand side, we consider a participatory setting where large buyers, i.e., irrigation districts, 
electrical utilities, or state governments, propose specific contract terms. Given these contract terms 
the model needs to solve for the size and mix of the contracts that can be offered for both the year 
and the next season given current reservoir contents, and the probabilistic forecasts for flow and 
flood control storage requirements covering the two time scales. In the participatory setting, the 
buyers may then modify their proposed terms, negotiate with each other, and then offer new terms 
that could be used to arrive at a new solution using McISH, thus informing the process towards 
convergence. This leads to a market like process but in an interactive participatory setting. In reality, 
there may be prior water rights, and multi-year contracts for water in place. To demonstrate the 
basic idea of the model, we do not consider these in this study, even though accommodating them 





For the simplified example presented here we consider one annual contract for irrigation and one 
for hydropower supply each at a reliability specified by the user. Each contract is specified as a total 
amount of water/energy to be delivered with a month by month breakdown that represents the 
typical time distribution of irrigation/energy demands. One could consider these temporal patterns 
to be probabilistically forecast from climate information too, but at this point they are taken as a 
prescription from the contract buyer. We consider a second contract for irrigation and hydropower 
each at a user specified reliability that could be available for the coming season. One can think of 
this as an increment that could tap potentially surplus water over the coming season that cannot be 
committed to for the full year. This also exposes the trade-offs between short and long term 
contracts, since an increase in the short term contract could compromise the ability to meet the long 
term contract with the desired reliability. Thus, the values assigned to the short term and the long 
term contracts and the associated desired reliabilities will play a role in the solution that McISH will 
derive. 
The prices for annual contracts may be substantially higher than those for the three month contracts 
(Table 25.2).  Since irrigation releases may pass through the turbines for energy generation, one 
needs to compute the additional releases that may be needed to meet the contracted firm energy 
requirements in a given month. Correspondingly if in a month the irrigation release leads to 
hydropower production greater than contracted as part of the firm energy contract, the excess 
production is assigned a value determined by a market price for non-contract energy. These 
calculations are all done in a simulation module called by the main optimization program. 
 The total reservoir storage is usually divided between a dead or conservation storage, an “active” 
storage used to manage releases, and a “flood control” storage. The latter is a space that is kept 





in which floods are typically expected. However, the size is usually fixed across years for a given 
season. Thus, even when a drought is being forecast, the operator is expected to maintain the flood 
control pool empty, and they will not increase the flood control space when very wet conditions are 
expected. Here, we consider using the model described in Section 21.3 to change the allocation of 
flood control storage to potentially increase the efficiency of reservoir use to meet demands as well 
as to handle floods.  
Instead of a risk analysis considering the benefits realized by a reduction of flood losses, which 
requires estimates of potential loss of life and property as well as business loss of use for each level 
of flooding residual to the flood captured by the reservoir, we use a “standards” based approach that 
provides the communities below the dam with a level of protection consistent with a certain risk, 
e.g., from a 100 year flood event. The McISH model considers that a policy decision has been made 
to provide flood control storage consistent with the flood storage volume needed for an event with 
a T-year return period, e.g., T = 100 years in the demonstration in this paper. The active storage 
available in the reservoir for each month in the 12 month operation period considered is then based 
on the total storage less the proposed  forecast flood control storage for that month accounting for 
forecast uncertainty as discussed in Section 21.3. 
 
22.1. McISH model formulation – Optimization 
The list of specifications included in the water contracts is contract duration, total volume of water 
for each use for the whole contract period, monthly distribution of water provided over the full 





durations vary, the computations and deliveries are monthly. The ultimate goal is to device a 
seasonal and annual water allocation and not to solve for a monthly strategy for operation. 
Decision Variables: 
1. The annual (12 months) and seasonal (3 months) contracted water for irrigation (m3), 
yrI &




IP respectively. In the simulation phase of the model, these 
contracts are disaggregated to monthly water delivery requirements yr
Iyr
j j yrRI f I  & 
snIsn




jf are the fractions of the annual and seasonal irrigation 




jf  based on the 
historical record. 
2. The annual and seasonal contracted hydropower (kwh), 




HP . In the simulation phase of the model, this contract is disaggregated to monthly 
energy delivery requirements yr
Hyr
j j yrEH f H  & 
snHsn





the fractions of annual and seasonal energy demands in calendar month j. In the application 
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where j
iC  is the unit price for supply
j
iR  for contract i for use j, and 
j
iL is the unit penalty price 
for deficit j






The constraints are described through a set of nonlinear functions of decision variables that are 
evaluated through simulation. Here, the constraints are described in terms of those functions, 
and the computation of the functions is defined after this. 
1. Reliability Constraints: 
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, where Pr(.) refers to a function that computes the fraction of the ensemble members over 
which the target contract is satisfied, for each contract;  
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, where 
yrS and snS refer to the desired active storage in the reservoir at the end of the year and 
season respectively, computed from the ensemble forecasts; Pr(. .) is the probability evaluated 










operation of the system: yr
SP , reliability of end-of-year storage; 
sn
SP , reliability of end-of-season 
storage; *SS , target end-of-season active storage level; *YS , target end-of-year active storage level.  



























min are the minimum amount included in the contracts based on 
prior negotiations or prior water rights or broader allocation policy that is in place to assure 
equity. 
 
22.2. McISH model formulation – Simulation 
A reservoir simulation using the proposed contracts and storage capacities is performed for the full 
time series for each ensemble member from the nested climate informed streamflow forecasts, at 
each  iteration of the optimization model. The procedure used for each simulation follows a pre-
designated operating rule that reflects the operators’ priorities for meeting the contracted releases, 
and is described first, followed by a summary of the function evaluation procedure. 
The basic simulation requires the month by month application of the reservoir mass balance 
equation:  





, where tI  is the monthly reservoir inflow for month t for the current ensemble member, Lt 
represents the net evaporation and seepage loss from the reservoir in month t. Here, it is taken to be 





















                               (19) 
Singh and Jain [2002] studied the region and found that the mean monthly maximum temperature 
provided the best correlation with monthly pan evaporation ( 2R =0.84), they provided the estimated 
coefficients for 11.63 & 0.077    with mean monthly maximum temperature max
tT  in Celsius 
and net evaporation (NE) in mm. tA  is the reservoir surface area in month t estimated from the 
area-volume relation for reservoir.  
tRI  and tRH  are the total irrigation releases and hydropower energy supply for month t, recall 
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, where γ  is the specific gravity of water, η  is the energy conversion efficiency and tH  is the 





Then we have: 
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, where a
tRH  is the additional release to meet the hydropower demand in month t. Further, if 
t tRI RH  , we consider that the excess release can be passed through the turbines and will generate 
energy, if the capacity still allows. The surplus energy will contribute to the net revenue but will be 
sold at a lower price than the contract.  
During the simulation of the reservoir mass balance equation for a particular ensemble member, it is 
possible that the computed storage will be negative or it may exceed the active storage capacity max
tS , 
calculated based on the estimated flood volume tFV  from the copula model and the reservoir total 
storage capacity K.  
max
t tS K FV                                         (23) 
Spill: max max if t t t t tSP S S S S                  (24) 
, where SPt is the spill from the reservoir in that month; 
Failure: 0 if  t t tdeficit S S                    (25) 
, where tdeficit is the deficit in that month, indicating a failure of the proposed releases and tS is then 
set to 0. 
In this case, prioritized operating rules are applied to map the failure. The rule we applied is that the 





and that meeting the annual contract has higher priority than meeting the seasonal contracts, since 
the long-term contracts are often priced higher. 
Therefore, the tdeficit needs to be allocated to the following releases in this order: 
1) Monthly release associated with the seasonal hydropower contract, sn
tRH  ; 
2) Monthly release associated with the seasonal irrigation contract, sn
tRI ; 
3) Monthly release associated with the annual hydropower contract, yr
tRH ; 
4) Monthly release associated with the annual irrigation contract, yr
tRI . 
If sn
t tRH deficit , it is sufficient to fail that contract only without affecting the others. Otherwise one 
needs to continue to fail subsequent contracts until the total deficit tdeficit is satisfied. In the process 
the counts of each contract failure and the magnitudes of the failure are recorded. 
The realized reliability of the scheme is then based on the number of failures of each uses across the 
ensembles and across years divided by the total number of ensembles and years. This is the value 
returned for Pr(.)  values needed by the optimization model constraints. For example, the reliability 
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Chapter 23  
Application on Bhakra Dam, India 
We consider the Bhakra reservoir on the Sutlej River, in India for demonstration. The Bhakra Dam 
is a concrete gravity dam across the Sutlej River, and is near the border between Punjab and 
Himachal Pradesh in northern India. The dam is the world’s second tallest concrete gravity dam at 
225.55 m high. The 90km long reservoir created by the Bhakra Dam is spread over an area of 168.35 
km2. It is the second largest reservoir in India with a live storage capacity of 6.9 billion m3, and a 
dead storage capacity of 2.4 billion m3.  The reservoir potentially supplies irrigation, municipal and 
industrial uses, and releases for these purposes as well as targeted releases for hydropower 
production can go through existing turbines for energy production. In addition, the reservoir has 
flood control storage. The rated capacity of hydropower at the site is 1325 MW. The crop area 
designed to be irrigated is 40,000 km2.  The Himalayan catchment upstream of the dam is 56980 km2.   
We use the 42 years of daily flow record, from 1963 to 2004, and the multi-timescale forecasting 
models introduced in Section 21.2 to simulate the 12 month long monthly total flows. The simulated 
12-month forecasts have 4 starting months: December, March, June and September, to illustrate the 
effects of different starting season and forecasting scales on the contracts. We have 41 years’ annual 
monthly simulated flows from 1964 to 2004 with each monthly starting point. Each simulation has 
100 ensemble members. With three forecasting models and four starting seasons, we have 12 sets of 
streamflow forecasts ensembles.  
The inputs to the McISH model include one set of streamflow forecasts ensembles (e.g., PARX 





flood volumes for the period 1963 – 2004 and the characteristics of the Bhakra dam, e.g. the 
maximum and minimum maintenance storage of the reservoir. We initialized the reservoir in its full 
capacity (K = 9.3 billion m3) in 1963; the reliability for each use is set to be 90%. We relax the end-
of-period-storage constraint; the end-of-year storage is carried over to the next year as the initial 
storage value. As we will show later that even though the end-of-wet-season storage is not set to be 
full, the reservoir reaches full almost every time after the wet season. The current operation requires 
the end-of-wet-season storage to be full. In the application presented here we did not enforce this 
constraint, but monitored the storage variations over the period of record as forward contracts were 
selected and then their performance was simulated using actual observed data. We considered two 
types of contracts for this application, a 3-month contract and a 12-month contract with both 
irrigation and hydropower supplies. The optimal package of contracts (i.e., one 3-month contract 
and one 12-month contract per user) is obtained using GlobalSearch algorithm [Ugray et al., 2006] in 
the Global Optimization Toolbox of MATLAB.  
 
23.1. Streamflow forecasts skills 
In Section 21.2, we listed three streamflow forecasts models. The control set provides a scenario 
which resembles the usual accuracy of flow forecasts. Given the control sets, “Perfect” forecasts 
(bottom plots in Figure 25.2 (a) – (d) with different starting seasons), have as good forecasting skill 
as one nowadays can expect. The forecasting skill of this model is assessed with RE and CE (Table 
25.3). Table 25.3 summarized the statistics of RE and CE cross all the ensembles for each of the 
three forecast models with different starting seasons. It is shown that both RE and CE have values 
near one (perfect skill) for the first three months’ forecasts for each of the starting season, 





March and June have positive 12-month averaged REs and CEs, indicating the forecasts for the two 
seasons having good performance and forecasts made for those two seasons containing more 
information than climatology flow. The 12-month average forecasting skills are not as good as that 
for the first 3 months due to the fact that the flows from the 4th to the 12th month in this case are 
from the PAR year ahead model; and the skill degraded as time lag grows. The “Control” case 
provides the best scenario for a seasonal forecast that one can expect. And the 3-month contracts 
may gain benefit from this. 
The annual PAR model forecasts (middle plots in Figure 25.2 (a) – (d) with different starting seasons) 
based upon the seasonally varying statistics of streamflow also showed more information contained 
in the forecasts than climatological average (Table 25.3). REs are positive for this model with both 
the 3-month and the 12-month assessments except the one for the 12-month one for December. 
CEs are around zero or negative, suggesting the PAR is almost equivalent to the climatology. There 
is obvious degradation in forecasting skills in the PAR model from the perfect “Control” ensembles. 
This forecast can provide a scenario one can expect to only have forecast that from the climatology.  
The nested bi-timescale PARX model forecasts (first plots in Figure 25.2 (a) – (d) with different 
starting seasons) provided a scenario that multi-timescale climate informed streamflow forecasts can 
be applied in the reservoir optimization. The model includes a climate predictor, Omega (ω), which 
is a proxy for the vertical motion of the air, which is related to convergence or divergence of 
moisture in the region and cloud formation, condensation of moisture and precipitation. The 
forecasting skill of the nested model is better than annual PAR model, but not as good as the perfect 
“Control” simulations as expected (Table 25.3).  Based on the 3-month skill assessments, the nested 
bi-timescale forecasts contain more information than climatology but with limitations. This serves an 





23.2. McISH Optimization 
The optimization results for the nested PARX/PAR forecast are shown as the first element of each 
panel in Figure 25.4 (a) – (d) for different contract initiation seasons. The same setup is applied to 
runs with single timescale “PAR” and nested “Control” forecasts. The optimization results with 
these two flow inputs are shown in the second and third element of each panel (a) – (d) in Figure 
25.4. In each case, for each year contracts are selected by McISH and then their performance is 
evaluated using the real historical flows that occur in the period of contract. So, this is in effect a test 
of how well the allocation algorithm using the forecasts would perform in its actual period of 
operation.  
The performance of the three schemes for developing optimal contracts depends on the forecast 
skill, and on the forecast or contract initiation season. Figure 25.4 shows that contracts that start in 
March (Figure 25.4 (b)) have the best performance for all the three forecasts, and the probability of 
realized failure is less than 10% (4 out of 41 years), which is the prescribed reliability. Only contracts 
based on the PAR annual forecasts fail on the real flow. The success/failure is assessed at the annual 
level. The failures occur in years when the median of the forecasts is higher than the real flow that 
occurs subsequently, indicating that when less water is available than expected, shortages occurred. 
Comparing among the three forecasts cases, the nested models (both “Nested” and “Control”) were 
able to properly forecast the dry years and failures are avoided. Figure 25.4 (a) shows the 
performance of the optimized contracts on the real flow with forecasts issued for December. The 
“PAR” case has failures exceeding the 10% failure rate allowed (7 years out of the 42 years). The 
main difference in the three flow scenarios, “Nested”, “PAR” and “Control” is the 3 month ahead 
forecast, which is December to February in Figure 25.4 (a). The median annual total forecast (Figure 
25.2 (a)) suggests no substantial difference among the three. Therefore, the difference in the failure 





(December to February) flow has considerably interannual variability due to its dependence on snow 
and temperature. The flows originate from the Western Himalayas, where the winter precipitation is 
mainly associated with the mid-latitude jet and low-pressure synoptic systems known as Western 
Disturbances [Dimri, 2005, 2006; Yadav et al., 2009].  
December is not a good time to initiate new contracts if one only has forecasts that are equivalent to 
climatology (PAR). Contracts initiated in June for the following 12-month period have slightly better 
overall reliability through the 41 years than cases in December. June is the start of the monsoon 
season in the region, the 3 month contracts have larger values in Figure 25.4 (c) than in other cases 
(a), (b) and (d). Failures occurred in the years that large 3-month contracts were issued and the flows 
after the monsoon season were lower than the climatology average. The onset and duration of the 
monsoon season varies from year to year, and the season ahead forecasts determine the amounts of 
the 3-month contracts’ supplies, which substantially affect the success of the 1-year contracts. Figure 
25.4 (d) suggests that the additional knowledge of the next season’s flow improves the overall 
performance of the contracts on the real flow. Among the three scenarios, again only the single 
timescale forecast (PAR) resulted in a violation of the prescribed reliability. Different from the other 
seasons, both nested forecasts have failures in the third year, which may be due to the large 3-month 
contracts issued that were not subsequently met given a flow that was lower. Recall that the penalty 
for non-performance is mapped to the net annual revenue in this and other failure years. 
Figure 25.5 presents the annual net revenue results by applying the optimized contracts under the 
three scenarios with the subsequent real flow for the next year. It shows the influence of initiating 
the contracts in different seasons on the annual net revenue, as well as the effect of forecasting skill 
which varies by season. Here, while we are maximizing expected net revenue as the objective, we are 





the willingness to pay indicated by the different users through the contract terms they offered, and 
the compensation for the  resulting losses that the users may incur. 
Using the nested bi-timescale forecasts (Figure 25.5 (a)), results in largely varying net revenue over 
the 41 years when the contracts are initiated in December and September, while, contracts initiated 
in March and June result in more stable annual net revenue through the 41 years. Compared to June 
and March, contracts initiated in December have relatively low mean revenue over the 41 years. 
Considering both the average and the variability of the net revenue, March is the best of the four 
seasons to initiate the 3-month and 1-year contracts. Figure 25.5 (b) exhibits the case with a single 
timescale PAR forecast. The major differences observed by comparing to the forecast scenario are (1) 
the lower average net revenues for each of the seasons; (2) larger variance associated with contracts 
initiated in all the 4 seasons. The lower average net revenues may be resulted from lack of 
knowledge of the upcoming season’s flow, and penalties are issued by violating the reliability 
constraints. Recall that the contracts under this forecast scenario have the most failures among the 
three (Figure 25.4). Figure 25.5 (c) provides a good illustration of the benefits of better knowledge 
of the flows to the overall net revenue gain. Despite the fact that March still stands out of the four 
seasons in terms of overall performance, all four seasons result in increased average gain and 
reduced variance with good forecasting skills (Table 25.3).  
Figure 25.6 shows the monthly storage deficits and spills under different forecasting scenarios and 
for the four seasons. Comparing among the four seasons, June (Figure 25.6 (c)) is the worst of the 
four in terms of having most storage deficits (spills) when optimized contracts are applied to the real 
flow under the “PAR” (“Nested” and “Control”) forecasting scenario. Though “PAR” scenario 
results in many deficits in June (Figure 25.6 (c)) and September (Figure 25.6 (d)), the annual sum of 





can potentially solve the monthly shortages/excesses, which is also approved by the performances 
of the other forecasts scenarios, they don’t have the deficits. This suggests a better forecast will 
result in better combination of 3-month and 12-month contracts. With good forecast skill, deficits 
may be avoided by allocating the monthly shortage to water excessive months, which can be 
included in the contracts. This is beneficial for both the reservoir operators and water users.  
The associated storage deficits and spills for the best performing season, i.e., March, and the most 
unstable (with high interannual variability) start month, i.e., September, are shown in Figure 25.7. 
With contracts initiated in March applied on the real flow, the storage has a stable annual cycle 
(Figure 25.7 (a)). Both the nested bi-timescale forecasts’ scenarios (“Nested” & “Control”) 
performed better than the single timescale forecast case (“PAR”). This suggests that (1) “Nested” vs. 
“Control”: the better the forecast skills, the better the performance (Figure 25.4 – Figure 25.6); (2) 
“Nested” vs. “PAR”: by introducing the climate information into the forecasts model and multi-
timescale streamflow forecasts, the performance can be improved significantly even though the skills 
are not as perfect as the “Control” case. The storage variation is different for contracts issued in 
September (Figure 25.7 (b)), which has shown to be a bad season to initiate contracts due to the fact 
that the forecasts degraded to the worst for the monthly with the most interannual variability. 
“Nested” and “Control” have very similar storage level behaviors; they both have smaller variability 
compared to the “PAR” case, which has more chances to hit the bottom of the reservoir.  
In summary, given the performance of the contracts optimized under different forecasts scenarios, 
the best time to initiate new contracts is in March and June. For these cases, the simulation of the 
predicted contracts results in higher average annual net revenues through the tested 41 years record, 
lower interannual variation, and reservoir filling at the end of the wet season in almost all years. 





performance is also similar, independent of the type of forecast used – even PAR performs 
reasonably well. Forecast skill increases translate into improvements in the expected annual revenue 
and its interannual variation. However, we see that with the choice of a good start date, even 
forecasts with relatively low skill can be usefully implemented in terms of future performance. The 
forecasts implemented here essentially improve over the PAR model only in the first 3 months, and 
the effect of changing the start season is actually just as significant in terms of the performance, 
since the summer and monsoon seasons are the critical ones in this example from the perspective of 






Chapter 24  
Summary and Discussion 
This study builds on recent work that seeks to integrate forward contracts with specified reliability 
with probabilistic forecasts of reservoir inflow as part of a participatory reservoir water allocation 
strategy. The key extensions are the consideration of a dynamic monthly flood storage allocation 
based on a forecast relationship between monthly flow and the associated T-year flood volume, if a 
reliable shift from the climatological value is indicated, and the consideration of multiple time scales 
for the forecast and the contracts.  
Implementation of such a model in a practical, participatory setting needs to consider some design 
issues. The users will have their prescribed monthly demand patterns, and would like to secure 
contracts for the full year and for the supplemental 3 months based on the temporally specific needs. 
Given that the forecast skill is likely variable depending on the starting time of year, a question that 
arises is how to structure the scheme so that the deliberations for deciding the contracts are done at 
the right time. Further, using the historical record as an example one needs to demonstrate how well 
the proposed forecasts work relative to some baseline (e.g., PAR) that the operator may use, or 
relative to an idealized forecast which has a skill level that the users may conceptually find acceptable. 
Acceptability is judged by the expected annual net revenue accounting for penalties for failure to 
deliver, by the variation in the annual net revenue from the allocation, by the frequency and severity 
of failures of the allocation, and by the efficiency of utilization of the reservoir, as indicated by the 
spills and deficits. We recognize that these metrics do not consider distributional factors as to the 
user by user performance with the allocation scheme. With these ideas in mind, an example 





not generally noted for high predictability. We considered a single vector of prices and 
compensation and a single level of reliability in the application presented. One could pursue a 
parametric analysis of these factors and demonstrate how it impacts the allocation process, especially 
the distributional issues. There is currently no participatory process in place at this location, water is 
not priced, and no forecasts or contracts are currently used. The primary issue that emerged in the 
initial discussions with the state government agencies was skepticism that a forecast based 
contracting process was feasible. In the current situation, deficits occur in drought years, spills in wet 
years, and while these data are collected, there are virtually no water use data available by sector or 
by geography. Losses from the canal system are estimated to be high, but are not precisely known, 
since a fair amount of the loss potentially recharges the shallow groundwater table, and may in turn 
be used by some farmers. Since neither water nor electricity supplied to farmers is priced, water use 
efficiency is low and crop choice inconsistent with the climate and water availability. Consequently, 
following the consultative process, we focused on a macro level allocation and addressed the 
questions as indicated above.  
The example application illustrated that a bi-time scale forecast and contract process was feasible 
with the relatively naive forecasting scheme selected, provided the timing of the implementation was 
explored through a simulation of the proposed process. As yet, we have not been able to explore the 
sensitivity of the decision makers to the projected variations in expected annual revenue or the 
economic implications of pricing water in this way. Our argument is that the competing states and 
respective agencies consider such a scheme for a macro level allocation of the reservoir resource, 
and they can subsequently still choose to subsidize water delivered to farmers or electricity delivered 
to farmers or industry if they choose, but that our proposed process would make the values of these 
subsidies and the trade-offs by use explicit. If these agencies accept this idea then they would need 





supply. This would be a very useful exercise, but it will take time to accomplish. Refinements of the 
model proposed here and parametric evaluations of proposals as to the lower bound of each 
allocation, the associated reliability and price, as well as the distributional and equity implications 
could be conducted at that point. However, at this stage we have demonstrated a process that could 
be followed to allocate water, energy and flood storage in the reservoir accounting for climate 
variations. 
There is significant interest in how such systems can deal with climate change, and projections to 
2100 are routinely downscaled and applied to show how water constraints may change in such 
regions under the IPCC scenarios. Absent a rational allocation system that considers reliability and 
value of each use, it is not clear what the real implications for adapting to such projected changes are. 
The rolling national blackouts of the electricity grid in India during the 2012 drought which was 
considered the worst in 50 years, resulted from a depleted Bhakra reservoir that was unable to 
supply its normal contribution to the grid coupled with increased load from agricultural pumping of 
groundwater in the region using essentially free electricity supplied to the farmers by the state 
governments in the region. The climate challenge in this context is now, and there is a need to 
reform the processes so the 50 year drought can be better handled through better system operation, 
economics, and on farm water use efficiency improvements.  
Our ongoing work includes the use of paleo-climate information from tree rings [Cook et al., 2014; Li 
et al., 2014], downscaling of near term (seasonal to decadal) and long term (50 to 100 year) climate 
scenarios to develop longer range forecasts [Sinha et al., 2013], and to pursue advocacy using the 
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Figures and Tables 
 
Table 25.1: Fitted Gumbel Copula and associated marginal distribution parameters 
 Distributions Estimated Parameters 
Monthly Flow Marginal c.d.f. 1
ˆ (X)F  Gamma Distribution a = 40.2, b = 9.8e7 
Flood Volume Marginal c.d.f. 2
ˆ ( )F Y  Lognormal Distribution μ = 17.3, σ = 1.07 
1 2







Table 25.2: Unit prices for irrigation and hydropower of the two contracts, 1 year contract and 3 
month contract with prescribed 90% reliability 
 
Irrigation Contracts Prices 
contract      
($/acre-foot) 
1-year 3-month 
Firm 150 75 
Surplus 30 30 
Penalty -225 -112.5 
 
Hydropower Contracts Prices 
contract      
($/acre-foot) 
1-year 3-month 
Firm 0.1 0.05 
Surplus 0.02 0.02 











Table 25.3: Measurements of forecasting skills (RE and CE) for the three scenarios, i.e., “PAR”, 
“Nested” and “Control”, both RE and CE were calculated as averaged over the first three months 
of the forecasting period and the entire 12-month forecasting period, respectively,  referring to Eqn. 
(6) and Eqn. (7) 
RE                
(3month|12month) 
Dec  Mar Jun Sep 
“PAR”: PAR Annual + 
No Seasonal 
0.55 -0.02 0.12 0.07 0.21 0.10 0.42 0.09 
"Nested": PAR Annual 
+ PARX Seasonal 
0.85 0.10 0.66 0.36 0.5 0.37 0.55 0.11 
"Control": PAR Annual 
+ Perfect Seasonal 
0.99 0.18 0.99 0.55 0.99 0.43 0.99 0.19 
CE                 
(3month|12month) 
Dec Mar Jun Sep 
“PAR”: PAR Annual + 
No Seasonal 
-0.95 -1.20 -1.3 -1.16 -1.44 -0.90 -0.1 -0.94 
"Nested": PAR Annual 
+ PARX Seasonal 
0.12 -0.91 0.46 -0.48 0.22 -0.34 0.21 -0.88 
"Control": PAR Annual 
+ Perfect Seasonal 








Figure 25.1: The periodic partial autocorrelation function of the Sutlej Monthly total flow. 
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Figure 25.2: Forecasts monthly total flows in Sutlej river during validation period (2000 – 2004, also 
used in the calculation of RE and CE), using different models (in each panel from top to bottom: 
“Nested” bi-timescales PAR/PARX forecasts; “PAR” year ahead single timescale PAR forecasts; 
“Control” perfect 3-month forecast (by adding designated noise to the real flow) & annual PAR 










Figure 25.3: Scatter plot of 5000 simulations (blue) from the fitted Gumbel Copula using historical 
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(b) Contracts based on model “Nested” for season: Mar
Contracts based on model “PAR” for season: Mar






(c) Contracts based on model “Nested” for season: Jun
Contracts based on model “PAR” for season: Jun






Figure 25.4: Optimized combination of contracts with duration 3 months and 1 years initiated from 
(a) December, (b) March, (c) June and (d) September each year, green represents contracts applied 
successfully on real flow in the corresponding forecasted period each year without system and/or 
operation failures; red represents failure of forecast based optimal contracts applied on real flow. 
With reference shown in the top, the darker colors (dark green and dark red) represent the 1 year 
contracts’ irrigation and hydropower total, in billion cubic meters and billion kwh respectively; the 
lighter colors represent the 3 month contracts’ irrigation and hydropower total. For a year, irrigation 
(bar) is shown on the light with hydropower (bar) on the right. 
(d) Contracts based on model “Nested” for season: Sep
Contracts based on model “PAR” for season: Sep


















Figure 25.5: (a) Annual Net Revenue from irrigation and hydropower supplies with contracts 
optimized by McISH using Nested bi-timescales (seasonal PARX model and annual PAR model) 
forecasts, applied on real inflow to the Bhakra Dam from 1963 to 2004; (b) Annual Net Revenue 
with contracts optimized by McISH using single time scale (annual PAR model) forecast, applied on 
real flow; (c) Annual Net Revenue with contracts optimized by McISH using nested “perfect” 
seasonal forecast and annual forecast, applied on real flow.































Figure 25.6: Monthly deficits and spills in the Bhakra reservoir by applying the optimized contracts 
on the real flow from 1963 to 2004, contracts are optimized by McISH using streamflow forecasts 










Figure 25.7: Monthly storage with contracts issued for (a) March and (b) September from the three 




















One who learns but does not think, is lost! One thinks but does not learn 
is in great danger.  
Confucius 
 
26.1. General Contributions 
The study explored the role of atmospheric dynamics and climate variability on hydrometeorological 
extremes, from (1) understanding the association of the tropical moisture exports (TMEs) with 
flood-triggering precipitation extremes on both regional and global scales; to (2) mapping the role of 
atmospheric dynamics and variability and tele-connected climate variations (ENSO) on the temporal 
and spatial characteristics and variability of TMEs associated with extreme precipitation and floods, 
on seasonal to interannual timescales; to (3) quantitatively identifying the nexus of slowly changing 
oceanic boundary conditions, atmospheric circulation patterns, moisture transports (TMEs) and 
hydrological extremes (extreme precipitation & floods); to (4) improving the predictability of 
extreme precipitations on daily to 30 days timescales and climate informed streamflow forecasts on 
seasonal and annual scales; finally to (5) incorporating the multi-timescale climate informed 
streamflow forecasts to water management with a robust and market-based, insurable and reliable 
water supply and game-changing reservoir operation scheme. This study exemplified an 





including Atmospheric Science, Hydrometeorology, Statistical Engineering and Water Resources and 
Risk Management to approach the core of the study, i.e. floods, from the causative roots from 
nature to the manageable skills by human practice.   
The strong association between TMEs and extreme precipitation and floods was first illustrated in 
Part I with the diagnosis major floods events from the atmospheric perspectives, integrating the 
concept of ‘Atmospheric Rivers’, yet narrowly defined, with the more general and broader TMEs 
dataset. The recurrence of the identified driving force, i.e. the synoptic structure of atmospheric 
fields and their connection to large scale circulation patterns is of considerable interest for future 
flood potential, especially considering changes in circulation that may emerges as part of natural 
modes of climate variability or anthropogenic forcing. A significant finding is that the largest 
contribution comes from a hemispheric stationary wave pattern rather than from local circulation 
patterns and indices, though interactions between the different scales are clearly important. The 
presented predictability covered by the identified patterns reinforces the notion that one needs to 
assess potential changes in the atmospheric circulation as well as potential changes in the 
atmospheric moisture content, and in tropical convection to determine changes in future extreme 
rainfall intensity and duration.  The findings of Part I was the root for Part II. 
Part II further extended the study of climatological aspects of the links between TME birth, steering, 
moisture release and extreme precipitation and floods, providing the first such chronology of the 
year round links between these factors, as well as the potential links to ENSO. The study provided a 
systematic approach that can be applied in the future study for a structured exploration of 
interannual variability and an association with ENSO and lower frequency phenomenon. The study 
of TMEs as an influence on floods induced by extreme precipitation contributed the enhancement 





synoptic and climatological factors that govern such phenomena. The study of the seasonality and 
interannual variations of TMEs birth, entrance and the characteristic of steering mechanism, and the 
potential influence of ENSO epitomized a framework that guided the understanding of the 
propagation of the state and variability from the moisture source to extreme precipitation and then 
potential floods.  
The observed role of atmospheric dynamics and climate variability from the regional studies in Part 
I & II led to the development of the global time-lagged correlation network between SST and SLP 
that improved the understanding of the linkages and influence of the slowly changing oceanic 
boundary conditions on the development of the global atmospheric circulation. The correlation 
network provided a global nexus of climate signals that was further explored to predict extreme 
precipitation globally. Unprecedented success of the predictive skill under cross validation for 30 
days precipitation higher than the 90th percentile is achieved for selected global regions for each wet 
season considered. Such a forecast would be potentially very useful for flood preparation at a lead 
time that is well beyond the lead time of meteorological forecasts, and corresponds to a gap in 
predictability between QPF and Seasonal to Inter-annual Climate prediction. The study also 
provided a better approach towards dimension reduction using the correlation networks rather than 
a brute force PCA on the large-scale climate fields; and it was shown to be more effective in building 
empirical models for extended range forecasting of extreme precipitation.   
Part IV served as the last block to complete the study by developing the multi-timescale climate 
informed stochastic hybrid simulation – optimization model (McISH), that (1) incorporates a 
dynamic flood control storage allocation scheme based on multi-timescale climate informed 
streamflow forecasts and a forecast relationship between flow and the associated T-year flood 
volume; and (2) integrates forward contracts with specified reliability with probabilistic forecasts of 





interaction between users and water operators to arrive at a set of short-term and long-term 
contracts through disclose of demand or needs and the value placed on reliability and contract 
duration. This work improved the traditional rule-following operation and allocation scheme of 
reservoir management to a robust market-based strategy. 
 
26.2. Perspectives and Future Work 
The analyses presented here first point to the promise for diagnosing extreme precipitation patterns 
from future integrations of Ocean-Atmosphere General Circulation Models (GCMs). It is well 
known that historical precipitation simulated from GCMs tends to have large biases, and 
hydrologists (e.g., [Johnson and Sharma, 2012]) often apply bias correction methods to this output, 
without an effort to understand or diagnose the source of the bias. The findings of Part I & II 
suggest that for mid-latitude extreme precipitation associated with TME, it is important to 
understand the large-scale mean flow and the eddies coupled to it. Lorenz [1984, 1990] present a low 
order dynamical model for the mid-latitude atmospheric circulation as described by the interactions 
between the mean flow and the transient eddies that is forced by the equator to pole temperature 
gradient (EPG) and the land ocean temperature (LOC) contrast. The model solutions demonstrate 
multiple potential equilibrium solutions, chaos, and intransitivity. An interesting aspect of the model 
solutions is that persistent blocking regimes of the sort that correspond to the extreme flood event 
discussed here are generated. Subsequently, [Rind, 1998; Jain et al., 1999; Karamperidou et al., 2012] 
EPG and OLC were used as diagnostic indicators of how climate change may manifest in the 
circulation.  Jain et al. [1999] showed that the GCM simulations of the 20th century climate had 
significant biases in both EPG and OLC relative to the estimates from observations. Karamperidou et 





were resulting biases in the location and strength of the mid-latitude circulation, and that models 
with smaller biases in EPG and OLC had correspondingly smaller biases in the mid-latitude jet 
variables and in the mean precipitation field. The findings of Part I, II & III reinforces these 
observations empirically by establishing that for extreme precipitation, one need to get the large-
scale mean flow and its interactions with eddies right, so that the steering and convergence of 
tropical moisture is properly modeled. The immediate following work should check whether a 
particular climate model does reproduce these features in a historical simulation, before considering 
its use for future extreme precipitation simulations. 
A number of areas can be further explored and modeled to move to a formal predictive strategy for 
extreme precipitation. Specifically, one could explore whether intra-seasonal oscillations, such as the 
Madden Julian Oscillation, with a 20-40 day period, that is associated with modes of tropical 
convection [Kiladis and Weickmann, 1992; Maloney and Hartmann, 2000, 2001; Barrett and Leslie, 2009], 
and slowly evolving large-scale extratropical circulation modes interact to determine the circulation 
patterns that lead to both the moisture transport and the persistent regional atmospheric 
convergence that appears to be associated with these extreme events. Further, the presented linear 
prediction of the extreme daily rainfall offers the opportunity to explore predictive modeling with 
non-linear and delay terms with circulation patterns (as in Part I) and/or dipole signals (as in Part 
III), lagged precipitation and other state variables in a search for a low dimensional analog for the 
large-scale climate dynamics that may drive 30 – day to seasonal rainfall extremes. Such a model 
would help both conceptual understanding of these phenomena for hydroclimate researchers, and 
provide practical advances in short term prediction or the projection of long term climate scenarios 






Part II can be extended in multiple directions. First a national analysis will be much more 
informative as to the spatial and temporal shifts in TME influence on extreme precipitation by 
season and as driven by identified low frequency climate mechanisms. Developing a formal spatio-
temporal model that considers the connectivity across such a source-destination network and its 
modulation by atmospheric and ocean circulation precursors is a challenge worthy of pursuit. As we 
develop such a model, we expect to utilize longer atmospheric-reanalysis data and to develop a 
longer TME record from it using LAGRANTO as was done by Knippertz and Wernli using the 
ERA-Interim data. Such a development may provide a much better empirical understanding of 
extreme precipitation dynamics across the USA, and thus provide an important diagnostic tool for 
the performance of climate models for seasonal forecasting or for climate change simulations.  
Nonstationarity, and nonlinearity can be further investigated in the setting of Part III, as well as a 
test of correlation networks and their predictability in SST, SLP and precipitation fields simulated by 
CMIP5 model integrations for historical and climate change scenarios. An alternate formulation of 
the approach could be to consider a specific region where the prediction of precipitation extremes is 
of interest, and to explore a correlation network that is relevant directly to it to improve an 
exploratory process of model building and making the case for potentially unprecedented 
predictability of precipitation extremes over the ensuing 30 day period.  
Implementation of the McISH model in Part IV in a practical, participatory setting needs to consider 
some design issues. The users will have their prescribed monthly demand patterns, and would like to 
secure contracts for the full year and for the supplemental 3 months based on the temporally 
specific needs. Given that the forecast skill is likely variable depending on the starting time of year, a 
question that arises is how to structure the scheme so that the deliberations for deciding the 





demonstrate how well the proposed forecasts work relative to some baseline (e.g., PAR) that the 
operator may use, or relative to an idealized forecast which has a skill level that the users may 
conceptually find acceptable. Acceptability is judged by the expected annual net revenue accounting 
for penalties for failure to deliver, by the variation in the annual net revenue from the allocation, by 
the frequency and severity of failures of the allocation, and by the efficiency of utilization of the 
reservoir, as indicated by the spills and deficits. It is recognized that these metrics do not consider 
distributional factors as to the user by user performance with the allocation scheme. A single vector 
of prices and compensation and a single level of reliability in the application were presented in Part 
IV. One could pursue a parametric analysis of these factors and demonstrate how it impacts the 
allocation process, especially the distributional issues. Once can further explore the sensitivity of the 
decision makers to the projected variations in expected annual revenue or the economic implications 
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