































Fecha de la presentación:
Controladores Obtenidos por Neuroevolución
El aporte central de esta tesis radica en la definición de estrategias evolutivas que permiten obtener controladores
neuronales aplicables directamente al área de la Robótica. A partir del método NEAT (NeuroEvolution of Augmenting
Topologies) se ha definido una nueva estrategia con capacidad para combinar módulos neuronales entrenados
previamente. El resultado de esta combinación permite obtener una arquitectura adecuada en menor tiempo. Como una
segunda alternativa para reducir el tiempo de obtención del controlador se propone combinar las primeras etapas de
evolución de NEAT con evolución por torneo binario.
Finalmente, se plantea el uso de una minipoblación de controladores para lograr una adaptación a entornos dinámicos.
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- Análisis de los frameworks existentes para Robótica
Evolutiva en lo que hace a definición de escenarios,
interacción con robots específicos, plataformas de
desarrollo y posibilidades de desarrollos multi-agentes.
- Estudio e investigación de experiencias realizadas en
la obtención de controladores en el área de la robótica
evolutiva haciendo hincapié en el dinamismo de la
representación y en el conocimiento previo necesario
para resolver el problema.
- Combinación de distintas arquitecturas para resolver
un único problema. Interesa especialmente la reducción
del tiempo de adaptación.
- Investigación de nuevas estrategias evolutivas para
resolver problemas complejos a través de la combinación
de controladores elementales buscando reusar el
conocimiento adquirido minimizando el tiempo de
adaptación.
Jornadas de Jóvenes Investigadores Asociación de
Universidades Grupo Montevideo (AUGM). Paraguay.
Octubre de 2007.
- Neural Networks Elitist Evolution. Vinuesa et all. 29th
Internacional Conference Information Technology
Interfaces. ITI 2007. IEEE: 07EX1589. ISBN: 978-953-
7138-09-7. ISSN: 1330-1012. (CD Rom). IEEE
Computer Society Press. pp. 457-462.
Se han presentado distintas estrategias evolutivas que
permiten obtener un controlador de un robot autónomo,
así como diferentes maneras de descomponer un
problema en partes reduciendo la complejidad de las
soluciones y el tiempo en el que se obtienen los
controladores. Estas estrategias han demostrado ser una
buena alternativa a la hora resolver problemas de
control de robots, ya que la comparación con otras
estrategias evolutivas convencionales, tanto en
ambientes de simulación como en ambientes reales, han
arrojado resultados satisfactorios.
A partir de las estrategias descriptas en esta tesis sería
deseable establecer un mecanismo adecuado para
combinar las funciones de fitness de cada uno de los
módulos. También resulta de interés la definición de
estrategias de evolución multiobjetivo con capacidad
para operar con módulos neuronales. Actualmente se
está trabajando en la combinación de la estrategia de
Evolución Continua con la estrategia de NEAT con
Torneo para que el controlador evolucione a lo largo de
su vida útil. Además, se están evaluando técnicas de
procesamiento distribuido, así como distintas estrategias
para la paralelización de metaheurísticas.
Como resultado de las investigaciones realizadas se han
registrado las siguientes publicaciones:
- Improving Controllers based on Neural Networks
obtained by Parallel Evolution Strategy. Vinuesa et all.
XXVII Jornadas Chilenas de Computación 2008. Chile.
Noviembre de 2008.
- Improving Controllers based on Neural Networks
obtained by Layered Evolution. Vinuesa et all, XXXIV
Conferencia Latinoamericana de Informática. CLEI
2008.Argentina. Septiembre de 2008.
- Continuous Evolution of Neural Modules for
Autonomous Robot Controllers. Vinuesa et all. XIII
Congreso Argentino de Ciencias de la Computación.
CACIC 2007. Argentina. Octubre de 2007. ISBN: 978-
950-656-109-3. pp. 1420-1428.
- Control de RobotsAutónomos a Partir de la Evolución
Continua de Módulos Neuronales. Vinuesa et all. XV
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3Resumen
Esta tesis describe distintas estrategias evolutivas que permiten obtener con-
troladores neuronales aplicables directamente al a´rea de la Robo´tica.
En particular se utiliza como base el me´todo NEAT (NeuroEvolution of Augment-
ing Topologies) por su capacidad para generar controladores de taman˜o mı´nimo.
Este me´todo, si bien ha sido ampliamente utilizado, se caracteriza por requerir
un tiempo de co´mputo importante y por generar controladores que carecen de la
habilidad de adaptarse al entorno de informacio´n. Por tales motivos, su aplicacio´n
en el a´rea de Robo´tica no es una tarea simple.
El aporte central de esta tesis es la definicio´n de nuevas estrategias evolutivas
que resuelvan estos problemas facilitando la obtencio´n de los controladores co-
rrespondientes.
Con respecto a la reduccio´n del tiempo de co´mputo, una de las modificaciones
centrales radica en la incorporacio´n del concepto de mo´dulo a la representacio´n
del me´todo NEAT. De esta forma, la solucio´n del problema reside en la combi-
nacio´n de elementos ba´sicos previamente entrenados lo que reduce considerable-
mente el tiempo necesario para la evolucio´n. Una segunda alternativa para reducir
el tiempo de obtencio´n del controlador es utilizar las primeras etapas de evolucio´n
de NEAT como herramienta para definir una arquitectura mı´nima y luego pasar a
otra estrategia de evolucio´n ma´s ra´pida como puede ser la evolucio´n por torneo.
Con respecto a la adaptacio´n a un entorno dina´mico, se propone una nueva estrate-
gia basada en una minipoblacio´n de controladores obtenidos a partir de NEAT.
Los resultados obtenidos fueron aplicados sobre un robot Khepera II con resulta-
dos satisfactorios.
Los me´todos propuestos y descriptos en esta tesina, as como los resultados de
las investigaciones referidas al funcionamiento de los operadores gene´ticos in-
volucrados, han sido publicados es diferentes congresos informa´ticos nacionales
e internacionales [53] [54] [75] [97] [98] [99] [100].
4Prefacio
Esta tesina resume una gran parte de mis investigaciones realizadas en el
campo de la Robo´tica Evolutiva durante mi perı´odo como Becario del III-LIDI y
posteriormente como Becario de la CIC.
Para facilitar la lectura y comprensio´n de los me´todos que he desarrollado, in-
cluı´ en los primeros cuatro capı´tulos de esta tesina los conceptos teo´ricos ba´sicos
relacionados.
A partir del capı´tulo 5, se detallan las estrategias evolutivas que constituyen el
aporte central de esta tesina. El recorrido utilizado para su presentacio´n es el mis-
mo que me llevo´ a definirlas.
Cuando estudie´ el me´todo NEAT por primera vez, me encontre´ con una estrate-
gia que resuelve uno de los principales problemas de la evolucio´n de Redes Neu-
ronales: la aplicacio´n de los operadores gene´ticos. NEAT define una representacio´n
muy u´til que permite reconocer el origen de cada parte de una red obtenida por
evolucio´n. Esto facilita la combinacio´n de individuos. Adema´s, tiene la particu-
laridad de asegurarse de obtener resultados con taman˜o mı´nimo. Hasta aquı´, todo
funciono´ perfectamente pero cuando tuve que llevarlo a un robot real me encon-
tre´ con que el tiempo de procesamiento era un problema central. Como forma
de resolverlo, junto con Germa´n Osella Massa, extendimos la representacio´n de
NEAT para que soportara el concepto de Mo´dulo Neuronal. La integracio´n au-
toma´tica de mo´dulos es lo que publicamos bajo el tı´tulo ”Modular Creation of
Neuronal Networks for Autonomous Robot Control”. El objetivo de este enfoque
fue construir un repositorio de mo´dulos neuronales que puedan combinarse para
obtener distintos comportamientos, reduciendo de esta forma el costo de entre-
namiento. En esa oportunidad, el e´nfasis estuvo puesto en el ana´lisis de situa-
ciones donde participan varios agentes con objetivos distintos. En estos casos, la
evolucio´n modular permitio´ combinar comportamientos generales con otros es-
pecı´ficos de cada tarea a desarrollar.
Posteriormente y con el objetivo de dar al controlador la capacidad de adaptarse
a los cambios dina´micos del entorno, trabaje´ en la evolucio´n del controlador a
lo largo de su vida u´til combinando un me´todo basado en evolucio´n de mo´dulos
neuronales con un algoritmo evolutivo especı´fico. El primer me´todo fue utilizado
para producir el controlador mientras que el segundo lo ajustaba durante su fun-
cionamiento. Como resultado, obtuve un controlador basado en una red neuronal
que posee una arquitectura mı´nima y capacidad de adaptacio´n en la fase de eje-
cucio´n. Este me´todo fue publicado bajo el tı´tulo ”Continuous Evolution of Neural
Modules of Autonomous Robot Controllers”.
Los operadores gene´ticos utilizados en los desarrollos anteriores fueron analiza-
dos de manera independientes como se describe en el artı´culo ”Neural Networks
Elitist Evolution”. A partir de este ana´lisis se efectuo´ la seleccio´n de operadores
5que finalmente fueron considerados en la mayorı´a de las estrategias propuestas.
Todas esta variantes de NEAT son las que se describen en el capı´tulo 5.
El III-LIDI dispone de cuatro robots Khepera II sobre los cuales busque´ aplicar
los resultados de los controladores obtenidos. Esto me llevo´ en una etapa inicial
a extender el simulador YAKS para que los incluyera. El uso del simulador en
una etapa inicial me ahorro´ mucho tiempo ya que no es necesario esperar a que
el robot ejecute cada orden. Afortunadamente el simulador, si esta´ bien calibrado,
se ajusta de una forma muy precisa a los movimientos reales del robot. Problemas
sencillos tales como evasio´n de obsta´culos y alcance de objetivos fueron resueltos
satisfactoriamente.
Sin embargo, cuando la complejidad del problema aumenta, el tiempo requerido
para obtener el controlador se incrementa considerablemente. Por eso, el capı´tulo
6 describe una manera de resolver esta situacio´n combinando NEAT con Torneo
binario. De esta forma, se evoluciona una arquitectura de taman˜o mı´nimo deter-
minada inicialmente por NEAT a trave´s de una estrategia de menor tiempo de
co´mputo.
Finalmente el capı´tulo 7 contiene las conclusiones ası´ como algunas lı´neas de tra-
bajo futuras.
Esta es la lista de publicaciones referidas a mis investigaciones en Robo´tica
Evolutiva
Trabajos publicados en revistas perio´dicas
• Modular Creation of Neuronal Networks for Autonomous Robot Con-
trol. Osella Massa Germa´n Leandro, Vinuesa Herna´n Luis, Lanzarini
Laura. Revista Iberoamericana de Inteligencia Artificial. Vol. 11, No.
35 (2007), pp. 43-53. ISSN: 1137-3601.
Trabajos publicados en actas de congresos con referato internacional.
• Improving Controllers based on Neural Networks obtained by Parallel
Evolution Strategy. Herna´n Vinuesa, Laura Lanzarini, Waldo Haspe-
rue´, Leonardo Corbala´n. XXVII Jornadas Chilenas de Computacio´n.
JCC 2008. Punta Arenas. Chile. 10 al 15 de Noviembre de 2008. Tam-
bie´n publicado en XIV Congreso Argentino de Ciencias de la Com-
putacio´n. CACIC 2008. Chilecito, La Rioja. Argentina. 6 al 10 de Oc-
tubre de 2008.
• Improving Controllers based on Neural Networks obtained by Layered
Evolution. Herna´n Vinuesa, Laura Lanzarini, Germa´n Osella Massa.
6XXXIV Conferencia Latinoamericana de Informa´tica. CLEI 2008. San-
ta Fe. Argentina. 8 al 12 Septiembre de 2008.
• Continuous Evolution of Neural Modules for Autonomous Robot Con-
trollers. Herna´n Vinuesa, Germa´n Osella Massa, Leonardo Corbala´n,
Laura Lanzarini. XXVI Jornadas Chilenas de Computacio´n. JCC 2007.
Iquique. Chile. 5 al 10 de Noviembre de 2007. Tambie´n publicado
en XIII Congreso Argentino de Ciencias de la Computacio´n. CACIC
2007. Corrientes y Resistencia. Argentina. 1 al 5 de Octubre de 2007.
ISBN: 978-950-656-109-3. pp. 1420-1428.
• Control de Robots Auto´nomos a Partir de la Evolucio´n Continua de
Mo´dulos Neuronales. Herna´n Vinuesa, Germa´n Osella Massa, Leonar-
do Corbala´n, Laura Lanzarini. XV Jornadas de Jo´venes Investigadores
Asociacio´n de Universidades Grupo Montevideo (AUGM). Nu´cleo
disciplinario: Ingenierı´a Meca´nica y de la Produccio´n. Campus de la
Universidad Nacional de Asuncio´n, Asuncio´n, Paraguay. 24 al 26 de
Octubre de 2007.
• Neural Networks Elitist Evolution. Vinuesa Herna´n, Lanzarini Laura.
29th Internacional Conference Information Technology Interfaces. ITI
2007. Dubrovnik. Crocia. 25 al 28 de Junio de 2007. Catalogo IEEE:
07EX1589. ISBN: 978-953-7138-09-7. ISSN: 1330-1012. (CD Rom).
Artı´culo completo Publicado por IEEE Computer Society Press. pp.
457-462.
• Modular Creation of Neuronal Networks for Autonomous Robot Con-
trol. Osella Massa Germa´n Leandro, Vinuesa Herna´n Luis, Lanzarini
Laura. 3rd IEEE Latin American Robotics Symposium. LARS 2006.
Santiago de Chile. Chile. 26 de Octubre de 2006. ISBN: 1-4244-0537-
8. pp. 66-73. Tambie´n publicado en XII Congreso Argentino de Cien-
cias de la Computacio´n. CACIC 2006. San Luis. Argentina. Octubre
2006. ISBN: 950-609-050-5. pp. 1255-1266.
Trabajos publicados en actas de congresos con referato nacional.
• Sistemas Inteligentes. Aplicaciones en Minerı´a de Datos, Robo´tica
Evolutiva y Redes de Computadoras. Lanzarini Laura, Hasperue Wal-
do, Vinuesa Herna´n, Corbala´n Leonardo,Osella Massa Germa´n. X Work-
shop de Investigadores en Ciencias de la Computacio´n WICC 2008.
General Pico. Mayo 2008.
• Sistemas Inteligentes basados en Neurocomputacio´n. Lanzarini Laura,
Corbalan Leonardo, Osella Massa Germa´n, Hasperue´ Waldo, Vinue-
7sa Herna´n. IX Workshop de Investigadores en Ciencias de la Com-
putacio´n WICC 2007. Trelew. Argentina. Mayo 2007.
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Capı´tulo 1
Introduccio´n a las metaheurı´sticas
La resolucio´n de problemas de optimizacio´n es de gran intere´s en la actua-
lidad y ha motivado el desarrollo de diversos me´todos informa´ticos para tratar
de resolverlos. Generalmente en optimizacio´n se esta´ frente a la bu´squeda de la
mejor solucio´n (o lo suficientemente buena) al problema dado, entre muchas alter-
nativas. Los problemas de optimizacio´n pueden ser modelados en un conjunto de
variables de decisio´n con sus dominios y limitaciones en relacio´n a las variables
de configuracio´n. Naturalmente se dividen en tres categorı´as:
1. Problemas que tienen exclusivamente variables discretas.
2. Problemas que tienen exclusivamente variables continuas.
3. Problemas que tienen tanto variables discretas tanto como continuas.
Los me´todos para resolver problemas de optimizacio´n fueron desarrollados ori-
ginalmente para problemas de clase 1, tambie´n conocidos como problemas com-
binatorios de optimizacio´n o problemas CO. Un problema CO puede expresarse
como P = (S , f ) y es un problema de optimizacio´n en el cual se da un conjunto
finito de objetos o elementos S y una funcio´n objetivo f : S 7−→ + que asigna un
valor de costo positivo a cada objeto s ∈ S . El objetivo es encontrar un elemento
con valor de costo mı´nimo. Los objetos o elementos son tı´picamente: nu´meros
enteros, subconjunto de un conjunto de ı´tems, permutaciones de un conjunto de
ı´tems o estructuras gra´ficas. Un ejemplo bien conocido es el problema del viajante
(Traveling Salesman Problem, TSP [55]).
Debido a la importancia pra´ctica de los problemas CO, se han desarrollado mu-
chos algoritmos para enfrentarlos. Estos algoritmos pueden dividirse en exactos y
aproximados.
Los algoritmos exactos garantizan encontrar para cada instancia de un problema
CO de taman˜o finito una solucio´n o´ptima en un tiempo limitado [70][76]. Sin em-
bargo, para problemas CO que son NP − hard [28], no existe un algoritmo de
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tiempo polinomial, asumiendo P , NP. Por lo tanto, los me´todos exactos necesi-
tan, en el peor caso, un tiempo computacional exponencial. Esto a menudo resulta
inviable para propo´sitos pra´cticos. Por lo tanto, el uso de me´todos aproximados
para solucionar problemas CO ha recibido ma´s y ma´s atencio´n en los u´ltimos 30
aros. En los me´todos aproximados, se sacrifica la garantı´a de encontrar soluciones
o´ptimas en pro de tener buenas soluciones con una reduccio´n significativa en la
cantidad de tiempo requerido para cumplir con la tarea. Entre los me´todos aproxi-
mados ba´sicos usualmente se distingue entre heurı´sticas constructivas y me´todos
de bu´squeda local.
Las heurı´sticas constructivas son tı´picamente los me´todos de aproximacio´n
ma´s ra´pidos. Generan soluciones desde cero mediante el agregado de com-
ponentes oportunamente definidos a una solucio´n parcial inicialmente vacı´a.
Esto finaliza antes de que la solucio´n se complete o que se satisfaga otro cri-
terio de detencio´n.
Los algoritmos de bu´squeda local comienzan a partir de una solucio´n inicial
e iterativamente tratan de reemplazarla con una mejor obtenida dentro de un
vecindario apropiado. Dicho vecindario es definido como una estructura o
como una solucio´n mı´nima a nivel local.
En la de´cada del ’70, surgio´ una nueva clase de algoritmos de aproximacio´n cuyo
funcionamiento se baso´ en la combinacio´n de me´todos heurı´sticos ba´sicos en
marcos de nivel superior encaminados hacia una eficiente y eficaz exploracio´n
del espacio de bu´squeda. Estos me´todos, hoy en dı´a, son conocidos como meta-
heurı´sticas. El te´rmino metaheurı´stica [31] proviene de la composicio´n de dos
palabras griegas: heurı´stica que deriva del verbo heuriskein que significa ”encon-
trar”, mientras que el prefijo meta significa ”ma´s alla´, en un nivel superior”. La
clase de los algoritmos metaheurı´sticos incluye (pero no esta´ restringida) Opti-
mizacio´n Basadas en Colonias de Hormigas (Ant Colony Optimization, ACO),
Computacio´n Evolutiva (Evolutionary Computation, EC) incluyendo a los Algo-
ritmos Gene´ticos (Genetic Algorithms, GAs), Bu´squeda Local Iterativa (Iterated
Local Search, ILS), Recocido Simulado (Simulated Annealing, SA), y Bu´squeda
Tabu´ (Tabu Search, TS). Las diferentes descripciones de las metaheurı´sticas en-
contradas en la literatura permiten extraer algunas propiedades fundamentales que
las caracterizan:
Las metaheurı´sticas son estrategias que ”guı´an” el proceso de bu´squeda.
El objetivo es explorar eficientemente el espacio de bu´squeda con el fin de
encontrar (acercarse a) soluciones o´ptimas.
1.1. METAHEURI´STICAS BASADOS EN TRAYECTORIA 15
Figura 1.1: Clasificacio´n de las metaheurı´sticas.
Las te´cnicas que constituyen el rango de los algoritmos metaheurı´sticos van
desde procedimientos simples de bu´squeda local a complejos procesos de
aprendizaje.
Los algoritmos metaheurı´sticos son aproximados y usualmente no deter-
ministas.
Deben incorporar mecanismos para evitar estancarse en a´reas confinadas
del espacio de bu´squeda.
El concepto ba´sico de las metaheurı´sticas puede ser descripto en un nivel
abstracto (por ejemplo, no atados a un problema especı´fico).
Las metaheurı´sticas deben hacer uso de un dominio especifico del conocimien-
to en la forma en que las heurı´sticas son controladas por estrategias de nive-
les superiores.
Las metaheurı´sticas no son un problema especifico.
En estos dı´as, muchas metaheurı´sticas avanzadas usan la experiencia de
bu´squeda (embebidos en alguna forma de memoria) para guiar el proceso.
En este capı´tulo se presenta una introduccio´n al concepto de te´cnicas meta-
heurı´sticas de optimizacio´n que se ven en la figura 1.1, llegando a explotar la clasi-
ficacio´n que las agrupa en aquellas basadas en la trayectoria y aquellas basadas en
la poblacio´n [5].
1.1. Metaheurı´sticas basados en trayectoria
El te´rmino me´todos basados en trayectoria se refiere a la manera en que se
realiza el proceso de bu´squeda. La mayorı´a de estos me´todos son extensiones de
16 CAPI´TULO 1. INTRODUCCIO´N A LAS METAHEURI´STICAS
procedimientos interactivos simples mejorados, cuyo desempego es usualmente
insatisfactorio. Estos incorporan te´cnicas que le permiten al algoritmo escapar
de mı´nimos locales. Esto implica la necesidad de un criterio de terminacio´n que
no sea simplemente llegar a un mı´nimo local. Comu´nmente se usan criterios de
terminacio´n como ma´ximo tiempo de CPU, ma´ximo nu´mero de iteraciones, una
solucio´n de suficiente calidad o un ma´ximo nu´mero de iteraciones de bu´squeda
sin mejoras [5].
Simulated Annealing (SA)
Es una de las primeras metaheurı´sticas que ha utilizado una estrategia ex-
plı´cita para escapar de mı´nimos locales, presentada por primera vez como un al-
goritmo de bu´squeda para problemas CO en [50] y en [15]. Su funcionamiento se
basa en en el proceso fı´sico de tratamiento te´rmico de materiales, en la cual dicho
material se calienta hasta alcanzar su lı´mite ma´ximo de energı´a y luego se enfrı´a
gradualmente hasta llegar a un lı´mite inferior preestablecido. Para evitar quedar
atrapado en mı´nimos locales, se permite que durante la etapa de enfriamiento se
realicen movimientos hacia soluciones con un valor de funcio´n objetivo ma´s des-
favorable que el valor actual. Ese movimiento es llamado movimiento hacia arriba.
En cada iteracio´n, una solucio´n s’ que pertenece al vecindario de s es elegida al
azar. Si s’ es mejor que s entonces s’ se acepta como la nueva solucio´n actual; de
lo contrario, s’ es aceptada con una probabilidad la cual es el para´metro de una
funcio´n de temperatura [5] [41].
Tabu Search (TS)
Es una de las metaheurı´sticas ma´s exitosas para la aplicacio´n de problemas
CO introducida en [31], basado en ideas formuladas en [30]. La idea ba´sica de
TS es un uso explicito del historial de la bu´squeda, tanto para escapar de mı´nimos
locales como para implementar una estrategia exploratoria. Un algoritmo simple
de TS esta´ basado en el mejor de una bu´squeda local y en el uso de una memoria
a corto plazo para escapar de mı´nimos locales y para evitar ciclos. La memoria
a corto plazo esta´ implementada como una lista tabu que mantiene pistas de las
soluciones recientemente visitadas y las excluye del vecindario de la solucio´n
actual. En cada iteracio´n, se elige la mejor solucio´n entre las permitidas como la
nueva solucio´n actual. Por otra parte, esta solucio´n se agrega a la lista tabu.
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Me´todos exploradores de bu´squeda local
Greedy Randomized Adaptative Search Procedure (GRASP)
Es una metaheurı´stica simple que combina heurı´sticas constructivas con
bu´squeda local [24] [78]. GRASP es un procedimiento iterativo, compuesto por
dos fases: construccio´n de solucio´n y mejora de solucio´n. La mejor solucio´n en-
contrada es devuelta en el momento de la finalizacio´n del proceso de bu´squeda. El
mecanismo de construccio´n de la solucio´n es una heurı´stica constructiva aleatoria,
generando una solucio´n paso a paso mediante el agregado un nuevo componente
de solucio´n tomado de un conjunto finito de componentes de soluciones a la actual
solucio´n parcial. La segunda fase del algoritmo es un me´todo de bu´squeda local,
el cual debe ser un algoritmo ba´sico como, por ejemplo, mejoramiento iterativo o
una te´cnica aun mas avanzada como SA o TS.
Variable Neighborhood Search (VNS)
Es una metaheurı´stica la cual aplica explı´citamente estrategias para inter-
cambiar entre diferentes estructuras de vecindarios de un conjunto finito pre-
definido. El algoritmo es muy general y existen muchos grados de libertad para el
diseco de variantes e instanciaciones particulares. En la inicializacio´n del algorit-
mo, un conjunto de estructuras de vecindario deben ser definidas. Estas estructuras
de vecindarios pueden ser elegidas arbitrariamente. Luego, se genera una solucio´n
inicial, se inicializa el ı´ndice de vecindario, y el algoritmo itera hasta lograr una
condicio´n de terminacio´n [40].
Guided Local Search (GLS)
Aplica una estrategia para escapar de mı´nimos locales muy diferente a la
aplicada por TS o VNS. Esta estrategia consiste en cambiar dina´micamente la
funcio´n objetivo, la cual resulta en un cambio en el alcance de la bu´squeda. El
objetivo es hacer que el actual mı´nimo local sea progresivamente menos deseable
en el tiempo. El cambio dina´mico de la funcio´n objetivo esta´ basado en un con-
junto de caracterı´sticas de las soluciones. Una caracterı´stica de solucio´n puede ser
alguna clase de propiedad o particularidad que pueda ser usada para discriminar
entre las soluciones [102].
Iterated Local Search (ILS)
Es una metaheurı´stica basada en un concepto simple pero potente. En cada
iteracio´n, la solucio´n actual (la cual es un mı´nimo local) es perturbada y se aplica
un me´todo de bu´squeda local a la solucio´n perturbada. Luego, el mı´nimo local
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obtenido por la aplicacio´n del me´todo de bu´squeda local puede ser aceptado como
la nueva solucio´n o no. Intuitivamente, ILS desempen˜a una trayectoria a lo largo
de mı´nimos locales sin introducir una estructura de vecindario explı´citamente [94]
[58] [60].
1.2. Metaheurı´sticas basados en poblacio´n
Los me´todos basados en poblacio´n tratan en cada iteracio´n del algoritmo
con un conjunto de soluciones (una poblacio´n) en lugar de con una solucio´n u´nica.
De esta manera, los algoritmos basados en poblacio´n proveen una forma natural
e intrı´nseca de explotacio´n del espacio de bu´squeda. Au´n ası´, el desempen˜o final
depende en gran medida en la forma en que la poblacio´n es manipulada [5]. Los
me´todos basados en poblacio´n ma´s estudiados en optimizacio´n combinatoria son
la Computacio´n Evolutiva (Evolutionary Computation, EC), Bu´squeda Disper-
sa (Scatter Search, SS), Optimizacio´n basado en Cu´mulos de Partı´culas (Particle
Swarm Optimization, PSO) y la Optimizacio´n basado en Colonia de Hormigas
(Ant Colony Optimization, ACO). A continuacio´n se presenta una breve descrip-
cio´n de cada uno de ellos.
Evolutionary Computation (EC)
Son algoritmos inspirados en la capacidad de evolucionar de los seres vivos
bien adaptados a sus entornos. Los algoritmos EC son modelos computacionales
de procesos evolutivos. En cada iteracio´n un numero de operadores se aplican a los
individuos de la poblacio´n actual para generar a los individuos de la poblacio´n de
la siguiente generacio´n (iteracio´n). Usualmente, los algoritmos EC usan operado-
res llamados recombinacio´n o crossover (cruce) para producir nuevos individuos
a partir del material gene´tico de los existentes. Tambie´n suelen usar operadores
de mutacio´n o modificacio´n los cuales causan auto-adaptacio´n de los individuos.
La fuerza motriz en los algoritmos evolutivos es la seleccio´n de los individuos
basados en su valor de aptitud o fitness (el cual depende de la funcio´n objetivo,
el resultado de un experimento simulado, o en cualquier otra clase de medidas de
calidad). Los individuos con fitness ma´s alto tienen mayores probabilidades de ser
elegidos como miembros de la poblacio´n en la siguiente iteracio´n (o como padres
para la generacio´n de un nuevo individuo). Esto corresponde al principio de la
supervivencia del ma´s fuerte en la evolucio´n natural.
Se ha producido una variedad de algoritmos EC ligeramente diferentes a lo largo
de los an˜os. Ba´sicamente se dividen en tres categorı´as las cuales han sido desa-
rrolladas independientemente unas de otras. Estas son la Programacio´n Evolutiva
(Evolutionary Programming, EP) [25] [26], Estrategias Evolutivas (Evolutionary
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Strategies, ES) [82], y los Algoritmos Gene´ticos (Genetic Algorithms, GA) [42].
EP surgio´ del deseo de generar ma´quinas inteligentes, y si bien originalmente fue
propuesta para operar con representaciones discretas de ma´quinas de estado finito,
la mayorı´a de las variantes actuales son usadas para problemas de optimizacio´n
continua. A este u´ltimo tambie´n se aplican la mayorı´a de las variantes actuales de
ES, mientras que los GA son aplicados mayormente para solucionar problemas de
optimizacio´n combinatoria.
Una de las mayores dificultades de los algoritmos EC (especialmente cuando se
aplican a bu´squeda local) es la prematura convergencia hacia una solucio´n sub-
o´ptima. El mecanismo ma´s simple para diversificar el proceso de bu´squeda es
usar un operador de mutacio´n aleatorio. Tambie´n existen estrategias ma´s com-
plejas en las cuales la aptitud reproductiva de un individuo en una poblacio´n se
reduce proporcionalmente al nu´mero de otros individuos que comparten la misma
regio´n del espacio de bu´squeda [34] [59].
Una caracterı´stica importante de los algoritmos EC es la forma en que trata a los
individuos inviables los cuales pueden ser producidos por operadores gene´ticos.
Hay ba´sicamente tres formas diferentes de manejar esta situacio´n [5]. La accio´n
ma´s simple es eliminarlos. No obstante, para algunos problemas es difı´cil encon-
trar a los individuos inviables. Por lo tanto, la estrategia de penalizacio´n en fun-
cio´n de la calidad del individuo suele ser la ma´s apropiada. La tercer posibilidad
consiste en tratar de reparar a la solucio´n inviable.
Scatter Search (SS)
Este me´todo difiere principalmente de la Computacio´n Evolutiva en proveer
principios unificados para la recombinacio´n de soluciones basadas en la construc-
cio´n de caminos generalizados en vecindarios. Estos principios esta´n basados en
estrategias originalmente propuestas para la combinacio´n de reglas de decisio´n
y limitaciones en el contexto de la programacio´n entera. Es una estrategia que
opera en un conjunto de soluciones de referencia que son soluciones factibles
para el problema en consideracio´n. El algoritmo comienza generando un conjunto
de soluciones, luego se utiliza un me´todo diversificador que iterativamente elige
una de ella y genera una nueva con el objetivo de crear una solucio´n lo ma´s di-
ferente posible de las existentes. Las nuevas soluciones se agregan al conjunto de
soluciones solo si no esta´n en e´l. Luego se aplican operaciones de recombinacio´n
y mejora. Esto se repite hasta que el criterio de detencio´n se satisfaga [32] [33].
Particle Swarm Optimization (PSO)
Es una metaheurı´stica inspirada en el comportamiento social del vuelo de
las bandadas de aves o el desplazamiento de los cardu´menes de peces. La idea
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principal del algoritmo es simular la influencia social que posee cada agente por
parte del entorno durante la seleccio´n de la pro´xima direccio´n a seguir para alcan-
zar una nueva posicio´n dentro del espacio de soluciones. Esta seleccio´n no so´lo es
influenciada por el conocimiento de su entorno, sino tambie´n por las experiencias
anteriores del agente. Este algoritmo se basa en la idea expuesta en [73] de que
los individuos que conviven en una sociedad tienen una opinio´n que es parte de un
conjunto de creencias compartido (el espacio de bu´squeda) por todos los posibles
individuos. Cada individuo puede modificar su opinio´n dependiendo de:
Su conocimiento sobre el entorno (su valor de fitness).
Su conocimiento histo´rico o experiencias anteriores (su memoria o conocimien-
to cognitivo).
El conocimiento histo´rico o experiencias anteriores de los individuos situa-
dos en su vecindario (su conocimiento social).
En base a esto, cada individuo adapta su conjunto de creencias segu´n las creencias
de aquellos con ma´s e´xito de su entorno, originando ası´ una cultura en do´nde sus
individuos tienen un conjunto de creencias estrechamente relacionado.
En base a esto, cada individuo adapta su conjunto de creencias segu´n las creencias
de aquellos con ma´s e´xito de su entorno, originando ası´ una cultura en do´nde sus
individuos tienen un conjunto de creencias estrechamente relacionado.
Ant Colony Optimization (ACO)
Es una metaheurı´stica inspirada por el comportamiento de las hormigas
reales [21] [22] [23]. Este comportamiento permite a las hormigas encontrar los
caminos ma´s cortos entre las fuentes de alimentacio´n y sus nidos. Inicialmente,
las hormigas exploran el a´rea alrededor de sus nidos de forma aleatoria. Tan pron-
to como una hormiga encuentra una fuente de alimento, acarrea algo del alimento
encontrado a su nido y mientras camina, la hormiga deposita un rastro de fero-
mona quı´mica en el terreno. La calidad de la feromona depositada, la cual puede
depender de la cantidad y la calidad de la comida, guı´a a otras hormigas a la fuente
de alimentos. La comunicacio´n indirecta entre las hormigas a trave´s del rastro de
feromona les permite encontrar los caminos ma´s cortos entre su nido y las fuentes
de alimentos. Esta funcionalidad de colonias de hormigas reales es explotado en
colonias de hormigas artificiales para resolver problemas combinatorios de opti-
mizacio´n.
En los algoritmos ACO los rastros de feromona quı´mica son simulados por un
modelo probabilı´stico parametrizado llamado modelo de feromona. El modelo de
feromona consiste en un conjunto de para´metros del modelo cuyos valores son lla-
mados valores de feromonas. El ingrediente ba´sico de los algoritmos ACO es una
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heurı´stica constructiva que es usada para la construccio´n probabilı´stica de solu-
ciones usando los valores de la feromona. En general, el enfoque de ACO intenta
resolver un problema combinatorio de optimizacio´n mediante la iteracio´n de dos
pasos:
Las soluciones se construyen usando un modelo de feromona, que es una
distribucio´n probabilı´stica parametrizada sobre el espacio de soluciones.
Las soluciones construidas, y las posibles soluciones que se construira´n en
las primeras iteraciones, se usan para modificar los valores de feromona de
manera que el futuro sesgo de muestreo lleve a soluciones de alta calidad.
En general, diferentes versiones de los algoritmos ACO difieren en la manera
en que actualizan los valores de feromona. Esto tambie´n se tiene en las actuales
variantes ACO de mejor desempen˜o en la pra´ctica, las cuales son los Sistemas
de Colonias de Hormigas (Ants Colony System, ACS), Sistemas de Hormigas
MAX-MIN (MAX-MIN Ant System, MMAS), y algoritmos ACO implementados
en frameworks de hipercubos. Exitosas aplicaciones de ACO se incluyeron en
aplicaciones de ruteo en redes de comunicacio´n, a problemas de ordenamiento
secuencial, a scheduling de limitacio´n de recursos de proyectos, y al problema de
scheduling del negocio abierto.
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Capı´tulo 2
Redes Neuronales Artificiales
Bajo el nombre de gene´rico de ”Redes Neuronales” se engloban diferentes
estructuras de procesamiento paralelo distribuido, algunas de ellas biolo´gicamente
inspiradas, en las que un nu´mero de elementos simples de co´mputo no lineal se
interconectan de forma ma´s o menos densa. Estas estructuras son de utilidad en re-
conocimiento de patrones, modelado y filtrado no lineal de sen˜ales, entre muchas
otras aplicaciones. En general, las redes neuronales presentan algu´n tipo de plas-
ticidad en su estructura que permite sintonizar su operacio´n a fin de optimizar una
figura de me´rito, como por ejemplo alguna medida de distancia al comportamiento
deseado. De esta forma la red puede ”aprender” a realizar una tarea u operacio´n.
Esta caracterı´stica es de gran utilidad allı´ donde el conocimiento del problema a
resolver es impreciso o variante en el tiempo [86].
2.1. Caracterı´sticas generales
Las redes neuronales son fundamentalmente estructuras simples las cuales
se puede definir de la siguiente manera:
Una red neuronal es una estructura distribuida y paralela de procesamiento de
informacio´n que consiste en elementos de procesamiento interconectados por
canales de sen˜ales unidireccionales llamados conexiones. Los elementos de proce-
samiento pueden poseer una memoria local y pueden llevar a cabo operaciones de
procesamiento de informacio´n localmente. Cada uno de los elementos de proce-
samiento tiene una u´nica conexio´n de salida que se ramifica en tantas conexiones
como se desee, donde cada una lleva la misma sen˜al, la sen˜al de salida de los
elementos de procesamiento. La informacio´n de procesamiento que va dentro de
cada elemento de procesamiento puede ser definida arbitrariamente con la res-
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Figura 2.1: Red neuronal gene´rica.
Figura 2.2: Modelo de una red neuronal artificial.
triccio´n de que esta debe ser completamente local; esto es, esta debe depender
solo de los valores actuales de las sen˜ales de entrada que llegan al elemento de
procesamiento mediante las conexiones indicadas y los valores almacenados en
la memoria local de los elementos de procesamiento [41].
El esquema general de una red neuronal tı´pica puede apreciarse en la figura 2.1.
De una manera ma´s informal, puede definirse a una red neuronal como un opera-
dor no lineal formado por un conjunto de elementos simples de procesamiento o
neuronas, que se conectan entre si y con el medio externo a trave´s de conexiones
o sinapsis, que poseen un peso asociado.
La figura 2.2 ilustra el modelo habitualmente utilizando para una red neuronal
artificial. Esencialmente, la operacio´n de la neurona involucra el ca´lculo de una
funcio´n de entrada h, a partir de las sen˜ales que ingresan a la misma y la posterior
aplicacio´n de una funcio´n de activacio´n g, en general no lineal. En algunos casos
existe una funcio´n umbral (offset), que puede ser siempre asociada a una entrada
adicional de valor 1 y peso igual al umbral. La salida de cada neurona dependera´,
entonces, de sus sen˜ales de entrada, del peso asociado a cada entrada y de las ca-
racterı´sticas de las funciones de entrada y activacio´n. En la mayorı´a de los casos,
los elementos pla´sticos de la red son los pesos de las conexiones. El mecanismo
utilizado para adaptar esos pesos se conoce como algoritmo de entrenamiento o
aprendizaje. Las redes neuronales se pueden clasificar de acuerdo a los siguientes
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aspectos:
Nu´mero y disposicio´n de neuronas. En una red de tipo feedforward, las
neuronas esta´n organizadas en capas y no hay conexiones recurrentes o
retroalimentacio´n de la salida sobre la entrada o entre las internas. Exis-
ten entonces, capas directamente conectadas a la salida y capas ocultas o
intermedias. En una red recurrente, por el contrario, existe una retroali-
mentacio´n entre neuronas, lo que determina la aparicio´n de una dina´mica
ma´s compleja.
No-linealidad presente en cada neurona. La salida de cada neurona es,
en general, una funcio´n no lineal de la funcio´n de entrada. Si bien pueden
utilizarse salidas lineales, su capacidad de modelado es moderada (ba´sica-
mente la red es un combinador o clasificador lineal). La no-linealidad puede
ser suave (esto es, con derivada continua con respecto a su entrada) o abrup-
ta. Las caracterı´sticas de la no-linealidad tienen directa relacio´n con el al-
goritmo de aprendizaje a ser utilizado en la fase de entrenamiento.
Red de interconexio´n. Los valores de los pesos de la red de interconexio´n
imponen la influencia que la salida de una neurona tiene sobre las otras.
Esta influencia puede ser excitatoria, cuando tiende a aumentar el valor de
la activacio´n, o inhibitoria, cuando tiende a disminuirlo. En otras redes,
como las de base radial, los pesos especifican las coordenadas donde la no-
linealidad de cada neurona esta´ centrada.
Algoritmo de entrenamiento. En los algoritmos supervisados, existe un
tutor o salida deseada que especifica que´ valor deberı´a tener la salida de
la red para cada posible entrada dentro de un conjunto de datos de entre-
namiento. El error de la salida actual de la red y la deseada es utilizada por
el algoritmo para modificar adecuadamente el valor de los pesos de la red.
En los algoritmos no supervisados, por el contrario, no existe un tutor y
el objetivo del algoritmo de entrenamiento es detectar alguna regularidad,
estructura o caracterı´stica particular de los datos, de forma que la red se con-
vierte en un detector de caracterı´sticas (feature detector). Los algoritmos
de entrenamiento son, generalmente, procesos de optimizacio´n, a menudo
heurı´sticos, y como tales sufren de problemas de convergencia y existencia
de mı´nimos locales en la superficie de bu´squeda.
Comportamiento esta´tico y dina´mico. Una vez entrenadas, las redes que
no poseen memoria se comportan como combinadores no lineales. Por el
contrario, la existencia de elementos capaces de almacenar valores del esta-
do pasado de la red la transforman en un sistema dina´mico no lineal, lo que
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amplı´a significativamente sus capacidades de modelado y agrega compleji-
dad a su comportamiento y tratamiento matema´tico.
Atendiendo los aspectos arriba citados, es posible caracterizar totalmente una de-
terminada red neuronal. En las secciones que siguen se analizara´n algunos de los
paradigmas ma´s utilizados [86].
2.2. Modelos de RNA
2.2.1. Perceptron simple
Este modelo se concibio´ como un sistema capaz de realizar tareas de clasi-
ficacio´n de forma automa´tica. La idea era disponer de un sistema que, a partir de
un conjunto de ejemplos de clases diferentes, fuera capaz de determinar las ecua-
ciones de las superficies que hacı´an de frontera de dichas clases. La informacio´n
sobre la que se basaba el sistema estaba constituida por los ejemplos existentes
de las diferentes clases. A esto se lo llamo´ patrones o ejemplos de entrenamiento.
Son dichos patrones de entrenamiento los que aportan la informacio´n necesaria
para que el sistema construya las superficies discriminantes, y adema´s actu´e como
un discriminador para ejemplos nuevos desconocidos. El sistema, al final del pro-
ceso, es capaz de determinar, para cualquier ejemplo nuevo, a que´ clase pertenece
[46].
Descripcio´n del modelo
La arquitectura de la red es muy simple. Se trata de una estructura mono-
capa, en la que hay un conjunto de entradas, tantas como sea necesario, segu´n
los te´rminos del problema; y una ce´lula de salida. Cada una de las entradas tiene
conexiones con la ce´lula de salida, y son estas conexiones las que determinan las
superficies de discriminacio´n del sistema.
En el ejemplo de la figura 2.3 las entradas son x1 y x2, y la salida, y. Los pesos
son w1 y w2. Adema´s existe un para´metro adicional llamado umbral denotado por
θ. El umbral se utiliza como factor de combinacio´n para producir la salida.
En este esquema la salida de la red se obtiene de las siguiente forma. Primero se
calcula la activacio´n de la ce´lula de salida mediante la suma ponderada por los





La salida definitiva se produce al aplicarle una funcio´n de salida al nivel de acti-
vacio´n de la ce´lula. En un Perceptron la funcio´n de salida es una funcio´n escalo´n
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Figura 2.3: Arquitectura de un Perceptron con dos entradas y una salida.





F (s, θ) =
{
1 Si s > θ
−1 en caso contrario (2.2)






donde F ya no depende de ningu´n para´metro:
F (s) =
{
1 Si s > 0
−1 en caso contrario (2.4)
Esta ecuacio´n equivale a introducir artificialmente en la salida un nuevo peso θ
que esta´ conectado a una entrada ficticia con un valor constante de -1.
La funcio´n de salida F es binaria y de gran utilidad en este modelo ya que al
tratarse de un discriminante de clases, una salida binaria puede ser fa´cilmente
traducible en una clasificacio´n en dos categorı´as de la siguiente forma:
Si la red produce salida 1, la entrada pertenece a la categorı´a A.
Si la red produce salida -1, la entrada pertenece a la categorı´a B.
En el caso de dos dimensiones, la funcio´n discriminante sera´:
w1x1 + w2x2 + θ = 0 (2.5)
que es la ecuacio´n de una recta de pendiente −w1w2 y que en el origen de ordenadas
pasa por − θw2 . En este caso los patrones de entrenamiento pueden presentarse co-
mo puntos en un espacio bidimensional. Si adema´s dichos puntos pertenecen a
una de dos categorı´as, A o B, la separacio´n en dichas categorı´as podra´ hacerse
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Figura 2.4: Separacio´n en dos clases mediante un Perceptron.
mediante la recta anterior.
Es decir que la red define una recta, que en el caso de ser solucio´n al problema dis-
criminara´ entre las clases existentes en los datos de entrenamiento. Gra´ficamente
podrı´a representarse como se muestra en la figura 2.4. Si se llama χ a cada uno
de los patrones de entrenamiento y d (χ) a su clase asociada, tomando valores en
(1,-1), el proceso de aprendizaje se puede describir de la siguiente forma:
1. Empezar con valores aleatorios para los pesos y el umbral.
2. Seleccionar un vector de entrada χ del conjunto de ejemplos de entrenamien-
to.
3. Si y , d (χ), la red da una respuesta incorrecta. Modificar wi de acuerdo
con:
∆wi = d (χ) xi i = 1, .., n (2.6)
4. Si no se ha cumplido el criterio de finalizacio´n, volver a 2.
En el paso tres se aprecia que si la salida de la red para un patro´n es y (χ) = 1, pero
su clase es d (χ) = −1, entonces el incremento es negativo, δwi = d (χ) xi = −xi,
mientras que si ocurre lo contrario, es positivo, como se describio´ anteriormente.
Puesto que el umbral es equivalente a un peso adicional, al que se denota por w0,
cuya entrada es siempre 1 (x0 = 1), la ecuacio´n anterior se puede extender para el
umbral de la siguiente manera:
∆wi = d (χ) xi i = 0, .., n (2.7)
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2.2.2. Adaline
El Perceptron es un sistema simple de aprendizaje basado en ejemplos capaz
de realizar tareas de clasificacio´n. Sin embargo, existe un gran nu´mero de proble-
mas abordables desde la perspectiva del aprendizaje basado en ejemplos que no se
reducen a tareas de clasificacio´n. La caracterı´stica de clasificador del Perceptron
viene dada por la naturaleza de sus salidas. En la capa de salida las neuronas codi-
fican una funcio´n escalo´n (2.4) que transforma la suma ponderada de las entradas
que es un valor real, en una salida binaria. De esta forma, so´lo pueden codificar
un conjunto discreto de estados. Mientras que si fueran nu´meros reales, podrı´an
codificar cualquier tipo de salida y se convertirı´an en sistemas de resolucio´n de
problemas generales. En este caso, podrı´an resolver problemas a partir de ejem-
plos en los que es necesario aproximar una funcio´n cualquiera (F (x)), definida
por un conjunto de datos de entrada.
Los datos de entrenamiento en este caso son un conjunto de valores enteros, com-















= yi,∀p ∈ P (2.9)
En otros te´rminos, habra´ que buscar la funcio´n F (x) tal que aplicada a cada una de
las entradas xi del conjunto de aprendizaje P produzca la salida yi correspondiente
a dicho conjunto de aprendizaje.
Sin embargo, la naturaleza del Perceptron no permite producir salidas reales. Esta
regla es fundamentalmente una regla de aprendizaje por refuerzo en la que se
potencian las salidas correctas y no se tienen en cuenta las incorrectas. No existe
ninguna graduacio´n en la regla que indique en que medida resulta erro´nea la salida
producida, y refuerce proporcionalmente a dicha medida de error.
Descripcio´n del modelo
En 1960, Wildrow [106] propuso un sistema de aprendizaje que sı´ tuviera
en cuenta el error producido, y disen˜o´ lo que denomino´ ADAptative LInear NEu-
ron, o en su acro´nimo, ADALINE. Esta es una estructura pra´cticamente ide´ntica
a la del Perceptron, pero es un mecanismo fı´sico, capaz de realizar aprendizaje.
Es un elemento combinador adaptativo, que recibe un conjunto de entradas y las
combina para producir una salida. Esta salida puede transformarse en binaria me-





wi · xi + θ (2.10)
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El aprendizaje en este caso incluye la diferencia entre el valor real producido en
la capa de salida para un patro´n de entrada xp y el que deberı´a haber producido di-
cho patro´n, es decir, su salida esperada dp, que esta´ en el conjunto de aprendizaje
(|dp − yp|). A esta regla se la conoce con el nombre de regla Delta.
La diferencia con respecto al aprendizaje de Perceptron es la manera de utilizar
la salida, una diferencia fundamental entre ambos sistemas. El Perceptron utiliza
la salida de la funcio´n umbral para el aprendizaje; sin embargo, la regla Delta uti-
liza directamente la salida de la red, sin pasarla por ninguna funcio´n umbral. El
objetivo es obtener un valor determinado y = dp cuando el conjunto de valores
Xpi , i = 1,...,n se introduce en la entrada. Por lo tanto, el problema sera´ obtener los
valores de wi, i = 1,...,n que permitan realizar lo anterior para un nu´mero arbitrario
de patrones de entrada.
No es posible conseguir una salida exacta, pero sı´ minimizar la desviacio´n cometi-
da por la red, esto es, minimizar el error cometido por la red para la totalidad del
conjunto de patrones de ejemplo. En otros te´rminos, hay que evaluar globalmen-
te el error cometido por la red para todos los patrones, o sea elegir una medida
de error global. Habitualmente, la medida de error global utilizada es el error
cuadra´tico medio cuya formula se observa en la ecuacio´n 2.11, aunque otros erro-









(dp − yp)2 (2.11)
Al ser e´sta una medida de error global, la regla intentara´ minimizar este valor
para todos los elementos del conjunto de patrones de aprendizaje. La manera de
minimizar este error es recurrir a un proceso iterativo en el que se van presentando
los patrones uno a uno, y modificando los pesos de las conexiones, mediante la
regla del descenso del gradiente.
La idea es realizar un cambio en cada peso proporcional a la derivada del error,
medida en el patro´n actual, respecto del peso:
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= − (dp − yp) (2.15)
que sustituyendo queda como sigue:
∆pw j = −γ (dp − yp) x j (2.16)
Si se compara la expresio´n de la regla Delta (ecuacio´n 2.16), con la regla de apren-
dizaje del Perceptron (ecuacio´n 2.7), se aprecia que la diferencia es precisamente
la introduccio´n de la diferencia entre la salida deseada y la obtenida en la regla
de aprendizaje. Si la salida del Adaline fuese binaria, el conjunto de patrones es-
tarı´a construido por P =
{(−→x1, 0 o 1) , ..., (−→xm, 0 o 1)}, es decir, dp ∈ 0, 1,∀p. Si se
incluye a la salida del Adaline el acoplador bipolar comentado con anterioridad
para ”binarizar”la salida, la regla Delta (ecuacio´n 2.16) quedarı´a ası´:
∆pw j =

γxi Si dp > yp
−γxi Si dp < yp
0 en caso contrario
(2.17)
que para un γ = 1 se convierte en la regla del Perceptron. Ası´ pues, la regla Delta
es una extensio´n de la regla del Perceptron a valores de salida reales.
El procedimiento de aprendizaje definido por la regla Delta sera´:
1. Inicializar los pesos de forma aleatoria.
2. Introducir un patro´n de entrada.
3. Calcular la salida de la red, compararla con la deseada y obtener la diferen-
cia: (dp − yp).
4. Para todos los pasos, multiplicar dicha diferencia por la entrada correspon-
diente, y ponderarla por una tasa de aprendizaje γ.
5. Modificar el peso restando del valor antiguo la cantidad obtenida en 4.
6. Si no se ha cumplido el criterio de convergencia, regresar a 2; si se han
acabado todos los patrones, empezar de nuevo a introducir patrones.
En resumen, las diferencias entre ambos modelos de Redes Neuronas Artificiales
sera´n las siguientes:
En el Perceptron la salida es binaria, mientras que en el Adaline es real.
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En el Perceptron la diferencia entre entrada y salida es 0 si ambas pertenecen
a la misma categorı´a y ±1 si por el contrario pertenecen a categorı´as difer-
entes. En el Adaline se calcula la diferencia real entre entrada y salida.
En el Adaline existe una medida de cua´nto se ha equivocado la red; en el
Perceptron so´lo se determina si se ha equivocado o no.
En el Adaline hay una razo´n de aprendizaje (γ) para regular cua´nto va a
afectar cada equivocacio´n a la modificacio´n de los pesos. Es siempre un
valor entre 0 y 1 para ponderar el aprendizaje.
2.2.3. Perceptron multicapa y algoritmo de Retropropagacio´n
El perceptron multicapa o red multicapa con conexiones hacia adelante (red
FeedForward) es una generalizacio´n del perceptron simple presentado en la sec-
cio´n 2.2.1, y surgio´ como consecuencia de las limitaciones de dicha arquitectura
en lo referente al problema de la separabilidad no lineal. En un Perceptron multi-
capa no puede usarse la regla de aprendizaje de un Perceptron simple, pues esta
regla no puede aplicarse en este escenario. Para adaptar los pesos de la capa de
entrada a la capa oculta se desarrollo´ una manera de retropropagar los errores me-
didos en la capa de salida de la red hacia las neuronas ocultas, dando lugar a la
llamada regla delta generalizada, que no es ma´s que una generalizacio´n de la regla
delta, descripta en la seccio´n 2.2.2, para funciones de activacio´n no lineales y re-
des multicapa.
Diferentes autores [19] [45] han demostrado que el Perceptron multicapa es una
aproximacio´n universal, en el sentido de que cualquier funcio´n continua sobre un
compacto de Rn puede aproximarse con un Perceptron multicapa como una nue-
va clase de funciones (como polinomios, funciones trigonome´tricas, splines, etc.)
para aproximar o interpolar relaciones no lineales entre datos de entrada y salida.
La habilidad del Perceptron multicapa para aprender a partir de un conjunto de
ejemplos hace que sea un modelo adecuado para abordar problemas reales, sin
que esto indique que sean los mejores aproximadores universales.
Arquitectura
La arquitectura del Perceptron multicapa se caracteriza por tener sus neu-
ronas agrupadas en capas de diferentes niveles. Cada una de las capas esta´ formada
por un conjunto de neuronas. Se distinguen tres tipos de capas diferentes: la capa
de entrada, las capas ocultas y la capa de salida, como se observa en la figura 2.5.
Las neuronas de la capa de entrada, no actu´an como neuronas propiamente dichas,
sino que se encargan u´nicamente de recibir las sen˜ales o patrones que proceden
del exterior y propagar dichas sen˜ales a todas las neuronas de la siguiente capa. La
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Figura 2.5: Arquitectura del Perceptron multicapa.
u´ltima capa actu´a como salida de la red, proporcionando al exterior la respuesta de
la red para cada uno de los patrones de entrada. Las neuronas de las capas ocultas
realizan un procesamiento no lineal de los patrones recibidos.
Como se observa en la figura 2.5, las conexiones del Perceptron multicapa siem-
pre esta´n dirigidas hacia adelante, es decir, las neuronas de una capa se conectan
con las neuronas de la siguiente capa, de ahı´ que reciban tambie´n el nombre de
redes alimentadas hacia adelante o redes ”feedforward”. Las conexiones entre las
neuronas llevan asociado un nu´mero real, llamado peso de la conexio´n. Todas las
neuronas de la red llevan tambie´n asociado un umbral, que en el caso del per-
ceptron multicapa suele tratarse de como una conexio´n ma´s a la neurona, cuya
entrada es constante e igual a 1.
Aunque en la mayor parte de los casos la arquitectura del Perceptron multicapa
esta´ asociada al esquema de la figura 2.5, es posible tambie´n englobar dentro de
este tipo de redes a arquitecturas con las siguientes caracterı´sticas:
Redes con conexiones de todas o ciertas neuronas de una determinada capa
a neuronas de capas posteriores, aunque no inmediatamente posteriores.
Redes en las que ciertas neuronas de ciertas capas no esta´n conectadas a
neuronas de la siguiente capa, es decir, el peso de la conexio´n es constante
e igual a cero.
Cuando se busca resolver un problema utilizando este tipo de estructuras uno de
los primeros pasos a realizar es el disen˜o de la arquitectura de la red. Este disen˜o
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implica la determinacio´n de la funcio´n de activacio´n a emplear, el nu´mero de neu-
ronas y el nu´mero de capas de la red.
La eleccio´n de la funcio´n de activacio´n se suele hacer basa´ndose en el recorrido
deseado, y el hecho de elegir una u otra, generalmente, no influye en la capacidad
de la red para resolver el problema.
En general, el nu´mero de neuronas de la capa de entrada, como el nu´mero de
neuronas de la capa de salida, vienen dadas por las variables que definen el prob-
lema. Sin embargo, existen problemas para los cuales el nu´mero de variables de
entrada relevantes no se conoce con exactitud. En estos casos, se dispone de un
gran nu´mero de variables, algunas de las cuales podrı´an no aportar informacio´n
relevante a la red, y su utilizacio´n podrı´a dificultar el aprendizaje, pues implicarı´a
arquitecturas de gran taman˜o y con alta conectividad.
Por otro lado, el nu´mero de capas ocultas y el nu´mero de neuronas en estas capas
deben ser elegidos por el disen˜ador. No existe ningu´n me´todo o regla que deter-
mine el nu´mero o´ptimo de neuronas ocultas para resolver un problema dado. En
la mayor parte de las aplicaciones pra´cticas, estos para´metros se determinan por
prueba y error. Partiendo de una arquitectura ya entrenada, se realizan cambios
aumentando y disminuyendo el nu´mero de neuronas ocultas y el nu´mero de capas
hasta conseguir una arquitectura adecuada para el problema a resolver, que si bien
puede no ser la o´ptima, proporciona una solucio´n.
Propagacio´n de los patrones de entrada
El Perceptron multicapa define una relacio´n entre las variables de entrada y
las variables de salida de la red. Esta relacio´n se obtiene propagando hacia ade-
lante los valores de las variables de entrada. Para ello, cada neurona de la red
procesa la informacio´n recibida por sus entradas y produce una respuesta o ac-
tivacio´n que se propaga, a trave´s de las conexiones correspondientes, hacia las
neuronas de la siguiente capa.
Sea un Perceptron multicapa con C capas (C−2 capas ocultas) y nc neuronas




la matriz de pesos asociada a las
conexiones de la capa c a la capa c+1 para c = 1, 2, ...,C−1, donde wci j representa





el vector de umbrales de las neuronas de la capa c para c = 2, ...,C.
Se denota aci a la activacio´n de la neurona i de la capa c; estas activaciones se
calculan del siguiente modo:




. Las neuronas de la
capa de entrada se encargan de transmitir hacia la red las sen˜ales recibidas
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del exterior. Por tanto:
a1i = xi para i = 1, 2, ..., n1 (2.18)
donde X =
(
x1, x2, ..., xn1
)
representa el vector o patro´n de entrada a la red.




. Las neuronas ocultas
de la red procesan la informacio´n recibida aplicando la funcio´n de acti-
vacio´n f a la suma de los productos de las activaciones que recibe por sus









 para i = 1, 2, ..., nc y c = 2, 3, ...,C − 1 (2.19)
donde ac−1j son las activaciones de las neuronas de la capa c − 1.




. Al igual que en el
caso anterior, la activacio´n de estas neuronas viene dada por la funcio´n de
activacio´n f aplicada a la suma de los productos de las entradas que recibe









 para i = 1, 2, ..., nC (2.20)
donde Y =
(
y1, y2, ..., ynC
)
es el vector de salida de la red.
La funcio´n f es la llamada funcio´n de activacio´n y las ma´s utilizadas son la fun-











Ambas son funciones crecientes con dos niveles de saturacio´n: el ma´ximo, que
proporciona salida 1, y el mı´nimo, salida 0 para la funcio´n de activacio´n sig-
moidal y salida -1 para la tangente hiperbo´lica, como se observa en la figura 2.6.
Generalmente, la funcio´n de activacio´n en el Perceptron multicapa es comu´n a
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Figura 2.6: Funciones de activacio´n del Perceptron multicapa.
todas las neuronas de la red y es elegida por el disen˜ador, eleccio´n que se re-
aliza u´nicamente basa´ndose en los valores de activacio´n que se desee que al-
cancen las neuronas. Ambas funciones esta´n relacionadas mediante la expresio´n
f2 (x) = 2 f1 (x) − 1, por lo que la utilizacio´n de una u otra manera se elige u´nica-
mente en funcio´n del recorrido de intere´s.
En ocasiones, y dependiendo de la naturaleza del problema, las neuronas de salida
se distinguen del resto de las neuronas de la red, utilizando otro tipo de funcio´n
de activacio´n. En este caso, las ma´s usadas son la funcio´n identidad y la funcio´n
escalo´n.
Algoritmo de Retro Propagacio´n
El algoritmo de entrenamiento es el mecanismo por el cual se van adaptando
y modificando todos los para´metros de la red. En el caso del Perceptron multicapa
se trata de un algoritmo supervisado, es decir, la modificacio´n de los para´metros
se realiza para que la salida sea lo ma´s pro´xima posible a lo esperado. Por lo tanto,
para cada patro´n de entrada es necesario disponer de un patro´n de salida deseada.
Para esto se formula el aprendizaje de la red como un problema de minimizacio´n
del siguiente modo:
MinW E (2.23)
siendo W el conjunto de para´metros de la red (pesos y umbrales) y E una funcio´n
error que evalu´a la diferencia entre las salidas de la red y las salidas deseadas. La







donde N es el nu´mero de patrones o muestras y e (n) es el error cometido por la






(si (n) − yi (n))2 (2.25)
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siendo Y (n) =
(
y1 (n) , ..., ync (n)
)
y S (n) =
(
s1 (n) , ..., snc (n)
)
los vectores de sali-
da de la red y las salidas deseadas para el patro´n n, respectivamente.
De este modo, si W∗ es un mı´nimo de la funcio´n error E, en dicho punto el error
es pro´ximo a cero, lo cual implica que la salida de la red es pro´xima a la salida
deseada, alcanzando ası´ la meta de la regla de aprendizaje.
Por lo tanto, el aprendizaje del Perceptron multicapa es equivalente a encontrar
un mı´nimo en la funcio´n error. En el contexto de redes neuronales, la direccio´n de
bu´squeda ma´s comu´nmente utilizada es la direccio´n negativa del gradiente de la
funcio´n E (me´todo de descenso del gradiente).
Aunque, estrictamente hablando, el aprendizaje de la red debe realizarse para mi-
nimizar el error total (ecuacio´n 2.24), el procedimiento ma´s utilizado esta´ basado
en me´todos del gradiente estoca´stico, los cuales consisten en una sucesiva mini-
mizacio´n de los errores para cada patro´n, e (n), en lugar de minimizar el error total
E. Por lo tanto, aplicando el me´todo de descenso estoca´stico, cada para´metro w
de la red se modifica para cada patro´n de entrada n de acuerdo con la siguiente ley
de aprendizaje:
w (n) = w (n − 1) − α∂e (n)
∂w
(2.26)
donde e (n) es el error para el patro´n n dado por la ecuacio´n 2.25 y α es la razo´n o
tasa de aprendizaje, para´metro que influye en la magnitud del desplazamiento en
la superficie del error.
Debido a que las neuronas de la red esta´n agrupadas en capas de distintos niveles,
es posible aplicar el me´todo del gradiente de forma eficiente, resultando el conoci-
do algoritmo de RetroPropagacio´n [84] o regla delta generalizada. El te´rmino de
retropropagacio´n se utiliza debido a la forma de implementar el me´todo del gra-
diente en el Perceptron multicapa, pues el error cometido en la salida de la red es
propagado hacia atra´s, transforma´ndolo en un error para cada una de las neuronas
ocultas de la red.
2.3. RNA Recurrentes
Las redes neuronales estudiadas hasta el momento, suelen tener una fuerte
restriccio´n, que consiste en no permitir conexiones entre neuronas creando ciclos
o bucles. En cambio, las RNA recurrentes no esta´n sometidas a esta restriccio´n en
la conectividad.
Las redes neuronales recurrentes se caracterizan porque crean bucles en las neu-
ronas de la red mediante el uso de las llamadas conexiones recurrentes, pudiendo
aparecer en la red conexiones de una neurona a ella misma, conexiones entre
neuronas de la misma capa o conexiones de las neuronas de una capa a la capa
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Figura 2.7: Ejemplos de neuronas con conexiones recurrentes.
anterior, como se muestran en la figura 2.7. Al introducir conexiones recurrentes
creando bucles, la activacio´n de una neurona ya no depende so´lo de las activa-
ciones de las neuronas de la capa anterior, sino que depende tambie´n del estado
o activacio´n de cualquier otra neurona conectada a ella, o incluso de su propia
activacio´n. Por lo tanto, es necesario incluir la variable tiempo en la activacio´n o
estado de una neurona.
La presencia de la variable tiempo en las activaciones de las neuronas recurrentes,
hace que estas redes posean un comportamiento dina´mico o temporal. Dicho com-
portamiento temporal puede entenderse de dos formas diferentes, lo cual implica
dos maneras distintas de entender el modo de actuacio´n y aprendizaje dentro del
grupo de las redes recurrentes. E´stas son:
Evolucio´n de las activaciones de la red hasta alcanzar un punto estable.
Para estas redes el modo de activacio´n consiste en evolucionar la red, es de-
cir las activaciones de sus neuronas, desde un estado inicial hasta conseguir
que las activaciones de todas las neuronas de la red no se modifiquen, mo-
mento en el que se considera que la red ha alcanzado un punto estable.
Generalmente, el estado inicial viene dado por el patro´n de entrada y el
estado estable representa el patro´n de salida de la red.
Evolucio´n de las activaciones de la red en modo continuo. En este ca-
so, para cada instante de tiempo se dispone de la salida de la red, la cual
depende de la entrada en el instante inmediatamente anterior. En te´rminos
generales, el aprendizaje de este tipo de redes se puede llevar a cabo de dos
modos diferentes:
• Aprendizaje por e´pocas: dado un intervalo de tiempo o e´poca, la red
se evoluciona durante dicho intervalo, y cuando se alcanza el instante
final se adaptan o modifican los pesos de la red. Una vez transcurrida
la e´poca, la red se reinicia y se entra en una nueva e´poca.
• Aprendizaje en tiempo real o continuo: la ley de aprendizaje para mo-
dificar los pesos de la red se aplica en cada instante de tiempo, siempre
y cuando exista la salida deseada para la red en dicho instante.
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Dentro del grupo de las neuronas recurrentes que poseen este modo de ac-
tivacio´n se pueden englobar las redes conocidas como redes parcialmente
recurrentes y redes totalmente recurrentes. Las primeras se caracterizan
porque so´lo unas pocas conexiones recurrentes son introducidas en la red,
mientras que las segundas no tienen restricciones en la consideracio´n de
conexiones recurrentes. Ambos tipos de redes utilizan algoritmos de apren-
dizaje supervisados para la modificacio´n de sus para´metros.
El comportamiento dina´mico de las redes recurrentes facilita el tratamiento de
informacio´n temporal o patrones dina´micos, es decir, patrones que dependen del
tiempo en el sentido de que el valor del patro´n en un determinado instante depende
de sus valores en instantes anteriores de tiempo. En principio, las redes recurrentes
son las ma´s indicadas para abordar este tipo de problemas. Sin embargo, e´stas no
son las u´nicas redes de neuronas, como el Perceptron multicapa; basta considerar
como entrada a la red una secuencia finita temporal del patro´n en el pasado.
Aunque la aplicacio´n fundamental de las redes recurrentes es el procesamiento
de patrones dina´micos, se pueden aplicar tambie´n a patrones esta´ticos, es decir,
patrones en los que no interviene la variable tiempo y cuyo procesamiento no de-
pende del orden de presentacio´n a la red.
A pesar de la complejidad que poseen las redes de neuronas recurrentes y la di-
ficultad, en ovaciones, de realizar el aprendizaje, e´stas has sido utilizadas para
abordar diferentes tipos de problemas. Por ejemplo, problemas de modelizacio´n
neurolo´gica [6], tareas lingu¨ı´sticas [29], reconocimiento de palabras y fonemas
[83], control de procesos dina´micos [77] [80], entre otros.
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Capı´tulo 3
Algoritmos Gene´ticos y Estrategias
Evolutivas
Durante varias de´cadas, los algoritmos evolutivos se han utilizado exitosa-
mente para resolver problemas de optimizacio´n en campos diversos como la inge-
nierı´a, arte, disen˜o, biologı´a, economı´a y fı´sica.
Los algoritmos evolutivos mantienen una poblacio´n de soluciones candidatas al
problema de optimizacio´n, conocidas como individuos. La poblacio´n tiende a
evolucionar hacia mejores soluciones usando un proceso iterativo.
Dentro de la familia de los algoritmos evolutivos, se incluyen los Algoritmos
Gene´ticos, las Estrategias de Evolucio´n, la Programacio´n Evolutiva y la Progra-
macio´n Gene´tica.
Este capı´tulo tiene como objetivo presentar los aspectos ma´s destacados de los
Algoritmos Gene´ticos y las Estrategias Evolutivas.
3.1. Algoritmos Gene´ticos
En los an˜os 1960, gracias a John Holland, surgio´ una de las lı´neas ma´s
prometedoras de la Inteligencia Artificial: los Algoritmos Gene´ticos, llamados
ası´ porque se inspiran en la evolucio´n biolo´gica y su base gene´tico-molecular
[43] [44]. Los algoritmos gene´ticos son algoritmos de bu´squeda basados en los
mecanismos de seleccio´n gene´tica naturales. Estos a partir de un grupo de solu-
ciones combinan la supervivencia de la estructura ma´s adecuada con un intercam-
bio aleatorio de informacio´n estructurada para formar un algoritmo de bu´squeda
con alguna de las innovaciones propias de la bu´squeda humana.
Los algoritmos gene´ticos operan con una o varias poblaciones de individuos, con
cadenas codificadas para representar al conjunto de para´metros subyacente. Dis-
tintos operadores gene´ticos se aplican a los individuos de la o las poblaciones para
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crear nuevos individuos. Estos operadores simples, no son mas complejos que la
generacio´n de un nu´mero aleatorio, copia de cadenas y extracciones parciales de
cadenas y debido a esta simplicidad, el desempen˜o de la bu´squeda resultante es
muy bueno y diverso [42].
Existen cuatro diferencias que separan a los algoritmos gene´ticos de las te´cnicas
de optimizacio´n convencionales:
1. Manipulacio´n directa de la codificacio´n.
2. Para la bu´squeda, se utiliza una poblacio´n de soluciones, no un solo punto.
3. La bu´squeda se realiza mediante la prueba y error, es una bu´squeda a ciegas.
4. Se usan operadores estoca´sticos para la bu´squeda, regidos bajo reglas deter-
ministas.
3.1.1. Caracterı´sticas
Los algoritmos gene´ticos poseen como principal caracterı´stica que trabajan
con un conjunto de potenciales soluciones, generalmente denominado poblacio´n.
A cada una de las soluciones se las suele llamar individuo. Cada individuo de
la poblacio´n esta´ compuesto por un conjunto de para´metros de longitud finita en
los cuales se codifican las variables del problema de optimizacio´n. Por ejemplo,
conside´rese el problema de la caja negra de interruptores ilustrada en la figura
3.1. Este problema consiste en un dispositivo de caja negra con cinco interrup-
tores. Por cada configuracio´n de los 5 interruptores hay una sen˜al de salida f ,
matema´ticamente f = f (s), donde s es una configuracio´n particular de los cinco
interruptores. El objetivo del problema es configurar los interruptores de manera
de obtener el ma´ximo valor posible para f . Con otros me´todos de optimizacio´n
se debe trabajar directamente con la configuracio´n de los para´metros (la configu-
racio´n de los interruptores) y cambiar la posicio´n de los interruptores usando re-
glas de transicio´n de un me´todo particular. Con los algoritmos gene´ticos, primero
se deben codificar los 5 interruptores en una cadena de longitud fija. Una simple
codificacio´n puede ser una cadena de cinco unos y ceros donde cada interruptor
esta´ representado por un 1 si el interruptor esta´ encendido y 0 si esta´ apagado.
Con esta codificacio´n, la cadena 11110 codifica la configuracio´n donde los cuatro
primeros interruptores esta´n encendidos y el quito interruptor esta´ apagado [34].
En muchos me´todos de optimizacio´n, se va moviendo gradualmente de un punto
en el espacio de soluciones al siguiente usando alguna regla de transicio´n para
determinar el siguiente punto. Este me´todo de punto-a-punto es peligroso porque
se puede caer en ma´ximos locales en espacios de bu´squeda multimodales (varios
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Figura 3.1: Problema de optimizacio´n de la caja negra con cinco interruptores
ilustra la idea de la codificacio´n y de la medida de la recompensa. Los algoritmos
gene´ticos solo requieren de estas dos cosas, no necesitan saber el funcionamiento
de la caja negra.
ma´ximos y mı´nimos). En cambio, los algoritmos gene´ticos trabajan con una am-
plia informacio´n de los puntos simulta´neamente (una poblacio´n de cadenas), esca-
lando varios ma´ximos paralelamente; ası´, la probabilidad de encontrar un ma´ximo
local es reducida comparada con los me´todos que avanzan punto-a-punto. Como
ejemplo, conside´rese nuevamente el problema de optimizacio´n de la caja negra de
la figura 3.1. Con otras te´cnicas, para resolver este problema se deberı´a empezar
con una configuracio´n de los interruptores, aplicar algunas reglas de transicio´n,
y generar una nueva configuracio´n de los interruptores. Un algoritmo gene´tico
comienza con una poblacio´n de cadenas y para luego generar sucesivas pobla-
ciones de cadenas. Por ejemplo, un comienzo aleatorio de la posicio´n de los in-
terruptores lanzando una moneda (cara = 1, seca = 0) y creando una poblacio´n de





Luego de este comienzo, sucesivas poblaciones sera´n generadas usando el algo-
ritmo gene´tico con el objetivo de maximizar la sen˜al de salida de la caja [34].
Funcio´n Objetivo
La mayorı´a de las aplicaciones actuales de algoritmos gene´ticos son prob-
lemas de optimizacio´n. La funcio´n objetivo representa la funcio´n que se quiere
optimizar. El algoritmo gene´tico usa la funcio´n objetivo para asignar a cada indi-
viduo de la poblacio´n un valor de aptitud que sera´ utilizado posteriormente por el
mecanismo de seleccio´n para identificar las soluciones ma´s prometedoras.
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La funcio´n objetivo depende de cada problema y debe ser proporcionada por el
usuario. Algunas veces, el problema que se quiere optimizar puede ser expresa-
do como una funcio´n matema´tica que puede ser comprendida por los humanos,
pero algunas veces no existe una formulacio´n simbo´lica del objetivo que se de-
sea optimizar. Por ejemplo, en un problema de disen˜o se puede desear obtener la
forma que minimice la friccio´n del aire sobre una estructura, pero no existe una
fo´rmula simbo´lica, sino que la evaluacio´n de la aptitud se efectu´a en un simulador.
Matema´ticamente, la funcio´n objetivo puede ser representada como f : Dom −→R
(donde Dom es el dominio de la funcio´n y el resultado es un nu´mero real), pero
los algoritmos gene´ticos no requieren que la funcio´n se pueda expresar de forma
simbo´lica [86].
Los algoritmos gene´ticos funcionan bien en situaciones en que la funcio´n objeti-
vo es estoca´stica, esto es, que puede devolver resultados diferentes utilizando las
mismas entradas. De hecho se han creado algoritmos en los que la funcio´n ob-
jetivo es la opinio´n subjetiva de humanos, por ejemplo, para crear mu´sica o arte
gra´fico [47] [12].
Representacio´n
La forma en la que las soluciones se representan en los individuos determi-
na en gran manera el e´xito de los algoritmos gene´ticos. En la pra´ctica, el usuario
debe decidir la representacio´n ma´s adecuada al problema que se desea resolver.
En algunos casos, la decisio´n de la representacio´n es sencilla. Por ejemplo, en
problemas en los que se debe elegir un subconjunto de objetos a partir de un con-
junto finito conviene utilizar una representacio´n binaria. En particular, en prob-
lemas del tipo de ”El problema de la mochila” en el que se supone un conjunto
dado de objetos, cada uno con cierto peso y utilidad, se debe elegir un subcon-
junto de objetos que maximicen la utilidad total sin exceder un peso determinado.
La seleccio´n se puede representar con un 0 o un 1 [49]. Ası´ un subconjunto de
los objetos esta´ representado por una cadena binaria. Problemas similares ocurren
en seleccio´n de atributos para aprendizaje automa´tico, en los que el objetivo es
identificar los atributos que resulten en la mejor desempen˜o de algu´n algoritmo
clasificador [85].
En otros problemas, pueden existir varias representaciones adecuadas. Por ejem-
plo se podrı´a utilizar una codificacio´n binaria tradicional para representar nu´meros
enteros para un problema de optimizacio´n. Adema´s de esta codificacio´n, podrı´amos
haber utilizado una codificacio´n binaria con co´digos de Gray o utilizar nu´meros
enteros directamente, pero estas elecciones requieren de operadores de variacio´n
ma´s complejos.
Los co´digos de Gray para codificaciones binarias tienen ciertas ventajas sobre la
codificacio´n binaria tradicional [63]. En los co´digos de Gray los enteros consecu-
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tivos esta´n representados por cadenas binarias en las que un solo bit cambia, lo
que no ocurre en la codificacio´n tradicional.
Si las variaciones de un problema son siempre nu´meros enteros, entonces conven-
dra´ utilizar una representacio´n con nu´meros de este tipo. Por ejemplo, en el disen˜o
de una red hidra´ulica para repartir agua en una zona urbana puede utilizarse un al-
goritmo gene´tico para escoger los dia´metros de las tuberı´as que deben utilizarse.
Las tuberı´as existen en ciertos dia´metros esta´ndar, ası´ que es posible utilizar una
codificacio´n de nu´meros enteros que representen los diferentes dia´metros [87].
Otras codificaciones con nu´meros enteros se utilizan frecuentemente en proble-
mas en los que el objetivo es encontrar una permutacio´n de objetos que optimi-
cen la funcio´n objetivo. Por ejemplo, en problemas del vendedor viajero se debe
encontrar el orden en el que un viajero debe recorrer un conjunto de ciudades
para minimizar la distancia que recorre [55] [57] [62]. Todas las ciudades deben
ser visitadas y cada ciudad se puede visitar una sola vez. Los problemas que in-
volucran permutaciones requieren de operadores de variacio´n que preserven las
permutaciones (todos los objetos deben aparecer exactamente una vez en la repre-
sentacio´n).
Por supuesto, es posible que en un problema existan diversas clases de variables:
enteras, reales, binarias; y es perfectamente aceptable combinarlas en la repre-
sentacio´n.
3.1.2. Reproduccio´n: Seleccio´n y Reemplazo
El proceso de seleccio´n es crucial para el e´xito de un algoritmo gene´tico.
Despue´s de todo, el proceso de seleccio´n se encarga de dirigir al algoritmo ha-
cia regiones del espacio de bu´squeda que parecen prometedoras. Esta direccio´n
ocurre cuando la seleccio´n identifica miembros de la poblacio´n a los que se les
asigno´ valores de aptitud que parecen ventajosos.
Hay diversos mecanismos de seleccio´n, pero todos tienden a escoger a los mejores
individuos (con mejores valores de aptitud) y a descartar a los peores [35]. La
mayorı´a de los mecanismos de seleccio´n son estoca´sticos, pero tambie´n existen
versiones deterministas. Por ejemplo, la seleccio´n por truncamiento selecciona a
todos los individuos que exceden cierto valor de aptitud (generalmente determi-
nado por el promedio, la media, o algu´n otro percentil) o que esta´n ranqueados
entre los primeros m elementos de la poblacio´n. Estos me´todos aseguran que los
mejores individuos siempre son seleccionados. La seleccio´n determinista es uti-
lizada frecuentemente por los algoritmos gene´ticos conocidos como estrategias
evolutivas.
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Seleccio´n por Torneo
Este me´todo elige al azar a s individuos de la poblacio´n y selecciona al que
tenga el mejor valor de aptitud. El para´metro s es dado por el usuario y determina
la intensidad de la seleccio´n. Cuanto mayor sea el para´metro s, la competencia por
sobrevivir es ma´s aguda y es menos probable que individuos con aptitudes bajas
sobrevivan.
Los participantes del torneo se pueden elegir muestreando la poblacio´n con o sin
reemplazo. En muestreo sin reemplazo, una vez que se elige un individuo en un
torneo, el individuo no puede participar en otros torneos. Esto asegura que to-
dos los individuos participen en exactamente un torneo. Cuando la poblacio´n se
muestrea con reemplazo, los participantes de cada torneo regresan a la poblacio´n
y pueden ser considerados para otros torneos. Es importante destacar que en
muestreos con reemplazo es posible que algunos individuos participen en mu´lti-
ples torneos y otros no participen en ninguno [65] [35].
Seleccio´n Proporcional (Ruleta)
Quiza´ el me´todo se seleccio´n que de relaciona ma´s frecuentemente a los al-
goritmos gene´ticos es la seleccio´n proporcional. Este me´todo consiste en asignar
a cada individuo i una probabilidad de ser seleccionado pi de acuerdo a la razo´n
de su valor de aptitud con respecto a la suma de todos los valores de aptitud:
pi = fi/
∑
j f j. Despue´s se muestrea la poblacio´n utilizando estas probabilidades.
Los individuos con mayores aptitudes tendra´n una probabilidad mayor de ser se-
leccionados que los menos aptos. Este me´todo tambie´n se conoce como el me´todo
de la ruleta porque las probabilidades se pueden visualizar como las rebanadas de
una ruleta.
El me´todo proporcional tiene varias desventajas. Una de ellas es que el algoritmo
se comporta de manera diferente si la funcio´n objetivo es transpuesta, por ejem-
plo suma´ndole una constante a la funcio´n f ′ (x) = f (x) + c. Al optimizar f ′ el
denominador de las probabilidades pi es distinto a lo que serı´a optimizando f .
Otra desventaja es que conforme la ejecucio´n del algoritmo avanza, la poblacio´n
tiende a estar compuesta de individuos con aptitudes similares (y si todo ha salido
bien, con aptitudes altas). Cuando las aptitudes son similares, las probabilidades
de seleccio´n tienden a ser uniformes. Ası´ las probabilidades de seleccionar a los
mejores individuos son solo un poco mayores que las probabilidades de selec-
cionar a los peores. Esto ocasiona que el algoritmo gene´tico no progrese ra´pida-
mente [20].
Para disminuir este problema de estancamiento se han propuesto varias alterna-
tivas. Una alternativa es escalar (p.e., linealmente) los valores de aptitud de cada
individuo y utilizar los valores escalados para determinar las probabilidades de
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seleccio´n.
Otra alternativa es ordenar a los individuos de acuerdo a su aptitud y basar la se-
leccio´n en el rango (ranking). Ası´ se evita que los individuos muy aptos dominen
la poblacio´n ra´pidamente, reduciendo la diversidad de la poblacio´n que es nece-
saria para explorar ma´s soluciones. Utilizando el rango para seleccionar tambie´n
evita que la bu´squeda se estanque en las etapas avanzadas [34].
Elitismo
Una variacio´n que se puede incorporar a muchos me´todos de seleccio´n es
el elitismo. En esta variacio´n se identifica a cierto nu´mero de los mejores indivi-
duos en cierta generacio´n y estos individuos se insertan en la poblacio´n despue´s
de aplicar un me´todo de seleccio´n estoca´stico. Esto asegura que las mejores solu-
ciones encontradas no se pierdan porque tengan la mala suerte de no ser selec-
cionadas. Generalmente se elige un nu´mero pequen˜o de los mejores individuos
(1 o 2). Tambie´n es posible insertar los individuos despue´s de realizar las opera-
ciones de variacio´n para asegurar que los mejores individuos no se pierdan porque
fueron destruidos por esos operadores.
Adema´s de actuar como un seguro para evitar perder a las mejores soluciones,
generalmente el elitismo acelera la evolucio´n. Un me´todo de seleccio´n conoci-
do como truncamiento puede ser visto como un caso extremo de elitismo. Este
me´todo simplemente consiste en seleccionar determinı´sticamente un cierto por-
centaje (generalmente alrededor de la mitad) de los mejores individuos de cada
generacio´n [86].
Reemplazo
Los me´todos de seleccio´n tambie´n pueden ser utilizados para determinar
que´ individuos recie´n creados por los operadores de variacio´n entrara´n a la poblacio´n.
En los algoritmos gene´ticos simples se reemplaza a toda la poblacio´n con los indi-
viduos recie´n creados, pero es posible pensar en ejecutar torneos entre los nuevos
individuos y aquellos presentes en la poblacio´n o reemplazar probabilı´sticamente
a los peores individuos usando un me´todo de ruleta [34].
Los mecanismos de seleccio´n consideran u´nicamente los valores de aptitud, igno-
rando la representacio´n utilizada en las soluciones y los operadores que se aplica-
dos para generar nuevos individuos [86].
3.1.3. Operadores de variacio´n
Los operadores de variacio´n son los componentes de los algoritmos gene´ticos
que generan nuevas soluciones a partir de las soluciones existentes. La forma es-
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pecı´fica de estos operadores depende en gran medida de la representacio´n utiliza-
da. De la misma manera en que existen representaciones tı´picas (usando nu´meros
binarios o reales, o a´rboles o auto´matas) tambie´n existen operadores de variacio´n
tı´picos.
Mutacio´n
Quiza´s el me´todo ma´s sencillo para producir nuevos algoritmos es la mu-
tacio´n. En representaciones binarias este operador identifica aleatoriamente los
bits que se va a mutar y cambia sus valores de 0 a 1 o viceversa. En los algorit-
mos gene´ticos generalmente se asocia una probabilidad pequen˜a para aplicar este
operador a cada posicio´n de cada individuo. Histo´ricamente, esta probabilidad se
situaba entre 0,01 y 0,001 independientemente del problema, pero ma´s reciente-
mente se ha vuelto comu´n utilizar una probabilidad de pm = 1/l, donde l es la
longitud (nu´mero de bits) de los individuos. Una forma de implantar este me´todo
de mutacio´n es generar un nu´mero aleatorio entre 0 y 1 para cada posicio´n de cada
individuo. En aquellas posiciones donde el nu´mero aleatorio sea menor que pm se
cambia el valor.
En representaciones discretas con alfabetos con ma´s de dos sı´mbolos, la mutacio´n
identifica aleatoriamente cua´les posiciones se van a mutar (posiblemente utilizan-
do la implementacio´n descripta anteriormente). Luego, para determinar el nuevo
valor de dicha posicio´n, se elige aleatoriamente un sı´mbolo del alfabeto. Una op-
cio´n es omitir el valor original entre los valores candidatos. Ası´, en un problema
que utiliza los sı´mbolos 1,2,3, si una posicio´n que se eligio´ para mutar tiene el
valor 1, solo los sı´mbolos 2 y 3 son considerados como nuevos valores.
Pero tambie´n es frecuente que se consideren todos los sı´mbolos como opciones
para nuevos valores. Cuando se reportan resultados es importante notar si en la
eleccio´n del nuevo valor se considero´ al valor existente como una opcio´n.
El operador de mutacio´n para representaciones de nu´meros reales tambie´n puede
tomar diferentes formas. La mutacio´n ma´s simple para este caso, es elegir un valor
aleatorio dentro del rango de valores posibles para la variable que se desea mu-
tar. Otra opcio´n utilizada comu´nmente en algoritmos gene´ticos es sumar al valor
actual un nu´mero aleatorio que se obtiene de una distribucio´n sime´trica. General-
mente se utilizan distribuciones normales pero es posible utilizar otras (Cauchy
o uniforme en cierto rango). En los algoritmos gene´ticos se continu´a utilizando
la mutacio´n con una probabilidad muy baja, pero en los algoritmos evolutivos la
mutacio´n es el operador de variacio´n principal y se utiliza con mayor frecuencia
[11].
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Figura 3.2: Un esquema de cruce simple en el que se observa la alineacio´n de las
dos cadenas y el intercambio parcial de informacio´n, usando un punto de cruce
aleatorio.
Cruzamiento
El operador de cruce probablemente ma´s sencillo es el que realiza cruce en
un punto. Consiste en elegir al azar un punto en el interior de los cromosomas de
dos individuos donadores y formar dos nuevos individuos copiando el segmento
izquierdo del cromosoma de un padre con el segmento derecho el otro, como se
observa en la figura 3.2 [34].
El cruce de un punto se puede generalizar a cruce en n puntos, donde los donado-
res se parten en n + 1 segmentos al azar y los descendientes se obtienen tomando
segmentos alternos de cada donador. Por ejemplo, en cruce con dos puntos se
obtienen tres segmentos de un donador X que podemos designar X1X2X3 y tres
segmentos del donador Y , Y1Y2Y3. Los dos individuos que resultan del cruce en
dos puntos son X1Y2X3 y Y1X2Y3.
Otro operador de cruce utilizado frecuentemente en la pra´ctica es el cruce uni-
forme. Este operador trata cada posicio´n de los descendientes independientemente
y decide aleatoriamente el donador par cada posicio´n de los hijos. Esto es, en lugar
de dividir los cromosomas en segmentos que se intercambian, para cada posicio´n
se elige un donador al azar. Generalmente se utiliza una probabilidad igual para
cada padre (50 %) y se utiliza con una probabilidad para cada posicio´n, aunque es
posible pensar en mecanismos para adaptar las probabilidades [88].
El cruce en n puntos tiende a mantener juntos los genes que esta´n cercanos entre
sı´ en la representacio´n. En cambio, el cruce uniforme ignora completamente la
posicio´n de las variables en la representacio´n.
Al igual que el operador de mutacio´n, el operador de cruce tiene asociado una pro-
babilidad de cruce. Histo´ricamente, en los algoritmos gene´ticos, esta probabilidad
es relativamente alta (alrededor de 0,6 a 1) en comparacio´n con las probabilidades
de mutacio´n.
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Los operadores de cruce en varios puntos y el cruce uniforme intercambian in-
formacio´n de los padres y son adecuados para representaciones discretas, como
la binaria u otros alfabetos de mayor cardinalidad. Aunque tambie´n es posible
utilizar estos operadores de recombinacio´n discreta cuando se utilizan nu´meros
reales, en este caso es natural utilizar operadores que combinan los valores de ca-
da para´metro.
Existen muchas maneras de hacer esto. Los operadores de recombinacio´n arit-
me´tica (o recombinacio´n intermedia) son una clase importante de operadores de
cruce para representaciones reales. En general, estos operadores crean un nuevo
valor para la posicio´n i usando zi = αxi + (1 − α) yi para alguna α entre [0,1].
Existen diversas variantes de operadores de recombinacio´n intermedia. El ma´s
comu´n es conocido como recombinacio´n aritme´tica completa y simplemente pro-
media todas las variables de dos donadores. Para crear dos descendientes se usa
Hi jo1 = αx¯ + (1 − α) y¯
Hi jo2 = αy¯ + (1 − α) y¯
donde x¯ y y¯ denotan los vectores de todas las variables del primer y segundo padres
respectivamente. Otras variaciones de recombinacio´n intermedia no cambian to-
das las variables. Por ejemplo un operador conocido como recombinacio´n simple
elige un punto k y copia las primeras k variables de cada padre a los hijos [86]. El
resto de las variables se recambian usando el mismo me´todo que la recombinacio´n
aritme´tica completa. Otra variacio´n es la recombinacio´n aritme´tica sencilla donde
u´nicamente se combinan las variables de un punto k elegido al azar. El resto de
las variables se copian de los padres sin ningu´n cambio.
Los operadores de recombinacio´n son sencillos pero tienen la desventaja de dis-
minuir los rangos de las variables. Despue´s de todo, el promedio de dos nu´meros
siempre sera´ un nu´mero intermedio. Cuando se usa recombinacio´n intermedia, la
creacio´n de valores fuera del rango de los valores de los padres queda a cargo de la
mutacio´n [34]. Existen otros operadores de recombinacio´n que no limitan el rango
de los hijos al rango de los padres. Por ejemplo se puede extender el rango de α en
la recombinacio´n a valores mayores a 1. Pero otros operadores obtienen el nuevo
valor de forma aleatoria utilizando una distribucio´n que esta´ parametrizada con
propiedades de los padres. Por ejemplo, se puede obtener el valor nuevo de una
distribucio´n normal centrada en el promedio aritme´tico de los padres y utilizando
una desviacio´n esta´ndar que permita que el nuevo valor sea ligeramente mayor o
menor a los padres.
3.1.4. Algoritmos Gene´ticos Paralelos
Los algoritmos gene´ticos paralelos se han vuelto muy populares y existe un
gran nu´mero de implementaciones y algoritmos [10]. Las principales razones de
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su e´xito son, en primer lugar, el hecho de que los algoritmos gene´ticos son natural-
mente paralelos y en segundo lugar, que la mayorı´a de los operadores de variacio´n
pueden ser fa´cilmente paralelizados. Sin embargo, una observacio´n interesante es
el uso de una poblacio´n estructurada, una distribucio´n espacial de los individuos,
en forma de un conjunto de islas [95], o en una grilla de difusio´n [89], es la res-
ponsable de los principales beneficios.
Hay una larga tradicio´n en el uso de poblaciones estructuradas en los algoritmos
gene´ticos, especialmente asociados a distribuciones paralelas como por ejemp-
lo: [1] [8] [10] [7] [3] [38]. La descentralizacio´n de una u´nica poblacio´n puede
realizarse mediante particionamiento en varias subpoblaciones (islas) la cual se
puede realizar de acuerdo a diferentes modelos de paralelismo.
Modelo de Ejecuciones Independientes
Este modelo consiste principalmente en ejecutar en paralelo el mismo algo-
ritmo secuencial, sin comunicacio´n alguna entre las ejecuciones independientes.
Este me´todo extremadamente simple de hacer en un trabajo simulta´neo resulta
muy u´til, ya que puede ser usado para la ejecucio´n de varias versiones del mis-
mo problema con diferentes condiciones iniciales, permitiendo ası´ generar datos
estadı´sticos sobre el problema en cuestio´n. Como los algoritmos gene´ticos son
naturalmente estoca´sticos, la posibilidad de contar con esta clase de estadı´sticas
es muy importante [5].
Modelo de Maestro y Esclavo
El modelo de maestro-esclavo es fa´cil de visualizar. Consiste en la dis-
tribucio´n de las evaluaciones de la funcio´n objetivo en varios procesadores mien-
tras que el bucle principal del algoritmo gene´tico se ejecuta en un procesador
maestro. Este paradigma paralelo es bastante simple de implementar y su ex-
ploracio´n del espacio de bu´squeda es conceptualmente igual al de un algoritmo
gene´tico ejecutado en un procesador simple. En otras palabras, el nu´mero de
procesadores usados es independiente de las soluciones evaluadas, excepto por
el tiempo. Este paradigma se ilustra en la figura 3.3 donde el procesador maestro
envı´a los para´metros necesarios para la evaluacio´n de la funcio´n objetivo a los es-
clavos y el valor de la funcio´n es retornado una vez que el valor es calculado [9].
Modelo Distribuido
En este modelo, la poblacio´n esta´ estructurada en subpoblaciones ma´s pequen˜as
relativamente aisladas unas de otras, lo cual es conveniente para la implementacio´n.
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Figura 3.3: Modelo Maestro-Esclavo.
Figura 3.4: Modelo Distribuido.
Los algoritmos gene´ticos paralelos basados en este paradigma a veces se los llama
algoritmos gene´ticos multipoblacionales. A parte de su nombre, la caracterı´stica
clave de esta clase de algoritmos es que los individuos dentro de una subpoblacio´n
particular (o isla) ocasionalmente puede migrar a otra. Este paradigma se ilustra
en la figura 3.4. Hay que notar que los canales de comunicacio´n que se observan
son a modo de ejemplo. Las asignaciones especı´ficas se hacen como parte de la
estrategia de migracio´n de los algoritmos gene´ticos y se mapean sobre una red
fı´sica [4].
Modelo Celular
El paradigma de algoritmos gene´ticos celulares paralelos normalmente se
encuentra asociado al concepto de una u´nica poblacio´n, donde cada procesador
mantiene solo unos pocos individuos (normalmente uno o dos). Esto es porque
este modelo a veces se lo conoce como paralelismo de grano fino. Su caracterı´stica
principal es la estructuracio´n de la poblacio´n en vecindarios, y los individuos solo
pueden interactuar con sus vecinos. Ası´, las buenas soluciones (posiblemente)
surgen en diferentes a´reas en toda la topologı´a y se dispersan lentamente a trave´s
de toda la estructura (poblacio´n). Este modelo se ilustra en la figura 3.5 y las
implementaciones de algoritmos gene´ticos celulares encajan naturalmente en e´l.
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Figura 3.5: Modelo Celular.
Figura 3.6: Modelos Hı´bridos.
Los algoritmos gene´ticos celulares se disen˜aron inicialmente para el trabajo de
un alto grado de paralelismo, aunque este mismo modelo ha sido adaptado para
sistemas distribuidos [61] y maquinas monoprocesador [2] [38].
Otros Modelos
Es posible encontrar muchas implementaciones difı´ciles de clasificar en la
literatura. En general, se los llama algoritmos hı´bridos a partir de las caracterı´sti-
cas de los diferentes modelos. Por ejemplo, la figura 3.6 muestra tres arquitecturas
hı´bridas en las cuales se observa un enfoque de dos niveles de paralelizacio´n. En
los tres casos el nivel ma´s alto de paralelizacio´n es un algoritmo gene´tico dis-
tribuido. En la figura 3.6 (a) se observa un modelo de islas ba´sicas de un algoritmo
gene´tico celular que trata de combinar las ventajas de dos modelos [2]. En la figu-
ra 3.6 (b) se observan varios niveles de paralelizacio´n conectados en un modelo
distribuido, obteniendo ası´ una explotacio´n del paralelismo para hacer evoluciones
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ra´pidas y para obtener la evolucio´n de poblaciones separadas al mismo tiempo [9].
Finalmente, la figura 3.6 (c) presenta varias islas de algoritmos distribuidos con
un nivel ma´s alto de distribucio´n, permitiendo la migracio´n entre islas conectadas
[5].
3.2. Estrategias Evolutivas
Las estrategias evolutivas han sido utilizadas por varias de´cadas para re-
solver problemas complejos en muchas a´reas. Estas estrategias se basan en princi-
pios de evolucio´n biolo´gica y gene´tica. Existen muchas variantes dentro de estas
estrategias, en esta seccio´n solo se mencionara´n las caracterı´sticas ma´s generales
y, tomando como base los algoritmos gene´ticos vistos en la seccio´n 3.1, se enu-
merara´n las diferencias entre estos algoritmos gene´ticos y las estrategias evoluti-
vas.
3.2.1. Reproduccio´n
Los mecanismos de seleccio´n y reemplazo de las estrategias evolutivas son
un caso extremo de lo que ocurre en los algoritmos gene´ticos . En estos algoritmos,
se considera que la poblacio´n entera es seleccionada para reproducirse, pero solo
algunos individuos recie´n creados sobrevivira´n para formar la siguiente poblacio´n.
En estas estrategias evolutivas se crean λ descendientes a partir de µ padres y
λ es varias veces (generalmente alrededor de siete veces) mayor que µ. En una
variacio´n conocida como µ + λ los mejores µ individuos se eligen de la unio´n
de los padres y los descendientes. Esta es una forma extrema de elitismo. En otra
variacio´n conocida como (µ, λ) los mejores µ se eligen so´lo entre los descendientes
y no hay elitismo [107].
3.2.2. Mutacio´n
De acuerdo con lo visto en la seccio´n 3.1.3, en los algoritmos gene´ticos se
cuenta con una probabilidad de mutacio´n relativamente baja, es decir que pm toma
valores entre 0,01 y 0,001. En las estrategias evolutivas todos los individuos son
mutados (esto es pm = 1, 0). En la variacio´n ma´s sencilla de estrategias evolutivas
cada componente i de una solucio´n x muta de la siguiente manera:
x′i = xi + N (0, σ)
donde n (µ, σ) denota la distribucio´n normal con media µ (0 en este caso) y σ es la
desviacio´n esta´ndar. Para cada componente i se obtiene un nuevo valor aleatorio.
La desviacio´n esta´ndar es un para´metro importante porque determina magnitud
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de la mutacio´n. En la variacio´n ma´s simple de estrategias evolutivas se utiliza un
u´nico valor de σ para obtener las mutaciones de todos los componentes de la solu-
cio´n (y de hecho para todas las soluciones candidatas). Este valor se puede ajustar
durante la ejecucio´n del algoritmo. Una forma sencilla para realizar esto consiste
en actualizar el valor de σ despue´s de cierto nu´mero de iteraciones usando la fre-
cuencia de mutaciones que resultaron en una mejor solucio´n.
Existen me´todos ma´s sofisticados de mutacio´n en los que se incluyen para´metros
que determinan la correlacio´n entre diferentes componentes. Esto permite realizar
mutaciones en direcciones arbitrarias, pero en la pra´ctica son utilizadas poco fre-






de operaciones y de
espacio para mutar cada solucio´n en la poblacio´n [101].
3.2.3. Cruce y Recombinacio´n
En la seccio´n 3.1.3, se mencionaron de operadores de cruce que combinan
de alguna manera la informacio´n de exactamente dos padres. En estrategias evo-
lutivas es comu´n utilizar la poblacio´n completa para producir dos descendientes:
para cada posicio´n de los hijos se eligen al azar dos padres y se aplica recom-
binacio´n directa o intermedia. La eleccio´n de los padres se realiza nuevamente
en cada posicio´n. Recue´rdese que en estrategias evolutivas el cromosoma de los
individuos contiene las variables del problema que se desea resolver y tambie´n
los para´metros que controlan la mutacio´n. Se acostumbra utilizar recombinacio´n
discreta para la parte del cromosoma con las variables del problema y recombi-
nacio´n intermedia para los para´metros de mutacio´n [86].
La recombinacio´n produce nuevos individuos combinando la informacio´n de dos
o ma´s padres. Si bien existen varios me´todos de recombinacio´n para individuos
con variables discretas, los me´todos de recombinacio´n de la seccio´n 3.2.3 son so´lo
aplicables a variables reales.
Recombinacio´n Intermedia
En la recombinacio´n intermedia [68] los valores de las variables de los
descendientes son elegidos alrededor y entre los valores de las variables de los
padres. Los descendientes se producen de acuerdo a esta regla:
Var0i = Var
P1
i × ai + VarP2i × (1 − ai) (3.1)
donde:
i ∈ (1, 2, ...,Nvar).
ai ∈ [−d, 1 + d] aleatorio uniforme.
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Figura 3.7: A´rea de los valores de las variables de los descendientes comparados
con los valores de las variables de los padres en la recombinacio´n intermedia.
d = 0, 25.
ai para cada nuevo i, siendo a un factor de escala uniformemente aleatorio
en el intervalo [−d, 1 + d] para cada nueva variable a.
El valor del para´metro d define el taman˜o del a´rea para los posibles descendientes.
El valor d = 0 define el a´rea para los descendientes del mismo taman˜o que el a´rea
entre los padres. Este me´todo se lo llama recombinacio´n intermedia (esta´ndar)
porque la mayorı´a de las variables de los descendientes no son generadas en el
borde, reduciendo el a´rea para las variables a lo largo de las generaciones.Para
asegurar que el a´rea variable de los descendientes sea la misma que el a´rea variable
definida por las variables de los padres se utiliza un valor mayor en d. El valor
d = 0, 25 asegura estadı´sticamente este resultado. En la figura 3.7 se observa el
a´rea del rango de las variables de los descendientes definidas por las variables
de los padres. La recombinacio´n intermedia es capaz de producir cualquier punto
dentro de un hipercubo un poco ma´s grande que el definido por los padres. En la
figura 3.8 muestra la posible a´rea de descendientes despue´s de la recombinacio´n
intermedia.
Recombinacio´n Lineal
La recombinacio´n lineal [68] es similar a la recombinacio´n intermedia, ex-
cepto en que so´lo se utiliza un u´nico valor de a para todas las variables:
Var0i = Var
P1
i × a + VarP2i × (1 − a) (3.2)
donde:
i ∈ (1, 2, ...,Nvar).
a ∈ [−d, 1 + d] aleatorio uniforme.
d = 0, 25.
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Figura 3.8: Posible a´rea de los descendientes despue´s de la recombinacio´n inter-
media.
a para todos los i ide´ntico.
Para los valores de d, las aclaraciones dadas para la recombinacio´n intermedia
tambie´n valen en la recombinacio´n lineal.
La recombinacio´n lineal puede generar cualquier punto en la linea definida por los
padres. En la figura 3.9 se observan las posibles posiciones de los descendientes
despue´s de la recombinacio´n lineal.
Recombinacio´n Lineal Extendida
La recombinacio´n lineal extendida [69] genera descendientes en una lı´nea
definida por los valores de las variables de los padres. De todas maneras, la re-
combinacio´n lineal extendida no esta´ restringida a la lı´nea entre los padres y una
pequen˜a a´rea fuera. Los padres definen la lı´nea donde los posibles descendientes
pueden ser creados; el taman˜o del a´rea se define por el dominio de las variables.
Dentro de esta a´rea, los posibles descendientes no esta´n uniformemente distribui-
dos, ya que la probabilidad de la creacio´n de descendientes cercanos a los padres
es alta.
Los descendientes son producidos de acuerdo a la formula:
Var0i = Var
P1
i + si × ri × a ×
VarP2i − VarP1i
‖ VarP1i − VarP2i
(3.3)
donde:
a = 2−ku, con a ide´ntico para todos los i, donde:
• k es la precisio´n de mutacio´n.
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Figura 3.9: Posibles posiciones de los descendientes despue´s de la recombinacio´n
lineal.
• u ∈ [0, 1] aleatorio uniforme.
r × dominioR, donde dominioR es el rango de pasos de recombinacio´n.
si ∈ {−1,+1} aleatorio uniforme.
La creacio´n de los descendientes usa caracterı´sticas similares al operador de mu-
tacio´n para variables de valores reales. El para´metro a define el taman˜o relativo del
paso, el para´metro r el ma´ximo taman˜o de paso y el para´metro s la direccio´n del
paso de la recombinacio´n. La figura 3.10 muestra este efecto de la recombinacio´n
lineal extendida. El para´metro k determina la precisio´n usada para la creacio´n de
los pasos de recombinacio´n. Con un k grande se producen pasos ma´s pequen˜os.
Para todos los valores de k el ma´ximo valor de a es a = 1 (u = 0). Los valores
tı´picos para el para´metro de precisio´n k esta´n entre 4 y 20.
Un robusto valor para el para´metro r (rango de pasos de recombinacio´n) es del
10 % del dominio de la variable. De todos modos, segu´n el dominio definido para
las variables o para casos especiales, se puede reajustar este para´metro. Mediante
la seleccio´n de un valor pequen˜o para r la creacio´n de los descendientes se realiza
en una a´rea ma´s pequen˜a alrededor de los padres.
Si el para´metro s (direccio´n de bu´squeda) se fija en −1 o +1 con igual probabili-
dad se realizara´ una recombinacio´n sin direccio´n. Si la probabilidad de s = +1 es
superior a 0, 5, se realizara´ una recombinacio´n dirigida donde los descendientes
son creados desde el peor padre hasta el mejor, donde el mejor padre siempre debe
ser el primero.
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Figura 3.10: Posibles posiciones de los descendientes despue´s de la recombi-
nacio´n lineal extendida de acuerdo a la posicio´n de los padres y del a´rea de defini-
cio´n de las variables.
3.2.4. Neuroevolucio´n
La neuroevolucio´n es una estrategia evolutiva que combina a los algorit-
mos evolutivos con redes neuronales artificiales (RNA). La evolucio´n de redes
neuronales artificiales se refiere a una clase especial de redes neuronales cuya
evolucio´n es otro proceso fundamental de adaptacio´n en el aprendizaje [109]. Los
algoritmos evolutivos se usan para desempen˜ar varias tareas como el entrenamien-
to de los pesos de las conexiones, el disen˜o de la arquitectura, adaptacio´n de reglas
de aprendizaje, seleccio´n de caracterı´sticas de entrada, inicializacio´n de los pesos
de las conexiones, etc. Una caracterı´stica distintiva de la neuroevolucio´n es su
adaptabilidad a entornos dina´micos. En otras palabras, la neuroevolucio´n puede
realizar adaptaciones a medida que los cambios se van sucediendo en el entorno.
Las dos formas de realizar la adaptacio´n en la neuroevolucio´n, evolucio´n y apren-
dizaje, hacen su adaptacio´n mucho ma´s efectiva y eficiente. En un sentido ma´s
amplio, la neuroevolucio´n puede ser vista como un framework general para sis-
temas adaptativos, por ejemplo, sistemas que pueden cambiar su arquitectura y
aprender reglas apropiadamente sin intervencio´n humana.
La evolucio´n ha sido introducida a las redes neuronales artificiales en tres niveles
diferentes: los pesos de las conexiones, las arquitecturas y las reglas de aprendiza-
je.
La evolucio´n de los pesos de las conexiones introduce un enfoque de entre-
namiento adaptativo y global, especialmente en el refuerzo del aprendizaje
y el paradigma de aprendizaje de redes recurrentes, donde los algoritmos de
entrenamiento basados en gradiente suelen sufrir grandes dificultades.
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La evolucio´n de la arquitectura le permite a las redes neuronales artifi-
ciales adaptar su topologı´a a diferentes tareas sin intervencio´n humana y
ası´ proveer un enfoque hacia el disen˜o automa´tico de redes neuronales donde
ambos, los pesos de las conexiones y las estructuras, pueden ser evoluciona-
dos.
La evolucio´n de las reglas de aprendizaje pueden ser considerada como un
proceso de ”aprendiendo a aprender” en redes neuronales donde la adaptacio´n
de las reglas de aprendizaje registrado a trave´s de evolucio´n. Tambie´n pueden
ser considerada como un proceso adaptativo de una bu´squeda automa´tica de
nuevas reglas de aprendizaje.
De acuerdo con la simplicidad y generalidad de la evolucio´n y el hecho de que
los algoritmos de entrenamiento basados en gradiente con frecuencia deben ser
ejecutados varias veces ya que suelen quedar atrapados en o´ptimos locales, el
enfoque de la evolucio´n resulta ser bastante competitivo.
La evolucio´n puede ser usada para encontrar automa´ticamente una arquitectura de
una red neuronal artificial cercana al o´ptimo. Esto tiene varias ventajas por sobre




NeuroEvolucio´n (NE), la adaptacio´n de las redes neuronales a trave´s de
estrategias evolutivas, ha mostrado ser una buena herramienta en el aprendizaje
de tareas complejas [37] [39] [67] [79] [104]. La neuroevolucio´n busca, a trave´s
del espacio de soluciones, determinar redes que puedan desarrollar correctamente
una tarea dada. Este enfoque de resolver problemas complejos de adaptacio´n re-
presenta una alternativa a las te´cnicas estadı´sticas que tratan de estimar la utilidad
de acciones particulares en estados particulares del mundo. La NE es un enfoque
prometedor para la resolucio´n de problemas, ya que busca un comportamiento en
lugar de una funcio´n de valor y es efectivo en problemas con espacios de estados
continuos y de grandes dimensiones. Adema´s, la memoria es fa´cil de representar
a trave´s de conexiones recurrentes en las redes neuronales.
En los enfoques tradicionales de la NE, se elige una topologı´a para evolucionar
las redes antes de comenzar con los experimentos. Normalmente, la topologı´a de
la red es una simple capa de neuronas ocultas, con cada neurona oculta conectada
a cada entrada y a cada salida de la red. La evolucio´n busca en el espacio de los
pesos de las conexiones en esta topologı´a completamente conectada permitiendo
redes de alto rendimiento para reproducirse. El espacio de los pesos se explora a
trave´s del cruce de los vectores de los pesos de la red y a trave´s de mutaciones
simples en los pesos de las redes. Ası´, el objetivo de la NE de topologı´a fija opti-
miza los pesos de las conexiones que determinan el funcionamiento de una red.
De todos modos, los pesos de las conexiones no son el u´nico aspecto de las redes
neuronales que contribuyen en su comportamiento. La topologı´a, o estructura, de
las redes neuronales tambie´n afecta a su funcionamiento.
Una importante cuestio´n en Neuroevolucio´n es como ganar ventaja a partir de la
topologı´a de las redes neuronales evolutivas junto con los pesos.
En esta seccio´n se presenta un me´todo, NeuroEvolution of Augmenting Topolo-
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gies (NEAT), el cual supera al mejor me´todo de topologı´a fija en un exigente punto
de referencia como el aprendizaje de tareas [91]. Se trata de aumentar la eficiencia
de acuerdo a:
1. El empleo de un me´todo principal de cruce de diferentes topologı´as.
2. La proteccio´n de la innovacio´n estructural usando especiacio´n.
3. El crecimiento incremental desde una estructura mı´nima.
NEAT hace una importante contribucio´n a los algoritmos gene´ticos porque mues-
tra que por evolucio´n se puede optimizar y, simulta´neamente, hacer ma´s complejas
las soluciones, dando la posibilidad de evolucionar aumentando la complejidad
de las soluciones a cada generacio´n, fortaleciendo la analogı´a con la evolucio´n
biolo´gica.
4.1. Codificacio´n Gene´tica
En el proceso de evolucio´n de NEAT, se realizan diversos procesos de mu-
tacio´n que pueden cambiar tanto los pesos de las conexiones como la estructura de
la red. Los pesos de las conexiones mutan como en cualquier sistema de NE, con
cada conexio´n, ya sea perturbado o no en cada generacio´n [109]. Las mutaciones
de la estructura ocurren de dos maneras. Ambos tipos de mutacio´n se ilustran en la
figura 4.1 con los genes de conexio´n de una red junto con sus fenotipos. El nu´mero
superior de cada genoma es el nu´mero de innovacio´n del gen. Los nu´meros de in-
novacio´n son marcas histo´ricas que identifican el antecesor original histo´rico de
cada gen. A los nuevos genes se les asignan nuevos nu´meros cada vez ma´s altos.
Cuando se agrega una conexio´n, un gen simple de una nueva conexio´n se agrega
al final del genoma y dando el siguiente nu´mero de innovacio´n disponible. Cuan-
do se agrega un nuevo nodo, el gen de conexio´n a dividirse se deshabilita (DES)
y dos nuevos genes de conexio´n se agregan al final del genoma. El nuevo nodo
se situ´a entre las dos nuevas conexiones. Un nuevo gen de nodo (no graficado en
4.1) se agrega al genoma representando a este nuevo nodo.
Cada mutacio´n expande el taman˜o del genoma agregando uno o varios genes.
En la mutacio´n agregar conexio´n, se agrega un gen de una nueva conexio´n sim-
ple con un peso aleatorio que conecte dos nodos previamente desconectados. En
la mutacio´n agregar un nodo, se divide una conexio´n existente y se coloca un
nuevo nodo donde la conexio´n estaba, como se observa en la figura 4.1. La vieja
conexio´n se deshabilita y 2 nuevas conexiones se agregan al genoma. La nueva
conexio´n que llega al nuevo nodo se le coloca 1 como valor del peso y la nue-
va conexio´n que sale recibe el peso que la vieja conexio´n. Esta forma de agregar
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Figura 4.1: Los dos tipos de mutacio´n de NEAT.
nodos permite minimizar el efecto inicial de la mutacio´n. La nueva no linealidad
en la conexio´n cambia ligeramente la funcio´n, pero los nuevos nodos pueden ser
integrados inmediatamente a la red, en contraposicio´n a agregar estructuras ex-
tran˜as que tengan que ser evolucionadas luego dentro de la red. De esta manera,
por la especiacio´n, la red tendra´ tiempo de optimizarse y hacer uso de su nueva
estructura.
A trave´s de la mutacio´n, los genomas en NEAT aumentara´n su taman˜o gradual-
mente, dando como resultado a genomas de variados taman˜os, a veces con difer-
entes conexiones en las mismas posiciones. El problema con topologı´as de difer-
entes taman˜os y diferentes combinaciones de pesos es un resultado inevitable de
permitir que los genomas crezcan sin lı´mites [91].
4.2. Seguimiento de Genes
Hay informacio´n sin explotar en la evolucio´n que puede decir exactamente
cuales son los genes que pueden combinarse entre individuos de una poblacio´n
topolo´gicamente diversa. Esta informacio´n es el origen histo´rico de cada gen.
Dos genes con el mismo origen histo´rico deben representar la misma estructura
(aunque posiblemente difieran en los pesos), desde que son derivados del mis-
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mo gen ancestro en algu´n punto en el pasado. Ası´, todo el sistema necesita hacer
saber cuales son los genes que se pueden combinar para mantener el seguimiento
del origen histo´rico de cada gen en el sistema.
El seguimiento de los orı´genes histo´ricos es muy fa´cil de computar. Cuando un
nuevo gen aparece (a trave´s de la mutacio´n estructural) se incrementa un nu´mero
de innovacio´n global y se lo asigna al gen. Ası´, los nu´meros de innovacio´n re-
presentan una cronologı´a de apariciones de cada gen en el sistema. Por ejemplo,
suponiendo que las dos mutaciones de la figura 4.1 ocurren una despue´s de la otra
en el sistema, al nuevo gen de conexio´n creado en la primera mutacio´n se le asigna
el nu´mero 7 y a los nuevos genes de conexio´n agregados durante la mutacio´n de un
nuevo nodo se les asignan los nu´meros 8 y 9. En el futuro, cuando estos genomas
se reproduzcan, los descendientes tendra´n los mismos nu´meros de innovacio´n en
cada gen; los nu´meros de innovacio´n nunca cambian. Ası´, el origen histo´rico de
cada gen en el sistema es conocido en toda la evolucio´n.
Cuando se cruzan, se alinean los genes en ambos genomas con el mismo nu´mero
de innovacio´n. Estos genes se conocen como genes coincidentes. Los genes que
no coinciden se los llaman disjuntos o exceso, dependiendo de si se producen
dentro o fuera del rango de los nu´meros de innovacio´n del otro padre. Estos re-
presentan la estructura que no esta´ presente en el otro genoma. En la composicio´n
del descendiente, los genes se eligen aleatoriamente de cada padre de entre los
genes coincidentes, considerando que todos los genes exceso o disjuntos se in-
cluyen siempre del padre ma´s adecuado. De esta manera, las marcas histo´ricas le
permiten a NEAT llevar a cabo un cruce usando genomas lineales sin la necesidad
de un costoso ana´lisis de las topologı´as.
Las marcas histo´ricas le dan a NEAT una nueva y poderosa capacidad. El sistema
ahora sabe exactamente que genes combinan con cuales como se ve en la Figura
4.2. Aunque el padre 1 y el padre 2 se vean diferentes, sus nu´meros de innovacio´n
(es el nu´mero en la parte superior de cada gen) dicen cual gen encaja con cual. Los
genes que coinciden se heredan aleatoriamente, mientras que los genes disjuntos
(que no coinciden en el medio) y genes de exceso (que no coinciden al final) se
heredan desde el padre ma´s apropiado. En este caso, se asume igual fitness, por
lo tanto los genes disjuntos como los genes de exceso tambie´n se heredan aleato-
riamente. Los genes deshabilitados pueden habilitarse nuevamente en las futuras
generaciones: hay una chance predeterminada que un gen heredado se deshabilite
si esta´ deshabilitado en alguno de los padres.
Si se desea tener un mayor detalle tanto de la codificacio´n como del segmento de
genes de NEAT, consultar [91] [92].
Mediante el agregado de genes a la poblacio´n y la sensatez del apareamiento
de genomas que representan diferentes estructuras, el sistema puede formar una
poblacio´n de diversas topologı´as. Sin embargo, resulta que dicha poblacio´n en si
misma no puede mantener las innovaciones topolo´gicas, porque las estructuras
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Figura 4.2: Combinacio´n de genomas de redes de diferentes topologı´as.
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ma´s pequen˜as se optimizan ma´s ra´pido que las estructuras grandes y el agrega-
do de nodos y conexiones, normalmente, decrece inicialmente el fitness de la red
[91]. Las estructuras recientemente aumentadas tienen una pequen˜a esperanza de
sobrevivir ma´s de una generacio´n aunque las innovaciones que representan pueden
ser cruciales para la resolucio´n de la tarea en una larga ejecucio´n. La solucio´n es
proteger la innovacio´n mediante la especiacio´n de la poblacio´n, como se explica
a continuacio´n.
4.3. Especiacio´n
La especiacio´n de la poblacio´n le permite a los organismos competir prin-
cipalmente dentro de sus propios nichos en lugar de hacerlo con la poblacio´n
en general. De esta manera, las innovaciones topolo´gicas esta´n protegidas en un
nuevo nicho donde tienen tiempo de optimizar sus estructuras a trave´s de la com-
petencia en el nicho. La idea es dividir la poblacio´n en especies de tal manera
que cada una contenga topologı´as similares. Esta tarea parece ser un problema de
coincidencia de topologı´a. Sin embargo, resulta que de nuevo las marcas histo´ri-
cas ofrecen una solucio´n eficiente.
El nu´mero de genes disjuntos y excesos entre un par de genomas es una medida
natural de su distancia de compatibilidad. Cuanto ma´s disjuntos sean dos geno-
mas, menos historia evolutiva comparten y por lo tanto son menos compatibles.
Entonces, se puede medir la distancia de compatibilidad δ de diferentes estruc-
turas en NEAT como una simple combinacio´n lineal del nu´mero de genes excesos
E y el nu´mero de genes disjuntos D, ası´ como el peso medio de las diferencias de







+ c3 ·W (4.1)
Los coeficientes c1, c2 y c3 permiten ajustar la importancia de los tres factores y
el factor N, la cantidad de genes del genoma ma´s largo, normaliza el taman˜o del
genoma (N puede tomar el valor 1 si ambos genomas son pequen˜os, por ejemplo
si consiste en alrededor de 20 genes).
La medida de distancia δ permite la especiacio´n usando un umbral de compatibi-
lidad δt. Se mantiene una lista ordenada de las especies. En cada generacio´n los
genomas se situ´an secuencialmente en las especies. Cada especie existente se re-
presenta mediante un genoma aleatorio perteneciente a la especie de la generacio´n
anterior. Dado un genoma g en la generacio´n actual se ubica en la primer especie
en la cual g es compatible con el genoma representativo de dicha especie. De esta
manera, las especies no se superponen. Si g no es compatible con ninguna especie
existente, se crea una nueva especie con g como su representante.
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Como mecanismo de reproduccio´n de NEAT, se usa fitness explı´cito compartido
[34], donde los organismos dentro de la misma especie deben compartir el fitness
de su nicho. Ası´, una especie no puede darse el lujo de ser demasiado grande
au´n si varios de sus organismos tienen un buen desempen˜o. Por lo tanto, es poco
probable que una especie abarque toda la poblacio´n, lo cual es crucial para que la
evolucio´n por especiacio´n funcione. El fitness ajustado f ′i para el organismo i se





sh (δ (i, j))
(4.2)
La funcio´n compartir sh vale 0 cuando la distancia δ (i, j) esta´ por encima del um-
bral δt; caso contrario, sh (δ (i, j)) vale 1. Ası´,
∑n
j=1 sh (δ (i, j)) se reduce al nu´mero
de organismos en la misma especie que el organismo i. Esta reduccio´n es natural
desde que las especies esta´n agrupadas por compatibilidad usando el umbral δt.
A cada especie se le asigna un nu´mero potencial de descendientes en proporcio´n
a la suma de fitness ajustados f ′i de sus organismos miembros. Las especies se
reproducen a continuacio´n, en primer lugar la eliminacio´n de los miembros de la
poblacio´n de ma´s bajo rendimiento. Luego, la poblacio´n entera se reemplaza por
los descendientes de los organismos restantes en cada especie.
El efecto deseado de la especiacio´n de la poblacio´n es proteger las innovaciones
topolo´gicas. El objetivo final del sistema, entonces, es llevar a cabo lo ma´s efi-
cientemente posible la bu´squeda de soluciones. Este objetivo se logra a trave´s de
reducir al mı´nimo la dimensionalidad del espacio de bu´squeda [91].
4.4. Crecimiento Incremental
NEAT sesga la bu´squeda hacia espacios de dimensiones mı´nimas comen-
zando con una poblacio´n uniforme de redes sin nodos ocultos (ej: todas las en-
tradas se conectan directamente a la salida). Nuevas estructuras son introducidas
incrementalmente a medida que ocurren las mutaciones estructurales y solo so-
breviven aquellas estructuras que son encontradas u´tiles mediante la evaluacio´n
de su fitness. En otras palabras, la elaboracio´n estructural que ocurre en NEAT
siempre esta´ justificada. Dado que la poblacio´n comienza en una forma reducida,
se minimiza la dimensionalidad del espacio de bu´squeda y NEAT siempre busca
en dimensiones reducidas. El minimizar la dimensionalidad le da a NEAT una
ventaja en cuanto al desempen˜o comparada con otras aproximaciones.
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4.5. Conclusiones
El me´todo NEAT es una excelente herramienta para obtener RN de arquitec-
tura mı´nima. Su desempen˜o se debe a las marcas histo´ricas, a la especiacio´n y al
crecimiento incremental a partir de una estructura mı´nima. Tambie´n se introduce
una nueva te´cnica de visualizacio´n de especies para obtener una mejor compren-
sio´n de la dina´mica del sistema.
Lo aquı´ expuesto es un resumen del me´todo propuesto por Kenneth O. Stanley y
Risto Miikkulainen. Para ma´s detalles se recomienda consultar [91].
Capı´tulo 5
Robo´tica Evolutiva
La Robo´tica Evolutiva (RE) es el a´rea de la robo´tica auto´noma en la que
se desarrollan controladores para robots utilizando estrategias evolutivas general-
mente aplicadas a redes neuronales [36]. Este tipo de estructura, adema´s de satis-
facer la necesidad que la RE tiene por comprender el funcionamiento de su par
biolo´gico, posee la caracterı´stica de ser fa´cilmente representable dentro de un al-
goritmo gene´tico.
Dentro de las soluciones existentes, donde cada individuo de la poblacio´n repre-
senta una opcio´n dentro del espacio de soluciones y en funcio´n de la complejidad
del problema a resolver, existen distintas propuestas que van desde adaptaciones
de una u´nica estructura mı´nima [72] hasta la divisio´n de la tarea en partes ma´s
simples que pueden ser aprendidas independientemente para luego combinarse
[75]. Tambie´n se han presentado alternativas donde la respuesta al problema no se
encuentra dada por un u´nico individuo sino por la poblacio´n en su conjunto [66]
o por combinacio´n de subpoblaciones [16] [18]. En todos los casos el proceso de
adaptacio´n suele ser una tarea computacionalmente costosa.
En general, el me´todo NEAT visto en el capı´tulo 4 es una buena alternativa a la
hora de resolver problemas mediante la neuroevolucio´n. Los resultados publica-
dos por los autores del me´todo muestran buen un desempen˜o para la resolucio´n
de distintas tareas. Sin embargo, la evolucio´n de las redes neuronales mediante el
me´todo NEAT suele ser costoso en cuanto a tiempo de computo. Esto se debe, en
parte, a que el me´todo no solo evoluciona los pesos de las conexiones sino que
evoluciona toda la arquitectura.
Por otro lado, las tareas de control complejas pueden ser resueltas dividie´ndolas
en mo´dulos ma´s especı´ficos y fa´ciles de manejar. Varios autores han desarrollado
distintas soluciones que combinan te´cnicas de Evolucio´n por Mo´dulos con Redes
Neuronales Evolutivas dando lugar a controladores formados por varias redes. En
este tipo de soluciones la eleccio´n del mo´dulo a utilizar en cada caso no es un
problema de fa´cil solucio´n.
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El presente capı´tulo describe uno de los principales aportes de esta tesina que
es la incorporacio´n de mo´dulos al me´todo de NEAT [75], es decir que incorpora
una etapa previa de generacio´n de una biblioteca de mo´dulos neuronales ba´sicos,
donde cada uno de ellos es capaz de resolver una tarea simple, que al combinarse
en un u´nico controlador pueden resolver una tarea ma´s compleja, reduciendo con-
siderablemente el tiempo de entrenamiento. Por lo tanto, se propone que para la
resolucio´n de una tarea compleja, se divida la tarea en subtareas ma´s simples de
dos formas distintas: vertical y horizontalmente.
La forma de dividir al problema en subtareas depende de la forma en que las mis-
mas deben ser resueltas. Si las subtareas deben resolverse en forma conjunta en
un mismo instante de tiempo, se dice que la divisio´n sera´ horizontal. Por el con-
trario, si existe un orden de resolucio´n entre las tareas de acuerdo a dependencias
jera´rquicas, donde una tarea no puede ser resuelta hasta que no se resuelvan las
tareas de las cuales depende, se dice que la divisio´n es vertical.
Por lo tanto, se plantean las dos formas de dividir y resolver las tareas como ex-
tensiones al me´todo NEAT; en la seccio´n 5.1 se refiere a la divisio´n horizontal y
en el capı´tulo 6 trata sobre la divisio´n vertical.
5.1. NEAT con Mo´dulos
Como forma de reducir el tiempo de evolucio´n, se le realizaron modifica-
ciones al me´todo NEAT para incorporar la combinacio´n de mo´dulos pre-entrenados.
En esta seccio´n se describen las modificaciones realizadas al me´todo NEAT que
permiten combinar los mo´dulos que resuelven las distintas partes de un problema
dando lugar a una u´nica red neuronal recurrente.
De esta forma, se trabaja con mo´dulos simples que son entrenados independien-
temente del problema a resolver. La comunicacio´n entre ellos se establece por
evolucio´n dando lugar a una u´nica red neuronal que representa a la solucio´n de-
seada.
Las modificaciones propuestas en esta seccio´n ha sido utilizado para resolver el
problema de evasio´n de obsta´culos y alcance de objetivos utilizando un robot
Khepera II. Las pruebas realizadas tanto en el ambiente simulado como sobre
el robot real han arrojado resultados satisfactorios.
5.1.1. Incorporacio´n de mo´dulos al me´todo NEAT
El enfoque de descomponer al problema original en mo´dulos independientes
que, luego de ser entrenados individualmente, combinan su funcionamiento inte-
grando una u´nica estructura permite reducir el tiempo de entrenamiento necesario
para obtener una estructura que resuelva el problema completo ya que cada parte
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implica una adaptacio´n ma´s simple. Como consecuencia de esta descomposicio´n
se obtendra´n mo´dulos generales reusables basados en redes neuronales.
Como se describio´ anteriormente, determinado tipo de tareas complejas pueden
verse como la unio´n de varias tareas ma´s simples. Si cada una de estas tareas
simples es resuelta con e´xito en forma independiente, deberı´a ser posible combi-
nar dichas soluciones para resolver la tarea compleja. Sobre esta premisa es que
se introduce una nueva extensio´n al me´todo NEAT, incorporando el concepto de
composicio´n de mo´dulos.
Esta propuesta asume que se dispone de un conjunto de redes neuronales donde
cada una de ellas, denominada mo´dulo, es capaz de resolver una de las tareas
simples. El objetivo de este trabajo sera´ conseguir una red neuronal unificada,
constituida por la combinacio´n de todos estos mo´dulos, que sea capaz de resolver
la tarea compleja. La incorporacio´n del concepto de mo´dulos al me´todo de NEAT
involucra la realizacio´n de varias modificaciones. La primera de ellas tiene que
ver con la topologı´a de las redes neuronales que componen la poblacio´n inicial.
En la propuesta original, se asume que no se cuenta con informacio´n suficiente
del problema como para especificar dicha topologı´a. Adema´s, comenzar con re-
des mı´nimas conduce al me´todo a explorar primero las soluciones ma´s simples. En
el caso de la extensio´n propuesta, se conocen redes que resuelven distintas partes
del problema, con lo que es posible comenzar el proceso evolutivo formando la
poblacio´n inicial con variaciones de una red neuronal unificada.
Esta red neuronal unificada se construye a partir de fusionar dentro de una misma
estructura a cada uno de los mo´dulos disponibles. Dado que las tareas resueltas
por cada mo´dulo son parte de una u´nica tarea compleja, es de esperar que ma´s de
un mo´dulo utilice las mismas entradas o produzca las mismas salidas. La red neu-
ronal unificada poseera´ como entradas la unio´n de las entradas de cada uno de los
mo´dulos, los cuales son conectados a ellas sin sufrir modificaciones. Las salidas
de la red unificada dependera´n de la tarea a resolver y por ello, la red contara´ con
tantas neuronas de salida como necesite el problema en cuestio´n.
Ma´s de un mo´dulo puede generar la misma salida de la red. Tambie´n es posible
que distintos mo´dulos produzcan estı´mulos opuestos para entradas similares, ya
que las tareas que resuelven cada uno de ellos pueden ser contradictorias. Para que
el proceso evolutivo ajuste el aporte de cada mo´dulo a las salidas de la red unifica-
da, potenciando respuestas deseadas y compatibilizando estı´mulos opuestos, las
neuronas de salida de cada mo´dulo se convierten en neuronas ocultas. A cada
una de estas neuronas convertidas se le agrega una nueva conexio´n hacia la neu-
rona de la red unificada encargada de producir la salida que daba originalmente
la neurona en cuestio´n. La conexio´n se establece con peso 1.0, de manera que el
estı´mulo original llegue a la neurona de salida sin que sea afectado. Esta nueva
conexio´n no se considera como parte de algu´n mo´dulo sino que pertenece a la red
neuronal unificada. La Figura 5.1 ejemplifica el proceso de combinacio´n de dos
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Figura 5.1: Combinacio´n de dos mo´dulos en una u´nica red neuronal.
mo´dulos para producir una red neuronal unificada.
Durante el proceso de construccio´n de la red unificada, tanto las conexiones como
las neuronas que se incorporan a la red son marcadas con un identificador asocia-
do al mo´dulo al que pertenecı´an. Esto se hace para facilitar el seguimiento de los
mo´dulos que forman las redes una vez comenzada la evolucio´n.
Otra de las modificaciones a NEAT que se proponen es la forma en que los oper-
adores gene´ticos se aplican para producir nuevos genomas. Originalmente, el o-
perador de mutacio´n era el responsable de generar innovaciones, alterando pesos,
agregando conexiones nuevas entre neuronas existentes o insertando una nueva
neurona luego de dividir en dos una conexio´n existente, como se muestra en la
Figura 5.2.
Dentro de las modificaciones realizadas al me´todo NEAT, se ha restringido la
aplicacio´n del operador de mutacio´n. So´lo es posible cambiar el peso de una
conexio´n si no pertenecı´a originalmente a ninguno de los mo´dulos que forman a
la red sometida a mutacio´n. De la misma manera, no se permite establecer nuevas
conexiones entre neuronas de un mismo mo´dulo, siendo u´nicamente va´lido hacer-
lo entre neuronas de mo´dulos diferentes. Por u´ltimo, so´lo es posible agregar una
neurona si previamente se divide una conexio´n existente, la cual, nuevamente, no
debe ser una conexio´n aportada por alguno de los mo´dulos. Estas restricciones
conducen a que el me´todo evolutivo genere la estructura necesaria para que los
mo´dulos originales interactu´en y logren alcanzar la solucio´n a la tarea compleja
planteada.
El resto del me´todo evolutivo no difiere de NEAT entandar; se mantiene una
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Figura 5.2: Red neuronal unificada y evolucionada.
poblacio´n de genomas que emplean marcado histo´rico, se utiliza el operador de
crossover original y se divide a la poblacio´n en especies de acuerdo a un criterio
de compatibilidad, dividiendo el fitness de cada miembro en proporcio´n a la can-
tidad de genomas que pertenecen al mismo nicho.
El motivo por el cual no se permite que la topologı´a y los pesos de conexio´n de
cada mo´dulo cambie se debe a que al estar e´stos fijos, el proceso evolutivo debe
buscar en un espacio ma´s reducido que si tuviera que hacerlo sobre una red com-
pletamente mutable. Esto deberı´a favorecer una convergencia ma´s ra´pida hacia
mejores soluciones. Cabe mencionar que se corre el riego de generar una red neu-
ronal con una estructura innecesariamente mayor a la que se podrı´a conseguir si
se partiera de una topologı´a mı´nima. Sin embargo, cuando la dificultad de la tarea
aumenta, la complejidad de la red neuronal crece en proporcio´n y generar una es-
tructura que haga de interfaz entre los mo´dulos resulta ma´s simple que resolver el
problema con NEAT esta´ndar [75].
5.1.2. Prueba de las modificaciones
Para probar las modificaciones introducidas al me´todo de NEAT, se ha de-
sarrollado un controlador basado en redes neuronales evolutivas que permita dotar
a un robot Khepera II de la habilidad de esquivar obsta´culos y alcanzar objetivos.
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Dado que se han utilizado u´nicamente los sensores de luz y proximidad del robot,
los objetivos buscados estara´n representados por luces ubicadas en cualquier posi-
cio´n dentro de su entorno de navegacio´n. Se espera lograr que el robot se desplace
libremente, sin colisionar con los obsta´culos hasta acercarse a una zona iluminada
donde debera´ intentar permanecer.
Para tal fin, utilizando la extensio´n al me´todo de NEAT anteriormente descripta,
se combinara´n dos mo´dulos obtenidos de manera independiente: uno que permita
esquivar obsta´culos y otro que permita alcanzar la luz ma´s pro´xima. Cada uno
de estos mo´dulos se encuentran representados por una red neuronal recurrente
obtenida a trave´s del me´todo de NEAT convencional [91].
La estrategia propuesta en esta seccio´n, si bien ha sido aplicada para obtener un
controlador a partir de dos comportamientos adquiridos previamente, puede ser
extendida fa´cilmente incorporando mo´dulos adicionales con sus correspondientes
funciones de fitness. De esta forma, el disponer de mo´dulos independientes previ-
amente entrenados facilita la obtencio´n de controladores ma´s complejos.
5.1.3. Mo´dulos ba´sicos
Tanto el mo´dulo de evasio´n de obsta´culos como el que permite al robot
alcanzar la luz han sido evolucionados utilizando NEAT convencional a lo largo
de 500 generaciones. En ambos casos, el fitness de cada individuo se obtiene como
el promedio de su calificacio´n en cuatro intentos independientes. La diferencia
en cada caso radica en la posicio´n y orientacio´n inicial del robot. Dado que las
pruebas han sido realizadas en un laberinto rectangular, cada intento comienza
con el robot en un extremo diferente. La figura 5.3 contiene el pseudoco´digo del
algoritmo utilizado.
De esta forma, el valor de fitness de un individuo esta´ dado por el promedio de
los resultados de las cuatro pruebas a las que fue sometido. A continuacio´n se
describen las caracterı´sticas especı´ficas de cada uno de los mo´dulos.
Mo´dulo para evasio´n de Obsta´culos
Se trata de una red neuronal recurrente que utiliza 8 entradas, una para cada
uno de los sensores de proximidad del robot y dos neuronas de salida, una para
cada uno de los motores.
Las entradas a la red son linealmente escaladas al rango [0..1] partir de los valores
recogidos por los sensores.
Todas las neuronas de la red, salvo las de entrada y la de bias, aplican la funcio´n
logsig como funcio´n de transferencia. Esto implica que la salida de la red de-
bera´ ser escalada entre [-1..1] a fin de poder controlar adecuadamente los motores
que actu´an sobre las ruedas del robot.
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Generar una poblacio´n inicial de 150 individuos.
repetir
para cada individuo de la poblacio´n
para i = 1 : 4
Ubicar al individuo en la posicio´n i
Calcular la aptitud del individuo en esta etapa
representado por Eval. Si durante esta la evaluacio´n
el robot colisiona, se interrumpe su recorrido y se
retorna el valor de Eval con lo acumulado hasta este punto.
fin para




Recombinar y mutar utilizando NEAT esta´ndar.
hasta (alcanzar las 500 generaciones)
Figura 5.3: Pseudoco´digo del algoritmo evolutivo.
La estructura inicial esta´ formada por 8 neuronas lineales de entrada, dos no li-
neales de salida y una neurona adicional de bias con capacidad de conectarse con
cualquier otra neurona de la red que no sea de entrada.
Para medir la aptitud de un individuo durante la simulacio´n se utiliza la siguiente
funcio´n de fitness:








1 − |Mizq − Mder|
)
× (1 − S ir) (5.1)
donde:
Mizq y Mder son valores en el intervalo [-1..1] correspondientes a la veloci-
dad de los motores izquierdo y derecho respectivamente.
S ir es el ma´ximo valor de los sensores de proximidad en el intervalo [0..1].
zonas es un valor proporcional a la cantidad de sectores recorridos por el
agente durante el entrenamiento.




obliga al agente a maximizar su des-




1 − |Mizq − Mder|
)
hace referencia a la rotacio´n del robot. Por ejemplo,
si el robot se encuentra girando sobre si mismo la velocidad en ambos motores es
76 CAPI´TULO 5. ROBO´TICA EVOLUTIVA
Figura 5.4: Red para la evasio´n de obsta´culos.
la misma pero con signo contrario, alcanzando su mayor valor cuando la velocidad
sea ma´xima. Por lo tanto, el agente debera´ minimizar este efecto para incrementar
su fitness.
Por su parte, el te´rmino (1 − S ir) obliga al agente a alejarse de los obsta´culos.
Con el objetivo de obtener individuos capaces de cubrir grandes distancias, se
dividio´ el entorno en un reticulado de 100x100 sectores iguales y se utilizo´ el
coeficiente zonas para medir la cantidad de sectores por los que el agente paso´ a







100 × 100 (5.2)
zonaxy =
{
1 Si el agente paso por el sector(xy)
−1 en caso contrario (5.3)
En resumen, en la formula 5.1 se pondera el recorrido del robot durante 500 pasos
(sumatoria) en forma proporcional a la cantidad de sectores recorridos.
La figura 5.4 muestra la arquitectura obtenida.
Mo´dulo para el alcance de la luz
Se trata de una red neuronal recurrente que utiliza 16 entradas, 8 para cada
uno de los sensores de proximidad del robot, 8 para cada uno de los sensores de
luz y dos neuronas de salida, una para cada uno de los motores.
Al igual que en el mo´dulo anterior, las entradas a la red son linealmente escaladas
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al rango [0..1] a partir de los valores recogidos por los sensores y todas las neu-
ronas de la red, salvo las de entrada y la de bias, aplican la funcio´n logsig como
funcio´n de transferencia.
La estructura inicial esta´ formada por 16 neuronas lineales de entrada, dos no li-
neales de salida y una neurona adicional de bias con capacidad de conectarse con
cualquier otra neurona de la red que no sea de entrada.















+ β × (1 − S li) (5.4)
donde:
Mizq y Mder son valores en el intervalo [-1..1] correspondientes a la veloci-
dad de los motores izquierdo y derecho respectivamente.
S li es el ma´ximo valor de los sensores de luz en el intervalo [0..0,9]. El valor
cero corresponde a la ausencia de luz y 0,9 a la deteccio´n de luz plena.
α y β son constantes de escala.
En la formula 5.4 se pondera el movimiento del robot de la misma forma que el
mo´dulo anterior, es decir que el agente intentara´ maximizar su desplazamiento
minimizando las rotaciones. Sin embargo, el hecho de sumar una cantidad pro-
porcional al mayor valor de luz sensado permite que el desempen˜o del agente siga
siendo considerado como bueno aun en el caso en que no se desplace. Esto u´ltimo
permite que el robot permanezca cerca de la luz. La figura 5.5 muestra arquitectura
obtenida.
5.1.4. Resultados
Los mo´dulos representados en las figuras 5.4 y 5.5 son integrados en una
u´nica estructura siguiendo el me´todo descrito en la seccio´n 5.1.1. La figura 5.1
corresponde a la arquitectura inicial. En ella puede observarse que los mo´dulos
comparten la informacio´n suministrada por los sensores de proximidad.
La red neuronal unificada combina la salida de cada uno de los mo´dulos a trave´s
de dos neuronas nuevas que sera´n las encargadas de comandar a los motores del
robot. Ası´, la red queda constituida con 16 entradas, 8 para cada uno de los sen-
sores de proximidad del robot y 8 para cada uno de los sensores de luz, 4 neuronas
ocultas y 2 neuronas de salida, una para cada uno de los motores. La poblacio´n
inicial esta´ formada por redes cuyos genomas se obtienen al aplicar el operador de
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Figura 5.5: Red para el alcance de la fuente de luz.
mutacio´n definido en la seccio´n 5.1.1 a esta estructura inicial. Como se explico´ en
esa seccio´n, esta poblacio´n se evoluciona segu´n el me´todo NEAT con las restric-
ciones impuestas a los operadores gene´ticos.
El fitness de un individuo estara´ dado por su desempen˜o al combinar los compor-
tamientos de cada uno de los mo´dulos originales. Las funciones de fitness em-
pleadas para cada uno de los mo´dulos se integran en una u´nica expresio´n:
f itness = coe fobs × Fitobs + coe flig × Fitlig (5.5)
donde:
FitObs y Fitlig corresponden a los fitness del individuo respecto de la evasio´n
de obsta´culos y el alcance de luz respectivamente.
coe fobs y coe flig son constantes que permiten ajustar el peso relativo de la
tarea que originalmente desempen˜aba cada mo´dulo, a fin de que intervengan
adecuadamente en la ponderacio´n del fitness de la red unificada. En esta
solucio´n especı´fica se utilizaron los valores 1 y 1.3 respectivamente con el
fin de poner un mayor e´nfasis en el alcance de la luz.
La figura 5.6 resume la evolucio´n anteriormente descripta.
La extensio´n al me´todo de NEAT propuesta en este artı´culo fue comparada con
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Generar una poblacio´n inicial de 150 individuos a partir de
mutaciones de la red unificada.
repetir
para cada individuo de la poblacio´n
para i = 1 : 4
Ubicar al individuo en la posicio´n i
Calcular EvalObs utilizando (eq.1)
Calcular EvalLig utilizando (eq.2)
fin para
Calcular FitObs como el promedio de las 4 evaluaciones
anteriores.
Calcular FitLig como el promedio de las 4 evaluaciones
anteriores.
Fitness = coef_obs * FitObs + coef_lig * FitLig
fin para
Seleccionar
Recombinar y mutar utilizando la nueva extensio´n de NEAT
con mo´dulos
hasta (alcanzar las 500 generaciones)
Figura 5.6: Pseudoco´digo del ca´lculo del fitness.
la solucio´n de NEAT convencional y con una versio´n intermedia que utiliza la
misma topologı´a inicial que la versio´n con mo´dulos (como el ejemplo de la figura
5.1) pero permite que toda la arquitectura evolucione, es decir, que se utilizan los
operadores gene´ticos de NEAT esta´ndar.
Para comparar el desempen˜o de las tres opciones presentadas, se realizaron 30 eje-
cuciones independientes de cada una de ellas, cada una con una duracio´n de 500
generaciones. En la figura 5.7 se muestra el promedio de los mejores valores de fit-
ness por generacio´n de cada una de las variantes. En la figura 5.8 se muestran por
separado cada uno de estos resultados incluyendo el valor mı´nimo y ma´ximo de
fitness, con el objetivo de visualizar la variacio´n de estos valores por generacio´n.
Cabe destacar que el me´todo propuesto supera el desempen˜o de NEAT esta´ndar
tanto en la cantidad generaciones necesarias para alcanzar un valor de fitness dado
ası´ como para el ma´ximo valor obtenido. Tambie´n, debe notarse que comenzar el
proceso evolutivo con redes unificadas que son completamente mutables no mejo-
ra el desempen˜o de NEAT esta´ndar. Eso puede justificarse si se tiene en cuenta
que al iniciar la evolucio´n con una estructura ma´s compleja, el espacio de bu´sque-
da es mayor. Por lo tanto, encontrar la combinacio´n adecuada para la topologı´a y
los pesos resulta ser un problema ma´s complicado.
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Figura 5.7: Promedios de mejores valores de fitness por generacio´n.
Figura 5.8: Promedios discriminados de mejores valores de fitness por generacio´n.
Figura 5.9: Comportamiento del mejor individuo generado utilizando NEAT a
partir de una topologı´a inicial basada en los mo´dulos.
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Figura 5.10: Comportamiento del mejor individuo generado utilizando NEAT con
mo´dulos .
Las figuras 5.9 y 5.10 muestran el funcionamiento del mejor individuo en-
contrando en las 30 ejecuciones para el caso de NEAT esta´ndar, figura 5.9, y de
NEAT con mo´dulos, figura 5.10. En las tres simulaciones, el robot comenzo´ desde
posiciones diferentes a las utilizadas durante la evaluacio´n de su fitness.
5.2. Evolucio´n Continua
A lo largo de los an˜os, se realizaron diversas experiencias en la investi-
gacio´n en te´cnicas basadas en algoritmos evolutivos para el desarrollo de contro-
ladores aplicables a robots auto´nomos. Si bien los algoritmos evolutivos son una
de las herramientas ma´s utilizadas en este tipo de tareas debido a su capacidad de
adaptacio´n al entorno, en su gran mayorı´a su aplicacio´n se concentra en la fase
de generacio´n del controlador no permitiendo realizar adaptaciones con posterio-
ridad. Esto perjudica la aplicacio´n del controlador en ambientes dina´micos.
En esta seccio´n se propone extender la evolucio´n del controlador a lo largo de
su vida u´til combinando el me´todo basado en evolucio´n de mo´dulos neuronales
visto en la seccio´n 5.1 con un algoritmo evolutivo especı´fico. El primer me´todo es
utilizado para producir los controladores mientras que el segundo ajusta al con-
trolador durante su funcionamiento. Como resultado, se obtiene un controlador
basado en una red neuronal que posee una arquitectura mı´nima y capacidad de
adaptacio´n en la fase de ejecucio´n.
Tambie´n se realizo´ un estudio comparativo entre distintos operadores gene´ticos
con el objetivo de poder establecer en que situaciones y bajo que circunstancias
es conveniente utilizar uno u otro operador. Este estudio permite elegir el mejor
operador gene´tico para realizar la segunda etapa de la evolucio´n [97].
Los controladores producidos por la primera etapa consisten de una u´nica estruc-
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tura obtenida de la combinacio´n de mo´dulos neuronales simples e independientes,
que han sido evolucionados previamente. Esto busca reducir el tiempo de entre-
namiento necesario para obtener un buen desempen˜o.
Si el ambiente en el que se desempen˜ara´ el robot no sufriera modificaciones, el
mejor de este conjunto de controladores serı´a suficiente para resolver el problema
ya que su interaccio´n con el entorno estara´ contemplada en la informacio´n sumi-
nistrada durante el entrenamiento. Sin embargo, en el mundo real, se producen
modificaciones, por ejemplo los obsta´culos cambian de lugar o el objetivo a al-
canzar modifica sus caracterı´sticas externas; esto lleva a realizar ajustes sobre el
controlador en la etapa de uso. Ese es el objetivo de la segunda etapa, ajustar la
interaccio´n del robot con el medio. Para ello se utilizara´ una pequen˜a poblacio´n
formada por los tres mejores controladores obtenidos en la primera etapa y se
aplicara´ sobre ellos un segundo algoritmo evolutivo disen˜ado para ejecutarse so-
bre el robot.
5.2.1. Estrategia evolutiva utilizada
La estrategia evolutiva utilizada en esta seccio´n se divide en dos etapas. Para
la primera etapa se utilizo´ estrategia descripta en la seccio´n 5.1 y para la segunda
etapa el algoritmo que se describe a continuacio´n.
La segunda fase de la evolucio´n se desarrolla sobre el robot fı´sico y puede tomarse
como una etapa infinita o de larga duracio´n ya que, en teorı´a, nunca deberı´a ter-
minar. Dentro del robot se mantiene una pequen˜a poblacio´n de tres individuos
que provienen de la primera etapa. La eleccio´n de los individuos que compo-
nen esta poblacio´n inicial puede realizarse de diferentes maneras. Una estrate-
gia de seleccio´n puede ser tomar los tres individuos con mejor desempen˜o de la
poblacio´n como candidatos. Otra alternativa serı´a elegir el mejor individuo de ca-
da una de las tres mejores especies. En este trabajo se opto´ por la primera opcio´n.
Los individuos seleccionados contendra´n el material gene´tico que permitira´ adap-
tar el comportamiento del robot ante los cambios del entorno. Dicho proceso de
adaptacio´n consiste en realizar pequen˜as modificaciones sobre los controladores,
causando cambios en su comportamiento. Para ello, en cada generacio´n se evalu´an
los tres controladores. A partir de los dos individuos con el mejor desempen˜o se
obtendra´ un nuevo controlador que reemplazara´ al peor individuo de la poblacio´n
original. De esta manera se asegura que nunca se pierda al mejor individuo. Para
determinar el operador gene´tico ma´s conveniente para esta tarea, quie´n sera´ el en-
cargado de realizar pequen˜as modificaciones sobre la poblacio´n de 3 individuos,
se realizo´ el estudio descripto a continuacio´n en la seccio´n 5.2.2.
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Figura 5.11: Arquitectura del controlador.
5.2.2. Evaluacio´n de Operadores
Realizar la adaptacio´n del controlador a trave´s de un proceso evolutivo im-
plica indefectiblemente la modificacio´n o adecuacio´n de los operadores gene´ticos
a fin de favorecer la mejora de la aptitud de los individuos a lo largo de las genera-
ciones [56]. En general, se ha comprobado que el operador de crossover resulta
perjudicial a la hora de combinar dos redes neuronales [110].
Para reducir el efecto destructivo del cruce (crossover) se propone utilizar una
estrategia de creacio´n de varios hijos por cada par de padres seleccionando ade-
cuadamente la manera de efectuar los reemplazos. Los resultados obtenidos mues-
tran que aunque el nu´mero de hijos es elevado, la cantidad de evaluaciones de
fitness realizadas es muy inferior a la de un algoritmo evolutivo convencional. De
esta forma, se plantea una alternativa que reduce el costo computacional del pro-
ceso adaptativo logrando una respuesta adecuada para la resolucio´n de distintos
problemas.
Arquitectura del controlador
Se busca obtener por evolucio´n la arquitectura de la red neuronal feedfor-
ward de la Figura 5.11, capaz de comandar un robot Khepera II [64]. Esta´ formada
so´lo por dos capas: una de entrada y otra de salida. La primera contiene nueve neu-
ronas de las cuales ocho reciben la informacio´n de los sensores de proximidad del
robot y la restante se utiliza como bias. La capa de salida esta´ formada por dos
neuronas; cada una de ellas controla uno de los motores de las ruedas del robot.
Proceso evolutivo
Para realizar esta evaluacio´n se uso´ un algoritmo evolutivo que utiliza una
u´nica poblacio´n de redes neuronales de dimensio´n fija. En la poblacio´n, cada uno
de sus individuos constituye una solucio´n completa del problema planteado y la
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Crear la poblacio´n inicial P de N individuos.
Calcular el fitness de todos los individuos de P
Mientras (no se haya alcanzado el criterio de terminacio´n)
Ordenar la poblacio´n P por su valor de fitness.
Sea P1 = el 25% mejor de P.
Sea P2 = el 75% peor de P.
Sea K = cantidad de individuos de P2.
R = 0; ITERA = 0.
Mientras (R < K) y (ITERA < MaxITERA)
ITERA = ITERA + 1;
Sean F1 y F2 dos padres seleccionados de P1 por el me´todo de
la ruleta.
Generar 10 hijos segu´n 5 operadores gene´ticos
Calcular el fitness de los hijos.
Sean H1 y H2 los 2 mejores hijos.
Sean S1 y S2 los peores indiv. de P2.
Si (fitness (H1) > fitness (F1)) o
(fitness (H1) > fitness(F2))
Reemplazar S1 por H1; R = R + 1.
Si (fitness (H2) > fitness (F2))
Reemplazar S2 por H2; R = R + 1.
Fin Mientras
P = P1 + P2
Fin Mientras
Figura 5.12: Pseudoco´digo de la estrategia propuesta.
adaptacio´n sera´ realizada u´nicamente en el espacio de los pesos de la red. Con el
fin de reducir el costo computacional del proceso evolutivo se realizara´ una fuerte
presio´n selectiva tanto para elegir los individuos que se van a cruzar como para
efectuar los reemplazos que dara´n lugar a la nueva poblacio´n y para evitar los
efectos adversos del crossover, aplicado a redes neuronales, se generara´n 10 hijos
a partir de cada par de padres utilizando distintos criterios. En cada generacio´n,
cada par de padres a utilizar en el proceso de reproduccio´n es seleccionado por el
me´todo de la ruleta aplicada u´nicamente sobre el 25 % de los mejores individuos.
A partir de ellos se generan 10 descendientes y se seleccionan los 2 mejores. Es-
tos comparan su valor aptitud con el de sus padres y si son mejores se insertan en
la poblacio´n reemplazando a los 2 peores individuos. Esto se realizara´ hasta que
toda la poblacio´n (excepto el 25 % que corresponde a los padres) haya sido reem-
plazada o hasta que se haya realizado una determinada cantidad de iteraciones. La
Figura 5.12 muestra el pseudoco´digo correspondiente a este algoritmo.
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Operadores gene´ticos estudiados
Para la generacio´n de los 10 hijos se utilizaron cinco operadores gene´ticos
diferentes, siendo P1 el mejor de los dos padres:
Mutacio´n
H j = P j + m j × V j (5.6)
donde:
• j = 1, 2.
• V j es un vector binario con tantos elementos como pesos (arcos) haya
en la red neuronal. Su valor es 0 en todas sus posiciones excepto una,
seleccionada al azar, que vale 1.
• m j es un valor pequen˜o que representa la magnitud de cambio.
De esta forma, cada hijo es igual al padre que lo genero´ salvo por una
pequen˜a variacio´n en uno de sus pesos. Esto lleva a que en muchos ca-
sos se conserve gran parte del comportamiento original. Considerando que
los padres pertenecen al 25 % de los mejores individuos, esto es un aspecto
deseable. Sin embargo, trata´ndose de redes neuronales, esto puede llevar a
obtener resultados muy diversos.
Cruce (Crossover) Los hijos H3 y H4 se obtienen intercambiando las neu-
ronas de salida de los padres. Es decir que, para la arquitectura propuesta,
H3 tendra´ el control del motor 1 del padre 1 y el del motor 2 del padre 2;
mientras que H4 controlara´ su motor 1 segu´n el padre 2 y el motor 2 segu´n
el padre 1.
Este operador busca mantener la diversidad gene´tica ya que, salvo que los
dos padres sean muy similares entre sı´, los hijos mostrara´n un compor-
tamiento nuevo.
Recombinacio´n Lineal
H5 = αP1 + (1 − α) P2 (5.7)
H6 = P1 (1 − α) + αP2 (5.8)
donde: α ∈ (0.,1]
Para valores de α cercanos a 0 o a 1 los hijos tendra´n una fuerte influencia
de los padres; mientras que para valores cercanos a 0.5 su comportamiento
sera´ totalmente nuevo ya que se esta´n combinando los valores de los pesos
dos redes. Esto evita la reduccio´n del espacio de bu´squeda del algoritmo
gene´tico [69].
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Recombinacio´n Intermedia
H7i = aiP1i + (1 − ai) P2i (5.9)
H7i = aiP1i + (1 − ai) P2i (5.10)
donde ai ∈ [−0,25, 1 + 0,25] y es diferente para cada uno de los pesos.
El subı´ndice i representa cada uno de los pesos de la red. Este operador
tiene como objetivo mantener la diversidad gene´tica ampliando el espacio
de bu´squeda del algoritmo [69].
Recombinacio´n Lineal Extendida
H9i = P1i +
si × ri × a × (P2i − P1i)
||P1 − P2|| (5.11)
H10i = P2i +
si × ri × a × (P1i − P2i)
||P1 − P2|| (5.12)
donde:
• i ∈ (1,2,...,NroLinks).
• ai = 2−ku, k = 20 (percepcio´n de mutacio´n).
• u ∈ [0,1] aleatorio uniforme.
• ai igual para todos los i.
• ri = r× dominio de r. Dominio de r es el rango de recombinacio´n.
• si ∈ {−1,+1}, aleatorio uniforme.
Cada hijo estara´ basado claramente en uno de los padres y contendra´ una
pequen˜a influencia del otro progenitor. Para ma´s detalles respecto de este
operador consultar [69].
Descripcio´n de la evaluacio´n
La evaluacio´n de los operadores se realizo´ mediante la resolucio´n del prob-
lema de evasio´n de obsta´culos, considerando ma´s exitosos aquellos controladores
que logren recorrer la mayor parte de su entorno. Se trabajara´ con una estrategia
de poblacio´n fija de 100 individuos donde cada uno constituye una solucio´n com-
pleta del problema planteado. En cada caso, la aptitud es medida en un mismo
ambiente realizando tres intentos o e´pocas. En cada e´poca la posicio´n inicial del
robot es aleatoria. El valor de aptitud del individuo se calcula como la suma de los
fitness de cada uno de los 3 intentos. El ca´lculo del fitness cuantifica la aptitud de
la red neuronal para evadir obsta´culos cubriendo la mayor distancia posible dentro
del entorno. La expresio´n utilizada para ello es la descripta en la seccio´n 5.1.3.
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Figura 5.13: Comparacio´n entre ambos me´todos.
Resultados de la evaluacio´n
Para poder realizar las mediciones del algoritmo descripto se realizaron al-
gunas adaptaciones al simulador YAKS [108]. Se trata de una herramienta suma-
mente u´til para trabajar con los robots Khepera II, esta´ escrito en C++ y es de
acceso libre. Adema´s, no solo cuenta con un entorno simulado sino que tambie´n
puede utilizarse como controlador de un robot real conectado a una PC vı´a RS-
232. Para ma´s informacio´n vea el ape´ndice B.
El algoritmo descripto en la seccio´n 5.2.2, fue implementado en YAKS y com-
parado con un algoritmo gene´tico convencional que utiliza seleccio´n por torneo
probabilı´stico binario y mutacio´n. La aplicacio´n de ambas estrategias a la resolu-
cio´n del problema de evasio´n de obsta´culos muestra una sensible diferencia en la
evolucio´n del fitness promedio.
La figura 5.13 ilustra el crecimiento del mejor fitness a lo largo de las 10 primeras
generaciones de cada estrategia. En ambos casos, el valor indicado para cada gene-
racio´n representa el promedio de 10 evaluaciones realizadas de manera indepen-
diente. Puede observarse que el proceso evolutivo descripto en la seccio´n 5.2.2
produce mejores individuos en un nu´mero de generaciones menor.
Dado el costo que representa la generacio´n de mu´ltiples hijos en cada ope-
rador, se hicieron distintas mediciones con el objeto de reducir el nu´mero de hijos
en cada paso. Se efectuaron 10 corridas con distintas cantidades de descendientes:
4, 6 y 10 hijos. Para las corridas de los 10 descendientes se utilizaron todos los
operadores de la seccio´n anterior, para las de 6 descendientes se utilizaron los o-
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Cuadro 5.1: Distintas cantidades de descendientes.
Hijos Promedio del Fitness Promedio de
mejor fitness promedio individuos evaluados
4 129,75 116,68 500.296
6 270,24 171,85 47.912
10 299,04 214,51 27.417
peradores de recombinacio´n lineal, recombinacio´n lineal extendida y mutacio´n; y
para las de 4 descendientes se utilizaron los operadores de recombinacio´n lineal y
recombinacio´n lineal extendida. En todas las corridas, por cada uno de los opera-
dores se obtuvieron 2 descendientes.
La tabla 5.1 muestra el promedio de 10 ejecuciones para cada una de las tres can-
tidades de descendientes antes mencionadas. En cada caso se incluye el promedio
de los fitness de los mejores individuos, el fitness promedio de la poblacio´n y la
cantidad promedio de individuos evaluados. Este u´ltimo dato representa el esfuer-
zo realizado por el me´todo ya que la evaluacio´n del fitness de un individuo implica
la realizacio´n de tres pruebas de 500 pasos cada una.
Como puede observarse, existe una marcada diferencia entre las evaluaciones de
10 descendientes y el resto. Si bien, el valor alcanzado en el promedio de los
mejores fitness entre las evaluaciones de 6 y 10 descendientes es similar, se nece-
sita evaluar al doble de individuos duplicando el esfuerzo computacional. Por lo
tanto, la opcio´n de utilizar 10 descendientes resulta la ma´s adecuada.
Finalmente se analizo´ la intervencio´n de cada uno de los operadores gene´ticos
dentro de la estrategia propuesta. La figura 5.14 muestra que en las primeras ge-
neraciones tanto la mutacio´n como la recombinacio´n lineal extendida basadas en
el mejor padre, se destacan por sobre el resto; y a medida que el fitness de la
poblacio´n va mejorando, esta diferencia de e´xito disminuye evidenciando una par-
ticipacio´n uniforme por parte de cada uno de los operadores. Este aspecto final es
el que justifica los resultados de la tabla 5.1.
5.2.3. Resultados
La estrategia evolutiva empleada en la seccio´n 5.2 ha sido utilizada para de-
sarrollar un controlador basado en redes neuronales evolutivas que permite dotar
a un robot Khepera II de la habilidad de esquivar obsta´culos y alcanzar objetivos.
Dicho controlador debe tener la capacidad de adaptarse a modificaciones del en-
torno una vez que se encuentre en su etapa de uso.
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Figura 5.14: E´xitos de los descendientes.
Dado que se han utilizado u´nicamente los sensores de luz y proximidad del robot,
los objetivos buscados estara´n representados por luces ubicadas en cualquier posi-
cio´n dentro de su entorno de navegacio´n. Se espera lograr que el robot se desplace
libremente, sin colisionar con los obsta´culos hasta acercarse a una zona iluminada
donde debera´ intentar permanecer.
La poblacio´n inicial de controladores fue generada con la extensio´n del me´todo
de NEAT descripta en la seccio´n 5.1. Se combinaron dos mo´dulos obtenidos de
manera independiente: uno que permite esquivar obsta´culos y otro que permite al-
canzar la luz ma´s pro´xima. Cada uno de estos mo´dulos se encuentra representado
por una red neuronal recurrente obtenida a trave´s del me´todo de NEAT conven-
cional descripto en la seccio´n 4. La figura 5.1 corresponde a la arquitectura inicial.
En ella puede observarse que los mo´dulos comparten la informacio´n suministrada
por los sensores de proximidad.
La red neuronal unificada combina la salida de cada uno de los mo´dulos a trave´s
de dos neuronas nuevas que sera´n las encargadas de comandar realmente los mo-
tores del robot. Por lo tanto, queda formada una red con 16 entradas, 8 para cada
uno de los sensores de proximidad del robot, 8 para cada uno de los sensores de
luz y dos neuronas de salida, una para cada uno de los motores. La poblacio´n
inicial esta´ formada por redes cuyos genomas se obtienen de realizar pequen˜as
modificaciones a esta estructura inicial. Como se explico´ en la seccio´n 5.1 esta
poblacio´n se evoluciona segu´n el me´todo NEAT con las restricciones impuestas a
los operadores gene´ticos.
La figura 5.2 representa la red unificada con mejor desempen˜o obtenida como re-
sultado.
Los tres mejores individuos obtenidos como resultado de esta etapa de entre-
namiento inicial fueron seleccionados para constituir la primera poblacio´n de
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Figura 5.15: Valor de fitness promedio por generacio´n de individuos adaptables y
no adaptables.
controladores encargada de comandar al robot Khepera II y sobre quienes se
aplicara´ la estrategia evolutiva en forma continua.
El taman˜o extremadamente reducido de esta poblacio´n busca minimizar el tiempo
de co´mputo necesario para evaluar la aptitud de cada uno de ellos al desempen˜ar
la tarea.
Cada uno de los tres individuos es evaluado sobre el robot real en forma indepen-
diente de los otros dos. Una vez concluida la evaluacio´n de la poblacio´n, se ordena
a los individuos de acuerdo a su valor de fitness y se seleccionan los 2 mejores para
realizar la operacio´n de la recombinacio´n lineal extendida. Este operador ha sido
seleccionado en base a las mediciones realizadas en la seccio´n 5.2.2. Como resul-
tado de esta operacio´n se obtiene un nuevo controlador basado en el mejor padre y
en direccio´n del segundo mejor padre. Este nuevo individuo sera´ el reemplazante
del peor individuo de la poblacio´n.
La frecuencia en que este proceso debera´ realizarse dependera´ de la taza de cam-
bio que tenga el entorno en el que se mueve el robot, por lo tanto, puede no ser
necesario en todas las generaciones. Igualmente es recomendable aplicarlo en las
primeras generaciones de la etapa del uso del controlador para permitir a los indi-
viduos adaptar el comportamiento aprendido en el simulador al mundo real.
Tambie´n se realizaron distintas pruebas para analizar la capacidad de adaptacio´n
del robot ante cambios del ambiente. La figura 5.15 muestra una comparacio´n
generacio´n a generacio´n entre los fitness promedio de dos robots diferentes: A
uno se le aplica el algoritmo evolutivo de la segunda epata (lı´nea so´lida) y al otro
no (lı´nea punteada). En la generacio´n 60 se introduce un cambio en el entorno que
dura hasta la generacio´n 225.
En las primeras 60 generaciones, se puede observar una mejora en el fitness del
robot que realiza una adaptacio´n al entorno comparado con el que no la hace. Las
pequen˜as variaciones en el fitness se deben a diferencias en las condiciones con
las que se evaluo´ al controlador. Esto justifica la variacio´n en el fitness del robot
que no hace realiza ajustes.
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En la generacio´n 60, las condiciones en el entorno cambian y el fitness de am-
bos controladores cae inmediatamente. Esto se debe a que ninguno de los con-
troladores fue producido para las condiciones del nuevo entorno. Sin embargo, a
medida que el algoritmo evolutivo de la segunda etapa se ejecuta sobre el robot
adaptable, puede observarse una mejora en el fitness del robot. Despue´s de 200
generaciones, el fitness de ese robot termina siendo tan bueno como era antes de
los cambios del entorno. Por otro lado, el robot no adaptable no mejoro´ despue´s
del cambio, como era lo´gico.
La figura 5.16 muestra el comportamiento de 2 individuos antes de la modifi-
cacio´n del entorno, la figura 5.17 muestra el comportamiento del mismo par de
individuos despue´s de modificar el entorno y la figura 5.18 el comportamiento de
estos 2 individuos una vez que se realizo´ la adaptacio´n.
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Figura 5.16: Antes de modificar el entorno.
Figura 5.17: Despue´s de modificar el entorno y sin adaptarse.
Figura 5.18: Una vez que se adapto´ al nuevo entorno.
Capı´tulo 6
NEAT con Torneo
Como se menciono´ en capı´tulos anteriores, NEAT es una excelente estrate-
gia evolutiva para la obtencio´n de controladores de robots auto´nomos basados en
redes neuronales con una arquitectura mı´nima. Pero uno de los problemas cen-
trales de este me´todo es el tiempo de computo requerido para lograr este objetivo,
por lo tanto el aporte de este capı´tulo es una mejora al me´todo de NEAT en esta
direccio´n, utiliza´ndolo solo en las primeras etapas de la evolucio´n con el objeti-
vo de aprovechar su capacidad de generar controladores de taman˜o mı´nimo para
luego utilizar otra estrategia, como por ejemplo, el torneo binario que posee un
menor tiempo de procesamiento.
Por otra parte, se describe una variante de la divisio´n vertical de un problema
planteada en el capı´tulo 5 y se focaliza en la presentacio´n de una nueva estrate-
gia de evolucio´n por capas, la cual permite la mejora de controladores basados en
redes neuronales obtenidos a trave´s de estrategias de evolucio´n paralela. Su fun-
cionamiento se basa en la combinacio´n de NEAT con un mecanismo de seleccio´n
por torneo y mutacio´n uniforme. Durante el proceso, con la intencio´n de reducir
el tiempo de adaptacio´n, la aptitud de los individuos es evaluada en paralelo.
El me´todo propuesto ha sido aplicado para la generacio´n de un controlador que le
permite a un robot encontrar una pelota, posicionarse adecuadamente y golpearla
en una direccio´n especı´fica. Las pruebas realizadas tanto en el ambiente simulado
como sobre el robot real han arrojado resultados satisfactorios.
6.1. Objetivo
Esta investigacio´n esta´ basada en trabajos llevados a cabo previamente en
los campos de la evolucio´n por capas [93] [105] utilizando algoritmos neuroevo-
lutivos y proponiendo una alternativa la cual permite obtener mejoras en las solu-
ciones propuestas.
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El objetivo del capı´tulo 6 es presentar una nueva estrategia basada en evolucio´n a
trave´s de la cual pueden obtenerse eficientemente los subcontroladores encargados
de resolver cada una de las partes del problema. El proceso de adaptacio´n no so´lo
permite alcanzar el comportamiento esperado sino que establece automa´ticamente
la estructura mı´nima necesaria para cada controlador. Con el propo´sito de reducir
el tiempo de adaptacio´n, la evaluacio´n de la aptitud de los individuos durante el
proceso se realiza en forma paralela.
6.2. Descripcio´n de la propuesta
La estrategia de adaptacio´n propuesta en el capı´tulo 6 permite obtener un
controlador formado por tantas redes neuronales recurrentes como subtareas se
hayan definido. Cada red se obtiene a partir de una evolucio´n por capas en fun-
cio´n de la dependencia establecida entre las subtareas. El me´todo empleado para
llevar a cabo este proceso adaptativo no so´lo permite alcanzar el comportamiento
esperado sino que establece automa´ticamente la estructura mı´nima necesaria para
cada caso.
Estudios realizados previamente [75] han demostrado que NEAT posee la ca-
pacidad suficiente para resolver este tipo de situaciones. Sin embargo, el tiempo
de ca´lculo empleado para obtener la red neuronal adecuada para resolver cada
subtarea puede resultar excesivo.
Por lo tanto, se propone realizar la evolucio´n en dos partes o etapas; la primera es
comandada por el me´todo NEAT y la segunda por un Torneo Binario aplicado a
todos los individuos de la poblacio´n. El pseudoco´digo 6.1 detalla este proceso.
6.3. Descripcio´n del problema
El me´todo propuesto en la seccio´n 6.2 ha sido aplicado para la generacio´n
de un controlador que le permite a un robot Khepera II localizar una pelota dentro
un a´rea de juego y colocarla en la zona de anotacio´n. El juego se desarrolla en un
entorno rectangular del cual ni la pelota ni el robot pueden salir y finaliza cuando
el robot consigue anotar.
La figura 6.2 muestra el entorno donde se desarrolla el juego. En ella se ejempli-
fican dos recorridos independientes efectuados por el robot hasta ubicarse en la
posicio´n que le permite golpear a la pelota en direccio´n al arco o zona de intere´s.
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Sea C=[c1,c2,..,cn] la lista de subcontroladores a obtener ordenados
segu´n sus dependencias.
Sea Oi el objetivo del subcontrolador ci con i=1:n
Para cada subcontrolador ci, con i de 1 a n.
Generar una poblacio´n inicial aleatoria.
Evolucionar utilizando NEAT una cantidad mı´nima de generaciones
evaluando en forma paralela el fitness de cada individuo.
Mientras (no se alcance un nro ma´ximo de generaciones) y
(el objetivo Oi no este realizado)
Realizar torneos entre pares de individuos seleccionados
aleatoriamente de toda la poblacio´n.
La cantidad de pares corresponde al 45% del taman˜o de la
poblacio´n.
La nueva poblacio´n quedara´ formada por
El 10% de los individuos con mejor fitness de la poblacio´n
anterior (elitismo).
Los ganadores de los torneos binarios.
Nuevos individuos obtenidos al aplicar mutacio´n uniforme
a los arcos de c/u de los ganadores de los torneos.




Figura 6.1: Pseudoco´digo del proceso evolutivo.
Figura 6.2: Entorno simulado.
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Figura 6.3: Orden de dependencia de capas.
6.3.1. Descomposicio´n del problema en subtareas simples
Este juego puede descomponerse en tres subtareas. Cada una de ellas es
llevada a cabo por una red neuronal diferente obtenida por evolucio´n:
Bu´squeda: El objetivo de esta red neuronal es brindar al robot la capacidad
de explorar el entono hasta localizar la posicio´n de la pelota, para luego
aproximarse.
Posicionamiento: Esta red neuronal es la encargada de posicionar adecuada-
mente al robot. Dado que el Khepera II utilizado no cuenta con ningu´n so-
porte adicional para ”enganchar” la pelota, es de fundamental importancia
que quede alineado correctamente con la pelota y la zona de anotacio´n.
Golpear: El objetivo de esta red neuronal es golpear a la pelota lo ma´s fuerte
posible, de manera tal de introducirla dentro del a´rea de anotacio´n.
6.4. Aprendizaje por capas
Una vez que se lleva a cabo la divisio´n de tareas, se establece un orden
de dependencias entre ellas, las cuales indican la secuencia de entrenamiento. La
figura 6.3 muestra estas dependencias para el problema propuesto.
Cada recta´ngulo representa una subtarea y las flechas indican las dependencias
entre ellas. Una subtarea podra´ realizar su aprendizaje una vez que el resto de las
subtareas de las cuales dependa hayan finalizado su aprendizaje.
Esto se conoce como aprendizaje por capas, basado en las dependencias
existentes en el orden de aprendizaje de las diferentes subtareas. Desde otro punto
de vista, podrı´a ser considerada como una estructura inicial que tengan una capa
formada por las subtareas que no necesitan de otras para realizar el aprendizaje.
Luego, en la capa siguiente, aquellas tareas que pueden realizar su aprendizaje a
partir de las anteriores se lleva a cabo, y ası´ sucesivamente.
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Figura 6.4: A´rbol de decisio´n.
Observe que este aprendizaje no muestra la forma de resolver el problema com-
pleto, pero si la forma de realizar el aprendizaje para llevar a cabo cada una de las
subtareas.
6.5. Resolucio´n del problema
Una vez que se obtuvieron las redes, un a´rbol de decisio´n es el encargado de
seleccionar la red neuronal que puede ser usada en cada instante. De esta forma,
se obtiene un controlador simple basado en controladores especı´ficos para cada
subtarea. La Figura 6.4 muestra el a´rbol de decisio´n usado para la resolucio´n de
este problema.
6.6. Aspectos de implementacio´n
El robot Khepera utilizado en todas las pruebas so´lo posee una ca´mara de
visio´n K213 con capacidad para distinguir una lı´nea de 64 pı´xeles correspondien-
tes a los tonos de grises ubicados dentro de su visio´n angular. Por tal motivo,
las paredes del entorno rectangular cerrado utilizado fueron pintadas de negro, la
pelota de color blanco y la zona de anotacio´n de color gris. Las colisiones son
detectadas a trave´s de los sensores de proximidad.
El controlador de cada subtarea es comandado por una red neuronal compuesta
por 72 neuronas lineales de entrada, dos neuronas no lineales de salida, y una neu-
rona adicional de bias la cual se puede conectar a cualquier otra neurona, excepto
a las neuronas de salida. Las entradas de la red esta´n escaladas linealmente en el
rango [0..1] de los valores tomados por los sensores donde los primeros 8 valores
corresponden a los sensores de proximidad y los 64 restantes corresponden a la
ca´mara k213. Las salidas de la red esta´n escaladas entre [-1..1] para controlar la
velocidad de los motores de cada una de las ruedas del robot para coincidir con los
requerimientos del simulador. La arquitectura inicialmente se gra´fica en la figura
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Figura 6.5: Red inicial, previa al proceso de evolucio´n.
6.5 y la arquitectura final a utilizar queda determinada luego de haber aplicado
NEAT.
Para determinar el fitness de un individuo se mide el desempen˜o de su con-
trolador comenzando desde 4 posiciones distintas como lo gra´fica la figura 6.6.
Dado que las pruebas han sido realizadas en un a´rea rectangular, cada intento
comienza con el robot en un extremo diferente. En cada caso, la posicio´n de la
pelota tambie´n varı´a.
Finalmente, el valor de fitness de un individuo esta´ dado por el promedio de
los resultados de las cuatro pruebas a las que fue sometido. El pseudoco´digo 6.7
muestra el algoritmo utilizado.
A continuacio´n se detalla la forma en que fueron calculados los fitness correspon-
dientes.
6.6.1. Mo´dulo de bu´squeda










camarai es la posicio´n i en el arreglo de valores correspondientes a la ca´mara
k213. Se trata de un valor del intervalo [0,1] correspondiente a la escala de
grises donde 0 representa negro y 1 blanco.
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Figura 6.6: Las cuatro posiciones iniciales de evolucio´n.
para cada individuo de la poblacio´n
para i = 1 : 4
Ubicar al individuo en la posicio´n i
Realizar 500 iteraciones con el controlador actual.
Calcular la aptitud del individuo en esta etapa
representado por Eval como la suma de los fitness
de c/generacio´n. Si el robot colisiona, se
interrumpe su recorrido y se retorna el valor de
Eval con lo acumulado hasta este punto.
fin para
Calcular el fitness del individuo como el promedio de
las 4 evaluaciones anteriores.
fin para
Figura 6.7: Pseudoco´digo del proceso de evaluacio´n del individuo.
100 CAPI´TULO 6. NEAT CON TORNEO
vectori es la posicio´n i en el arreglo de valores escalares con distribucio´n
normal. Este vector busca escalar la informacio´n de la ca´mara da´ndole ma-
yor importancia a los pı´xeles de la zona del centro.
Mizq y Mder son valores en el intervalo [-1..1] correspondiente a la velocidad
de los motores izquierdo y derecho del robot, respectivamente. Estas son las
salidas de la red neuronal.
S ir es el ma´ximo valor de los sensores de proximidad en el intervalo [0..1].
El te´rmino (camarai × vectori) toma su ma´ximo valor cuando el robot este´ lo ma´s
cerca posible de la pelota y ma´s al centro del a´ngulo de visio´n de la ca´mara se




lleva al controlador a maximizar su
movimiento al obtener el valor ma´s alto cuando el robot se dirige hacia adelante a
ma´xima velocidad. Finalmente, el termino (1 − S ir) fuerza al robot a que se aleje
de los obsta´culos para aumentar su puntuacio´n.
6.6.2. Mo´dulo de posicionamiento
Para poder medir el comportamiento del controlador en cada prueba, se uti-









1 − |Mizq − Mder|
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× (1 − S ir)
]




Mizq y Mder son valores en el intervalo [-1..1] correspondientes a la veloci-
dad de los motores izquierdo y derecho respectivamente.
S ir es el ma´ximo valor de los sensores de proximidad en el intervalo [0..1].
zonas es un valor proporcional a la cantidad de sectores recorridos por el
agente durante el entrenamiento.
Dpel es un valor en el intervalo [0..1] que indica la distancia a la pelota.




1 − |Mizq − Mder|
)
hace referencia a la rotacio´n del robot. Por ejemplo,
si el robot se encuentra girando sobre si mismo la velocidad en ambos motores es
la misma pero con signo contrario, alcanzando su mayor valor cuando la velocidad
sea ma´xima. Por lo tanto, el agente debera´ minimizar este efecto para incrementar
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su fitness.
Con el objetivo de obtener individuos capaces de cubrir grandes distancias, se
dividio´ el entorno en un reticulado de 100x100 sectores iguales y se utilizo´ el
coeficiente zonas para medir la cantidad de sectores por los que el agente paso´ a







100 × 100 (6.3)
zonaxy =
{
1 Si el agente paso por el sector(xy)
−1 en caso contrario (6.4)
En resumen, en la formula 6.2 se pondera el recorrido del robot durante 500 pasos
(sumatoria) en forma proporcional a la cantidad de sectores recorridos.









cami es la posicio´n i en el arreglo de valores correspondientes a la ca´mara
k213.
veci es la posicio´n i en el arreglo de valores escalares con distribucio´n nor-
mal.
Mizq y Mder son valores en el intervalo [-1.. 1] correspondiente a la velocidad
de los motores izquierdo y derecho del robot, respectivamente. Estas son las
salidas de la red neuronal.
S ir es el ma´ximo valor de los sensores de proximidad en el intervalo [0..1].
6.7. Resultados
Para determinar la eficiencia y eficacia del me´todo propuesto, se han con-
siderado las siguientes alternativas:
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1. Subcontroladores basados en redes neuronales feedforward: En cada ca-
so, la estructura de la red neuronal utilizada fue la arquitectura feedforward
ma´s eficiente que pudo definirse manualmente. El entrenamiento se llevo´ a
cabo mediante un torneo binario.
2. Subcontroladores obtenidos u´nicamente utilizando NEAT: Esta forma
de establecer los subcontroladores no requiere de ningu´n conocimiento pre-
vio de la arquitectura de la red neuronal ya que posee la capacidad de es-
tablecerlo durante la adaptacio´n.
3. Subcontroladores obtenidos combinando NEAT y seleccio´n por torneo:
Esta alternativa es la propuesta en la seccio´n 6 y corresponde a lo expuesto
anteriormente.
Para cada me´todo se efectuaron 30 ejecuciones independientes. Para adaptar cada
una de las tres redes neuronales que componen un mismo controlador se utilizaron
poblaciones de 100 individuos y se las evoluciono´ durante 100 generaciones. Por
lo tanto, estas 30 corridas dieron como resultado 100 individuos por cada me´todo
evolutivo. De cada una de estas poblaciones, se seleccionaron los 3 mejores en
cuanto a su fitness, uno de cada me´todo evolutivo. Con estos tres controladores
se realizaron nuevamente 40 pruebas contabilizando la cantidad de veces que el
robot logro´ anotar. La figura 6.9 muestra el porcentaje de e´xitos promediando las
40 corridas antes mencionadas.
Una vez finalizada la tercer etapa, se toman los 100 controladores de la u´ltima
generacio´n de cada me´todo evolutivo. A cada controlador se le dieron 4 intentos
de convertir el gol, por lo tanto, por cada me´todo evolutivo se efectuaron 400 in-
tentos de convertir un gol. La figura 6.8 muestra la cantidad de goles convertidos
por la poblacio´n en la ultima generacio´n.
En cada caso, se realizaron 30 corridas independientes del proceso necesario para
obtener el controlador completo. Esto implica que en cada corrida se generaron
los subcontroladores correspondientes utilizando 100 generaciones para cada uno.
Con el objetivo de medir la capacidad de cada me´todo para generar el controlador
buscado, se selecciono´ entre las 30 pruebas, para cada uno de ellos, el individuo
que mejor resuelve la subtarea de golpear la pelota. La eleccio´n de estos 3 indivi-
duos permite definir el controlador completo ya que los subcontroladores restantes
son los utilizados durante los entrenamientos.
Con estos tres controladores se realizaron nuevamente 40 pruebas contabilizando
la cantidad de veces que el robot logro´ anotar. La figura 6.9 nuestra el porcentaje
de e´xitos promediando las 40 corridas antes mencionadas.
Si se analiza el desempen˜o de la poblacio´n de cada controlador en lo que se re-
fiere a la cantidad de goles realizados, puede verse que el desempen˜o de NEAT
+ Torneo es muy superior. La figura 6.8 muestra la cantidad de e´xitos de toda la
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Figura 6.8: Nu´mero de goles en la u´ltima generacio´n.
Figura 6.9: Promedio de e´xitos del mejor individuo.
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Figura 6.10: Promedio de goles por generacio´n.
Figura 6.11: Promedio de tiempo de evolucio´n.
poblacio´n en la u´ltima generacio´n.
Con el fin de medir las mejoras introducidas por el me´todo propuesto en este traba-
jo, el comportamiento de los mejores controladores obtenidos con NEAT y NEAT
+ torneo, se analizo cada 10 generaciones del proceso de evolucio´n, su utilizacio´n
para golpear la bola 100 veces consecutivas, tratando de introducir en el a´rea de
anotacio´n.
La figura 6.10 muestra los valores medios correspondientes a los goles conver-
tidos por los controladores en las generaciones indicadas anteriormente durante
30 corridas independientes.
En cuanto a tiempo de ca´lculo necesario para aplicar cada uno de los me´todos
puede decirse que el valor ma´s significativo se encuentra en la evaluacio´n del fit-
ness de cada controlador a lo largo de las sucesivas generaciones ya que cada
ejecucio´n implica estimar el desempen˜o de 30000 redes neuronales.
La figura 6.11 muestra el tiempo de evolucio´n promedio de los distintos me´todos
con diferentes grados de paralelismo. En ella, puede observarse que la paraleliza-
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cio´n del algoritmo reduce el tiempo de ejecucio´n en promedio a la mitad. Adema´s,
se observa el bajo costo computacional de las redes feedforward; esto se debe a
que, a diferencia de las estrategias basadas en NEAT, la arquitectura es definida a
priori y no sufre ninguna modificacio´n durante el proceso. Con respecto a NEAT y
la estrategia propuesta en la seccio´n 6, puede verse que en las versiones paralelas
emparejan sus tiempos de evolucio´n, aunque el me´todo propuesto en este artı´culo
siempre mantiene una ventaja sobre NEAT esta´ndar. Los tiempos indicados en la
figura corresponden a la ejecucio´n del algoritmo en ma´quinas de 3 GHz Pentium
4 HT.
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Capı´tulo 7
Conclusio´n y Trabajos Futuros
7.1. Conclusio´n
Las estrategias evolutivas si bien han demostrado ser capaces de ofrecer
excelentes resultados en diversas a´reas, poseen un par de caracterı´sticas desfa-
vorables. En primer lugar, el proceso de adaptacio´n suele ser lento y costoso en
tiempo de ejecucio´n y en segundo lugar, resulta difı´cil reutilizar el conocimiento
adquirido.
En el seccio´n 5.1 se vio una estrategia que busca resolver ambos problemas pro-
poniendo la combinacio´n de mo´dulos simples, basados en redes neuronales re-
currentes, generados independientemente del problema a resolver. Finalmente, la
comunicacio´n entre ellos se establece por evolucio´n dando lugar a una u´nica red
neuronal que representa a la solucio´n deseada.
Los resultados obtenidos en la resolucio´n del problema de evasio´n de obsta´culos
y alcance de luz utilizando un robot Khepera II han demostrado que la estrategia
propuesta es ma´s eficiente.
El motivo de esta mejora puede atribuirse al hecho de incorporar soluciones par-
ciales en lugar de no contar con algu´n conocimiento previo.
Por otro lado, la obtencio´n de controladores utilizando herramientas adap-
tables al entorno resulta, en general, una tarea computacional costosa. Por lo tanto,
suele separarse abruptamente la etapa de generacio´n de las soluciones de la etapa
de su uso. En esta direccio´n, en la seccio´n 5.2, se utilizo´ una estrategia que reduce
el tiempo de entrenamiento inicial, aprovechando el conocimiento almacenado en
mo´dulos con comportamientos simples previamente generados y permite al robot
seguir adaptando su respuesta a futuros cambios del entorno. En otras palabras, se
evoluciona un controlador a lo largo de su vida u´til combinando un me´todo basado
en evolucio´n de mo´dulos neuronales con un algoritmo evolutivo especı´fico.
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Los resultados obtenidos en la resolucio´n del problema de evasio´n de obsta´culos
y alcance de objetivos utilizando un robot Khepera II han demostrado que esta
estrategia permite adaptar el comportamiento del robot a los cambios del entorno.
En el capı´tulo 6 se ha presentado una nueva estrategia que permite mejo-
rar el desempen˜o de controladores obtenidos utilizando evolucio´n por capas lo-
grando reducir considerablemente el tiempo de ca´lculo sin afectar sensiblemente
la calidad del controlador final. Su funcionamiento se basa la combinacio´n de un
me´todo capaz de generar una red neuronal de estructura mı´nima con un algoritmo
gene´tico que utiliza seleccio´n por torneo y mutacio´n uniforme.
Su aplicacio´n en la resolucio´n de un problema concreto ha sido testeada tanto en
el ambiente simulado como sobre el robot real con resultados muy satisfactorios.
Distintas experiencias realizadas con NEAT han permitido establecer que con el
20 % de las generaciones ma´ximas es suficiente para tener una poblacio´n con un
desempen˜o ba´sico sobre la cual es factible aplicar torneo, optimizando de esta
forma el tiempo de ejecucio´n.
A lo largo de este trabajo se han presentado distintas estrategias evolutivas
que permiten obtener un controlador de un robot auto´nomo, ası´ como diferentes
maneras de descomponer un problema de partes reduciendo la complejidad de
las soluciones y el tiempo en el que se obtienen los controladores. Estas estrate-
gias, basadas en redes neuronales y algoritmos evolutivos, han demostrado ser
una buena alternativa a la hora resolver problemas de control de robots, ya que la
comparacio´n con otras estrategias evolutivas convencionales, tanto en ambientes
de simulacio´n como en ambientes reales, han arrojado resultados satisfactorios.
7.2. Trabajos futuros
Aun queda pendiente establecer un mecanismo adecuado para la combi-
nacio´n de las funciones de fitness de cada uno de los mo´dulos. En la seccio´n 5.1
se tuvo que recurrir a un escalamiento de los valores de una de las funciones para
que se encontraran en un intervalo comparable, evitando que los valores de una
de las funciones opaquen a los de la otra. Adema´s, la eleccio´n de los coeficientes
tuvo que hacerse manualmente mediante prueba y error. En futuros trabajos, se
medira´ el desempen˜o del me´todo en problemas de mayor complejidad que puedan
descomponerse en un nu´mero mayor de mo´dulos. Para simplificar la definicio´n de
la funcio´n de fitness para la red unificada, se estudiara´ la posibilidad de incor-
porar estrategias de evolucio´n multiobjetivo. Esto permitirı´a obtener un conjunto
de redes neuronales que se aproximen a la frontera de Pareto, de modo que todas
representen variaciones del comportamiento pedido, permitiendo optar por la ma´s
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apropiada.
Tambie´n se esta´ trabajando en la posibilidad de combinar la estrategia propues-
ta en el capı´tulo 6 con lo visto en la seccio´n 5.2, o sea, tomar los tres mejores
controladores obtenidos mediante la estrategia evolutiva de NEAT con Torneo e
instalar en el robot una minipoblacio´n con estos tres controladores y que la misma
evolucione a lo largo de su vida u´til [98].
En estos momentos se esta´ trabajando en una adaptacio´n de la estrategia evolu-
tiva presentada en el capı´tulo 6 para realizar el proceso evolutivo con un grado
mayor de paralelismo, a fin de reducir au´n ma´s el tiempo de evolucio´n de los
controladores. Para ello se esta´n evaluando distintas te´cnicas de procesamiento
distribuido, como clustering o el modelo de computacio´n de ciclos redundantes,
ası´ como distintas estrategias para la paralelizacio´n de metaheurı´sticas.






El robot Khepera II fue originalmente disen˜ado como una herramienta de in-
vestigacio´n y ensen˜anza en el framework del Programa Suizo de Investigacio´n Pri-
oritaria (Swiss Research Priority Program). El cual fue desarrollado por primera
vez en 1992, por un equipo de investigacio´n del Microprocessor and Interface
Laboratory (LAMI) en el Swiss Federal Institute of Technology Lausanne (EPFL).
Permite la confrontacio´n del mundo real con los algoritmos desarrollados en simu-
laciones para la ejecucio´n de trayectorias, evasio´n de obsta´culos, preprocesamien-
to de la informacio´n de los sensores, hipo´tesis sobre procesamiento de compor-
tamiento, etc. El robot Khepera es usado actualmente alrededor del mundo co-
mo una plataforma de variados experimentos y aplicaciones en robo´tica. El robot
Khepera II a extendido sus capacidades, es completamente compatible con el ori-
ginal y puede utilizar cualquiera de los accesorios del Khepera. Es fa´cil de usar,
robusto y con una plataforma esta´ndar para varias aplicaciones robo´ticas [48].
A.1. Programacio´n
Para facilitar la programacio´n del robot, LabVIEW a propuesto un entorno
de desarrollo, basado en programacio´n gra´fica, ba´sicamente dedicado a la instru-
mentacio´n, lo que permite un ra´pido desarrollo de interfaces de entrada-salida.
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Figura A.1: Robot Khepera II junto a una moneda de 2 euros.
El co´digo tambie´n puede cargarse en la memoria del Khepera para una ejecucio´n
independiente. Los programas, ya sean escritos en el lenguaje C o en el lenguaje
ensamblador para M68000, puede ser compilado en varios entornos usando un
compilador cruzado y luego cargarlo en la RAM o en la memoria FLASH no
vola´til. Esta´ disponible una completa API para programas que interactu´an con el
harward del robot, tanto para C o el lenguaje ensamblador [48].
A.2. Caracterı´sticas
El cuerpo del robot tiene un dia´metro de 70 mm, una altura de 30 mm y un
peso aproximado de 80 g. La figura A.1 compara al robot junto a una moneda.
Para la ejecucio´n de los programas, el robot cuenta con un hardware que se encar-
ga de controlar al robot, cuenta con un procesador Motorola 68331 25MHz, 512
KB de memoria RAM, 512 KB de memoria FLASH para almacenar los progra-
mas (memoria no vola´til) y una interfaz serie RS232 para conectar al Khepera con
una computadora. Este puerto serie puede utilizarse para controlar al robot desde
la computadora o para cargarle un programa compilado. La figura A.2 muestra el
resultado de una inspeccio´n externa del robot [48].
A.2.1. Sensores
El robot Khepera II consta de 8 sensores que esta´n ubicados como lo indica
la figura A.3 y cada uno de ellos puede ser utilizado de 2 maneras distintas: como
sensor de proximidad de objetos y como sensor de luminosidad ambiental. En
el primer caso, se utiliza a los sensores como emisores y receptores de pulsos
infrarrojos y en el segundo, solo la funcio´n de recepcio´n. En ambos casos los
valores retornados se encuentran entre 0 y 1023 [48].
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Figura A.2: Revisio´n del robot Khepera.
1. LEDs.
2. Conector de linea serie.
3. Boto´n de Reset.
4. Selector del modo de ejecucio´n.
5. Sensores de proximidad infrarrojos.
6. Conector del cargador de la baterı´a.
7. Interruptor de encendido-apagado.
Figura A.3: Posicio´n de los 8 sensores.
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Figura A.4: A´ngulo de visio´n de la ca´mara.
Sensores de proximidad
Los sensores de proximidad entregan un valor ma´s alto cuanto ma´s cerca se
encuentre de un objeto. El rango de deteccio´n esta´ entre 0 y 10 cm., dependiendo
de la capacidad de reflexio´n de rayos infrarrojos que tenga el objeto en cuestio´n
[48].
Sensores de luminosidad
Los sensores de luz retornara´n un valor ma´s bajo cuanto mayor sea la in-
tensidad lumı´nica. Es decir que 1023 representa la oscuridad total. El rango de
deteccio´n depende de la intensidad de la fuente. Por ejemplo, una fuente de 50W
a 40 cm produce valores significativos en los sensores [48].
Ca´mara K213
Adema´s de los sensores de proximidad y de luz, el robot cuenta con un
sensor llamado Torreta de visio´n K213, que es una ca´mara muy ba´sica que consta
de una resolucio´n de 64x1 pı´xeles, en escala de 256 tonos de grises, con un a´ngulo
de 36 grados y con un rango de distancia entre 5 y 50 cm como se ilustra en la
figura A.4 [48].
A.2.2. Motores
El Khepera cuenta con 2 motores de corriente continua, donde cada motor
controla una de las 2 ruedas con una caja de cambios con una reduccio´n de 25:1.
Un codificador incremental situado en eje del motor, otorga 24 pulsos por cada
revolucio´n del motor. Esto permite una resolucio´n de 600 pulsos por cada revolu-
cio´n de la rueda, que corresponde a 12 pulsos por milimetro de la ruta del robot.
El procesador principal tiene un control directo sobre la alimentacio´n del motor y
puede leer los pulsos del codificador incremental. Una rutina detecta cada pulso
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del codificador incremental y actualiza un contador de la posicio´n de la rueda.
Los motores tienen un rango de valores enteros entre -128 y 127, donde los va-
lores negativos hacen que el robot retroceda, los positivos que avance y el 0 que
el motor del robot se detenga. Cuanto ma´s alto sea el mo´dulo del valor aplicado a
un motor, ma´s alta sera´ la velocidad. Cada unidad de los motores representa una
velocidad de 8 milı´metros por segundo[48].
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Ape´ndice B
YAKS (Yet Another Khepera
Simulator)
YAKS (Yet Another Khepera Simulator) [108] es un sistema de simulacio´n
de un ambiente donde se mueve un robot Khepera II, realizado por la Universidad
de Sko¨vde, Suecia [96]. Esta´ realizado en C++, es de co´digo abierto, que no so-
lo cuenta con las herramientas necesarias para simular un entorno real, si no que
tambie´n posee los algoritmos necesarios para desarrollar controladores basados
en redes neuronales y algoritmos gene´ticos.
En el ambiente simulado, se pueden agregar distinta clase de objetos para que el
robot interactu´e. Los objetos pueden ser paredes, obsta´culos circulares y fuentes
de luz. Para poder simular el proceso de reconocimiento de los objetos o de luz,
ası´ como el movimiento de los motores, el simulador cuenta con tablas de mues-
tras, donde cada una sirve para reconocer un objeto en particular. Estas tablas se
generaron a partir de mediciones hechas sobre un robot real, interpolando los va-
lores faltantes, lo que le da al simulador mayor realismo. Incluso, permite agregar
ruido a los sensores.
B.1. Caracterı´sticas principales
La idea de YAKS es controlar el comportamiento de los robots a trave´s de
redes neuronales, pero dichas redes no se entrenan sino que son evolucionadas
mediante algoritmos gene´ticos. Para realizarlo, el simulador provee un conjunto
de clases para construir y manipular redes neuronales, ası´ como para trabajar con
algoritmos gene´ticos.
Es muy u´til contar con un simulador durante el desarrollo de los controladores de
los robots, para probar el aprendizaje en un ambiente controlado y seguro antes de
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Leer los para´metros del archivo de configuracio´n
Crea el ambiente especificado en los para´metros
Generar un poblacio´n inicial.
Mientras no satisfaga la condicio´n de fin.
Para cada robot 1..#robot
Activar las redes con las entradas deseadas.
Calcular el fitness de cada red (individuo).
Seleccionar las redes que formaran las siguiente generacio´n
en base al fitness.
Generar la siguiente generacio´n.
Figura B.1: Pseudoco´digo del algoritmo evolutivo del simulador.
llevar al robot a un ambiente real.
El robot del simulador, al igual que el robot real, tiene 8 sensores de proximidad
cuyos valores esta´n normalizados al rango [0..1]. Tambie´n posee 8 sensores de
luz con valores normalizados entre [0..1], donde la oscuridad es 0. Por seguridad,
no se permite que los motores se desplacen a una velocidad mayor que 10. Los
valores para los motores se encuentran normalizados al rango [0..1], donde 0 sig-
nifica que retrocede a velocidad 10, 1 significa que avanza a velocidad 10 y 0.5
hace que el motor se pare.
YAKS permite crear y manipular redes neuronales de varias maneras. Una opcio´n
es construir una red con alguna de las arquitecturas predefinidas, otra posibilidad
es armar la red manualmente, especificando cada neurona que la compone, y la
tercera opcio´n es leer la configuracio´n de la red neuronal desde un archivo.
Tambie´n posee una implementacio´n para algoritmos gene´ticos que esta adaptada
al control de robots mediante redes neuronales. Esto implica, entre otras cosas,
que de los tres operadores ba´sicos (reproduccio´n, cruza y mutacio´n) solo esta´n
presentes en YAKS la reproduccio´n y la mutacio´n. Estos operadores trabajan sola-
mente sobre los pesos de las redes, es decir, no es posible evolucionar la arquitec-
tura de las redes. Sin embargo, en algunos casos es posible que la poblacio´n puede
estar formada por redes con arquitecturas diferentes, lo que permite al menos, ele-
gir la mejor de las arquitecturas presentes.
Evidentemente, otra limitacio´n es que los individuos a evolucionar siempre son
redes, no se puede evolucionar individuos ”gene´ricos”.




Existe un archivo de configuracio´n .opt en el cual se especifican ubicado en
el directorio raı´z de la aplicacio´n en el cual se especifican los para´metros necesa-
rios para la ejecucio´n del simulador. Una ventaja importante del archivo de con-
figuracio´n es que no necesita recompilacio´n. Entre los para´metros que se pueden
configuran se destacan la cantidad de robots intervinientes en la simulacio´n, la
cantidad y tipo de sensores para cada robot, el archivo en el que describe el am-
biente en donde se mueve el robot y la ubicacio´n de archivos externos necesarios.
Tambie´n pueden especificarse otros para´metros relacionados con el proceso de
evolucio´n como el nu´mero de iteraciones que tendra´ el algoritmo gene´tico, la can-
tidad de e´pocas por cada generacio´n, la cantidad de veces que el robot se mueve
en cada e´poca, la cantidad de individuos padres que permanecera´n en la pro´xi-
ma generacio´n, la cantidad de descendientes que se obtendra´n por cada padre, el
me´todo por el cual se obtiene la nueva generacio´n, la cantidad de individuos del
algoritmo gene´tico, etc.
En el archivo que describe el ambiente simulado se definen las coordenadas en las
que se ubican las paredes, las coordenadas y el radio de los obsta´culos y las zonas,
y las posiciones de las fuentes de luz.
B.3. Clases principales
SIM.CPP: Esta es la clase que contiene el main. Permite testear el co´digo
ya sea en el robot real o en el simulador.
GA.CPP: Define los me´todos referentes al algoritmo gene´tico, entre los
cuales se encuentran los distintos me´todos de seleccio´n:
• Seleccio´n por torneo con mutacio´n: Crea una nueva generacio´n usan-
do seleccio´n por torneo. Los nuevos individuos son mutados. Note
que cada individuo puede ser comparado con si mismo. Este me´todo
es seguro de usar con un algoritmo gene´tico que usa diferentes arqui-
tecturas de redes neuronales.
• Seleccio´n por torneo con mutacio´n y elitismo: Crea una nueva gene-
racio´n usando seleccio´n por torneo y elitismo. Los nuevos individuos
son mutados. Note que cada individuo puede ser comparado con si
mismo. Este me´todo es seguro de usar con un algoritmo gene´tico que
usa diferentes arquitecturas de redes neuronales.
• Nueva generacio´n con mutacio´n en los pesos: Crea una nueva genera-
cio´n con mutacio´n en los pesos. Los individuos deben tener la misma
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arquitectura en la red neuronal. La generacio´n nueva es padres x des-
cendientes.
• Nueva generacio´n con mutacio´n: Crea una nueva generacio´n con mu-
tacio´n en los pesos, guardando el mejor individuo. Los individuos
deben tener la misma arquitectura en la red neuronal. La generacio´n
nueva es padres x descendientes.
ANN.CPP: Define los me´todos referentes a las redes neuronales. Dentro de
los me´todos ma´s importantes esta´n guardar y cargar todos los pesos de la
red en un archivo, imprimir la arquitectura de la red con sus pesos y valores
de activacio´n, mutar todos los pesos de los enlaces de todas las neuronas
de la red, duplicar la red neuronal y comparar 2 redes, agregar y borrar una
neurona o un enlace, ingresar y obtener los valores de entrada y de salida
de la red, conectar 2 capas de acuerdo al tipo de red (los tipos de redes se
describen en BUILDN.CPP). Tambie´n se encuentran los me´todos referentes
al entrenamiento usando Back Propagation.
BUILDN.CPP: Contiene las estructuras e implementacio´n de las distintas
redes neuronales. Esta es la clase que se debe modificar para agregar una
nueva arquitectura de redes neuronales. Las redes provistas en el simulador
son redes Feedforward, Elman, EcoState y Modular, entre otras.
B.4. Desarrollos especı´ficos
Para poder implementar y evaluar distintas te´cnicas evolutivas es que se
decidio´ introducir modificaciones al simulador de acuerdo a las siguientes necesi-
dades:
La primera necesidad surge desde el primer intento de tratar de entender
el funcionamiento interno de YAKS, de quien no se posee ninguna docu-
mentacio´n. Si bien el co´digo es bastante claro, con comentarios, esta´ bien
modularizado y con un correcto uso del paradigma de programacio´n orien-
tado a objetos, la funcio´n principal carece de modularizacio´n y excede con-
siderablemente la extensio´n en lineas de co´digo recomendables (ma´s de 600
lı´neas).
La segunda necesidad surge al momento de tratar de ampliar la potenciabi-
lidad del simulador, en particular la capacidad de desarrollar controladores
basados en redes neuronales donde la arquitectura de las mismas no sea
establecida desde antemano, si no que esta evolucione a lo largo de las dis-
tintas generaciones. Adema´s se desea an˜adir al simulador el operador ba´sico
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faltante (operador de cruzamiento), donde este operador intenta generar in-
dividuos a partir de una combinacio´n de dos individuos, llamados padres.
Existen diferentes estrategias para combinar 2 individuos de manera que
las caracterı´sticas ma´s deseables permanezcan en los individuos resultantes,
llamados hijos.
La tercera razo´n para realizar un proceso de reingenierı´a parte de la necesi-




En una primera etapa se realizo´ un ana´lisis integral del simulador, ası´ co-
mo una prueba del co´digo fuente, dando como resultado un diagrama de clases
del simulador y una lista de las modificaciones a realizarse. La lista de modifi-
caciones incluye limpieza de co´digo no necesario, modularizacio´n de la funcio´n
main, deteccio´n y correccio´n de errores, y preparacio´n del simulador para la in-
corporacio´n del nuevo co´digo.
Para an˜adir las funcionalidades necesarias se resolvio´ utilizar una estrategia de
evolucio´n de redes neuronales y algoritmos evolutivos desarrollada por Kenneth
O. Stanley [90] y Risto Miikkulainen en la Universidad Central de Florida, Facul-
tad de Ingenierı´a Electro´nica y Ciencias de la Computacio´n, en Estados Unidos.
Dicha estrategia se conoce como NEAT (NeuroEvolution of Augmenting Topolo-
gies) [91] y se describe en el capı´tulo 4. Se cuenta con un co´digo fuente escrito por
los mismos autores de esta estrategia que no solo esta´ disponible en C++, sino que
tambie´n puede encontrarse en Java, C#, Matlab, y en varios lenguajes ma´s [71].
Tambie´n se realizo´ un ana´lisis sobre el co´digo de la nueva estrategia, donde se
resolvio´ el modo en que se hara´ su integracio´n al sistema (resolucio´n de espacios
de nombres, definicio´n de variables y nuevas funciones, etc).
Para reducir el tiempo de procesamiento de los individuos, se planteo´ una estrate-
gia para paralelizar el algoritmo de evaluacio´n de los mismos, ya que la evaluacio´n
de cada uno de los individuos de la poblacio´n son totalmente independientes entre
si. Se realizo´ un ana´lisis de viabilidad sobre la paralelizacio´n y se concluyo que
es posible realizar dicha modificacio´n.
Ana´lisis Funcional
Se realizo´ un ana´lisis sobre la funcionalidad del sistema de simulacio´n, y a
cada una de la funciones se le asigno´ un coeficiente de complejidad de desarrollo
estimativo de 1 a 5, donde 5 es el ma´s complejo y 1 el ma´s simple. Las funciones
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identificadas son las siguientes:
1. Definicio´n de redes neuronales de arquitectura fija. (2)
2. Creacio´n de una poblacio´n de redes neuronales de arquitectura fija. (3)
3. Creacio´n de un entorno simulado. (5)
4. Creacio´n de un robot simulado. (4)
5. Creacio´n de una pelota simulada. (3)
6. Representacio´n visual del entorno simulado mediante la interfaz gra´fica. (5)
7. Interaccio´n de todos los objetos en el entorno simulado. (4)
8. Obtencio´n de datos de un entorno simulado. (2)
9. Obtencio´n de datos de un robot simulado. (2)
10. Procesamiento de datos a trave´s de una red neuronal de arquitectura fija. (2)
11. Modificacio´n del robot simulado en base a la salida de una red neuronal de
arquitectura fija. (2)
12. Modificacio´n del entorno simulado en base al movimiento de un robot. (3)
13. Evaluacio´n de una red neuronal de arquitectura fija en base a su compor-
tamiento. (3)
14. Mutacio´n de los pesos de los arcos de una red de arquitectura fija. (2)
15. Creacio´n de la siguiente generacio´n de la poblacio´n de redes neuronales de
arquitectura fija. (4)
16. Archivar las mejores redes neuronales de arquitectura fija. (1)
Se realizo´ ana´lisis funcional similar al realizado sobre el sistema de simulacio´n
sobre el me´todo de NEAT, con los siguientes coeficientes de complejidad estima-
tivo:
17. Definicio´n de una red neuronal de arquitectura mı´nima variable. (3)
18. Creacio´n de una poblacio´n de redes neuronales de arquitectura mı´nima vari-
able. (4)
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19. Clasificacio´n de los individuos de la poblacio´n en especies. (3)
20. Procesamiento de datos a trave´s de una red neuronal de arquitectura mı´nima
variable. (3)
21. Mutacio´n de los pesos de los arcos de una red neuronal de arquitectura mı´ni-
ma variable. (3)
22. Mutacio´n de la arquitectura de una red neuronal de arquitectura mı´nima vari-
able. (4)
23. Cruce de dos redes neuronales de arquitectura mı´nima variable pertenecientes
a la misma especie. (5)
24. Creacio´n de la siguiente generacio´n de la poblacio´n de redes neuronales de
arquitectura mı´nima variable. (5)
25. Archivar las mejores redes neuronales de arquitectura mı´nima variable. (1)
A continuacio´n se enumeran las funciones por implementar con sus respectivos
coeficientes de complejidad de desarrollo estimativo:
26. Modificacio´n del robot simulado en base a la salida de una red neuronal de
arquitectura mı´nima variable. (3)
27. Evaluacio´n de una red neuronal de arquitectura mı´nima variable en base a su
comportamiento. (3)
28. Paralelizacio´n de la evaluacio´n de una red neuronal de arquitectura fija. (2)
29. Paralelizacio´n de la evaluacio´n de una red neuronal de arquitectura mı´nima
variable. (2)
Tambie´n se analizaron las distintas funciones a implementar, para resolver los
distintos problemas propuestos:
30. Inicializacio´n del entorno simulado, el robot y la pelota para la evolucio´n de
redes neuronales de arquitectura fija para que el robot busque la pelota. (3)
31. Inicializacio´n del entorno simulado, el robot y la pelota para la evolucio´n de
redes neuronales de arquitectura mı´nima variable para que el robot busque
la pelota. (3)
32. Inicializacio´n del entorno simulado, el robot y la pelota para la evolucio´n de
redes neuronales de arquitectura fija para que el robot se posicione detra´s
de la pelota. (3)
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33. Inicializacio´n del entorno simulado, el robot y la pelota para la evolucio´n
de redes neuronales de arquitectura mı´nima variable para que el robot se
posicione detra´s de la pelota. (3)
34. Inicializacio´n del entorno simulado, el robot y la pelota para la evolucio´n de
redes neuronales de arquitectura fija para que el robot golpee la pelota. (3)
35. Inicializacio´n del entorno simulado, el robot y la pelota para la evolucio´n de
redes neuronales de arquitectura mı´nima variable para que el robot golpee
la pelota. (3)
36. Funcio´n de aptitud de una red neuronal de arquitectura fija para que el robot
busque la pelota. (4)
37. Funcio´n de aptitud de una red neuronal de arquitectura mı´nima variable para
que el robot busque la pelota. (4)
38. Funcio´n de aptitud de una red neuronal de arquitectura fija para que el robot
se posicione detra´s de la pelota. (4)
39. Funcio´n de aptitud de una red neuronal de arquitectura mı´nima variable para
que el robot se posicione detra´s de la pelota. (4)
40. Funcio´n de aptitud de una red neuronal de arquitectura fija para que el robot
golpee la pelota. (4)
41. Funcio´n de aptitud de una red neuronal de arquitectura mı´nima variable para
que el robot golpee la pelota. (4)
42. Implantacio´n de un a´rbol de decisio´n, quien comandara´ las redes neuronales
de arquitectura fija de acuerdo donde se encuentra el robot y la pelota res-
pecto al entorno simulado. (5)
43. Implantacio´n de un a´rbol de decisio´n, quien comandara´ las redes neuronales
de arquitectura mı´nima variable de acuerdo donde se encuentra el robot y la
pelota respecto al entorno simulado. (5)
Ana´lisis de costos
Se realizo´ un ana´lisis de costo en cuanto al tiempo de desarrollo del directo
del simulador en comparacio´n con la aplicacio´n de un me´todo de reingenierı´a del
software. Se realizo´ una estimacio´n de tiempos de desarrollo en base a la comple-
jidad de las funciones, asignando a cada una de las funciones un valor en horas
de desarrollo. La estimacio´n de las horas se realizo´ tomando como para´metro el
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Cuadro B.1: Tabla de estimacio´n de horas.
Complejidad 1 2 3 4 5
Horas estimadas Menos de 15 20 – 25 30 – 35 40 – 45 Ma´s de 50
tiempo de desarrollo de las funciones implementadas. Esta estimacio´n de horas
puede verse en la tabla B.1.
En comparacio´n, el costo en cuanto a horas del desarrollo directo (aproxi-
madamente 1435 horas) es muy superior al costo en horas del proceso de reinge-
nierı´a (aproximadamente 578 horas). El costo de aplicar reingenierı´a al sistema es
un 60 % menor que el costo del desarrollo directo.
Modificaciones
En la segunda etapa se realizan las modificaciones planteadas en la primer
etapa. Comenzando con una limpieza del co´digo innecesario, como la eliminacio´n
del co´digo necesario para realizar el entrenamiento con el robot fı´sico conectado
vı´a RS-232 ya que solo nos interesa el desarrollo del controlador en un ambiente
de simulacio´n, debido a la velocidad de entrenamiento. Tambie´n se elimino´ el
co´digo necesario para que el sistema pueda ser compilado bajo Windows, esto se
realizo´ para la simplificacio´n del co´digo.
Se modularizaron segmentos de co´digo de la funcio´n main en mo´dulos indepen-
dientes tales como funciones de inicializacio´n del simulador, de la interfaz y del
proceso de simulacio´n, calculo del valor de aptitud del individuo (fitness) y el
mapeo entre el robot y los sensores. Tambie´n se implementaron mo´dulos para la
inicializacio´n de la poblacio´n y para la ejecucio´n de un individuo o de una red
neuronal, ası´ como mo´dulos auxiliares para la implementacio´n de las distintas es-
trategias evolutivas.
Se prepararon ambos co´digos fuente, tanto el del simulador como el de la es-
trategia evolutiva a incorporar, para realizar la integracio´n definiendo espacios de
nombres diferentes para evitar conflictos tanto de nombres de variables como de
nombres de clases.
Para implementar la paralelizacio´n del algoritmo de evolucio´n se decidio´ utilizar
la estrategia de ”bolsa de tareas” ya que permite un mejor aprovechamiento de
los ciclos ociosos de la CPU, ası´ como parametrizar la cantidad de tareas que se
procesara´n concurrentemente. De esta manera se define a la evaluacio´n de un in-
dividuo como una tarea, siendo la poblacio´n una bolsa de n tareas. Tambie´n se
definen m threads o hilos que sera´n los encargados de tomar una tarea de la bolsa,
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o sea de evaluar un individuo de la poblacio´n.
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