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Hill functionsIn this paper, a two-delay model for the ultradian oscillatory behaviour of the glucose–
insulin regulation system is studied. Hill functions are introduced to model nonlinear
physiological interactions within this system and ranges on parameters reproducing bio-
logical oscillations are determined on the basis of analytical and numerical considerations.
Local and global stability are investigated and delay-dependent conditions are obtained
through the construction of Lyapunov–Krasovskii functionals. The effect of Hill parameters
on these conditions, as well as the boundary of the stability region in the delay domain, are
established for the ﬁrst time. Numerical simulations demonstrate that the model with Hill
functions represents well the oscillatory behaviour of the system with the advantage of
incorporating new meaningful parameters. The inﬂuence of the time delays on the period
of oscillations and the sensitivity of the latter to model parameters, in particular glucose
infusion, are investigated. The model can contribute to the better understanding and
treatment of diabetes.
 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CCBY
license (http://creativecommons.org/licenses/by/4.0/).1. Introduction
Diabetes mellitus is a prominent problem worldwide with cases rising year on year. A 2011 Lancet report gave ﬁgures
that there are 347 million diabetic sufferers worldwide [1]. Further to this, the World Health Organisation predicts that dia-
betes will be the 7th highest leading cause of death in the world by the year 2030 [2]. The disease itself is a defect of the
metabolic system causing high blood glucose levels and has two main forms. Type I diabetes is a genetic disease which can-
not be prevented where the pancreatic b-cells do not produce the regulatory hormone insulin. Type II diabetes is developed
later in life and is much more common. It is caused by a large number of risk factors causing the glucose–insulin regulatory
system to stop functioning correctly. The glucose–insulin regulatory system is an important part of the metabolic system.
The pancreas and the liver regulate the production of insulin and glucose respectively, in order to keep the blood glucose
at a normal level. Insulin is produced by the pancreas which is needed by the cells in the body to allow glucose to be used
as fuel. Failure to do this will result in high blood sugar and hence diabetes which is related to many other long term
problems. The system operates with ultradian oscillations which were ﬁrst discovered by Hansen in 1923 [3] and have been
studied in a variety of ways since.
The work in this paper to model the ultradian oscillations of glucose and insulin stems from the work of Sturis et al. [4–6].
The model [4] is based on a negative feedback loop, typically found in most biological systems, and incorporates two insulin
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time delay for the effect of insulin on glucose production. The model is created as a system of six ordinary differential equa-
tions including a three tiered system representing the time delay. Our model includes ﬁve functions, f 1  f 5, which represent
key features of the system, as illustrated by the modelling framework in Fig. 1.
The functions f i are commonly used in most models related to this problem and the model [4] has been used as a base for
many models since its publication up to the recent paper [7]. The model [8] investigates the advantages of periodic versus
constant insulin supply through a simpliﬁcation of the original model [4] by replacing the functions f i with constants and
Taylor expansions.
One main development from the model [4] is to incorporate explicitly the time delay in glucose production to function f 5,
creating a system of three delay differential equations as can be seen in [9]. The model is further simpliﬁed to a system of two
delay differential equations by combining the two insulin compartments [10,11]. These models also explicitly introduce the
second time delay, to represent the delay in insulin production. However, the analytical analysis of the two-delay models is
not completely understood.
The analysis of the two-delay model focuses on the apparition of oscillations and the effect of varying certain biological
parameters numerically. The work of Engelborghs et al. [10] carries out a numerical analysis of the steady state for their two
equation model with two delays by ﬁnding branches of periodic solutions via a Hopf bifurcation. The paper of Li et al. [11]
uses numerical bifurcation analysis for the two time delays and two selected parameters to give a threshold values leading to
ultradian oscillations. A follow-up paper [12] provides an analytical study of local stability in the model [11] for both the
one- and two-delay case. The global stability of a similar model was considered by Bennett and Gourley [13] in the one-delay
case using the comparison principle approach and a Lyapunov functional.
Our work is based on the two-delay model of Li et al. [11]. One contribution of the current paper is the usage of Hill
functions for each of the functions f 1; f 2; f 4 and f 5 which allows for more adequate modelling of underlying physiological
dynamics. The Hill function was ﬁrst introduced in 1910 as a mechanism for describing the interaction between oxygen
and haemoglobin within the blood [14]. Since its creation it has been widely used in clinical and pharmacological mod-
els to great effect, speciﬁcally for modelling nonlinear relations. For reviews see for example [15]. Previously, the Hill
function has been applied to the glucose–insulin regulation system but only as a single function within a simpliﬁed
model [16–18]. One such example comes from the work of Huang et al. [17] which models an artiﬁcial pancreas.
They consider a delay-free simpliﬁed version of the model [11] with one Hill function where the remaining functions
are linear. This shows that these models can be used to aid the treatment of diabetes mellitus, which is one of the
motivations of this work.
Furthermore, this paper for the ﬁrst time provides a stability analysis both locally and globally of the two-delay system of
glucose and insulin regulation. The linearisation of the system is studied analytically and a linear matrix inequality (LMI)
approach is employed to numerically simulate the stability region. A Lyapunov functional approach is used to analytically
give conditions for global stability, while providing numerical simulations to show the relation to the required physiological
range.
This paper is organised as follows: the model with new functions f i is presented with a general analysis of parameter
effect in Section 2. An analytical local stability analysis of the two-delay model is presented in Section 3 along with a numeri-
cal study based on LMI simulations. Section 4 provides the analysis of global stability for the two-delay case including an
investigation of optimal ranges for the Hill parameters. Finally, concluding remarks are made in Section 5.Fig. 1. Modelling framework showing the regulatory mechanisms. The functions represent: f 1 – effect of glucose on insulin secretion, f 2 – insulin
independent glucose utilisation, f 3f 4 – insulin dependent glucose utilisation and f 5 – effect of insulin on glucose production.
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Ultradian oscillations in the glucose–insulin regulatory system are studied by considering the following two-delay modelTable 1
Parame
Cons
Rm
Vg
Ub
C3
U0
Um
Fig. 2.
Bogack_GðtÞ ¼ Gin  f 2ðGðtÞÞ  f 3ðGðtÞÞf 4ðIðtÞÞ þ f 5ðIðt  s2ÞÞ;
_IðtÞ ¼ f 1ðGðt  s1ÞÞ  diIðtÞ;
ð2:1Þas introduced by Li, Kuang and Mason in [11]. The functions GðtÞ and IðtÞ represent the plasma glucose (inmg=dl) and insulin
(in mU=l) respectively while the two time delays s1 and s2 are assumed to be positive and constant. The positive constant di
represents the insulin degradation and clearance rate. In order to give a more accurate account of the oscillatory behaviour,
we construct the functions f 1; f 2; f 4 and f 5 using Hill functions. This modiﬁcation enables us to introduce new meaningful
parameters for which we obtain analytic conditions guaranteeing asymptotic stability. The precise form of these functions
is given byf 1ðGÞ ¼
Rm G=Vg
 h1
ðG=VgÞh1 þ kh11
; f 2ðGÞ ¼
UbðG=VgÞh2
ðG=VgÞh2 þ kh22
; f 3ðGÞ ¼
G
C3Vg
;
f 4ðIÞ ¼ U0 þ
ðUm  U0Þ Ið1=Vi þ 1=ðEtiÞÞð Þh4
ðIð1=Vi þ 1=ðEtiÞÞÞh4 þ kh44
; f 5ðIÞ ¼
RgðI=VpÞh5
ðI=VpÞh5 þ kh55
:
ð2:2ÞFunction f 5 is the only decreasing function, f 1; f 2 and f 4 are all increasing. This implies that h5 is negative while h1;h2 and h4
are all greater than zero. The values for the physiological parameters are chosen as in [11] (see Table 1). We use the following
criteria for selecting the Hill coefﬁcients hi; ki:
 The steady state of the system must be located in a physiologically relevant range. This is discussed in Section 2.1.
 The model should be capable of rendering oscillations which match physiological behaviour. An example of an oscillatory
regime using this model is shown in Fig. 2. Our numerical simulations demonstrate that our model is also capable of
reproducing sustainable oscillations for different values of the rate of insulin degradation di within its physiological range
(Fig. 3).
We note that the maximal value for the derivative of a Hill function can be written explicitly in terms of the Hill parame-
ters. Indeed, for a general Hill functionters in model (2.1), from [4].
tant Value Units Constant Value Units
210 min Vi 11 l
10 l E 0.2 l/min
72 mg/min ti 100 min
1000 mg/l Rg 180 mg/min
40 mg/min Vp 3 l
940 mg/min
Ultradian oscillations of glucose and insulin in model (2.1) under a constant glucose infusion of 1.35 mg/dl min with s1 ¼ 6 and s2 ¼ 36. The
i–Shampine method is used to obtain the numerical solution through the pydelay module [19].
Fig. 3. Phase plots for various insulin degradation rates di , with s1 ¼ 6 and s2 ¼ 36.
Fig. 4.
range 1
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h
xh þ kh
; ð2:3Þwhere c > 0;h; k are constants. A direct calculation shows that the maximal value for its ﬁrst derivative is given byf 0M ¼ c
hk
ðh 1Þh1h ðhþ 1Þhþ1h ; ð2:4Þwhere the principal value has to be used whenever h1h or
hþ1
h is not an integer.
2.1. Sensitivity of the steady state on Hill parameters
Although an explicit expression cannot be obtained, system (2.1) possesses a unique steady state ðG; IÞ, deﬁned by the
equations _G ¼ _I ¼ 0, which is always positive as was shown in [13]. Since its value is inﬂuenced by the choice of the model
parameters, the Hill coefﬁcients hi are constrained by the requirement that ðG; IÞ be located in a physiologically feasible
range. In order for the system to ﬁt physiological values the ﬁxed point for glucose, G, should be within the range,
90 < G < 120, and the ﬁxed point for insulin, I, should ﬁt the range, 25 < I < 40 [4,11]. Here, we will investigate the gen-
eral effect of the Hill parameters on both ﬁxed points by altering the coefﬁcients h1 and h4 as the corresponding nonlinear
functions f 1 and f 4 are linked to physiological mechanisms related to Type I and Type II diabetes respectively. As function f 2
represents glucose utilisation independent of insulin, the parameters for this function are assumed to remain relatively con-
stant. Fig. 4 shows the effect on the ﬁxed points of parameter h1 while also altering h4, which is represented by the dots.Effect on the ﬁxed points of glucose and insulin of altering Hill coefﬁcient h1. The multiple points for each values of h1 represent values of h4 in the
< h4 < 3.
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, and that there is a
relatively consistent and small range of values for h4 for all values of h1. A similar result can be seen when comparing h1 and
h5. This numerical investigation indicates that choosing the Hill parameter h1 in a neighbourhood around 2 is necessary in
order to keep the steady state within the physiological range. A value of h1 ¼ 2 had already been used in a number of sim-
pliﬁed models in the literature, for example in [18].
3. Local stability and oscillations
We now focus on describing analytically the boundary of the local stability region in the case when both delays are non-
zero. This extends the studies in [10–13] where several aspects of the local stability of model (2.1) were investigated with
very generic assumptions on functions f 1  f 5. In matrix form, the linearisation of (2.1) at its unique steady state ðG; IÞ is
given by_GðtÞ
_IðtÞ
 !
¼ A B
0 di
 
GðtÞ
IðtÞ
 
þ 0 0
D 0
 
Gðt  s1Þ
Iðt  s1Þ
 
þ 0 C
0 0
 
Gðt  s2Þ
Iðt  s2Þ
 
; ð3:1Þwhere we have introduced the following positive quantitiesA ¼ f 02ðGÞ þ f 03ðGÞf 4ðIÞ; B ¼ f 3ðGÞf 04ðIÞ; C ¼ f 05ðIÞ; D ¼ f 01ðGÞ:
The characteristic equation of (3.1) isk2 þ ðAþ diÞkþ diAþ BDeks1 þ CDekðs1þs2Þ ¼ 0: ð3:2Þ
The analysis of the exponential polynomial (3.2) when s1s2 ¼ 0 can be performed using the circle method, as done in [10,11],
leading to individual thresholds s2 > s2 (s1 > s1) for the apparition of oscillatory solutions when s1 ¼ 0 (resp. s2 ¼ 0). In the
case when s1s2 > 0, it was shown in [12] that if diAP DðBþ CÞ, then for any given s1 P 0, there exists s2ðs1ÞP 0 such that a
Hopf bifurcation occurs at ðs1; s2Þ. The separatrix curve can be described by seeking imaginary solutions k ¼ ix of (3.2),
where x is assumed to be strictly greater than 0. This gives the systemx2  Adi þ D B cosðs1xÞ þ C cosððs1 þ s2ÞxÞ½  ¼ 0;
ðAþ diÞx ¼ D B sinðs1xÞ þ C sinððs1 þ s2ÞxÞ½ :
ð3:3ÞUsing trigonometric identities, system (3.3) implies thatcosðs2xÞ ¼
x2  Adi
 
cosðs1xÞ þxðAþ diÞ sinðs1xÞ  BD
CD
;
sinðs2xÞ ¼
Adi x2
 
sinðs1xÞ þxðAþ diÞ cosðs1xÞ
CD
;
ð3:4Þso that x satisﬁes the following transcendental equationx4 þx2 A2 þ d2i
 
þ D2ðB2  C2Þ þ A2d2i þ 2BD ðAdi x2Þ cosðs1xÞ xðAþ diÞ sinðs1xÞ
  ¼ 0: ð3:5ÞSolving (3.5) for sinðs1xÞ and introducing into (3.4), we obtain the expressioncosðs2xÞ ¼
A2 þx2
 
d2i þx2
 
 D2 B2 þ C2
 
2BCD2
: ð3:6Þwhich depends on s1 only implicitly throughx. Therefore, for a ﬁxed value of s1, the transcendental Eq. (3.5) can be numeri-
cally solved for x whilst the critical value for s2 is thereafter recovered froms2 ¼ 1x arccos
A2 þx2
 
d2i þx2
 
 D2 B2 þ C2
 
2BCD2
2
4
3
5: ð3:7ÞUsing this approach, we obtain a graphical representation of the curve delimiting zones of asymptotic stability and oscilla-
tory regime. Our study shows that the boundary is not a straight line (Fig. 5), although it can be closely approximated by the
straight line joining the two individual thresholds s1; s2. This almost linear relationship was ﬁrst noted in the numerical
experiments of Li and Kuang [12]. For the graphs in this section, we use the following generic valuesA ¼ 0:01; B ¼ 0:8549; C ¼ 2:4681; D ¼ 0:0011; ð3:8Þ
which correspond to the choice of parametersGin ¼ 135; di ¼ 0:06; h1 ¼ 2; k1 ¼ 6000; h2 ¼ 1:8; k2 ¼ 103:5;
h4 ¼ 1:5; k4 ¼ 80; h5 ¼ 8:54; k5 ¼ 26:7:
ð3:9Þ
Fig. 5. Threshold curves (solid, Gin ¼ 1:35 mg/ml in blue, Gin ¼ 0:54 mg/ml in red) in the s1  s2 plane. The dashed green line, joining the two individual
thresholds, is the linear approximation for the Gin ¼ 1:35 mg/ml case. (For interpretation of the references to colour in this ﬁgure legend, the reader is
referred to the web version of this article.)
Fig. 6. Distribution of eigenvalues on the threshold curve, when s1 ¼ 6 and s2 ¼ 29:23.
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is illustrated in Fig. 6, where the distribution of eigenvalues for a speciﬁc choice on the threshold curve clearly shows a pair
of eigenvalues sitting on the imaginary axis. It is interesting to note that within the physiological ranges for the delays, there
is only one pair of eigenvalues that crosses the imaginary axis. Mathematically, model (2.1) does allow to have interaction of
unstable modes, but this seems to occur only for very large values for the delays. For instance, when s1 ¼ 6, a numerical
investigation indicates that one needs to have s2 > 182 in order to have more than one pair of eigenvalues with positive real
parts.
It is known that the period of the oscillations depends on several physiological parameters, especially the amount of glu-
cose infused continuously [4,11]. Under continuous glucose infusion, the period of oscillations is generally accepted to lie
within the range ½90;150 minutes. On the threshold curve (3.5), the inﬂuence of delays on the period of oscillations can
be computed numerically for physiological values for s1 and s2. When Gin ¼ 1:35 mg/ml, this gives periods within the range
½134;155minutes, which is in the upper part of the physiological range mentioned above. With a reduced amount of infused
B. Huard et al. / Commun Nonlinear Sci Numer Simulat 26 (2015) 211–222 217glucose, Gin ¼ 0:54 mg/ml, the oscillations on the threshold curve have period between 96 and 100 min. The effect of the
delays on the period of oscillations is shown in Fig. 7.
Moreover, we can show that the frequency x is maximal when s2 ¼ 0. The derivative of x with respect to s1 is given byFig. 7.dx
ds1
¼ D
xðA2 þ d2i þ 2x2Þ  BD ðAþ diÞ sinðs1xÞ þ 2x cosðs1xÞ½   s1D
; ð3:10ÞwhereD ¼ BDx Adi x2
 
sinðs1xÞ þxðAþ diÞ cosðs1xÞ
 
: ð3:11Þ
Because of (3.4), Eq. (3.10) vanishes if and only if sinðs2xÞ ¼ 0. Furthermore, the second derivative at that point can be
proved to be equal tod2x
ds21
¼ 
Bx A2 þx2
 
d2i þx2
 
C A2 þ d2i þ 2x2
  : ð3:12ÞSince x is assumed to be positive, this shows that x attains locally maximal values at points where sinðs2xÞ ¼ 0. The ﬁrst
positive value of s2 for which this occurs is s2 ¼ 0. This leads to the expressionA2 þx2
 
d2i þx2
 
 D2ðBþ CÞ2 ¼ 0; ð3:13Þwhich coincides with the one-delay case. In that case, the threshold value s1 for the apparition of oscillations is obtained
through the following systems1 ¼
1
x1
arccos
x21  Adi
DðBþ CÞ
 	
;
x1 ¼  1ﬃﬃﬃ
2
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðA2 þ d2i Þ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðA2  d2i Þ
2 þ 4D2ðBþ CÞ2
qr
:
ð3:14ÞThe fact that x is maximal when s2 is zero implies that the delay in the glucose production by the liver leads to a longer
period in the regulation loop. Similarly when s1 ¼ 0, the threshold s2 is given bys2 ¼
1
x2
arccos
x22  ðAdi þ BDÞ
CD
 	
;
x2 ¼  1ﬃﬃﬃ
2
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðA2 þ d2i Þ þ 2BDþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðA2  d2i Þ
2 þ 4 ðCDÞ2  BDðAþ diÞ2
h irs
:
ð3:15ÞThis recovers the results for the one-delay subcases which have been thoroughly investigated in [10,12].Inﬂuence of delays s1 and s2 on the period of oscillations on the threshold curve (3.5) when Gin ¼ 1:35 mg/ml (top) and Gin ¼ 0:54 mg/ml (bottom).
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The boundary of the asymptotic stability region can also be approached through the construction of an appropriate
Lyapunov functional for the linear system (3.1) which is further studied numerically by making use of Linear Matrix
Inequalities (LMIs). The approach adopted here uses a method for systems of delayed differential equations with two delays
developed by He et al. [20]. The basis of the method is to use free weighting matrices to convey the relationships of Leibniz-
Newton form. This allows to take into account the relationship between the two delays. If there exist the free weighting
matrices, necessary to satisfy the criteria for the set of LMIs, then the linear system with delays is asymptotically stable.
Following [20], we denote x ¼ ½u v T and consider the following Lyapunov functionalV ¼ xTðtÞPxðtÞ þ
Z t
ts1
xTðsÞQ1xðsÞdsþ
Z t
ts2
xTðsÞQ2xðsÞdsþ
Z 0
s1
Z t
tþz
_xTðsÞW1 _xðsÞdsþ
Z 0
s2
Z t
tþz
_xTðsÞW2 _xðsÞds
þ
Z s2
s1
Z t
tþz
_xTðsÞW3 _xðsÞds; ð3:16Þwhere P ¼ PT > 0;Qi ¼ QTi > 0 and Wi P 0; i ¼ 1;2;3. It was shown in [20] that the requirement that V be a Lyapunov–
Krasovskii functional for the linear system (3.1) is fulﬁlled if the following linear matrix inequalities are satisﬁedU11 U12 U13
UT12 U22 U23
UT13 U
T
23 U33
2
64
3
75 < 0;
X11 X12 X13 N1
XT12 X22 X23 N2
XT13 X
T
23 X33 N3
NT1 N
T
2 N
T
3 W1
2
66664
3
77775P 0;
Y11 Y12 Y13 S1
YT12 Y22 Y23 S2
YT13 Y
T
23 Y33 S3
ST1 S
T
2 S
T
3 W2
2
66664
3
77775P 0;
Z11 Z12 Z13 jT1
ZT12 Z22 Z23 jT2
ZT13 Z
T
23 Z33 jT3
jTT1 jT
T
2 jT
T
3 W3
2
66664
3
77775P 0;whereU11 ¼ PA0 þ AT0 þ Q1 þ Q2 þ N1NT1 þ S1 þ ST1 þ AT0HA0 þ s1X11 þ s2Y11 þ s1  s2j jZ11;
U12 ¼ PA1  N1 þ NT2 þ ST2  T1 þ AT0HA1 þ s1X12 þ s2Y12 þ s1  s2j jZ12;
U13 ¼ PA2 þ NT3 þ ST3  S1 þ T1 þ AT0HA2 þ s1X13 þ s2Y13 þ s1  s2j jZ13;
U22 ¼ Q1  N2  NT2  T2  TT2 þ AT1HA1 þ s1X22 þ s2Y22 þ s1  s2j jZ22;
U23 ¼ NT3  S2 þ T2  TT3 þ AT1HA2 þ s1X23 þ s2Y23 þ s1  s2j jZ23;
U33 ¼ Q2  S3  ST3 þ T3 þ TT3 þ AT2HA2 þ s1X33 þ s2Y33 þ s1  s2j jZ33;
H ¼ s1W1 þ s2W2 þ s1  s2j jW3;
andj ¼ 1 if s1 P s21 if s1 < s2

:The free weighting matrices P and Qi, i ¼ 1;2;3, are symmetric deﬁnite positive, Wi Xii;Yii and Zii, i ¼ 1;2;3, are sym-
metric positive semi-deﬁnite and the free matrices Ni; Si; Ti;Xij;Yij and Zij, i– j ¼ 1;2;3, have no restrictions. This method
was applied for the linearised system (3.1) using the parameter values as given in (3.8). The solution scheme, which relies
on interior ﬁxed point methods, was implemented using the Robust Control Toolbox in Matlab [21]. As a result, a plot of the
region of asymptotic stability in the ðs1; s2Þ plane has been obtained. The results are depicted in Fig. 8 where an almost linear
pattern can be seen distinguishing between the area of asymptotic stability and the area of oscillations. It shows that the LMI
optimisation based on the Lyapunov functional (3.16) allows to obtain better results in the two-delay setting than in its one-
delay limiting subcases. It appears to be remarkable that the numerical scheme approximates the stability region very accu-
rately in the physiological range when 5 < s1 < 20.
4. Global stability and Hill parameters
We now proceed to the construction of a Lyapunov functional for the nonlinear two-delay model (2.1) which allows us to
obtain delay-dependent stability conditions. Following the work of Bennett and Gourley [13], we introduce the shifted
variables
Fig. 8. Plot of the region of asymptotic stability using the LMI method for 0 < s1 < 25 and 0 < s2 < 50. The solid line represents the theoretical curve, as
obtained in Section 3.
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so that ðu;vÞ ¼ ð0;0Þ represents the steady state of the translated system_u ¼ Gin  f 2ðuþ GÞ  f 3ðuþ GÞf 4ðv þ IÞ þ f 5ðvðt  s2Þ þ IÞ;
_v ¼ f 1ðuðt  s1Þ þ GÞ  diðv þ IÞ:
ð4:1ÞFor a given function f ðxÞ, the Taylor expansion with Lagrange remainder at the ﬁrst order can be written as
f ðxþ x0Þ ¼ f ðx0Þ þ xf 0ðcÞ;where c is some number between x0 and x. Writing c ¼ x0 þ hx, with 0 6 h 6 1, the Taylor expansion can be written as
f ðxþ x0Þ ¼ f ðx0Þ þ xf 0ðx0 þ hxÞ; 0 6 h 6 1:Therefore, there exist 0 6 hi 6 1; i ¼ 1; . . . ;5, such that the following hold
_u ¼ Gin  f 2ðuþ GÞ  f 3ðuþ GÞf 4ðv þ IÞ þ f 5ðvðt  s2Þ þ IÞ;
¼ uf 02ðG þ h2uÞ  uf4ðIÞf 03ðG þ h3uÞ  vðf 3ðGÞ þ uf 03ðG þ h3uÞÞf 04ðI þ h4mÞ þ vðt  s2Þf 05ðI þ h5mðt  s2ÞÞ;
_v ¼ f 1ðuðt  s1Þ þ GÞ  diðv þ IÞ ¼ uðt  s1Þf 01ðG þ h1uðt  s1ÞÞ  dim:
ð4:2ÞWe now consider the function V0 ¼ 12 u2 þ qm2
 
, with q a strictly positive constant. By making use of expressions (4.2) and of
Young’s inequalityxy 6 1
2
x2 þ 1

y2
 
; ð4:3Þwhich holds for all  > 0, we can show that the derivative of V0 along the solutions satisﬁes the inequalitydV0
dt
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1
2
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m2ðs s2Þds: ð4:4ÞThe constants i are strictly positive constants, MG is the maximal attained value of glucose and f
0M
i is the maximum of the
derivative of f i, as expressed in (2.4). We then rewrite the integral terms in (4.4) by making use of the identityZ t
tsi
gðsÞds ¼ sigðtÞ  ddt
Z t
tsi
Z t
z
gðsÞdsdz; i ¼ 1;2; ð4:5Þ
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enables us to writedV0
dt
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þ q3f 0M1 þ f 0M5 s2 f 0M14 þ
di
5
 !" #" #
 v2 qdi  12 q
1
1
MGf
0M
4 þ
1
2
f 0M5
 þ q 1
3
f 0M1

þqf 0M1 s1
1
6
f 0M2 þ
1
7
qf4ðIÞ þ 18 qMGf
0M
4 þ
1
9
f 0M5
  			
þ f 0M5
  4
2
f 0M1 s2u
2ðt  s1Þ  ddt
Z t
ts2
Z t
z
u2ðs s1Þdsdz
 	
þ f 0M5
  5di
2
s2m2  ddt
Z t
ts2
Z t
z
m2ðsÞdsdz
 	
þ q
2
f 0M1 ½6f 0M2 þ 7qf4ðIÞ s1u2 
d
dt
Z t
ts1
Z t
z
u2ðsÞdsdz
 	
þ qf 0M1
8
2
qMGf
0M
4 s1m
2  d
dt
Z t
ts1
Z t
z
m2ðsÞdsdz
 	
þ qf 0M1
9
2
f 0M5
  s1m2ðt  s2Þ  ddt
Z t
ts1
Z t
z
m2ðs s2Þdsdz
 	
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Now, sinceu2ðt  s1Þ ¼ ddt
Z ts1
t
u2ðsÞdsþ u2ðtÞ;and likewise for m2ðt  s2Þ, we can deﬁne the Lyapunov functional to beV ¼ V1 þ f 0M5
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m2ðsÞds:The functional V is clearly positive for all functions u;v and our derivation shows that the following inequality holdsdV
dt
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Theorem 1. The nonlinear system (2.1) is globally asymptotically stable if there exist strictly positive constants q; i; i ¼ 1; . . . ;9,
such that the following inequalities are satisﬁed:f 02ðG þ h2uÞ þ qf4ðIÞ 
q
2
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Fig. 9. Value of f 4ðIÞ=f 0M1 (dots) and 1=f 10M (solid line) with respect to h1. Dots correspond to different values of h4.
Table 2
Parameter ranges for the Hill coefﬁcients for the modelling of ultradian oscillations.
Hill coefﬁcient Parameter range
h1 ½1:5;2:2
h2 ½1:7;1:8
h4 ½1:4;1:6
h5 ½9;7
B. Huard et al. / Commun Nonlinear Sci Numer Simulat 26 (2015) 211–222 221We note that these conditions constitute a direct generalisation of those obtained in the one-delay case in [13]. To max-
imise the stability results, we set 4 ¼ 8 ¼ 9 ¼ 1. Assuming that the constants do not depend on s1 and s2, let us consider
the ﬁrst inequality and write it in the following forma
s1
s1
þ s2
s2
 1
 
6 0; ð4:10Þwhere a > 0 and s1; s2 are the individual thresholds representing the crossing points with the corresponding axis. Comparing
(4.8) and (4.10), we write the following expressions1
2
f 0M1 q 6f
0M
2 þ 7qf4ðIÞ
 
¼ as1
; f 0M5
  f 0M1 þ di25
 
¼ as2
; f 0M2 þ qf4ðIÞ 
1
2
f 0M4 MGq1 þ 2 f 0M5
 þ 3qf 0M1h i ¼ a; ð4:11Þwhere f 0M2 represents the minimal value of f
0
2, attained at the maximal level of glucose MG. Eqs. (4.11) can be solved for
2; 5; 6 to give2 ¼ 2ðf
0M
2 þ qf4ðIÞ  aÞ  q1f 0M4 MG  3qf 0M1
f 0M5
  ; 5 ¼
di f
0M
5
 s2
2 a f 0M1 f 0M5
 s2  ; 6 ¼
2a f 0M1 f 4ðIÞq7qs1
f 0M1 f
0M
2 s1q
: ð4:12ÞRequiring that these deﬁne positive quantities, we are led to the following inequalitiess2 <
2ðf 0m2 þ qf4ðIÞÞ  q1f 0M4 MG  3qf 0M1
2f 0M1 f
0M
5
  <
f 0m2 þ qf4ðIÞ
f 0M1 f
0M
5
  ; s1 <
2ðf 0m2 þ qf4ðIÞÞ
7qqf 4ðIÞf 0m1
: ð4:13ÞThese upper bounds can be seen as functions of the Hill parameters h1 and h4. Since f 4ðIÞ and f 0M1 are the only variables
affected by changes in h1 and h4, we present in Fig. 9 a graph of the variation of f 4ðIÞ=f 0M1 with respect to h1. This shows that
higher values of h1 will produce a smaller region of asymptotic stability. In accordance with recent analytical and experimen-
tal results [18], our analysis indicates that values of h1 in the vicinity of 2 will provide a model capable of describing both
asymptotically stable and oscillatory behaviours.
222 B. Huard et al. / Commun Nonlinear Sci Numer Simulat 26 (2015) 211–222Following our analysis, we are in a position to suggest ranges on Hill parameters which allow an accurate modelling of the
ultradian oscillations in the glucose–insulin regulatory system. These are reported in Table 2. Note that our simulations
focussed on a range of ½9;7 for h5, but allows for a further expansion.
5. Conclusion
In this paper we introduce a new set of functions to be used in a model of the ultradian oscillations in the glucose–insulin
regulation system. The four main functions used in glucose–insulin regulation models are updated by using a Hill function
form which involves parameters with physiological meaning, while also removing the need for auxiliary constants. We show
that the model with Hill functions is capable of accurately representing the ultradian oscillatory behaviour of the system.
An analytical study of stability of the two-delay system is performed, adopting both a local and global perspective.
Existing literature does not cover analytical work related to the two-delay model in a complete sense. This paper extends
the work of Li and Kuang, [12], by providing conditions for the apparition of oscillations in the local case when both time
delays are nonzero. We analytically described the boundary of the stability region in the ðs1; s2) plane for which oscillations
occur. The period of the oscillations were shown to ﬁt the physiological ranges expected for ultradian rhythms under con-
stant glucose infusion. Furthermore, it is very sensitive to both the physiological and the Hill parameters, in particular to
glucose infusion. The analytical work is then investigated numerically using a LMI approach [20] which conﬁrms the joint
role of the delays in producing oscillations. With the goal of determining delay-dependent sufﬁcient conditions for global
stability, a Lyapunov functional approach is taken and applied to the two-delay model. By numerically investigating the sta-
bility region dependent on the delays, optimised ranges on the Hill coefﬁcients of the model are introduced. This was done in
conjunction with the need to satisfy the physiological ranges of the system.
This work lays the foundations for the assessment of physiological data and could in the long term lead to an improve-
ment in the treatment of diabetes, through for example an artiﬁcial pancreas, by providing a better understanding of the
behaviour of the glucose–insulin regulation system.
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