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Abstract. As a generalization of cyclic codes of length ps over Fpa , we study n-dimensional
cyclic codes of length ps1 ×· · ·×psn over Fpa generated by a single “monomial”. Namely, we
study multi-variable cyclic codes of the form 〈(x1− 1)
i1 · · · (xn− 1)
in〉 ⊂
Fq [x1,...,xn]
〈x
ps1
1
−1,...,x
psn
n −1〉
.
We call such codes monomial-like codes. We show that these codes arise from the product
of certain single variable codes and we determine their minimum Hamming distance. We
determine the dual of monomial-like codes yielding a parity check matrix. We also present
an alternative way of constructing a parity check matrix using the Hasse derivative. We
study the weight hierarchy of certain monomial like codes. We simplify an expression that
gives us the weight hierarchy of these codes.
Keywords: Monomial ideal, cyclic code, repeated-root cyclic code, Hamming distance, gen-
eralized Hamming weight
1. Introduction
Cyclic codes are said to be repeated-root when the codeword length and the characteristic
of the alphabet are not coprime. In some cases repeated-root cyclic codes have the following
interesting properties. Massey et. al. have shown in [13] that cyclic codes of length p over a
finite field of characteristic p are optimal. There also exist infinite families of repeated-root
cyclic codes in even characteristic according to the results of [16]. It was pointed out in [13]
that some repeated-root cyclic codes can be decoded using a very simple circuitry. Among
the studies on repeated-root cyclic codes are [1], [2], [9], [11], [13], [14] and [16].
Contrary to the simple-root case, there are repeated root cyclic codes of the form 〈f i(x)〉
where i > 1. Specifically, all cyclic codes of length ps over a finite field of characteristic p are
generated by a single “monomial” of the form (x − 1)i, where 0 ≤ i ≤ ps (c.f. [2] and [14]).
In this paper, as a generalization of these codes to many variables, we study cyclic codes of
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the form
〈(x1 − 1)
i1 · · · (xn − 1)
in〉 ⊂
Fpa[x1, . . . , xn]
〈xp
s1
1 − 1, . . . , x
psn
n − 1〉
.
In other words, we study n-dimensional cyclic codes of length ps1 × · · · × psn , generated by
a single “monomial”, over a finite field of characteristic p. We call these codes “monomial-
like” codes. After exploring some properties of the ambient space
Fpa [x1,...,xn]
〈xp
s1
1 ,...,x
psn
n 〉
, we show that
monomial-like codes arise from product codes. More precisely, we show that multi-variable
monomial-like codes are actually the product of one-variable monomial-like codes. This
enables us to express the minimum Hamming distance of monomial-like codes as a product
of the minimum Hamming distance of cyclic codes of length ps which was computed in [2]
and [14]. In addition to this, we determine the dual of monomial-like codes which also yields
a parity check matrix for monomial like codes.
The weight hierarchy of linear codes was introduced in [6] and [17]. For some application
motives, the weight hierarchy is considered as an important property of a liner code. We
simplify an expression, which was conjectured in [18] and proved in [15], for certain monomial
like codes. We obtain a simplified expression that gives the weight hierarchy of the monomial
like codes which are products of cyclic codes of length p over Fpa.
In [1], the authors show how to construct a parity check matrix for repeated-root cyclic
codes in one variable. This construction is based on the Hasse derivative and the repeated-
root factor test. When the codeword length is a power of p, their construction applies to
monomial-like codes in one variable. We generalize the repeated-root factor test and the
construction of the parity check matrix to monomial-like codes in many variables.
This paper is organized as follows. First we introduce some notation, give some definitions
and prove some structural properties of the ambient space of monomial-like codes in Section
2. In Section 3, we define monomial-like codes. We show that these codes arise from product
codes and we determine their Hamming distance. We describe the dual of monomial-like codes
which yields a parity check matrix for these codes. In Section 4, we study the generalized
Hamming weight of some product codes and simplify an expression which gives the weight
hierarchy of certain monomial-like codes. In Section 5, we explain how to construct a parity
check matrix for monomial-like codes using the Hasse derivative.
2. The Ambient Space
Throughout the paper, we consider the finite ring
R =
Fq[x1, . . . , xn]
〈xp
s1
1 − 1, x
ps2
2 − 1, . . . , x
psn
n − 1〉
(2.1)
as the ambient space of the codes to be studied unless stated otherwise. We define
L = {(i1, i2, . . . , in) : 0 ≤ ij < p
sj , ij ∈ Z for all 1 ≤ j ≤ n}.
The elements of R can be identified uniquely with the polynomials of the form
f(x1, . . . , xn) =
∑
(i1,i2,...,in)∈L
f(i1,i2,...,in)x
i1
1 x
i2
2 · · · x
in
n ,
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so throughout the paper, we identify the equivalence class f(x1, . . . , xn) + 〈x
ps1
1 − 1, x
ps2
2 −
1, . . . , xp
sn
n − 1〉 with the polynomial f(x1, . . . , xn). The n-dimensional cyclic codes over Fq
of length ps1 × ps2 × · · · × psn are exactly the ideals of R where we identify each codeword
(f(i1,i2,...,in))(i1,i2,...,in)∈L with the polynomial f(x1, . . . , xn) via a fixed monomial ordering.
The support of f(x1, . . . , xn) is the set
G(f) = {(i1, i2, . . . , in) ∈ L : f(i1,i2,...,in) 6= 0},
and the Hamming weight of f(x1, . . . , xn) is defined as
wH(f(x1, . . . , xn)) = |G(f)|,
i.e., the number of nonzero coefficients of f(x1, . . . , xn). The minimum Hamming distance of
a code C is defined as
dH(C) = min{wH(f(x1, . . . , xn)) : f(x1, . . . , xn) ∈ C \ {0}}.
Lemma 2.1. R is a local ring with the maximal ideal M = 〈x1 − 1, x2 − 1, . . . , xn − 1〉.
Proof. Let f(x1, . . . , xn) ∈ R. Using the substitution xℓ = (xℓ − 1) + 1, for all 1 ≤ ℓ ≤ r, we
can express f(x1, . . . , xn) as
f(x1, . . . , xn) =
∑
ci1,i2,...,inx
i1
1 x
i2
2 · · · x
in
n =
∑
di1,i2,...,in(x1 − 1)
i1(x2 − 1)
i2 · · · (xn − 1)
in .
If d0,0,...,0 6= 0, then f(x1, . . . , xn) = f0(x1, x2, . . . , xn) + d0,0,...,0 for some f0(x1, x2, . . . , xn) ∈
〈x1 − 1, x2 − 1, . . . , xn − 1〉. Since xℓ − 1 are nilpotent, for all 1 ≤ ℓ ≤ n, f0(x1, x2, . . . , xn)
is also a nilpotent element and therefore, being a sum of a nilpotent element and a unit,
f(x1, x2, . . . , xn) is a unit. In other words, R\{〈x1−1, x2−1, . . . , xn−1〉} consists of exactly
the units of R. This implies that R is a local ring with the maximal ideal 〈x1 − 1, x2 −
1, . . . , xn − 1〉. 
Remark 2.2. Not all the ideals of R are of the form 〈(x1 − 1)
i1 , . . . , (xn − 1)
in〉. As a
counter-example, we consider
Rˆ =
Fq[x, y]
〈xp
s1 − 1, yp
s2 − 1〉
,
Iˆ = 〈xp
s1 −1, yp
s2 −1〉 and let J = 〈(x−1)(y−1)〉+ Iˆ . Suppose that there exist ps1 > m > 0
and ps2 > n > 0 such that
J = 〈(x− 1)m, (y − 1)n〉+ Iˆ .
Then (x − 1)m + Iˆ ∈ J = 〈(x − 1)(y − 1)〉 + Iˆ. So, for some g(x, y) ∈ Fq[x, y], we have,
(x− 1)m − g(x, y)(x − 1)(y − 1) ∈ Iˆ = 〈xp
s1 − 1, yp
s2 − 1〉. Therefore
(x− 1)m − g(x, y)(x − 1)(y − 1) = α1(x, y)(x− 1)
ps1 + α2(x, y)(y − 1)
ps2(2.2)
for some α1(x, y), α2(x, y) ∈ Fq[x, y]. Evaluating both sides of (2.2) at y = 1, we get
(x− 1)m = α1(x, 1)(x − 1)
ps1 .
This is a contradiction because m < ps1 .
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Remark 2.3. We have the ring isomorphism
Fq[x1, . . . , xn]
〈xp
s1
1 − 1, x
ps2
2 − 1, . . . , x
psn
n − 1〉
∼=
Fq[y1, . . . , yn]
〈yp
s1
1 , y
ps2
2 , . . . , y
psn
n 〉
where the isomorphism is established by sending xi − 1 to yi.
Let p be an odd prime and let GR(pa,m) be the Galois ring of characteristic pa with pam
elements. Let N be an odd integer. By [3, Proposition 5.1], we know that the rings
GR(pa,m)[x]
〈xN − 1〉
and
GR(pa,m)[x]
〈xN + 1〉
are isomorphic. This is generalized to multi-variable constacyclic codes in the next lemma.
Lemma 2.4. Let c1, c2, . . . , cn ∈ GR(p
a,m)∗ be some units of GR(pa,m). Let k1, k2, . . . , kn
be odd positive integers. The map
ξ :
GR(pa,m)[x1, x2, . . . , xn]
〈xk11 − 1, x
k2
2 − 1, . . . , x
kn
n − 1〉
→
GR(pa,m)[x1, x2, . . . , xn]
〈xn11 − c
k1
1 , x
k2
2 − c
n2
2 , . . . , x
kr
r − c
kn
n 〉
defined by
f(x1, x2, . . . , xn) 7→ f(c
−1
1 x1, c
−1
2 x2, . . . , c
−1
n xn)
is a ring isomorphism.
Proof. Let I = 〈xk11 − 1, x
k2
2 − 1, . . . , x
kn
n − 1〉 and J = 〈x
k1
1 − c
k1
1 , x
k2 − ck22 , . . . , x
kn
n − c
kn
n 〉.
For every ki, we have (c
−1
i xi)
ki − 1 = c−kii (x
ki
i − c
ki
i ). Therefore
f(x1, x2, . . . , xn) ≡ g(x1, x2, . . . , xn) mod I
if and only if there are polynomials he(x1, x2, . . . , xn), e ∈ {1, 2, . . . , n} such that
f(x1, x2, . . . , xn)− g(x1, x2, . . . , xn)
= h1(x1, x2, . . . , xn)(x
k1
1 − 1)h2(x1, x2, . . . , xn)(x
k2
2 − 1) + · · ·+ hn(x1, x2, . . . , xn)(x
kn
n − 1)
if and only if
f(c−11 x1, c
−1
2 x2, . . . , c
−1
n xn)− g(c
−1
1 x1, c
−1
2 x2, . . . , c
−1
n xn)
= h1(c
−1
1 x1, c
−1
2 x2, . . . , c
−1
n xn)((c
−1
1 x1)
k1 − 1) + h2(c
−1
1 x1, c
−1
2 x2, . . . , c
−1
n xn)((c
−1
2 x2)
k2 − 1)
+ · · ·+ hr(c
−1
1 x1, c
−1
2 x2, . . . , c
−1
n xn)((c
−1
n xn)
kn − 1)
= h1(c
−1
1 x1, c
−1
2 x2, . . . , c
−1
n xn)c
−k1
1 (x
k1
1 − c
k1
1 ) + h2(c
−1
1 x1, c
−1
2 x2, . . . , c
−1
n xn)c
−k2
2 (x
k2
2 − c
k2
2 )
+ · · ·+ hn(c
−1
1 x1, c
−1
2 x2, . . . , c
−1
n xn)c
−kn
n (x
kn
n − c
kn
n )
if and only if
f(x1, x2, . . . , xn) ≡ g(x1, x2, . . . , xn) mod J.
This implies that ξ is well-defined and ξ is injective. The fact that ξ respects addition is
obvious. It is also easy to see that
ξ(axi11 x
i2
2 · · · x
in
n f(x1, x2, . . . , xn)) = ξ(ax
i1
1 x
i2
2 · · · x
in
n )ξ(f(x1, x2, . . . , xn)).(2.3)
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Together with the fact that ξ is linear, (2.3) implies that ξ(f(x1, x2, . . . , xn)·g(x1, x2, . . . , xn)) =
ξ(f(x1, x2, . . . , xn))ξ(g(x1, x2, . . . , xn)), for every
f(x1, x2, . . . , xn), g(x1, x2, . . . , xn) ∈
GR(pa,m)[x1, x2, . . . , xn]
〈xk11 − 1, x
k2
2 − 1, . . . , x
kn
n − 1〉
.
Thus ξ is a ring homomorphism. For every
h(x1, x2, . . . , xn) ∈
GR(pa,m)[x1, x2, . . . , xn]
〈xk11 − c
k1
1 , x
k2
2 − c
k2
2 , . . . , x
kn
n − c
kn
n 〉
,
we have ξ(h(c1x1, c2x2, . . . , cnxn)) = h(x1, x2, . . . , xn). Hence ξ is onto. Thus ξ is an isomor-
phism. 
Lemma 2.4 tells us that, in our case, we can work with negacyclic codes instead of cyclic
codes. More precisely, we have the following corollary.
Corollary 2.5. The rings
Fq[x1, x2, . . . , xn]
〈xp
s1
1 − 1, x
ps2
2 − 1, . . . , x
psn
n − 1〉
and
Fq[x1, x2, . . . , xn]
〈xp
s1
1 + 1, x
ps2
2 + 1, . . . , x
psn
n + 1〉
are isomorphic, where the isomorphism is established by sending each xi to −xi. In even
characteristic, these rings are exactly the same.
Thus, for C1 = 〈(x1 − 1)
i1 , (x2 − 1)
i2 , . . . , (xn − 1)
in〉 ⊂
Fq[x1, x2, . . . , xn]
〈xp
s1
1 − 1, x
ps2
2 − 1, . . . , x
psn
n − 1〉
and C2 = 〈(x1 + 1)
i1 , (x2 + 1)
i2 , . . . , (xn + 1)
in〉 ⊂
Fq[x1, x2, . . . , xn]
〈xp
s1
1 + 1, x
ps2
2 + 1, . . . , x
psn
n + 1〉
, C1 and
C2 have the same distance distribution and, consequently, have the same minimum Hamming
distance.
3. Monomial-like codes
The elements of Fq[x1, . . . , xn] are Fq-linear combinations of monomials x
α1
1 x
α2
2 . . . x
αn
n .
From this perspective, one can say that monomials are building blocks of polynomials. Anal-
ogously, as a consequence of Lemma 2.1, the elements of R are Fq-linear combinations of the
terms (x1 − 1)
α1(x2 − 1)
α2 . . . (xn − 1)
αn , where (α1, . . . , αn) 6= (0, . . . , 0). So, as was done in
[4], we call the terms (x1− 1)
α1(x2− 1)
α2 . . . (xn− 1)
αn as “monomials” and ideals generated
by monomials as “monomial ideals”. “Monomial ideals” of
Fq[x1,...,xn]
〈xp1−1,...,x
p
n−1〉
were studied in [4].
We concentrate on a special class of monomial ideals that are generated by a single mono-
mial, in a more general ambient space. We call such ideals as “monomial-like ideals” and the
corresponding codes as “monomial-like codes”. Namely, monomial-like codes are of the form
C = 〈(x1 − 1)
α1(x2 − 1)
α2 · · · (xn − 1)
αn〉 ⊂ R.
Our aim is to determine the minimum Hamming distance of monomial-like codes. Let C
be a monomial-like code. In one variable case, the minimum Hamming distance of C was
computed in [14] and [2]. It turns out that, in multivariate case, C can be considered as a
“product” of single variable codes. This decomposition allows us to express the minimum
Hamming distance of C in terms of the Hamming distances of cyclic codes of length psj .
Below we define the product of two linear codes. For the general theory of product codes,
we refer to [10, Chapter 18].
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Definition 3.1. The product of two linear codes C,C
′
over Fq is the linear code C ⊗ C
′
whose codewords are all the two dimensional arrays for which each row is a codeword in C
and each column is a codeword in C
′
.
Remark 3.2. The following are some well-known facts about the product codes.
(1) If C and C
′
are [n, k, d] and [n
′
, k
′
, d
′
] codes respectively, then C⊗C
′
is a [nn
′
, kk
′
, dd
′
]
code.
(2) If G and G
′
are generator matrices of C and C
′
respectively, then G⊗G
′
is a gener-
ator matrix of C ⊗ C
′
, where ⊗ denotes the Kronecker product of matrices and the
codewords of C ⊗ C
′
are seen as concatenations of the rows in arrays in C ⊗ C
′
.
First, we prove that, in two variable case, monomial-like codes are product codes.
Theorem 3.3. Let n1, n2 be positive integers and let
Rˆ =
Fq[x, y]
〈xn1 − 1, yn2 − 1〉
,
Rx =
Fq[x]
〈xn1 − 1〉
, Ry =
Fq[y]
〈yn2 − 1〉
.
Suppose that (x− 1)k1 |xn1 − 1 and (y − 1)k2 |yn2 − 1. The code C = 〈(x− 1)k1(y − 1)k2〉 ⊂ Rˆ
is the “product” of the codes Cx = 〈(x − 1)
k1〉 ⊂ Rx and Cy = 〈(y − 1)
k2〉 ⊂ Ry, i.e.,
C = Cx ⊗ Cy.
Proof. Let
g(x) = (x− 1)k1 = gk1x
k1 + · · · + g1x+ g0,
h(y) = (y − 1)k2 = hk2y
k2 + · · ·+ h1y + h0.
Then
Gx =


0 . . . 0 0 gk1 . . . g1 g0
0 . . . 0 gk1 . . . g1 g0 0
...
...
gk1 . . . g1 g0 0 . . . 0 0

 ,
Gy =


0 . . . 0 0 hk2 . . . h1 h0
0 . . . 0 hk2 . . . h1 h0 0
...
...
hk2 . . . h1 h0 0 . . . 0 0


are two generator matrices for Cx and Cy, respectively. The Kronecker product of Gx and
Gy is an d1 · d2 × n1 · n2 matrix given by
Gx ⊗ Gy =


0 0 . . . 0 0 0 gk1hk2 gk1hk2−1 · · · gk1h0 gk1−1hk2 . . . g0hk2 . . . g0h1 g0h0
0 . . . 0 gk1hk2 gk1hk2−1 · · · gk1h0 gk1−1hk2 . . . g0hk2 . . . g0h1 g0h0 0 · · · 0
.
..
.
..
gk1hk2 gk1hk2−1 · · · gk1h0 gk1−1hk2 . . . g0hk2 . . . g0h1 g0h0 0 0 · · · 0 0 0


.
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Next, for a polynomial
f(x, y) =
∑
0 ≤ i < n1
0 ≤ j < n2
cijx
iyj ∈ Fq[x, y],
we use the monomial ordering x > y to order its terms. According to this ordering, we identify
f(x, y) with the tuple (cn1−1,n2−1, cn1−1,n2−2, . . . , cn1,0, . . . , cn1−2,n2−1, . . . , cn1−2,0, . . . , c0,0).
Since the elements of C = 〈(x− 1)k1(y− 1)k2〉 ⊂ Rˆ are exactly all the Fq-linear combinations
of the elements of the set
β = {xiyj(x− 1)k1(y − 1)k2 : 0 ≤ i < n− k1, 0 ≤ j < n− k2},
we obtain a generator matrix for C as
G =

0 0 . . . 0 0 0 gk1hk2 gk1hk2−1 · · · gk1h0 gk1−1hk2 . . . g0hk2 . . . g0h1 g0h0
0 . . . 0 gk1hk2 gk1hk2−1 · · · gk1h0 gk1−1hk2 . . . g0hk2 . . . g0h1 g0h0 0 · · · 0
.
..
.
..
gk1hk2 gk1hk2−1 · · · gk1h0 gk1−1hk2 . . . g0hk2 . . . g0h1 g0h0 0 0 · · · 0 0 0


.
It is easily seen that Gx ⊗ Gy = G. Note that in the above construction, we multiplied
(x− 1)k1(y − 1)k2 with the monomials in the order
x0y0, x0y1, x0y2, . . . , x0yn−k2−1, x1y0, . . . , x1yn−k2−1, . . . , xn−k1−1y0, xn−k1−1y1, xn−k1−1yn−k2−1
and considered the corresponding tuples and placed these tuples into G in that order. 
Using the arguments in the proof of Theorem 3.3 inductively, it is straightforward to
generalize Theorem 3.3 to the multivariate case.
Theorem 3.4. Let r1, . . . , rn, i1, . . . , in be positive integers and let
R
′
=
Fq[x1, . . . , xn]
〈xr11 − 1, . . . , x
rn
n − 1〉
, Rxj =
Fq[xj ]
〈x
rj
j − 1〉
.
Suppose that (xj − 1)
ij |x
rj
j − 1 for all 1 ≤ j ≤ n. The code
C = 〈(x1 − 1)
i1 · · · (xr − 1)
ir〉
is the “product” of the codes Cxj = 〈(xj − 1)
ij 〉 ⊂ Rxj , i.e.,
C = (· · · ((Cx1 ⊗ Cx2)⊗ Cx3)⊗ · · · )⊗ Cxn .
Using Theorem 3.4, we determine the minimum Hamming distance of monomial-like codes.
Theorem 3.5. Let C = 〈(x1 − 1)
i1 · · · (xn − 1)
in〉 ⊂ R. Let Rxj =
Fq[xj ]
〈xp
sj
−1〉
and Cxj =
〈(xj − 1)
ij 〉 ⊂ Rxj . Then dH(C) =
∏n
j=1 dH(Cxj), where dH(Cxj ) is as given in [2, Theorem
6.4] and [14, Theorem 1].
Proof. We have C = (· · · ((Cx1 ⊗Cx2)⊗Cx3)⊗· · · )⊗Cxn by Theorem 3.4. The result follows
by Remark 3.2 (2). 
3.1. The dual of monomial-like codes.
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We determine the dual of
C = 〈(x1 − 1)
N1 · · · (xn − 1)
Nn〉 ⊂
Fq[x1, . . . , xn]
〈xp
s1
1 − 1, · · · , x
psn
n − 1〉
= R.
Let L ⊂ Nn and i = (i1, . . . , in) ∈ L. We consider f(x1, . . . , xx) ∈ R in the form
f(x1, . . . , xn) =
∑
i∈L
ci(x1 − 1)
i1 · · · (xn − 1)
in
where ci 6= 0, for all i ∈ L. We define
L1 = {(i1, . . . , in) : ij < p
sj −Nj ∀ 1 ≤ j ≤ n},
L2 = {(i1, . . . , in) : ij ≥ p
sj −Nj for some 1 ≤ j ≤ n}.
This gives us a partition of L as L = L1 ⊔ L2. Since
(x1 − 1)
N1 · · · (xn − 1)
Nnf(x1, . . . , xn) = (x1 − 1)
N1 · · · (xn − 1)
Nn
∑
i∈L1
ci(x1 − 1)
i1 · · · (xn − 1)
in ,
we deduce that (x1 − 1)
N1 · · · (xn − 1)
Nnf(x1, . . . , xn) = 0 if and only if (x1 − 1)
N1 · · · (xn −
1)Nn
∑
i∈L1
ci(x1 − 1)
i1 · · · (xn − 1)
in = 0 if and only if (xj − 1)
psj−Nj |f(x1, . . . , xx) for some
1 ≤ j ≤ n. Equivalently, if f(x1, . . . , xn) ∈ C
⊥, then f(x1, . . . , xx) ∈ 〈(x1−1)
ps1−N1 , . . . , (xn−
1)p
sn−Nn〉. Conversely, (xj − 1)
psj−Nj(x1 − 1)
N1 · · · (xn − 1)
Nn = 0 for all 1 ≤ j ≤ n. This
proves the following.
Lemma 3.6. Let
C = 〈(x1 − 1)
N1 · · · (xn − 1)
Nn〉 ⊂
Fq[x1, . . . , xn]
〈xp
s1
1 − 1, · · · , x
psn
n − 1〉
.
Then
C⊥ = 〈(x1 − 1)
ps1−N1 , . . . , (xn − 1)
psn−Nn〉.
Remark 3.7. Lemma 3.6 does not hold for arbitrary codeword lengths. That is, if
R
′
=
Fq[x1, . . . , xn]
〈xA11 − 1, . . . , x
An
n − 1〉
,
then since x
Aj
j − 1 = (x− 1)
Aj only when Aj = p
sj for some sj , the above arguments are not
valid for arbitrary Aj .
Via Lemma 2.4, Lemma 3.6 can be generalized to constacyclic codes.
Lemma 3.8. Let
D = 〈(x1 − c1)
N1 · · · (xn − cn)
Nn〉 ⊂
Fq[x1, . . . , xn]
〈xp
s1
1 − c
ps1
1 , · · · , x
psn
n − c
psn
n 〉
.
Then
D⊥ = 〈(x1 − c1)
ps1−N1 , . . . , (xn − cn)
psn−Nn〉.
Now we construct an Fq-basis for C
⊥. This also gives us a generator matrix for C⊥ and
hence a parity check matrix for C.
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We define
T = {(a1, . . . , an) ∈ N
n : psj −Nj ≤ aj < p
sj} and
B = {(x1 − 1)
a1 · · · (xn − 1)
an : (a1, . . . , an) ∈ T}.
Since the set B
′
= {xa11 · · · x
an
n : (a1, . . . , an) ∈ T} is linearly independent, by the isomor-
phism given in Remark 2.3, we see that the set B is linearly independent. Let
Tj = {(a1, . . . , an) ∈ N
n : psj −Nj ≤ aj < p
sj}.
then we can view T as
T = T1 ∪ · · · ∪ Tn.(3.1)
Let ps = ps1 · · · psn . Note that |Tj | = Nj
ps
psj
moreover,
|Te1 ∩ · · · ∩ Ter | = Ne1 · · ·Ner
ps
pse1 · · · pser
.
Now applying the inclusion-exclusion principle to (3.1), we obtain
|T | = N
ps/ps1
1 + · · ·+N
ps/psn
n −N1N2
ps
ps1ps2
− · · · −Nn−1Nn
ps
psn−1psn
+ · · ·+ (−1)nN1 · · ·Nn
= ps1 · · · psNn − (ps1 −N1) · · · (p
sn −Nn).
Clearly |B| = |T | = ps1 · · · psn − (ps1 − N1) · · · (p
sn − Nn). On the other hand, we know,
from Theorem 3.3, that dim(C) = (ps1 − N1) · · · (p
sn − Nn). This implies that dim(C) =
ps1 · · · psn−dim(C) = ps1 · · · psn−(ps1−N1) · · · (p
sn−Nn). Therefore the set B is an Fq-basis
for C⊥. Considering the vector representations of the elements of B, we obtain a generator
matrix for C⊥ and a parity check matrix for C. In Section 5, we present another method of
finding a parity check matrix for C.
In particular, in 2 variable case, there are few enough cases to express B and T more
explicitly in a feasible way.
We define
T (2) = {(k,m) : ps1−i ≤ k < ps1 and ps2−j ≤ m < ps2}
⊔{(k,m) : 0 ≤ k < ps1−i and ps2−j ≤ m < ps2}
⊔{(k,m) : ps1−i ≤ k < ps1 and o ≤ m < ps2−j}.
The set
B(2) = {(x− 1)k(y − 1)m : (k,m) ∈ T (2)}
is linearly independent and |T (2)| = ps1ps2 − (ps1 − i)(ps2 − j). Hence B(2) is an Fq-basis for
C⊥2 .
4. Weight hierarchy of some monomial-like codes
Let
R
′
=
Fq[x]
〈xp − 1〉
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and C = 〈(x − 1)i〉 ⊂ R
′
. It was shown in [13, Theorem 5] that C is an MDS code. The
weight hierarchy of MDS codes are determined in [8, Theorem 7.10.7]. First we state the
weight hierarchy of C and prove it for the sake completeness. Next we study the weight
hierarchy of the product of two monomial-like codes which are subsets of R
′
. For such codes,
we simplify an expression that gives us the weight hierarchy of monomial-like codes of the
form
Cxy = 〈(x− 1)
i(y − 1)j〉 ⊂
Fq[x, y]
〈xp − 1, yp − 1〉
.(4.1)
We begin by giving the necessary definitions and facts. The reader is referred to [8, Section
7.10] or [12] for the details. The support of a codeword c = (c1, . . . , cm) is the set
χ(c) = {i : ci 6= 0}.
The support of a subset S ⊂ Fmq is the set
χ(S) =
⋃
c∈S
χ(c).
If D ⊂ Fmq is a subspace of C, then we denote this by D ≤ C. The r
th minimum Hamming
weight of a code C is defined as
dr(C) = min{#χ(D) : D ≤ C, dim(D) = r}.
The weight hierarchy of a k-dimensional code C is the sequence
(d1(C), d2(C), . . . , dk(C)).
An easy, yet important, observation is that d1(C) = dH(C). To see this, consider the 1-dim
subspace of C generated by a minimum weight codeword.
Now we give a lower bound on the generalized Hamming weight of C.
Lemma 4.1. Let D ⊂ C = 〈(x− 1)i〉 ⊂
Fq[x]
〈xp−1〉 be a k-dimensional subspace of C. Then
χ(D) > i+ k − 1.
Proof. Assume the converse. Let B = {β1, . . . , βk} be a basis for D. For
β1 = (β1,1, . . . , β1,p), . . . , βk = (βk,1, . . . , βk,p),
let e1, . . . , ei+k−1 be the coordinates where β1, . . . , βk are possibly nonzero. In other words, the
generators β1, . . . , βk (hence all the elements of D) are zero at the coordinates {1, 2, . . . , p} \
{e1, . . . , ei+k−1}. For 1 ≤ ℓ ≤ k, define
β
′
ℓ = (βℓ,e1 , . . . , βℓ,ei+k−1).
Since β1, . . . , βk are linearly independent, the vectors β
′
1, . . . , β
′
k are also linearly independent.
Then, after some rearrangement if necessary, applying Gaussian elimination, we can put these
vectors in such a form, say α1, . . . , αk, that each αℓ has at least N+(ℓ−1) leading zeroes where
N ≥ 0. Thus, the vector αk has at least k−1 leading zeroes. So wH(αk) ≤ i+k−1−(k−1) = i.
This implies that there is a codeword αˆk, which is obtained after putting back the stripped
off zeroes, with dH(αˆk) < i + 1. This is a contradiction because dH(C) = i + 1. Hence
χ(D) > i+ k − 1. 
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Using the above lower bound, we determine the generalized Hamming weight of C. We
would like to note that the next corollary is an immediate consequence of [8, Theorem 7.10.7].
Corollary 4.2. Let C = 〈(x− 1)i〉 ⊂
Fq[x]
〈xp−1〉 . Then
dr(C) = i+ r.
Proof. Since
dr(C) = min{#χ(D) : D ≤ C, dim(D) = r},
by Lemma 4.1, it suffices to show that there exists an r dimensional subspace D, of C
such that χ(D) = i + r. Consider the subspace T = 〈(x − 1)i, x(x − 1)i, . . . , xr−1(x − 1)i〉.
Obviously, the generators are linearly independent and dim(T ) = r. It is not hard to see that
χ(D) = i+ 1 + (r − 1) = i+ r. This completes the proof. 
Remark 4.3. Corollary 4.2 gives us the weight hierarchy of all cyclic codes of length p over
a finite field of characteristic p. With the notation in Corollary 4.2, the weight hierarchy of
C is
(d1(C), d2(C), . . . , dp−i(C)) = (i+ 1, i+ 2, . . . , p).(4.2)
Using the weight hierarchy of C (4.2), we study the weight hierarchy of codes that are
product of cyclic codes of length p over Fq.
A (k1, k2)-partition of an integer r is a non-increasing sequence π = (t1, . . . , tk1) such that
t1 + · · ·+ tk1 = r and ti ≤ k2 for all 1 ≤ i ≤ k1. We denote all the (k1, k2) partitions of r by
P (k1, k2, r).
Let D1,D2 be [n1, k1, d1], [n2, k2, d2] linear codes, respectively. Let
▽ (π) =
k1∑
i=1
(di(D1)− di−1(D1))dti(D2), π ∈ P (k1, k2, r),(4.3)
d∗r(D1 ⊗D2) = min{▽(π) : π ∈ P (k1, k2, r)}.
From [15, Theorem 1] , we know that d∗r(D1 ⊗D2) = dr(D1 ⊗D2).
Now, for C1 = 〈(x−1)
i1〉 ⊂
Fq[x]
〈xp−1〉 and C2 = 〈(y−1)
i2〉 ⊂
Fq[y]
〈yp−1〉 , using (4.2), the expression
(4.3) simplifies to
▽ (π) = (i1 + 1)dt1(C2) +
k2∑
i=2
dti(C2)
= (i1 + 1)(i2 + t1) +
k2∑
i=2
(i2 + ti).(4.4)
In the following lemmas, we consider the cyclic codes C1, C2 which are as introduced above
with the same notation.
Lemma 4.4. Let π0 = (m, t2, . . . , tk) be a (k1, k2)-partition of r such that ▽(π0) is minimum
among all▽(πˆ) where πˆ ∈ P (k1, k2, r). Then, for the (k1, k2)-partition π = (m,m, . . . ,m, u, 0, . . . , 0)
of r, where 0 < u ≤ m, we have
▽ (π0) = ▽(π).
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Proof. Say π = (a1, . . . , ae−1, ae, ae+1, . . . , ak1), where a1 = · · · = ae−1 = m, ae = u and
ae+1 = · · · = ak1 = 0. If π = π0, then we are done. If ai = ti for all 1 ≤ i ≤ e − 1 and
ae = u ≥ te, then since
∑k1
i=1 ai =
∑ki
i=1 ti, we get u = te + te+1 + · · · + te+ℓ for some ℓ ≥ 0.
Now, by (4.4), we get
▽ (π) = (i1 + 1)(i2 +m) + (e− 2)(i2 +m) + (i2 + u), and
▽(π0) = (i1 + 1)(i2 +m) + (e− 2)(i2 +m) +
ℓ∑
j=0
(i2 + te+j).
So, by the minimality of ▽(π0), we get ▽(π)−▽(π0) = i2 + u−
∑ℓ
j=0(i2 + te+j) ≥ 0. This
implies ℓ = 0 and te = u, te+1 = · · · = tk1 = 0. Hence, in this case, π = π0. If aα < tα = m
for some 1 < α ≤ e− 1, then, since π0 is a non-increasing sequence, π0 is of the form
π0 = (m,m, . . . ,m, tα, tα+1, . . . , tN , 0, . . . , 0)
for some α+ 1 ≤ N ≤ k1, where tj < m for all j ≥ α. This implies that N ≥ e. So
▽ (π0) = (i1 + 1)(i2 +m) + (α− 2)(i2 +m) +
N∑
j=α
(i2 + ti).
On the other hand,
▽ (π) = (i1 + 1)(i2 +m) + (α− 2)(i2 +m) +
e∑
j=α
(i2 + ai).
Since
∑N
j=α ti =
∑e
j=α ai, we get
▽ (π)−▽(π0) = (e− α+ 1)i2 − (N − α+ 1)i2 ≥ 0,
by the minimality of ▽(π0). By the fact that N ≥ e, we obtain
▽ (π)−▽(π0) = (e− α)i2 − (N − α)i2 ≤ 0.
Thus ▽(π) = ▽(π0). 
Lemma 4.5. Let r be an integer such that αk1 < r ≤ (α+ 1)k1. Let
S = {(β, β, . . . , β, uβ , 0, . . . , 0) ∈ P (k1, k2, r) : α+ 1 ≤ β ≤ min{k2, r}}.
We have
dr(C1 ⊗ C2) = d
∗
r(C1 ⊗ C2) = dr(C1 ⊗ C2) = min{▽(π) : π ∈ S}.
Lemma 4.5 simplifies the computation of d∗r(C1⊗C2) significantly. The search set, for the
minimum of ▽(π), reduces from the set of all (k1, k2) partitions of r to the set of (k1, k2)
partitions of r that are of the form (β, β, . . . , β, uβ , 0, . . . , 0).
Let Cxy be as in (4.1). We know that Cxy = C1⊗C2 by Theorem 3.3. Therefore, the above
simplification also applies to the generalized Hamming weight of the monomial-like code Cxy.
More explicitly, we have shown that
dr(Cxy) = min{▽(π) : π = (β, β, . . . , β, uβ , 0, . . . , 0), π ∈ P (k1, k2, r)}.
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5. Construction of parity check matrix and the Hasse derivative
We begin by recalling the Hasse derivative which is used in the repeated-root factor test.
For a detailed treatment of the Hasse derivative, we refer to [5, Chapter 1] and [7, Chapter
5].
The standard derivative for polynomials over a field of positive characteristic, say p, is
inappropriate because from the pth derivative on, the result is always zero. For this reason,
it is more convenient to work with the Hasse derivative. Sometimes the Hasse derivative is
called as the hyper derivative.
Throughout this section, we will use the convention that
(a
b
)
= 0 whenever b < a. Let
g(x1, . . . , xn) =
∑
di1,...,inx
i1
1 · · · x
in
n ∈ Fq[x1, . . . , xn]. The classical derivative of g(x1, . . . , xn)
in the direction (a1, . . . , an) is defined as
∂(a1+···+an)
∂xa11 . . . ∂x
an
n
g(x1, . . . , xn) =
∑
di1,...,ina1! · · · an!
(
i1
a1
)
· · ·
(
in
an
)
xi1−a11 · · · x
in−an
n .
The Hasse derivative of g(x1, . . . , xn) in the direction (a1, . . . , an) is defined as
D[a1,...,an](g(x1, . . . , xn)) =
∑
di1,...,in
(
i1
a1
)
· · ·
(
in
an
)
xi1−a11 · · · x
in−an
n .
We denote the evaluation ofD[a1,...,an](g(x1, . . . , xn)) at the point (α1, . . . , αn) byD
[a1,...,an](g)(α1, . . . , αn).
We can express g(x1, . . . , xn) as
g(x1, . . . , xn) =
∑
(i1,...,in)∈S
ci1,...,in(x1 − 1)
i1 · · · (xn − 1)
in
where S is a finite nonempty subset of Nn. Let
Uℓ = {(i1, . . . , in) ∈ S : iℓ ≥ mℓ},
Pℓ = {(i1, . . . , in) ∈ S : iℓ < mℓ}.
Obviously S = Uℓ ⊔ Pℓ. So
g(x1, . . . , xn) =
∑
(i1,...,in)∈Uℓ
ci1,...,in(x1 − 1)
i1 · · · (xn − 1)
in
+
∑
(i1,...,in)∈Pℓ
ci1,...,in(x1 − 1)
i1 · · · (xn − 1)
in .
The term (xℓ − 1)
mℓ divides g(x1, . . . , xn) if and only if ci1,...,in = 0 for all (i1, . . . , in) ∈ Pℓ.
Now suppose that (xℓ − 1)
mℓ ∤ g(x1, . . . , xn). Then there is (ˆi1, . . . , iˆn) ∈ Pℓ such that
cˆi1,...,ˆin 6= 0. So
D[ˆi1,...,ˆin](g)(1, . . . , 1) = cˆi1,...,ˆin
(
iˆ1
iˆ1
)
· · ·
(
iˆn
iˆn
)
6= 0.
Conversely, if (xℓ − 1)
mℓ divides g(x1, . . . , xn), then
g(x1, . . . , xn) =
∑
(i1,...,in)∈Uℓ
ci1,...,in(x1 − 1)
i1 · · · (xn − 1)
in .
So D[~a](g)(1, . . . , 1) = 0 for all ~a = (a1, . . . , an) with 0 ≤ aℓ < mℓ. This proves the following.
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Lemma 5.1. Let g(x1, . . . , xn) ∈ Fq[x1, . . . , xn] and let Aℓ = {~a = (a1, . . . , an) ∈ N
n : 0 ≤
aℓ < mℓ}. Then (xℓ − 1)
mℓ divides g(x1, . . . , xn) if and only if D
[~a](g)(1, . . . , 1) = 0 for all
~a ∈ Aℓ.
As an immediate consequence, we have the following.
Theorem 5.2. Let Aℓ = {~a = (a1, . . . , an) ∈ N
n : 0 ≤ aℓ < mℓ} and A = ∪
n
ℓ=1Aℓ. Let
g(x1, . . . , xn) ∈ Fq[x1, . . . , xn]. We have (x1− 1)
m1 · · · (xn− 1)
mn divides g(x1, . . . , xn) if and
only if D[~a](g)(1, . . . , 1) = 0 for all ~a ∈ A.
Let R be as in (2.1) and let C = 〈(x1 − 1)
m1 · · · (xn − 1)
mn〉 ⊂ R. We know that
g(x1, . . . , xn) ∈ C if and only if (x1 − 1)
m1 · · · (xn − 1)
mn divides g(x1, . . . , xn). Note that
D[a1,...,an](g)(1, . . . , 1) = 0 if aℓ ≥ p
sℓ for some 1 ≤ ℓ ≤ n. Together with this fact, Theorem
5.2 implies the following.
Theorem 5.3. Let C = 〈(x1 − 1)
m1 · · · (xn − 1)
mn〉 ⊂ R. Define Qℓ = {~a = (a1, . . . , an) ∈
Nn : 0 ≤ aℓ < mℓ, 0 ≤ aj < p
sj for j 6= ℓ} and Q = ∪nℓ=1Qℓ. Then g(x1, . . . , xn) ∈ C
if and only if D[~a](g)(1, . . . , 1) = 0 for all ~a ∈ Q.
Fix a monomial order, take x1 > · · · > xn. Let ~a = (a1, . . . , an) ∈ Q. Consider the vector
wa =
((
ps1 − 1
a1
)
· · ·
(
psn − 1
an
)
,
(
ps1 − 1
a1
)
· · ·
(
psn−1 − 1
an−1
)(
psn − 2
an
)
, · · ·
(
0
a1
)
, · · ·
(
0
an
))
.
For g(x1, . . . , xn) ∈ R, let ug be the vector representation of the polynomial with respect to
the fixed ordering. Then the dot product of wa and ug gives us the evaluation of the Hasse
derivative of g(x1, . . . , xn) at (1, . . . , 1) in the direction ~a, i.e., wa · ug = D
[~a](g)(1, . . . , 1).
Now let H be a matrix having rows wa where ~a ∈ Q and Q is as in Theorem 5.3. Then H is
a parity check matrix for C by Theorem 5.3.
In particular, when there are two variables, we have the following construction. Let
R2 =
Fq[x, y]
〈xp
s1 − 1, yp
s2 − 1〉
and let C2 = 〈(x− 1)
i(y − 1)j〉 ⊂ R2. Define
A(2) = {(k, ℓ) : 0 ≤ k < k1 and 0 ≤ ℓ < k2}
⊔{(k, ℓ) : 0 ≤ k < k1 and k2 ≤ ℓ < p
s2}
⊔{(k, ℓ) : k1 ≤ k < p
s1 and 0 ≤ ℓ < k2}.
For
f(x, y) =
∑
0 ≤ i < ps1
0 ≤ j < ps2
fijx
iyj,
using the lexicographic order x > y, we can view f(x, y) as the vector
f = (fps1−1,ps2−1, fps1−1,ps2−2, . . . , fps1−1,0, . . . , f0,0).
So
D[k,ℓ](f)(1, 1) = f ·
((
ps1 − 1
k
)(
ps2 − 1
ℓ
)
,
(
ps1 − 1
k
)(
ps2 − 2
ℓ
)
, . . . ,
(
0
k
)(
0
ℓ
))
.
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Hence an (ips2 + jps1 − ij) × (ps1ps2) matrix whose rows are[(
ps1 − 1
k
)(
ps2 − 1
ℓ
)
,
(
ps1 − 1
k
)(
ps2 − 2
ℓ
)
, . . . ,
(
0
k
)(
0
ℓ
)]
where (k, ℓ) ∈ A(2), is a parity check matrix for C2.
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