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Abstract
We solve the bitangential interpolation problem with a finite number of interpolation nodes
for a multivariable analogue of the Schur class consisting of matrix-valued analytic functions
on the ball. The interpolation conditions are formulated via a generalized functional calculus
with operator argument, thereby generalizing in a compact way the simple, first-order inter-
polation conditions considered for this class of functions in earlier work. The description of
all solutions is given via a Redheffer transform whose entries are given explicitly in terms of
the interpolation data.
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1. Introduction
In this paper we study the bitangential interpolation problem for a class of con-
tractive-valued functions on the unit ball of Cd . To introduce this class we first recall
some definitions.
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Let  be a domain in Cd . A Cp×p-valued function K(z,w) defined on ×  is
called a positive kernel if
n∑
j,=1
c∗jK(z(j), z())c  0
for every choice of an integer n, of vectors c1, . . . , cn ∈ Cp and of points z(1), . . . ,
z(n) ∈  or, equivalently, if the Hermitian block matrix with (, j)th entry K(z(j),
z()) is positive semidefinite for all choices of z(1), . . . , z(n) and n. This property
will be denoted by K(z, ω)  0. In what follows we shall write Kw(z) rather than
K(z,w) if this latter function is considered as a function of z with a fixed point
w ∈ .
For example, the kernel
kd(z, w) = 11 − 〈z, w〉Cd
is positive on the unit ball
Bd =
{
z ∈ Cd : 〈z, z〉 =
d∑
1
|zj |2 < 1
}
of Cd . Points in Cd will be denoted by z = (z1, . . . , zd), where zj ∈ C. Throughout
the paper
〈z, w〉 = 〈z, w〉Cd =
d∑
j=1
zj w¯j (z, w ∈ Cd)
stands for the standard inner product in Cd . For multiindices
n = (n1, . . . , nd) ∈ Nd ,
we use the standard notations
n1 + n2 + · · · + nd = |n|, n1!n2! · · · nd ! = n!, zn11 zn22 · · · zndd = zn.
LetH(kd) be the reproducing kernel Hilbert space with reproducing kernel kd . This
space exists and is unique by the fundamental result of Aronszajn [6]. It can be shown
(see, e.g., [9, Lemma 3.8]) that in the metric of H(kd),
〈zn, zm〉H(kd ) =
{
n!
|n|! if n = m,
0 otherwise,
(1.1)
which enables us to characterize H(kd) as
H(kd) =
f (z) = ∑
n∈Nd
fnz
n and ‖f ‖2H(kd ) =
∑
n∈Nd
n!
|n|! |fn|
2 <∞
 .
We denote by Hp×q(kd) the space of p × q matrix-valued functions H with entries
in H(kd), i.e., of the form
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H(z) =
∑
n∈Nd
Hnz
n, where Hn ∈ Cp×q and Tr
∑
n∈Nd
n!
|n|!H
∗
nHn <∞.
This is a Hilbert space with respect to the inner product
〈H,F 〉Hp×q (kd ) = Tr
∑
n∈Nd
n!
|n|!F
∗
nHn
 (H, F ∈Hp×q(kd)).
The space Hp×q(kd) can be viewed as the tensor product Hilbert space H(kd)⊗
Cp×q . It is convenient to endow Hp×q(kd) with the matrix-valued bilinear form
[H,F ]H(kd ) =
∑
n∈Nd
n!
|n|!F
∗
nHn, (1.2)
which makes sense more generally for every choice of H ∈Hp×m(kd) and F ∈
Hp×(kd). In what follows the notation H ∈Hn×1(kd) will be abbreviated to H ∈
Hn(kd).
Remark 1.1. The form (1.2) can be viewed as the matrix representation of the op-
erator M∗FMH : Cm → C with respect to the standard basis, where MH : Cm →
Hp(kd) and MF : C →Hp(kd) are the multiplication operators given by
MHc = H(z)c and MF d = F(z)d.
Let Sp×qd denote the Schur class of the unit ball, which consists of all Cp×q -
valued functions S analytic on Bd and such that
KS(z,w) = Ip − S(z)S(w)
∗
1 − 〈z, w〉  0 (z, w ∈ B
d).
The latter condition means that the multiplication operator MS : Hq(kd)→
Hp(kd) defined by
MS(f (z)) = S(z)f (z)
is contractive, which leads to the characterization of the class Sp×qd as the set of all
contractive multipliers from Hq(kd) to Hp(kd). In contrast to the case d = 1, the
Cq×p-valued function
S(z) := S(z¯)∗ = S(z¯1, . . . , z¯d )∗
for d  2 is not a contractive multiplier from Hp(kd) to Hq(kd). For example,
the function S(z) = [z1 z2] belongs to S1×22 , since KS(z,w) ≡ 1. However, the
kernel
KS

(z,w) =
[
1 0
0 1
]
−
[
z1
z2
] [
w¯1 w¯2
]
1 − z1w¯1 − z2w¯2
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is not positive on Bd : if w(1) = ( 12 , 0) and w(1) = (0, 12), then
det
[
KS

(w(1), w(1)) KS

(w(1), w(2))
KS

(w(2), w(1)) KS

(w(2), w(2))
]
= det

1 0 1 − 14
0 43 0 1
1 0 1 0
1
4 1 0
4
3

=− 1
12
.
The following alternative characterizations of the class Sp×qd in terms of isometric
d-variable colligations is given in [12]. In what follows, the symbolL(H,G) stands
for the set of all bounded operators acting from H into G, Ip stands for the p × p
identity matrix, IH stands for the identity operator on the Hilbert spaceH; when the
meaning is clear from the context, we sometimes abbreviate Ip or IH to simply I.
Theorem 1.2. Let S be a Cp×q -valued function analytic in Bd . The following are
equivalent:
1. S belongs to Sp×qd .
2. There is an auxiliary Hilbert space H and an analyticL(H,Cp)-valued func-
tion H(z) on Bd so that
Ip − S(z)S(w)∗
1 − 〈z, w〉 = H(z)H(w)
∗. (1.3)
3. There are analytic L(H,Cp)-valued functions G1, . . . ,Gd on Bd such that
Iq − S(z)S(w)∗ = G(z)
(
I − Z(z)Z(w)∗)G(w)∗, (1.4)
or, equivalently, such that
Iq − S(z¯)∗S(w¯) = G(z¯)∗
(
I − Z(z¯)∗Z(w¯))G(w¯),
where
G(z) =
G1(z)...
Gd(z)
 and Z(z) = [z1IH · · · zdIH] . (1.5)
4. There is a unitary operator
U =
[
A B
C D
]
:
[
H
Cq
]
→
[⊕d1H
Cp
]
such that
S(z) = D + C (IH − Z(z)A)−1 Z(z)B. (1.6)
For S of the form (1.6) relations (1.3) and (1.4) hold with
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H(z) = C (IH − Z(z)A)−1 and G(z) =
(
I⊕d1H − AZ(z)
)−1
B (1.7)
and moreover,
S(z)− S(w¯)= H(z) (Z(z)− Z(w¯))G(w¯)
= C (IH − Z(z)A)−1 (Z(z)− Z(w¯))
(
I⊕d1H − AZ(w¯)
)−1
B.
(1.8)
The representation (1.6) is called a unitary realization of S ∈Sp×qd .
We next consider interpolation conditions on functions S in the class Sp×qd . To
motivate the form of these interpolation conditions, we first recall the case d = 1;
for more complete details and history, we refer to [10,17,27]. The classical Nevanl-
inna–Pick interpolation problem concerns the class S :=S1×11 of contractive sca-
lar-valued functions on the unit disk D. The data set D for the problem consists
of an n-tuple (z1, . . . , zn) of points (interpolation nodes) in the unit disk together
with associated interpolation values (w1, . . . , wn). The interpolation problem then
is to find S ∈S with S(zj ) = wj for j = 1, . . . , n. The solution criterion is positive
semidefiniteness of the associated Pick matrix
P =
[
1 − wiwj
1 − zizj
]
i,j=1,...n
,
and either the solution is unique or there is a linear fractional parametrization for
the set of all solutions in terms of a Schur-class free parameter. The most simple-
minded generalization of the problem to the matrix-valued case Sp×q1 is the full
matrix-valued Nevanlinna–Pick interpolation problem, where the data set D con-
sists of the interpolation nodes (z1, . . . , zn) as before together with a collection of n
p × q matrices (W1, . . . ,Wn) and one seeks an S ∈Sp×q1 such that F(zj ) = Wj .
For many applications what comes up are tangential interpolation conditions. For left
interpolation conditions, one is given interpolation nodes (assumed to be distinct)
z1, . . . , zn together with direction vectors xj ∈ Cp, yj ∈ Cq and seeks S ∈Sp×q1
with
x∗j S(zj ) = y∗j for j = 1, . . . , n. (1.9)
For right tangential interpolation conditions, one is given interpolation nodes (as-
sumed to be distinct) ω1, . . . , ωm together with direction vectors u ∈ Cq and v ∈
Cp and seeks S ∈Sp×q1 with
S(ω)u = v for  = 1, . . . , m. (1.10)
The bitangential Nevanlinna–Pick interpolation problem then is to seek S ∈Sp×q1
satisfying the sets of interpolation conditions (1.9) and (1.10) simultaneously. In
case any point zi is also equal to some ω (in which case we write ξi, := zi =
ω for the common value), it turns out that it is natural to add additional complex
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numbers ρi, ∈ C to the data set D for each such pair of indices (i, ) and impose as
a supplementary set of interpolation conditions
x∗i S′(ξi,)u = ρi, for i,  with zi = ω =: ξi,. (1.11)
With these supplementary interpolation conditions imposed as part of the formu-
lation of the bitangential Nevanlinna–Pick interpolation problem, the criterion for
existence of a solution is again the positivity of a single Pick matrix P explicitly
computable from the interpolation data, and there is a clean linear-fractional formula
(in terms of a Schur-class free parameter) for the set of all solutions. Another mo-
tivation for imposing the supplementary conditions (1.11) in addition to (1.9) and
(1.10) is that then a function S satisfies the interpolation conditions (1.9)–(1.11) if
and only if S has a divisor–remainder form
S = T1 + T2QT3, (1.12)
where T1, T2 and T3 are analytic matrix functions on D explicitly computable from
the data D and Q is a free-parameter analytic matrix function on D.
A number of authors noticed that the aggregate of tangential interpolation condi-
tions can be condensed in a compact matrix form as follows. If we set
A =
z1 . .
.
zn
 , XL =
x
∗
1
...
x∗n
 , YL =
y
∗
1
...
y∗n
 ,
then the aggregate (1.9) of left interpolation conditions can be expressed compactly
as a contour integral condition
1
2i
∫
T
(zI − A)−1XLS(z) dz = YL,
or, more suggestively, as
∞∑
n=0
AnXLSn = YL if S(z) =
∞∑
n=0
Snz
n. (1.13)
Similarly, if we introduce matrices
YR =
[
u1 · · · um
]
, XR =
[
v1 · · · vm
]
, B =
ω1 . .
.
ωm
 ,
then the aggregate of right interpolation conditions can be expressed compactly in
contour integral form as
1
2i
∫
T
S(z)YR(zI − B)−1 dz = XR,
or alternatively as
∞∑
n=0
SnYRBn = XR if S(z) =
∞∑
n=0
Snz
n. (1.14)
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The supplementary set of interpolation conditions (1.11) is implied by a condition of
the form
1
2i
∫
T
(zI − A)−1XLS(z)(zI − B)−1YR = 1, (1.15)
where 1 is a given data matrix; consistency of (1.15) with (1.13) and (1.14) then
requires that in addition 1 satisfy the Sylvester equation
1B − A1 = XLXR − Y ∗LY ∗R. (1.16)
With A and B matrices with spectrum in D and not necessarily diagonalizable, one
gets more general interpolation conditions involving directional derivatives of S,
and the interpolation conditions (1.13)–(1.15) on S (with 1 required also to satisfy
(1.16)) are again equivalent to S having a representation in divisor–remainder form
(1.12). The problem of finding S ∈Sp×q1 satisfying the interpolation conditions
(1.13)–(1.15) is sometimes referred to as the two-sided Nudelman interpolation prob-
lem (see [10,18]). It turns out that the two-sided Nudelman interpolation problem
has a clean solution in terms of positive semidefiniteness of a single Pick matrix P
explicitly computable from the data of the problem together with a linear fractional
parametrization for the set of all solutions in terms of a Schur-class free parameter;
details for the case where P is invertible appear in [10].
We wish to consider an analogous bitangential interpolation problem in the class
S
p×q
d . Solutions to simpler cases have already appeared in the literature, as we indi-
cate below. We will consider left and right interpolation conditions for the multivari-
able case in aggregate form as in (1.13) and (1.14). For the interpolation nodes (the
points where interpolation conditions are assigned) we assume that we are given two
matrices
A =
A1...
Ad
 and B =
B1...
Bd
 (Aj ∈ CnL×nL , Bj ∈ CnR×nR) (1.17)
with commuting blocks, the joint spectra of which sit strictly inside the unit ball:
AjAk = AkAj , BjBk = BkBj (k, j = 1, . . . , d) (1.18)
and
σjoint(A1, . . . , Ad) ⊂ Bd , σjoint(B1, . . . , Bd) ⊂ Bd . (1.19)
There are various notions of joint spectrum for a d-tuple (A1, . . . , Ad) of operators
on a Hilbert space H, but in our commutative situation they are all equivalent (see
[15,22]): we shall say that the point λ = (λ1, . . . , λd) is in the joint spectrum of
the tuple of operators A (1.17) if there are no bounded operators X1, . . . , Xd in the
smallest inverse-closed, norm-closed subalgebraB containing A1, . . . , Ad such that
X1(A− λ1I )+ · · · +Xd(A− λdI) = I . Starting with A of the form (1.17) with
commuting blocks Aj ’s, we set for short
An = An11 An22 · · ·Andd
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for a multiindex n = (n1, n2, . . . , nd). We assume also that∥∥∥∥∥∥
∑
n∈Nd
|n|!
n! (A
n)∗An
∥∥∥∥∥∥ <∞ and
∥∥∥∥∥∥
∑
n∈Nd
|n|!
n! (B
n)∗Bn
∥∥∥∥∥∥ <∞, (1.20)
which together with conditions (1.18) and (1.19) guarantee that the functions
(
InL − Z(z)A
)−1 =
InL − d∑
j=1
zjAj
−1 = ∑
n∈Nd
|n|!
n! A
nzn (1.21)
and
(
InR − Z(z)B
)−1 =
InR − d∑
j=1
zjBj
−1 = ∑
n∈Nd
|n|!
n! B
nzn
are analytic in Bd and belong to HnL×nL(kd) and HnR×nR(kd), respectively.
The next step is to define two evaluation maps F → F∧L(A) and T → T ∧R(B)
(as suggested by the form of (1.13) and (1.14) for the univariate case) by
F∧L(A) =
∑
n∈Nd
AnFn and T ∧R(B) =
∑
n∈Nd
TnBn, (1.22)
which are defined for every choice of
F(z) =
∑
n∈Nd
Fnz
n ∈HnL×m(kd) and T (z) =
∑
n∈Nd
Tnz
n ∈H×nR(kd).
These evaluations can be easily expressed in terms of the bilinear form [ , ]H(kd )
given in (1.2) by
F∧L(A) = [F, (InL − A∗Z)−1]H(kd ), (1.23)
T ∧R(B) = [(InR − ZB)−1, T ]H(kd ).
Indeed, in view of (1.21) and (1.2),
[
F, (InL − A∗Z)−1
]
H(kd )
=
∑
n∈Nd
Fnz
n,
∑
n∈Nd
|n|!
n! (A
n)∗zn

H(kd )
=
∑
n∈Nd
AnFn = F∧L(A)
and the second equality in (1.24) is proved quite similarly. In addition to playing
a key role in the formulation of the two-sided Nudelman interpolation problem for
the univariate case as in (1.13) and (1.14), this evaluation with operator argument is
suggestive of extensions to the time-varying case (see [18, Part B]). The connection
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between the left and right evaluation maps for our general setting will be explained
below (see (2.2) in Lemma 2.1).
If we assume that we are given two block matrices A and B of the form (1.17),
satisfying conditions (1.18) and (1.19) and matricesXL ∈ CnL×p, YL ∈ CnL×q , YR ∈
Cq×nR ,XR ∈ Cp×nR we can pose interpolation conditions of the form (XLS)∧L(A)=
YL and (SYR)∧R(B) = XR on a matrix function S ∈Sp×qd analogous to (1.13) and
(1.14) in the univariate case. As we saw in the univariate case, such a problem in
general does not have a solution of the classical form. The set of supplementary
interpolation conditions analogous to (1.15) is more complicated for the case d > 1.
We assume that we are given in addition d matrices 1, . . . ,d ∈ CnL×nR and d2
matrices j ∈ CnR×nR (j,  = 1, . . . , d). Given this data set
D = {A,B,j ,j, XL, YL, XR, YR}, (1.24)
the formal statement of the associated bitangential interpolation problem is as fol-
lows:
Problem 1.3. Given an interpolation data set D as in (1.24), find all functions S ∈
S
p×q
d such that S satisfies the interpolation conditions
(XLS)
∧L(A) = YL, (1.25)
(SYR)
∧R(B) = XR, (1.26)
and, for some choice of associated functions H(z) and G1(z), . . . ,Gd(z) in the rep-
resentations (1.3), (1.4), it holds that
(XLH)
∧L(A)(GjYR)∧R(B) = j (j = 1, . . . , d), (1.27)[
(GjYR)
∧R(B)
]∗
(GYR)
∧R(B) = j (j,  = 1, . . . , d). (1.28)
Example 1.4 (The two-sided Nevanlinna–Pick problem). Take n+m points in Bd
z(j) = (z(j)1 , . . . , z(j)d ) ∈ Bd and ω() = (ω()1 , . . . , ω()d ) ∈ Bd and vectors
xj ∈ Cp, yj ∈ Cq, u ∈ Cq, v ∈ Cp (j = 1, . . . , n;  = 1, . . . , m)
and set
XL =
x
∗
1
...
x∗n
 , YL =
y
∗
1
...
y∗n
 ,
YR =
[
u1 · · · um
]
, XR =
[
v1 · · · vm
]
,
Ak =
z
(1)
k
.
.
.
z
(n)
k
 , Bk =
ω
(1)
k
.
.
.
ω
(m)
k
 (k = 1, . . . , d).
Then
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(InL − A∗Z(z))−1 =
kd(z, z
(1))
.
.
.
kd(z, z
(n))
 ,
(InR − Z(z)B)−1 =
kd(z, w
(1))
.
.
.
kd(z, w
(m))
 .
Since, by the reproducing property,[
x∗j S, kd
(·, z(j))]
H(kd )
= x∗j S
(
z(j)
)
and [
kd(·, w()), u∗S
]
H(kd )
= (u∗S(w()))∗ = S(w())u,
it follows that for the above choice of commuting matrices Aj , of commuting matri-
ces Bj , of matrices XL, YR and for every function S ∈Sp×qd ,
(XLS)
∧L (A) =
x
∗
1S(z
(1))
...
x∗nS(z(n))
 ,
(SYR)
∧R (B) = [S(ω(1))u1 . . . S(ω(m))um]
and thus, conditions (1.25) and (1.26) reduce, respectively, to left-sided and right-
sided Nevanlinna–Pick conditions
x∗j S(z(j)) = y∗j and S(ω())u = v (j = 1, . . . , n;  = 1, . . . , m). (1.29)
Similarly,
(XLH)
∧L(A) =
x
∗
1H(z
(1))
...
x∗nH(z(n))
 ,
(GjYR)
∧R(B) = [Gj(ω(1))u1 · · · Gj(ω(m))um]
and conditions (1.27), (1.28) reduce tox
∗
1H(z
(1))
...
x∗nH(z(n))
[Gj(ω(1))u1 · · · Gj(ω(m))um] = j (j = 1, . . . , d),
 u
∗
1Gj(ω
(1))∗
...
u∗mGj (ω(m))∗
[G(ω(1))u1 · · · G(ω(m))um] = j
(j,  = 1, . . . , d). (1.30)
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We shall refer to Problem 1.3 with this specialized form of the data set D, i.e., the
problem of finding S ∈Sp×qd satisfying (1.29)–(1.30) as the bitangential Nevanl-
inna–Pick interpolation problem (for the ball Bd ).
Note that for the case d = 1, representations (1.4) and (1.8) reduce to
G

1(z)G

1(w)
∗ = Iq − S
(z)S(w)∗
1 − zw¯ , H(z)G1(w¯) =
S(z)− S(w¯)
z− w¯
and thus, conditions (1.30) take the form[
x∗i
S(z(i))− S(ω(j))
z(i) − ω(j) uj
]j=1,m
i=1,n
= 1
and [
u∗i
Iq − S(ω(i))∗S(ω(j))
1 − ω¯(i)ω(j) uj
]m
i,j=1
= 11.
Due to interpolation conditions (1.29), the entries of the two last matrices are
(1)ij =
{
y∗i uj−x∗i vj
z(i)−ω(j) if z
(i) /= ω(j)
x∗i S′(z(i))uj if z(i) = ω(j)
and (11)ij =
u∗i uj − v∗i vj
1 − ω¯(i)ω(j) ,
respectively. Thus, for d = 1, the matrix 11 can be expressed in terms of the first-
order interpolation data and need not to be preassigned. If the sets of left and right in-
terpolating points in (1.29) do not intersect, the same is true for the matrix 1. In the
case when z(i) = ω(j), the ijth entry in the matrix 1 fixes the value of x∗i S′(z(i))uj
and cannot be expressed in terms of the first-order interpolation data (see, e.g., [10,
Section 16]). In this way Problem 1.3 collapses to the generic version (1.9)–(1.11)
of the bitangential interpolation problem. If we take d = 1 and let A and B be gen-
eral (not necessarily diagonalizable) matrices with spectrum in D, we recover exact-
ly the interpolation conditions (1.13)–(1.15) for the univariate two-sided Nudelman
problem.
In this paper we give a definitive solution of Problem 1.3. Special cases of this
problem have been considered before. Necessary and sufficient conditions for vari-
ous special cases of the problem were obtained in [1,2,23,26]. Solution criteria were
also obtained in [5,16,24] by symmetrizing the solution of a noncommutative ver-
sion of the Nevanlinna–Pick problem involving the Cuntz–Toeplitz operator algebra
acting on the Fock space based on a free semigroup with d generators. The paper
[12] gave solution criteria and linear fractional parametrizations for the set of all
solutions of the left-sided Nevanlinna–Pick problem (where one considers only the
first series of conditions in (1.29)) as well as for the right-sided Nevanlinna–Pick
problem (where one considers only the second series of conditions in (1.29)). The
left-sided problem with operatorial argument has also been considered recently in
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[25]. In addition the paper [13] obtained the existence criterion and linear fractional
parametrization for the set of all solutions of the left-sided problem for the case
where the interpolation conditions are in the more intricate aggregate form (1.25)
by a somewhat different method (an adaptation of the approach of Potapov to in-
terpolation). The left-sided problem was solved also in [4] by using an adaptation
of the Schur algorithm to the multidimensional case. The main contribution of the
present paper is to obtain the existence criteria and parametrization of the set of
all solutions of Problem 1.3 in full generality. The proof of the first part (existence
criterion) follows the same idea as in [12]: solutions of the interpolation problem cor-
respond to unitary colligation extensions of a partially defined isometric colligation
constructed explicitly from the interpolation data. The parametrization of the set of
all solutions follows an idea introduced by Arov and Grossman for the univariate case
(see [20,21]). The block matrix function giving the linear fractional parametrization
arises from a certain universal unitary colligation extension of the partially defined
isometric colligation built from the interpolation data. The methods actually solve
a more general operator-valued version of Problem 1.3, as well as the analogous
interpolation problem where the kernel kd is replaced by a general Pick kernel k;
these extensions are explained in remarks at the end of Section 4. While these re-
sults recover the main features of the solution in the classical case, we do not know
a multivariable analogue of the divisor–remainder form (1.12) equivalent to a set
of interpolation conditions of the form (1.25)–(1.28) as we have in the univariate
case.
The paper is organized as follows. After the present Introduction, Section 2 de-
rives the solvability condition (Theorem 2.3), Section 3 establishes a correspon-
dence between solutions of the problem and unitary extensions of a partially defined
isometry constructed from the interpolation data (Lemmas 3.2 and 3.3), Section 4
introduces the universal unitary colligation extension required for the parametriza-
tion of the set of solutions, Section 5 obtains explicit formulas for the character-
istic function of this universal unitary colligation extension and verifies the linear
fractional parametrization for the set of all solutions (Theorem 5.5). Section 6 dis-
cusses the modifications of the theory required to handle variations in the formula-
tion of Problem 1.3 (e.g., dropping the auxiliary interpolation conditions (1.27) and
(1.28)).
2. The solvability criterion
In this section we establish the solvability criterion of Problem 1.3. First we note
some elementary properties of evaluations (1.22).
Lemma 2.1. Let A and B be block matrices as in (1.17)–(1.19). Then:
1. For every matrix W ∈ CnL×nR ,
(W)∧L (A) = (W)∧R (B) = W. (2.1)
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2. For every F ∈HnL×nL(kd),
F∧L(A) = ((F )∧R(A∗))∗. (2.2)
3. For every F ∈HnL×m(kd), T ∈H×nR(kd) and W ∈ Cm×,
(F ·W)∧L (A) = (F )∧L (A) ·W and (W · T )∧R (B) = W · F∧R(B). (2.3)
4. For every F1 ∈HnL×m1(kd) and F2 ∈HnL×m2(kd),[
F1 F2
]∧L
(A) = [F∧L1 (A) F∧L2 (A)] . (2.4)
5. For every F ∈HnL×m(kd),
(zjF (z))
∧L(A) = Aj · F∧L(A) (j = 1, . . . , d) . (2.5)
6. For every choice of F ∈HnL×m(kd) and of T ∈Hm×(kd),
(F · T )∧L (A) = (F∧L(A) · T )∧L(A). (2.6)
7. For every choice of F ∈H×m(kd) and of T ∈Hm×nR(kd),
(F · T )∧R (B) = (F · T ∧R(B))∧R(B). (2.7)
Proof. The first three assertions of lemma follow immediately from definitions
(1.22). To prove (2.6), take F and T in the form
F(z) =
∑
n∈Nd
Fnz
n and T (z) =
∑
n∈Nd
Tnz
n, (2.8)
and making use of (1.21) and (1.2), we get
(F∧L(A) · T )∧L(A)=
[
F∧L(A) · T , (I − A∗Z)−1
]
H(k)
=
F∧L(A) · ∑
n∈Nd
Tnz
n,
∑
n∈Nd
|n|!
n! (A
n)∗zn

H(kd )
=
∑
n∈Nd
AnF∧L(A) · Tn
=
∑
n∈Nd
An
 ∑
m∈Nd
AmFm
 Tn
=
∑
n,m∈Nd
An+mFmTn. (2.9)
Furthermore, the expansions (2.8) imply
F(z)T (z) =
∑
n,m∈Nd
FmTnz
n+m
and therefore,
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(F · T )∧L (A)=
[
FT, (I − A∗Z)−1
]
H(kd )
=
 ∑
n,m∈Nd
FmTnz
n+m,
∑
k∈Nd
|k|!
k! (A
k)∗zk

H(kd )
=
∑
n,m∈Nd
An+mFmTn.
Comparing the latter equality with (2.9) we get (2.6). One can verify relation (2.7)
directly in a similar way, or alternatively, use relation (2.2) to reduce the validity of
(2.7) to the validity of (2.6).
It follows from (1.1) that(
zj InL
)∧L
(A)=[zj InL , (I − A∗Z(z¯)∗)−1]H(kd )
=[zj InL , zjA∗j ]H(kd ) = Aj
and thus, by (2.6),
(zjF (z))
∧L(A) = (AjF )∧L(A). (2.10)
Since Aj commutes with An for every multiindex n ∈ Nd and the form [ , ]H(kd ) is
conjugate linear in the second argument, it follows that (AjF )∧L(A) = Aj · F∧L(A),
which proves (2.5). 
Remark. The same formalism for generalized point-evaluation given by Lemma
2.1 applies in the nonstationary setting as well (see the papers of Ball–Gohberg–
Kaashoek and Dewilde–Dym in [19]).
Note also the equality
(zT (z))
∧R (B) = T ∧R(B) · B ( = 1, . . . , d), (2.11)
which can be verified similarly to (2.5).
Lemma 2.2. Let S ∈Sp×qd satisfy the left interpolation condition (1.25) and let
H be a L(H,Cp)-valued function from the representation (1.3). Then the positive
semidefinite matrix
 = (XLH)∧L (A)
[
(XLH)
∧L (A)
]∗ (2.12)
is a unique solution of the generalized Stein equation
−
d∑
j=1
AjA
∗
j = XLX∗L − YLY ∗L . (2.13)
Proof. Fix w and apply the left evaluation from (1.22) to the equality
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XLX
∗
L −XLS(z)S(w)∗X∗L = (1 − 〈z, w〉)XLH(z)H(w)∗X∗L,
which follows immediately from (1.3). Making use of (2.1), (2.3), (2.5) and taking
into account (1.25), we get
XLX
∗
L − YLS(w)∗X∗L =XLH∧L(A)H(w)∗X∗L
−
d∑
j=1
AjXLH
∧L(A)w¯jH(w)∗X∗L.
The last equality holds for all w ∈ Bd . Taking adjoints and replacing w by z, we get
XLX
∗
L −XLS(z)Y ∗L =XLH(z)
[
(XLH)
∧L(A)
]∗
−
d∑
j=1
zjXLH(z)
[
(XLH)
∧L(A)
]∗
A∗j .
Applying again the left evaluation to the latter equality and taking into account
(1.25), we get
XLX
∗
L − YLY ∗L = (XLH)∧L(A)
[
(XLH)
∧L(A)
]∗
−
d∑
j=1
Aj(XLH)
∧L(A)
[
(XLH)
∧L(A)
]∗
A∗j ,
which coincides with (2.13), in view of (2.12). It remains to note that due to condi-
tions (1.18), (1.19), the Stein equation (2.13) has a unique solution ′ which can be
represented (by recursive arguments) as the uniformly converging series
′ =
∑
n∈Nd
|n|!
n! A
n
(
XLX
∗
L − YLY ∗L
)
(An)∗ (2.14)
and is obviously positive semidefinite. As we have just verified that  given by
(2.12) satisfies the Stein equation (2.13), it follows that = ′; note that the positive
semidefiniteness of ′ =  is also an immediate consequence of the formula (2.12)
for . 
Theorem 2.3. Let
D = {A,B,j ,j, XL, YL, XR, YR}
be the interpolation data set for the associated bitangential interpolation problem
(Problem 1.3): find S in Sp×qd so that
(XLS)
∧L(A) = YL,
(SYR)
∧R(B) = YR,
(XLH)
∧L(A)
(
GjYR
)∧R
(B) = j (j = 1, . . . , d),
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(GjYR)
∧R(B)
]∗
(GYR)
∧R(B) = j (j,  = 1, . . . , d)
for some choice of associated functions H(z) and G1(z), . . . ,Gd(z) for which
Ip − S(z)S(w)∗
1 − 〈z, w〉 =H(z)H(w)
∗,
Iq − S(z¯)∗S(w¯)=G(z¯)∗
(
I − Z(z¯)∗Z(w¯))G(w¯)
with
G(z) =
G1(z)...
Gd(z)
 and Z(z) = [z1IH · · · zdIH] .
Set
P =

 1 · · · d
∗1 11 · · · 1d
...
...
...
∗d d1 · · · dd
 ∈ C(nL+dnR)×(nL+dnR), (2.15)
where  is equal to the ′ given in (2.14)
 =
∑
n∈Nd
|n|!
n! A
n
(
XLX
∗
L − YLY ∗L
)
(An)∗,
and let
E1 =

InR
0
...
0
 , E2 =

0
InR
...
0
 , . . . , Ed =

0
...
0
InR
 . (2.16)
Then the bitangential interpolation problem associated with the data setD (Problem
1.3) has a solution if and only if the matrix P is positive semidefinite
P  0 (2.17)
and satisfies the generalized Stein identity
N∗PN −
d∑
j=1
N∗j PNj = X∗X − Y ∗Y, (2.18)
where
N =
[
InL 0
0 B
]
, Nj =
[
A∗j 0
0 Ej
]
,
(2.19)
X = [X∗L YR] , Y = [Y ∗L YR] .
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Proof. Here we check the necessity of conditions (2.17), (2.18). The proof of the
sufficiency part is postponed until Section 4 where it will be obtained as a conse-
quence of stronger results. Let S be a solution of Problem 1.3, i.e., let relations (1.3),
(1.4), (1.8) and (1.25)–(1.28) be in force. It follows from (2.12) and interpolation
conditions (1.27), (1.28) that
P =

(XLH)
∧L(A)[
(G1YR)
∧R(B)
]∗
...[
(GdYR)
∧R(B)
]∗

×
[[
(XLH)
∧L(A)
]∗
(G1YR)
∧R(B) · · · (GdYR)∧R(B)
]
,
which clearly implies (2.17).
Substituting the partitionings (2.15), (2.16) and (2.20) into (2.18) we conclude
that (2.18) is equivalent to three equalities, one of which is (2.13) and holds by
definition (2.14) of , and two other are
d∑
j=1
Ajj −
d∑
j=1
jBj = YLYR −XLYR (2.20)
and
d∑
j=1
jj −
d∑
j=1
d∑
=1
B∗jjB = Y ∗RYR −X∗RXR. (2.21)
The verification of the two last equalities is similar to the proof of Lemma 2.2. We
fix w ∈ Bd and apply the left evaluation ∧L(A) to the equality
XLS(z)YR −XLS(w¯)YR = XLH(z)
d∑
j=1
(zj − w¯j )Gj (w¯)YR,
which is a consequence of (1.8). In view of (1.25) and (2.5), we get
YLYR −XLS(w¯)YR =
d∑
j=1
(
Aj − w¯j InL
)
(XLH)
∧L(A)Gj (w¯)YR.
Replacing w¯ by z in the last identity and applying the right evaluation ∧R(B), we get,
on account of (2.3), (2.5) and (1.26),
YLYR −XLXR
=
d∑
j=1
[
Aj(XLH)
∧L(A)(GjYR)∧R(B)− (XLH)∧L(A)(GjYR)∧R(B)Bj
]
,
which is equivalent to (2.20), by (1.27).
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Furthermore, the identity
Y ∗RYR − Y ∗RS(z)S(w¯)YR
= Y ∗R
d∑
j=1
G

j (z)Gj (w¯)YR − Y ∗R
 d∑
j=1
zjG

j (z)
 d∑
j=1
w¯jGj (w¯)
YR,
(2.22)
is an immediate consequence of (1.7). Note that by (2.2) and (1.26),(
Y ∗RS
)∧L
(B∗) = ((SYR)∧R(B))∗ = X∗R
and(
Y ∗RG

j
)∧L
(B∗) = ((GjYR)∧R(B))∗,
and in view of (2.11),(
zjY
∗
RG

j
)∧L
(B∗) = B∗j
(
(GjYR)
∧R(B)
)∗
.
Applying the left evaluation ∧L(B∗) to the identity (2.22) (with a fixed w ∈ Bd ) and
taking into account the three last equalities, we get
Y ∗RYR −X∗RS(w¯)YR =
d∑
j=1
(
(GjYR)
∧R(B)
)∗
Gj(w¯)YR
−
 d∑
j=1
B∗j
(
(GjYR)
∧R(B)
)∗ d∑
j=1
w¯jGj (w¯)
YR.
Finally, replacing w¯ by z in the last identity and applying the right evaluation ∧R(B),
we get
Y ∗RYR −X∗RS(w¯)YR =
d∑
j=1
(
(GjYR)
∧R(B)
)∗
(GjYR)
∧R(B)
−
 d∑
j=1
B∗j
(
(GjYR)
∧R(B)
)∗ d∑
j=1
(GjYR)
∧R(B)Bj
 .
which is equivalent to (2.21), in view of interpolation conditions (1.28). 
Corollary 2.4. Let the data set D have the special form as described in Exam-
ple 1.4. Then the associated bitangential Nevanlinna–Pick problem (over Bd) has a
solution if and only if the Pick matrix
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P =

 1 · · · d
∗1 11 · · · 1d
...
...
...
∗d d1 · · · dd
 ,
where
 =
[
x∗i xj − y∗i yj
1 − 〈z(i), z(j)〉
]
i,j=1,...,n
(2.23)
is positive semidefinite and satisfies a generalized Stein equation (see (2.18)).
Proof. The result is an immediate consequence of Theorem 2.3 once we note that
the unique solution  = ′ of the generalized Stein equation (2.13) when A has the
special diagonal form as in Example 1.4 is  as in (2.23). 
From now on we assume that necessary conditions (2.17) and (2.18) for Problem
1.3 to have a solution are in force.
3. Solutions to the interpolation problem and unitary extensions
We recall that a d-variable colligation is defined as a quadruple
 = {H,F,G,U}
consisting of three Hilbert spaces H (the state space), F (the input space) and G
(the output space), together with a connecting operator
U =
[
A B
C D
]
:
[
H
F
]
→
[⊕d1H
G
]
.
The colligation is said to be unitary if the connecting operator U is unitary. A colli-
gation
˜ = {H˜,F,G, U˜}
is said to be unitarily equivalent to the colligation  if there is a unitary operator
M :H→ H˜ such that[
M 0
0 IG
]
U = U˜
[
M 0
0 IF
]
, (3.1)
where
M =
M . .
.
M
 : ⊕d1H→⊕d1H.
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The characteristic function of the colligation  is defined as
S(z) = D + C (IH − Z(z)A)−1 Z(z)B, (3.2)
whereZ(z) is defined as in (1.5). Thus, Theorem 1.2 asserts that a Cp×q -valued func-
tion S analytic in Bd belongs to the class Sp×qd if and only if it is the characteristic
function of some d-variable unitary colligation
 =
{
H,Cq,Cp,
[
A B
C D
]}
. (3.3)
Remark 3.1. Unitarily equivalent colligations have the same characteristic function.
In this section we associate a certain finite dimensional (i.e., with finite dimen-
sional state space, input space and output space) unitary colligation to Problem 1.3.
It turns out that the characteristic function of this colligation (which is rational, ac-
cording to (3.2)) is the transfer function of the Redheffer transform describing all
solutions of Problem 1.3. Assuming that the necessary conditions (2.17) and (2.18)
for Problem 1.3 to have a solution are in force, let N, Nj , X and Y be the matrices
defined in (2.20) and let
W1 = P 12N ∈ Cn×n and W2 =

P
1
2N1
...
P
1
2Nd
 ∈ Cdn×n (3.4)
(here and in what follows we set n := nL + dnR).
The identity (2.18) guarantees that the linear map V defined by
V :
[
W1
Y
]
f −→
[
W2
X
]
f (3.5)
is an isometry from
DV = Ran
[
W1
Y
]
⊂
[
Cn
Cq
]
onto RV = Ran
[
W2
X
]
⊂
[
Cdn
Cp
]
. (3.6)
The verification is straightforward: for every choice of f, g ∈ Cn,〈[
W1
Y
]
f,
[
W1
Y
]
g
〉
−
〈[
W2
X
]
f,
[
W2
X
]
g
〉
= g∗(N∗PN + Y ∗Y )f − g∗
 d∑
j=1
N∗j PNj +X∗X
 f = 0.
The next two lemmas establish a correspondence between solutions S to Problem 1.3
and unitary extensions of the partially defined isometry V given in (3.5).
Lemma 3.2. Any solution S to Problem 1.3 is a characteristic function of a unitary
colligation
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U˜ =
[
A˜ B˜
C˜ D˜
]
:
[
Cn ⊕ H˜
Cq
]
→
[⊕d1(Cn ⊕ H˜)
Cp
]
, (3.7)
which is an extension of the isometry V given in (3.5).
Proof. Let S be a solution to Problem 1.3. In particular, S belongs to Sp×qd and
by Theorem 1.2, it is the characteristic function of some unitary colligation  of the
form (3.3). In other words, S admits a unitary realization (1.6) with the state spaceH
and equalities (1.3), (1.4) hold for functions H and G defined via (1.7). The functions
H and G are analytic and take, respectively,L(H;Cp) andL(⊕d1H;Cq) values in
Bd .
The interpolation conditions (1.25)–(1.28) which are assumed to be satisfied by
S, force certain restrictions on the connecting operator
U =
[
A B
C D
]
.
Substituting (1.6) into (1.25) and (1.26) we get(
XL(D + C(IH − ZA)−1ZB)
)∧L
(A) = YL
and (
(D + CZ(IH − AZ)−1B)YR
)∧R
(B)
= ((D + C(IH − ZA)−1ZB)YR)∧R(B) = YR,
which are equivalent, on account of (1.7), to
XLD + (XLHZ)∧L (A)B = YL (3.8)
and
DYR + C (ZGYR)∧R (B) = XR, (3.9)
respectively. It also follows from (1.7) that
C +H(z)Z(z)A = H(z), B + AZ(z)G(z) = G(z)
and therefore, that
XLC + (XLHZ)∧L (A)A = (XLH)∧L (A) (3.10)
and
BYR + A (ZGYR)∧R (B) = (GYR)∧R (B). (3.11)
The equalities (3.8) and (3.10) can be written in matrix form as[
(XLHZ)
∧L (A) XL
] [A B
C D
]
= [(XLH)∧L (A) YL] , (3.12)
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whereas the equalities (3.9) and (3.11) are equivalent to[
A B
C D
] [
(ZGYR)
∧R (B)
YR
]
=
[
(GYR)
∧R (B)
XR
]
. (3.13)
We shall use the block-operator representation (1.5) of G. Since the functions H and
G are analytic in Bd , the following operators
T := (XLH)∧L (A) and Tj :=
(
GjYR
)∧R
(B) (j = 1, . . . , d) (3.14)
are bounded and act from H into CnL and into CnR , respectively. It follows from
(1.5) and (3.14) that
(GYR)
∧R (B) =
T1...
Td
 . (3.15)
Using (2.4) we get
(XLHZ)
∧L (A) = [A1T · · · AdT ] , (3.16)
(ZGYR)
∧R (B) = T1B1 + · · · + TdBd. (3.17)
Substituting (3.14)–(3.17) into (3.12) and (3.13), we obtain[
A1T · · · AdT XL
] [A B
C D
]
= [T YL] (3.18)
and
[
A B
C D
] [
T1B1 + · · · + TdBd
YR
]
=

T1
...
Td
XR
 . (3.19)
Since the operator[
A B
C D
]
is unitary, we conclude from the last two relations that for every choice of f ∈ Cn,
[
A B
C D
] [
T ∗ T1B1 + · · · + TdBd
Y ∗L YR
]
f =

T ∗A∗1 T1
...
...
T ∗A∗d Td
X∗L XR
 f. (3.20)
Now we use the interpolation conditions (1.27) and (1.28): substituting (3.14) into
(1.27), (1.28) and (2.12), we obtain the following factorizations:
T T ∗ = , T Tj = j , T ∗j T = j (j,  = 1, . . . , d), (3.21)
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which are equivalent, on account of (2.17), to
T∗T = P, where T = [T ∗ T1 · · · Td] . (3.22)
Therefore, the linear transformation U defined by the rule
U : Tf → P 12 f (f ∈ Cn) (3.23)
is the unitary map from Ran T onto Ran P
1
2
. Setting
N :=H Ran T and H˜ := Ran P 12 ⊕N,
let us define the unitary map M :H→ H˜ by the rule
Mg =
{
Ug for g ∈ Ran T,
g for g ∈N, (3.24)
and let M be the block diagonal operator defined as in (3.1). Introducing the operators
A˜ = MAM∗, B˜ = MB, C˜ = CM∗, D˜ = D, (3.25)
we construct the colligation
˜ =
{
H˜,Cq,Cp,
[
A˜ B˜
C˜ D˜
]}
.
By definition, ˜ is unitarily equivalent to the initial colligation  defined in (3.3).
By Remark 3.1, ˜ has the same characteristic function as , that is, S(z). It remains
to check that the connecting operator of ˜ is an extension of V, that is[
A˜ B˜
C˜ D˜
] [
W1
Y
]
f =
[
W2
X
]
f, f ∈ Cn. (3.26)
To this end, note that by (3.24), (3.23) and block partitionings (2.20), (3.22) and (3.1)
of N, Nj , T and M,
M∗P
1
2Nf = TNf =
[
T ∗
∑d
j=1 TjBj
]
f (3.27)
and
M
[
T ∗A∗j Tj
]
f = MTNjf = P 12Njf (j = 1, . . . , d)
for every vector f ∈ Cn. Taking into account the block structure (2.15), (3.1) and
(3.4) of Ej , M and W2 we now get from the last equality that
M
T
∗A∗1 T1
...
...
T ∗A∗1 Td
 f =

P
1
2N1
...
P
1
2Nd
 f = W2f. (3.28)
Thus, by (3.20) and (3.25) and in view of (3.27) and (3.28),[
A˜ B˜
C˜ D˜
] [
W1
Y
]
f =
[
M 0
0 I
] [
A B
C D
] [
M∗ 0
0 I
] [
P
1
2N
Y
]
f
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=
[
M 0
0 I
] [
A B
C D
] [
T ∗ T1B1 + · · · + TdBd
Y ∗L YR
]
f
=
[
M 0
0 I
]
T ∗A∗1 T1
...
...
T ∗A∗1 Td
X∗L XR
 f =
[
W2
X
]
f, (3.29)
which proves (3.26) and completes the proof of the lemma. 
Lemma 3.3. Let U˜ of the form (3.7) be a unitary extension of the isometry V
given in (3.5). Then the characteristic function S of the colligation ˜ = {Cn ⊕
H˜,Cq,Cp, U˜},
S(z) = D˜ + C˜(ICn⊕H˜ − Z(z)A˜)−1Z(z)B˜,
is a solution to Problem 1.3.
Proof. We use the arguments from the proof of the previous lemma in the reverse
order. We fix a factorization of the form (3.22) of the positive semidefinite matrix P
and define the unitary map M via (3.24). Furthermore, let M be the block diagonal
operator defined as in (3.1). Then relations (3.27) and (3.28) hold by construction.
Therefore the operator
U =
[
A B
C D
]
=
[
M∗ 0
0 I
] [
A˜ B˜
C˜ D˜
] [
M 0
0 I
]
satisfies (3.20) (or equivalently, (3.18) and (3.19)), which can be easily seen from
(3.29). By Remark 3.1, the colligations U and U˜ have the same characteristic func-
tions and thus, S can be taken in the form (1.6). We shall use the representations
S(z) = D +H(z)Z(z)B = D + CZ(z)G(z) (3.30)
of S (where H and G are defined in (1.7)), each of which is equivalent to (1.6).
It follows from (3.18) that[
A1T · · · AdT
]
A+XLC = T ,[
A1T · · · AdT
]
B +XLD = YL.
(3.31)
By (2.5),[
A1T · · · AdT
] = (T Z)∧L (A), (3.32)
which allows us to rewrite the first equality in (3.31) as
XLC = (T (I − ZA))∧L (A).
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Multiplying both sides in the last equality by (I − Z(z)A)−1 on the right and apply-
ing the left evaluation ∧L(A) to the resulting identity, we get(
X∗LC(I − ZA)−1
)∧L
(A) = ( (T (I − ZA))∧L (A)(I − ZA)−1)∧L(A)
= (T (I − ZA)(I − ZA)−1)∧L(A) = T
(the second equality in the last chain has been obtained upon applying (2.6) to the
functions F(z) = T (I − Z(z)A) and T (z) = (I − Z(z)A)−1). Thus,
(XLH)
∧L(A) = T . (3.33)
Using (3.32) we rewrite the second equality in (3.31) as
(T ZB)∧L (A)+XLD = YL.
Substituting (3.33) into the last equality and applying (2.6) to the functions F(z) =
XLH(z) and T (z) = Z(z)B, we get
YL =
(
(XLH)
∧L (A)ZB
)∧L
(A)+XLD
= (XLHZB)∧L (A)+XLD
= (XLHZB +XLD)∧L (A),
which coincides with (1.25), due to the first equality in (3.30).
Next, the equality (3.19) splits into
A (T1B1 + · · · + TdBd)+ BYR =
T1...
Td
 and
C (T1B1 + · · · + TdBd)+DYR = XR.
(3.34)
Using the equality
(T1B1 + · · · + TdBd) =
Z
T1...
Td


∧R
(B),
which is obtained similarly to (3.32), we rewrite the equalities in (3.34) as
BYR =
(I − AZ)
T1...
Td


∧R
(B), (3.35)
XR =
CZ
T1...
Td


∧R
(B)+DYR. (3.36)
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Multiplying both sides in (3.35) by (I − AZ(z))−1 on the left and applying evalua-
tion ∧R(B) to the resulting identity we get
(
(I − AZ)−1BYR
)∧R
(B) =
(I − AZ)−1
(I − AZ)
T1...
Td


∧R
(B)

∧R
(B)
=
(I − AZ)−1(I − AZ)
T1...
Td


∧R
(B),
which clearly reduces to
(GYR)
∧R (B) =
T1...
Td
 . (3.37)
Substituting (3.37) into (3.36) and applying (2.7) to the functions F(z) = CZ(z) and
T (z) = G(z)YR, we get
YR =
(
CZ(GYR)
∧R(B)
)∧R
(B)+DYR
= (CZGYR)∧R (B)+DYR
= (CZGYR +DYR)∧R (B),
which coincides with (1.26), due to the second representation in (3.30).
Thus, S belongs to Sp×qd as the characteristic function of a unitary colligation
and satisfies the first-order interpolation conditions (1.25) and (1.26). It remains to
show that it satisfies also conditions (1.27) and (1.28). But this follows by (3.33) and
(3.37) from the factorization (3.22) (or equivalently from factorizations (3.21)). 
4. The universal unitary colligation associated with the interpolation problem
A general result of Arov and Grossman (see [7,8]) describes how to parametrize
the set of all unitary extensions of a given partially defined isometry V. Their result
has been extended to the multivariable case in [12] and will be adapted here to the
finite dimensional case.
Let V : DV → RV be the isometry given in (3.5) withDV andRV given in (3.6).
Since V is an isometry, it follows from (3.6) that
dimDV = dimRV = rank
[
W1
Y
]
= rank
[
W2
X
]
= r. (4.1)
J.A. Ball, V. Bolotnikov / Linear Algebra and its Applications 353 (2002) 107–147 133
Introducing the defect spaces
5 =
[
Cn
Cq
]
DV and 5∗ =
[
Cdn
Cp
]
RV, (4.2)
we obtain as a corollary of (4.1) that
q ′ := dim5 = n+ q − r and p′ := dim5∗ = dn+ p − r. (4.3)
Let 5˜ be another copy of 5 and 5˜∗ be another copy of 5∗ with unitary identification
maps
i : 5→ 5˜ and i∗ : 5∗ → 5˜∗.
Define a unitary operator U0 from
DV ⊕5⊕ 5˜∗ = Cp′+q ′+r onto RV ⊕5∗ ⊕ 5˜ = Cp′+q ′+r
by the rule
U0x =

Vx if x ∈ DV,
i(x) if x ∈ 5,
i−1∗ (x) if x ∈ 5˜∗.
(4.4)
Identifying 5˜ and 5˜∗ with Cq
′
and Cp′ , we decompose U0 defined by (4.4) accord-
ing to
U0 =
U11 U12 U13U21 U22 U23
U31 U32 0
 :
CnCq
Cp
′
→
CdnCp
Cq
′
 .
The “33” block in this decomposition is zero, since (by definition (4.4)), for every
x ∈ 5˜∗, the vector U0x belongs to 5, which is a subspace of
[
Cdn
Cp
]
and therefore, is
orthogonal to 5˜ (in other words P5˜U0|5˜∗ = 0, where P5˜ stands for the orthogonal
projection of Cp′+q ′+r onto 5˜).
The unitary operator U0 is the connecting operator of the finite dimensional uni-
tary colligation
0 =
{
Cn,
[
Cq
Cp
′
]
,
[
Cp
Cq
′
]
,U0
}
, (4.5)
which is called the universal unitary colligation associated with the interpolation
problem. According to (3.2), the characteristic function of this colligation is given
by
(z) =
[
11(z) 12(z)
21(z) 22(z)
]
=
[
U22 U23
U32 0
]
+
[
U21
U31
]
(In − Z(z)U11)−1 Z(z)
[
U12 U13
] (4.6)
and belongs to the class S(nd+q+p−r)×(nd+q+p−r)d , by Theorem 1.2.
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Theorem 4.1. Let V be the isometry defined in (3.5), let be the function construct-
ed as above and let S be a Cp×q -valued function. Then the following are equivalent:
1. S is a characteristic function of a colligation
 =
{
Cn ⊕H,Cq,Cp,
[
A B
C D
]}
with the connecting operator being a unitary extension of V.
2. S is of the form
S(z) = 11(z)+ 12(z)
(
Iq ′ −T(z)22(z)
)−1
T(z)21(z),
where T is a function from the class Sp′×q ′d .
This result (which has been proved in [12] for a more general setting) together
with Lemmas 3.2 and 3.3 leads to a description of all solutions of Problem 1.3.
Remark 4.2. For concreteness, we have formulated our results for matrix-valued
functions. In fact, all the results to this point apply to the following more general
version of Problem 1.3. We are given Hilbert spaces E and E∗. Denote bySd(E,E∗)
the space of contractive multipliers fromH(kd)⊗ E intoH(kd)⊗ E∗. For interpo-
lation data, we are given auxiliary Hilbert spaces EL and ER along with operators
XL:EL → E∗, YL:E→ EL, XR:ER → E∗, YR:ER → E∗,
d operators 1, . . . ,d :ER → EL, d2 operators j:ER → ER (j,  = 1, . . . , d),
and block operators
A =
A1...
Ad
 and B =
B1...
Bd
 (Aj :EL → EL, Bj :ER → ER) (4.7)
with commuting blocks such that the joint spectra sit strictly inside the unit ball:
AjAk = AkAj , BjBk = BkBj (k, j = 1, . . . , d)
and
σjoint(A1, . . . , Ad) ⊂ Bd , σjoint(B1, . . . , Bd) ⊂ Bd .
The interpolation data set is the collection
D = {A,B,j ,j, XL, YL, XR, YR}
as in (1.24), but now is composed of operators rather than matrices. The operator-
valued version of Problem 1.3 then is: find all S ∈Sd(E,E∗) which satisfy the
interpolation conditions (1.25)–(1.28) associated with an operator-valued interpola-
tion data setD. We leave the formulation of the minor modifications of Theorem 4.1
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required to solve this problem to the interested reader. The explicit formulas devel-
oped in the next section apply only for the matrix-valued version of the problem, or
more generally, for the operator-valued version of the problem in case the range of
P is closed.
Remark 4.3. Note also that the results obtained here can be applied to interpolation
problems for contractive multipliers on a reproducing kernel Hilbert space H(k)
with reproducing kernel of the form
k(z,w) = a(z)
1 − d∑
j=1
bj (z)bj (w)
 a(w)∗
for some scalar analytic functions a(z), b1(z), . . . , bd(z). The kernel k is positive on
the set
 =
z ∈ C :
d∑
j=1
|bj (z)|2  1

and H(k) consists of functions F analytic on  that admit a representation
F(z) =
∑
n∈Nd
Fnb(z)
n
∑
n∈Nd
n!
|n|! |Fn|
2 <∞
 ,
where we have set for short
n = (n1, . . . , nd) ∈ Nd and b(z)n = b1(z)n1 · · · bd(z)nd .
Due to the embedding z→ b(z) = (b1(z), . . . , bd(z)) of  into Bd , it can be shown
(see, e.g., [2,12]) that a function S analytic on  is a contractive multiplier on H if
and only if it is of the form
S = F ◦ b(z) (4.8)
for some contractive multiplier F on H(kd). A similar representation holds true for
contractive multipliers from the tensor product Hilbert space H(k)⊗ E to H(k)⊗
E∗. The set of all such contractive multipliers we denote by S(E,E∗, b).
Furthermore, for fixed operator block matrices A and B as in (4.7) one can intro-
duce evaluation maps F → F∧L(A) and T → T ∧R(B) via formulas (1.22) which
are defined for every choice of
F(z) =
∑
n∈Nd
Fnb(z)
n ∈H(k)⊗L(E,EL)
and
T (z) =
∑
n∈Nd
Tnb(z)
n ∈H(k)⊗L(ER,E∗).
Then a bitangential interpolation problem for S ∈S(E,E∗, b) can be set using in-
terpolation conditions (1.25)–(1.28). By the characterization (4.8) we conclude (as it
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was done in [12] for tangential Nevanlinna–Pick problems) that the set of all solu-
tions of this problem is parametrized by the formula
S(z) = 11 ◦ b(z)+ 12 ◦ b(z) (I −T(z)22 ◦ b(z))−1T(z)21 ◦ b(z),
where T is a function from the class Sd(E˜∗, E˜, b) for appropriately chosen Hilbert
spaces E˜ and E˜∗.
5. Explicit formulas for the characteristic function of the universal unitary
colligation
In this section we give explicit formulas for the block entries jk of the char-
acteristic function  defined via (4.6). The derivation parallels the analysis for an
analogous result for a polydisk interpolation problem worked out in [3] and for a
single-variable case (see [14,17]).
First we introduce a Cn×n-valued function
K(z) =
[
InL 0
0 B∗
]
P
[
I − Z(z)A 0
0 B − Z(z¯)∗
]
+ Y ∗Y
=N∗P
N − d∑
j=1
zjNj
+ Y ∗Y, (5.1)
which plays the central role in subsequent computations. Another representation of
K ,
K(z) =
d∑
j=1
[
Aj − zj InL 0
0 E∗j − zjB∗
]
P
[
Aj 0
0 Ej
]
+X∗X
=
d∑
j=1
(
N∗j − zjN∗
)
PNj +X∗X, (5.2)
follows from (2.18) and (5.1). Note that K takes the positive semidefinite value at
the origin,
K(0) =
[
InL 0
0 B∗
]
P
[
InL 0
0 B
]
+ Y ∗Y, (5.3)
which on account of (3.4) and (2.18) can be written as
K(0) = W ∗1W1 + Y ∗Y = W ∗2W2 +X∗X. (5.4)
By (4.1), rankK(0) = r  n; we may therefore choose a matrix Q ∈ Cn×r so that
rankQ∗K(0)Q = rankK(0) = r. (5.5)
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The latter relation implies in particular, that Q∗K(0)Q > 0, which allows us to de-
fine the pseudoinverse matrix K(0)[−1] by
K(0)[−1] = Q(Q∗K(0)Q)−1Q∗. (5.6)
Note that (5.6) determines the Moore–Penrose pseudoinverse if the columns of Q
span the range RanK(0) of K(0).
Note also the equalities
KerK(0) = {f ∈ Cn : PNf = 0, Yf = 0}
= {f ∈ Cn : PNjf = 0 (∀j), Xf = 0}
= {f ∈ Cn : PNf = 0, PNjf = 0 (∀j), Yf = 0, Xf = 0} ,
which follow immediately from (5.4) and (3.4).
Lemma 5.1. For every z ∈ Bd , it holds that
KerK(z) = KerK(z)∗ = KerK(0). (5.7)
Proof. Let f ∈ KerK(0). Then
PNf = 0, PNjf = 0 (j = 1, . . . , d), Yf = 0, Xf = 0, (5.8)
and by (5.1), K(z)f = K(z)∗f = 0 at every point z ∈ Bd . Therefore,
KerK(0) ⊆ KerK(z) ∩ KerK(z)∗. (5.9)
Now suppose that K(z)f = 0 for some choice of f ∈ Cn and z ∈ Bd . Then using
representations (5.1) and (5.2) for K(z) and K(z)∗, respectively, we get
0 = f ∗ (K(z)+K(z)∗) f
= f ∗
N∗P
N − d∑
j=1
zjNj
+ Y ∗Y + d∑
j=1
N∗j P
(
Nj − z¯jN
)+X∗X
 f
= f ∗
(1−〈z, z〉)N∗PN + d∑
j=1
(N∗j − zjN∗)P(Nj − z¯jN)+Y ∗Y +X∗X
f.
Since 1 − 〈z, z〉 /= 0, it follows from the last equality that relations (5.8) hold and
thus, K(0)f = 0. Using the same chain of equalities we conclude that K(z)∗f = 0
also implies K(0)∗f = 0. Thus,
KerK(z) ∪ KerK(z)∗ ⊆ KerK(0),
which together with (5.9) implies (5.7). 
In particular, we have shown that K(z) has a positive semidefinite real part in
Bd . Let Q ∈ Cn×r be the matrix from the representation (5.6) of the pseudoinverse
K(0)[−1]. According to (5.6) we introduce the function
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K(z)[−1] = Q(Q∗K(z)Q)−1Q∗, (5.10)
which is analytic in Bd on account of (5.7).
Lemma 5.2. The following resolvent-like identity
K(z)[−1] −K(0)[−1] = K(0)[−1]W ∗1Z(z)W2K(z)[−1] (5.11)
holds for every point z = (z1, . . . , zd) ∈ Bd .
Proof. We begin with the equality
K(0)−K(z) =
d∑
k=j
zj
[
InL 0
0 B∗
]
P
[
A∗j 0
0 Ej
]
= W ∗1Z(z)W2 (5.12)
which follows directly from (5.1), (5.3) and (3.4). Using (5.6) and (5.10), we get
K(z)[−1] −K(0)[−1] = Q(Q∗K(0)Q)−1Q∗(K(0)−K(z))Q(Q∗K(z)Q)−1Q∗,
which together with (5.12) implies (5.11). 
Let V be the isometry given in (3.5) and let 5 ∈ Cn+q and 5∗ ∈ Cdn+p be defect
spaces defined in (4.2), whose dimensions are q ′ and p′, respectively. It follows
directly from (3.5) and (5.4) that the orthogonal projection P5 of Cn+q onto 5 is
given by the formula
P5 = In+q −
[
W1
Y
]
K(0)[−1]
[
W ∗1 Y ∗
]
,
whereas the orthogonal projection P5∗ of Cdn+p onto 5∗ is given by the formula
P5∗ = Idn+p −
[
W2
X
]
K(0)[−1]
[
W ∗2 X∗
]
.
We let Υ1 ∈ C(q ′+r)×q ′ and Υ2 ∈ C(p′+r)×p′ be isometric matrices whose columns
span 5 and 5∗, respectively. Then the projections P5 and P5∗ can be represented
as
P5 = Υ1Υ ∗1 , P5∗ = Υ2Υ ∗2 .
On the other hand, the following equalities:
Υ ∗1 Υ1 = Iq ′ , Υ ∗2 Υ2 = Ip′ ,[
W ∗1 Y ∗
]
Υ1 = 0,
[
W ∗2 X∗
]
Υ2 = 0
(5.13)
hold by construction.
To establish explicit formulas for the block entries jk of , the characteristic
function of the universal colligation (4.5) we first need explicit formulas for the con-
necting operator U0 of this colligation.
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Lemma 5.3. The operator
U0 =
U11 U12 U13U21 U22 U23
U31 U32 0
 :
CnCq
Cp
′
→
CdnCp
Cq
′
 (5.14)
with entries specified by the rules[
U11 U12
U21 U22
]
=
[
W2
X
]
K(0)[−1]
[
W ∗1 Y ∗
]
, (5.15)
[
U31 U32
] = Υ ∗1 , [U13U23
]
= Υ2 (5.16)
coincides with the operator defined via (4.4).
Proof. First we check the equality[
U11 U12
U21 U22
] [
W1
Y
]
x =
[
W2
X
]
x (∀x ∈ Cn). (5.17)
Let Q ∈ Cn×r be a matrix satisfying (5.5). Then every vector x ∈ Cn can be repre-
sented as
x = Qf + g for f ∈ Cr and g ∈ KerK(0). (5.18)
By (5.4),
W1g = 0, W2g = 0 and Xg = 0 (∀g ∈ KerK(0)).
Substituting (5.15) and (5.18) into the right-hand side of (5.17) and taking into ac-
count (5.6) and (5.4), we get (5.17):[
U11 U12
U21 U22
] [
W1
Y
]
x =
[
W2
X
]
K(0)[−1](W ∗1W1 + Y ∗Y )x
=
[
W2
X
]
Q(Q∗K(0)Q)−1Q∗K(0) (Qf + g)
=
[
W2
X
]
Qf =
[
W2
X
]
(Qf + g) =
[
W2
X
]
x.
By the third relation in (5.13) and definition of Υ1,[
U31 U32
] [W1
Y
]
x = 0,
which together with (5.17) and (5.14) implies
U0
[W1Y
]
x
0
 =
[W2X
]
x
0

and thus, PRV U0|DV = V.
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Furthermore, every vector x ∈ 5 is of the form x = Υ1y for some y ∈ Cq ′ . By
(5.13), (5.15) and (5.16),[
U11 U12
U21 U22
]
Υ1y = 0,
[
U31 U32
]
Υ1y = Υ ∗1 Υ1y = y
and thus,
U0
[
Υ1y
0
]
=
00
y
 ,
which means that P5˜U0|5 coincides with a unitary transformation i that identifies 5
and 5˜ via i : Υ1y → y. Finally,
U0
00
x
 =
[U13U23
]
x
0
 = [Υ2x0
]
and since the columns of Υ2 span 5∗, it follows that P5∗U0|5˜∗ coincides with the
inverse of the unitary map i∗ that identifies 5∗ and 5˜∗ via i∗ : Υ2x → x. 
It remains to compute an explicit formula for the characteristic function (z) of
the unitary colligation 0 given by (4.5).
Lemma 5.4. The characteristic function
(z) =
[
11(z) 12(z)
21(z) 22(z)
]
for the universal unitary colligation 0 is given explicitly by
11(z) = XK(z)[−1]Y ∗, (5.19)
12(z) =
[
XK(z)[−1]W ∗1Z(z) Ip
]
Υ2, (5.20)
21(z) = Υ ∗1
[
Z(z)W2K(z)[−1]Y ∗
Iq
]
, (5.21)
22(z) = Υ ∗1
[
In
0
] (
I + Z(z)W2K(z)[−1]W ∗1
)
Z(z)
[
Ind 0
]
Υ2. (5.22)
Proof. To establish the explicit formula for (z) in terms of the interpolation data
we apply the matrix equality
(I + BA−1C)−1 = I − B(A+ CB)−1C
to the matrices
A = Q∗K(0)Q, B = −Z(z)W2Q, C = Q∗W ∗1 .
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Taking into account (5.12) and (5.10), we get
(I − Z(z)U11)−1 = I + Z(z)W2Q
(
Q∗{K(0)−W ∗1Z(z)W2}Q
)−1
Q∗W ∗1
= I + Z(z)W2Q(Q∗K(z)Q)−1Q∗W ∗1
= I + Z(z)W2K(z)[−1]W ∗1 . (5.23)
Furthermore, in view of (5.15), (5.11) and (5.23), it follows that
U21(I − Z(z)U11)−1 =XK(0)[−1]W ∗1
(
I + Z(z)W2K(z)[−1]W ∗1
)
=X{K(0)[−1] +K(0)[−1]W ∗1Z(z)W2K(z)[−1]}W ∗1
=XK(z)[−1]W ∗1 . (5.24)
Similarly,
(I − Z(z)U11)−1 Z(z)U12
= (I + Z(z)W2K(z)[−1]W ∗1 )Z(z)W2K(0)[−1]Y ∗
= Z(z)W2
[
K(0)[−1] +K(z)[−1]W ∗1Z(z)W2K(0)[−1]
]
Y ∗
= Z(z)W2K(z)[−1]Y ∗. (5.25)
Using (5.16), (4.6), (5.23), (5.24) and (5.25) we are led to the formulas (5.19)–(5.22)
for the matrix entries of (z):
11(z) =U22 + U21 (I − Z(z)U11)−1 Z(z)U12
=XK(0)[−1]Y ∗ +XK(z)[−1]W ∗1Z(z)W2K(0)[−1]Y ∗
=X(K(0)[−1] +K(z)[−1]W ∗1Z(z)W2K(0)[−1])Y ∗
=XK(z)[−1]Y ∗,
12(z) =U23 + U21 (I − Z(z)U11)−1 Z(z)U13
= [U21 (I − Z(z)U11)−1 Z(z) Ip] [U13U23
]
= [XK(z)[−1]W ∗1Z(z) Ip]Υ2,
21(z) =U32 + U31 (I − Z(z)U11)−1 Z(z)U12
= [U31 U32] [(I − Z(z)U11)−1 Z(z)U12
Iq
]
= Υ ∗1
[
Z(z)W2K(z)[−1]Y ∗
Iq
]
,
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22(z) =U31 (I − Z(z)U11)−1 Z(z)U13
= Υ ∗1
[
In
0
] (
I + Z(z)W2K(z)[−1]W ∗1
)
Z(z)
[
Ind 0
]
Υ2,
which completes the proof. 
By combining Lemmas 3.2, 3.3 and 5.4 with Theorem 4.1, we come to the main
result of the paper; for the convenience of the reader we recall the statement of the
interpolation problem Problem 1.3.
Theorem 5.5. Let
D = {A,B,j ,j, XL, YL, XR, YR}
be the interpolation data set for the associated bitangential interpolation problem:
find S in Sp×qd so that
(XLS)
∧L(A) = YL,
(SYR)
∧R(B) = XR,
(XLH)
∧L(A)(GjYR)∧R(B) = j (j = 1, . . . , d),[
(GjYR)
∧R(B)
]∗
(GYR)
∧R(B) = j (j,  = 1, . . . , d)
for some choice of associated functions H(z) and G1(z), . . . ,Gd(z) for which
Ip − S(z)S(w)∗
1 − 〈z, w〉 = H(z)H(w)
∗,
Iq − S(z¯)∗S(w¯) = G(z¯)∗(I − Z(z¯)∗Z(w¯))G(w¯)
with
G(z) =
G1(z)...
Gd(z)
 and Z(z) = [z1IH · · · zdIH] .
Assume that the matrix P given by
P =

 1 · · · d
∗1 11 · · · 1d
...
...
...
∗d d1 · · · dd

where
 =
∑
n∈Nd
|n|!
n! A
n
(
XLX
∗
L − YLY ∗L
)
(An)∗
is positive semidefinite and satisfies the generalized Stein equation (2.18), so, by
Theorem 2.3, the interpolation problem has solutions. Let
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(z) =
[
11(z) 12(z)
21(z) 22(z)
]
be the characteristic function of the universal colligation as in (4.6) given explicitly
by the formulas (5.19)–(5.22). Then S is a solution of Problem 1.3 (the bitangen-
tial interpolation problem associated with the data set D) if and only if S has a
representation of the form
S(z) = 11(z)+ 12(z)(Ip′ −T(z)22(z))−1T(z)21(z), (5.26)
where the free parameter T sweeps through the set Sp′×q ′d .
6. Related results and open questions
In conclusion we mention several “partial” interpolation problems involving sub-
sets of the interpolation conditions (1.25)–(1.28).
Problem 6.1. Find all functions S ∈Sp×qd satisfying the left-sided interpolation
condition (1.25).
This problem can be included into the general scheme of Problem 1.3 upon setting
nR = 0 (which then forcesXR, YR,j andj to be zero matrices with no columns).
Then we conclude from Theorem 2.3 that Problem 6.1 has a solution if and only if
the matrix  given in (2.14) (the unique solution of the Stein equation (2.13)) is
positive semidefinite. The parametrization of the set of all solutions can be obtained
from Theorem 5.5 by a suitable adaptation of formulas (5.19)–(5.22) to the present
setting. For the case when the Pick matrix  of the problem is positive definite,
the explicit formulas for the transfer function  (in slightly different but equivalent
terms) are presented in [13].
Problem 6.2. Find all functions S ∈Sp×qd satisfying the right-sided interpolation
conditions (1.26) and (1.28).
This problem also can be considered as a particular case of Problem 1.3 upon set-
ting nL = 0 (which then forcesXL, YL andj to be zero matrices with no rows). The
problem has a solution if and only if the block matrix (j) is positive semidefinite.
The set of all solutions can be parametrized as in Theorem 5.5. The Nevanlinna–Pick
version of Problem 6.2 has been considered in [12].
The next three interpolation problems do not admit (as far as we know) a linear
fractional description of the set of all solutions. However, Theorem 2.3 gives the
solvability criterion for each problem in terms of positive semidefinite solutions of
certain Stein equation.
144 J.A. Ball, V. Bolotnikov / Linear Algebra and its Applications 353 (2002) 107–147
Problem 6.3. Find all functions S ∈Sp×qd satisfying the right-sided interpolation
condition (1.26).
The problem has a solution if and only if the Stein equation
B∗B −
d∑
j=1
E∗jEj = X∗RXR − Y ∗RYR (6.1)
has a positive semidefinite solution . We are unaware of an algebraic characteriza-
tion for solvability of this problem.
Remark. It was shown in [3] and earlier in [11] that Problem 6.3 in the setting of
Schur–Agler functions on the polydisk Dd has a solution if and only if there exist d
positive semidefinite matrices 1, . . . ,d such that
d∑
j=1
B∗jjBj −
d∑
j=1
j = X∗RXR − Y ∗RYR.
If this is the case, then the block diagonal matrix  = diag[1, . . . ,d ] is positive
semidefinite and satisfies (6.1). Thus, if Problem 6.3 has a solution in the Schur–
Agler class of the polydisk Dd , then it is also solvable in the class Sp×qd .
The solvability criterion for each of the two remaining problems is equivalent
to solvability of a certain positive completion problem for structured matrices (in
each case the structure is determined by a Stein equation, which in the context of
completion problems is called the displacement rank identity).
Problem 6.4. Find all functions S ∈Sp×qd satisfying interpolation conditions
(1.25), (1.26) and (1.28).
This problem has a solution if and only if a partially specified matrix
P =
[
 ?
?
(
j
)]
can be completed to a positive semidefinite matrix
P =
[
 9
9∗
(
j
)]
by a block 9 = [1 · · · d ] subject to
d∑
j=1
Ajj −
d∑
j=1
jBj = YLYR −XLXR.
Problem 6.5. Find all functions S ∈Sp×qd satisfying interpolation condition (1.25)
and (1.26).
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The problem has a solution if and only if a partially specified matrix
P =
[
 ?
? ?
]
can be completed to a positive semidefinite matrix
P =
[
 9
9∗ 
]
subject to the Stein equation (2.18).
The following pure matrix-theoretic versions of Problems 6.4 and 6.5 may be of
independent interest.
Problem 6.6. Given two block matrices A and B of the form (1.17), satisfying (or
not satisfying) conditions (1.18) and (1.19), given a matrix C1 ∈ CnL×nR and given
a partially specified matrix
P =
[
 ?
? 
]
∈ C(nL+dnR)×(nL+dnR),
1. Find necessary and sufficient conditions which ensure the existence of a matrix
9 = [1 · · · d ] subject to
d∑
j=1
Ajj −
d∑
j=1
jBj = C1 and P =
[
 9
9∗ 
]
> 0 ( 0). (6.2)
2. Describe all such positive (positive semidefinite) completions.
Problem 6.7. Given two block matrices A and B as in Problem 6.6, given matrices
C1 ∈ CnL×nR , C2 ∈ CnR×nR and  ∈ CnL×nL ,
1. Find necessary and sufficient conditions which ensure the existence of matrices
9 = [1 · · · d ] and  = (j)dj,=1 subject to conditions (6.2) and
d∑
j,=1
B∗jjB −
d∑
j=1
jj = C2.
2. Describe the set of all such positive (positive semidefinite) extended matrices P.
In conclusion we mention a question which originates with [28] and is quite stan-
dard in H∞ control:
Problem 6.8. Find all solutions S of Problem 1.3 with possibly minimal multiplier
norm and find the value ρmin of this minimum.
The same question can be posed for interpolation Problems 6.1– 6.5. The answer
can be obtained easily for the left-sided Problems 6.1 as follows.
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It is readily seen that a multiplier S on H(kd) satisfies ‖S‖  ρ if and only if the
function
Sρ(z) = 1
ρ
S(z) (6.3)
belongs to Sp×qd . On the other hand, (1.25) is equivalent to
(ρXLSρ)
∧L(A) = YL. (6.4)
It can be assumed without loss of generality that⋂
n∈Nd
KerX∗L(A∗)n = {0} (6.5)
(for the single-variable case see [10, Lemma 16.9.1], the multivariable case can be
treated quite similarly due to condition (1.18)). Let (1) and (2) be unique solutions
of the following Stein equations:
(1) −
d∑
j=1
Aj
(1)A∗j = XLX∗L, (2) −
d∑
j=1
Aj
(2)A∗j = YLY ∗L .
Due to condition (6.5), the matrix (1) is positive definite.
The interpolation problem (6.4) is solvable in Sp×qd if and only if
(ρ) := ρ2(1) − (2)  0. (6.6)
Since (1) > 0, the matrix pencil (λ) = λ(1) − (2) is monotone and takes posi-
tive definite values for λ large enough. Now it is clear that the minimal value of the
norm ρmin is equal to the maximal eigenvalue of the pencil(λ). In other words, ρmin
is the unique number such that (ρ) is positive semidefinite. The parametrization of
all functions Sρmin which satisfy interpolation condition
(ρminXLSρmin)
∧L(A) = YL
can be obtained by Theorem 5.5. Multiplying each such function by ρmin, we get, by
(6.3) all minimal norm solutions of Problem 6.1.
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