This paper considers a general model specification between a parametric co-integrating model and a nonparametric co-integrating model in a multivariate regression model, which involves a univariate integrated time series regressor and a vector of stationary time series regressors. A new and simple test is proposed and the resulting asymptotic theory is established. The test statistic is constructed based on a natural distance function between a nonparametric estimate and a smoothed parametric counterpart. The asymptotic distribution of the test statistic under the parametric specification is proportional to that of a local-time random variable with a known distribution. In addition, the finite sample performance of the proposed test is evaluated through using both simulated and real data examples.
Introduction
In recent years, there has been an increasing interest in discussing model estimation and specification testing problems involving nonparametric regression models associated with integrated time series. Recent literature includes Park and Phillips (1998) , Karlsen and Tjøstheim (2001) , Karlsen et al (2007) , Phillips (2009a, 2009b) and Wang and Phillips (2011) in the area of nonparametric estimation. Such existing studies are all limited to the case where each of the integrated time series regressors is univariate, mainly because the null recurrent structure of integrated time series typically reduces the amount of time that such time series spend in the vicinity of any one point, thereby exacerbating the sparse data problem or the "curse of dimensionality" in nonparametric modelling of multivariate integrated time series. As indicated by equation (2.4) below, meanwhile, nonparametric kernel estimation may not be working in the multivariate integrated time series case. Therefore, some semiparametric regression models are being proposed to deal with modelling multivariate integrated time series. Existing studies include Gao and Phillips (2011) , and Chen, Gao and Li (2012) in the field of semiparametric regression modelling of multivariate integrated time series. Meanwhile, Cai et al (2009) and Xiao (2009) consider using varying-coefficient models as an alternative.
In these latter studies, time series regressors involved in the nonparametric part of the model are only univariate nonstationary without including any stationary regressors. In the parametric integrating case, however, both stationary and nonstationary time series regressors can be involved in the same regression model (see, for example, Chang, Park and Phillips 2001) , and there are in fact good reasons for studying such models in addressing empirical problems. Examples include modelling the relationship between the consumption time series and the income time series, in which a short-term interest rate variable can be naturally involved as a stationary time series regressor, while both the consumption and income time series regressors are known to be nonstationary.
A main objective of using a parametric model specification is to find a best available parametric function to approximate an unknown nonparmetric function. As shown in the literature (such as, Karlsen and Tjøstheim 2001; Wang and Phillips 2009a) , nonparametric kernel estimation for the integrated time series case often results in a rate of convergence at the order of √ n h, slower than the rate of √ n h for the stationary time series case, where h is a bandwidth parameter. By contrast, parametric estimation in the integrated time series case can achieve the conventional rate-√ n and even faster than it. As a consequence, one would prefer a parametric co-integrating model to a nonparametric cointegrating model when possible. This thus means that using parametric specification in the integrated time series case may be more relevant and necessary than that for the stationary time series case.
In this paper, we are interested in a multivariate time series model of the form y t = m(x t , z t ) + e t , (1.1) where x t is a univariate nonstationary time series, z t = (z t1 , · · · , z td ) τ is a d-dimensional vector of stationary time series regressors, and e t is a time series error process, and m(·, ·)
is an unknown function over R d+1 . To emphasise the main ideas and avoid the so-called "curse of dimensionality", this paper focuses on the case of 1 ≤ d ≤ 3 for our discussion of model specification.
We are then interested in testing the null hypothesis:
H 0 : P (m(x t , z t ) = g(x t , z t ; θ 0 )) = 1, (1.2) versus a sequence of local alternatives of the form:
H 1 : P (m(x t , z t ) = g(x t , z t ; θ 0 ) + ∆ n (x t , z t )) = 1, (1.3)
where g(·, ·; θ) is a known parametric function indexed by θ, a vector of unknown parameters, θ 0 ∈ Θ 0 with Θ 0 being a compact subset of R c , and ∆ n (x, z) is a sequence of unknown departure functions.
Recent studies in the field of nonparametric model specification of integrated time series models include Gao et al (2009a) , and Wang and Phillips (2012) . Other related studies include Kasparis (2008) , Gao et al (2009b) , and Hong and Phillips (2010) . To the best of our knowledge and experience, the proposed tests by Gao et al (2009a) , and Wang and Phillips (2012) use exactly the same type of tests as those originally developed for the stationary time series case (see, for example, Chapter 3 of Gao 2007) . In other words, the full nature of nonstationarity of {x t } has not been taken into account in the construction of the proposed tests. As a consequence, it now looks that both the establishment and the proof of the asymptotic theory in Gao et al (2009a) , and Wang and Phillips (2012) are unnecessarily complicated and technical. This paper therefore takes the full feature of the integrated structure of {x t } into account and proposes a new and simple test for testing H 0 versus H 1 . Through both theoretical and empirical comparisons, moreover, we show that the proposed test of this paper is preferred to the test proposed in Gao et al (2009a) and Wang and Phillips (2012) when {∆ n (·, ·)} is "asymptotically small".
The contributions and organisation of this paper are given as follows. Section 2 constructs our new test and then establishes a general asymptotic theory for the case where the probabilistic structure of (x t , z t , e t ) is quite general such that x t and z t can be correlated and {e t } is a sequence of martingale differences. Section 3 discusses some power properties of the proposed test and then compares such properties with those of an existing test. A set of simulated examples are given in Section 4. Section 5 considers an empirical application.
The paper concludes in Section 6. All mathematical proofs are given in an appendix.
Nonparametric specification test
Before we construct our test, we have a look at how to estimate θ 0 and m(·, ·), respectively.
It follows from model (1.1) that
Under H 0 , model (2.1) suggests estimating θ 0 by θ that minimises
where K 1 and K 2 are probability kernel functions, and h 1 and h 2 are bandwidth parameters.
Note that the conventional estimation method used in (2.3) may not be extendable to the case where both x t and z t are integrated time series. In fact, consider the case where both x t and z t are univariate integrated time series. For fixed (x, z)
as n → ∞, using
x t ∼ N (0, 1) and
, when x t = x t−1 + η t and z t = z t−1 + ζ t , with x 0 = z 0 = 0 and η t ∼ N (0, 1) and ζ t ∼ N (0, 1). This implies that multivariate nonparametric kernel estimation may not be working in the multivariate I(1) case. A recent paper by Myklebust, Karlsen and Tjøstheim (2012) discusses a similar issue.
To test H 0 , model (2.1) suggests constructing a test based on a kind of distance between m(x, z) and g(x, z; θ). In order to construct our test, we introduce a smoothed version of
We may then introduce a distance function between m(x, z) and g(x, z; θ). To avoid introducing some random denominator problem, we propose using a modified distance function by comparing the following quantities:
This paper now proposes using a test statistic of the form
which is similar to the original proposal discussed in Härdle and Mammen (1993) for the independent sample case, where π i (u) are both known probability weight functions satisfying
Before we impose certain conditions to establish an asymptotic distribution for L n (h 1 , h 2 ),
we have a look at a closed-form approximation to L n (h 1 , h 2 ) under H 0 . As shown in the proof of Theorem 2.1 given in Appendix A below, we have under H 0
where
, and
is a closed form approximation to L n (h 1 , h 2 ). Our experience in Sections 4 and 5 below shows that it is computationally easier to use
Mainly because of the fact that S 1n converges in distribution to a random variable, there is no need to standardise L n (h 1 , h 2 ) to establish asymptotic normality as the limiting distribution of the standardised version of L n (h 1 , h 2 ). Moreover, existing literature (Gao et al 2009a; Wang and Phillips 2012) shows that it is much harder and complicated to show that a standardised version of S 2n converges in distribution to a standard normal random variable than to prove that S 2n converges in probability to zero as will be done in this paper. In the stationary case where {x t } is also stationary, however, we will need to use a standardised version of the form
as a test statistic (see, for example, Härdle and Mammen 1993; Fan and Yao 2003; Gao 2007; Li and Racine 2007) , where σ n is a normalised quantity. This is mainly due to the fact that
, where C(K, π; σ 2 e ) is a non-random constant. In other words, S 1n itself cannot be normalised to be a test statistic.
In order to precisely establish and show an asymptotic distribution for L n (h 1 , h 2 ), we need to introduce the following assumptions; their justifications are given below. For notational
which is the same as in the one-dimensional case.
Assumption 2.1. (i) Consider x t = x t−1 + u t , where {u t } is a sequence of time series errors with E[u t ] = 0. Let {(z t , u t )} be a vector of stationary time series with E |u 1 | 2+δ < ∞ and E ||z 1 || 2+δ < ∞ for some δ > 0, where || · || denotes the conventional Euclidean norm.
In addition, {(z t , u t )} is assumed to be α-mixing with mixing coefficient α zu (k) satisfying
(ii) Let p(z) be the marginal density function of z 1 and p(v 2 , v 1 ) be the joint density of (z t , z s ) for t > s. Suppose that p(z) is continuous in z and p(v 2 , v 1 ) is continuous in
Justifications about the suitability and verifiability of Assumptions 2.1-2.4 are given below. 
is the density function of the standard normal random variable U ∼ N (0, 1).
This implies as t → ∞ and s → ∞
Thus, we assume without loss of generality that q v 2 , v 1 |
The justification of the second part of Assumption 2.1(ii) follows trivially. For example, when s → ∞, we have g moreover, the boundedness assumption is satisfied automatically when both u t and z t are additionally assumed to follow linear processes. In summary, it is not unreasonable to assume the boundedness in Assumption 2.1(ii).
Assumption 2.2 imposes a martingale structure on (e t , F n,t ). If {u t } is further assumed to follow a linear process of the form u t = ∞ j=0 ψ j ε t−j with {ε i : −∞ < i < ∞} be a sequence of independent and identically distributed continuous random variables and {ψ j : j ≥ 0} satisfying certain conditions, F n,t can be replaced by F t = σ(e 1 , · · · , e t ; ε −∞ , · · · , ε t+1 ) generated by {(e i , ε j ) : 1 ≤ i ≤ t, −∞ < j ≤ t + 1}. In this case, one will need to further assume that {ε s } and {e t } are independent for all s ≥ t + 1. Similar conditions have been assumed in Li et al (2011) , and Wang and Phillips (2012) . Assumption 2.3(i) imposes some mild conditions to ensure the integrability of the first partial derivative of g(x, z; θ) with respect to θ. Due to the involvement of π 1 (x) in particular, various functional forms of g(x, z; θ), including the conventional integrable functions and non-integrable polynomial functions, can be covered in Assumption 2.3(i) when π 1 (x) is suitably chosen. Specifically, one may choose
2 when the partial derivatives of g(x, z; θ) with respect to θ are of polynomial forms. As a consequence, there may be no need to individually consider the case where g(x, z; θ) is either integrable with respect to (x, z) or asymptotically homogeneous with respect to (x, z) as has been done in the literature (see, for example, Park and Phillips 2001; Li et al 2011) . In summary, the differentiability condition on g(x, z; θ) with respect to θ, along with the integrability of G i (x, z; θ), is quite flexible and easily verifiable.
Since weak convergence with a rate is needed to establish the asymptotic distribution in Theorem 2.1, Assumption 2.3(ii) imposes a condition on the rate of convergence directly rather than imposing certain conditions to imply the asymptotic consistency. It is however that this may be easily satisfied when θ − θ 0 achieves either a slow rate of n Note that all such conditions may not be the weakest possible, but are all quite mild and verifiable.
We now state the main theorem of this paper; its proof is given in Appendix A.
e with p(z) being the marginal density of {z t }, and L Bu (r, 0) = lim δ→0 1 2δ
ds is the local-time process associated with the Brownian motion B u , which is the weak limit of U n (r) such that U n (r) =
, and L Bu (1, 0) is a local-time random variable with its cumulative distribution function being given by
in which Φ(x) is the cdf of N (0, 1).
When σ 2 e is unknown, it can be estimated by σ
Note that Theorem 2.1 shows that the asymptotic distribution is proportional to L Bu (1, 0)
that has a known distribution with the known distribution function given in (2.14). Note also that it is quite common in the parametric case to have a functional of Brownian motion as a limiting distribution of a unit-root test statistic. It is therefore not unnatural to the local-time process as the limiting distribution of the proposed test statistic of this paper.
Meanwhile, Section 3 below discusses asymptotic power properties of the proposed test and its natural competitor, and shows that the proposed test is more powerful than the natural competitor. The finite-sample study in Section 4 further confirms this.
Asymptotic power properties
Since the methodologies and techniques required for us to rigorously study the power function of the proposed test are not readily available, this section briefly discusses some theoretical
properties of the proposed test and a natural competitor under a sequence of asymptotically localised alternatives.
To the best of our knowledge, the only test for the univariate case available in the literature is the test proposed in Gao et al (2009a) and then used in Wang and Phillips (2012) . An extended form of the existing test to our case can be written as
Similarly to the derivations of equation (3.5) given in Appendix B below, we have under H 0 :
We then show that L n (h 1 , h 2 ) is asymptotically more powerful than M n (h 1 , h 2 ) under a sequence of local alternatives of (1.3) of the form:
where δ n → 0 and δ
e s e t . Note that e t = y t − g(x t , z t ; θ) − ∆ n (x t , z t ) under H 1 . As can be deduced from the proof of Lemma A.2 in Appendix B below,
where we have as n → ∞
An outline of the derivation of (3.5) is given in Appendix B.
As shown in Lemma A.2 in Appendix A below, under H 1 , we have as n → ∞
An outline of the derivation of (3.6) is given in Appendix B.
In view of Assumption 2.4(ii), equations (3.5) and (3.6) therefore imply that there is
which implies that L n (h 1 , h 2 ) is more powerful than M n (h 1 , h 2 ) under a sequence of alternatives of the forms (3.3) and (3.4).
It should be pointed out that there is a kind of trade-off between ensuring that L n (h 1 , h 2 ) is more powerful than M n (h 1 , h 2 ) and involving the weight functions π 1 (·) and π 2 (·) as well as requiring both parts of (3.4), in addition to requiring Assumption 2.4(ii). This is mainly because M n (h 1 , h 2 ) can be more powerful than L n (h 1 , h 2 ) when the second part of (3.4) is satisfied but the first part of (3.4) is not necessarily satisfied. Examples include the case where ∆(x, z) = αx 2 + βz 2 . In this case, ∆(x, z) is not integrable with respect to x, but it can be asymptotically homogeneous with respect to x (see, for example, Definition 2.2 of Li et al 2011). However, this paper is not interested in such a case for power comparison.
The main reason is that the departure function ∆ n (x, z) can be asymptotically 'large' even though δ n → 0 with a rate. Let us just consider the univariate case where g(x, θ) = α + βx and ∆ n (x t ) = δ n ∆(x t ) with
where h = n − 1 3 , x t = x t−1 + u t with x 0 = 0 and u t ∼ N (0, 1) (an example of this type has been considered in the simulation section of Wang and Phillips 2012) .
even though δ n = n − 5 6 → 0. This shows that the choice of a polynomial form for the departure function in the integrated time series case may not be so interesting because of the explosive nature of polynomial functions of such integrated time series. We are therefore only interested in the case where ∆(x, z) is a 'small' integrable function as required in equation (3.4). As a consequence, the departure function ∆ n (x, z) can be asymptotically negligible because δ n → 0 as n → ∞. As shown in Section 4 below, the proposed test L n (h 1 , h 2 ) has power to pick up such 'small' departure and is more powerful than M n (h 1 , h 2 ) when ∆ n (x, z) is asymptotically negligible.
In summary, the theoretical discussion in Sections 2 and 3, along with the finite-sample study in Section 4 below, shows that L n (h 1 , h 2 ) is a more powerful test than M n (h 1 , h 2 ). Recall that we are interested in the following hypotheses:
Simulation evaluation
Define the following test statistic:
t with e t = y t − g(x t , z t ; θ) , in which θ is the nonlinear least squares estimators of θ defined by minimising 1 n n t=1 (y t − g(x t , z t ; θ)) 2 over θ.
In view of equations (2.8) and (2.9), define another test statistic as an approximation to
where π 1 (x) and π 2 (z) are probability weight functions.
Our experience shows that the choice of π 1 (x) and π 2 (z) has little impact on both the size and power properties of the proposed test, as long as they both satisfy (3.4) above.
In the simulated and real data examples below, we choose
2 . In addition, we choose
2 for i = 1, 2. In this case, we then have
Mainly due to the fact that Edgeworth expansions for both L 1n (h 1 , h 2 ) and L 2n (h 1 , h 2 ) are not readily available, we are unable to adopt the power-function approach for the choice of optimal bandwidths (as discussed in Li et al 2011) . Instead, we propose using an estimationbased optimal bandwidths of the form:
. Before selecting H cv , we actually calculated equation (4.3) over all possible intervals. Our computation
indicates that H cv is the shortest possible interval on which the CV function attains its smallest value. and Gijbels (2008) shows that such estimation-based optimal bandwidth values may also be optimal for testing purposes.
Let q r be the asymptotic critical value of Q n h 1cv , h 2cv at the significance level r. We then propose using the following bootstrap method to find a simulated critical value, q * r , to approximate q r .
Step 1: Generate the bootstrap residuals {e * t } by e * t = σ e η * t , where
in which {η * t , 1 ≤ t ≤ n} is a sequence of i.i.d. random variables drawn from
Step 2: Obtain y * t = g(x t ; z t ; θ) + e * t . The resulting sample {(y * t , x t , z t ), 1 ≤ t ≤ n} is called a bootstrap sample.
Step 3: Use the data set {(y * t , x t , z t ), 1 ≤ t ≤ n} to re-estimate θ and denote its estimator by θ * . Then calculate the test statistic Q
Step 4: Repeat Steps 1-3 M = 250 times and produce M = 250 versions of Q * n h 1cv , h 2cv . Denote the M versions of Q * n h 1cv , h 2cv by Q * n,m (h 1 , h 2 ), m = 1, 2, · · · , M . Then, we construct the empirical distributions of Q * n,m h 1cv , h 2cv . That is,
where W n = {(y t , x t , z t ), 1 ≤ t ≤ n}.
For each pair h 1cv , h 2cv , choose q * r such that P * Q * n h 1cv , h 2cv > q * r = r and estimate q r by q * r . For L 1n or L 2m , we approximate the asymptotic critical value z r or l r by z * r or l * r , respectively. H 0 : y t = α + βx t + γz t + e t , t = 1, 2, · · · , n, (4.5) versus H 1 : y t = α + βx t + γz t + ∆ n (x t , z t ) + e t , t = 1, 2, · · · , n, (4.6) where x t = x t−1 + u t with x 0 = 0, α = 0, β = γ = 1, and {(e t , u t , z t ) : 1 ≤ t ≤ n} are independent and identically distributed as
with ρ i = 0 or ρ i = 0.9 for i = 1, 2, 3, and
Note that there is an endogeneity between e t and (u t , z t ) when ρ i = 0, such as ρ 1 = E[e t u t ] = 0.9 as chosen in Table 4 .1. Note also that the choice of δ n in theory is to ensure that δ n → 0 and δ H 0 : y t = α e −β x 2 t + γz t + e t , t = 1, 2, · · · , n, (4.9) versus H 1 : y t = α e −β x 2 t + γz t + ∆ n (x t , z t ) + e t , t = 1, 2, · · · , n, (4.10) and another nonlinear time series model of the form for Case B:
versus
, and {(e t , u t , z t ) : 1 ≤ t ≤ n} are independent and identically distributed as
The choice of δ n is the same as in (4.8). Tables 4.2 below gives the simulated sizes and power values at the level of r = 1% and 5% for both Case A and Case B. 
An empirical application
Example 5.1. This example considers the data set from the Bureau of Economic Analysis (USA Economic Accounts) at the website: http://www.bea.gov/. Let c t = log(consumption expenditure), I t = log(disposable income), z t =(nominal interest rate) or z t = w t =(real interest rate). Note that the data sets used were quarterly data of 199 observations. The period considered here is from the first quarter of 1960 to the last quarter of 2009. Note also that the real interest rate was calculated by deducting the inflation rate over the following quarter from the nominal interest rate. Figures 1 and 2 below give the plots of the relevant data sets.
Let y t = c t , x t = I t , and {w t } is the real interest rate. Consider using a simple linear model of the form
where (α, β, γ) is a vector of unknown parameters. This section then proposes using a varying-coefficient model of the form
where β(·) is an unknown function, and γ is still an unknown parameter.
Existing estimation methods (see, for example, Chapter 2 of Gao 2007) then produce a semiparametric estimate of the form β(w). Its plot is given in Figure 3 below. Meanwhile, a second-order polynomial approximate form, β(w), of β(w) is also given in Figure 3 . 
where ∆ n (x, z) is probably unknown and can be estimated under H 1 .
An application of the proposed tests L 1n (h 1 , h 2 ) and L 2n (h 1 , h 2 ) shows that the simulated P -values are 0.1024 and 0.1436, respectively. This indicates that there is some evidence to suggest accepting a second-order polynomial form to approximate β(w).
Models (5.2) and (5.3) show that the slope parameter β(w) should be treated as a secondorder polynomial function of w t rather than as a constant parameter. In other words, a simple linear model of the form:
commonly used in the literature (see, for example, Campbell and Mankiw 1990; Lo and MacKinlay 1997), may not be justifiable and suitable for such data sets.
Let y t = y t − y t−1 and x t = x t − x t−1 . In view of models (5.1)-(5.4), we propose using a first-order polynomial function of w t to replace α 1 in model (5.4) and then compare the following model
with a commonly used model of the form
The estimated versions of models (5.5) and (5.6) become respectively y t = 0.554 + (0.345 − 0.366w t ) x t + 0.116w t and (5.7) 
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Appendix
Appendix A then gives some useful lemmas before the proof of Theorem 2.1 is given. The proofs of these lemmas, along with the derivations of (3.5) and (3.6), are then given in Appendix B. Note that some of the derivations in Appendix B are based on techniques explained in the proofs of Appendix A.
Appendix A Lemma A.1. Let the conditions of Theorem 2.1 hold. Under H 0 , we then have as n → ∞
Lemma A.2. Let the conditions of Theorem 2.1 hold. If, in addition, equations (3.3) and (3.4) are satisfied, under H 1 , we have as n → ∞
Lemma A.3. Let Assumptions 2.1, 2.2 and 2.4 hold. Then as n → ∞
Before the proofs of Lemmas A.1-A.3 are given in Appendix B below, we give the proof of Theorem 2.1. Note that Lemma A.3 and its proof may be of general interest. Without loss of generality, we let σ 2 e ≡ 1 throughout Appendices A and B.
Proof of Theorem 2.1. In view of Lemma A.1, in order to prove Theorem 2.1, it suffices to show that as n → ∞
We start with the proof of (A.6). Under Assumptions 2.1, 2.2 and 2.4, using Lemma A.3, we have as n → ∞
which completes the proof of (A.6).
We then prove (A.7). Let .9) Similarly to the derivations in (A.8), we have
. Under Assumptions 2.1 and 2.2, we then have
In view of (A.10) and (A.11), in order to evaluate the order of E S 2 2n , we need to involve the joint distribution of (x t , x s ; z t , z s ). Recall that we define, for s < t, the joint density functions of (x t , x s ; z t , z s ) and (z t , z s ) by p(u 2 , u 1 ; v 2 , v 1 ) and p(v 2 , v 1 ), respectively, and the joint density function of .12) where q (·, ·|v 2 , v 1 ) denotes the conditional density of
given (z t , z s ) = (v 2 , v 1 ). For notational simplicity, the notation involves no t and s as indices.
In view of equation (A.12), by Assumptions 2.1(ii) and 2.4 in particular, we then have as n → ∞
Similarly, we have as n → ∞
(A.14)
Equations (A.11)-(A.14) then imply as n → ∞ 1 n
In a similar way to the derivation of (A.15), using Assumption 2.4(iv) in particular, we have for j = 2, 3, 4 1 n The proof of Theorem 2.1 follows from equations (A.6), (A.7) and (A.17).
Appendix B
This appendix gives the proofs of Lemmas A.1-A.3 and then the derivations of equations (3.5) and (3.6) are given in the last part of this appendix.
We first introduce a very useful lemma, which has been used in the proof of Theorem 2.1. The proof of Lemma B.1 below follows from existing results for central limit theorems (see, for example, Rényi 1958; Dam 1998; Denker and Gordin 2003; and Peligrad and Utev 2006) . The first part of Lemma B.1 below is a standard central limit theorem. The second part, as pointed out by Rényi (1958) , indicates that a mixing sequence of random variables is asymptotically independent of any random variable.
Let (Ω, B zu , P ) be a probability space and (z i , u i ) : Ω → R 2 be a vector of stationary time series. Let φ k (x) be the probability density function of L k = 1 √ k σu k j=1 u j and φ k (x|B zu ) be the conditional probability density function of L k given B ∈ B zu with P (B) > 0, where σ 2 u = var(u 1 ).
Lemma B.1. Under Assumption 2.1, we have for any B ∈ B zu with P (B) > 0 and as
almost surely, where φ(·) is the probability density of the standard normal random variable U ∼ N (0, 1).
Proof of Lemma A.1. We only provide the proof of equation (A.2), as the proof of (A.1) follows similarly. Recall that under H 0 :
where r n (x, z; θ 0 ) = g(x, z; θ 0 ) − g(x, z, θ).
By Assumption 2.3(ii), we have for some > 0 and δ > 0, P || θ − θ 0 || > < δ, as n → ∞. We thus consider the case where || θ − θ 0 || ≤ holds in probability in the following derivations. Using Assumptions 2.3(i) and 2.4(iv) in particular, in view of the second equality of equation (A.10), we then have
where R n is the remainder term that involves
, which is of an order higher than Q n .
Similarly to the derivations in equation (A.13), we have as n → ∞ To show that T jn = o P (1) for j = 2, 3, we will need to repeatedly use Assumption 2.3(i) and then Assumption 2.3(ii). Without loss of generality, we assume that the dimensionality of Θ is c = 1 in the following derivations. Similarly to (B.4), we have
In a similar fashion to the derivations in (A.11), (A.13) and (B.5), using Assumptions 2.1 and 2.2, we have as n → ∞
where Assumptions 2.3(i) and 2.4(i) have also been used in obtaining the last equation in (B.7).
Meanwhile, by Assumption 2.3(i) we have
in view of the fact that both L i (·) and G 2 (x, z; θ 0 ) are positive.
As in the derivations in (A.11), (A.13), (B.5) and (B.7), using Assumptions 2.1 and 2.2, we have as n → ∞
Therefore, equations (B.6)-(B.9), along with Assumption 2.3(ii), imply that T 2n = o P (1). The same conclusion is true for T 3n . Therefore, we have shown that under H 0 , as n → ∞
which completes the proof of Lemma A.1.
Proof of Lemma A.2. We only prove equation (A.4), as the proof of (A.3) follows similarly.
Let
and e t = e t + r n (x t , z t ; θ 0 ) + ∆ n (x t , z t ) (B.11) under H 1 , where r n (x, z; θ 0 ) = g(x, z; θ 0 )−g(x, z; θ) and ∆ n (x, z) = δ n ∆(x, z) is the same as defined in (3.3) and (3.4). Then, we have under H 1 : (B.12) where T jn for 1 ≤ j ≤ 4 are the same as in (B.3).
In view of the proof of (B.10) and equation (A.4), in order to complete the proof of Lemma A.2, we need only to deal with 9 k=6 T kn . We will show that under H 1 :
To complete the proof of (B.13), we need only to deal with T 6n and T 9n . Using similar arguments to those used in the proofs of (B.4) and (B.5), we have as n → ∞
which, along with
Meanwhile, similarly to the derivations in (A.13), in order to deal with T 9n , it suffices to show that as n → ∞
which follows similarly from the proof of (B.7). Equation (B.15) then implies that as n → ∞ e s e t · K 1
which completes the proof of Lemma A.2.
Proof of Lemma A.3. Let ψ 3 (x t ) = E[ψ 2 (z t )|x t ] and ψ(x t , z t ) = ψ 1 (x t ) (ψ 2 (z t ) − ψ 3 (x t )).
To be able to use (2.11), we need to consider the case where t is large or not so large individually. We first deal with the following term:
Recall from Assumption 2.1(ii) that f t (·) is the density function of x t , g t (·) is the density function of xt √ t , p t (x|z) is the conditional density of x t given z t = z and q t (·|z) is the conditional density of xt √ t given z t = z. By Assumption 2.1(ii), we then have Analogously to the derivation in (B.20), by Assumption 2.1(ii) again we have for i = 1, 2, 3 = o(n), (B.32) where δ > 0 is the same as involved in Assumption 2.1(i), and we have used the fact that
by equations (B.26) and (B.27) as well as Assumptions 2.1(ii) and 2.4(iii).
In view of (B.18)-(B.32), in order to complete the proof of Lemma A.3, it suffices to show that as n → ∞ 1 √ n
