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Geophysical estimation of shallow permafrost distribution and properties
in an ice-wedge polygon-dominated Arctic tundra region
Baptiste Dafflon1, Susan Hubbard1, Craig Ulrich1, John Peterson1, Yuxin Wu1,
Haruko Wainwright1, and Timothy J. Kneafsey1
ABSTRACT
Shallow permafrost distribution and characteristics are impor-
tant for predicting ecosystem feedbacks to a changing climate
over decadal to century timescales because they can drive active
layer deepening and land surface deformation, which in turn
can significantly affect hydrologic and biogeochemical re-
sponses, including greenhouse gas dynamics. As part of the
U.S. Department of Energy Next-Generation Ecosystem Experi-
ments-Arctic, we have investigated shallow Arctic permafrost
characteristics at a site in Barrow, Alaska, with the objective
of improving our understanding of the spatial distribution of
shallow permafrost, its associated properties, and its links with
landscape microtopography. To meet this objective, we have ac-
quired and integrated a variety of information, including electric
resistance tomography data, frequency-domain electromagnetic
induction data, laboratory core analysis, petrophysical studies,
high-resolution digital surface models, and color mosaics in-
ferred from kite-based landscape imaging. The results of our
study provide a comprehensive and high-resolution examination
of the distribution and nature of shallow permafrost in the Arctic
tundra, including the estimation of ice content, porosity, and
salinity. Among other results, porosity in the top 2 m varied be-
tween 85% (besides ice wedges) and 40%, and was negatively
correlated with fluid salinity. Salinity directly influenced ice and
unfrozen water content and indirectly influenced the soil organic
matter content. A relatively continuous but depth-variable in-
crease in salinity led to a partially unfrozen saline layer (cryo-
peg) located below the top of the permafrost. The cryopeg
environment could lead to year-round microbial production
of greenhouse gases. Results also indicated a covariability be-
tween topography and permafrost characteristics including ice-
wedge and salinity distribution. In addition to providing insight
about the Arctic ecosystem, through integration of lab-based
petrophysical results with field data, this study also quantified
the key controls on electric resistivity at this Arctic permafrost
site, including salinity, porosity, water content, ice content, soil
organic matter content, and lithologic properties.
INTRODUCTION
The Arctic is a region that is particularly sensitive to climate
warming, and Arctic ecosystem feedbacks to climate are a signifi-
cant source of uncertainty in climate projections (e.g., Friedlingstein
et al., 2006; Koven et al., 2011). The northern circumpolar perma-
frost soil is particularly important to quantify feedbacks to a warm-
ing climate because it contains a vast pool of carbon currently
locked up in frozen permafrost (1672 Pg; Tarnocai et al., 2009)
and because microbial decomposition of organic-rich thawing
permafrost may lead to a significant increase in CO2 and CH4 pro-
duction (e.g., Schaphoff et al., 2013). Permafrost thaw can also di-
rectly influence numerous components of the terrestrial ecosystem,
including energy balance, vegetation dynamics, hydrologic proc-
esses, coastal erosion, and land surface deformation (e.g., Hinzman
et al., 2005; Schaefer et al., 2012).
Permafrost, which is present on approximately 23% of the ex-
posed land in the northern hemisphere, is defined as earth material
having a temperature colder than 0°C for two or more years (Wash-
burn, 1979; Jorgenson, 2011). Unlike the active layer, which rep-
resents the upper horizons of soil in permafrost regions that thaws
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seasonally due to climatic variations, permafrost remains frozen
throughout the year. An exception to the frozen permafrost is
saline-rich permafrost, in which freezing-point depression can lead
to unfrozen permafrost layers even at temperatures colder than 0°C,
a situation referred to as saline permafrost or cryopeg.
Gaining a predictive understanding of Arctic ecosystem dynam-
ics and evolution requires quantification of the active layer and the
permafrost and their interactions. Although numerous studies have
investigated active-layer processes, including gradual deepening
due to climate warming (e.g., Hinzman et al., 1991; Hinkel and Nel-
son, 2003; Engstrom et al., 2005; Hubbard et al., 2013), only a lim-
ited number of studies have focused on exploring how shallow
permafrost contributes to the functioning and evolution of a terres-
trial ecosystem (Romanovsky and Osterkamp, 2001; Jorgenson
et al., 2010; Michaelson et al., 2011). Most of the existing perma-
frost ecosystem studies have focused on assessing shallow perma-
frost soil organic matter content (Bockheim, 2007; Ping et al., 2008;
Hugelius et al., 2014) and their relationship to permafrost proper-
ties. For example, Bockheim et al. (1999) find that variations in soil
organic carbon content varied strongly with the amount of ground
ice (Bockheim et al., 1999), and Michaelson et al. (2011) find a
significant correlation between carbon dioxide gas content and
permafrost ice content. Other studies focus on investigating specific
permafrost properties, such as ground ice characteristics, salinity,
thermal properties, and soil cryostructure (Mackay, 2000; Roma-
novsky and Osterkamp, 2000; Kanevskiy et al., 2013) and how
these properties can drive different rates in active layer deepening,
thaw settlement, soil subsidence, coastal erosion, and ice-wedge
growth or degradation (e.g., Washburn, 1980; Romanovsky and Os-
terkamp, 2000; Pullman et al., 2007).
Although less emphasized in the literature, permafrost properties
can also have a significant impact on ecosystem function, particularly
through their control on microtopography. In low-gradient environ-
ments, such as the Arctic tundra, microtopography can significantly
influence active layer hydrologic storage capacity and drainage (e.g.,
Engstrom et al., 2005). Microtopography-influenced changes in ac-
tive layer hydrology can in turn influence a cascade of processes that
influence Arctic terrestrial feedbacks to climate, including thermal
processes, energy balance, vegetation, microbial respiration, and
the associated CO2 and CH4 fluxes (Jorgenson et al., 2010).
Beyond the potential influence of permafrost evolution on micro-
topography and thus active-layer processes, microbial degradation
of organic carbon occurring within permafrost layers is also of in-
terest and understudied. Microbial activity has been documented in
the permafrost, even in the presence of a small amount of unfrozen
water surrounding soil grains and under saline and subzero temper-
ature conditions (Gilichinsky et al., 2005; Shcherbakova et al.,
2005, 2009; Pecheritsyna et al., 2007). Because saline permafrost
has been observed at many locations in northern regions (e.g., Hi-
von and Sego, 1993; Brouchkov, 2002; Hubbard et al., 2013) and it
is expected to be widespread in coastal regions (Brouchkov, 2003),
documenting the nature and distribution of saline permafrost and its
particular control on microbial degradation of organic carbon to
overall ecosystem CO2 and CH4 fluxes could be important for
the evolving Arctic region.
In spite of the potential importance of shallow permafrost on civil
infrastructure and ecosystem evolution, poor characterization of
shallow permafrost systems in sufficiently high resolution and over
landscape-relevant scales has limited an assessment of its distribu-
tion, nature, and influences on the ecosystem. The objective of this
study is to use geophysical approaches with core-based petrophys-
ical analysis to characterize shallow permafrost (the top 5 m below
the ground surface) properties, including its salinity, porosity, and ice
content. A major advance compared with previous studies investigat-
ing such permafrost properties in the Arctic (e.g., Yoshikawa et al.,
2004; Kanevskiy et al., 2013) is the use of geophysical and core sam-
ples analysis to investigate soil properties’ covariability and petro-
physical relationships, which enables estimation of the spatial
distribution of these soil properties. In addition, geophysical data
are used with digital surface models to quantify the covariation be-
tween permafrost and landscape properties. Our study is conducted in
Barrow, Alaska, an ice-wedge polygon-rich Arctic tundra environ-
ment, as part of the U.S. Department of Energy (DOE) Next-Gener-
ation Ecosystem Experiments (NGEE Arctic). NGEE Arctic aims to
develop a process-rich ecosystem model to simulate the evolution of
the Arctic ecosystem in a changing climate.
This paper is organized as follows:We provide a background on the
geophysical and landscape imaging approaches. We also present the
study site and discuss previous studies that have been conducted there
to characterize the permafrost. Furthermore, we describe data process-
ing and petrophysical models adapted to the specificities of the stud-
ied environment. Finally, we present and discuss the results of the
geophysical investigation and core-based analysis and the covariance
between the permafrost and landscape geomorphic features.
BACKGROUND: GEOPHYSICAL AND LANDSCAPE
IMAGING APPROACHES
In this study, we investigate the top 5 m of the Barrow subsurface
using a variety of data sets and information. We focus on the use of
electric and electromagnetic geophysical methods that are sensitive
to electric conductivity (EC) distribution of the subsurface. To con-
strain and interpret the electric resistivity tomographic and electro-
magnetic data, we have used information available from cores,
petrophysical relationships, and a digital surface elevation model
(DSM), and a red-green-blue (RGB) color mosaic inferred from
low-altitude aerial imaging.
The electric resistivity tomography (ERT) method, which normally
requires galvanic contact (e.g., electrodes inserted into the ground), is
commonly used to obtain relatively high spatial resolution estimates
of shallow subsurface EC distribution by applying an inversion
method on the acquired resistance data (e.g., LaBrecque et al.,
1996; Kemna, 2000; Binley and Kemna, 2005; Karaoulis et al.,
2011; Johnson et al., 2012). The ERT approach has been applied
widely to investigate the spatial and temporal distribution of EC in
permafrost systems, in alpine (e.g., Hauck, 2002; Krautblatter et al.,
2010) and in Arctic environments (e.g., Yoshikawa et al., 2006; Hub-
bard et al., 2013). ERT surveys in an Arctic environment enabled in-
vestigators to characterize the spatial distribution of various lithologic
units (Yoshikawa et al., 2004), to estimate active layer properties
(Hubbard et al., 2013), to estimate water content in permafrost (Fortier
et al., 2008), and to investigate the dynamics of freeze-thaw processes
and water-to-ice transitions (Overduin et al., 2012; Wu et al., 2013).
In comparison with galvanically coupled electric methods, port-
able electromagnetic induction (EMI) tools do not require contact
with the ground and can be used to acquire subsurface apparent EC
variations with one-person operation (e.g., Keller and Frischknecht,
1966; McNeill, 1990; Everett and Meju, 2005). Different depth
sensitivity functions are obtained by changing the configuration
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of the instrument with regard to the coil spacing, orientation, eleva-
tion above the ground surface, and signal frequency. The most
common application of one-person-operated frequency-domain
EMI instruments is mapping near-surface lateral variability in ap-
parent EC, which provides one estimate of EC over the depth in-
terval of investigation (e.g., Corwin and Lesch, 2005; Quinn et al.,
2010). Using different coil configurations, several approaches have
been developed to also estimate the vertical distribution of EC from
EMI data (e.g., Farquharson et al., 2003; Dafflon et al., 2013). The
major critical issue with near-surface EMI imaging using data col-
lected with portable tools is the nonuniqueness of the solution,
which is caused by the limited number of measurements at each
location and the sometimes poor diversity in the depth sensitivity
function of various tool configurations (Dafflon et al., 2013).
High-resolution and georeferenced landscape images and DSM
were used in this study to explore in detail the relationships between
permafrost characteristics and geomorphology. At the local scale,
the use of aircraft-based technology for acquiring such data can
be very expensive. An alternative approach of increasing interest
is the use of unmanned aerial systems (e.g., kite, balloon, or un-
manned aircraft vehicle) as a platform at low altitude to acquire nu-
merous images (e.g., using a three-channel color camera, a near-
infrared camera, and a thermal camera). Recent developments of
powerful automated feature extraction and bundle adjustment algo-
rithms based on the structure-from-motion technique enable
reconstruction of DSM and multispectral orthomosaics (e.g., James
and Robson, 2012). In earth sciences, reconstruction of orthomosaic
and/or DSM from a light unmanned aerial system has been recently
used for various purposes, such as geomorphic studies (e.g., James
and Robson, 2012; Bryson et al., 2013) and vegetation inventory
and monitoring (e.g., Berni et al., 2009; Dandois and Ellis, 2013).
STUDY SITE AND PREVIOUS PERMAFROST
STUDIES NEAR SITE
The study site (Figure 1) is located within the Barrow Environ-
mental Observatory near the village of Barrow on the Alaskan Arc-
tic Coastal Plain, approximately 4 mi from the Beaufort Sea. The
landscape at the site has a low topographic relief varying between 2
and 6 m in elevation, and it is dominated by different types of poly-
gons, including high-, low-, and flat-centered (e.g., Hinkel et al.,
2001; Hubbard et al., 2013). Polygon geomorphology governs
the microtopography, whereas larger trends in topography are
driven by depositional process, ice accumulation, landscape uplift,
drainage network, formation of thaw lakes, and presence of drained
thaw lake basins (Sellmann et al., 1975).
The permafrost at this site is generally considered to be peren-
nially frozen down to depths of 300–400 m (e.g., Sellmann et al.,
1975). The depth of the 0° seasonal amplitude (the depth at which
the temperature stays constant over the year) at Barrow is approx-
imately 16 m (Yoshikawa et al., 2004), and the temperature at that
depth is approximately −9°C. From 0 to 16 m below the ground
surface, the seasonal temperature variation decreases gradually. Fig-
ure 2 shows a temperature depth profile between 0 and 3 m at the
NGEE site (courtesy of V. Romanovsky, UAF) for each month be-
tween October 2012 and October 2013. The temperature near the
surface fluctuates between –22°C and 5°C, whereas at a 3-m depth,
the temperature fluctuates between –12°C and –5°C. The thickness
of the seasonally thawed active layer at the site is generally less than
0.5 m (e.g., Shiklomanov et al., 2010; Goswami et al., 2011), and it
depends primarily on the soil texture, water content, water inunda-
tion, and seasonal temperature variations (Hubbard et al., 2013).
The sediments underlying the active layer consist of a mixture of
sand, gravel, and silt. These sediments, of marine origin, are part of
the Gubik Formation of the Arctic Coastal Plain. This formation is
largely the product of various marine transgressions generally
involving the near-shore shelf depositional environment (Black,
1964) with the most recent occurrence in Mid-Wisconsinan time
(Sellmann et al., 1975; Brown et al., 1980). The upper part of
the Gubik Formation is known as the Barrow unit, which Black
(1964) describes as a few tens of feet thick (top 3–6 m) and gen-
erally of marine origin at the base, with the uppermost sediments
characterized by lacustrine and fluvial deposits. Postdepositional
freezing occurred in several steps, likely after a process known
as soil water freshening, in which pore water present at the time
of deposition is replaced by other fluids. Thus, the shallow subsur-
face has been influenced by marine deposits and alluvial, lacustrine,
eolian, and cryogenic processes (Meyer et al., 2010). This upper
permafrost structure has been further influenced by polygonal
ground and ice-wedge development over many thousands of years
(Leffingwell, 1915; Lachenbruch, 1962). As such, the upper perma-
frost soil is likely to have significant spatial variability in terms of
sediment type, organic content, ice structures, and salinity.
Documented using primarily core data sets, the volume of shal-
low ground ice around Barrow is high, with values commonly up to
80% (e.g., Brown and Sellmann, 1973; Kanevskiy et al., 2013). The
ground ice at Barrow is predominantly associated with ice wedges
and soil cryogenic structures including segregated and pore ice
(e.g., Kanevskiy et al., 2013). Soil cryogenic structures in this re-
gion can be ataxitic (suspended soil in ice), reticulate, layered,
crustal, porous, or organic matrix (e.g., Kanevskiy et al., 2013).
These patterns are caused by different processes, including repeated
freezing and thawing, cryoturbation, frost heave, and soil accumu-
lation, which together can lead to a much higher total porosity in
frozen soil than in unfrozen soils. A second source of ground ice in
this region is ice wedges, which are the result of repeated thermal
cracking processes caused by soil contraction during cold periods
and water infiltration during the growing season (Leffingwell, 1915;
Mackay, 2000). Here, we use a simple but widely used classification
of ice-wedge-based topography, in which we categorize various
stages of ice-wedge landscape features, such as low-centered poly-
gons (LCPs), flat-centered polygons (FCPs) (also called transitional
or intermediate in other studies), and high-centered polygons
(HCPs). LCP generally refers to the ice-wedge aggrading stage,
whereas HCP refers to stable or partly degraded wedges. However,
classifying the ice-wedge stage is difficult because primary wedges
are complemented by secondary and tertiary ice wedges that formed
later and tend to increase fractality and decrease the size of poly-
gons (e.g., Mackay, 2000).
Several studies confirm that the ice content in the permafrost
around Barrow is very high in the upper part and decreases with
depth (Brown et al., 1980). Kanevskiy et al. (2013) quantify the
ground ice distribution and volume in the shallow permafrost
(top 2–3 m) based on 339 core samples obtained from 65 sites dis-
tributed along the Beaufort Sea from Point Barrow to the Canadian
border. They calculate the segregated and pore ice content for all
samples, and they calculate the average ice-wedge volume over
an associated 100 × 100 m2 area using a parametric relationship
between the average polygon size and the estimated ice-wedge
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widths. Among other results, they report for the coastal plain an
average total ice content (i.e., ice wedge, segregated, and pore
ice) of 83% and 82% for the primary surface (deposits not reworked
by recent lacustrine processes and often covered with polygon-
shaped landscape) and for the drained-lakes basins, respectively.
For the primary surface of the coastal plain, they estimate that
the portion of frozen soil with an ataxitic cryostructure is 50%,
the volume of the pore and segregated ice is 80%, and the ice-wedge
average volume is 13% (ranging from 4% to 28%). Old drained
thaw lake basins show trends relatively similar to the primary sur-
face, whereas younger ones show lower ice content.
Another aspect of permafrost in Barrow, and in many coastal re-
gions in the Arctic (Brouchkov, 2002, 2003), is the presence of
some partially unfrozen permafrost due to the elevated soil salinity.
Around Barrow, saline layers or lenses have been observed at differ-
ent investigation sites and at various depths, with a generally
progressive increase in salinity with depth (e.g., O’Sullivan,
1966; Brown, 1969a; Williams, 1970; Yoshikawa et al., 2004). High
but variable ionic concentration values have been observed in nu-
merous core samples at 3–6 m in depth (O’Sullivan, 1966; Brown,
1969b; Sellmann et al., 1975) with some salinity values at 0.5, one,
and two times the seawater salinity at depths of 2.15, 4.3, and 5.2 m
depth, respectively, but with only rare occurrences of flowing brine
at these depths (O’Sullivan, 1966). O’Sullivan explains some of the
strong lateral variability between different locations as resulting
from the local influence of permafrost deformation and ice segre-
gation on heterogeneity, the texture of sediments, and the successive
freezing processes.
The EC of the permafrost at Barrow has been documented to be
unexpectedly high, possibly due to unfrozen conditions, saline con-
ditions, or both. Geophysical investigations (Yoshikawa et al., 2004)
report a bulk resistivity of 20 ohm-m below 1.8 m in depth and as low
as 8.1 ohm-m at a 33.5-m depth in which brine flowing in well was
observed. Their study also reports that the freezing point of a brine
sample from 31.5 m in depth was about equal to the ground temper-
ature in this 0° seasonal amplitude zone (−9.4°C), thus indicating that
the upper part of the saline layer of the Barrow unit is likely exposed
to an annual freeze/thaw cycle, at least above the depth of the 0° sea-
sonal amplitude (approximately 16 m). Furthermore, at the Barrow
permafrost tunnel location, Meyer et al. (2010) measure water con-
ductivity values of approximately 7.50 mS∕cm at 4–4.5 m in depth
and approximately 120 mS∕cm (approximately 2.5 times the sea-
water salinity) in a brine layer at 7 m in depth (both are vertically
separated by an ice-wedge system). Based on light stable isotope
composition analysis (among other tests), they suggest that the pore
Figure 2. Temperature depth profile at the NGEE site showing the
general variations over the year. The two black lines (almost on top
of each other) show the temperature on 1 October 2012 and 2013,
which are very similar (data courtesy of V. Romanovsky, UAF).
Figure 1. (a) Location of Barrow, Alaska, USA, (b) location of NGEE intensive site near Barrow, and (c) LiDAR-based elevation map showing
the location of the ERT transects (from south to north), designated Z0 and AB, at the NGEE Arctic Barrow study site. LiDAR elevation map
courtesy of C. Tweedie (University of Texas at El Paso). The low-elevation “gray” region in the southern part of the study site is a channel that
drains to the Beaufort Sea.
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water is of nonmarine origin and is kept unfrozen likely because of
the dissolution of formerly deposited marine salts in a lagoonal or
estuarine environment. However, the mechanism leading to the pres-
ence of this high salinity is not yet clear (Meyer et al., 2010).
In this study, we perform advanced characterization of the land
surface, the top 5 m of permafrost, and their linkages along two
approximately 500–m-long corridors designated Z0 and AB (Fig-
ure 1). Geophysical data were collected along the two corridors dur-
ing various campaigns between 24 September 2011 and 30 May
2013. The Z0 corridor is approximately 475 m long, 20 m wide,
and it is oriented in a southeast–northwest direction. The AB foot-
print is a grid approximately 505 m long, 40 m wide, and it is ori-
ented in a east-southeast–west-northwest direction. ERT transects
were acquired along the center of each corridor at the end of the
growing season. Concurrently, active-layer thickness measurements
and soil samples were collected every 3 m for analysis of active-
layer variability along the centerline (Hubbard et al., 2013), and
EMI data were collected by foot along both corridors. During a
May 2013 campaign, permafrost cores were acquired at some lo-
cations along the centerlines, and EMI data were acquired by snow-
mobile over a larger region that included both corridors.
METHODS AND APPLICATIONS
Permafrost EC and petrophysical relationships
The spatial distribution of soil EC depends on soil properties,
such as water content, fluid EC, lithologic properties, clay conduct-
ance, and temperature (e.g., Archie, 1945; Revil et al., 1998;
Friedman, 2005). Here, we use a modified Archie’s law to describe
the relationship at a given temperature T between the bulk
conductivity σbT, fluid conductivity σwT, and water content WT
as follows:
σbT ¼ a σwT WmTT ; (1)
where mT is defined as the cementation exponent and a is the tor-
tuosity factor. Although a conductivity term is often added on the
right side of equation 1 to represent the mineral surface conduct-
ance, here we do not include it based on the limited amount of clay
present at the investigation site. Similarly, we consider the factor a
equal to one, which is often assumed. Although mT is generally
defined as a constant between 1.5 and 2 for a specific formation,
here we define mT as being influenced by the temperature below
the freezing point. This is a reasonable assumption based on the fact
that mT represents the soil cementation (and tightness), which can
be expected to increase when soil and water freeze. Contrary to the
original Archie’s law, we directly use the water content WT by as-
suming that the saturation is equal to one (or that the exponents of
the porosity and saturation terms are equal), which is adequate for
our purposes, given the fully or highly saturated soil considered in
this study. We refer herein to water content as the soil unfrozen
water content, which decreases once soils freeze. The factors that
can influence the EC, such as temperature, the exponent mT, the
unfrozen water content, and salinity, can be represented through
the variables given in the right side of equation 1, and they are de-
scribed below.
The fluid EC is influenced by the ionic molal conductivity and
speciated ion concentration (Visconti et al., 2010; McCleskey et al.,
2012) of the ions present in the solute. For field applications in
which geochemical information is limited, salinity is generally re-
ferred to as total dissolved solid (TDS) in g∕l, which is related to
fluid conductivity (S∕m) at 25°C using σw25 ¼ TDS∕ke, where ke is
a correlation factor varying between 0.55 and 0.8. The value of ke is
estimated as being equal to 0.64 for various groundwater samples
(Atekwana et al., 2004). In this study, we set ke equal to 0.71 based
on the investigation of saline permafrost soil at the laboratory scale
(Y. Wu, personal communication, 2015).
The fluid EC is influenced by changes in temperature and related
mechanisms. Temperature influences the fluid viscosity and the
mobility of ions, which both influence fluid conductivity (Visconti
et al., 2010; McCleskey et al., 2012). For field application, temper-
ature above freezing point and fluid conductivity is often related
using a linear model of the form:
σwT ¼ σwT0 ½1 − βðT0 − TÞ; (2)
where σwT is the recorded fluid EC at temperature T, σwT0 is the
fluid EC at the reference temperature T0, β is the fractional change
per degree Celsius and has been defined equal to 0.0183 (Hayley
et al., 2007) and 0.0187 (Hayashi, 2004) for samples between 0°C
and 25°C and to 0.023 for the range 25°C–200°C (Revil et al.,
1998). Here, we use a slope of 0.0187, which translates to a
1.87% increase in water EC per degree Celsius.
Furthermore, once the temperature drops below the freezing
point, the resistivity increases until all the water is frozen. In the
presence of freshwater and negligible salinity, an exponential rela-
tion has been commonly used to relate resistivity to temperature
(McGinnis et al., 1973). This representation has led to satisfactory
results for loose soils (e.g., Hauck, 2002; Wu et al., 2013), although
being inappropriate for low-permeability rocks (e.g., Krautblatter
et al., 2010). If salinity is nonnegligible, part of the fluid will freeze
into pure ice, whereas the solutes are rejected and migrate into the
unfrozen fluid, increasing the salinity of the unfrozen fluid and thus
creating a highly saline solute with strong depression of its freezing
point (Aksenov et al., 2011). Thus, freezing processes occurring at a
specific temperature can influence EC through changes in unfrozen
water content, changes in salinity of the solute (e.g., Hivon and
Sego, 1995; Nicolsky and Shakhova, 2010), and changes in the
lithologic parameters.
One approach that has been used in various studies (e.g., Nicol-
sky et al., 2012) to calculate the unfrozen water content at a temper-
ature below the freezing point is given by Hivon and Sego (1995),
who demonstrate that the fraction of unfrozen water content fwT ,
which corresponds to the ratio between unfrozen water content
WT at temperature T and the total water and ice content WT0 , in
various types of soil can be modeled with reasonable accuracy using
the following equation:
fwT ¼
WT
WT0
¼
S
pTST
S
pTST

þ

1− SST
piT
 ; (3)
where S is the initial salinity of the solution before freezing (as-
sumed to be equal to the NaCl solute concentration before freezing),
piT is the density of ice at given temperature, and ST and pT are the
in situ salinity and the density of brine in equilibrium with ice at a
given temperature, respectively. The variables pT and piT can
be calculated using an empirical relationship (e.g., Maidment,
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1993). Hivon and Sego (1995) estimate ST (and later pT ) using a
sodium chloride-water binary phase diagram (Hivon and Sego,
1995) assuming that ST corresponds to the equilibrium fluid salinity
at each temperature. Indeed, the freezing point can be estimated
from the molality of NaCl in solution, or vice versa, using the Van’t
Hoff equation (e.g., Maidment, 1993) or various empirical equa-
tions (Potter et al., 1978; Velli and Grishin, 1983; Hall et al.,
1988; Bodnar, 1993). All of these equations show fairly similar
trends, but the relative difference at a given temperature can be
as high as 10%. The equation of Velli and Grishin (1983) deter-
mined for soils shows an even larger difference, and we did not find
another study to corroborate their results. Here, we used the equa-
tion of Potter et al. (1978): It is very similar to that of Bodnar
(1993), and it is given as
ST¼MMNaClð0.30604dT−2.86e−3dT2þ4.87e−6dT3Þ; (4)
where dT is the freezing-point depression andMMNaCl is the molar
mass of NaCl ð58.44 g∕molÞ. The corresponding fluid conductivity
σwT is then obtained by considering ST being equal to TDS and
using the correlation factor ke and the temperature correction in
equation 2.
Equation 3 can be further simplified by setting pT and piT equal
to one, which we believe is acceptable for this study, considering the
range of uncertainty in process modeling. By incorporating the con-
ductivity term in the simplified equation 3, we obtain
fwT ¼
WT
WT0
¼ σwT0
σwT
½1 − βðT0 − TÞ; (5)
which could be similarly obtained based on a simple conceptual
model that the increase in the in situ salinity is proportional to
the decrease in the unfrozen water due to salt exclusion during
ice formation. Here, σwT0 is related to the fluid salinity of the en-
tirely thawed soil (referred to here as initial salinity), and σwT is
related to the salinity of the unfrozen water at temperature T.
For field applications, the porosity (considered equal to the total
water and ice content in this study) and the in situ fluid salinity as
well as the initial salinity are not available, and thus investigating
the controls on the bulk resistivity using field geophysical ap-
proaches requires reliance on some prior constraints. In this field
study, we will first estimate the unfrozen water content from the
bulk conductivity ERT data using equation 1, in which in situ tem-
perature measurements are used to estimate the in situ salinity ST
(equation 4) and the temperature-corrected σwT and to control the
exponent mT. The exponent mT is linearly varying between 1.8 at
−0.5°C and 2.1 at −7.5°C. This choice is relatively arbitrary but
pragmatic, given that mT likely decreases along that trend during
freezing, whereas it is clear that the uncertainty in the range and
slope is most critical when salinity is negligible or when the in situ
temperature is close to the freezing point. The estimated unfrozen
water content is then used in equation 5 to estimate the initial salin-
ity of the unfrozen soil if the porosity is known, or vice versa. In
fact, based on equation 5, it is obvious that soil at a given temper-
ature, with specific unfrozen water content and in situ salinity, can
correspond to various soils that have the same product of initial
salinity and porosity. This means that if both are unknown, estima-
tion of initial salinity and porosity requires further constraints (dis-
cussed further in the section “Comparison of ERT and core-based
properties versus depth”). Although it is clear that the model devel-
opment and simplifications described above may produce substan-
tial estimation error (on the order of 20%–30%), the simplifications
are important for interpreting field electric data.
ERT data acquisition and inversion
The ERT transects were acquired along two approximately 500-m
transects with a 0.5-m electrode spacing and using a 112-electrode
Advanced Geosciences, Inc., SuperSting R8 system, a dipole-dipole
survey geometry, and a roll-along acquisition strategy. The centerline
transects in the Z0 and AB corridors were acquired in September
2011 and September 2012, respectively. Active layer thickness
and EM38 measurements repeated over several years and point mea-
surements (i.e., temperature) indicate that the distribution of active-
layer depth, the bulk EC, and temperature distributions are very sim-
ilar at end of each of these growing seasons (data not shown). Thus, it
is reasonable to compare ERT data collected at the end of the growing
season in two subsequent years. For both ERT transects, the largest
distance between the closest injection and potential electrode was
18 m, whereas the largest distance between the two injection (or po-
tential) electrodes was 3 m. In addition to the two long transects, a
smaller high-resolution pseudo-3D grid of multiple ERT profiles was
acquired using a Multi-Phase Technologies DAS-1 system during the
September 2012 campaign. The grid is located between 67.5 and
79.5 m along the AB transect, and it consists of nine parallel lines
perpendicularly crossing the AB transect. Each line is 27.5 m long
with 0.5 m electrode spacing.
Low-quality ERT measurements were removed from all data sets,
including signals associated with measured potentials less than
3 mV. The electrode locations and elevations were adjusted
based on real-time kinematic global positioning system (RTK dif-
ferential GPS) measurements. All the data were inverted for electric
resistivity using CRTomo, which is a smoothness-constraint inver-
sion code that is based on a finite-element algorithm and that solves
for resistivity within a 2D region of interest (Kemna, 2000). The
obtained mean absolute difference between the calculated and mea-
sured data was approximately 10%. The ERT transect along Z0 is
published by Hubbard et al. (2013), whereas no permafrost core
data analysis and soil properties estimation had been done at that
time.
Frequency-domain EMI data acquisition
In this study, the EMI data were collected with an EM38-MK2
(McNeill, 1980; Geonics, 2009) operating at a frequency of
14,500 Hz and including two different transmitter-receiver coil sep-
arations (1 and 0.5 m). Acquisition was performed using an external
control unit that allowed for synchronization of the acquisition with
positioning from the GPS navigation system. The acquisition, per-
formed over snow-covered ground in May 2012, was performed
using vertical coil orientation modes, with the instrument located
approximately 0.1 m above the ground surface and positioned in
a sled behind a snowmobile to cover a significant part of the NGEE
intensive site. Acquisition of EMI data in the Z0 corridor in Sep-
tember 2011 was performed by foot twice, using the vertical and
horizontal coil orientation modes, with the instrument located ap-
proximately 0.1 and 0.05 m above the ground surface, respectively,
and along fourteen 475-m-long transects parallel to the centerline
and located 1.5 m from each other (Figure 1). Acquisition of EMI
data in the AB corridor in September 2012 was performed by foot,
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using only the vertical coil orientation modes, with the instrument
located approximately 0.1 m above the ground surface, and along
fifteen 500-m-long transects parallel to the centerline and located
2 m from each other (Figure 1). To investigate the apparent EC
in the region near the two corridors, acquisition of EMI data
was also acquired elsewhere along approximately 500-m transects
using the same configuration.
Standard tool adjustments were performed using the instrument
protocol (Geonics, 2009). Initial processing of the data consisted of
correcting the data to obtain the mean values inferred from multiple
adjustments at a specific location (required a shift < 1 mS∕m) to
limit adjustment uncertainty. Data acquired along the Z0 transect
in September 2011 were used to develop a novel multiparameter
grid-search-based approach to estimate the distribution of EC in
the active layer with an uncertainty framework (Dafflon et al.,
2013). Results showed that the EMI estimated mode of the top-layer
(thawed layer) EC distribution was consistent with the results ob-
tained using ERT. In this study, we consider all the data acquired
during the various campaigns (with frozen and unfrozen active
layer) to image the EC variations over the intensive site at two dif-
ferent times of the year — in September and May. We did not
perform inversion of all these data sets because, besides the data
collected in September 2011, only the 1-m coil separation in the
vertical direction provided highly consistent data sets without sig-
nificant drift during acquisition.
3D landscape imaging using low-altitude airborne data
For this study, a kite-based aerial system (Smith et al., 2009; Bry-
son et al., 2013) was used to lift a consumer-grade digital camera
(Sony NEX-5R) above the ground surface. The camera was mounted
downward-looking on a Picavet rig attached to the kite line (10 m
away from the kite and approximately 2 m below the kite line) to
optimize the downward-looking camera stability. The kite-based sur-
vey involved automatic acquisition of a picture every 3 s, with the rig
located approximately 45 m above the ground and walking along the
corridor (return way). From this altitude and with this camera, a
downward-looking picture covers a footprint of approximately 73 ×
48 m with a pixel size of approximately 0.015 m. The acquisition of
sufficient images of the zone of interest with various perspectives was
ensured by slight movement of the camera platform. From the large
number of images acquired, approximately 70 pictures per corridor
were selected manually with privileging various perspectives, no-blur
images, relatively downward-looking images, sufficient overlapping,
and limiting the number of images to limit computing time. The sur-
veyed corridors were equipped with a network of ground control
points made of 24-cm-side white targets, located every 20 m in
the targeted 520 × 40 m AB corridor and 480 × 20 m Z0 corridor.
The targets were surveyed with a high-precision centimeter-grade
RTK differential GPS system.
A DSM and an RGB map were generated using a commercial
computer vision software package (PhotoScan from Agisoft LLC)
already used successfully in numerous studies (e.g., Dandois and
Ellis, 2013). Based on a structure-from-motion approach, this soft-
ware enables automated feature extraction, bundle adjustment, 3D
point cloud generation, and georeferenced map extraction. The
software can incorporate information on camera calibration
parameters, camera position, and ground control points, to im-
prove the accuracy of the reconstructed DEM and orthomosaics.
Although we used ground control points exclusively for this study,
the obtained spatial resolution is approximately 0.03 m, and the
uncertainty in positioning is smaller than 6 cm in all three dimen-
sions (x; y; z).
Core analysis
Core data provide important information about the physical prop-
erties of the permafrost, and they also provide ground-truthing for
geophysical interpretation. Cores were acquired at various locations
along the Z0 and AB transects. Core data include core AB#136
(meaning at 136 m from the southernmost end of the AB transect),
core AB#159, core AB#446, core Z0#305 (meaning at 305 m from
the southernmost end of the Z0 transect), and core Z0#146. Cores
Z0#146 and AB#136 were collected with a 7.62-cm-diameter
SIPRE soil corer using hydraulic advancing (using a Big Beaver
drill rig) and a tripod (using an earthquake auger), respectively.
Cores AB#446, AB#159, and Z0#305 were collected with a
5.08-cm-diameter soil corer using a Russian power auger. Typical
core depths ranged from 1.5 to 4 m below the ground surface. Re-
trieved cores were kept frozen until analysis. X-ray computed
tomography (CT) scanning was initially performed on all cores,
and the resulting images were used to guide the core sectioning
and image wet bulk density. CT scanning was performed using a
modified medical General Electric LightSpeed 16 CT scanner. Ex-
tracted core samples of all cores except AB#136 ranged from 1.25
to 4 cm thick, whereas sample thicknesses for core AB#136 ranged
from 6 to 8 cm thick.
Core measurements for each sample consisted of volume mea-
surements, bulk density, ice content, and organic matter content.
Volume measurements were performed using two different meth-
ods: (1) physical measurement of the sample thickness and diameter
(all) and (2) the bag method (only for core AB#136). The bag
method (Archimedes’ principle) uses a thin-walled plastic bag that
is vacuum sealed after the sample is placed inside the bag. After
submerging the sample and bag in a large beaker of water (chilled
to 1°C to prevent the sample frommelting), set upon a scale that was
initially zeroed (with the empty bag in it), the volume of the dis-
placed water (the volume of the sample) is obtained by the change
in weight. This method of volume measurement proved to be more
accurate than physically measuring the sample thickness and diam-
eter of samples that cannot be cut uniformly even. A side-by-side
comparison done when processing core AB#136 (as well as a com-
parison with the CT scans’ inferred bulk density) proved that the
bulk density and ice content measured earlier in cores AB#159,
AB#446, and Z0#305 were related to larger uncertainty than for
core AB#136 because of their small sample thickness and the ap-
proach used to measure their volume.
After the volume and weight of the soil samples (frozen state)
were measured, samples were thawed to collect pore water for fluid
conductivity measurement. Following fluid extraction, samples
were placed into a 65°C oven to dry for 24 h and reweighed,
and then they were placed in the oven for an additional 24 h for
a final weighing to ensure that complete drying was achieved. Then,
the loss-on-ignition approach (Dean, 1974) was conducted to esti-
mate the organic matter content in the dry sample (mass/mass con-
centration) by taking a fractional portion of the original sample
initially weighed, placing that portion into a 500°C oven for 8 h,
and then reweighing. The process was repeated until no significant
change in weight was detected. The wet bulk density was obtained
from the volume and weight of the frozen samples. The dry bulk den-
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sity was obtained similarly but with the weight of the dry samples.
The ice content was calculated using the volume of the frozen sample
and the difference between the frozen and dry weight of the sample
with correction for the ice density. The organic matter content in the
dry sample was then used with the dry bulk density to estimate the
organic matter content in the soil (mass/volume concentration).
RESULTS AND DISCUSSION
Large-scale trends in electric conductivity
We first examine the spatially extensive apparent EC measure-
ments that were obtained using the EMI approach during a cam-
paign at the end of the growing season (Figure 3a). The
growing-season EMI data reveal lower EC values on the northern
part of the intensive site. This lower EC signature was surprising,
given the observation of standing surface water (up to 0.5 m deep)
in many ponds and troughs and that previous studies had docu-
mented a generally thicker thaw layer and wetter soil on the
northern part of the study area (e.g., Hubbard et al., 2013). In ad-
dition, a “frozen/winter” EMI data set was collected in this region
during May 2012, during a time when the active layer was com-
pletely frozen and snow covered the ground (Figure 3b). The frozen
season data set reveals very similar trends compared with the grow-
ing season data set, although (as expected) all the measured EC val-
ues are smaller. These results indicate that large-scale variations in
EMI-obtained EC measurements over the site are largely controlled
by variability in the permafrost ice and water content and salinity.
The higher apparent EC values at the end of the growing season
(compared with the end of the winter) are attributed to the variability
in thaw layer properties (increased thickness and water content) and
the larger fraction of unfrozen water content in saline permafrost
during that time. Comparison between the EC and the trend in
topography and its gradient (shown by pink to purple isolines in
Figure 3) shows that the lowest apparent conductivity values tend
to be located in the flattest area (northern part), in which the water is
drained less efficiently and where a majority of LCPs are present.
Highest apparent conductivity values are located close to a channel
that drains water toward the ocean, whereas some relatively low
conductivity spots are located at the highest elevations of the site
(e.g., the dark purple isoline along the AB transect).
Because only one configuration has been successfully acquired
over the entire site, EMI data inversion cannot be performed over
the entire site. More advanced interpretation of the EMI measure-
ments relies on the inversion of data collected in October 2011,
along the Z0 profile (collocated to the ERT transect), in which suf-
ficiently different configurations have been successfully acquired
(Dafflon et al., 2013). Results have shown that inverted EM data
enable reliable estimation of active-layer bulk conductivity and con-
firm the presence of the saline layer along the profile while located
deeper on the north side than on the south side (Dafflon et al., 2013).
However, the EM data cannot provide precise depth estimation for
the top of the saline layer without additional constraints because of
the significant nonuniqueness present in such a data set.
Electric resistance tomography
In contrast to the spatially extensive yet low-resolution EMI re-
sults discussed above, the ERT 3D grid (Figure 4) provides an
extremely high resolution image of the EC distribution below a sin-
gle FCP (raised high). The shallowest bulk EC distribution reveals
the significant control of the microtopography on the surface-water
and active-layer moisture, which influences the bulk EC response.
Below the thawed layer, the bulk resistivity distribution distin-
guishes the presence of ice wedges (shown by very high resistivity
values) below the wide trough and below small troughs or cracks.
Their presence can be distinguished from the surrounding, less
resistive frozen soil, and the conductive material underneath.
Although sharp boundaries between these various zones cannot
be identified because of inversion smoothing, the change in resis-
tivity values between these various zones is large (one to two orders
of magnitude) over a small spatial scale (0.5–1 m), and thus the
uncertainty related to the transition zone is relatively limited.
The more spatially extensive 2D ERT data sets collected along
the Z0 and AB transects permit investigation of permafrost charac-
terization beneath a range of polygon types and their comparison to
the kite-based DSM and color mosaic. Figure 5 shows the approx-
imately 500-m-long ERT along the Z0 and AB transects, and the
corresponding DSM and mosaic obtained from kite-based aerial im-
aging, covering approximately 500 × 40 m corridor with the ERT
transect along the centerline. Similar to the ERT 3D grid, the 2D
ERT transects reveal low-resistivity values in the thawed layer
(ranging from approximately 30 to 400 ohm-m) overlying a more
resistive zone that indicates frozen ground with variable soil proper-
ties, and a deeper low-resistivity zone due to the presence of saline
permafrost. Figure 5 also shows that the resistive frozen ground has
a generally strong variability, along the Z0 and AB transects, with
values between 400 and 30,000 ohm-m. Consistent with the EMI
responses (Figure 3), high-resistivity regions are generally localized
on the north end of the transects. More localized high-resistivity
(tooth-shaped) features are interpreted to be ice wedges or other
ice-rich structures. These high-resistivity structures are located gen-
erally below troughs (indicated by the gray intervals on the color
mosaic in Figure 5) and cracks, in which ice wedges are expected.
This suggests that ERT can be useful for identifying the presence of
ice-rich structures and possibly for investigating theories associated
with ice-wedge polygon formation and evolution. However, as is
further discussed below, the relationship is not unique, as illustrated
by some high-resistivity features observed below the center of some
LCP and FCP polygons.
Figure 5 also shows that low-resistivity values are present in the
deepest part of a portion of the ERT profiles, with values ranging
from 40 to less than 4 ohm-m. Along Z0, low-resistivity values are
more pronounced and shallower in the interval between a distance
of 80 and 260 m along the profile, which corresponds to the lowest
topographic elevations along the profile and is located on the edge
of a channel draining water toward the ocean. Along the AB tran-
sect, these low-resistivity values are more pronounced and shal-
lower in the interval a distance of between 150 and 160 m,
which corresponds to the highest topography elevations at the
NGEE site. Thus, the low-resistivity permafrost zone is not only
exclusively related to surface elevation, marine incursion, or sedi-
ment origin, but also to ice segregation and solute migration. It is
also notable that the edges of the channel system (coincident with
the low-resistivity region on Z0) and the high-elevation point
(coincident with the low-resistivity region on AB) likely have
higher drainage efficiency than does the LCP region (coincident
with the high-resistivity region on AB). The trends in the ERT pro-
files along AB and Z0 transect are very consistent with the EMI data
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(Figures 3 and 5). In addition, although not shown here, the ERT
data show a strong decrease in resistivity at some particular depth
everywhere along the profiles, which indicates that the saline layer
is present everywhere, although at varying depths.
Covariation of permafrost and geomorphic features
Based on the high-resolution color mosaic and DSM, all troughs
and cracks larger than 0.4 m were semiautomatically picked along
the Z0 and AB centerlines; the picked intervals are shown in gray on
the color mosaic, DSM, and along the ERT transect (Figure 5). An
automatic simple detection approach was used to identify and delin-
eate zones with resistivity larger than 950 ohm-m below the trough
intervals. The delineated zones are shown by the blue contour lines
in the ERT profiles within Figure 5a and 5d. The 950 ohm-m value
was determined based on the presence of a minimum in a binomial-
shaped resistivity frequency distribution, and enabled an ice-wedge
vertical delineation consistent with the one observed at the Z0#146
Figure 4. (a) Locations of nine 27.5-m-long 2D resistivity profiles (green lines), which are oriented perpendicular to the AB transect (dark
green) between AB stations 67.5 and 79.5 m and (b) 3D reconstruction of electric conductivity distribution from the multiple 2D inverted
resistivity profiles (black lines). The edges of the surface water are shown with the black dots on the top slice shaped by the topographic
elevation. The purple dots indicate the location of isolated small nonsorted circles. The low EC values indicate ice-wedges located mainly
below the troughs. The high-conductivity values indicate the surface water and the deeper saline layer.
Figure 3. Apparent conductivity (mS/m) from EMI (EM38 1 m, 14.5 kHz) surveys performed in (a) October 2012 and (b) May 2012. Various
isolines (from the smoothed LiDAR image) are shown by the pink to purple lines. The apparent conductivity variations observed in October (all
being higher than in May) are attributed to moisture content variations in the active layer superposed with the influence of a deep conductive
layer that is also visible in May. The black lines indicate location of various investigation sites, and the white lines show location of power lines
on the ground.
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core location (discussed in the section “Comparison of ERT and
core-based properties versus depth”).
Results show that troughs and cracks visible on the color mosaic
are always correlated with high-resistivity localized features in the
ERT. However, two very different situations prevail. In many re-
gions, these features are limited to the troughs’ lateral extent and
thus are interpreted to be ice wedges, such as along the Z0 profile
and between 0 and 290 m along the AB profile. In this type of envi-
ronment, ice wedges can be clearly identified by ERT. Note that in
HCP zones between 0 and 90 m, the density of the troughs and
cracks is very high (likely more than picked on the mosaic and cor-
responding to different ice-wedge generations and numerous ice
veins) and the lower resolution ERT cannot distinguish various
ice wedges from each other. In other regions (such as after
250 m along Z0 and after 200 m along AB), ice wedges are close
to very resistive zones below the center of the polygons. In some
cases, the approach was not able to automatically delineate ice-
wedge zones; an example is illustrated along the AB transect be-
tween 290 and 500 m (the blue dashed lines in Figure 5d). Although
LCPs in this region look similar to those encountered along the Z0
transect and are expected to have ice wedges below the troughs, ice-
wedge detection with ERTwas not successful because of the limited
contrast in resistivity between ice wedges and the surrounding
permafrost at this location.
We used the ERTand DSM data sets to estimate characteristics of
and relationships between ice wedges and polygon troughs. Given
that the Z0 and AB transects traverse polygons at random orienta-
tions, we expect that the average density of troughs and ice wedges
along the various polygon intervals is representative of the general
characteristics of each polygon type (e.g., HCP, FCP, and LCP).
Along the Z0 transect, troughs and ice-wedge lateral extents cover
47% and 75% of the HCP interval, respectively. Troughs and ice-
wedge lateral extents cover each 17% of the FCP interval along Z0,
they cover 29% and 46%, respectively, of the FCP interval along the
AB transect. Troughs and ice wedges cover only 18% and 19%
along the LCP interval in Z0. Although the troughs and ice-wedge
lateral extents are not equal, they show a similar trend over the vari-
ous types of polygons. The highest discrepancies between trough
and ice-wedge lateral extents were associated with small-diameter
polygons (such as in the HCP interval along the Z0 interval and the
FCP interval along AB transect), in which the real ice-wedge den-
sity likely falls between both estimates, given that in such a zone,
the picked trough intervals likely underestimate the lateral extent of
ice wedges whereas the ERT method cannot distinguish ice wedges
close to each other.
The above results are consistent with the equation used by Ka-
nevskiy et al. (2013) to relate the ice-wedge content in permafrost to
the length of a square polygon block side and to a trough’s lateral
extent. Their equation shows that wedge ice volume in permafrost
increases exponentially with a decreasing polygon size and an in-
creasing trough width. For example, a polygon with a block side
length of 5 m (including the trough) and a trough width of 3 m
corresponds to a wedge ice content of 48%, whereas a polygon with
a block side length of 15 m or more and a trough width of 3 m or
less corresponds to wedge ice content of 19% or less. The above
values are based on a volume calculation by representing the
wedges as isosceles triangles, and thus they can be expected to
be slightly lower than the maximal lateral extent calculated from
the ERT profiles. Indeed, these values agree well with the ERT-de-
rived values obtained here, in which HCPs have the smallest aver-
age diameters but the widest troughs, where the LCPs have the
largest average diameters but fairly small troughs, and where FCPs
contain a range of polygons and trough sizes.
We compared the ERT and mosaic data to assess the spatial dis-
tribution and characteristics of ice wedges relative to microtopo-
graphic features. First, shapes identified from ERT (the blue
lines in Figure 5a and 5d) show a good and positive correlation (cor-
relation coefficient r ¼ 0.72; Figure 6a) between maximum lateral
and vertical extents of ice-wedge polygons, although we recognize
that the regularization involved in ERT inversion may slightly in-
fluence such correlations. Interestingly, the inferred relationships
show that ice wedges tend to have larger lateral than vertical extent,
which is different from observation of exposed ice wedges in sev-
eral studies (Mackay, 2000; Kokelj et al., 2014). Still, core Z0#146
showed an ice-wedge vertical extent of only 1.7 m for a trough lat-
eral extent of approximately 3 m and thus indicate that although
ERT and cores may not capture the bottom tail of the ice wedge
(which represents a small volume), the ice-wedge shape may be
very field-site dependent and highly variable. Furthermore, the
weaker relationship between the lateral extent of the trough and ver-
tical extent of ice wedge (r ¼ 0.39; Figure 6b) shows that the size of
the trough is not the only parameter controlling the vertical extent of
an ice wedge. These results demonstrate the complexity of the sub-
surface and the difficulty in predicting precisely the distribution of
subsurface features from DSM and mosaic, although rough esti-
mates of ice-wedge distribution can be inferred. Using more metrics
to characterize the shape of a trough may improve the relationship.
Comparison of ERT and core-based properties
versus depth
Results from the AB#136 and AB#159 cores, both located in a
zone with low-resistivity permafrost along the AB profile, show that
the fluid conductivity measured from the cores generally correlates
with in situ bulk EC depth trends measured using ERT. The fluid
conductivity values measured from AB#136 samples (Figure 7a)
are 1.4 mS∕cm at 0.45 m depth, and 5.1 mS∕cm (approximately
3.6 g∕l TDS or 10% of seawater salinity) at a 0.75-m depth, and
they tend to increase with depth, with the highest value of
30 mS∕cm at 3.55-m depth. Salinity measurements at AB#159
show similar trends, with fluid conductivity equal to 2.8 mS∕cm
at 0.77-m depth, and they tend to increase with depth, with the high-
est values of 15.4 mS∕m at 1.68-m depth. In addition, the bottom
part of core AB#159 between 2.6 and 3 m, which was used in a
laboratory experiment, showed a fluid conductivity equal to
62.3 mS∕cm and a salinity equal to 45 g∕l. Due to salt exclusion
during ice formation, we expect the unfrozen water’s in situ salinity
to be much higher than the above fluid conductivity values, which
were measured from water extracted from the core samples after
they thawed.
Another important characteristic of AB#136 core data is that the
increase in salinity with depth is correlated with a decrease in poros-
ity (Figure 8e) and in turn an increase in wet bulk density. Such a
negative correlation between the initial salinity and ice content is
consistent with the expectation of more limited ice segregation
in zones in which unfrozen saline water migrated or became con-
centrated. The AB#159 core data (Figure 7b) confirm these obser-
vations, although the approach used to measure the volume of the
sample contributes to larger uncertainty in estimated porosity. In
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addition, AB#159 samples show that variations over a small spatial
scale cannot be perfectly captured by ERT, as expected due to the
different measurement support scales and resolutions. An additional
interesting behavior of the saline layer sampled at AB#136 is the
relatively high organic matter content in a given volume of soil,
which is not obvious when looking at the mass/mass concentration
of organic matter in dry soil only and which is partly due to the
lower porosity of the saline layer. This finding, and the differences
between mass/mass and mass/volume organic
matter content in general, indicates the impor-
tance of estimating soil porosity to investigate
soil organic matter content distribution.
Core sample measurements from AB#136 and
AB#159 indicate how salinity and ice/water con-
tent contribute to the general decrease in bulk re-
sistivity with depth along a large part of the ERT
transect. In addition, the core measurements ex-
plain why ice wedges composed of relatively
fresh water are easily identifiable as a high-resis-
tivity response. Core Z0#146 was drilled in a
trough to verify the presence and size of such
an ice wedge identified in the ERT transect.
The bottom of the ice wedge was reached at
1.7 m, similar to the ERT estimated depth of
1.6 m obtained using a boundary value of
950 ohm-m. In fact, changing this boundary
value does not significantly influence the esti-
mate because of the very strong gradient between
the ice wedge and the underlying conductive
layer (Figure 7). The only processed sample at
this location was located 0.1 m below the bottom
of the ice wedge and had a fluid conductivity
equal to 15 mS∕cm, which again confirmed re-
sults from the AB#136 and AB#159 samples.
Results from cores AB#446 and Z0#305, both
located in a zone of high resistivity between 0
and at least 2-m depth, show very different re-
sults (Figure 7). At these locations, the fluid con-
ductivity is very low, and its fluctuation does not
significantly influence the electric resistivity. In-
deed, in this case, the top of the permafrost, lo-
cated between a 0.5- and 1.5-m depth at Z0#305,
corresponds to a very resistive region involving
high ice and low soil organic matter content,
whereas the same interval at AB#446 is related
to less resistive permafrost with similar amounts of ice content but
much larger amounts of soil organic matter. In fact, the larger
amount of soil organic matter in AB#446 between 0.5 and
1.5 m likely contribute to the lower resistivity response, whereas
the proportion of organic-matrix ice in the measured total ice con-
tent cannot be estimated. In this regard, the soil organic matter con-
tent values measured in this study are in the same range as those
measured in other studies around Barrow (e.g., Bockheim et al.,
2003). Another interesting aspect of the AB#446 core is that sam-
ples and CT scans conducted on core sections deeper than a 1.45-m
depth show the presence of a dense, low-ice-content (approximately
0.5), low-fluid-conductivity, sandy soil that is located in the upper
part of the most resistive region in the ERT transect along the AB
transect. Although we did not succeed in drilling deeper at this lo-
cation to evaluate the vertical extent of this sandy material, the
deeper presence of sandy or gravelly material and/or nonsaturated
conditions may explain this high-resistivity response (Figure 7a).
Although all the cores did not reach the saline layer, the ERT data
suggest that the saline permafrost is present everywhere, whereas it
is deeper in the northern part of the corridors.
As an ensemble, the core analysis suggests that a change in bulk EC
is driven by variations in different soil properties, and that there are sev-
Figure 6. Vertical extent of ice-wedges imaged by ERT versus the
lateral extent of (a) ice-wedges imaged by ERT and (b) troughs im-
aged in the RGB mosaic. The various colors refer to HCP along Z0
(black), FCP along Z0 (pink), LCP along Z0 (red), and FCP along
AB (blue). The blue lines show the best-fit linear relationship.
Figure 5. (a) ERT along the Z0 transect (the black line indicates the probe-measured
base of the active layer), (b) DSM (elevation [m]), and (c) mosaic along the 470‐ × 40‐m
corridor (including the Z0 transect) obtained from kite-based aerial imaging. The ERT
transect has been acquired along the Z0 corridor centerline (Y ¼ 0 m) in (b and c), in
which the gray lines indicate the trough locations. The blue contour lines surrounding
the very resistive zones in (a) show autonomously delineated ice wedges, whereas the
dashed blue contour lines indicate locations with expected but not delineated ice-
wedges. (d-f) The same descriptions as (a-c) but along the AB transect.
Imaging permafrost soil properties WA257
eral distinct ranges of bulk conductivity (or bulk resistivityRb [ohm-m])
that reveal distinct sensitivities (Figure 8). The low bulk conductivity
range (0.05 < σb½mS∕m < 1.05 or 20,000> Rb½ohm m > 950) in-
cludes the bulk conductivity values observed for ice wedges and for ice-
rich permafrost. In this region, decreasing conductivity is correlated with
increasing ice content. This is consistent with results from various stud-
ies showing the negative correlation between the ice content and bulk
conductivity (e.g., Fortier et al., 1994). An intermediate conductivity
range (1.05 <σb½mS∕m < 5 or 950 > Rb½ohm m > 200) repre-
sents the inverse trend whereby an increase in conductivity is observed
as the ice content increases. This is plausible when considering the very
similar ice content but very different bulk conductivity and soil organic
matter content at approximately 1 m in depth in cores AB#305 and
AB#446. Indeed, Figure 8f shows that an increase in organic matter
content is always correlated with an increase in ice content. This sug-
gests that an increase in organic matter content and organic-matrix ice
(which is not distinguished from total ice content) increases conduc-
tivity. The second highest conductivity range is a transition range, in
which salinity controls the bulk EC and is negatively correlated with
porosity (5 <σb½mS∕m < 20 or 200 > Rb½ohm m > 50). In this
range, the bulk conductivity increases with decreasing temperature,
which means that the temperature itself has a less direct influence
on conductivity than do changes in in situ salinity. The upper range
of the bulk EC (20 < σb½mS∕m or 50 > Rb½ohm m) is associated
with locations where the porosity is the lowest (approximately 0.45
or less) and where fluid conductivity variations alone control changes
in bulk EC.
ERT imaging and core analysis provide an opportunity to estimate
the spatial distribution of in situ unfrozen water content, porosity, and
salinity along the transects. To meet this objective, we estimated the
unfrozen water content using equation 1 with ERT-based bulk EC
estimates and with in situ salinity estimated using equation 4 with
the in situ temperature. Porosity (considered equal to the total water
and ice content) and initial salinity values are then investigated using
equation 5. Figure 9a shows the relationships between various hypo-
thetical values of bulk conductivity at −5°C, initial salinity, and
porosity, and it illustrates that bulk conductivity at a given temper-
ature can correspond to various soils that have the same product
of initial salinity and porosity. To estimate the initial salinity and then
the porosity (or vice versa) using the field ERT data, we solve equa-
tion 5 by considering the relationship observed between the initial
fluid EC and porosity from the core samples’ analysis (Figure 8e).
It is important to keep in mind that this relationship is primarily
(and maybe exclusively) adapted for the part of the ERT transects
in which salinity is nonnegligible. We use the best-fit linear relation-
ship between the initial salinity and porosity based on all the core
samples (Figure 8e), while fixing the minimum porosity at 0.4 (Fig-
ure 9a). A minimum porosity is set at 0.4 because we expect that
porosity between 0.3 and 0.4 will likely correspond to soil that
may contain predominantly porous ice and water (no excess
ice) and in which the porosity range is likely to be small relative
to the salinity range. Coupling the above relationship with equa-
tion 5 enables the estimation of porosity and initial salinity, and it
allows for estimation of the related unfrozen water content curve
for each bulk conductivity values as shown in Figure 9a (and at
−5°C in Figure 9b). Figure 9b confirms that a given change in
temperature has the most significant effect on the resistivity
(and unfrozen water content) when it is close to the freezing point
and even more so in case of a small freezing-point depression. At
lower temperatures (e.g., −5°C), the changes in bulk conductivity
due to one-degree variations are much less important. Figure 9
thus illustrates that interpreting the electric conductivity and tem-
perature of permafrost soil close to its thawing point and/or with
low initial salinity (under totally unfrozen conditions) infers larger
uncertainties.
We apply the analysis described above to field ERT data sets to
estimate the permafrost properties, and we compare the ERT-obtained
estimates with collocated core-measured values (Figure 10). To per-
form this analysis, we make an assumption that the temperature depth
profile below a 0.5-m depth (Figure 2) is laterally constant over all the
Figure 7. CT scan measured wet bulk density (averaged for each depth) (black line), wet bulk density (black dots), ice content (blue dots),
organic matter content in dry soil (mass/mass concentration) (pink dots), organic matter content in soil (mass/volume concentration) (green
dots) and fluid conductivity (red dots) from soil samples, and bulk EC from the ERT (red line) at (a) 136 m and (b) 159 m along the AB transect,
(c) 305 m along Z0 transect, and (d) 446 m along the AB transect.
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transects. The obtained misfit between the measured and predicted
values confirms that we can capture the trend, whereas the precise
estimation of values is not possible, especially for low-salinity soil.
Considering the difference in the measurement support scale and spa-
tial resolution between ERT and core data, the uncertainty in ERT
estimates of conductivity, and the simplifications invoked in the pet-
rophysical model, the results are encouraging.
We extend the method described above to the two ERT transects
to estimate the spatial distribution of permafrost properties, includ-
ing unfrozen water content, initial salinity, and porosity (the volume
of water and ice) (Figure 11b–11e and Figure 12b–12e). Although
the estimated porosity, initial salinity, and fraction of unfrozen con-
tent along the Z0 and AB transect (Figures 11 and 12) may have
uncertainty as high as 30% and are less reliable on the northern part
of the AB transect, the coupled analysis with core data enables us to
differentiate and investigate various characteristics of permafrost
along the transects. From 0 to 250 m along Z0, and from 0 to ap-
proximately 200 m along AB, the unfrozen water content and salin-
ity increase gradually with depth, starting as shallow as a few tens of
centimeters below the bottom of the active layer, which is consistent
with the increasing trend in fluid conductivity in cores AB#136 and
AB#159 with values between 2.8 and 5.1 mS∕cm (approximately
5% and 10% seawater salinity, respectively) at approximately
0.75 m depth. The heterogeneity in porosity, unfrozen water con-
tent, and initial salinity is large. In several locations, the soil
unfrozen water content increases up to approximately 15% and
the fraction of the unfrozen water content in the pores increases
up to approximately 35%, with a few locations showing higher val-
ues. Finally, the gradual increase in unfrozen water content implies
that the freshwater ice wedges can be clearly delineated in these
regions. From 250 to 470 m along Z0, and from approximately
200 to 500 m along AB, the soil unfrozen water content is very
small, which implies low salinity and high porosity (based on
the relationship used between the initial salinity and porosity).
However, this is not always the case in this region, and thus the
porosity, estimated to be approximately 80%, can correspond in
reality to any value between 65% and 95% and even to smaller val-
ues in regions that are the most resistive.
To delineate the distribution of the main features or characteris-
tics at the site, we make use of the various ranges of electric con-
ductivity defined in Figure 8 to classify the electric conductivity
transects into various “behavioral” units after removing ice-
Figure 9. (a) Synthetic example of various pairs of initial salinity
(if the soil is thawed) and porosity (considered equal to the total
water and ice content) values that correspond to specific bulk elec-
tric conductivity values at a given temperature (here 5°C). The black
line shows the best-fit linear relationship between samples of poros-
ity and initial salinity for porosity values higher than 0.4 (Figure 8e),
whereas porosity is kept equal to 0.4 for higher salinity values.
(b) The soil’s unfrozen water content predicted at various temper-
atures (below freezing point) for the pairs of initial salinity and
porosity obtained from the bulk electric conductivity and con-
strained by the relationship shown in (a).
Figure 10. Fit between field (from ERT) and laboratory (from sam-
ples) inferred (a) porosity and (b) initial salinity. The markers show
the values for cores AB#136 (filled circle), AB#159 (square),
Z0#305 (star), and AB#446 (cross).
Figure 8. Correlation between soil properties from the core samples
and collocated bulk EC from the ERT data at core location AB#136
(filled circle), AB#159 (square), Z0#305 (star), and AB#446
(cross). Bulk EC versus core sample properties including (a) fluid
EC, (b) volumetric ice content (black dots show bulk EC from delin-
eated ice-wedges, Figure 5d), (c) organic matter content in soil, and
(d) in situ temperature. (e) Fluid EC versus volumetric ice content
(the black line shows the best linear fit relationship) and (f) organic
matter content in dry soil versus volumetric ice content. The color
scale (capped at 300 cm) indicates the depth of the sample, and the
vertical dashed lines in panels (a and c) separate different EC behav-
ioral regimes. The various arrows show the different trends in soil
properties in the different bulk EC intervals
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wedge detected below troughs (Figures 11f and 12f). In addition to
the ranges shown in Figure 8, we included an additional range
corresponding to electric conductivity smaller than 0.05 mS∕m
(< 20,000 ohm-m) to delineate a very-low-conductivity zone that
was not sampled with core and may have different lithologic and
cryospheric properties (see the discussion of core AB#446). In ad-
dition, the conductivity range corresponding to particularly high or-
ganic matter content has been limited to the top 1.2-m depth to
avoid misinterpreting the transition from the bottom of the ice
wedge into the conductive layer. The results of the feature estima-
tion are shown in Figures 11f and 12f. The results, which are con-
sistent with core sample interpretation and permafrost properties’
estimation, emphasize the presence of nonnegligible shallow
permafrost salinity on the south side of the two transects and the
significant vertical and horizontal variability. Overall, the “rough”
soil properties’ estimation and classification approach will be useful
for parameterizing permafrost models and for guiding field charac-
terization efforts.
CONCLUSIONS
In this study, we have investigated the shallow ground ice and
salinity distribution in a polygon-shaped environment over signifi-
cant spatial scales and in a minimally invasive manner. To explore
subsurface variability in the top 5-m depth at various scales, we
relied on a variety of methods, including ERT, frequency-domain
EMI data, and laboratory core analysis. To investigate surface-sub-
surface covariability, we have inferred digital surface models and
color mosaics with low-altitude airborne imaging using a kite-based
approach. To evaluate the distribution of various soil properties, we
have performed soil analysis on several core samples and we have
adapted a petrophysical model.
This study developed and implemented new approaches to pro-
vide the first comprehensive examination of permafrost in polygon-
shaped Arctic tundra using multiple field and lab data sets — data
sets that together enable advanced estimation of permafrost proper-
ties (including the frozen state, porosity, and salinity) in high res-
Figure 11. (a) ERT along the Z0 transect (the
black line near the ground surface indicates the
probe-measured base of the active layer), (b) the
estimated permafrost soil unfrozen water content,
(c) the estimated initial salinity of the correspond-
ing thawed soil, indicated as the concentration of
NaCl, (d) porosity, (e) fraction of unfrozen pore
water content, and (f) interpretation of various fea-
tures (based on Figure 8), including the ice-wedge
(white); very ice-rich soil (orange) or possibly
sandy/gravelly nonsaturated soil (red); a layer with
a likely higher amount of organic matter (green); a
layer with increasing salinity with depth, decreas-
ing porosity and variable amount of organic matter
(light blue); and a saline layer with limited inter-
stitially segregated ice (dark blue).
Figure 12. Same as Figure 9 but along the AB
transect. Caveat: The petrophysical model charac-
teristics lead to large uncertainties of the estimate
in the region between 290 and 500 m, in which
salinity does not drive the resistivity variations.
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olution with relevant spatial coverage. The results from this study
(1) reveal the distribution and characteristics of a relatively continu-
ous but depth-variable shallow, partially unfrozen saline layer with
significant salinity observed as shallow as 0.75 m deep at some lo-
cations; (2) enable imaging of ice-wedge geometry and estimates of
unfrozen water content, total porosity, and salinity at high resolu-
tion, providing the first high-resolution glimpse of spatially variable
permafrost properties; and (3) document the correlation between
topography and permafrost characteristics, including ice wedge
and salinity distribution. In particular, this study quantified the pres-
ence and nature of nonnegligible saline permafrost, which could be
an important factor in ecosystem functioning and civil infrastructure
at many other coastal Arctic regions.
This study also provided new insights about permafrost-based
petrophysical relationships and field characterization methods.
The laboratory analysis led to the documentation of the key controls
on electric resistivity in this permafrost region, such as the salinity
that is negatively correlated with porosity, the presence of wedge
ice, the soil organic matter content, and the lithologic properties.
Such analysis is very valuable for applying to feature classification
and/or petrophysical models adapted to field geophysical data that
in turn enable the understanding of the spatial distribution of the soil
properties over a relevant scale. The study also showed the promise
of using low-altitude aerial imaging-based reconstruction of DSM
and mosaics in conjunction to geophysical data to increase the abil-
ity to investigate the surface-subsurface covariability that is impor-
tant for understanding ecosystem processes and to upscale results at
specific sites to a larger spatial extent when possible.
Overall, the results of this paper reveal the utility of field geo-
physical approaches paired with laboratory analysis to characterize
a complex Arctic polygonal landscape, including the spatial distri-
bution of permafrost ice content, salinity, lithologic properties, and
organic matter content. The high-resolution data provided unique
insights into the covariance between permafrost and land surface
properties, two critical compartments in the Arctic ecosystem,
and highlights the importance of continued studies to document
the importance of this covariance on ecosystem feedback to climate
potentially caused by annual processes (e.g., microbial respiration
in the permafrost) and decadal or longer processes (e.g., mass wast-
ing of landscape due to permafrost degradation in cyropeg-rich
regions).
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