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Abstract 
Progress towards the quantification of high-resolution 
electron microscopy and electron holograms has been 
achieved using digital acquisition with a slow-scan charge-
coupled device (CCD) camera. Two applications are 
described: the precise measurement of lattice-fringe spacings 
and the determination of the mean inner potential. Lattice 
images can be characterized by a finite sum of two-
dimensional sinusoids. A new method for measurement of the 
frequency, amplitude and phase of each sinusoid, based on an 
interpolation technique in reciprocal space, is presented. The 
method offers considerably higher precision for measurement 
of lattice fringes than the optical bench and is applicable to 
images recorded with an electron dose of less than 1 el / A 2 
and specimen areas as small as 8 A across. The attainable 
precision is dependent on specimen characteristics, electron 
dose and the size of the measured area, and ranges from 
0.001 A to 0.05 A. An improved method has also been 
developed for measurement of mean inner potential using 
digital off-axis electron holograms from 90° crystal wedges. 
The value of (-14.21 ± 0.16) V obtained for GaAs represents 
the most accurate measurement yet reported for the mean inner 
potential. 
Key Words: high-resolution electron microscopy, electron 
holography, quantification, slow-scan CCD camera, 
modulation transfer function, detection quantum efficiency, 
low dose, lattice images, lattice spacing, mean inner potential. 
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One of the major problems of high-resolution electron 
microscopy and electron holography is the extraction of 
reliable quantitative information about the object. As well as 
uncertainties due to dynamical scattering within the sample 
and the transfer characteristics of the imaging lenses, the 
photographic recording medium introduces further non-
linearities which prove difficult to take into account. The 
recent development of the slow-scan CCD camera (Mochel 
and Mochel, 1986; Epperson et al., 1987; Spence and Zuo, 
1988; Mooney et al., 1990) facilitates digital image recording 
with high resolution (1024 x 1024 pixels), high linearity, 
detection quantum efficiency close to unity, large dynamic 
range and negligible geometric distortion. Images recorded 
with CCD cameras thus avoid many of the difficulties 
associated with off-line analysis of digitized micrographs. 
In this paper, we describe our initial applications of slow-
scan CCD cameras for quantitative studies of high-resolution 
lattice images and electron holograms. We begin by 
summarizing our measurements of the most important 
characteristics of slow-scan CCD cameras, namely the 
modulation transfer function and the detection quantum 
efficiency, as measured for the newly introduced Gatan 679 
CCD camera (de Ruijter and Weiss, 1992a). We consider the 
theoretical factors affecting the best possible measurement 
precision, in particular their dependence on electron dose and 
image size, and then compare these expectations with 
experimental measurements from test samples of silicon, 
indium phosphide and titanium niobium oxide. We also 
describe a particular application where on-line spacing 
measurement has been used to determine segregation in small 
bi-metallic catalyst particles. Finally, we present our recent 
measurements of mean inner potential, as derived from 
electron holograms of single crystals of gallium arsenide. 
Detection properties of CCD cameras 
Our experiments have utilized a Photometrics CH2 l 0 
slow-scan CCD camera, adapted at ASU for electron 
microscopy (Spence and Zuo, 1988), and a Gatan 679 slow-
scan CCD camera (Mooney et al., 1990). Observations were 
made with a Philips EM400ST electron microscope equipped 
with a field-emission gun and an electrostatic biprism for 
electron holography (Weiss et al., 1991), and a JEM-4000EX 
high-resolution electron microscope. In this section we 
concentrate on the important detection characteristics of the 
Gatan 679 slow-scan CCD camera. We note that the Gatan 
679 has a 12-bit analog-to-digital converter (maximum 4096 
W.J. de Ruijter et al. 
Fig. 1. The effect of gain normalization. (a) raw image of evenly illuminated Y AG scintillator (gain reference image) with (b) 
corresponding digital diffractogram showing spots associated with the structure of the fiber optics, (c) gain normalized image 
with (d) corresponding digital diffractogram. The diffractogram in d is used to determine the MTF of the Y AG scintillator. 
Microscope EM 400ST-FEG. Camera: Gatan 679. 
counts) which is appropriate for imaging applications since 
images are seldom recorded with intensities larger than 4000 
eVpixel. 
Correction for gain and bias pattern 
The gain of the camera was adjusted so that one digital 
count corresponded to one primary 100 keV incident electron. 
This calibration was carried out by imaging a small probe onto 
the camera mounted on the Philips EM400ST-FEG. The total 
number of counts was adjusted to correspond to the probe 
current measured with a Faraday cage. Images recorded with 
this adjusted average gain need further corrections for the 
spatially varying gain and bias (Epperson et al., 1987): a fixed 
bias pattern and channel-to-channel gain variations are 
inherent to every CCD detector. Cameras suitable for electron 
detection also show gain variations due to non-homogeneity 
of scintillator and fiber optics and due to Newton rings caused 
by the different refractive indices of the fibers and the 
coupling oil. 
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where (m,nf denotes position (T is matrix transposition), 
/,_(m,n) is the raw image of the specimen, I,,t<m,n) is a 
gain-reference image obtained by evenly illuminating the Y AG 
detector with electrons, which is accomplished by spreading 
the beam to about 10 cm across, lb;.,(m,n) and lbi.,,,1(m,n) 
are bias images which are measured by reading out the CCD 
which has been totally cleared from charge and thereafter not 
exposed. It is important to record the gain-reference image 
with high electron dose (2500-4000 el/px) to avoid 
unnecessary inclusion of noise in the recorded image. Further 
noise reduction can be accomplished by averaging multiple 
exposures. Fig. 1 illustrates this process of gain normalization 
as carried out for the Philips 400ST-FEG. 
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Modulation transfer function 
The spectral transfer of a recording device or medium is 
characterized by its modulation transfer function (MTF). 
Since the CCD detector array consists of adjacent square 
pixels, the best possible MTF rt. is given by 
r ( _ sin(u.1) sin(v.1) t. u,v)- , 
u.1 v.1 
(2) 
where (u, vf denotes the angular spatial frequency vector and 
.1 is the pixel size. At the Nyquist or foldover frequency, for 
example (lr/2,1,0/, a periodicity in the image will be 
attenuated to at least 63% of the original intensity. Since 
CCDs are not space-invariant due to the fixed position of the 
pixels, the attenuation of the amplitude of a sinusoidal 
intensity pattern is dependent on its phase and consequently 
eq. (2) describes the upper bound for the MTF. Since the 
MTF of slow-scan CCD cameras is not uniquely determined, 
the performance could be defined in terms of an average 
system MTF (Park et al., 1984). In the following we use the 
maximum attainable MTF to characterize the slow-scan CCD 
camera, however, keep in mind that attenuation of particular 
spatial frequencies in the electron image can be considerably 
larger, especially at frequencies approaching the Nyquist limit 
(Park et al., 1984; Feltz, 1990a; Feltz and Karim, 1990b). 
The MTF is further degraded by the point spread function 
of the Y AG scintillator: 
(3) 
The MTF of the Y AG scintillator can be measured by 
recording two images with even illumination, where it is 
assumed that the number of electrons incident on every 
projected pixel of the CCD and onto the Y AG is independent 
and with a Poisson distribution. A Fourier transform of a 
gain-normalized, evenly illuminated image yields a direct 
estimate of the MTF of the Y AG. The overall MTF can then 
be calculated from (3). The result of this measurement, again 
performed on the EM400ST-FEG, is plotted in Fig. 2. 
The MTF of the camera has also been measured with a 
deterministic method utilizing holography fringes generated 
by the electrostatic biprism on the EM400-FEG. Interference 
fringes are projected onto the camera using different electron-
optical magnifications set by the projector lens system only. 
Other experimental parameters, such as the biprism voltage, 
and the condensor and objective lens settings, must remain 
fixed since the interference fringes would otherwise be 
affected and the fringe contrast would change. The results 
plotted in Fig. 2 are in agreement with those obtained with the 
statistical method. We also measured the MTF by the 
statistical method for 400 ke V electron energies using the 
JEM-4000EX, but no difference was noted. This unexpected 
result is presumably due to the very thin Y AG scintillator (20-
25 µm) of the Gatan 679 slow-scan CCD camera. 
Detection quantum efficiency 
The most significant source of noise is electronic read-out 
noise, which can be usefully expressed in terms of primary 
electrons incident on the Y AG scintillator. The standard 
deviation of image noise for even illumination as a function of 
the electron dose is shown in Fig. 3. The read-out noise for 
100 keV electrons is equivalent to I. I primary electron 
whereas the electron-photon conversion of the Y AG 
scintillator for electrons of higher energies is less efficient. 
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Fig. 2. Modulation transfer function measured from gain-
reference images and interference fringes. Solid line gives the 
maximum attainable overall MTF (3) according to statistical 
method. Dots represent five measurements from holography 
fringes. Microscope EM 400ST-FEG. Camera: Gatan 679. 
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Fig. 3. Standard deviation of noise in image as function of 
the electron dose at 100 ke V. For low electron dose image 
noise is mainly read-out noise, but shot noise is dominant for 
high electron dose. The recorded shot noise is about half the 
theoretically expected value due to the point spread function of 
the YAG scintillator. Microscope EM 400ST-FEG. Camera: 
Gatan 679. 
We used the JEM-4000EX to measure the standard deviation 
of the read-out noise at 200 keV, 300 keV and 400 keV: it 
proved to be equivalent to 1.8, 2.2 and 2.4 primary electrons, 
respectively. 
An important property of image detectors is their 
detection quantum efficiency (DQE) which is defined as the 
signal-to-noise ratio (SNR) at the output divided by the signal-
to-noise ratio at the input: DQE = SNR
0
.., I SNR;., where SN R 
is defined as the ratio of the variance of the signal and the 
noise (Herrmann and Krah!, 1982). The signal-to-noise ratio 
at the input squared follows from Poisson statistics; 
SNR,. = N,, where N, is the number of electrons incident on 
one pixel. The signal-to-noise ratio at the output squared is 
W.J. de Ruijter et al. 
SNR,,,., = N; I (N, +a;), where the standard deviation of the 
read-out noise is <1,, expressed in terms of primary electrons. 
The DQE is then: 
(4) 
The DQE for detection of single electrons ranges from 0.45 at 
100 keV to 0.15 at 400 keV. For intensities as low as JO 
electrons per pixel, the DQE is a remarkable 0.89 at 100 keV 
and 0.63 at 400 keV. Eq. (4) does not take into account 
variations in path length of incident electrons through the 
scintillator material (which includes back scattered primary 
electrons). This effect limits the DQE for large electron dose 
to about 0.8 for Y AG scintillators (de Ruijter et al., 1993a). 
Estimation of lattice parameters 
Lattice-fringe images can be considered to consist of a 
finite number of sinusoids, and can thus be characterized in 
terms of frequencies, amplitudes and phases of the sinusoids. 
Measurement of these parameters is basically a statistical 
estimation problem similar to that encountered in radar, sonar 
and telecommunications (Rife and Vincent, 1970; Stoica et 
al., 1989). 
The _ima_ge contrast is defined by C(m,n) = 
[I(m,n)-1)] I I, where /(m,n) is the local image intensity in 
a M x N image with m = 0, ... ,M -1 and n = 0, ... ,N -1 and 
where l is the mean image intensity. A discrete lattice image 
can then be expressed as 
C(r) = I, A. sin(mu, + nv, + <p, ), (5) 
i=l 
where A, and <p, denote the amplitude and the phase, 
respectively, of the ith lattice fringe present in the image. Our 
objective is to determine estimators for the parameters u,, v,, 
A. and <p,. 
The position in real coordinates and the real angular 
frequency on the specimen are given by (mfi,~)r and 
(u, I ti, v, I til, respectively, where .1 is the pixel size scaled 
to the specimen. 
Estimation of frequency 
The estimation of angular spatial frequency is based on 
analysis in reciprocal space, and is implemented in two steps. 
The Fourier transform is implemented with the FFT algorithm 
which has, as a consequence, frequencies at u = 2,rk IM, 
v=21CI./N with the integer coefficients k=-M/2, ... , 
(M / 2)-1 and l=-N /2, ... ,(N /2)-1. A coarse search is 
first carried out to obtain the local maxima (spots) in the 
magnitude of the Fourier transform of the image segment of 
interest. However, prior to the Fourier transform, the image 
section is multiplied by the Hanning window 
WH(m,n) = {1-cos(h:)}{1-cos(21r ;>}-(6) 
A cross section of the window is presented in Fig. 4. This 
multiplication is necessary to prevent measurement bias due to 
leakage of power in reciprocal space. 
The second step is a fine search utilizing bi-linear 
interpolation in reciprocal space. For the lattice fringe 




Fig. 4. Section through maximum of two-dimensional 
Hanning window. 
frequency components is limited to 
where -1/2<k'<l/2 and -J/2<l'<l/2 and where u, and 
v, denote estimators for u, and v,, respectively. An expression 
for the interpolation distances k' and l' can be found from the 
Fourier transform ].(u,v) of the function J;(m,n) defined as 
the product of (5) and (6): 
J;(m,n) = W,1 (m,n) x A. sin(mu, + nv, + <p,), (8) 
and is given by 
- MN sin ,ru' sin ,rv' 1 1 . , , 
f;(u v) "'---------exp[-1(1ru + ,rv )] 
' ' 2 1ru' ,rv' I - u' 2 1 - v'2 
x A, exp(i<p.], (9) 
where u'=M(u-u.)/2,r and v'=N(v-v.)/2,r. A similar 
expression for the one-dimensional case has been derived by 
Rife and Vincent (1970). The fine search for the correct 
frequency then involves only three Fourier coefficients: the 
local maximum and its two largest neighbors in the x and the 
y directions. The interpolation distances k' and l' are given 
by 
2lx(i> 1-lx<•>I k' "' a t+a,t kt 
Ix<•> l+lx<•>I 
2lx(i> I 1x(i>I l' "" /3 t,t+/J - kt (10) 
Ix<•> l+lx(i>I' i+a,t kl t.t+/J kt 
where a=±l and /3=±1 are defined by 
I (,) I- {I (i) 11 (,) I} Xt+a,t - max Xt-1,t, Xt+l,t , 
I (,) I- {I (,) 11 (•) I} xt.t+/J - max Xu-1 , xt,t+I , (11) 
and where X~ = ].(ut, vt) denote the Fourier coefficients near 
the ith spot. The expressions in (10) are each derived from 
two equations obtained from (9) by substitution of k and k+a 
for u' and land l+/3 for v', respectively. 
Quantification of high-resolution lattice images and electron holograms 
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Fig. 5. Quantification of the { 111) lattice fringe (spacing 3.388 A) in a high-resolution image (mean 104.7 eVpx) of indium 
phosphide <110> crystal. (a) magnitude and phase of a 5 x 5 pixel region around spot in magnitude of windowed Fourier 
transform of 256 x 256 pixel image region. The Fourier coefficients selected for calculation of lattice-fringe parameters are 
shaded. Measured values for the lattice-fringe parameters are: k = 18, k' = 0.384, l = 13, l' = 0.400, A= 3.609 el. and 
<p = 0. 9 l 81t. Note that the intensity in the spot is limited to a 3 x 3 pixel region and the phase difference between neighboring 
spots is close to 1t, as theoretically expected. (b) magnitude of Foprier transform as function of spatial frequency in the x 
direction. Measured points are located on the theoretical curve: 1/(u, v)I (10), calculated for v' = 0. Also indicated is the 
interpolation result (11) for two dimensions. Microscope: JEM-4000EX. Camera: Gatan 679. 
Estimation of amplitude and phase 
The amplitude and phase of the sinusoids can likewise 
also be determined by interpolation. The expressions follow 
directly from (9): 
21x<i>i k' t' A= _kl ___ 1r. __ 1r_(1- k' 2 )(1-l' 2 ) (12) 
' MN sin 1rk' sin ,rl' ' 
<p, = arg(xt>) + 1rk' + 1rl'. (13) 
where .{ and <p, denote estimators for A, and<p,, respectively. 
An illustration of the method for an lnP { 111) lattice fringe is 
given in Fig. 5. An alternative method of finding the 
amplitudes and phases is to evaluate directly the discrete 
Fourier transform for the correct frequency estimated by ( I 0). 
However, the accuracy is no better than the interpolation 
method and, moreover, direct evaluation represents a heavier 
computing load. It should also be noted that if the origin of 
the Fourier transform is shifted to the center (by setting the 
phase of every pixel in the image appropriately prior to 
Fourier transform), there are no phase jumps of 1t between 
neighborin~ Fourier coefficients and (13) changes to 
<p, = arg(xt ). 
Performance as function of electron dose and image 
size 
Theoretical precision 
The Cramer and Rao Lower Bound (CRLB) defines a 
lower bound for the variance of any linear estimator and thus 
represents the best achievable precision. The effect of non-
systematic errors is taken into account by describing the 
contrast of a recorded image ~(m, n), where the underline 
denotes a stochastic process, as measurements of C(m,n) 
disturbed by noise according to 
~(m,n) = C(m,n) + §.(m,n), (14) 
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where f(m,n) is Gaussian distributed white noise (a valid 
assumption for most practical imaging conditions, since the 
number of electrons per pixel is in general large enough to 
describe shot noise as Gaussian distributed noise). 
Calculation of thf CRLB is straightforward and the variances 
of the estimates A., <p, and s, of amplitude, phase and spacing 
(scaled to specimen dimensions), respectively, are given by 
(de Ruijter, 1992b): 
A 2.4.2 




var( <p.) = SNR, ' (16) 
C) 6 1 1 s: 
var s, = ,r2 MN SNR, ,12' (17) 
where ,1 is the pixel size of the camera scaled to the specimen 
dimensions and SNRi is the signal-to-noise ratio for a lattice 
fringe i defined by 
SNR = MNA,
2 
= MNn 2.12dT (18) 
I a" '11 , 
where a is the standard deviation of the noise. The second 
term in (18), where 1/, is the fringe contrast, dis the electron 
dose rate (electrons per second per square meter) and Tis the 
measurement time, follows from Poisson statistics since 
A.= 11,N, and a=-[Fi: and the number of electrons per 
(square) pixel can be expressed as N, = L12dT. The CRLB for 
the lattice spacing s; is calculated from the bounds for the 
frequency components u, and v,, assuming that the sampling 
distance .1 and the number of sample points M = N in the x 
and y directions are equal. The calculation of the CRLB has 
already been carried out for the one-dimensional case (Stoica 
et al., 1989): the results presented here are an extension to 
W.J. de Ruijter et al. 
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Fig. 6. Example of practical lattice vector measurement. After selection of area of interest, diffractogram is calculated and 
displayed, spots of interest are selected and the lattice-fringe spacings and angle are typed. (a) image of Ti2Nb100 29 crystal with 
enlarged area 1 displayed in inset 2, (b) digital diffractogram of a 128 x 128 A area at lower right hand comer of image, (c) 
digital diffractogram of 16 x 16 A area indicated by the black box inside area 1 and (d) diffractogram of 8 x 8 A area inside area 
used inc. Magnification setting 250,000, Microscope: JEM-4000EX. Camera: Gatan 679. Note: this figure has been printed 
directly from the computer using a dye-sublimation gray-scale printer. 
two dimensions. 
Optimal design 
The availability of the CRLB proves to be of particular 
importance for predicting the attainable precision of the 
method. Moreover, the variables which are under operator 
control, such as magnification, measurement time and electron 
dose can be optimized. The signal-to-noise ratio for a 
particular spacing can obviously be increased by choosing a 
352 
large electron dose, but this possibility may however be 
limited due to radiation damage of the specimen. Another 
method to increase SNR is to choose a defocus which 
optimizes fringe contrast TJ,. 
The potential precision is very high as illustrated by the 
following example. Consider an image region with 
M = N = 256 pixels, a fringe contrast T/, = 0.1, an electron 
dose of dT = 100 el/ A 2, with a lattice-fringe spacing of 
interest of 3 A and a pixel size corresponding to 0.5 A. In this 
Quantification of high-resolution lattice images and electron holograms 
Fig. 6. Example of practical lattice vector measurement. 
After selection of area of interest, diffractogram is calculated 
and displayed, spots of interest are selected and the lattice-
fringe spacings and angle are typed. (a) image of Ti2 Nb1p 29 
crystal with enlarged area 1 displayed in inset 2, (b) digital 
diffractogram of a 128 x 128 A area at lower right hand comer 
of image, (c) digital diffractogram of 16 x 16 A area indicated 
by the black box inside area 1 and (d) diffractogram of 
8 x 8 A area inside area used in c. Magnification setting 
250,000, Microscope: JEM-4000EX. Camera: Gatan 679. 
Note: this figure has been printed directly from the computer 
using a dye-sublimation gray-scale printer. 
case, the spacing can be measured with a precision of 0.0004 
A. The reason for this high precision is that the signal, which 
is a delta function, and the noise, which is evenly distributed 
over reciprocal space, separate out, leading to a high effective 
signal-to-noise ratio, as expressed in (18). 
In practice, the measurement might be restricted to some 
area D 2 • The number of pixels in this region is MN = D 2 / L12 
and the variance of the estimator for the lattice spacing can be 
rewritten using (17) and (I 8) as 
• 6 1 (S·)• var(s,) = 2 - 2- _;__ • n T/, aT D (19) 
According to (19) the magnification does not influence the 
measurement precision. However, if the MTF of the slow-
scan CCD camera is also taken into account, it would be 
advantageous to select the magnification as high as possible in 




The method has been implemented on several computer 
systems and a user-friendly version runs on a MacIntosh Ilfx 
with Mercury MC3200 array-processor. Practical 
measurements of lattice-fringe spacings for a sample of 
titanium niobate are illustrated in Fig. 6. An image region of 
interest is selected with the mouse, the computer calculates the 
Fourier transform, a spot of interest is selected and the lattice 
spacing is then displayed directly in A, if the pixel size was 
previously calibrated. Lattice-fringe spacing measurement is 
possible on-line during the microscope session, and also off-
line for more in-depth analysis of acquired images. The digital 
diffractograms in Figs.6b-d show that lattice-fringe spacings 
can be measured from an area as small as 8x8 A, although 
the standard deviation of the measurement errors is then on 
the order of 0.05 A. 
Measurement from a <110> silicon crystal, performed on 
the JEM-4000EX electron microscope with the Photometrics 
CH210 slow-scan CCD camera, are presented in Table 1. The 
pixel size was calibrated with the { 111} spacing, and the 
microscope magnification setting was 600,000. Lattice-fringe 
spacings can be measured to within a few thousandths of an 
Angstrom. However, when image regions are selected which 
are clearly non-uniform to the eye, as caused by crystal 
bending, defects or thickness variations, deviations of up to 
1-3 % can be expected. 
The spacing of lattice fringes in high-resolution images of 
homogeneous crystals of uniform thickness should be 
independent of beam misalignment, defocus or astigmatism. 
The independence of defocus has been experimentally 
confirmed by measurements of InP lattice fringes. These 
observations were performed on the JEM-4000EX using the 
Gatan 679 slow-scan CCD camera; the magnification setting 
was 500,000, the pixel size was 0.301A, and the mean image 
intensity was 233 el/px. The results are summarized in 
Table 2. 
In order to investigate the practical performance limits of 
the method, we calculated standard deviations of the measured 
lattice-fringe spacings from 20 repeated measurements on the 
same area of Si <110> crystal. Fig. 7a compares 
measurements of the (111) lattice-fringe spacings as a 
function of the image size. The theoretical precision (17) was 
calculated using measured parameters as follows. The mean 
intensity of the images was 132 el/px and the amplitude of the 
{ 111} lattice-fringe spacing (3. I 38 A) was A= 7.37 el, 
therefore the lattice-fringe contrast was r,=0.056. The pixel 
size as calibrated on the { 111} lattice fringe spacing was 
L1 = 0.584 A. Measurements at different electron dose are 
presented in Fig. 7b. At low electron dose, it is clear that not 
only the shot-noise but also the read-out noise of the slow-
scan CCD should be taken into account. 
Applications 
As an example of an application of on-line lattice fringe 
measurement, we summarize a study on segregation of Cu/Ni 
catalyst particles. The { 111} lattice fringes, which are 
2.034 A for Ni and 2.088 A for Cu, are most commonly seen 
and they could be used to determine chemical composition. As 
a first step, in order to determine if it was possible to 
differentiate between Cu and Ni particles, separate Cu and Ni 
particles were dispersed on carbon film. The particles were 
imaged with the JEM-4000EX electron microscope and found 
to be 10-50 A in diameter. The pixel size was again calibrated 
using a Si <110> crystal. It is emphasized that the objective 
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Table 1. Measured lattice-fringe spacings in image of silicon 
<110> crystal. The lattice-fringe spacings are calibrated with 
the (111) spot and errors indicate relative precision. Errors are 
based on a comparison with measured values obtained with 












































Table 2. Measured lattice-fringe spacings of InP < 110> 
crystal for various underfocus values. Microscope: JEM-




























lens current must be kept relatively constant to use this 
calibration on another specimen. Initial focusing must be 
carried out using the Z-control on the specimen holder and the 
objective lens must only be used for fine focusing. About 70 
lattice fringe measurements on ( 111) fringes were collected: 
the histogram in Fig. 8a summarizes the results. In order to 
obtain 70 measurements from the ( 111 ) spacing, it was 
necessary to measure about 100 particles. Only those particles 
which visually showed fringes (often one-dimensional) were 
selected for measurement. We were able to measure about 3 
particles per minute so that the whole experiment summarized 
in Fig. 8a was conducted within a hour, also providing an 
answer to our initial question. It is apparent that it is, indeed, 
possible to differentiate between the small Cu and Ni 
particles. The histogram in Fig. 8b summarizes similar 
measurements carried out on a Cu/Ni bi-metallic catalyst, with 
particle sizes ranging from 30-100 A. In some cases, we 
measured small areas of different regions of the same particle. 
In summary, the measurements indicate that the catalyst 
particles where not segregated since we have measured a 
{ 111) lattice-fringe spacing value in between those of Cu and 
Ni. 
Electron Holography Measurements of Mean Inner 
Potential 
Electron holography represents a possible means for 
resolution enhancement (Lichte, 1986) and a technique for 
imaging magnetic domains (Tonomura, 1987). It has also 
been used to measure absolute mean inner potential 
(Mollenstedt and Keller, 1957). Our initial studies of electron 
holograms recorded with a slow-scan CCD camera indicate 
that the measurement precision can be substantially enhanced 
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Fig. 7. Measured precision of { 111) lattice-fringe spacing 
as function of (a) image size (number indicated on axis is the 
side of a square image) and (b) electron dose. Pixel size: 
0.584 A. Sample Si < 110> crystal. More details in text. 
Precision is compared with best attainable theoretical 
precision. Microscope: JEM-4000EX. Camera: Gatan 679. 
Ruijter, 1993b) thereby facilitating the measurement of mean 
inner potential and the examination of interfaces (Weiss et al., 
1993; Gajdardziska-Josifovska et al., 1993). In this section, 
we discuss the various factors which influence the precision 
of phase determination from electron holograms, and briefly 
summarize our determination of mean inner potential in 
crystals of GaAs. 
Phase determination 
Image recording in electron microscopy by conventional 
methods precludes the retrieval of both amplitude and phase 
information, whereas electron holography enables the phase 
to be extracted separately. By using an electrostatic biprism 
located close to the first intermediate image plane, it is 
possible to establish holographic fringes as a result of 
interference between the object wave and a reference wave. 
The local amplitude of these fringes represents the amplitude 
of the transmitted wave and the local fringe shifts are a result 
of the phase shift of the electron wave caused by the 
specimen. Fourier transformation of the hologram intensity 
Quantification of high-resolution lattice images and electron holograms 
leads to additional sidebands located at the frequency 
corresponding to the spacing of the holography carrier 
fringes. Retrieval of the phase follows from an inverse 
Fourier transform applied to one of the sidebands or, 
alternatively, by direct measurement of the phase of the 
fringes using the interpolation technique described earlier in 
reference to lattice-fringe measurements. Both methods 
should give equivalent results. 
The precision of the phase determination is critically 
influenced by the fact that experimental holograms are 
typically recorded with electron doses of about 100 el/px due 
to the requirement of high spatial coherence of the 
illumination. Statistical analysis must therefore again be used 
to establish the precision in practice, and averaging should be 
used wherever possible as a means of improving the signal-
to-noise ratio. The variance of the noise for the phase 
measured in an area A is described by (16) and (18) such that 
14 
var(q,)= MN rfthrr' (20) 
where T/ is now the ,contrast of the holographic interference 
fringes. It is possible to improve the precision of phase 
measurements in one direction by averaging in the 
perpendicular direction, thereby increasing either M or N. 
This technique is feasible for specimens which produce phase 
variations in one direction, so that a spatial resolution on the 
order of D is possible in that direction while the phase 
precision is dependent only on the number of pixels averaged 
in the other direction. The effect of averaging is shown in 
Fig. 9a where the standard deviation of the noise for the 
measured phase in vacuum decreases significantly as the 
number of averaged pixels is increased. Ultimately, a trade-
off between spatial resolution and precision will determine the 
detection limits and the phase measurement precision. 
An additional uncertainty in the phase is produced by 
geometric distortion of the projector lenses, which causes 
slight local shifts in the interference fringes which can be 
misinterpreted as resulting from phase changes in that area of 
the image. The effect of these distortions is easily seen in 
Fig. 9b which shows the reconstructed phase of an electron 
wave which has passed only through vacuum. These phase 
variations, in addition to those caused by shear of the fiber 
optic bundles coupling the YAG scintillator to the CCD array, 
should be subtracted from all reconstructed phase images. 
Determination of mean inner potential 
For non-magnetic materials, and in crystal orientations 
with weak dynamical scattering effects, the phase change L1<p 
of the electron wave that has traveled through a thickness L1t 
of the crystal is dependent on the mean inner potential of the 
specimen (Reimer, 1984): 
L1q, = C U, L1t. (21) 
The constant C depends only on the acceleration voltage of the 
microscope which for our experiment at (99.96±0.02) kV 
has a value of (9.2453±0.0007)xl0 6 m- 1V- 1 • This equation 
has been used previously to measure mean inner potential of 
thin amorphous films (Reimer, 1984). 
In our experiments, we have used 90° crystal wedges 
which have a geometry that is particularly suitable because of 
the linear thickness variation across the field of view. Fig. 10a 
shows the distortion-corrected reconstructed phase image 
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Fig. 8. Histograms of - 70 lattice spacing measurements 
from small particles (a) Cu and Ni particles on amorphous 
carbon film and (b) Cu/Ni bi-metallic catalyst particles on 
amorphous carbon film. Microscope: JEM-4000EX. 
<001> zone axis in order to m1mm1ze the influence of 
dynamical diffraction on the phase determination. A line 
profile of the phase normal to the crystal edge is shown in 
Fig. 10b averaged over 70 pixels in the direction normal to the 
profile. The slope of the phase has been determined with a 
precision of I % and the magnification has been calibrated to 
within 0.3 %. The value of the mean inner potential obtained 
from this experiment was U, =(-14.21±0.16) V. This result 
is similar to a previously reported value of U, for GaAs 
obtained using reflection high-energy electron diffraction 
(Yamamoto and Spence, 1983), but with a statistical precision 
improved by a factor 2-4 over those measurements. 
This level of precision is only possible if the line profiles 
are extracted from a distortion-corrected image. The effect of 
geometric distortion is seen in Fig. I 0c where the variations in 
phase due to geometric distortion are about 1 rad in 
comparison with the phase changes shown in Fig. !Ob of 
about 6 rad within the crystal wedge. The correction using the 
reconstructed phase shown in Fig. 9b produces a phase in the 
vacuum of Fig. 10a which is flat to within ±0.05 rad, as 
shown in Fig. 10c. Since the magnitude of the geometric 
W.J. de Ruijter et al. 
2.0 
1.5 30 pixels 
~ 1.0 20 pixels 
Cl) 
~ 
.c 0.5 c.. 1 0 pixels 
0.0 pixel 
-0.5 
0 5 10 15 20 25 30 35 
Position (nm) 
Fig. 9. (a) Line profiles of geometric-distortion-corrected 
phase in vacuum showing effect of averaging on noise, (b) 
reconstructed phase image of vacuum, without geometric 
distortion correction. Microscope EM 400ST-FEG. Camera: 
Gatan 679. 
distortion at the detector is less than 25 µm, photographic 
plates are difficult to use as a recording medium due to the 
inherent distortion. 
Discussion and Conclusions 
The results reported here demonstrate that the slow-scan 
CCD camera represents an excellent recording medium for 
quantitative high-resolution electron microscopy and electron 
holography. The availability of accurate and reproducible 
factors characterizing the camera performance allows for 
precise determinations of lattice-fringe spacings and mean 
inner potential. In both types of application, utilization of the 
CCD camera, when combined with computer analysis of the 
digital images and the use of sophisticated measuring 
algorithms, has surpassed the accuracy of existing methods of 
measurements. 
The factors limiting the precision of measurements from 
high-resolution images vary with the conditions under which 
the images are acquired. Under typical high-resolution 
imaging conditions ( electron dose about 1000 el/ A 2 ) the 
a 
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Fig. 10. (a) reconstructed phase image with geometric 
distortion correction of 90° GaAS wedge; (b) phase profile 
averaged over 70-pixel wide region extracted from (a) in 
direction perpendicular to crystal edge, with line used for 
mean inner potential calculation fitted to crystal phase slope; 
(c) phase profiles of reconstructed phase in vacuum of (a), 
showing geometric distortion correction. Microscope EM 
400ST-FEG. Camera: Gatan 679. 
Quantification of high-resolution lattice images and electron holograms 
measurement precision is not limited by shot-noise, the DQE 
or MTF of the CCD camera nor the measurement algorithm, 
but rather by imperfections of the crystalline sample and the 
transfer characteristics of the microscope. Theoretical analysis 
establishes that lattice-fringe spacings can be measured with a 
precision typically better than 0.0005 A. In practice, the 
typical accuracy of lattice-fringe spacing measurements from 
uniform areas is found to be about 0.005 A, while for crystals 
with small thickness variations, slight bending or defects, 
deviations from the correct values could be as high as 0.05 A. 
0.0 I el. and 2°, respectively. Lattice fringe spacings are 
independent of the microscope settings. However, for crystals 
with small thickness variations, slight bending or defects, 
deviations from true lattice fringe spacings can be as high as 
o.o5 A. 
A precision of 1-3 % in the measurement of lattice-fringe 
spacings is still obtainable from low-dose images and small 
crystalline regions but, in these cases, the uncertainty in the 
measurement is a product of shot-noise and read-out noise of 
the CCD camera. Lattice-fringe spacings from areas larger 
than lOOxlOO A can be measured with an electron dose 
smaller than 1 el/ A 2 • At an electron dose of 1000 el/ A 2 , the 
measurement area can be as small as 8 x 8 A. 
Digital electron holograms acquired with the slow-scan 
CCD camera have allowed phase measurements which are far 
more precise than those obtainable from holograms recorded 
with conventional photographic media. The high DQE 
produces reconstructed images with a high signal-to-noise 
ratio. When combined with high linearity, accurate 
quantification of the phase and the amplitude is possible, even 
for holograms obtained from small regions or with very low 
doses. In addition, the low geometric distortion and the high 
positional stability of the detector allows for reliable correction 
of the geometric distortion of the projector lens system. These 
properties have enabled measurements of mean inner potential 
from 90° crystal wedges with a combined error of 1.2 %, 
which is considerably more precise than previously reported 
errors for electron diffraction or electron holography 
techniques. 
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Discussion with Reviewers 
D. van Dyck: How is the acceleration voltage measured? 
Using CBED measurements? 
Authors: The answer is yes. The energy of the electrons has 
been determined from detailed analysis of high order Laue 
zone lines in convergent beam diffraction patterns. 
K. lshizuka: This paper states that the Fourier transform of 
the division of two gain reference images yields the MTF of 
the YAG, and that the overall MTF can be calculated from (3). 
Is this assumption correct ? 
Authors: Ideally, the pixel intensities reflect the sum of all 
electtons incident on the projected CCD detector pixel onto the 
scintillator, and then should be mutually independent. In this 
case, the detected image intensities can be described as white 
noise, implying that the measured magnitude of its Fourier 
transform should be flat. In practice, the Fourier transform of 
the division of two evenly illuminated, bias subtracted images 
is not flat, which is mainly due to the point spread function of 
the scintillator. The Fourier transform therefore reflects the 
modulation transfer function of the scintillator. The overall 
best attainable MTF is a combination of attenuation of signal 
due to finite pixel size and point spread function of the 
scintillator. In this context it is appropriate to make some 
comments based on recent work. It has been shown by de 
Ruijter et al. (1993a) that at high spatial frequencies noise 
associated with the fundamental spread of the amount of CCD 
well-electrons generated per primary electron incident onto the 
scintillator can contribute significantly to the image (i.e. it can 
not be ignored with respect to the primary electron shot-
noise). This has as a consequence that the MTF measured 
with this statistical method slightly (in general on the order of 
10-30 %) overestimates the MTF of the YAG and it explains 
the characteristic flat tail of the measured curve in Fig. 2. It is 
also clear at this point that the spike near the origin in Fig. 2 is 
~ue to a _Ion~ range tail in the point spread function caused by 
light which 1s channeled sideways by the scintillator (Mooney 
et al., 1993). 
K. Ishizuka: This paper states that "the magnification does 
not influence the measurement precision". However, the 
measurement area D2 should be measured on the specimen, 
not on the observation plane. Therefore, according to (19), 
the magnification does influence the precision. Then, the 
magnification should be chosen as low at possible. Is this 
correct? 
Authors: The spacing s, and the measurement area D2 
which appear in (19) are both scaled to specimen dimensions. 
If the magnification would influence the measurement 
precision, it would appear in (19) in the form of the scaled 
pixel size .1. Therefore, the theoretical variance of s is not 
influenced by the magnification. However, it is advantageous 
to chose the magnification as large as possible to maximize the 
lattice-fringe spacing on the camera and thus minimize the 
attenuation effect of the modulation transfer function which 
optimizes fringe contrast T/,. 
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H. Lichte: What is the role of distortion of the electron 
microscope in face of the extremely good precision of the 
lattice parameter estimation from a micrograph? 
Authors: The practical results presented in this paper are all 
from areas smaller than 256x256 pixels, which is equivalent 
to about a 5x5 mm area on the slow-scan CCD camera. It has 
been established elsewhere (de Ruijter, 1992b) that projector 
lens distortion in this case is smaller than a couple of µm, 
whereas the lattice-fringe spacings on the camera are typically 
in the order of 100 µm or more. It should also be pointed out 
that in spite of the high statistical precision (0.0005A) of 
lattice-fringe spacings, systematical measurement errors of 
crystal spacings are typically larger (up to 0.05A) due to 
effects as crystal bending and thickness variations. For small 
measurement areas errors due to the latter effects are in 
general larger than those caused by projector lens distortions. 
M.A. O'Keefe: Although image fringe spacings can be 
measured with the precision stated by the authors, it is not 
clear that the specimen lattice spacings are then determined to 
the same precision. Simulations of tilt series of small particles 
(J.-O. Malm, to be published) show that strong fringes 
survive as the particles are tilted up to 10° to 15°. If the 
particles measured by the authors are not epitaxially bound to 
a substrate but have random orientation, they will continue to 
show fringes even when mis-oriented over such tilt ranges; 
tilts of this magnitude would then give a range of fringes 
spacings of up to 2 %. Can the authors comment on this effect 
in their experiment to distinguish between spacings of 
2.034 A and 2.088 A. 
Authors: Specimen and microscope transfer characteristics 
can influence detected lattice-fringe spacings considerably as 
has been described quite extensively in the past. Therefore, 
caution should be taken when the measurement results are 
related to specimen characteristics. Random varying 
orientation of the measured particles will increase the variance 
of the crystal spacing estimate of individual particles. 
However, the variance will decrease when multiple particles 
are measured. In the experiment described in this paper about 
70 particles where found to be sufficient to separate between 
the Cu ( 111} and Ni ( 111} spacing as indicated by the bi-
modal distribution in Fig. 8a. This means that it is in this case 
not possible to cl_assify individual particles, but only to 
quantify statistical properties of the ensemble. However, the 
statistical properties of the ensemble provided enough 
information to make statements on segregation of the bi-
metallic catalyst particles. 
M.A. O'Keefe: The accuracy of the authors' determination 
of mean inner potential depends upon the elimination of 
dynamical contributions to the 000-beam phase. It is 
extremely difficult to avoid all dynamical scattering effects -
especially at crystal thicknesses of 500 A. The authors 
measured the mean inner potential of GaAs to a claimed 
precision of ±0.16 V from a plot of 000-beam phase with 
crystal thickness to 500 A (Fig. !Ob). To reduce dynamical 
scattering effects, the GaAs crystal was tilted by 120 mrad 
from <001> orientation. However, my simulations for a 
GaAs crystal tilted by 120 mrad into various orientations 
showed a dynamical contribution to the 000-beam phase from 
0.005 to 0.009 rad/nm, corresponding to an additional 0.56 V 
to 1.0 V contribution to the measured value of the mean inner 
potential. Larger tilts up to 250 mrad produced dynamical 
scattering contributions up to 2.03 V. Although obviously I 
could not compute the effect at all tilts, I could not obtain any 
Quantification of high-resolution lattice images and electron holograms 
dynamical contribution of less than 0.56 Vat 120 mrad tilt, 
and 0.17 V at 250 mrad. In this light, the result 
U,=(-14.21±0.16)V seems optimistic. Can the authors 
suggest a means to minimize the effects of dynamical 
scattering contributions in experiments of this type? 
Authors: Indeed the dynamical diffraction effects can only 
be minimized, rather then eliminated in experiments with 
crystalline samples. Experimentally the diffraction 
contributions to the phase of the transmitted beam was far 
from Kikuchi bands and there were no strong diffracted 
beams. Mean inner potential values obtained from holograms 
recorded at several such orientations around the <100> zone 
of GaAs were within the stated error. These results suggest 
that residual dynamical diffraction contributions represent a 
systematic error in the calculated mean inner potential. 
Therefore, the precision reported here reflects the high 
statistical precision offered by slow-scan CCD recording and 
numerical processing of holograms. The absolute attainable 
accuracy for mean inner potential would depend on the ability 
to accurately calculate dynamical diffraction effects. In recent 
work we have shown that residual phase changes due to 
diffraction can be calculated with high accuracy and can be 
removed from the experimental phase profiles to obtain the 
value of the mean inner potential (Gajdardziska-Josifovska et 
al., 1993). 
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