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Abstract
This paper explores properties of the Bergman operator on unbounded open subsets of the plane.
In addition to the characterization of the bounded commutant of such operators it proves the Berger–
Shaw theorem and gives some general criteria under which the operator and its self-commutator are
densely defined.
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1. Introduction
The theory of subnormal operators is well developed [2]. In the recent past, several
have devoted energy to an exploration of unbounded subnormal operators [6,8,11–13]. The
papers [10,14,15] give a systematic exploration of some fundamental questions in the topic.
There is also the beginning of an exploration of unbounded hyponormal operators [4].
This is not an exercise only for the sake of generalization, as there are many interesting
examples of such operators. In particular, [10] shows that the creation operator is an
example of an unbounded subnormal operator. Just as in the bounded case, moreover,
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function theory, and the tools needed to attack these questions are deep. In some cases, the
needed tools are yet to be developed.
The focus of this paper is a particular collection of examples of unbounded subnormal
operators, the unbounded Bergman operators. If G is an open subset of the complex
plane C, let L2a(G) denote the Hilbert space of all analytic functions on G that are square
integrable with respect to area measure on G. The Bergman operator on G is defined
by SGf = zf , for all f in domSG ≡ {f ∈ L2a(G): zf ∈ L2a(G)}. If the open set G is
understood, then SG is denoted by S. Bergman operators bounded or not, form a collection
of subnormal operators that is very complex and understanding it will shed light on the
general class. The unbounded Bergman operators, moreover, yield many as yet unsolved
problems.
Recall that an operator N on a Hilbert space K is normal if it is densely defined, closed,
and satisfies domN = domN∗ and ‖Nh‖ = ‖N∗h‖ for all h in domN .
Definition 1.1. An operator S on a Hilbert space H is subnormal if it is closed, densely
defined, and there is a normal operator N on a Hilbert space K containingH such that
domS =H ∩ domN (1.1)
and Sh=Nh for all h in domS.
It is possible to have a series of variations on this definition, such as not requiring S
to be closed and replacing (1.1) with domS ⊆ domN ∩H. Whether these are equivalent
to Definition 1.1 is a topic for study. These matters are explored in [10,13–15]. For many
examples, the stronger (1.1) is satisfied.
The first question for Bergman operators is whether SG is densely defined. When it is,
it satisfies Definition 1.1 and is subnormal. This question is fully discussed by Kouchekian
in [7], where a very general sufficient condition is given for the density of domSG and
examples are presented where the domain is not dense. The conditions involve capacity
and exhibit the hoped for connection between unbounded Bergman operators and analysis.
In this paper unbounded Bergman operators will be examined under the hypothesis that
it is densely defined. Several conditions for SG to be densely defined are presented in
Section 4. In Section 2 some elementary facts about unbounded Bergman operators are
presented, including its spectral properties and a characterization of it bounded commutant
(the bounded operators commuting with it).
One of the important results for bounded subnormal operators is the Berger–Shaw the-
orem [2, p. 152]. Given that there are unbounded sets in the plane that have finite area, it
makes sense to see if finitely multicyclic unbounded subnormal operators whose spectrum
have finite area have a trace class self-commutator. This unleashes a host of difficulties.
If the unbounded subnormal operator is densely defined, is its self-commutator densely
defined? The answer to this question is far from certain even in the case of Bergman
operators. Even though a bounded Bergman operator need not be finitely multicyclic, it
is known that it has a trace class self-commutator [2, p. 156]. In this paper a version
of the Berger–Shaw theorem for unbounded Bergman operators is obtained. This result
states that if both the unbounded Bergman operator S = SG and its self-commutator are
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π−1 Area(G).
Begin with a lemma which applies to all unbounded subnormal operators. Throughout
this paper G will denote an open subset of C. Some basics about unbounded operators
from [1] will be assumed.
Lemma 1.2. If S is a subnormal operator acting on a Hilbert space H with the normal
extension N defined on a Hilbert space K, and if PH denotes the orthogonal projection of
K ontoH, then
(a) domS ⊆ domS∗;
(b) S∗h= PHN∗h for all h in domS.
Proof. To prove (a), note that if h and f are in domS ⊆ domN = domN∗, then
〈Sf,h〉H = 〈Nf,h〉K = 〈f,N∗h〉K . It follows that h is in domS∗.
Next let h belong to domS. Using part (a), we have that 〈Sf,h〉H = 〈f,S∗h〉H. On the
other hand for f in domS,
〈Sf,h〉H = 〈Nf,h〉K = 〈f,N∗h〉K = 〈f,PHN∗h〉H.
From the density of domS in H, we see that PHN∗h= S∗h. This proves (b). ✷
For an open set G in the plane, Hol(G) denotes the algebra of all analytic functions
on G.
2. The bounded commutant of the Bergman operator
This section characterizes the bounded commutant of an unbounded Bergman operator.
This generalizes the corresponding result in the case of the bounded Bergman operator.
Recall that if A is an operator on H, then a bounded operator B is said to commute
with A if BA ⊆ AB; that is, domA ⊆ domAB and BAx = ABx for all x ∈H. This is
equivalent to the condition that
B domA⊆ domA and BAx =ABx for all x in domA.
The next lemma is basic but will be stated here without proof since it will be used in the
proof of the main result of this section.
Lemma 2.1. Let A :H→H be a densely defined operator and suppose that B ∈ B(H). If
BA⊆AB , then B∗A∗ ⊆A∗B∗.
Definition 2.2. If A :H→ H is an operator, the bounded commutant of A, denoted by
{A}′bd , is the set of all bounded operators B such that B commutes with A; that is,
{A}′bd =
{
B ∈ B(H): BA⊆AB}.
Now we can state the main result of this section.
J.B. Conway et al. / J. Math. Anal. Appl. 279 (2003) 418–429 421Theorem 2.3. If G is an open set in C such that the corresponding Bergman operator S is
densely defined, then
{A}′bd =
{
Mφ : φ ∈H∞(G)
}
.
Proof. The proof mirrors that in the bounded case from [9]. (Also see [2, p. 73].) If
φ ∈ H∞(G), then clearly Mφ domS ⊆ domS, and MφSf = SMφf for all f in domS.
So Mφ ∈ {S}′bd .
For the converse, recall that if λ ∈G, then kλ is the unique element in L2a(G) such that
f (λ)= 〈f, kλ〉 for all f in L2a(G). We begin by showing that kλ ∈ domS∗ and, as in the
bounded case, ker(S∗ − λ)=Ckλ. In fact, if f ∈ domS, then∣∣〈Sf, kλ〉∣∣= ∣∣(Sf )(λ)∣∣= ∣∣λf (λ)∣∣ |λ| ‖kλ‖‖f ‖.
Thus f → 〈Sf, kλ〉 is a bounded functional on domS, and consequently kλ ∈ domS∗.
Next, if f ∈ domS, then
〈f,S∗kλ〉 = 〈Sf, kλ〉 = λ〈f, kλ〉 = 〈f, λ¯kλ〉.
Now since domS is dense in L2a(G), it follows that S∗kλ = λ¯kλ; that is kλ ∈ ker(S∗ − λ¯).
The reverse inclusion is established by showing that
L2a(G)= ran(S − λ)⊕Ckλ. (2.1)
In fact, if we define h(z)= ‖kλ‖−2kλ(z), then h ∈L2a(G) and
h(λ)= ‖kλ‖−2kλ(λ)= ‖kλ‖−2〈kλ, kλ〉 = 1.
If f ∈ L2a(G), then f can be written as f (z) = f (λ)h(z) + (f − f (λ)h)(z). Noting
that (f − f (λ)h)(z) vanishes at λ, it follows by standard arguments that f − f (λ)h ∈
ran(S − λ). Since f (λ)h ∈Ckλ, (2.1) is established.
Since ker(S − λ)∗ = [ran(S − λ)]⊥, we also have that
ker(S∗ − λ¯)=Ckλ. (2.2)
If B ∈ {S}′bd , B∗S∗ ⊆ S∗B∗. By (2.2) it follows that λ¯B∗kλ = B∗S∗kλ = S∗B∗kλ. Thus,
B∗kλ ∈ ker(S∗ − λ¯), and so there is a scalar φ(λ) such that B∗kλ = φ(λ)kλ. This defines a
function φ :G→C. Since φ(λ) ∈ σp(B∗), |φ(λ)| ‖B‖ for all λ in G; so φ is a bounded
function. An easy computation also shows that
(Bf )(λ)= φ(λ)f (λ) (2.3)
for all f in L2a(G) and λ in G.
To show that φ is analytic, fix λ in G. Let f be a function in L2a(G) such that f (λ) = 0.
(For example, take f = kλ.) There is a neighborhood U of λ in G where f (z) = 0
for all z in U . If h = (1/f )|U , then h is analytic on U . Moreover, (2.3) implies that
φ(z) = h(z)(Bf )(z). Thus φ is analytic in a neighborhood of λ, an arbitrary point of G.
Thus φ ∈H∞(G). By (2.3), B =Mφ . Therefore
{S}′bd ⊆
{
Mφ : φ ∈H∞(G)
}
,
completing the proof. ✷
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man operator. There are no surprises here. Both the result and the proof are like the bounded
case. In fact, the proof of the last statement in the following proposition is embedded in the
proof of Theorem 2.3.
Proposition 2.4. If G is an open set in C such that S is densely defined and L2a(G) is non-
trivial, then σ(SG)= cl(G) and σp(SG)= ∅. Moreover, for each λ in G, ker(SG − λ)∗ is
one dimensional and consists of all multiples of the reproducing kernel for L2a(G) at λ.
3. The Berger–Shaw theorem
If ψ is a measurable function in C, denote by Nψ,G the operator defined as multipli-
cation by ψ on L2(G) with domNψ,G ≡ {f ∈ L2(G): ψf ∈ L2(G)}. In addition, if ψ is
analytic on G, let Mψ,G denote the operator defined as multiplication by ψ on the Bergman
space L2a(G) with domMψ,G ≡ {f ∈L2a(G): ψf ∈ L2a(G)}. Clearly if domMψ,G is dense
inL2a(G), thenMψ,G is an (unbounded) subnormal operator with a normal extensionNψ,G.
Whenever G is understood, Mψ,G and Nψ,G are denoted by Mψ and Nψ . The purpose of
this section is to generalize the Berger–Shaw theorem to the operatorMψ,G for appropriate
analytic functions ψ .
The next lemma has a straightforward proof and is recorded here for convenience,
without proof.
Lemma 3.1. If D is a dense linear manifold of a separable Hilbert space H, then there
exists an orthonormal basis for H contained in D.
The proof of the next lemma is based on the original Berger–Shaw theorem for Bergman
operators though this proof was never published. (See [2].)
Lemma 3.2. If G is an open subset of C, φ is analytic on G, and Mφ is densely defined,
then for any orthonormal basis {en} for L2a(G) contained in domMφ
∞∑
n=1
(‖Mφen‖2 − ∥∥M∗φen∥∥2) 1π
∫
G
∣∣φ′(z)∣∣2 dA(z).
Proof. Let {Un} be a sequence of bounded open subsets of G such that G = ⋃Un,
clUn ⊆ clUn+1, Un has only a finite number of components, and ∂Un consists of a finite
number of pairwise disjoint smooth Jordan curves. Let Hn = {f ∈ L2(G): f ∈ Hol(Un)}.
Clearly
L2a(G)⊆ · · · ⊆Hn+1 ⊆Hn ⊆ · · · ⊆H1 ⊆ L2(G) (3.1)
and
Hn =NχU Hn⊕NχG/U L2(G).n n
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invariant for NχUn implies that
PnNχUn =NχUnPn. (3.2)
Using (3.2), it is easy to check that for each n  1, NφPnNχUn is a bounded operator on
L2(G). Again from (3.2) it follows that the range of PnNχUn equals to L2a(Un)⊕(0). Hence
NφPnNχUn is unitarily equivalent to Mφ,Un ⊕ 0. By the Berger–Shaw theorem we get
tr
[
(NφPnNχUn )
∗,NφPnNχUn
]= tr[M∗φ,Un,Mφ,Un]= 1π
∫
Un
∣∣φ′(z)∣∣2 dA(z). (3.3)
Next, from the definition of Hn, together with (3.2), we find that
L2a(G)=
⋂
n
Hn. (3.4)
Thus
L2a(G)
⊥ = cl
⋃
n
H⊥n . (3.5)
In view of Lemma 3.1, we can fix an orthonormal basis, say {dn}, for L2a(G)⊥ contained
in
⋃
nH⊥n . Since {en} ∪ {dn} forms an orthonormal basis for L2(G), the trace of[(NφPnNχUn )∗,NφPnNχUn ] is obtained by
tr
[
(NφPnNχUn )
∗,NφPnNχUn
]
=
( ∞∑
k=1
∥∥(NφPnNχUn )ek∥∥2 −
∞∑
k=1
∥∥(NφPnNχUn )∗ek∥∥2
)
+
( ∞∑
k=1
∥∥(NφPnNχUn )dk∥∥2 −
∞∑
k=1
∥∥(NφPnNχUn )∗dk∥∥2
)
. (3.6)
Claim. For each k  1,
lim
n→∞
∥∥(NφPnNχUn )ek∥∥2 − ∥∥(NφPnNχUn )∗ek∥∥2 = ‖Mφek‖2 − ∥∥M∗φek∥∥2
and
lim
n→∞
∥∥(NφPnNχUn )dk∥∥2 − ∥∥(NφPnNχUn )∗dk∥∥2 = 0.
Suppose for the moment that the claim holds. By Fatou’s lemma, combined with (3.3)
and (3.6), it then follows that
∞∑
n=1
‖Mφen‖2 −
∥∥M∗φen∥∥2  lim infn→∞ tr[(NφPnNχUn )∗,NφPnNχUn ]
= lim inf
n→∞
1
π
∫
Un
∣∣φ′(z)∣∣2 dA(z)= 1
π
∫
G
∣∣φ′(z)∣∣2 dA(z).
This proves the lemma, once the claim is established.
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=
∫
Un
∣∣φ(z)ek(z)∣∣2 dA(z).
Thus from the monotone convergence theorem one easily sees that∥∥(NφPnNχUn )ek∥∥2 →‖Mφek‖2.
For each k  1, dk must belong to some H⊥nk and, by (3.1), therefore dk ∈H⊥n for all
n nk . Thus by (3.2), ‖(NφPnNχUn )dk‖2 = 0 for all n  nk ; that is, ‖(NφPnNχUn )dk‖2→ 0 as n→∞. Next, since domMφ ⊆ domNφ = domN∗φ and {ek} ⊆ domMφ , it follows
that
(NφPnNχUn )
∗ek = PnNχUnN∗φek. (3.7)
On the other hand, by (3.4), Pn → P (SOT), where P is the orthogonal projection of
L2(G) onto L2a(G), and NχUn → I (SOT). Therefore
lim
n→∞
∥∥(NφPnNχUn )∗ek∥∥2 = ∥∥PN∗φek∥∥2. (3.8)
Now Lemma 1.2 and (3.7) imply that
lim
n→∞
∥∥(NφPnNχUn )∗ek∥∥2 = ∥∥M∗φek∥∥2.
Finally, noting that
H⊥n =
{
g ∈L2(G): χUng ∈L2a(Un)⊥ and g ≡ 0 a.e. on G \Un
}
,
we find that
⋃H⊥n ⊆ domNφ = domN∗φ . So by an argument similar to that used to obtain
(3.7) and (3.8),
lim
n→∞
∥∥(NφPnNχUn )∗dk∥∥2 = ∥∥PN∗φdk∥∥2.
But for h in domNφ ,〈
h,N∗φdk
〉= 〈Mφh,dk〉 = 0,
since Mφh ∈ L2a(G) and dk ∈ L2a(G)⊥. From the density of domMφ in L2a(G) it follows
that N∗φdk ∈ L2a(G)⊥. Thus ‖PN∗φdk‖ = 0. This completes the proof of the claim. ✷
Be aware of the von Neumann–Friedrichs result that a positive symmetric operator on
a Hilbert space has a positive Hermitian extension; see [3, p. 1240].
Proposition 3.3. If A is a positive symmetric operator on a Hilbert space H and there
exists an orthonormal basis {en} for H contained in domA such that ∑n〈Aen, en〉 <∞,
then the self-adjoint extension of A is a trace class operator on H.
J.B. Conway et al. / J. Math. Anal. Appl. 279 (2003) 418–429 425Proof. Let B denote the positive self-adjoint extension of A. From the spectral theorem
together with the fact that the spectrum of a positive self-adjoint operator is contained
in the interval [0,∞), it follows that B has a unique self-adjoint square root B1/2. If
f ∈ domB1/2, the Cauchy–Schwartz inequality implies
‖B1/2f ‖2 =
∑
n
∣∣〈B1/2f, en〉∣∣2 =∑
n
∣∣〈f,B1/2en〉∣∣2  ‖f ‖2∑
n
‖B1/2en‖2.
Using the assumption, we find that∑
n
‖B1/2en‖2 =
∑
n
〈Ben, en〉 =
∑
n
〈Aen, en〉<∞. (3.9)
Thus B1/2 is bounded on its domain. But clearly domB ⊆ domB1/2, so B1/2 and B have
bounded extensions to H. If we let B also denote this extension, then an argument similar
to the one used to obtain (3.9) shows that trB =∑n〈Aen, en〉<∞. So B is a trace class
operator. ✷
Now we can state the extension of the Berger–Shaw theorem. Note that part of the
assumption in this theorem is that an operator and its self-commutator have dense domains.
In Section 4 some criteria are stated for this to be satisfied, at least in the case where
the analytic function φ is φ(z) = z. The exact determination of when Mφ and its self-
commutator have dense domains remains unsolved and elusive.
Theorem 3.4. If G is an open subset of C, φ is an analytic function on G such that
φ′ ∈ L2(G), and both the operators Mφ and [M∗φ,Mφ] are densely defined, then [M∗φ,Mφ]
has a bounded extension to L2a(G) which is a trace class operator. Moreover,
tr
[
M∗φ,Mφ
]
 1
π
∫
G
∣∣φ′(z)∣∣2 dA(z).
Proof. If f and g belong to dom[M∗φ,Mφ], then one easily sees that 〈[M∗φ,Mφ]f,g〉 =〈f, [M∗φ,Mφ]g〉. Since [M∗φ,Mφ] is densely defined, this implies that [M∗φ,Mφ] ⊆
([M∗φ,Mφ])∗. Furthermore, for f in dom[M∗φ,Mφ], we have〈[
M∗φ,Mφ
]
f,f
〉= ‖Mφf ‖2 − ∥∥M∗φf ∥∥2 = ‖Nφf ‖2 − ∥∥PN∗φf ∥∥2  0,
where P is the projection of L2(G) onto L2a(G). Hence the self-commutator of Mφ is a
positive symmetric operator on L2a(G).
By Lemma 3.1 there is an orthonormal basis, {en}, for L2a(G) that is contained in
dom[M∗φ,Mφ]. Now by Lemma 3.2,
∞∑
n=1
〈[
M∗φ,Mφ
]
en, en
〉
 1
π
∫
G
∣∣φ′(z)∣∣2 dA(z) <∞.
The theorem now follows from Proposition 3.3. ✷
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Bergman operator S and its self-commutator are densely defined, then [S∗, S] has a
bounded extension to L2a(G) which is a trace class operator and
tr[S∗, S] 1
π
Area(G).
4. Some density criteria
This section provides criteria for a Bergman operator and all its positive powers to
be densely defined. We have also included a condition on an open set under which the
Bergman operator and its self-commutator are both densely defined. This illustrates the
applicability of the results obtained in the preceding section.
Extensions of these results are obtained in [7].
If G is an open subset of the plane, define the operator SnG, for n 0, by induction. S0G
is the identity operator on the Bergman space L2a(G). If n 1 and Sn−1G has been defined,
define SnGf (z)= znf (z) with domSnG = {f ∈ domSn−1G : zf ∈ L2a(G)}.
If S = SG, observe that Sn =Mzn for n  1. To see this note that for f ∈ domSn we
have Snf =Mznf . Thus Sn ⊆Mzn . On the other hand, if f ∈ domMzn and 1 m  n,
then ∫
G
∣∣zmf (z)∣∣2 dA(z)= ∫
{z∈G: |z|1}
∣∣zmf (z)∣∣2 dA(z)+ ∫
{z∈G: |z|>1}
∣∣zmf (z)∣∣2 dA(z)
 ‖f ‖2G + ‖znf ‖2G <∞.
So f also belongs to domSn, showing that domSn = domMnz so that Sn =Mnz .
Proposition 4.1. If G is an open subset of C lying entirely on one side of a line, then all
positive integer powers of the Bergman operator S = SG are densely defined.
Proof. Assume for a moment thatG lies entirely in the right half-plane,H= {z: Re z > 0}.
In this case (z+ 1)−1 is a bounded analytic function on G and, moreover, z(z+ 1)−1 maps
H conformally onto a disk lying in H. Thus (z+ 1)−1f ∈ domS for all f in L2a(G). So if
g is a non-zero function in L2a(G) that is orthogonal to domS, then
0 =
〈
g
z+ 1 , g
〉
=
∫
G
1
z+ 1 |g|
2 dA(z).
But since Re(z+ 1)−1 > 0 on G, g must be constantly zero. Therefore domS is dense in
L2a(G).
Assume now that domSk is dense for 1  k  n and let us show that Sn+1 has dense
domain. Let g be a function in L2a(G) orthogonal to domSn+1. Denote by {gm} a sequence
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(z+ 1)−1zngn ∈ domS. Hence (z+ 1)−1gm ∈ domSn+1 for all m 1. Therefore∫
G
1
z+ 1 |g|
2 dA=
〈
g
z+ 1 , g
〉
= lim
m→∞
〈
gm
z+ 1 , g
〉
= 0.
So g = 0 and domSn+1 is dense in L2a(G).
If G is contained in any half-plane Ω , there are complex numbers c and α, |α| = 1,
such that T (z)= αz+ c maps H conformally onto Ω . If G1 = T −1(G), then G1 ⊆H and
L2a(G1) is isomorphic to L2a(G) via the isomorphism U :L2a(G)→ L2a(G1) defined by
(Uf )(z)= αf (αz + c). Moreover, one can easily check that domMT n,G1 = U(domSn).
Thus domSn is dense in L2a(G) if and only if domMTn,G1 is dense in L2a(G1). But since T
is linear, domMTn,G1 equals to domSnG1 . Therefore the result for the general case follows
from the special case where G is assumed to be contained in the right half-plane. ✷
Proposition 4.2. If G is any open subset of a cut-plane in C, then the operators Sn, n 1,
are all densely defined.
Proof. We may assume that G is contained in the cut-plane C∗ = C \ {z: Re z  0}. If
φ(z)=√z, then φ is a conformal equivalence of C∗ onto the right half-plane H. Denote
by Ω the image of G under φ. It follows that Ω ⊆ H and L2a(Ω) is isomorphic to
L2a(G) via the isomorphism U :L2a(Ω)→ L2a(G) given by (Uf )(z) = (2
√
z)−1f (√z).
If f ∈ domS2nΩ , then∫
G
∣∣zn(Uf )(z)∣∣2 dA(z)= ∫
Ω
∣∣w2nf (w)∣∣2 dA(z).
Thus U(domS2nΩ )= domSnG and, as a consequence, domSnG is dense in L2a(G) if and only
if domS2nΩ is dense in L2a(Ω). Now the result follows from Proposition 4.1. ✷
We conclude this section by providing a condition on an open set such that the Bergman
operator and its self-commutator are both densely defined. First, a more general result is
needed.
Proposition 4.3. If S is a subnormal operator on H such that S = A+ iB , where A is a
bounded self-adjoint operator and B is a self-adjoint operator, then the self-commutator
[S∗, S] is densely defined.
Proof. Noting that domS = domB , an easy calculation shows that domS = domS∗ and
S∗ =A− iB (see [8, Lemma 3.3]). Next let N be a normal extension of S acting onK⊇H
and denote by P the projection of K ontoH. It follows that
domS = {Pf : f ∈ domN}. (4.1)
Recall that for any closed and densely defined operator S, S∗S is always densely defined
(see [1, p. 108]). Now if f ∈ domS∗S, then f ∈ domN∗N = domNN∗. That is, N∗f
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S∗f = PN∗f . Hence f ∈ domSS∗. Therefore
dom[S∗, S] = domS∗S ∩ domSS∗ = domS∗S
and [S∗, S] is densely defined. ✷
Proposition 4.4. If G is an open subset of C such that {Re z: z ∈ G} is bounded and
{Im z: z ∈ G} is bounded below, then the Bergman operator S and its self-commutator
[S∗, S] are densely defined.
Proof. The fact that S is densely defined is a consequence of Proposition 4.1. Let Nx
and Ny denote the operators of multiplication on L2(G) by x and y , respectively. Put
A = PNx |L2a(G) and B = PNy |L2a(G), where P is the projection of L2(G) onto L2a(G).
Since domS = domB and (A+ iB)f = Sf for all f in domS, it follows that S =A+ iB .
That A is a bounded self-adjoint operator follows from the hypothesis. Therefore, in view
of Proposition 4.3, the proof will be complete if it can be shown that B is a self-adjoint
operator on L2a(G).
First, we prove that B is closed. Note that Ny is clearly a self-adjoint operator on
L2(G). By Lemma 3.1, there exists an orthonormal basis for L2a(G), {ej }, contained in
domS = domNy ∩ L2a(G). Since Ny is densely defined, again Lemma 3.1 implies there
is an orthonormal basis for L2(G) that is contained in domNy and contains {ej }. Let
{ej } ∪ {dk} denote this basis for L2(G). Since {ej } is a basis for L2a(G), {dk} is a basis for
L2a(G)
⊥
. Now let {fn} be a sequence in domS such that fn ⊕ Bfn → f ⊕ g for some f
and g in L2a(G). For each n
zfn =
∑
j
〈zfn, ej 〉ej ,
z¯fn =
∑
j
〈z¯fn, ej 〉ej +
∑
k
〈zfn, dk〉dk.
Consequently,
xfn =
∑
j
〈xfn, ej 〉ej + 12
∑
k
〈z¯fn, dk〉dk, (4.2)
yfn =
∑
j
〈yfn, ej 〉ej − 12i
∑
k
〈z¯fn, dk〉dk. (4.3)
It follows from (4.2) that
‖Nxfn −Nxfm‖2 =
∑
j
∣∣〈x(fn − fm), ej 〉∣∣2 + 14
∑
k
∣∣〈z¯(fn − fm), dk〉∣∣2.
But since Nx is bounded and fn → f in L2a(G), {Nxfn} is Cauchy sequence. Thus∑∣∣〈z¯(fn − fm), dk 〉∣∣2 → 0 as m,n→∞. (4.4)k
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k
∣∣〈y(fn − fm), dk〉∣∣2 = ‖Bfn −Bfm‖2 → 0 as n,m→∞. (4.5)
Now (4.4) and (4.5) together with (4.3) imply that {Nyfn} is a Cauchy sequence in L2(G).
So if we let Nyfn → h, then fn ⊕ Nyfn → f ⊕ h. Since Ny is closed, we find that
f ∈ domS and Bf = Ph= g. This proves that B is closed.
Since {Imz: z ∈G} is bounded below, B is a semibounded symmetric operator. Thus,
by the von Neumann–Friedrich extension theorem (see [3, p. 1240]), B has a self-adjoint
extension. Since B is also closed it follows that dim ker(B∗ − i)= dim ker(B∗ + i) (see [1,
p. 315]). Therefore we are left to show that
ker(B∗ + i)= ran(B − i)⊥ = (0).
Suppose f ∈ L2a(G) and f is orthogonal to ran(B − i). By assumption there is a real
number α such that Re z + α  1 for all z in G. It follows that (z + α)−1f belongs to
domB . Hence
0 =
〈
f, (B − i) f
z+ α
〉
=
∫
G
|f |2 y + i
z¯+ α dA(z).
But Im[(y + i)(z¯− α)−1] = (y2 + x + α)|z + α|−2 > 0 on G. So f must be constantly
zero, and ran(B − i) is dense. ✷
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