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Abstract
A motivation for this paper comes from the role of Choquet capacities in the study of semilinear elliptic
partial differential equations. In particular, the recent progress in the classification of all positive solutions
of Lu = uα in a bounded smooth domain E ⊂ Rd was achieved by using, as a tool, capacities on a smooth
manifold ∂E. Either the Poisson capacities (associated with the Poisson kernel in E) or the Bessel capacities
(related to the Bessel kernel) have been used. In this and many other applications there is no advantage in
choosing any special member in a class of equivalent capacities. (Two capacities are called equivalent if
their ratio is bounded away from 0 and ∞.) In the literature Bessel capacities are considered mostly in the
space Rd . We introduce two versions of Bessel capacities on a compact N -dimensional manifold. A class
Cap,p of equivalent capacities is defined, for p N , on every compact Lipschitz manifold. Another class
CB,p is defined (for all  > 0, p > 1) in terms of a diffusion process on a C2-manifold. These classes
coincide when both are defined. If the manifold is the boundary of a bounded C2-domain E ⊂ Rd , then
both versions of the Bessel capacities are equivalent to the Poisson capacities.
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1.1. Notation
We say that functions A1(s) and A2(s) are equivalent on a set S and we write
A1 A2 for s ∈ S
if there exists a constant a such that
A1(s) aA2(s) and A2(s) aA1(s) for all s ∈ S.
We replace the letter C by C to distinguish an individual capacity from the corresponding
class of equivalent capacities. For instance, Cap means the class of capacities equivalent to Cap.
We denote byM(S) the set of all finite measures on a measurable space (S,BS) and by P(S)
the set of all probability measures on S.
1.2.
Suppose that E is a separable locally compact metrizable space. Denote by K the class of all
compact sets and by O the class of all open sets in E. A [0,+∞]-valued function Cap on the
collection of all subsets of E is called a capacity if:
1.2.A. Cap(∅) = 0.
1.2.B. Cap(A) Cap(B) if A ⊂ B .
1.2.C. Cap(An) ↑ Cap(A) if An ↑ A.
1.2.D. Cap(Kn) ↓ Cap(K) if Kn ↓ K and Kn ∈K.
In [4] Choquet proved that these conditions imply
Cap(B) = sup{Cap(K): K ⊂ B, K ∈K}= inf{Cap(O): O ⊃ B, O ∈O} (1.1)
for every Borel set B .1 Therefore every capacity is determined uniquely by its values on K.
A capacity Cap is called subadditive if
Cap(B1 ∪B2) Cap(B1)+ Cap(B2) for all B1,B2. (1.2)
If ψ is a homeomorphism from U onto U˜ , then to every capacity C˜ on U˜ there corresponds a
capacity C = C˜ ◦ψ on U such that C(B) = C˜[ψ(B)] for all B ⊂ U .
1.3.
Theorem 1.1. Suppose E is the union of compact sets E1, . . . ,En and Capi is a subadditive
capacity on Ei . If, for every i, j , Capi  Capj on Ei ∩Ej , then there exists a subadditive capacity
Cap on E which is equivalent to Capi on Ei . It is defined uniquely up to equivalence.
1 The relation (1.1) is true for a larger class of analytic sets but we do not use this fact.
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Cap(B) =
∑
j
Capj (B ∩Ej) (1.3)
is a subadditive capacity.
It remains to prove that Cap  Capi on Ei . Since Capi (B) Cap(B), we need only to check
that Cap(B) a Capi (B) for B ⊂ Ei . Suppose n = 2. There is a constant λ such that
Cap2(B) λCap1(B) for all B ⊂ E1 ∩E2. (1.4)
If B ⊂ E1, then, by (1.3) and (1.4), Cap(B) = Cap1(B) + Cap2(B ∩ E2)  (1 + λ)Cap1(B).
Similarly, if B ⊂ E2, then Cap(B) (1 + λ)Cap2(B). If n > 2, then E = E1 ∪ E′ where E′ is
the union of E2, . . . ,En, and Cap(B) = Cap1(B ∩E1)+Cap′(B ∩E′) where Cap′(B) is the sum
of Capi (B ∩Ei) over i > 1. We get a bound for Cap(B) by induction in n.
Now suppose that Cap and Cap′ are two subadditive capacities on E and Cap  Cap′ on Ei
for all i. There exists λ such that
Cap′(B) λCap(B) for all i and for all B ⊂ Ei.
For an arbitrary B ⊂ E,
Cap′(B)
∑
Cap′(B ∩Ei) λ
∑
Cap(B ∩Ei) nλCap(B).
Analogously, Cap(B) nλCap′(B). 
2. Bessel capacities
2.1. Classes Cq,p and C,p
We consider a measure space (E,B,m), a separable locally compact metrizable space S and
a function q on E × S with values in [0,∞] such that, for every y ∈ S, q(·, y) is B-measurable
and, for every x ∈ E, q(x, ·) is lower semicontinuous.
We denote by Lp+ the set of all nonnegative functions f ∈ Lp(m) and we put ‖f ‖p = ‖f ‖Lp ,
Qν(x) =
∫
S
q(x, y)ν(dy) for ν ∈M(S),
Qˆf (y) =
∫
E
m(dx)f (x)q(x, y) for f ∈ Lp+
and
Eq,p(ν) =
∫
E
[
Qν(x)
]p′
m(dx)
for 1 < p < ∞. (Here p′ = p/(p − 1).) It is proved in [1, Section 2.3] that the function defined
by the formula
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{‖f ‖pp: f ∈ Lp+, Qˆf  1 on A} (2.1)
on all A ⊂ S is a subadditive Choquet capacity. It is also proved that, for K ∈K, this formula is
equivalent to
Cq,p(K) = sup
{
ν(K): ν ∈M(K), Eq,p(ν) 1
} (2.2)
and to
Cq,p(K) = sup
{Eq,p(ν)−1: ν ∈P(K)}. (2.3)
(See, for instance, [6, pp. 173–174] and [7, p. 61].) The class Cq,p of capacities equivalent to
Cq,p coincides with Cq˜,p if q(x, y)  q˜(x, y) for x ∈ E, y ∈ S.
An important class of capacities corresponds to kernels of the form q[d(x, y)] where d(x, y)
is a metric in E = S and q is a continuous function from (0,∞) to (0,∞). If supx,y d(x, y) < ∞
and if, as u → 0, q˜(u)/q(u) → c with 0 < c < ∞, then
q˜(x, y)  q(x, y) for x, y ∈ E.
A special role belongs to Bessel functions
j(u) = c
∞∫
0
t (−N)/2−1e−t e−u2/t dt, (2.4)
where  and c are positive constants. We denote by C,p the class of equivalent capacities in a
domain E ⊂ RN corresponding to the kernel j(x, y) = j[|x−y|] and the Lebesgue measure m.
(Clearly, this class does not depend on c.)
We have
j(u) = cuβKβ(2u), (2.5)
where β = (N − )/2 and Kβ is a modified Bessel function of the third kind. Well-known prop-
erties of Kβ (see, e.g., [1, formulae (1.2.20), (1.2.21)]) imply that, if E is bounded, then, for
every 0 <A< ∞,
j(u)  i(u) for u <A, (2.6)
where
i(u) =
⎧⎨
⎩
u−N if  < N ,
(− logu)∨ 1 if  = N ,
1 if  > N .
(2.7)
Therefore C,p = Ci,p .2
2 Note that if  > N , then every capacity of class C,p is equivalent to the trivial capacity taking the value 1 on every
nonempty set.
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If a compact metric space E is an N -dimensional manifold, then there exists a finite family
of charts (Ui,ψi) (local coordinate systems) covering E. Here U1, . . . ,Un is an open cover of E
and ψi is a homeomorphism from Ui onto a domain Vi in RN . For every two charts (Ui,ψi) and
(Uj ,ψj ) such that Uij = Ui ∩ Uj = ∅, ψij = ψiψ−1j is a homeomorphism from ψj(Uij ) onto
ψi(Uij ). We call the family (Ui,ψi) an atlas.
We say that E is a Lipschitz manifold if there exists a constant Λ such that
∣∣ψij (x)−ψij (y)∣∣Λ|x − y|
for all i, j and for all x, y ∈ ψj (Uij ).
We say that a measure m on E is a C-measure if every ψi maps the restriction of m to Ui
to a measure on Vi with continuous strictly positive Radon–Nikodym derivative with respect to
the Lebesgue measure. If m is a C-measure, then the class of all C-measures is described by the
formula mρ(dx) = ρ(x)m(dx) where ρ is an arbitrary continuous strictly positive function.
Theorem 2.1. Suppose that 1 < p  N/, E is a compact Lipschitz manifold and m is a
C-measure on E. Consider an atlas (Ui,ψi) (i = 1, . . . , n) on E and compact subsets Ei of
Ui such that E is the union of Ei . Let Ci be a capacity on ψi(Ui) which belongs to class C,p .
There exists a unique, up to equivalence, capacity on E which is equivalent on Ei to the capacity
Ci ◦ψi .
We denote by Cap,p the class of equivalent capacities described in Theorem 2.1. Clearly, it
does not depend on the choice of an atlas and m.
Proof. We use the following result. (Its proof can be found, for instance, in [1, Section 5.2,
p. 140].)
Suppose V is a subset of RN and T is a mapping from V to RN such that
∣∣T (x)− T (y)∣∣Λ|x − y| for all x, y ∈ V, (2.8)
where Λ is a constant. If  > 0 and 1 < p N/, then there exists a constant a (which depends
only on ,p,N and Λ) such that
C,p
(
T (V )
)
 aC,p(V ). (2.9)
Clearly, this implies: if
∣∣T (x)− T (y)∣∣ |x − y| for x, y ∈ V,
then
C,p
(
T (B)
) C,p(B) for B ⊂ V.
Therefore if Eij = Ei ∩ Ej = ∅, then Ci ◦ ψi  Cj ◦ ψj on Eij and Theorem 2.1 follows
from Theorem 1.1. 
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A continuous Markov process ξ = (ξt ,Πx) on a C2-manifold is called a diffusion if Πxf (ξt )
is continuous in x for every bounded continuous f and every t and if all twice continuously dif-
ferentiable functions belong to the domain DA of the characteristic operator A. (We put f ∈DA
and Af = F if f and F are continuous and
F(x) = lim
U↓x
Πxf (ξτU )− f (x)
ΠxτU
.
Here τU is the first exit time of ξ from a neighborhood U of x.)
It is proved [5, Chapter 5] that, in every local coordinate system,
Af (x) =
N∑
i,j=1
aij
∂2f
∂xi∂xj
+
N∑
i=1
bi
∂f
∂xi
. (2.10)
The coefficients aij and bi are continuous functions of x and
N∑
i,j=1
aij ti tj  0 for all t1, . . . , tN and all x.
A diffusion ξ is nondegenerate if, for every x, there exists the inverse (aij ) of the matrix (aij ).
We associate with such a diffusion a family of equivalent Riemannian metrics determined by
tensor fields λ(x)aij (x) where λ is a strictly positive continuous function.
We assume that ξ has the following properties:
2.3.A. There exists a continuous transition density pt(x, y) relative to a C-measure m (which
means Πx{ξt ∈ B} =
∫
B
pt (x, y)m(dy) for all Borel sets B).
2.3.B. There exist positive constants c′, c′′, β1, β2 such that
c′ϕ(t)e−β1d(x,y)2/t  pt(x, y) c′′ϕ(t)e−β2d(x,y)
2/t
for all t > 0, x, y ∈ E, (2.11)
where ϕ(t) = 1 ∨ t−N/2 and d(x, y) is a Riemannian distance associated with ξ .
(Note that transition density with respect to mρ is equal pt(x, y)/ρ(y) and that the constants
c′, c′′, β1, β2 depend on the choice of m and d(x, y).)
A natural question arises. Under what conditions on aij and bi there exists a diffusion with
properties 2.3.A, 2.3.B? In a note [11] Stroock outlined a proof that such a diffusion on a compact
C2-manifold exists under the assumption that the coefficients are Hölder continuous. (Under
substantially stronger conditions this was proved before by various methods. In the concluding
section we describe some of these results.)
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Put
CB,p = Cq,p,
where
q(x, y) =
∞∫
0
t/2−1e−tpt (x, y) dt. (2.12)
Theorem 2.2. The class CB,p corresponding to the kernel q(x, y) with 1 < p  N/ and to
any C-measure m coincides with the class Cap,p defined in Section 2.2.
Proof. Put
Φ(u) =
∞∫
0
t/2−1e−t ϕ(t)e−u2/t dt. (2.13)
By comparing (2.13) and (2.4), we get
c1j(u)Φ(u) c2
[
j(u)+ (/2)
]
for all u ∈ (0,∞), (2.14)
where  is the Euler’s Gamma-function. For every finite A, inf{i(u): 0 < uA} > 0. Therefore
it follows from (2.6) and (2.14) that
Φ(u)  i(u) for uA.
Hence, for all A and all β > 0,
Φ(βu)  i(βu)  i(u) for uA. (2.15)
By (2.11) and (2.12),
c′Φ
[√
β1d(x, y)
]
 q(x, y) c′′Φ
[√
β2d(x, y)
]
for all x, y ∈ E.
By (2.15), this implies
q(x, y)  i
[
d(x, y)
]
for x, y ∈ E. (2.16)
Let (Ui,ψi) be an atlas on E and let compact Ei ⊂ Ui cover E. We have
d(x, y)  ∣∣ψi(x)−ψi(y)∣∣ for all x, y ∈ Ei
and therefore, for x, y ∈ Ei ,
q(x, y)  i
[∣∣ψi(x)−ψi(y)∣∣].
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Theorem 2.2 follows from Theorem 1.1. 
3. Poisson capacities
3.1. Class CPα
We consider a bounded C2-domain E in Rd . Its boundary E0 = ∂E is a compact C2-manifold.
Suppose that
Lf =
d∑
i,j=1
aij
∂2f
∂xi∂xj
+
N∑
i=1
bi
∂f
∂xi
(3.1)
is a uniformly elliptic operator in E and that the coefficients aij and bi are Hölder continuous in
E ∪ E0. Then there exists a continuous function k(x, y) on E × E0 with values in [0,∞] such
that the formula
hν(x) =
∫
E0
k(x, y)ν(dy) (3.2)
establishes a 1–1 correspondence between measures ν ∈M(E0) and positive solutions of the
equation Lu = 0 in E. We call k the Poisson kernel. Any two versions k′ and k′′ of the Poisson
kernel are related by the formula
k′(x, y) = k′′(x, y)ϕ(y),
where ϕ is a continuous strictly positive function. Any version satisfies the conditions
k(x, y)  ρ(x)|x − y|−d for all x ∈ E, y ∈ E0, (3.3)
where ρ(x) = d(x,E0).
To every α > 1 there corresponds a Poisson energy
Eα(ν) =
∫
E
hν(x)
αρ(x) dx. (3.4)
The Poisson capacity is a Choquet capacity defined on compact sets by the formula
CPα(K) =
[
sup
{
ν(K): ν ∈M(K), Eα(ν) 1
}]α
or by the formula
CPα(K) = sup
{Eα(ν)−1: ν ∈P(K)}. (3.5)
Note that CP1/αα belongs to the class Capq,p (described in Section 2.1) with q = k and p = α′.
Our goal is to prove
E.B. Dynkin, S.E. Kuznetsov / Journal of Functional Analysis 242 (2007) 281–294 289Theorem 3.1. CPα = (CB2/α,α′)α−1.3
To prove this theorem we introduce proxies of E, E0, ρ(x), k(x, y):
E = {x = (x1, . . . , xd): 0 < xd < 1},
E0 =
{
x = (x1, . . . , xd): xd = 0
}
,
ρ˜(x) = d(x,E0) = xd,
k˜(x, y) = ρ˜(x)|x − y|−d , x ∈ E, y ∈ E0.
We define an energy E˜α on E0—a counterpart of Eα . A direct computation relates E˜α to an energy
Eˆα associated with the Bessel function (2.4) and by straightening portions of E0 we connect Eα
and E˜α . We complete the proof by applying Theorem 1.1.
3.2. Energies E˜α and Eˆα on E0
Put
h˜ν(x) =
∫
E0
k˜(x, y)ν(dy), ν ∈M(E0),
E˜α(ν) =
∫
E
h˜ν(x)
αρ˜(x) dx.
We consider the Bessel function (2.4) with  = 2/α,N = d − 1
j2/α(u) =
∞∫
0
t (−d−1)/2e−t e−u2/t dt
and an energy
Eˆα(ν) =
∫
E0
hˆν(x)
α dx,
where
hˆν(x) =
∫
E0
j2/α
(|x − y|)ν(dy).
Lemma 3.1. If d  α+1
α−1 , then for every compact K ⊂ E0,
E˜α(ν)  Eˆα(ν) for ν ∈P(K).
3
Capα−1 stands for the class of equivalent capacities Capα−1.
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h∗ν(x) =
∫
E0
j2/α
(|x − y|/2)ν(dy)
and
E∗α(ν) =
∫
E0
h∗ν(x)α dx.
A relation
E˜α(ν)  E∗α(ν) for ν ∈M(E0)
can be proved by a direct computation. (A proof due to I.E. Verbitsky can be found in [7, Ap-
pendix B].) It follows from (2.7) that i(u/2)  i(u) for u < diam(K) and, by (2.6), the same
relation holds for j. Therefore E∗α(ν)  Eˆα(ν) for ν ∈P(K). 
3.3. Straightening the boundary
For every chart (V ,ϕ) on the manifold E0, V˜ = ϕ(V ) can be identified with a subset of E0.
Put
E− =
{
x = (x1, . . . , xd): −1 < xd < 0
}
.
If β > 0 is sufficiently small, then, for every x ∈ Rd such that ρ(x) < β , there exists a unique
point x′ of E0 such that ρ(x) = |x − x′|. Denote by W the set of x ∈ Rd such that ρ(x) < β and
x′ ∈ V . Put
ψ(x) =
{
(ρ(x),ϕ(x′)) for x ∈ W ∩E,
(−ρ(x),ϕ(x′)) for x ∈ W , x /∈ E.
If β < 1 then ψ is a C2-diffeomorphism from W onto W˜ ⊂ E− ∪ E0 ∪ E with the properties:
ψ(W ∩E) ⊂ E, ψ(V ) ⊂ E0 and ρ(x) = ρ˜
[
ψ(x)
]
.
Take a relatively open subset U of E0 such that U ⊂ V and put
O = {x: ρ(x) < β/2, x′ ∈ U}, D = O ∩E. (3.6)
We have
∣∣ψ(x)−ψ(y)∣∣ |x − y| for x, y ∈ O. (3.7)
By (3.3) and (3.7),
k(x, y)  k˜(ψ(x),ψ(y)) for x ∈ D, y ∈ U. (3.8)
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hν(x)  h˜ν˜
[
ψ(x)
]
for x ∈ D. (3.9)
It follows from (3.9) that
Eα(ν,D)  E˜α(ν˜, D˜) for ν ∈M(D), (3.10)
where
D˜ = ψ(D), Eα(ν,D) =
∫
D
hν(x)
αρ(x) dx, E˜α(ν˜, D˜) =
∫
D˜
h˜ν˜ (x)
αρ˜(x) dx.
3.4. Relation between Eα(ν) and E˜α(ν˜)
Put Hε = {x ∈ E0: d(x,E \D) ε} and Pε =P(Hε). We claim that
aε = sup
Pε
Eα(ν,E \D) < ∞, bε = infPε Eα(ν,D) > 0. (3.11)
Indeed, if d(y,E \ D)  ε, then, by (3.3), k(x, y)  Aε for all x ∈ E \ D and k(x, y) Bε(x)
for all x ∈ D where Aε = c diam(E)ε−d and Bε(x) = c−1ρ(x)diam(D)−d . Therefore for all
ν ∈ Pε ,
∫
Bε(x)ν(dx) hν(x)Aε
which implies (3.11). It follows from (3.11) that
Eα(ν) cεEα(ν,D) for all ν ∈Pε (3.12)
with cε = 1 + aε/bε .
We also need a bound
E˜α(ν˜) cεE˜α(ν˜, D˜) for all ν ∈Pε. (3.13)
The most of arguments used in the proof of (3.11) work also for proving (3.13). However
diamE = ∞ and therefore an adjustment is needed to prove that
a˜ε = sup
Pε
E˜α(ν˜,E \ D˜) < ∞.
Put x′ = (x1, . . . , xd−1) for x = (x1, . . . , xd−1, xd), U˜ = ψ(U) and
F = E \ D˜, F1 = {x ∈ F: x′ ∈ U˜}, F2 = {x ∈ F: x′ /∈ U˜}.
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h˜ν˜ (x)
α 
∫
U˜
|x − y|−dαν˜(dy).
We have
E˜α(ν˜,F) I1 + I2,
where
I1 =
∫
F1
dx
∫
U˜
ν˜(dy)|x − y|−dα, I2 =
∫
F2
dx
∫
U˜
ν˜(dy)|x − y|−dα.
If x ∈ F1, y ∈ U˜ , then d(ψ−1(x),ψ−1(y)) > β/2 and, by (3.7), there is a constant c such that
|x − y| > β/(2c). Hence, I1  a′ = (β/2c)−dα
∫
F1
dx < ∞. If x ∈ F2, y ∈ U˜ , then |x − y| 
|x′ − y| ε/c. Hence,
∫
F2
|x − y|−dα dx 
∫
F2
|x′ − y|−dα dx 
∫
E0
1|z|ε/c|z|−dα dz = c′
∞∫
ε/c
r−dα+d−1 dr = a′′ε ,
where c′ depends only on d . Since d(α − 1) > 0, a′′ε < ∞ and a˜ε  a′ + a′′ε < ∞.
3.5. Proof of Theorem 3.1
We start from an atlas (Vi,ψi) on E0. Choose an open cover (Ui) of E0 such that U¯i ⊂ Vi
and put Hεi = {x ∈ Ui : d(x,E0 \Ui) ε} and Pεi = P(Hεi ). For sufficiently small ε, the union
of Hεi coincides with E0. Let Oi and Di correspond to Ui by formula (3.6) and let D˜i = ψ(Di).
We have two classes of capacities on E0: (CB2/α,α′)α−1 and CPα . Theorem 3.1 will follow
from Theorem 1.1 if we prove that, for all C1 ∈ (CB2/α,α′)α−1, C2 ∈ CPα and for every i,
C1(K)  C2(K) for K ⊂ Hεi . (3.14)
It is easy to show that, if 1 < d < α+1
α−1 , then, for every nonempty set B on the boundary, both
CB2/α,α′(B) and CPα(B) are bounded from above and from below by strictly positive constants.
If d  α+1
α−1 , then, by Lemma 3.1,
E˜α(ν)  Eˆα(ν) for ν ∈P(K). (3.15)
By (3.10),
Eα(ν,Di)  E˜α(ν˜, D˜i) for ν ∈P(K). (3.16)
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(3.13) that
Eα(ν)  Eα(ν,Di), E˜α(ν˜)  E˜α(ν˜, D˜i) for ν ∈ P(K). (3.17)
It follows from (3.16), (3.17) that
Eα(ν)  Eˆα(ν˜) for ν ∈ P(K). (3.18)
By (2.3) and by the definition of capacities CB,p and CPα , formula (3.18) implies (3.14).
4. Notes
4.1.
A diffusion with characteristic operator A can be constructed (as described in [5, Chapter 5,
Section 3]) starting from the heat kernel defined as the fundamental solution pt(x, y) of the heat
equation
∂ut (x)
∂t
=Aut (x). (4.1)
The heat equation with Hölder continuous coefficients aij and bi in RN is considered in [8]. The
fundamental solution is defined in Chapter 1 by a parametrix method due to Levi. The heat kernel
for the Laplace–Beltrami operator on a complete C∞-Riemannian manifold E was constructed
by Strichartz in [12]. The case of a compact E is covered in the books [15] (Chapter 14) and [3]
(Chapter 6).
Itô [9] constructed a diffusion on a C2-manifold by solving a stochastic differential equation
(he assumed that aij and bi belong to class C1).
Gaussian bounds for the fundamental solution of (4.1) in a Euclidean space were established
by Aronson [2]. In the case of the Laplace–Beltrami operator on a compact C∞-Riemannian
manifold, these bounds follow from Theorems 5.4.12, 5.6.4 and 5.6.6 in [10].
The kernel q(x, y) defined by (2.12) corresponds to pseudo-differential operator (I −A)−/2,
where I stands for the identity operator. In the case of C∞ coefficients aij , bi , the rela-
tion q(x, y)  i(x, y) can be obtained by using an expression of q through the symbol of
(I −A)−/2. (We refer to [13]. See, in particular, formula (3.10) and Theorem 11.2.)
4.2.
For an arbitrary domain E in RN a capacity CMα on the Martin boundary ∂ME corresponds
to the Martin kernel and p = α′. If E is a bounded Lipschitz domain, then ∂E is a compact
Lipschitz manifold. It is proved in [14] that ∂ME = ∂E. Therefore both capacities CMα and
CB2/α,α′ are defined on ∂E. By Theorem 3.1 they are equivalent if E is a C2-domain. In general,
this is not true, but both capacities are equivalent on every smooth portion of ∂E.
An extension of Theorem 3.1 to any class of unbounded smooth domains remains an open
problem.
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We are indebted to R.S. Strichartz, N.V. Krylov, L. Saloff-Coste and M.A. Shubin for their
advise on the literature related to our subject (the heat equation on manifolds, Gaussian esti-
mates for its fundamental solution, pseudo-differential operators . . .) However, the most pub-
lished results are obtained in a C∞ setting which is not natural for the study of elliptic PDEs
in C2-domains. We highly appreciate that D.W. Stroock was able to cover (by using proba-
bilistic arguments) the case of differential operators with Hölder-continuous coefficients on a
C2-manifolds in a note [11] following this paper.
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