We present a simulation algorithm for a diffusion on a curved surface given by the equation (r)ϭ0. The algorithm is tested against analytical results known for diffusion on a cylinder and a sphere, and applied to the diffusion on the P, D, and G periodic nodal surfaces. It should find application in an interpretation of twodimensional exchange NMR spectroscopy data of diffusion on biological membranes.
I. INTRODUCTION
Transport modes of molecules in a living cell, i.e., in a cytoplasm ͓1͔, between the cytoplasm and the nucleus ͓2,3͔, or along biological membranes ͓4͔, should provide direct information about the architecture of living cells on microscopic and mesoscopic levels. So far, studies focused on the discrimination between directional and diffusional motion in living organisms ͓4͔ and the sole quantity determined from them was the diffusion constant ͓1-4͔. New experimental NMR techniques combined with new theoretical tools are expected to yield information about the geometry and topology of the region where the diffusion takes place ͓5͔. In the spirit of Kac's famous question, ''Can one hear the shape of a drum?'' ͓6͔ or, in other words, can we obtain the geometry of the region from the spectrum of the diffusion operator in that region?
The method of two-dimensional exchange spectroscopy in 2 H NMR, originally developed by Wefing and Spiess ͓7͔ to study the slow reorientation of molecules in solids, has been recently applied to diffusion on lipid membranes on microscopic and mesoscopic scales ͓8-11͔. The typical length scale probed by the technique ranges from tens of Å up to tens of thousands of Å, and the typical times range from tens of microseconds up to hundreds of milliseconds or even seconds. This experimental technique provides a direct quantitative measure of the space-time correlation function of the orientation of local surface normals for individual molecules ͓8-11͔. A molecule diffusing on a lipid membrane changes its orientation in time because of the curvature of the membrane, and from NMR experiments in the case of an axially symmetric coupling tensor one obtains the probability P (␤,t) , that in time t the orientation n changes by the angle ␤ ͓8-11͔, cos ␤ϭn͑0͒•n͑t͒. ͑1͒
The probability P(␤,t) is called the reorientational angle distribution ͑RAD͒. Due to the symmetry properties one in fact probes the symmetrized function P sym (␤,t)ϭ P(␤,t) ϩ P (Ϫ␤,t) . From this correlation function some geometrical and topological properties such as Gaussian and mean curvatures and the distribution of orientations of the vectors normal to the membrane can be extracted. The interpretation of the experimental data is hampered by the lack of theoretical tools. In particular there is no simple and general algorithm in physics for solving the diffusion problem on a curved surface given by the general equation
͑r͒ϭ0. ͑2͒
The diffusion equation can be explicitly solved only in some special cases ͑e.g., a sphere or a cylinder͒ but not in the general case of Eq. ͑2͒. In this paper we present a general simulation algorithm for studying diffusion on any surface given by Eq. ͑2͒, and apply it to the diffusion on periodic, nodal surfaces introduced by Mackay ͓12͔. It has been shown recently that inner membranes ͑endoplasmatic reticulum͒ inside living cells form periodic surfaces ͓13͔, and that is why we have decided to apply the method first to periodic surfaces.
The paper is organized as follows. In Sec. II we present an algorithm for diffusion on a curved surface given by Eq. ͑2͒. In Sec. III we compare numerical results with the analytical solutions for a cylinder and a sphere. In Sec. IV we discuss the stability of the algorithm for diffusion on the P periodic surface. Here we also discuss the diffusion on D and G periodic surfaces. A summary is contained in Sec. V.
II. SIMULATION METHOD
We consider the diffusion of a particle on a surface given by Eq. ͑2͒. The diffusion will be represented as a random walk. The simulation algorithm consists of the following steps. A particle starts at point r 0 on the surface. A plane tangent at r 0 to the surface is given by the equation
where the nabla operator acting on a scalar function (r) is taken at point r 0 . In the tangent plane we randomly choose a direction from 0 to 2. Next the particle jumps along this direction up to a point r 1 . The length of the jump, Lϭ͉r 1 Ϫr 0 ͉, is drawn from the distribution PHYSICAL REVIEW E JULY 1999 VOLUME 60, NUMBER 1 PRE 60 1063-651X/99/60͑1͒/302͑6͒/$15.00 302
͑4͒
where D 0 is a local diffusion coefficient, and 0 is the duration of the time step. Our normalization of D 0 is such that the typical size of a jump is equal to ͱ4D 0 0 . Next we project the point r 1 onto the surface along the direction given by "(r 1 ). The final location on the surface, r 2 , after one simulation step, is therefore
This follows from the fact that "(r 1 )Ϸ"(r 2 ), (r 2 ) ϭ0, and the expansion of (r 2 ) in (r 2 Ϫr 1 ). Note that in the limit of L→0 we have
The step is next repeated from the new starting point given by Eq. ͑5͒. The algorithm is stable and satisfies the detailed balance condition, providing that the steps are much smaller than the typical radius of curvature of the surface. The detailed balance condition is given by T
(A͉B) P(B)ϭT(B͉A) P(A),
where T(B͉A) is the transition probability from A to B, and P(A) is the probability of being at point A. In the stationary state the probability for a Brownian particle being at any point on the surface is constant, i.e., P(A)ϭ P(B) for any A and B. Therefore one should prove that T(A͉B)ϭT(B͉A). In our case it is sufficient to prove that if we start the procedure at r 2 then we will finish at r 0 with the same probability as that for the transition from r 0 to r 2 . The steps of the algorithm generate a path r 0 →r 1 →r 2 . Now we repeat the algorithm backwards starting at r 2 , and we find r 2 →r 1 *→r 0 * .
The jump length has the same distribution in both cases, and so we might randomly generate r 1 * in such a way that ͉r 2 Ϫr 1 *͉ϭ͉r 1 Ϫr 0 ͉ϭL ͑this is assumed only for the sake of argument; the true algorithm steps are independent͒. A similar argument applies to the jump direction. Now it is sufficient to show that ͉r 0 Ϫr 0 *͉ is much smaller than the jump length L. Following the discussion after Eqs. ͑5͒ and ͑6͒, it is not hard to see that in the limit of L→0 we have ͉r 0 Ϫr 0 *͉ϳL 2 ,
͑7͒
which proves the detailed balance condition. The algorithm breaks down when L is comparable to the local radius of curvature, as shown in Sec. IV.
III. METHOD TESTGROUND OF THE SIMULATION
The numerical details of our algorithm are as follows. First we take any point at the surface and start the random walk from this point. Since in the long time limit a single random walker will visit all the points on the surface many times, the exact location of the starting point is not important. The typical run consists of M ϭ10 8 time steps, each of duration 0 . The typical length of each step is J ϭ1.0ͱ4D 0 0 ͑see Sec. II͒, in comparison to the typical linear size of studied structures equal to ϳ100.0ͱ4D 0 0 .
The averages at time tϭN 0 are taken over mϭM /N points. For example, the average of the cosine of the reorientational angle ␤ ͓Eq. ͑1͔͒ at time t is
where n(t i ) is the unit vector normal to the surface at the point reached by the random walker at time t i ϭiN 0 . For our purpose mϭM /N points are sufficient for calculations of the averages, but, in general, in order to improve statistics, one can use every point on this single path of length M. The maximum number of points that can be used for the calculation of the averages at time tϭN 0 is M ϪN, and the final formula for the average of the cosine of the reorientational angle ␤ at time t is
This procedure for a very long single trajectory is equivalent to the calculation of averages for M ϪN trajectories of length N starting at randomly chosen points at the surface with a uniform distribution ͑see also the discussion of the detailed balance condition͒. In this case the average is
where the index i corresponds to the ith trajectory. This equivalence is due to the ergodicity and the Markov nature of the random walk. We have tested the algorithm against analytical results known for a sphere and a cylinder. For numerical simulations we take a sphere of radius Rϭ43.0ͱ4D 0 0 and a cylinder of radius rϭ43.0ͱ4D 0 0 . The RAD for a sphere of radius R, following from the solution of the diffusion equation, has the form:
where P l are the Legendre polynomials and ␤ is the polar angle in this case. The RAD for a cylinder of radius R is
͑12͒
The comparison with the simulations is illustrated in Figs. 1 and 2. We start with a distribution strongly peaked at ␤ ϭ0. Then in the course of the evolution the distribution spreads, and in a time proportional to R 2 reaches the stationary distribution. The latter quantity is the orientational distribution of the vectors normal to the surface. In the case of a sphere P S (␤,tӷR 2 /D 0 )ϭ 1 2 sin ␤, while for a cylinder it is a constant, P C (␤,tӷr 2 /D 0 )ϭ1/2. For any surface this quantity can be calculated independently from the simulations, and thus provides another way to verify the uniform stationary particle distribution on the surface ͑see the above discussion of the detailed balance condition͒. Another quantity of interest is an effective diffusion constant defined here as D eff ϭ͗r 2 (t)͘/4t, where ͗ ͘ is the average over all the random walk trajectories at time t. For a sphere we have
and, for a cylinder,
In the short time limit the effective diffusion coefficient is equal to the local diffusion coefficient ͑see the inset in Figs. 1 and 2͒. In the long time limit D eff for a sphere goes to zero due to the fact that the region available for the diffusing particle is bounded. The one for the cylinder reaches 0.5D 0 .
The reduction of D eff by a factor of 2 is obvious, because in the long time limit the particle diffuses only along one spatial dimension since the available space in the second dimension is bounded.
IV. DIFFUSION ON THE NODAL SURFACES
The convergence of the algorithm has been tested on the nontrivial P periodic nodal surface ͓12͔ given by Eq. ͑2͒ with The mean "H(r)… curvature is given by the divergence of the unit vector, normal to the surface at the point r, n͑r͒:
and the Gaussian curvature K(r) by the formula ͓14-16͔
where R 1 and R 2 are two principal radii of the curvature at point r. In the numerical calculations we use the formulas ͓14͔
where A, B, and C are given by
where the indices x, y, and z denote the respective derivatives. The minimal local curvature of these structures is equal to 0.15d, i.e., 15.0ͱ4D 0 0 ͑see Fig. 5͒ , so the algorithm breaks down when the jump length J is comparable to the local radius of the curvature. The histogram of the mean curvature H for the P nodal surface is shown in Fig. 6 . We have also applied the algorithm to study the diffusion on the D periodic nodal surface ͓12͔ given by Eq. ͑2͒ and
and a G periodic nodal surface ͓12͔ given by Eq. ͑2͒ and
The surface area in a unit cell for the P nodal surface is 2.353d 2 , the one for the D nodal surface is 3.839d 2 , and the one for the G nodal surface is 3.092d 2 . In order to compare the time evolution for these surfaces we have rescaled the size of unit cells in order to have the same area in a unit cell for each surface. The RAD's, together with the unit cells of the corresponding nodal periodic surfaces, are shown in Figs. 7-9. In the stationary limit the nodal surfaces have slightly different RAD's, although all the P, D, and G minimal surfaces ͑zero mean curvature at any point of the surface͒ have the same distributions of the vectors normal to the surfaces ͓17͔. Next we see that the time evolution is different for different surfaces. We do not expect that this evolution would be the same for the P, D, and G minimal surfaces.
The stationary distribution is reached roughly after a time T s proportional to the surface area of the periodic surface inside a unit cell of length d, T s ϭ␤d ␣ , with ␣ϭ2.0 within statistical error ͑see Fig. 10͒ . The P, D, and G structures are symmetric, so the stationary distribution is reached when the sum of left bins of the RAD ͑from 0.0 to /2͒ is equal to the sum over the right bins ͑from /2 to ͒. fective diffusion coefficient D eff is equal to (0.99Ϯ0.01)D 0 ͑D 0 is the local diffusion coefficient͒. This is not surprising since in the case of the P, D, and G minimal surfaces we have the exact relation D eff ϭD 0 ͓18͔, which is the upper limit for the effective diffusion coefficient on any surface. Since the P, D, and G nodal surfaces closely resemble the P, D, and G minimal surfaces ͑i.e., the mean curvatures of these nodal structures at any point are close to 0.0-see Fig. 6͒ , our result has been expected.
V. SUMMARY
The application of our algorithm to a torus, a spherocylinder ͑i.e., a finite cylinder closed by spherical caps of the same radius as the cylinder͒, and a cylindrical surface combined with flat surfaces and minimal surfaces will allow us to study in detail the influence of the mean and Gaussian curvatures on the RAD. Since diffusion is ubiquitous, our method should find applications in various fields of physics and chemistry and not only in the particular fields mentioned here. The algorithm is very simple, and can be very efficiently used by the experimentalists for the interpretation of the NMR spectra based on the RAD distribution. Although FIG. 7 . The RAD for the P nodal surface for tϭ64.0 0 ͑circles͒, 1024.0 0 ͑triangles͒, and 4096.0 0 ͑squares͒. The size of the unit cell ͑bottom͒ dϭ100.0ͱ4D 0 0 has been chosen to ensure that the P, D, and G surfaces occupy the same surface area in the unit cell ͑see also the legend of Fig. 1͒ . the formal representation of the diffusion equation on any Riemanian manifold ͓19,20͔ or on a distorted lattice ͓21,22͔ is known, to our knowledge the method for solving them in the case given by Eq. ͑2͒ has been presented only in this paper. In fact the construction of the diffusion equation on a Riemanian manifold ͓19͔ starts from the same assumption as in our algorithm, namely, that a local frame has a Euclidean structure where the diffusion can be described by an ordinary Langevin equation with a white noise or a simple random walk as in our paper. Finally, we note that a number of different methods has been developed in mathematics ͓23,24͔ in order to study isotropic transport processes on Riemanian manifolds, but so far these methods have not diffused to the physics domain.
