Recent research has shown that when constrained to causality, the optimal feedback controller for an ocean wave energy converter (WEC) subjected to stochastic waves can be solved as a non-standard Linear Quadratic-Gaussian (LQG) optimal control problem. In this paper, we present a relaxation to the modeling assumptions that must be made to apply this theory. Specifically, we propose a technique that uses the principle of Gaussian Closure to accommodate nonlinear WEC dynamics in the synthesis of the optimal feedback law. The technique is approximate, in the sense that it arrives at a computationally efficient control synthesis technique through a Gaussian approximation of the stationary stochastic response of the system. This approach allows for a wide range of nonlinear dynamical models to be considered, and also accommodates many complex loss mechanisms in the power transmission system. The technique is demonstrated through simulation examples pertaining to a flap-type WEC with a hydraulic power train.
Introduction
It has long been recognized that control theory can be used to optimize the power generated by wave energy converters [1] [2] [3] [4] [5] [6] [7] . The determination of the optimal controller for a WEC system is predicated on knowledge of its dynamic behavior, as well as a characterization of the sea state to which it is subjected. For WECs with linear dynamic models, control designs typically presume harmonic waves, and are designed according to the same network-theoretic impedance-matching principles used in the design and operation of antenna arrays and waveguides [3] . However, true sea states are stochastic, with power spectra that exhibit significant available energy over a nontrivial band of frequencies [8] . For such cases, controllers derived via impedance matching theory must impose a feedback law which is the Hermitian adjoint (i.e., complex-conjugate transpose) of the hydrodynamic impedance matrix for the WEC, at all frequencies. For this reason, it is sometimes called ''complex conjugate control," as in [5] . Such controllers are always anticausal, and thus require some anticipatory technique in which present decisions are made with future wave information. This can be accomplished, for example, with the use of deployable wave elevation sensors, coupled with model-predictive control techniques [9] .
WEC dynamic model
To begin, let vðtÞ and uðtÞ be the ''potential" and ''flow" variables associated with the PTO device, in which uðtÞ is presumed to be a variable which may be controlled. For example, supposing the PTO is a direct-drive electric machine, uðtÞ would be the current in the stator coils of the machine (which can be controlled directly, via power electronics) and vðtÞ is the back-EMF (i.e., internal voltage) of the machine. Likewise, supposing the PTO is a continuously-controllable hydraulic ram, uðtÞ would by the hydraulic force of the ram, and vðtÞ would be its extension velocity. Irrespective of the technology used, we make the assumption here that uðtÞ may be varied continuously.
We then assume that the WEC dynamics can be described to adequate precision by a nonlinear, finite-dimensional state space model, i.e., 
where x c ðtÞ is the WEC state vector, n c is the associated state dimension, f r ðtÞ is a vector of forces which capture the radiation damping, f w ðtÞ is a vector of forces which capture the incident wave excitation, and F c ðx c ; f r ; f w Þ and H c ðx c Þ are differentiable functions. We assume that f w ðtÞ is related to the wave elevation aðtÞ via a linear convolution; i.e., f w ðtÞ ¼
where h w ðÁÞ is the associated convolution kernel. Note that in the above, we account for the well-known non-causality of the mapping between a and f w [11, 12] , by the fact that the integration domain above is over the entire real line s 2 ðÀ1; 1Þ. We assume that h w is square-integrable over this domain.
Regarding wave elevation aðtÞ we presume it to be a stationary stochastic process with known power spectral density S a ðxÞ, where x is in rad/s, and with the normalization convention that S a ðxÞ is related to the mean-square value of aðtÞ via E a 2 Â Ã ¼ 1 2p
where E½Á denotes the probabilistic expectation of the argument. For this assumption, it follows that the resultant power spectral density of f w , denoted S w ðxÞ, is S w ðxÞ ¼ĥ w ðjxÞS a ðxÞĥ
T w ðÀjxÞ ð5Þ
whereĥ w ðsÞ is the Laplace transform of convolution kernel h w ðtÞ; i.e., h w ðsÞ ¼
and j ¼ ffiffiffiffiffiffiffi À1 p . Note that in the construction of S w ðxÞ as above, it is immaterial that h w ðÁÞ is a non-causal convolution kernel. Pausing for a moment, we consider the implications of the non-causality of h w ðÁÞ on the stochastic dynamic model we have described. Note that the input to the dynamic model is actually f w ðtÞ, which has spectral density S w ðxÞ. The wave elevation aðtÞ, although its spectrum S a ðxÞ is important for the purpose of deriving S w ðxÞ, does not enter directly into the dynamic model. Meanwhile, there is a causal relationship between f w ðtÞ and x c ðtÞ. We conclude that in the treatment of the WEC dynamics, issues arising from the non-causality of the mapping from aðtÞ to f w ðtÞ are avoided by directly modeling the incident wave force f w ðtÞ as a stationary stochastic process with spectrum S w ðxÞ, computed as above.
We can think of this observation in another, equivalent way. Consider the case in which we revise the model such that aðtÞ is actually the wave elevation at some location other than that of the WEC [12] . To revise our model above, to account for this, we would merely need to introduce a frequency-dependent delay TðxÞ into the transfer functionĥ w ðjxÞ, to account for the propagation of the incident wave, to or from the WEC site. Specifically, this would involve the multiplication ofĥ w ðjxÞ above, by e jxTðxÞ . Propagating this through the analysis, we see that this results in the same spectrum S w ðxÞ as before, because in the updated version of (5), e jxTðxÞ e ÀjxTðxÞ ¼ 1. This implies that by choosing aðtÞ to be sufficiently far ''up wave" from the WEC site, we can effectively create a model which exhibits causality between aðtÞ and f w ðtÞ, but with exactly the same spectrum for S w ðxÞ as before.
Regarding the radiation forces f r ðtÞ, we assume they are the consequence of a linear convolution on x c ðtÞ, i.e., f r ðtÞ ¼
where h r ðÁÞ is the associated convolution kernel. Note that, unlike the convolution model for f w ðtÞ, the radiation force is known to be causal, and consequently the kernel h r ðtÞ has support over t 2 ½0; 1Þ. However, similarly to the case with f w ðtÞ, we assume h r ðtÞ is square-integrable, with Fourier transformĥ r ðjxÞ.
Finite-dimensional approximation
In order to implement the theories to be investigated in this paper, it is most straight-forward to first approximate all components of the dynamic system by finite-dimensional state spaces. Specifically, the following must be found:
1. Matrices fA r ; B r ; C r ; D r g of appropriate dimension, such that h r ðjxÞ %ĝ r ðjxÞ ð8Þ whereĝ r ðsÞ is an asymptotically-stable, rational transfer function
2. Matrices fA w ; B w ; C w g of appropriate dimension, such that S w ðxÞ %ĝ w ðjxÞĝ
T w ðÀjxÞ ð10Þ
whereĝ w ðsÞ is an asymptotically-stable, minimum-phase, rational transfer function
Determination of these finite-dimensional models is nontrivial, because for WEC systemsĥ w ðsÞ andĥ r ðsÞ are typically irrational functions of s, implying that they cannot be realized precisely by finite-dimensional state spaces. Moreover, the standard design spectra for S a ðxÞ, such as the JONSWAP spectrum, do not lend themselves to rational spectral factorizations. (In other words, S a ðxÞ cannot be expressed as a ratio of finite-order polynomials in x 2 .) Consequently, even ifĥ w ðsÞ were a rational transfer function, use of an irrational spectrum for S a ðxÞ implies, through (5) , that there will not exist a rational spectral factorization for S w ðxÞ as in (10) .
Obtainingĝ r ðsÞ can be accomplished via any of a variety of deterministic system realization algorithms. Here, we make use of the subspace-based identification algorithm discussed in [13] , which has the advantage of being non-iterative, and easily-scalable to problems in whichĥ r ðsÞ is a matrix transfer function of large dimension. Additionally, the technique is systematic to implement, for a specified model order n r .
The problem of obtainingĝ w ðsÞ is one of approximate spectral factorization. Because it is only necessary to findĝ w ðsÞ such that (10) constitutes an acceptable approximation, it is only the magnitude ofĝ w ðjxÞ that affects the quality of the spectral estimate (i.e., not the phase). As with the estimation ofĝ r ðsÞ, we resort to subspace identification techniques, although the specific algorithm is different. Here, we make use of the rational spectral factorization algorithm developed by Akcay [14] , which systematically determines an approximate system of desired order n w .
For bothĝ r ðsÞ andĝ w ðsÞ, the subspace algorithms referenced above identify discrete-time models, and here we do not propose any changes to these identification procedures. Consequently, we will not give a full exposition of the steps involved. The identified discrete-time models can be converted to continuous-time ones via any of several mappings, such as the bilinear mapping, which we assume has been used here.
Augmented system
The finite-dimensionalization of the radiation and incident wave forces are expressed in the time domain by the state spaces _ x r ðtÞ ¼ A r x r ðtÞ þ B r x c ðtÞ ð12Þ where wðtÞ is a white-noise stochastic process with spectral intensity matrix equal to I, the identity matrix. (Equivalently, wðtÞ has autocorrelation function EfwðtÞw 
The power generated is this power, minus the transmission losses, i.e., P G ðtÞ ¼ P A ðtÞ À P T ðtÞ ð21Þ
The transmission loss model will depend on the type of technology that comprises the power train. Here, we merely assume that P T ðtÞ is some function of uðtÞ and vðtÞ, i.e., P T ðtÞ ¼ l uðtÞ; vðtÞ ð Þ ð22Þ
where lðu; vÞ P 0, with the equality holding only if u ¼ 0. Note that even this general model is a simplification of the losses that occur in a real transmission system, which has its own dynamics, resulting in a value of P T ðtÞ at time t which depends on both present and past values of u and v. By contrast, here we assume the relationship to be instantaneous. This assumption is justified for systems in which the internal power train dynamics are sufficiently faster than the wave-induced mechanical dynamics of the WEC.
Control design objective
We assume the vector yðtÞ of outputs available for feedback are linearly related to the augmented state vector xðtÞ; i.e.,
yðtÞ ¼ CxðtÞ ð23Þ
We are then interested in designing a controller that constitutes a causal feedback law / : y ! u. The optimization objective is to maximize
where the expectation is assumed to be taken in stationarity. 
where R ¼ R T is positive-definite and Q À S T R À1 S is positive-semidefinite. The optimal control objective is to maximize
In this case, we have that the solution to the optimal causal control problem (i.e., the optimal /) can be solved via Linear Quadratic Gaussian (LQG) control theory. This theory has been illustrated in [10] for wave energy converters specifically. Here, we merely summarize the results, beginning with the following theorem. Theorem 1. Let x have linear dynamics as described above, and assume the transfer function ÀH sI À A ½ À1 B is positive real. Let / : y ! u be any causal mapping (not necessarily linear) for which the closed-loop system is asymptotically stable. Then
where P ¼ P T is the solution to Riccati equation
and where K is related to P via
Regarding this theorem, several comments can be made:
If the full state x were available for feedback (i.e, if y ¼ x), then the optimal controller / would be a linear feedback function of the system state; i.e., uðtÞ ¼ KxðtÞ.
The physical limit on the optimal causal control performance (independently of the states available for feedback) is
The ''positive real" assumption made in the theorem is always valid for physical systems, on thermodynamic grounds. If it were not true, then it would be the case that in the absence of waves, the WEC could be excited by uðtÞ in such a way as to result in positive average absorbed power. A controller / : y ! u can be made to approach the performance J max through the design of a Luenberger observer. In this formulation we would have that
In the controller as shown above, n is the observer state, and L is the observer gain. One straight-forward way to design L is via a Kalman-Bucy filter. To do this, one would assume y to be corrupted with fictitious noise with spectral intensity matrix N, resulting in L being formulated as
where the estimation residual covariance W is the positive-definite, maximizing solution to Riccati equation
With the observer so designed, the optimal power generation for the output-feedback system has a closed-form, equal to Remembering that W is positive definite, we see that the smaller we make W, the closer we approach the theoretical causal limit on performance, achieved with full-state feedback. Because W can be shown to decrease monotonically with N, there is consequently a tradeoff between power generation and observer bandwidth.
Gaussian Closure techniques
The LQG solution to the optimal WEC control problem, as described in the previous section, relies on a number of assumptions, which in this paper we wish to relax. Specifically:
It requires the dynamics of the system (i.e., the functions in F ) to be linear in x.
It requires the loss model (i.e., lðu; vÞ) to be quadratic in ðu; vÞ, with the stated positive-definiteness conditions. It requires that the functional relationship between x and v (i.e., the function H) be linear.
When these things are true, it can be shown that the optimal feedback relationship between x and u is also linear and static; i.e., u ¼ Kx. As a consequence of the fact that the closed-loop system is linear, it is known that the optimal probability density function (pdf) is zero-mean Gaussian; i.e.,
where S ¼ Efxx T g is the stationary covariance matrix, equal to the solution to the closed-loop Lyapunov equation
However, if any of the three assumptions made above are violated, then the optimal relationship between u and x is no longer guaranteed to be linear. Due to this fact (as well as the existence of any nonlinear terms in F ), the optimal pdf with optimal state feedback will in general not be Gaussian. In this situation, the determination of a theorem analogous to Theorem 1 is generally not possible. However, we can develop approximate techniques for optimization of a full-state feedback controller for this more general case, by approximating the closed-loop pdf as Gaussian. This approach, described below, is called Gaussian Closure [15] . It is a generalization of a class of popular techniques used in the analysis of stochastic vibrations, which are alternatively called statistical or equivalent linearization [16] . It is, likewise, an extension of techniques in the literature on stochastic control, which are sometimes called stochastic describing function analysis [17] .
To describe the Gaussian Closure technique, first let us assume some full-state feedback law / : x ! u. Consequently, we have a closed-loop dynamic system governed by
where F cl ðxÞ ¼ FðxÞ þ B/ðxÞ, and wðtÞ is (as before) a white noise process with spectral intensity I. We then have that from nonlinear Itô calculus:
In the Gaussian Closure technique, we assume pðxÞ to be equal to (37), parametrized by some covariance matrix S which is to be determined. To determine S, we use insert the assumed Gaussian form of pðxÞ into the expectations in (40) and solve for the value of S that brings about weak stationarity; i.e.,
A key result in the analysis, which simplifies the mathematics, is the fact that for pðxÞ with the Gaussian form in (37), and F cl ðxÞ differentiable, it follows that
where the vector derivative
constitutes the evaluation of the Jacobian of F cl ðxÞ, i.e.,
Consequently, we have that under the Gaussian Closure assumption, S satisfies the ''Lyapunov-like" equation
where
where we have used pðx; SÞ to make explicit the dependency of the Gaussian integral above, on S. We note that in many cases with simple nonlinearities, Gaussian integral (45) can be solved in closed form, symbolically, in terms of S. This will be the case for the illustrative example we discuss at the end of the paper. In such situations, we can view Eq. (43) as a nonlinear algebraic equation for S. Although it only has a closed form in very special situations, it may be solved iteratively by any of several algorithms. A straight-forward and reliable approach involves the evaluation of the sequence fS 0 ; S 1 ; S 2 ; . . .g according to the iteration
which for many problems can be shown to converge for sufficiently small , and for a positive-definite initial condition for S 0 .
A faster solution algorithm iterates according to the repetitive solution to Lyapunov equations of the form
although this algorithm does not in general guarantee convergence.
Regardless of the algorithm used to find the stationary solution to S, once it is found we may also find the approximate stationary performance J. Again making use of pðx; SÞ as an estimate for the true stationary pdf, we then have that
pðx; SÞf/ðxÞHðxÞ À lð/ðxÞ; HðxÞÞgdx 1 . . . dx n ð49Þ
As with Gaussian integral (45), in cases where the functions /ðxÞ; HðxÞ, and lðu; vÞ are of sufficient simplicity, it is often possible to solve (49) symbollically, as a function of S. In such instances, J is merely an algebraic computation, made with the solution obtained for (43).
As has been shown above, Gaussian Closure is useful because it provides an analytically-tractable tool for approximate analysis of nonlinear stochastic dynamics. However it is also important to mention its limitations. In general it is difficult to derive bounds on the approximation errors resulting from the assumption that pðxÞ is Gaussian. In particular, there is generally no convenient analytical tool to assess the error in performance J. It is therefore important to verify the accuracy in the assessment of J, which can be done via numerical simulation. Additionally, because Gaussian Closure techniques calculate performance based only on weak satisfaction of conditions for stationary response, they may lead to significant errors in predicting the distribution of extreme values for xðtÞ. Indeed, it is possible that the dynamics of xðtÞ may not even be globally stable (i.e., xðtÞ may have some finite region of attraction), while still resulting in a stationary solution for S under Gaussian Closure. It is therefore important to be mindful of the stability robustness of the feedback law /ðxÞ which is being designed, and to assess this robustness via other techniques.
Causal control for nonlinear WEC models
In this section, we describe an approach that leverages the Gaussian Closure analysis from the previous section, to optimize a controller for a WEC with nonlinearities in F and H, and a loss model lðu; vÞ that is more complex than a quadratic expression. Although we will assume the dynamics and loss models to be nonlinear, we will still assume a linear feedback law for the controller. Furthermore, we will develop the control design approach in two steps, similar to the approach that arises naturally for the linear case, by assuming a certainty-equivalence control paradigm. In this paradigm, the first step is to optimize a hypothetical full-state feedback law, and the second step is to design an observer to estimate the full state from feedback measurements. Certainty-equivalence then combines these steps by implementing the full-state feedback law on the observed states, resulting in a dynamic output feedback controller.
Full-state feedback design
Using the Gaussian Closure techniques from the previous section, we now discuss the optimization of a linear full-state feedback law / : x ! u of the form
for the nonlinear system described in Sections 2.3 and 2.4. We have that the closed-loop system dynamics are governed by
We note that due to the linearity of the feedback term,
and we assume that b A 0 ðSÞ can be evaluated as an analytical function of S. Thus, for a given K, the corresponding covariance matrix is the solution to the nonlinear equation
Our objective is to optimize J, evaluated under Gaussian Closure, expressed in (49). The Gaussian Closure assumption, together with the linear feedback assumption, allow us to assume x and u are jointly-Gaussian, with covariance matrix
We assume that (49) can be solved analytically, in terms of R; i.e., we assume (49) can be reduced to a known, analytical function w such that
J ¼ wðRÞ ð56Þ
To ease the notation, we will suppress the functional dependency of R on ðS; KÞ, but this dependency will be implicit in what follows.
Let the optimal value of K be denoted K I . Then our objective becomes the following algebraic minimization:
Maximize : wðRÞ Over : S; K Subject to : Eq:ð54Þ
This algebraic optimization does not, in general, have a closed-form solution. However, if the function wðRÞ and b A 0 ðSÞ can be expressed analytically, then efficient gradient-based algorithms can be used to converge to the maximizing K.
In order to solve this problem, we make use of Lagrange multipliers. First, define the Hamiltonian function as the optimization objective, augmented with a penalty function for constraint (54); i.e., !ðK; S; PÞ ¼ wðRÞ þ tr P b
where P ¼ P T is a matrix of Lagrange multipliers which enforces (54). We then re-frame the optimization as an unconstrained minimax problem:
We then have that the solution must lie at a saddle point in the three variables, thus requiring that the gradient of ! be zero with respect to all three variables. Evaluating these gradients, we have that @!=@P is
which is the right-hand side of (54). Meanwhile,
where HðP; SÞ is a symmetric matrix, evaluated element-by-element as
Finally, we have the gradient with respect to K, as
To solve for optimality, we note that for any given value of K, the value of S can be found which renders @!=@P ¼ 0 via solution to (54), the constraint equation. As mentioned in the previous section, although this equation is algebraically nonlinear and does not have a closed-form solution, convergent algorithms can be used to solve it. Using such an algorithm, we can eliminate S from the optimization by solving for it, given K. Next we note that @!=@S (i.e., Eq. (61)) is linear in P, given ðS; KÞ. Consequently, P may be solved directly from ðS; KÞ in closed form. Given these observations, we arrive at an iterative steepest-ascent algorithm to optimize K, starting from some initial condition K ð0Þ , each iteration of which is comprised of the following steps:
1. Given K ðkÞ , find the associated S ðkÞ to satisfy (54), via iterative convergence.
2. Given ðK ðkÞ ; S ðkÞ Þ, solve for P ðkÞ by setting @!=@S ¼ 0 and solving (61), which is linear in P. for an appropriate step size d.
Observer design
Because the full state xðtÞ is not available for feedback, the state must be estimated via an observer. This was discussed in Section 3 for the case of linear control design, leading to the observer-based controller (33), in which nðtÞ is the state estimate. A similar procedure can be used here. The most accurate technique would be to exploit knowledge of the true nonlinear differential equation for the system, via an extended Kalman filter. However, here we employ an approach which, while less accurate, is simpler and produces a linear feedback law. In this approach, we merely implement a linear observer, just as in (33) except that we use b A 0 ðSÞ in replacement for the A matrix for the linear case; i.e.,
where S is the solution to (54) with the optimal K. In this case the linear observer gain L can be designed just as for the case of linear dynamics, via the Kalman filter Eqs. (34) and (35), again with b A 0 ðSÞ substituted for A in (35). Our approach here is somewhat ad-hoc, in the sense that we are using a linear observer to estimate the true state of a nonlinear dynamic system. However, for systems for which the true stationary pdf is approximately Gaussian, this approach will provide state estimates which are very close.
The feedback controller designed by the proposed methodology effectively approximates the nonlinear dynamic system via a linear one. The discrepancy between the true and approximate systems introduces unmodeled dynamics into the closed-loop system, and the control design approach proposed here may not be robust to these unmodeled dynamics. Various approaches from robust control theory might be used to remedy this, by accounting for the unmodeled dynamics in the synthesis of K. However, here we propose a very simple approach, which takes advantage of the connection between the optimal energy harvesting problem and LQG control theory.
Specifically, this connection allows us to make use of classical Loop Transfer Recovery (LTR) techniques [18] to enhance the stability margins of the closed-loop system. Essentially the technique is executed by designing the observer gain L as described in Section 3, as a Kalman filter with fictitious measurement noise intensity matrix N. However, we modify this procedure to also include a supplemental fictitious excitation noise of intensity q P 0, which enters at the same location as the control signal uðtÞ. This modifies the algebraic Riccati equation for W in (35) to
It turns out that the gain and phase margins associated with the loop gain of the control system can be enhanced as q is increased from zero. However, the performance of the closed-loop system will simultaneously deteriorate as q is increased, due to progressively poorer tracking of the state vector by the observer.
Consequently, the choice of q constitutes a tradeoff between the robustness of the controller as it is implemented on the true nonlinear system, and the nominal performance achieved by the controller as it is implemented on the approximate system obtained by Gaussian Closure. It is therefore important to choose a value of q which accomplishes a reasonable tradeoff between these two competing objectives. To do this, we first note that for a given value of q, we may approximate the closed-loop performance with output feedback by first solving the covariance matrix for the coupled system v ¼ x
which we denote X ¼ Efvv T g, as the solution to the Lyapunov equation
Now, for the output-feedback case we have that
from which we approximate the closed-loop performance as before; i.e., J ¼ wðRÞ. Using these calculations, we can evaluate the performance for the case with q ¼ 0, establishing a baseline. Then, q can be iteratively increased until some small percentage of baseline performance (say, 1-2%) is sacrificed. This value of q can then be used as a design value.
Example
In this section we apply the control design technique discussed above, to the flap-type WEC illustrated in Fig. 1 . The model for this WEC is based on a system presently in development by Resolute Marine Energy, Inc. The purpose of this example is to provide a case study regarding the application of the above design approach in the context of an actual WEC system. It is not the purpose of this example to provide a full exposition of the modeling of a flap-type WEC, which has been welldocumented (see, e.g., [19] and the references therein). As such, many of the details regarding the model will not be given, nor will many of the hardware specifications.
Mechanical power is extracted from the flap via a controllable pump, situated at the flap joint. Thus we have that u is the effective torque imposed on the flap by the PTO, and v is the angular velocity of the flap. The PTO torque is assumed to be continuously-variable, with sufficient bandwidth to implement a dynamic feedback control law. The power transmission system is also hydraulic, and the implications of this for the transmission loss model will be discussed in Section 6.2.
Dynamic modeling
The mechanical dynamic state x c ðtÞ of the flap is comprised of its angular position h, and its angular velocity v ¼ _ h; i.e.,
The differential equation for the system model is then
where the physical meanings of the various terms above are:
I f is the rotational inertia of the submerged flap, assumed to be constant. f r is the radiation damping torque. f w is the incident wave torque on the flap when it is oriented vertically. Note that in the equation above we assume that the incident wave torque applied to the flap for the dynamically-excited system is this value, multiplied by cos h. This is to reflect the reduction in the wave-induced torque as the flap transitions from its vertical to horizontal orientations.
The specifics regarding the characterization of the above model, including the derivation of the various parameters, as well as the numerical solutions for kernels h w ðtÞ and h r ðtÞ, is beyond the scope of this paper. Following the procedures outlined in Section 2, the above model can be augmented with finite-dimensional models for f r and f w , to create a finitedimensional nonlinear dynamical model for the entire WEC system, of the following form: 
To apply Gaussian Closure techniques to this problem, we must find an analytical expression for b A 0 ðSÞ. We have that 
E Fx
Taking the Jacobian of F gives
To find b A 0 ðSÞ, we must take expectations of these expressions. To do this, we note that the first term A is constant and thus has its expectation is equal to itself. The second and third terms involve expectations over h which, to be consistent with prior assumption, is Gaussian-distributed with zero mean and variance
To evaluate the expectations for these terms, we note that
Regarding the fourth term, we have that
Finally, the last term is an expectation taken over v d , which is Gaussian distributed with variance
Thus, the symbolic expression for b A 0 ðSÞ is
where S h and S d are related to S via (78) and (86) respectively.
Transmission loss model
We assume that the PTO is controlled via a variable-displacement hydraulic pump, which can be used to continuously regulate the control torque uðtÞ. We assume the pump has a static efficiency g p . We assume that the pump is interfaced with a hydraulic accumulator maintained at a constant pressure W, through a hydraulic line with flow-independent viscosity c.
Hydraulic power is then delivered from the accumulator to a variable-displacement motor, which drives a generator. We assume the conversion process from accumulator to generator can be modeled as possessing a static conversion efficiency g m .
Subject to these assumptions, the power generation (i.e., P G ¼ P A À lðu; vÞ) can be approximated as the following
where P 0 ¼ W 2 =c is a physical constant associated with the transmission system. The above model is an accurate representation of the transmission losses in the system, assuming that jP A j ( P 0 .
To get a better idea for what Eq. (90) signifies, Fig. 2 shows the relationship between P G and P A . We can see that for P A > 0 (i.e., when the PTO absorbs energy from the flap) the ðP A ; P G Þ curve is quadratic, and there is a peak value of P G which is physically possible, for a given P 0 , which occurs when P A ¼ P 0 =2g p . As mentioned, the model is only accurate if P A is much less than this value. However, the phenomenon depicted in Fig. 2 for large P A still has a physical interpretation. It implies that almost all the power absorbed is dissipated due to viscous losses in the transmission system, resulting in very poor efficiency. For the case with P A < 0, power flows the other direction, actuating the flap. We see that when P A changes signs, there is a kink in the curve, due to the change in the participation of the static efficiencies g m and g p in (90).
Because v is linearly related to x for this system, the ''Gaussian Closure" approach implies that ðu; vÞ is jointly Gaussian distributed as well, with zero mean and a covariance matrix equal to
We thus have that the function w can be expressed directly in terms of S u ; S uv , and S v , as
This double integral can be shown to have a closed form, in terms of the loss model parameters fg p ; g m ; P 0 g as well as
and where cot À1 ðÁÞ, the inverse cotangent function, is in radians and taken to have a range from 0 to p. 
Sea state
The stochastic wave model was assumed to adhere to a JONSWAP spectrum [8] . This spectrum is fully characterized by its significant wave height H 1=3 , its peak wave period T 1 , and its sharpness factor c. For the examples described here, c ¼ 2 was assumed throughout. Meanwhile, H 1=3 and T 1 were varied, to illustrate the capabilities of the device and efficacy of the control design in varying sea conditions.
In reporting the results for the WEC under consideration, it will be useful to benchmark the power generation relative to the incident power on the flap. For the normalization convention we use for the power spectral density S a ðxÞ, this incident power across a width w, for a given stochastic sea state at depth h, is
where q is the density of water, g is the gravitational constant, and kðxÞ is the wave number at frequency x; i.e., the real solution to dispersion relation x ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi ðgkÞ tanhðkhÞ p .
Control optimization
With analytical expressions for b A 0 and w, as described above, the methodology in Section 5 can then be used to design a linear causal controller for the WEC system. Because the algebraic expressions for b A 0 and w are complicated, the resultant gradients that must be evaluated to solve optimization (57) are rather complicated, but tractable.
To design the observer, we assumed the signals available for feedback (i.e., y) are the angular position and velocity of the flap; i.e.,
We note that this is the most conservative case of causal control design; i.e., when only the colocated position and velocity of the PTO are available for feedback. However, it may be the case that other aspects of the dynamic response, including wave elevations in the proximity of the flap, are also available. In such cases, performance can be expected to improve. However, we will not explore this in the present paper.
To design the observer, some trial-and-error is used to specify N so that the error dynamics of the observer were of reasonable bandwidth. The technique used was to first determine the mean-square value of vðtÞ for the uncontrolled system (i.e., for u ¼ 0) in stationarity, and then to assign N such that the mean-square estimation error for vðtÞ is 10% of this value.
To choose the robustness factor q for the LTR adjustment to the observer, its value was assigned to that value which resulted in a 1% reduction in the power generation performance below the case with q ¼ 0.
Equivalent damping optimization
As a point of comparison, controllers were also optimized which assume an ''equivalent viscous damping" controller, i.e., a controller of the form
where Z is the equivalent viscous damping gain. Note that this is a special case of the full-state feedback controller, when it is constrained to the form
As such, the same optimization approaches mentioned in Section 5.1 to optimize K can be used to optimize Z. All that is required is that in the iterative updating of K, we constrain the updates such that they retain the form above. where, as before, d is a step size, chosen appropriately for smooth convergence.
Results
Define the capture efficiency v as
where P I is the incident wave power. Fig. 3 shows v achieved via the Gaussian Closure approach, for various values of sea state parameters ðT 1 ; H 1=3 Þ. These results reflect loss model parameters g m ¼ 0:75; g p ¼ 0:9, and P 0 ¼ 8 MW.
The value of J used to obtain Fig. 3 is the analytical value assessed under the assumption of Gaussian Closure; i.e., it is not the true value of the power generation resulting from a full nonlinear dynamic simulation. To illustrate the accuracy of the approach, stochastic dynamic simulations were conducted for the nonlinear system, with the optimal controller in place, and the following ratio was evaluated:
The value of J in simulation was assessed through a simple time average of P G ðtÞ. This ratio is shown in Fig. 4 . As can be seen, the accuracy is reasonable except in sea states with extremely high H 1=3 and low T 1 , which are unrealistic in any case. The accuracy becomes lower in sea states with large H 1=3 values, because the nonlinearities in the system dynamics become more pronounced in high waves. As such, the assumption of gaussianity is less justified for responses in this regime. Fig. 5 shows the ratio of J values for optimal causal control, over optimal static viscous damping. (The results are for the simulated performances of the nonlinear system, with the respective optimal controllers in place.) We note that the marginal improvement of optimal causal dynamic control, over static viscous damping, is more pronounced at lower wave heights. (m) Fig. 5 . Ratio of performances for optimal causal and optimal viscous controllers, as a function of sea state parameters.
