In this paper we consider closed subspaces V of sequential Hilbert space Pz and of L 2 (0, 1) . Our results are of two types : (1) if all the elements of V are "small," then V is finite-dimensional ; (2) there exist infinite-dimensional subspaces V containing no small elements (except 0) .
In this paper we consider closed subspaces V of sequential Hilbert space Pz and of L 2 (0, 1) . Our results are of two types : (1) if all the elements of V are "small," then V is finite-dimensional ; (2) there exist infinite-dimensional subspaces V containing no small elements (except 0) .
For example, Theorem 3 says that if V is a closed subspace of f2 and if V C--Qp for some p < 2, then V is finite-dimensional . On the other hand, the corollary to Theorem 4 states that there exist infinite-dimensional subspaces V of f 2 none of whose nonzero elements belongs to any f p -space (p < 2) . [For L2(0, 1) the results are somewhat different: (1) if V is a closed subspace of L 2 (0, 1) and if V c L,, then V is finite-dimensional . Theorem 6 gives a condition for the finite-dimensionality of V in terms of Orlicz spaces, and by Theorem 5 this condition is best possible ; in particular, L . cannot be replaced by Lq for any q < °O . (2) There exist infinite-dimensional subspaces of Lz none of whose nonzero elements is in any L qspace (q > 2) (Theorem 7) ] .
Since the elements x E f2 are functions x = (x(1), x(2), on the nonnegative integers, there are various ways of defining "small" elements . For example, Theorem 1 states that if all the elements x c V satisfy a condition x(n) I = O(p n ), where Z p ?-< then V is finite-dimensional . On the other hand, Theorem 2 states that if Epn= cc then there exists an infinite-dimensional closed subspace V all of whose elements satisfy the condition j x(n) i = O(pn ), but none of whose elements (except 0) satisfies the condition I x(n) I = o(pn ) .
Theorem 8 gives a formula for the exact dimension of any closed subspace V of f2 . The paper concludes with an application of Theorem 8 to a problem involving bounded analytic functions in the unit disc : we give an elementary proof that an inner function cannot have a finite Dirichlet integral unless it is a finite Blaschke product .
We need the following compactness criterion [3, Chapter I, Section 10] :
If p, > 0 and E pn < -, then { x : x c P 2 , I x(n) I < pr, } is compact . THEOREM 1 . Let V be a closed subspace of f 2, and let {p n } be given, withi pn > 0 and Z pn < -. If I x(n) I = O(pn ) for all x c V, then V is finite-dimensional .
Proof.
Let V m = { x : x c V, I x(n) < mp,, for all n } . Then V im, is compact and hence, if V were infinite-dimensional, Vm would be nowhere dense in V . But this would contradict the Baire category theorem, since V = U Vm . THEOREM 2 . Let pn > 0, p n -0 and 1 pn = -. Then there exists an infiniledimensional subspace V of f 2 such that for each x c V
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[In other words, the elements of V are not too large, but nonetheless V contains no small elements .]
We omit the proof of the following lemma . Remark . If all the elements of a closed subspace satisfy an O-condition, then they satisfy it uniformly . More precisely, if I x(n) I = O(p n ) for every x E V, then there exists a constant M such that
Proof. Let e n be the n-th coordinate functional, that is, let (x, e n ) = x(n) for all x . Assume pn > 0 for all n (since (1) holds automatically for indices n for which p n = 0) . Let f n = e n /p By hypothesis, to each x c V there corresponds a constant c X such that I (x, fn) r < c X for all n ; that is, the functionals {f n } are pointwise bounded on V . By the uniform -boundedness principle, there exists an M such that II f n II < M for all n . THEOREM 3 . If V is a closed subspace of f2 and V C C p for some p < 2, then V is finite-dimensional .
Proof. Choose e n > 0 with Z s n < -. For x c V, let
Choose an x l E V such that 1 < R o (x l ) < 1 + Ep, and an n1 such that Nnl (x l ) > 1 .
If V were infinite-dimensional, then by suitably combining n l + 1 linearly independent vectors we could produce an x z E V such that x 2 (n) = 0 (n < n l ) and 1 < R nl (XZ) < 1 + 6P . Now choose n 2 so that N n2 (x z ) > 1 .
Continuing in this manner, we construct a sequence {x k } c V and an increasing sequence of positive integers {nk } such that, for all k,
Then {fk } is a bounded orthogonal family in f2, and
Let {ak} be a square-summable sequence of positive numbers that is not in Q p , and let yl -Uakfk, y2 -Za k g k , y = y l +y 2 .
B the Riesz-Fischer theorem, the series for y 1 converges in f z . Since E a k IÍg kll p < -, the series for y2 converges in f p and hence in f z (the 2-norm of an element is less than or equal to the p-norm) . Thus y = Z akx k , with the series converging in f z , and so y E V . 
. ) . ie N i
Then {f } is an infinite orthonormal set ; let V be the subspace spanned by it . Let x = E aj ii E V, x * 0 . At least one coefficient, say a l , is not zero . Thus
i c N COROLLARY . There exists an infinite-dimensional subspace V of k2 none of whose nonzero elements belongs to any kp (p < 2) .
Proof. Choose {Pn } E k q for all q > 2, with pn and apply Theorem 4 . By Hölder's inequality, no nonzero element of V can belong to any class k p (p < 2) .
We now consider L,(0, 1) . Here the situation is quite different . Since L q (--L 2 for q > 2, the analogue of Theorem 3 would be that if a closed subspace V of L Z is contained in L q for some q > 2, then V is finite-dimensional . This is false, however, as the following theorem shows . Before proving the theorem, we introduce some notations about Orlicz spaces that will be used in the proof . E0 is the set of functions f some constant multiple of which belongs to BO (yf E BO for some y > 0) . We do not distinguish between functions that agree almost everywhere . The proof will show that Theorem 6 is valid under the weaker hypothesis that V c Eo .
The Orlicz norm II f 11 0 in E0 is defined as follows : With this norm, E0 is a Banach space ; B0 is the unit ball . For a discussion along these lines see [4] and [7] . Using (4), we can show that L, C E 0 c L q for all q<oo .
It will be convenient to modify the function 0 somewhat . Let 0*(x) = max (o(x), x2-) . We now assume that V is a closed subspace of L L and that V C= E0 . LEMMA 3 . V is a closed subspace of E6 .
Proof. Let { f n } c V, f n --> f in E0 . By Lemma 2, f n -~f in L z , and hence f E V . Proof of Theorem 6 . Assume that V is infinite-dimensional, and let {h n } be an orthonormal basis for V . Let E nk = { x : I hn (x) I < k} .
We distinguish two cases, and we show that Lemma 4 is violated in both . In the first case much more is true : V cannot be a subset of L q for any q > 2 . Since k is arbitrary, the q-norm is not equivalent to the 2-norm on V, and thus V cannot be a subset of L q .
Case II.
All we really require is that (6) which establishes (7) . We now show that (6) implies the existence of a positive constant ő and a sequence of measurable sets IF n } such that (7) µ(F n ) > ő, Ih n (x)I > ő (x E F n ) .
Indeed, fix an a > 0 such that a 2 < min (d, k 2 ), and choose any n for which (6) holds . Let Gn be the subset of E n k where I hr , I < a, and let Fn = E nk -G n . Then
Since µ(Enk ) cannot exceed the measure of the whole space, which we take to we have the inequality
By considering real and imaginary parts of h n on suitable subsets of F n (which we continue to denote by F n ), choosing a smaller Ö, and passing to a subsequence, we may assume that
By a result of Visser [6] , there exists a subsequence of IF,, }, which we continue to denote by { F n}, for which (9) µ(F1 n F 2 n . . . n Fn) > 2 Ö n (n = 1, 2, . . . ) . and let F J = UiE Nj E i . Let g l , g 2 , be nonnegative functions, with g j supported in F j , g j2 = 1, and hg j _ (j = 1, 2, ) . Then I g j } is an orthonormal set .
Finally, let V be the subspace spanned by I g i }, and let f = Z a j g j c V . At least one coefficient, say a l , is not zero . Thus We shall show that if 0 is an inner function, then E n I a n I Z < ' (that is, $ has a finite Dirichlet integral) if and only if 0 is a finite Blaschke product . This result was proved in [5] by means of the theory of dual extremal problems . Our proof is based on Theorem 8 . For a discussion of inner functions and of the Hilbert space H Z of power series with square-summable Taylor coefficients, see [2, Chapter 5] .
By $H Z we denote the subspace of HZ consisting of all multiples of 0 . It is a closed subspace, since multiplication by is an isometry . We state the following lemma without proof . (all n, all x c V) .
THEOREM 9 . Let 0(z) _ 2,a n z n be an inner function . Then Our results can be applied to other function spaces . For example, let H denote the space of entire functions f = Ia n z n with norm for all f c V?
In conclusion, we mention a problem that arose in this work and was left unsettled . Let T be a bounded linear transformation from f q to f Z for some q > 2 . Since ( Z C-Q q , we may restrict T to QZ, thereby obtaining a map of Q Z into itself . Is this new map necessarily completely continuous? Added in proof. Dr . Stephen Parrott has pointed out to us that this last question has an affirmative answer . In outline, the idea is to consider the adjoint map T * from f2 to fp c QZ . Using Theorem 3, one can show that the range of T * , regarded as a subset of Pz , contains no closed infinite-dimensional subspace . The complete continuity follows from this, via the polar decomposition and the spectral theorem .
