We obtain upper bounds for the numerical radius of product of Hilbert space operators which improve on the existing upper bounds. We generalize the numerical radius inequalities of n × n operator matrices by using non-negative continuous functions on [0, ∞]. We also obtain some upper and lower bounds for B-numerical radius of operator matrices where B is the operator diagonal matrix with diagonal entries are positive operator A, and show that these bounds generalize and improve on the existing bounds.
Introduction
The purpose of the present article is to study the inequalities for the numerical radius of product of two bounded linear operators defined on a Hilbert space and obtain inequalities for the bounds of the numerical radius of n × n operator matrices. We also study the inequalities for B-numerical radius of operator matrices, where B is the diagonal operator matrix with all diagonal entries as positive operator A defined on a Hilbert space. For this we need the following notations and terminologies. Let H be a non trivial complex Hilbert space with usual inner product ., . , and . be the norm induced from ., . . Let B(H) denote the C * -algebra of all bounded linear operators on H. For T ∈ B(H), let T , W (T ) and w(T ) be the operator norm, the numerical range and the numerical radius of T respectively, defined as follows:
The spectral radius of T , denoted as r(T ), is defined as the radius of the smallest circle with centre at origin that contains the spectrum. It is well known that closure of the numerical range contains the spectrum and so r(T ) ≤ w(T ). It is easy to verify that w(T ) is a norm on B(H) and equivalent to the operator norm, satisfying the following inequality 1 2 T ≤ w(T ) ≤ T .
Various numerical radius inequalities improving this inequality have been given in [3, 4, 6, 7, 9, 10, 11, 13, 14, 15, 17, 18, 19, 20] . We reserve the alphabets I and O for identity operator and zero operator defined on H, respectively. A self-adjoint operator A ∈ B(H) is called positive if Ax, x ≥ 0 for all x ∈ H and is called strictly positive if Ax, x > 0 for all (0 =)x ∈ H. For a positive (strictly positive) operator A we write A ≥ 0 (A > 0). In this article, we use the alphabet A for a positive operator on H. Clearly A induces a positive semidefinite sesquilinear form ., . A : H × H → C defined as x, y A = Ax, y for x, y ∈ H. Let . A denote the semi-norm on H induced from the sesquilinear form ., . A , i.e., x A =
x, x A for all x ∈ H. It is easy to verify that . A is a norm if and only if A is a strictly positive operator. For T ∈ B(H), A-operator semi-norm of T , denoted as T A , is defined as
For T ∈ B(H), A-minimum norm of T , denoted as c A (T ), is defined as
The generalization of the numerical range, known as A-numerical range (see [5] ), and denoted as W A (T ), is defined as
The A-numerical radius w A (T ) and A-Crawford number m A (T ) of T are defined as:
We know that A-numerical radius of T is equivalent to A-operator semi norm, (see [21] ), satisfying the following inequality
In [21] , Zamani studied A-numerical radius inequalities for semi-Hilbertian space operators. In [8] , we have also studied B-numerical radius inequalities of 2 × 2 operator matrices where B is the 2 × 2 diagonal operator matrix whose diagonal 
For more information we refer the reader to [1, 2, 5] .
In section 2, we obtain new upper bounds for the numerical radius of product of two bounded linear operators defined on a complex Hilbert space H and show that these bounds improve on the existing bounds. In section 3, we obtain some upper bounds for the numerical radius of n × n operator matrices by using two non-negative continuous functions on [0, ∞], which improve on the existing upper bounds. The results of section 2 and 3 are based on the improvement, generalization as well as correction of the results proved by Alomari in [4] . In section 4, we obtain new bounds for B-numerical radius inequalities for n × n operator matrices, where B is an n × n diagonal operator matrix with diagonal entries as the positive operator A defined on H. The section 4 is an extension of recent work [8] on the B-numerical radius.
Bounds of numerical radius of product of two operators
In this section, we obtain upper bounds for the numerical radius of product of two operators in B(H), which improve on the existing bounds in [4] . To obtain these bounds, the following lemmas are essential. First lemma is known as the Power-Young inequality and the second one is known as McCarty inequality. 
for all x, y ∈ H.
The following inequality for the numerical radius of 2 × 2 operator matrices follows from [7, Th. 2.5] .
Then
In particular,
We now are in a position to prove our desired bound for the numerical radius of product of two operators.
, using Lemma 2.4.
Taking supremum over x ∈ H, x = 1 we get our desired bound and this completes the proof.
In particular, if we take α = β = 2 and p = 1 in Theorem 2.5, then we get the following :
where f and g are non-negative continuous functions on
in Corollary 2.6 and noting that f 2 (|X|) = |X|, g 2 (|X * |) = |X * | and r(Y ) ≤ w(Y ) we get the following inequality for w(XY ), by using Lemma 2.4. Our next theorem is based on Buzano's inequality, which is generalization of Cauchy-Schwarz inequality.
where p ≥ 1 and α, β > 1 such that 1
Proof. Let x ∈ H be such that x = 1. Taking a = XY x and b = Y * X * x in Lemma 2.9, we get
Since |X 2 |Y 2 = (Y * ) 2 |X 2 |, so by similar technique as in the proof of Theorem 2.5 we get,
Therefore,
Taking supremum over x ∈ H, x = 1 we get our required inequality and this completes the proof of the theorem.
If we assume that α = β = 2 and p = 1 in the above Theorem 2.10, then we get the following :
where f and g are non-negative continuous functions on [0, ∞] such that f (t)g(t) = t, t ≥ 0.
Considering f (t) = g(t) = t 1 2 in Corollary 2.11 and noting that f 2 (|X 2 |) = |X 2 |, g 2 (|(X * ) 2 |) = |(X * ) 2 | and r(Y 2 ) ≤ w(Y 2 ) we get the following inequality for w(XY ), By using Lemma 2.4.
Remark 2.13. Alomari in [4, Cor. 3.3] proved an inequality which have some typos. This inequality should be of the form
2 ) 2 and so the inequality obtained in Corollary 2.12 is better than that obtained by Alomari in [4, Cor. 3.3].
Bounds of numerical radius of operator matrices
In this section, we obtain some inequalities for the numerical radius of n × n operator matrices. First we prove the following theorem. 
. . , x n ) t is a unit vector in C n . Taking supremum over x ∈ H, x = 1 we get our desired inequality of the theorem.
Remark 3.2. In particular, if we take f (t) = g(t) = t 1 2 , t ∈ [0, ∞] in Theorem 3.1, then we get, w(T ) ≤ w( T ij ). This inequality was also proved by How and Du in [14] .
Next we prove the following inequality. 
. . , x n ) t is a unit vector in C n . Now taking supremum over x ∈ H, x = 1 we get the required inequality and this completes the proof. 
But this is not always correct. As for example, if
. The rest of the results in section 4 of the paper by Alomari [4] are also incorrect.
Bounds of B-numerical radius of operator matrices
In this section we obtain B-numerical radius of n × n operator matrices, where B is an n × n operator diagonal matrix with diagonal entries as positive operator A defined on H. To do show we need the following two lemmas, the proof of which can be found in [8] .
Based on the above two lemmas, we first obtain the following upper and lower bounds for B-numerical radius of 2 × 2 operator matrices.
Proof. First we prove the left hand inequality of the theorem. From Lemma 4.2 we have
Replace T 21 by −T 21 in the above inequality, we get
This completes the proof of the left hand inequality of the theorem. Now we prove right hand inequality. We consider a B-unitary operator, U = 1
This completes the proof of the right hand inequality of the theorem.
Next we obtain another bound for B-numerical radius of 2×2 operator matrices. To prove this we need the following lemma. Proof. We know (see [21] ) that
Then by simple calculation we get the required result. This completes the proof of the theorem.
Based on the above Theorem 4.5, we prove the following inequality.
Proof. Interchanging T 12 and T 21 in Theorem 4.5 and using Lemma 4.1 (i), we get the required result.
Next we prove the following two inequalities which follows from the above Theorem 4.5 and corollary 4.6.
Proof. The proof of (i) and (ii) follows easily from Theorem 4.5 and croollary 4.6 respectively, by simple calculation with using the inequality in [8, Cor. 3.3] .
Remark 4.8. We would like to remark that if we take T 12 = T 21 = T in Corollary 4.7, and then using Lemma 4.2, we get
This inequality also proved by Zamani in [21, Th. 2.11 ].
Next we prove the following lower bounds for B-numerical radius of 2 × 2 operator matrices. 
Taking supremum over x A = 1, we get
This completes the proof.
Based on the above Theorem 4.9, we prove the following inequality. 
Proof. Interchanging T 12 and T 21 in Theorem 4.9 and then using Lemma 4.1 (i), we get the required result.
Remark 4.11. We would like to remark that if we take T 12 = T 21 = T in Corollary 4.10, and then using Lemma 4.2, we get
This inequality also proved by Zamani in [21, Th. 2.12] .
We now prove the following upper bound for B-numerical radius of n × n operator matrices where B is the n×n diagonal operator matrix with all diagonal entries as postive operator A. Theorem 4.12. Let T = (T ij ) be an n × n operator matrix with T ij ∈ B(H) and B = diag (A, A, . . . , A) be an n × n diagonal operator matrix where A ≥ 0. Then
. , x n A ) t be a unit vector in C n . Taking supremum over x B = 1, we get the desired inequality. As an easy consequence of Theorem 4.12 we get the following : 
Proof. From Theorem 4.12 we have
This completes the proof. matrices. To prove this, we need the following lemma.
Lemma 4.15. Let T = (T ij ) be an n × n operator matrix with T ij ∈ B A (H) and B = diag (A, A, . . . , A) be an n × n diagonal operator matrix where A ≥ 0. Then
Proof. Let x = (x 1 , x 2 , . . . , x n ) t ∈ ⊕ n i=1 H. We have
becausex A = ( x 1 A , x 2 A , . . . , x n A ) t be a unit vector in C n . This completes the proof of the lemma.
We now obtain the desired inequality. As an easy consequence of Theorem 4.16 we get the following: 
Proof. From Theorem 4.16 we have
Our next theorem is based on the following Lemma, which is generalization of polarization identity. 
where l A = inf θ∈R c A (e iθ X − Y ).
