We study anisotropic heterogeneous nonlinear integral equations arising in epidemiology. We focus on the case where the heterogeneities have a periodic structure. In the first part of the paper, we show that the equations we consider exhibit a threshold phenomenon. In the second part, we study the existence and non-existence of traveling waves. The results we derive apply in particular to spatially periodic integro-differential SIR systems.
Introduction

Motivations: spatial models for the spread of epidemics
The mathematical modeling of infectious diseases aims at describing the spread and the outcome of epidemics. From the mathematical point of view, this often consists in understanding how the parameters of the models govern the behavior of solutions. The first deterministic model describing the spread of an epidemic was introduced in 1927 by W. O. Kermack and A. G. McKendrick in the founding paper [24] , and was studied in the subsequent papers [25, 26] . One of the main feature of this model is that it does not take into account spatial effects. For instance, the distance between individuals or the effects of diffusion and migration are not taken into account. A spatial generalization of the Kermack-McKendrick model was introduced independently by O. Diekmann in [13] and by H. Thieme in [30] .
This spatial model consists in a nonlinear integral equation. It can take two forms, depending on the situation under consideration. Assume that we want to describe the evolution of an epidemic in a population when some infected individuals are introduced at a given initial time. Then, the model takes the form of the following equation:
y∈R N Γ(τ, x, y)g(u(t − τ, y))dydτ + f (t, x), t > 0, x ∈ R N . (1.1)
For now, let us just say that the solution u(t, x) of this equation represents "how much" the population located at the point x ∈ R N at the time t > 0 is contaminated. The kernel Γ(τ, x, y) encodes the repartition of the initial population and the characteristics of the epidemic (mean duration of the contamination, incubation period...). The function g reflects the nonlinear growth of the epidemic. Finally, the function f accounts for the initial infectivity. We give more details about the interpretation of these quantities in the sequel.
On the other hand, it can be interesting to study the propagation of an epidemic without assuming any specific initial condition, for instance if we want to see the "generic" way the epidemic spreads through space. In this case, it is natural to consider the same problem but with solutions defined for all time t ∈ R; this allows to find traveling waves solutions. Then, the model of O. Diekmann and H. Thieme takes the form of the following equation:
y∈R N Γ(τ, x, y)g(u(t − τ, y))dydτ, t ∈ R, x ∈ R N .
(
1.2)
In order to give more insight about the phenomena described by equations (1.1) and (1.2), and to motivate the hypotheses we will make on Γ, f, g, we start with presenting a particular class of models, interesting in their own right: the spatial SIR models. This will also come in handy to illustrate our results in the sequel. The SIR models are a type of compartmental models, that is, the population is divided into several groups, three groups here, namely the Susceptibles, the Infected and the Recovered. The first SIR model was introduced by W. O. Kermack and A. G. McKendrick in [24] , as a particular case of their general model. The basic modeling assumptions for the SIR model are the following:
• The infected individuals can contaminate the susceptible ones, who then turn into infected. The probability to get infected depends on the number of infected individuals and on their positions.
• The infected individuals can move.
• The infected individuals can recover. Once recovered, they can not contaminate other individuals. The recovery rate can vary from places to places (as a result of localized vaccination or quarantine for instance).
• The recovered individuals have permanent immunity.
Observe that only the infected individuals are assumed to move, not the susceptibles ones. This restriction is often made in the literature, for technical reasons. Because the recovered individuals can not contaminate and have permanent immunity, they do not play any role in the dynamic, and we will not mention them from now on. Let us just emphasize that some models, such as the SIRS models, allow for a waning immunity: the recovered individuals can become susceptible again.
We let S(t, x), I(t, x) denote the density of susceptible and infected individuals respectively, located at point x ∈ R N in space and time t. Taking into account the modeling hypotheses above, the evolution of these densities can be governed by the following integro-differential system: ∂ t S(t, x) = −S(t, x) y∈R N K(x, y)I(t, y)dy, t ∈ I, x ∈ R N , ∂ t I(t, x) = D(I) + S(t, x) y∈R N K(x, y)I(t, y)dy − µ(x)I(t, x), t ∈ I, x ∈ R N . (1.
3) The time interval I will be either (0, +∞) or R in the sequel. The operator D is a diffusion operator, it accounts at the macroscopic level for the microscopic movements of the infected individuals. Assuming that each infected individual moves following a Brownian motion would result in having D = ∆, where ∆ is the Laplace operator. Taking D equal to a fractional Laplacian, i.e., D = −(−∆) s , s ∈ (0, 1), would reflect a movement with jumps. If the individuals do not move, then D = 0. In this case the non-local contamination would be the unique mechanism triggering the spatial propagation of the epidemic.
The rate of contamination is an average of the infected individuals here. The quantity K(x, y) ≥ 0 represents the probability that an infected individual located at point y contaminates a susceptible individual located at point x. The kernels K considered in the related literature are often decreasing functions of the distance |x − y|, to account for the fact that the probability to get infected gets smaller with the distance.
The quantity µ(x) ≥ 0 is the recovery rate at point x ∈ R N , it represents the inverse of the "average duration" of the infection for an individual staying at point x.
The model (1.3) is a integro-differential system. We can show that it is not regularizing, and that it does not enjoy a comparison principle. Moreover, it is not clear how to identify the steady states (the solutions that do not depend on the t variable). One way to carry the analysis of (1.3) is to transform it, up to some change of function, into equations of the form (1.1), (1.2). This transformation is possible for many linear operators D, however, we only present in this section the specific case where D = ∆ is the Laplace operator.
Let H(t, x, y) denote the fundamental solution of the operator ∂ t −∆−µ(x), that is, H(t, x, y) solves ∂ t H−∆H−µ(x)H = 0 for all t > 0, x ∈ R N , with lim t→0 + H(t, ·, y) = δ y , where δ y is the Dirac measure centered on y ∈ R N . Consider (1.3) as an initial value problem, i.e, with I = (0, +∞). Let (S(t, x), I(t, x)) be the solution of (1.3) arising from the initial datum (S 0 (x), I 0 (x)), where S 0 > 0 (the questions of existence and uniqueness will be discussed below). Then, up to some computations, that we defer to the Appendix A, we can find that the function
As mentioned above, the kernel Γ encodes the repartition of the initial population and the characteristics of the processes that allow the epidemic to propagate, while f accounts for the initial population of infected individuals. As we mentioned above, it is also interesting to consider the system (1.3) with I = R. In this case, rather than an initial value at t = 0, we want to consider asymptotic values as t → −∞. Assume that (S(t, x), I(t, x)) solves (1.3) for all t ∈ R, and that S(t, x) → S −∞ (x) and I(t, x) → 0 as t goes to −∞, locally uniformly in x ∈ R N . Then, we can prove that the function
and where f, g andΓ are as above.
1.2 Problems under study
Propagation and generalized traveling waves
This paper is dedicated to the study of the spatial model of O. Diekmann and H. Thieme, equations (1.1) and (1.2). As said above, for Γ, f, g "well chosen", these equations are equivalent, in some sense, to SIR models of the form (1.3). However, the interest of equations (1.1) and (1.2) go beyond SIR models. Up to choosing a different set of Γ, f, g, these nonlinear integral equations are equivalent to other models and equations. They appear for instance in the study of reaction-diffusion equations (see Section 1.2.3 for more details), delayed and non-local models in population dynamic and epidemiology (see [33] ), compartmental models other than the SIR one (see [9] ), and also in mathematical neuroscience as the neural field equation, see [12] . Therefore, we study in this paper (1.1) and (1.2) without assuming the specific form (1.4) on Γ, f, g.
In this paper, we answer the two following questions:
Question 1. What properties should Γ, f, g satisfy to ensure that the epidemic propagates? Moreover, when the epidemic propagates, what is the final state of the population?
Question 2. How does the epidemic spreads through space? What is the "speed" of the epidemic?
To answer the first question, we will study the long-time behavior of the solutions of equation (1.1). Let us introduce the notions of propagation and of fading out for an epidemic. On the other hand, we say that the epidemic fades out if the solution u of (1.1) satisfies lim sup |x|→+∞ lim sup t→+∞ u(t, x) = 0.
To answer Question 1, we will prove that (1.1) exhibits a threshold phenomenon, that is, we will identify a quantity λ 1 ∈ R, that depends on the characteristics of the epidemic and of the initial population, such that, if λ 1 is greater than some threshold, the epidemic propagates, no matter how "small" the initial infectivity. On the other hand, if λ 1 is below the threshold, then the epidemic fades out, no matter how "large" the initial infectivity.
The first proof that an epidemic model can exhibit a threshold phenomenon dates back to the paper of W. O. Kermack and A. G. McKendrick [24] , for space independent models. It was extended by several authors to the spatial case -we will review some results in the sequel.
To answer Question 2, we will study the existence and non-existence of generalized traveling waves for (1.2). Our goal will be to identify what states can be connected by a generalized traveling wave, and for which speed there exist or not traveling waves. The notion of generalized traveling waves was introduced, under a more general form, by H. Berestycki and F. Hamel in [5] in the context of heterogeneous reaction-diffusion equations, in order to generalize the notion of traveling waves introduced by A. N. Kolmogorov, I. G. Petrovski, N. S. Piskunov [27] for homogeneous reaction-diffusion equations. The definition we use is sometimes called almost planar wave with linear speed, see Definition 2.8 in [5] . Remark 1. Let us say a word about the assumption that the waves we consider have a linear speed. This is not obvious a priori, and there are examples of reactiondiffusion equations where the propagation happens with a super-linear speed. For instance, X. Cabré and J.-M. Roquejoffre [11] prove that, for a reaction-diffusion equation with diffusion given by a fractional Laplace operator (−∆) s , s ∈ (0, 1), the spreading is exponential. This comes from the fact that the transition function of the underlying process decays "too slowly" (algebraically) at infinity. This phenomenon was also observed in the context of neural field equations, see for instance [17] . To prevent this super-linear propagation to happen here, we will restrict our attention to kernels Γ that decay exponentially fast.
Remark 2.
It is interesting to specify the notion of propagation given by Definition 1.1 and the notion of generalized traveling wave given by Definition 1.2 in the special case where the equations (1.1), (1.2) are obtained by transforming a SIR system (1.3). Let us start with the notion of propagation: assume that (S(t, x), I(t, x)) solves (1.3) with initial datum (S 0 (x), I 0 (x)), where S 0 > 0 and I 0 ≥ 0. Let u(t, x) = − ln(
). If the epidemic propagates in the sense of Definition 1.1, then lim inf |x|→+∞ lim inf t→+∞ u(t, x) > 0, which implies that there is ε > 0 and R > 0 large enough so that
where S ∞ (x) := lim t→+∞ S(t, x). This means that, even far away from the initial focus of infection, the population is significantly decreased by the epidemic. On the other hand, if the epidemic fades out, then lim inf
This means that, at least far away from the initial focus of infection, the population is unchanged after the epidemic. Let us now specify the notion of generalized traveling wave. Let (S(t, x), I(t, x)) be solution of (1.3) with I = R such that S(t, x) → S −∞ (x) and I(t, x) → 0 as t goes to +∞, locally uniformly in x ∈ R N . Let u(t, x) = − ln(
). Assume that u is a generalized traveling wave of (1.2) with speed c in the direction e ∈ S N −1 connecting 0 to U in the sense of Definition 1.2. Define S +∞ (x) := S −∞ e −U (x) . For simplicity, assume that S ±∞ are bounded from below and from above by positive constants. Then, it is easy to see that
hence, S(t, x) is itself a generalized traveling wave connecting the state S −∞ (x) to the state S +∞ (x), as t goes to +∞, with speed c in the direction e.
Structure of the equation
In order to prove that (1.1) exhibits a threshold phenomenon and to study the existence and non-existence of generalized traveling waves for (1.2), it is convenient to assume some spatial structure on Γ. The simplest structure is the isotropic, homogeneous, one. We say that Γ is isotropic if it writes Γ(t, x, y) = Λ(t, |x − y|), (1.5) that is, Γ depends only on the distance between the points (and on t). This isotropic case was studied by several authors: O. Diekmann [13, 14] , H. Thieme [30, 31, 32] , H. Thieme and X.-Q. Zhao [33] , D. G. Aronson [1] . To illustrate how this hypothesis is restricting, consider again the SIR model (1.3). It can be rewritten as (1.1), (1.2) with Γ given by (1.4). For such Γ to satisfy the isotropy hypothesis (1.5), one needs to impose that:
• The initial population S 0 is constant.
• The diffusion operator D is homogeneous.
• The contamination kernel K is isotropic, i.e., it is a function of |x − y|.
• The recovery rate µ is constant.
For instance, the system
6) and the system
where α, µ > 0, can be rewritten under the form (1.1), with Γ satisfying the isotropic hypothesis (1.5), provided the initial datum for S is constant. The system (1.6) describes an epidemic where the contamination is non-local and isotropic, and where the individuals do not move (D = 0), it was introduced by D. Kendall [22, 23] . The system (1.7) was introduced by Y. Hosono and B. Ilyas [19] . It describes the propagation of an epidemic in a population that diffuses homogeneously, but where the contamination is local, i.e, K(x, y) = δ 0 (x − y). The two isotropic homogeneous SIR systems above were studied by several authors, we mention the works of C. Atkinson and G. Reuter [3] , D. Mollison [29] and D. Aronson [1] .
In the present paper, we study equations (1.1) and (1.2) under a more general spatial structure: we assume that Γ is anisotropic periodic, that is
This clearly generalizes (1.5). Other technical hypotheses will be given later. Without loss of generality, we consider only the 1-periodic case throughout the whole paper, without further notice.
To illustrate how hypothesis (1.8) is more general than the isotropy hypothesis (1.5), it is enlightening to present some SIR models that can be rewritten as (1.1), with Γ (given by (1.4)) satisfying the periodicity hypothesis (1.8). First, this is the case of the SIR systems (1.6) and (1.7) if the initial susceptible population S 0 (x) is periodic in x. This is also the case of the system
with α(x), µ(x) ≥ 0 periodic functions of x and with S 0 also periodic. The system (1.9) was studied by A. Ducrot and T. Giletti in [16] . To do so, they rewrite it in a different way than the one presented in Section 1.1 (they show that (1.9) can be rewritten as a reaction-diffusion equation). Then, using the theory for periodic reaction-diffusion equations, as developed in [6] for instance, they obtain the threshold phenomenon, the existence of generalized traveling waves, and also more precise results, concerning the uniqueness and the stability of waves. We give in the next Section 1.2.3 more details concerning the links between reaction-diffusion equations and equations (1.1), (1.2).
To conclude this section, let us mention that H. Inaba studied in [20] the equation (1.1) on a bounded domain (that is, with x ∈ Ω, where Ω is bounded), without assuming any structure on Γ. His analysis is based on the study of the next generation operator. He obtains a general threshold phenomenon for bounded domains (the existence of traveling waves is not relevant in the case of such domains).
Connection with reaction-diffusion equations
The analysis conducted in the present paper is inspired by the analysis of heterogeneous KPP reaction-diffusion equations. An exemple is the following (assume that a > 0):
The solution u can be though of as a density of diffusing particles, with a KPP reaction rate. The connection between reaction-diffusion of the form (1.10) and the nonlinear integral equations considered here is readily seen by observing the, if u solves (1.10) with initial datum u 0 , then it solves
where H is the heat kernel on R N and where g(z) = z(1 − z). Comparing this equation with the equation (1.1) obtained from a SIR model, with Γ given by (1.4), we observe that the reaction coefficient a and the initial population S 0 seem to play an analogous role. Actually, it is enlightening to think of SIR models as reactiondiffusion equations for a population, the infected, inside a medium, the susceptible population, that gets consumed by the infected population as it propagates.
The first results on reaction-diffusion equations date back to the founding papers of A. N. Kolmogorov, I. G. Petrovski and N. S. Piskunov [27] and R. A. Fisher [18] , and were developed by D. G. Aronson and H. F. Weinberger [2] . Those papers consider homogeneous reaction-diffusion equations, that is, (1.1) with A and g independent of the x variable. The methods and the notions developed in these papers were of great importance for the study of models from epidemiology in general, and for the study of (1.1), (1.2) in particular. We refer to [33] for details.
The analysis of heterogeneous reaction-diffusion equations developed more recently, bringing new techniques and notions. We already mentioned that the notion of generalized traveling wave that we use was introduced in [5] . The existence of traveling waves and the invasion phenomenon, (which is similar to the propagation phenomenon of Definition 1.1) for periodic reaction-diffusion equations were widely studied, we mention the works of H. Berestycki and F. Hamel [6] and of L. Rossi and the author [15] .
Previous results in the isotropic case
We gather here some results, proved in [13, 14, 33] , concerning the isotopic case, i.e, when Γ satisfies (1.5). Those results partly answer Questions 1 and 2, and we will generalize them to the periodic case.
Before presenting these results, let us start with a general existence and convergence result for (1.1), proved in [13] , that does not require any structure assumption on Γ. The hypotheses presented in this section will be assumed throughout the whole paper, without further notice.
We assume that g is a strictly increasing, bounded, Lipschitz continuous function on [0, +∞), such that g(0) = 0, g(z) > 0 for all z > 0. Moreover, we assume that
In addition, we suppose that g(z) is differentiable at z = 0, and that there is C > 0 such that, for every z ≥ 0,
Observe that the right-hand side inequality is a consequence of (1.11). We assume that Γ(τ, x, y) ≥ 0 for every τ > 0, x, y ∈ R N and that there are η, r > 0 such that Γ(τ, x, y) > η if |x − y| ≤ r and τ ∈ (0, r). Moreover,
We also assume the following regularity hypothesis: for every ε > 0, there is δ > 0 such that, for every
The function f (t, x), that appears only in (1.1), not in (1.2), is supposed to be continuous on [0, +∞) × R N and non-negative. Moreover, we assume that f is nondecreasing with respect to the variable t, and that
where f ∞ is bounded and uniformly continuous on R N and satisfies Then, there is a unique continuous bounded solution u(t, x) to (1.1). Moreover, u is time-nondecreasing and
is a solution of the limiting equation:
where
Let us emphasize again that this result does not require any structure hypothesis, neither the isotropic (1.5) nor the periodic one (1.8), to hold true. However, in the sequel, we will assume that the periodicity hypothesis (1.8) is verified. It is readily seen that (1.8), combined with (1.13), implies (1.16), so that Proposition 1.3 holds true as soon as (1.8) does. Proposition 1.3 tells us that the solutions of (1.1) converge as t goes to +∞. If we want more details, we need to assume some structure on Γ. Under the isotropy hypothesis (1.5), the following holds:
, Theorems 2.6a and 2.8c). Assume that Γ is isotropic, i.e., it satisfies (1.5) and that f ∞ ≡ 0. Let u be the unique solution to (1.1). Define
where Λ is from (1.5). Define also u ∞ (x) := lim t→+∞ u(t, x). Then
, the epidemic propagates in the sense of Definition 1.1. Moreover, there is a unique z > 0 such that Λ ⋆ g(z) = z and
• if g ′ (0)Λ ⋆ < 1, the epidemic fades out, in the sense of Definition 1.1. Moreover,
Let us make some remarks on this result. First, it says nothing on the case g ′ (0)Λ ⋆ = 1. It turns out that in this case, the epidemic fades out, we prove it in the periodic case, c.f. Theorem 1.6 below.
Observe that the fact that there is a unique z > 0 such that Λ ⋆ g(z) = z when g ′ (0)Λ ⋆ > 1 is readily obtained from the hypotheses on g.
The existence and non-existence of traveling waves was studied in the isotropic case, i.e., when (1.5) holds true. In this setting, one can hope to find "standard" traveling waves. Those are solutions u of (1.2) of the form
where z ∈ R is given by the characteristics of the model. The function φ is the profile of the wave, e ∈ S N −1 is the direction of the wave and c ∈ R is the speed of the wave. As far as we are aware, the results concerning the existence of traveling waves for (1.2) in the isotropic case only treated the 1-dimension case. Then, if u is a traveling wave with profile φ, an easy computation shows that φ should solve:
where Λ is from (1.5).
To prove the existence of traveling waves in the isotropic case, we need an extra hypothesis, namely that there is ρ 0 > 0 such that, for every ρ
This hypothesis prevents the propagation to happen with a super-linear speed, see Remark 1 above. Define then
Results of the paper
The paper is divided into two parts. The first one is concerned with the threshold phenomenon, the second with the existence and non-existence of traveling waves. Let us repeat that, throughout the whole paper, the hypotheses on Γ, f, g stated above in Section 1.3, are assumed without further notice. Moreover, we assume from now on that Γ satisfies the periodicity hypothesis (1.8).
We add two other technical assumptions, also assumed throughout the whole paper. We assume that V , given by (1.18), satisfies, for every compact set S ⊂ R N , sup x∈S y∈S
We also require a symmetry hypothesis: we assume that there are
denotes the set of continuous 1-periodic functions on R N , γ 1 , γ 2 > 0 and that there isṼ (x, y) such thatṼ (x, y) =Ṽ (y, x) for every x, y ∈ R N , and
The threshold phenomenon is concerned with the long-time behavior of solutions to (1.1). If u(t, x) is a solution of (1.1), we know from Proposition 1.3 that it converges as t goes to +∞ to a function u ∞ solution of (1.24). To establish whether the epidemic propagates or fades out in the sense of Definition 1.1, we have to look for the values of u ∞ (x) for |x| large. Hypothesis (1.15) states that f ∞ vanishes for large |x|, therefore, it is reasonable to guess that u ∞ should be similar, at least for large |x|, to a solution
Clearly, the function U ≡ 0 is solution of (1.24). We will see that the epidemic propagates if, and only if, there is a positive solution to (1.24). The key-point in our analysis is that the long-time behavior of (1.1) is completely determined by the principal periodic eigenvalue of the linearization of (1.24) , that is, by the operator
We let λ 1 ∈ R denote the principal periodic eigenvalue of L, that is, the unique real number such that there is
The existence of λ 1 is a consequence of our hypotheses on V and of the Krein-Rutman theorem, see [28] , that we recall in Section 2 as Theorem 2.1. Our first result states that λ 1 characterizes the number of solutions to (1.24) and the threshold phenomenon.
Theorem 1.6. Assume that f ∞ ≡ 0. Let u(t, x) be the solution to (1.1) and let u ∞ (x) := lim t→+∞ u(t, x).
• If λ 1 > 1, the epidemic propagates in the sense of Definition 1.1. Moreover, there is a unique bounded positive solution U to (1.24). It is periodic and
• If λ 1 ≤ 1, the epidemic fades out, in the sense of Definition 1.1. Moreover, there are no positive bounded solutions to (1.24), and
This completely answers Question 1 in the periodic case. The quantity λ 1 is not explicit, and it is interesting to estimate it. For instance, it is readily seen that
Observe that, in the isotropic case, i.e., when Γ satisfies (1.5), this inequalities boils down to λ 1 = g ′ (0)Λ ⋆ , where Λ ⋆ is defined by (1.19), and then Theorem 1.6 boils down to Proposition 1.4 (it is actually more precise, in that it also takes into account the case where λ 1 = 1).
Let us mention that the symmetry hypothesis (1.23) is crucial here. Indeed, if it weren't verified, the analogy with reaction-diffusion equations, see Section 1.10, would strongly suggests that λ 1 would not be the adequate quantity to characterize whether the epidemic propagates or not. Indeed, it is known that the long-time behavior of periodic reaction-diffusion equations, in particular the hair-trigger effect, which is somewhat similar to the threshold phenomenon, see [2] , is characterized by a quantity called the generalized principal eigenvalue. This notion coincides with the periodic principal eigenvalue only for self-adjoint operators. The generalized principal eigenvalue was introduced by H. Berestycki, L. Nirenberg and S. Varadhan in [7] to study elliptic operators on non-smooth bounded domains, and it was extended by H. Berestycki and L. Rossi in [8] to unbounded domains. In order to get rid of the hypothesis (1.23) above, it could be useful to extend the notion of generalized principal eigenvalue for operators of the form of (1.25). However, the non-local nature of these operators is bound to induce serious difficulties. We refer to [4] , where the authors study generalized principal eigenvalues for non-local reaction-diffusion equations, and we leave this question for future works.
The second part of the paper is dedicated to answering Question 2, that is, we study whether or not (1.2) admits generalized traveling waves. To this end, we need to add an hypothesis on Γ. We assume that there is ρ 0 > 0 such that, for every ρ ∈ [0, ρ 0 ), for every e ∈ S N −1 and for every c ≥ 0, the kernel In the isotropic case, this boils down to the speed c ⋆ defined in (1.21). Observe that λ 1 (0, 0, e) = λ 1 , where λ 1 is the principal periodic eigenvalue of the operator L defined by (1.25). Theorem 1.7. Assume that λ 1 > 1 and let U be the unique positive solution of (1.24) given by Theorem 1.6. Then, for every e ∈ S N −1 , for every c > c ⋆ (e), there is a generalized traveling wave solution to (1.2), connecting 0 to U in the direction e with speed c.
This result generalizes the question of existence of waves given by Proposition 1.5 to the periodic case. When it comes to the non-existence of traveling waves, the situation is more involved. For technical reasons, we focus on the specific case where the kernel Γ has the following form: 29) where µ > 0, µ ∈ C 0 per (R N ) and K ≥ 0 is compactly supported, that is, there is A > 0 such that K(x, y) = 0 for |x − y| ≥ A. Observe that, in this case, we have ρ 0 = +∞. Theorem 1.8. Assume that Γ is of the form (1.29) and that λ 1 > 1. Then, for every c ∈ [0, c ⋆ (e)), there are no generalized traveling waves in the direction e with speed c.
The paper is organized as follows: in Section 2, we study equation (1.1). We start with some technical results in Section 2.1, where we study the operator L defined in (1.25), and we prove the threshold phenomenon, Theorem 1.6, in Section 2.2. The Section 3 is dedicated to the study of equation (1.2). In Section 3.1, we prove the existence of traveling waves, Theorem 1.7, and we prove the non-existence result Theorem 1.8 in Section 3.2.
The threshold phenomenon
This section is dedicated to the proof of Theorem 1.6, that states that λ 1 , the principal periodic eigenvalue of the operator L, defined by (1.25), characterizes the long-time behavior of (1.1). The existence of λ 1 is given by the Krein-Rutman theorem. Theorem 2.1 (Krein-Rutman theorem, [28] ). Let E be a real Banach space ordered by a salient cone K (i.e., K ∩(−K) = {0}) with non-empty interior. Let L be a linear compact operator. Assume that L is strongly positive (i.e., L(K\{0}) ⊂ int K). Then, there exists a unique eigenvalue λ 1 associated with some u 1 ∈ K\{0}. Moreover, for any other eigenvalue λ, there holds
The Krein-Rutman theorem applies to the operator L defined by (1.25), on the Banach space C 0 per (R N ) (endowed with the L ∞ norm) with K being the cone of positive functions K := {f ∈ C 0 per : f > 0}. The operator L is clearly linear. The compactness comes from the hypothesis (1.13) together with the triangular inequality. Indeed, it is readily seen that, for every ε > 0, we can find δ > 0 such that, if |x 1 − x 2 | ≤ δ, we have, for every φ ∈ C 0 per (R N ):
This implies that the image of any bounded set of C 0 per (R N ) by L is equicontinuous, and the Ascoli-Arzelà theorem, see [10] , yields the compactness of L. The strong positivity of L comes from the fact that, if φ ≥ 0, φ ≡ 0, then Lφ(x) > 0, for every x ∈ R N , because V (x, y) > 0 for every x, y ∈ R N such that |x − y| ≤ r, where r is from the hypotheses in Section 1.3.
Approximation of the principal eigenvalue λ 1 .
This section is dedicated to the proof of the following technical proposition: Proposition 2.2. Let λ 1 be the principal periodic eigenvalue of L. For every ε > 0, there is R 0 > 0 such that, for every R > R 0 , there is φ ε ∈ C 0 (R N ), strictly positive in B R and equal to zero elsewhere, such that
To prove this result, we introduce a family of operators (L R ) R>0 whose principal eigenvalues approximate λ 1 :
The operator L R acts on the Banach space C 0 (B R ). Arguing as above, we can apply the Krein-Rutman theorem 2.1 to L R on the Banach space C 0 (B R ), endowed with the L ∞ (B R ) norm, and with positive cone the set of functions strictly positive on B R , to get the existence of its principal eigenvalue, that we call λ R . We let φ R ∈ C 0 (B R ) denote a principal eigenfunction, φ R > 0 on B R . Let us observe that λ R is characterized by a Rayleigh-Ritz formula.
, where γ 1 , γ 2 are from (1.23). Then, the principal periodic eigenvalue λ R of L R is given by
Proof. Owing to the hypothesis (1.23), the operator L R is self-adjoint on the space L 2 γ (B R ). Moreover, it is compact (it is a Hilbert-Schmidt operator, owing to hypothesis (1.22), see [10] ). Therefore, we can apply the spectral theorem, and the usual Rayleigh quotient gives us thatλ, the largest eigenvalue of L R (on L 2 µ (B R )), is given byλ = sup
It is readily seen thatλ ≥ λ R > 0 (the strict positivity comes from the fact that
γ (B R ) be an eigenfunction associated withλ. Up to considering |φ|, we assume thatφ ≥ 0. Hypothesis (1.22) yields thatφ is bounded, becauseλ > 0 and
Now, hypothesis (1.13) yield thatφ ∈ C 0 (B R ). The uniqueness up to multiplication by a scalar of the principal eigenvalue given by the Krein-Rutman theorem 2.1 yields thatλ = λ R , hence the result.
We now prove that the sequence of principal eigenvalues (λ R ) R>0 converges to the periodic principal eigenvalue λ 1 .
Proposition 2.4. The sequence (λ R ) R>0 is increasing and it converges to λ 1 .
Proof. Step 1. The sequence (λ R ) R>0 is increasing. Let 0 < R < R ′ be fixed, and let λ R , λ R ′ be the principal eigenvalues of the operators L R , L R ′ respectively. Let φ R , φ R ′ denote the associated principal eigenfunctions. Define
Then, by continuity, there is
The strict inequality comes from the fact that V ≥ 0, V ≡ 0. This implies that
We prove similarly that
where λ 1 is the principal periodic eigenvalue of the operator L defined by (1.25).
Step 2. Convergence to λ 1 . We let φ p > 0 be the periodic principal eigenfunction of L associated with the eigenvalue λ 1 . Owing to the Rayleigh-Ritz formula (2.30) for λ R , we have, for every R > 0,
Let us prove that
Because the sequence (λ R ) R>0 is bounded by λ 1 , proving (2.32) will yield the result.
Observe that, because φ p , Lφ p and γ are periodic,we have
Therefore, to have (2.32), it is sufficient to show that
We have (we let C > 0 denote an arbitrary constant, independent of R)
To conclude, let us show that sup |x|≤R− √ R y∈B c R V (x, y)dy goes to zero R goes to +∞. If this were not the case, we could find ε > 0 and a sequence (x n ) n∈N such that |x n | ≤ n − √ n for every n ∈ N and lim inf
We can define a sequence (k n ) n∈N ∈ Z N such that x n − k n ∈ [0, 1) N for every n ∈ N. Hence, owing to the hypotheses (1.13), (1.8) we get
which contradicts (2.33). This proves the convergence and concludes the proof.
We can now turn to the proof of Proposition 2.2. We mention that a similar result was obtained by H. Berestycki, J. Coville and H.-H. Vo in [4] in the context of non-local reaction-diffusion equations, however, the situation considered here allows a simpler proof.
Proof of Proposition 2.2. Let ε > 0 be fixed. Let φ p > 0 be a principal periodic eigenfunction of L. Owing to Proposition 2.4, we can find R > 0 large enough so that
, where λ R is the principal eigenvalue of the operator L R . Let φ R be a principal eigenfunction of L R associated with λ R . For η > 0, to be determined after, let χ R ≤ 1 be a continuous function such that χ R > 0 on B R , χ R = 1 on B R−η , and χ R = 0 on B c R . We define
The function φ ε is continuous on R N , strictly positive in B R , zero elsewhere and compactly supported. For x ∈ B R , we have
We can find η small enough, independent of x, such that
For x ∈ B c R , this inequality is readily verified, hence the result.
Long-time behavior of solutions of (1.1)
This section is dedicated to the proof of Theorem 1.6. For convenience, we let T denote the nonlinear operator
The operator L, defined by (1.25) , is the linearization of T . We start with a technical lemma.
Lemma 2.5. Assume that λ 1 > 1, where λ 1 is the principal periodic eigenvalue of L. Let u ∈ C 0 (R N ), u > 0, be such that
Then inf
Proof. Assume that λ 1 > 1 and that u ∈ C 0 (R N ), u > 0, is such that T u ≤ u. Let ε > 0 be such that ε < λ 1 − 1. Owing to Proposition 2.2, we can find R > 2 √ N (N is the dimension of the space) and
Because κ is independent of u, we can apply (2.36) to u(· + k), for any k ∈ Z N , to find that
hence the result.
We now prove that λ 1 characterizes the existence of solutions to (1.24).
Proposition 2.6. Let λ 1 be the principal periodic eigenvalue of the operator L.
• If λ 1 > 1, the equation (1.24) has a unique non-negative, non-zero bounded solution. Moreover, this solution is periodic.
• If λ 1 ≤ 1, the equation (1.24) has no non-negative non-zero bounded solutions.
Proof. Case λ 1 > 1. Existence of a non-zero periodic solution.
Let φ p > 0 be a principal periodic eigenfunction associated to λ 1 . For ε > 0, we have, owing to the hypothesis (1.12),
, we find that, up to taking ε small enough, we have
We now define a sequence of positive, continuous periodic functions (U n ) n∈N by
(2.37)
Because U 1 = T (U 0 ) ≤ U 0 and because T is order-preserving, it is readily seen that the sequence (U n ) n∈N is non-decreasing. Moreover, it is bounded independently of n ∈ N by g L ∞ sup x∈R N R N V (x, y)dy , therefore it converges as n goes to +∞ to some periodic function U. In addition, because U ≥ U 0 , the function U is not everywhere equal to zero. The uniform boundedness of the sequence together with hypothesis (1.13) yields that (U n ) n∈N is locally equicontinuous. The Ascoli-Arzelà theorem then gives us that the convergence of U n to U is locally uniform. An easy computation yields that, for every x ∈ R N , T (U n )(x) converges to T (U)(x). Taking the limit n → +∞ in (2.37), we find that U is a periodic, positive, continuous solution of (1.24).
Case λ 1 > 1. Uniqueness of the positive solution. Let U be the positive continuous periodic solution of (1.24) given by the first step. Let Ũ be a non-negative, non-zero solution,Ũ , not necessarily periodic. Let us prove that Proof of Theorem 1.6. Let u be the solution of (1.1). Owing to Proposition 1.3, it converges to u ∞ , solution of (1.17). Assume that λ 1 > 1, and let U be the unique positive periodic solution of (1.24) given by Proposition 2.6. We take a diverging sequence (x n ) n∈N ∈ R N such that
We define (k n ) n∈N ∈ Z N and (z n ) n∈N ∈ [0, 1) N such that x n = k n + z n . Because x n diverges, so does k n . Up to extraction, we assume that z n converges to some z ∈ [0, 1] N as n goes to +∞. We introduce the translated functions
Because u ∞ is solution of (1.17), u n solves
Observe that, because f ∞ ≥ 0, we can apply Lemma 2.5 to get that there is κ > 0 such that u n ≥ κ, for every n ∈ N. Because f ∞ is bounded and uniformly continuous and owing to hypothesis (1.13), we find that the sequence (u n ) n∈N is bounded and equicontinuous. Owing to the Ascoli-Arzelà theorem, we can extract a sequence that converges locally uniformly to some functionŨ . We haveŨ ≥ κ > 0, henceŨ is not everywhere equal to zero. Moreover, because |k n | goes to +∞ as n goes to +∞, f ∞ (x + k n ) converges to 0 locally uniformly as n goes to +∞, owing to hypothesis (1.15). Taking the limit n → +∞ in (2.41), we find thatŨ is a bounded non-negative, non-zero solution of (1.24). Proposition 2.6 then yields thatŨ ≡ U, where U is the unique positive periodic solution of (1.24).
Owing to (2.40), and using the fact that U is periodic and that u n converges locally uniformly toŨ , we have
This proves the result when λ 1 > 1. When λ 1 ≤ 1, the proof is similar.
Traveling waves
This section is dedicated the proofs of Theorems 1.7 and 1.8. We define the two following operators:
Owing to the hypothesis (1.12), the operator T is "controlled" by its linearization L in the sense that there is C > 0 such that:
With these notations, the equation (1.2) for traveling waves rewrites u = T u. We say that the function u is a subsolution (resp. supersolution) of (1.2) if is satisfies u ≤ T u (resp. u ≥ T u).
Before going into the details of the proofs, let us explain the strategy that we will employ. To build traveling waves solutions to (1.2), we will use a supersolutionsubsolution algorithm. A key-point will be the following computation: let ρ, c > 0 and e ∈ S N −1 be chosen. Then, for
= S ρ,c,e (φ)e −ρ(x·e−ct) , (3.43) where S ρ,c,e is defined by (1.27) . For notational simplicity, we assume from now on that the direction e ∈ S N −1 is fixed, and we omit it in the indices from now on. We recall that we let λ 1 (ρ, c) denote the principal periodic eigenvalue of S ρ,c . We let φ ρ,c be an associated positive principal periodic eigenfunction. It follows from the computation (3.43) that
Clearly, if λ 1 (ρ, c) ≤ 1, it follows from (3.42) that φ ρ,c (x)e −ρ(x·e−ct) is a supersolution of (1.2). To build supersolution is a bit more involved.
We conclude these preliminary remarks with a technical result:
is strictly decreasing and continuous
Proof. The strict monotonicity can be proven exactly as in the proof of Proposition 2.4, Step 1, therefore we do not repeat it. To prove the continuity, let us take ρ > 0 and a sequence (c n ) n∈N , where c n > 0, such that c n → c, for some c > 0. Let us prove that λ 1 (ρ, c n ) → λ 1 (ρ, c). We let φ n denote the positive principal eigenfunction of S ρ,cn normalized so that sup φ n = 1. Because the sequence (λ 1 (ρ, c n )) n∈N is bounded, up to performing an extraction, we assume that it converges to some λ > 0. For every n ∈ N, we have
Owing to the hypothesis (1.26) and to the normalization, we find that the sequence (φ n ) n∈N is equicontinuous. Owing to the Ascoli-Arzelà theorem, we find that, up to a subsequence, it converges to some φ ∞ ∈ C 0 per (R N ) that satisfies
The uniqueness of the principal periodic eigenvalue implies that λ = λ 1 (ρ, c), hence the result.
Existence of traveling waves.
The next result gives the existence of supersolutions and subsolutions to the equation (1.2) for traveling waves. and u(t, x) := min{w(t, x), U(x)}.
It follows from (3.42) that
hence u is a supersolution of (1.2), and it is readily seen that it satisfies (3.44).
Step 2. Construction of the subsolution u. Take c > c ⋆ (e). Because we assume that λ 1 (0, c) > 1 and because ρ → λ 1 (ρ, c) is continuous, owing to Proposition 3.1, then we can find ρ, ρ ′ such that 0 < ρ < ρ ′ < 2ρ and such that
where M is large enough so that v(t, x) ≤ 0 when x · e − ct ≤ 0.
Observe that
For x · e − ct ≥ 0, we have
We define u := max{v, 0}.
we finally get
Owing to our choice of ρ, ρ ′ , we can increase M so that
Because u ≥ 0, we have T (u) ≥ 0, and then
that is, u is a subsolution of (1.2). By construction, it satisfies (3.45). Moreover, up to increasing M, we can ensure that u ≤ u.
We will need the following technical lemma in the sequel.
Lemma 3.3. For every ε > 0, there is δ > 0 such that, for every u ∈ C 0 (R N +1 ), for every t 1 , t 2 ∈ R and
This lemma means that the image of C 0 (R ) N by T is equicontinuous.
Proof.
Step 1. Uniform continuity with respect to t. Let u ∈ C 0 (R N +1 ) and define v := T u. Let us prove that:
We argue by contradiction. We assume that there are ε > 0 and three sequences (t
First, up to a change of variable, we have
Hence, for every t 1 < t 2 and x ∈ R N , we have
Owing to the boundedness of g, we find that, up to another change of variable,
Let us define ε n := t n 2 − t n 1 . From the above computations, it follows
Owing to the periodicity hypothesis (1.8), we have
for somex n ∈ [0, 1) N . By compactness, we assume thatx n converges to somê x ∈ [0, 1] N as n goes to +∞. Observe that
The first term on the righ-hand side goes to zero as n goes to zero, becausex n goes tox and (1.13). On the other hand, it is classical that the second term goes to zero as n goes to +∞ because Γ(·,x, ·) is in L 1 (to see this, it is sufficient to approximate Γ(·,x, ·) by a continuous and compactly supported function, and to use the triangular inequality and the uniform continuity of the approximation).
A similar argument shows that εn 0 R N Γ(τ,x n , y)dydτ goes to zero as n goes to +∞. This contradicts (3.47). Hence (3.46) holds true.
Step 2. Uniform continuity. Take t 1 , t 2 ∈ R and x 1 , x 2 ∈ R N . We have
Therefore, owing to the first step and to hypothesis (1.13), the result follows.
We are now in a position to construct traveling waves solution to (1.2). We define a sequence of functions (u n ) n∈N by u 0 = u and u n+1 = T u n for n ≥ 0.
Because u is a supersolution of (1.2) and because T is order-preserving, it is readily seen that the sequence of functions (u n ) n∈N is decreasing. We define
Because u is subsolution of (1.2) and because u ≤ u, we have that u ≤ u n for every n ≥ 1, and then
Owing to Lemma 3.3, and using the Ascoli-Arzelà theorem, we find that the convergence u n to v is locally uniform in (t, x) ∈ R N +1 as n goes to +∞. This implies that, for (t, x) ∈ R N +1 , T u n (t, x) → T v(t, x) as n goes to +∞.
Step 2. Proving that v is a wave. Because of (3.48), we have that
It remains to prove that
We consider two sequences t n and x n such that
We take (k n ) n∈N ∈ Z N such that x n − k n := z n ∈ [0, 1) N and we define
Owing to the periodicity hypothesis (1.8), we have v n = T v n . Owing to Lemma 3.3, we can extract from v n a sequence that converges locally uniformly to a limit v ∞ . Moreover, up to another extraction, we assume that z n converges to some z ∈ [0, 1] N as n goes to +∞. Now, by definition of the sequences (t n ) n∈N , (x n ) n∈N , we have
Observe that, by construction, v is time-increasing, and so is v ∞ . Therefore
However, because v ∞ (t, x) = T v ∞ (t, x), evaluating at t = 0, we find that
where T is defined in (2.34). Therefore, owing to Proposition 2.6, it follows that
is not identically equal to zero. Because v is time non-decreasing, we have, for s ≤ t,
It is readily seen from the shape of u (given by Proposition 3.2) that there are δ ∈ R and η > 0 such that
Then, by definition of v n , we have
Because x n · e − ct n → −∞ as n goes to +∞, we find that
which implies that v ∞ ≡ U. Hence,
this concludes the proof.
Non-existence of waves
This section is dedicated to the non-existence of traveling waves for (1.2), Theorem 1.8. As announced, we focus on the case where Γ has the specific form (1.29) .
In this case, we have
.
We recall that we assume that the direction e ∈ S N −1 is fixed, and we do not write it in the indices. We start with a technical result. 
parts of ρ(c). As c goes to c ⋆ (e), we have that φ R → φ ρ ⋆ ,c ⋆ (e) , φ I → 0, uniformly in x, and that ρ R → ρ ⋆ and ρ I → 0. We can rewrite (3.49) as follows:
By continuity, up to taking c closer to c ⋆ (e) if needed, we impose that
Let us introduce a notation: if z ∈ R, we set [z] + := max{z, 0}. We define
+ is continuous, non-negative. It is readily seen that it is not everywhere equal to zero. Let us see that it is a subsolution of (1.2). 
Proof. For notational simplicity, we denote ε := |ρ I | and we omit the indices c in v c + , v c . Up to taking c closer to c ⋆ (e), we can make ε as small as needed. By definition of v + , it is sufficient to prove that, for t, x such that |x · e − ct| ≤ 3π 4ε
To compare those two integrals, we break them into three parts. We define , y) )dτ dy,
Let us prove that we can find ε > 0 small enough so that, for every t ∈ R, x ∈ R N , I 1 + I 2 + I 3 ≥ 0. First, because we assume that |x · e − ct| ≤ 3π 4ε
, we see that, if y is such that |y · e − ct| ≥ . Therefore, up to taking ε small enough, we have K(x, y) = 0, then I 3 = 0, for every t ∈ R, and every x such that |x · e − ct| ≤ 3π 4ε
Step 1. Estimate on
]. We define τ 1 , τ 2 such that
y · e = c(t − τ 1 ) + 3π 4ε , y · e = c(t − τ 2 ) + 5π 4ε . Up to an easy computation, we can infer from (3.50) that, for κ := . Therefore, up to taking ε small enough, independent of t, x, y, we find that +∞ 0 Γ(τ, x, y)(v + (t − τ, y) − v(t − τ, y))dτ ≥ 0, for every t ∈ R, x, y ∈ R N . Therefore, I 1 ≥ 0.
Step 2. Estimate for I 2 . Doing the same computations as in Step 1, but by taking τ 1 = 0, and τ 2 unchanged, we eventually find that, for every y such that y · e ∈ [ct + . Therefore, we can find ε small enough, such that, for every x ∈ R N , t ∈ R and y such that y · e ∈ [ct + Hence, for every t ∈ R, and every x such that |x · e − ct| ≤ 3π 4ε
, we have
This concludes this step and the proof.
We now use Proposition 3.6 to conclude to the non-existence of traveling waves with speed c < c ⋆ (e).
Proof of Theorem 1.8. We argue by contradiction. Assume that there are e ∈ S N −1 and c ∈ [0, c ⋆ (e)) such that there is a traveling wave u solution of (1.2). It is convenient to work with a penalized problem. For δ ∈ (0, 1), we define the penalized operator We let c ⋆,δ (e) be the speed defined by (1.28) with the penalized kernel Γ δ := (1 − δ)Γ. It is easy to see that c ⋆,δ (e) → c ⋆ (e) as δ goes to zero. We take δ small enough so that c ⋆,δ (e) > c. Owing to Proposition 3.6, but applied to L δ , we find that the function v Moreover, v + travels with some speed c ∈ (c, c ⋆,δ (e)) in the direction e. Let ε > 0 be such that, up to a translation in time, we have, ∀t ≤ 0, εv + (t, ·) ≤ u(t, ·).
Moreover, we take ε > 0 small enough so that
where C is from (1.12). We define T ⋆ := max{T ≥ 0 : εv + (t, ·) ≤ u(t, ·), for all t ∈ [0, T ]}.
It is readily seen that, for t ≤ T ⋆ and for x ∈ R N ,
A From the SIR model to the Kermack-McKendrick model.
This section is dedicated to explain how the SIR model (1.3) can be rewritten under the form of the integral equations (1.1), (1.2). This fact was observed by several authors, see [13] for instance. We provide the computations here for completeness. Whether or not this transformation is possible depends on the operator D, the function µ and the kernel K.
To simplify the presentation, we prove the result for D = ∆, where ∆ is the Laplace operator and for µ ∈ C 0,α per (R N ), α ∈ (0, 1). Under these conditions, there is a fundamental solution H(t, x, y) to the parabolic operator ∂ t − D − µ. The computations works similarly if D is an elliptic operator without zero-th order term, or if D is a fractional Laplace operator for instance.
In order to guarantee the validity of the computations that follow, we also assume that S 0 , I 0 are bounded, with inf x∈R N S 0 (x) > 0 and that the kernel K is such that Γ given by (1.4) satisfies the hypotheses required to apply Proposition 1.3.
We admit that, under these hypotheses, there is a unique solution (S(t, x), I(t, x)) to (1.3) arising from the initial datum (I 0 (x), S 0 (x)). We setΓ (t, x, z) = y∈R N K(x, y)H(t, y, z)dy,
