ABSTRACT Link prediction is one of the research hotspots in complex network analysis and has a wide range of applications in both theory and reality. To improve the prediction accuracy, this paper proposes a new link prediction framework by considering both node similarity and community information, which overcomes the weaknesses of existing community-based prediction methods. In the proposed framework, a reasonable measure, called community relationship strength (CRS), is defined to estimate the closeness between communities. In this paper, we hold the view that the connection likelihood between two target nodes rests upon not only their similarity but also the closeness of communities that they belong to. Therefore, to measure the connection likelihood, the proposed framework combines CRS with traditional similarity indexes. Three CRS-based methods are derived from the framework. The performance of the CRS-based methods is comprehensively studied on 12 real-world networks compared with several groups of baselines. The experimental results indicate that the CRS-based methods are more effective and robust than others.
networks [16] , [17] , and discovering the interactions between proteins in biological networks [18] , [19] .
The task of link prediction is to infer the missing or future interactions between pairs of nodes based on their properties and the currently observed network structures [10] , [11] , [20] . Actually, in most cases, property information of nodes is not easy to obtain in realistic networks because of privacy issue or the reliability of collected data. Therefore, link prediction methods based on network structure information have attracted much attention. Generally speaking, these methods can be mainly categorized into similarity-based methods and learning-based methods [11] , [20] , [21] . Similarity-based methods estimate the similarity scores of target node pairs, and suppose the node pairs with higher scores are more likely to have missing links. Learning-based methods learn a model based on the training set constructed from observed links of a network, and use the learned model to predict the likelihood of potential links in the network. Moreover, learning-based methods can be grouped as classification-based methods, probabilistic and statistical methods, and matrix factorization methods. Classification-based methods formalize link prediction as binary classification problem [22] , [23] . In the training TABLE 1. Five groups of baselines. xy denotes the set of common neighbors between x and y . k z is the degree of node z, and L(z) is the number of links between z and other common neighbors of x and y . W xy is the set of shared neighbors that are in the same community with x and y .
IC xy = xy − W xy . In WIC, δ is a very small positive constant; here we set δ = 0.001.
TABLE 2.
Three community relevance-based link prediction methods [53] , which are the sixth group of baselines. c(x) and c(y ) represent the communities to which nodes x and y belong. (x, y ) = ( (c(x)) ∪ V (c(x))) ∩ ( (c(y )) ∪ V (c(y ))), where (c(x)) indicates the neighbors of c(x) and V (c(x)) represents the nodes in c(x). η z in CRAA and CRRA denotes the number of communities that have links with node z.
TABLE 3.
The basic statistics of the giant components of the 12 networks. |V | and |E | represent the number of nodes and links, respectively. k is the average degree and d is the average shortest distance, C and r denote the clustering coefficient [61] and assortative coefficient [62] , respectively. H is the degree heterogeneity [10] , and e is the network efficiency [63] . Q F and Q L are the modularity values of community structures detected by FastQ and Louvain, respectively.
set, each sample is a node pair with a group of features and a class label. Node pair features, such as reciprocity, transitivity and common neighbors [24] , are extracted from the observed structures of a network. A node pair is labeled as positive if there is a link between its endpoints, otherwise, the pair is labeled as negative. Then, prediction models are learned [56] . The results are the average of 20 independent realizations. The best performance for each network is emphasized by boldface. (a) and (b) show the results with 10% and 20% probe set, respectively.
using supervised learning approaches, such as support vector machines, decision trees and k-nearest neighbors. Probabilistic and statistical methods usually assume that the formation process of a network complies with a known structure. They build a model, e.g., hierarchical structure model [25] , stochastic block model [19] , and forward generative model [26] , to fit the structure and hence to estimate the linkage likelihood of non-observed links. Matrix factorization methods regard link prediction as matrix completion problem, which can extract latent features and/or use additional features to perform prediction [27] [28] [29] . For example, Pech et al. decomposed the adjacency matrix, by introducing the robust principle component analysis, into a low-rank matrix denoting the network backbone and a sparse matrix representing the spurious links in network [28] .
Besides learning-based methods, an ocean of similaritybased methods have been proposed due to their simplicity and feasibility [10] , [11] , [30] . The simplest one is the Preferential Attachment index [31] , which defines the similarity score between two target nodes as the product of their degrees. The Common Neighbors (CN) index calculates the similarity score between two target nodes by counting the shared neighbors [32] . The Jaccard coefficient [33] , Hup Promoted index [34] , Hup Depressed index [35] , and local LeichtHolme-Newman index [36] normalize the results of CN index from different perspectives. To discriminate the contributions of different common neighbors, the Adamic-Adar (AA) [37] and Resource Allocation (RA) [35] indexes penalize the influence of common neighbors with large degrees. The Local Naïve Bayes model [38] and Mutual Information VOLUME 7, 2019 index [39] estimate the connection likelihood between target node pairs based on the Bayesian theory and information theory, respectively. Both methods consider common neighbors as the feature variables and assume they are independent of each other. Likely, the Intermediary Probability model was proposed for link prediction from the perspective of an intermediary process of network features [40] . By emphasizing the importance of local community links, Cannistraci et al. proposed a series of CAR-based indexes to improve classical similarity measures [18] . The CCLP index takes the clustering coefficient of a shared neighbor as its contribution in forming a link between target nodes [41] . Recently, Bai et al. proposed the TRA index, in which the importance of the common neighbors that can form triangles with one target node is emphasized [42] . Besides the aforementioned local methods, some global and quasi-local methods have also been designed. The Katz index sums all paths connecting two target nodes by assigning smaller weights to longer paths [43] . Based on the same fundamentals of Katz, the global LeichtHolme-Newman index assigns a similarity proportional to the number of paths between target nodes [36] . The SimRank index [44] iteratively updates the similarity score of a target node pair according to the similarity scores of their neighbors. The Local Path index strikes a balance between CN and Katz indexes, which estimates similarity of two nodes by using the paths with length 2 and 3 between them [35] , [45] . The Neighbor Set Information index is a fusion of Local Path and Mutual Information indexes, which measures the contributions of paths with length 2 and 3 between nodes based on information theory [46] . The ERA index extends RA index by considering the resource transfer process of local paths [47] .
Community structure widely exists in complex networks. Links between nodes in the same community are dense, but between different communities are sparse [5] . Many link prediction models have been proposed to enhance the prediction accuracy by integrating the community information. Yan and Gregory addressed a framework based on the opinion that unconnected nodes in the same community are more likely to have missing links than those in different communities [48] . In their paper, potential links within a community and between different communities are ranked separately, and then the two sequences are concatenated with the intracommunity links preceding the inter-community links. The WIC index computes the connection likelihood between a pair of nodes using information from within-cluster (W) and inter-cluster (IC) shared neighbors [49] . In WIC index, within-cluster neighbors have positive contributions and inter-cluster neighbors have negative contributions. However, if the target nodes are not in the same community or have no within-cluster neighbors, their connection likelihood is zero. The Community-based Link Prediction algorithm uses edge centrality and community information in link prediction [50] . In the algorithm, the edge centrality (EC) and communitybased edge weight (CEW) of each existing link are computed, and the overall importance of a common neighbor to a target node is defined as the product of the corresponding EC and CEW. When computing CEW, positive weight is assigned to a link whose two ends are in the same community, otherwise, negative weight is assigned. The modularity-based link prediction algorithm presented the measure of modularity contribution for predicting link between a pair of nodes using information from intra-community and inter-community of these nodes [51] . Gao et al. proposed a Community Bridge Boosting Prediction Model [52] , which stipulates that bridge nodes play an important role in forming new links since they form the only connections between communities. Bridges are those nodes that connect to many communities. Different from others, this model boosts the similarity scores of bridge nodes.
However, the aforementioned community-based methods did not fully explore the relationship between communities. For instances, Yan's method [48] considers all predicted intracommunity links rank preceding predicted inter-community links, and the WIC index [49] assigns zero connection score to any inter-cluster node pair. Recently, Ding et al. studied the relationship between different communities and the influence of the relationship on link prediction [53] . In their paper, the index of community relevance is defined to describe community relationship, and several link prediction methods based on community relevance are proposed. Nevertheless, for any two node pairs (x i , y i ) and (x j , y j ), if x i , x j are within a community and y i , y j are within a community, Ding's methods assigns the same connection probability to them, even though they have very diverse common neighborhood.
To enhance the accuracy of link prediction, this work proposes a new link prediction framework from the perspectives of both node similarity and community relationship. In the proposed framework, the measure of Community Relationship Strength (CRS) is defined to investigate the affinity between communities. CRS takes the attitude that two communities that have more connections attain a stronger relationship. Accordingly, the CRS score between a community and itself is the biggest. The score of CRS indicates how VOLUME 7, 2019 FIGURE 1. The changes of AUC when probe set increases from 10% to 20% on 12 networks. The AUC values are from Table 4 , i.e., community detection algorithm is FastQ. Except CRCN, the AUC values of all others show downward trends with the increase of the proportion of probe set. The increase of probe set enhances the difficulty of link prediction.
strong the affinity between two communities is. However, it cannot be directly used to estimate the connection likelihood of two target nodes. On the other hand, the similarity score between them is of primary importance. Therefore, by combining both aspects of information, the proposed framework recasts similarity scores of node pairs. The prediction methods derived from our framework are named as CRSbased methods. In this paper, three CRS-based methods, i.e., CRS_CN, CRS_AA and CRS_RA, are designed, in which the basic similarity indexes are CN [32] , AA [37] and RA [35] , respectively. We conduct experiments on 12 realworld networks from various fields in comparison with several groups of link prediction methods. The results show that our methods perform better than others.
The rest of this paper is structured as follows. The problem description and the metrics for evaluating the results are defined in Section II. Section III describes the proposed framework. In Section IV, the experimental results and analysis are presented. Finally, Section V concludes this work. 
II. PROBLEM DESCRIPTION AND EVALUATION METRIC
Given an undirected and unweighted network G(V , E), in which V is the set of nodes and E is the set of links. Multi-links and self-loops are not considered in this work. Let U denote the universal set that contains all node pairs in network G. The links in E are the observed links, and hence the elements in U − E are the non-observed or nonexistent links. The task of link prediction is to uncover the missing links in U −E. Given a link prediction method, which computes the similarity scores of node pairs in U − E, and ranks them in descending order according to their scores. The node pairs at the top are assumed to most likely have missing links [10] .
In fact, the ground truth is not known. Therefore, to evaluate the performance of a link prediction method, the link set E is randomly partitioned into two parts: a training set E T and a probe set E P , such that E T ∪ E P = E and E T ∩ E P = ∅ [10] . In this paper, two standard metrics, i.e., AUC [10] and Ranking score [51] , [54] , are employed to quantify the accuracy of link prediction methods from the entirety. In this situation, we can interpret the value of AUC as the probability that a randomly selected missing link (i.e., a link in E P ) has a higher similarity score than a randomly selected non-existent (i.e., a link in U − E). In implementation, if there are n times that the missing link has a higher score, and n times that they have the same score among n times independent comparisons, the AUC value is defined as
The metric of Ranking score concentrates on the ranks of testing links after sorting in descending order according to their similarity scores. Let r xy be the rank of testing link e xy , then the Ranking score of e xy is RS(e xy ) = r xy /|H |, here H = U − E T indicates the set of all node pairs that are not in training set. Accordingly, the Ranking score of the link prediction result is
It is worth mentioning that AUC is the higher the better, whereas Ranking score is the smaller the better.
III. THE PROPOSED FRAMEWORK
At present, many studies in the literature have proved that the community structure information indeed provides insights for link prediction [48] , [49] , [53] . This paper proposes a new link prediction framework by exploring the relationship between communities. This framework includes three steps: (1) detecting the community structure; (2) calculating the closeness between communities; and (3) estimating connection likelihood between unconnected node pairs.
A. COMMUNITY DETECTION
Community structure is the basis of our link prediction framework. Therefore, the primary task of our framework is to detect the community structure. To date, a multitude of community detection algorithms have been presented [55] . In this study, two classical algorithms, FastQ [56] and Louvain [57] , are employed because they are efficient and parameterless. Both algorithms are based on modularity optimization. Modularity is a well-known metric used to evaluate the quality of the community division [56] , which is defined as
where A is the adjacency matrix of the network; A ij is 1 if nodes i and j are connected, 0 otherwise. k i denotes the degree of node i, and c i is the community to which node i is assigned. 
B. COMMUNITY RELATIONSHIP STRENGTH
The relationship between communities is a building block for community-based link prediction methods. However, many of these methods do not deeply investigate the relationship between communities and study the effect of this relationship to link prediction. They just consider that nodes in the same community are more similar and their connection likelihood is greater than that of nodes in different communities [48] [49] [50] . Ding et al. [53] defined the community relevance to measure the level of closeness of two communities. They assume that the probability of the missing link between two nodes is 1 if they are in the same community, otherwise, the probability is the relevance of the communities to which the two nodes belong. As a consequence, the capability of their prediction methods to distinguish different node pairs is very limited.
In this paper, we try to present a link prediction model that can estimate the connection likelihood of nodes by considering both node similarity and community relationship. To measure how close the relationship between two communities, we define a metric, namely Community Relationship Strength (CRS). Given two communities c i and c j , their CRS is defined as CRS measures the strength of relationship between communities. This paper mainly focuses on non-overlapping communities. But, we argue that the definition of CRS is appropriate for overlapping communities. From Eq. (4), if two communities have more overlapping part, they may have bigger CRS score.
C. CONNECTION LIKELIHOOD
Although community structure information is an important supplementary for link prediction, the similarity of nodes themselves is the most essential. Therefore, our framework is designed to solve the link prediction problem by combining two aspects of information. Given two unconnected nodes x and y, c(x) and c(y) denote the communities that x and y respectively belong to. Let S(x, y) be the similarity between x and y computed by similarity measure S, our framework estimates the connection likelihood between x and y as
In Eq. (5), we suppose that similarity measure S only takes topological structures, such as common neighbors and paths, into account. Therefore, S(x, y) is independent with CRS(c(x), c(y)). Given two different community detection algorithms, the community structures identified by them may be different. Accordingly, the scores of CRS(c(x), c(y)) will be diverse. But, S(x, y) is constant. In other words, S(x, y) is independent with community detection algorithms. Consequently, our framework is applied for both non-overlapping and overlapping communities.
In implementation, as done in [48] , [52] , [53] , three traditional local similarity indexes, i.e., CN [32] , AA [37] and RA [35] , are adopted in this work. Correspondingly, we derive three CRS-based methods, namely CRS_CN, CRS_AA and CRS_RA, which are respectively read as
CRS_AA(x, y) = AA(x, y) · CRS(c(x), c(y)),

CRS_RA(x, y) = RA(x, y) · CRS(c(x), c(y)).
Additionally, in [53] , the authors addressed the emergence of new nodes. Predicting links for new nodes is the coldstart problem [58] , [59] since they have no connections with any nodes. Inspired by the rich-club phenomenon [60] , [53] defines the linkage likelihood of a new node with one other node is proportional to the degree of that node. In our framework, we can employ the same measure for new nodes. ) show the results with 10% and 20% probe set, respectively. CRS_CN1, CRS_AA1, CRS_RA1 indicate that community detection algorithm is FastQ, and CRS_CN2, CRS_AA2, CRS_RA2 demonstrate that community detection algorithm is Louvain. These results indicate that CRS-based methods are not sensitive to community detection algorithm.
IV. EXPERIMENTS
In this section, we conduct experiments on 12 real-world networks to show the effectiveness and robustness of our approaches for the problem of link prediction in comparison with several groups of baselines.
A. BASELINES AND DATASETS
Six groups of link prediction methods are used for the purpose of comparison in our experiments. The first group contains three traditional similarity indexes, which are CN [32] , AA [37] and RA [35] . Three CAR-based indexes [18] , i.e., CAR, CAA and CRA, compose the second group. The WIC index [49] , which uncovers missing links based on community structure information and Bayesian theory, is the only method in the third group. Table 1 shows the definitions of methods in the first three groups. Gao's model holds the view that bridge nodes that connect multiple communities are more likely to form new links [52] . Therefore, they boost the similarity scores for bridge nodes by doubling them [52] . Three prediction methods, in which CN, AA and RA are the basic similarity indexes, are respectively named as Bri_CN, Bri_AA and Bri_RA in this paper. These three methods constitute the fourth group. Yan's framework computes the similarity scores of potential links using a basic similarity index, and ranks the links within a community preceding the ones between different communities. The fifth group is composed of Yan_CN, Yan_AA and Yan_RA, in which the basic similarity indexes are CN, AA and RA, respectively. Ding et al. defined the index of community relevance to describe the relationship between two communities, and then proposed a series of prediction methods based on ruler inference [53] . Three of them, i.e., CRCN, CRAA and CRRA, are selected as the sixth group of baselines, which are outlined in Table 2 .
In our experiments, we employ FastQ [56] and Louvain [57] to detect community structure for all community-based methods. For Gao's model [52] , there is a parameter R used to quantify the bridge node link proportion. They tested three values of R, which are 0.7, 0.8 and 0.9. However, the results did not indicate which value is the best. In our experiments, we set R = 0.7.
To fairly evaluate the accuracy of link prediction methods, 12 real-world networks drawn from various fields, including social networks, biological networks and technological networks, are used in our experiments. The brief descriptions of these networks are presented as follows. (1) Blog: a network of blogs about US politics [64] . (2) Book: a network of books about US politics [65] . (3) CE: the neural network of the nematode worm C. elegans [61] . (4) Email: a network of email interchanges between members of a university [66] . (5) FBK: a social network collected from FaceBook.com [67] . (6) FBL: the network of American football games between Division IA colleges during regular season Fall 2000 [68] . (7) Jazz: a collaboration network of jazz musicians [69] . (8) Karate: the friendship network of a karate club at a US university [70] . (9) NS: a network of co-authorships between scientists working on network theory and experiment [71] . (10) USAir: a network of the US air transportation system [10] . (11) Word: an adjacency network of common adjectives and noun in the novel ''David Copperfield'' by Charles Dickens [71] . (12) Yeast: the protein-protein interaction network of budding yeast [72] .
In this study, all networks are treated as undirected and unweighted networks, and only the giant component of each network is used. Table 3 lists the basic statistics of the giant components of these networks. We can observe from Table 3 that the structural characteristics of these networks are various. For examples, FBK and NS have high modularity values while the value of Word is very small; Blog is disassortative and FBL is assortative; Jazz and Karate are dense networks, whereas Email and Yeast are spare ones. As a conclusion, these networks are representative for link prediction. ) show the results with 10% and 20% probe set, respectively. CRS_CN1, CRS_AA1, CRS_RA1 indicate that community detection algorithm is FastQ, and CRS_CN2, CRS_AA2, CRS_RA2 demonstrate that community detection algorithm is Louvain. These results indicate that CRS-based methods are not sensitive to community detection algorithm. Table 4 lists the AUC values of different methods on the 12 networks under 10% and 20% probe set. For all networks, community structures are identified by FastQ [56] . These results are generated by averaging over 20 independent implementations for each network with probe set randomly removing each time. In general, the CRS-based methods outperform the corresponding methods that are based on the same basic similarity indexes. The results in Table 4 show that the CRS-based methods attain the best AUC values on all networks except FBK, NS and Word. For FBK, the best values, which are achieved by the traditional methods and the corresponding bridge-based methods, are extremely high. Therefore, there is no much room for performance improvement on it. From Table 4 , we can see that the AUC values of the proposed methods equal or closely approximate to the highest ones and outdo others over the network of FBK. Additionally, from Table 3 , we can observe that the modularity of this network is very high. That means the network of FBK has well-structured communities; the links between different communities are very sparse. Accordingly, most of the missing links are intra-community ones. Because the CRS score of one community and itself is always 1, the results of CRS-based methods and their corresponding basic methods are almost identical on FBK. For the bridge-based methods, we find that their AUC values are the same with the corresponding basic methods except Bri_CN under 20% probe set. The community boundary of FBK is very clear. In our experiments, we discover that, on average, there are only one to two bridge nodes for a community. In consequence, the influence by doubling the similarity scores of bridge nodes is very limited. For Yan's methods, since they put the intra-community links preceding the inter-community links, their results close to them of the corresponding basic methods. Similarly, these phenomena also exist on the network of NS. The reasons are coincident with them for FBK. Oppositely, the network of Word has exceedingly small modularity, i.e., its community structure is rather vague. Hence, there are a certain number of inter-community links. In experiments, we find that there are more inter-community links than intra-community ones in probe set. As a result, the accuracy of the CRS-based methods is not as good as that of the corresponding basic methods. Nevertheless, they are still ranked at the third place on Word. The bridge-based methods obtain the best accuracy on the network of Word because they reinforce the connection likelihood of the inter-community links connecting to bridge nodes. In addition, most methods get lower AUC scores on Word and Yeast than on others because both networks have lower clustering coefficients (see Table 3 ).
B. RESULTS UNDER AUC
Next, we apply the Wilcoxon signed-ranks test [73] to check whether the CRS-based methods are significantly better than others. The pairwise test results, which are based on the AUC values in Table 4 , are outlined in Table 5 (a). The null-hypothesis in Wilcoxon signed-ranks test is that two methods perform equally well. With α = 0.05, if the test score is small than -1.96, this null-hypothesis can be rejected. From the statistical point of view, the CRS-based methods are significantly better than the corresponding prediction methods except CRS_AA with AA and CRS_RA with RA. As an example, although CRS_AA is not significantly different with AA according to Wilcoxon signed-ranks test, it performs better than AA under the metric of AUC. Fig. 1 presents the changes of AUC values on 12 networks when the proportion of probe set increases from 10% to 20%. Here, only the results of methods based on CN are shown. The results based on AA and RA are similar. It is evident that the AUC values of all methods, except CRCN, show downward trends with the increase of the proportion of probe set from 10% to 20%. The increase of probe set will decrease the size of training set, reduce the number of node pairs with common neighbors, and thus enhance the difficulty of link prediction [74] . As a consequence, we do not conduct experiment with lower proportions of training set. For CRCN, similar circumstances can be observed in [53] . The authors explained 43244 VOLUME 7, 2019 that their algorithm is more suitable for the networks with the characteristic of degree distribution consistency, and more effective when the proportion of training set is small [53] .
Moreover, we perform the same experiments using Louvain [57] to detect community structures. The AUC values of all methods on the 12 networks under 10% and 20% probe set are outlined in Table 6 . Generally speaking, the CRS-based methods are superior to the corresponding baselines. The results of Wilcoxon signed-ranks test [73] shown in Table 5 (b) manifest that the CRS-based methods are significantly better than most of the corresponding baselines. Fig. 2 plots the changes of AUC values obtained by the methods based on CN over 12 networks when the fraction of probe set increases from 10% to 20%. Similar to Fig. 1, Fig. 2 indicates that AUC values of all methods, except CRCN, show downward trends with the increase of the fraction of probe set.
C. RESULTS UNDER RANKING SCORE
Now, we evaluate the performance of all methods under the metric of Ranking score. Tables 7 and 8 outline the experimental results with the community detection algorithms of FastQ [56] and Louvain [57] , respectively. Note that Ranking score is the lower the better. Overall, the CRS-based methods are superior to the corresponding baselines. This argument can also be proved by the results of Wilcoxon signed-ranks test [73] displayed in Table 9 . Take the results in Table 7 as examples, CRS-based methods achieve the best performance in terms of Ranking score except on FBK, NS and Word. Nonetheless, on these three networks, CRS-based methods are always in the top three. This phenomenon is consistent with that in Table 4 . All methods attain very low Ranking scores on both FBK and NS because they rank most of missing links preceding non-existent links. On the contrary, the Ranking scores of all methods on Word and Yeast are very high in comparison with other networks. Table 4 shows us that the AUC scores of these two network are lower than others because both networks have low clustering coefficients (see Table 3 ). As a result, those prediction methods wrongly rank a host of missing links and thus obtain low Ranking scores.
D. ROBUSTNESS OF CRS-BASED METHODS
In this subsection, we evaluate the robustness of CRS-based methods. Fig. 3 shows their values of AUC with these two community detection algorithms, and Fig. 4 depicts their Ranking scores with these two algorithms. In both figures, the community detection algorithms for CRS_CN1, CRS_AA1, CRS_RA1, and for CRS_CN2, CRS_AA2, CRS_RA2 are FastQ and Louvain, respectively. It is apparent from Fig. 3 that our CRS-based methods, e.g., CRS_CN, get extremely close AUC values on each network with two different community algorithms. By the same token, Ranking scores gained by CRS-based methods on each network with two different community algorithms are exceedingly similar, as shown in Fig. 4 . From Table 3 , we can see that the modularity values of community structures identified by FastQ and Louvain are not the same except Blog. In fact, community structures detected by FastQ and Louvain are not identical for each network. Therefore, we conclude that CRS-based methods are not sensitive to community detection algorithm.
Then, we estimate the influence of community structure to prediction accuracy. To this end, the correction, according to Pearson coefficient, between prediction accuracy and modularity is analyzed. Fig. 5 shows the correlation between modularity and AUC under 10% probe set. In Fig. 5(a) , Q F is the modularity of community structures in original networks detected by FastQ, and AUC scores are obtained by community-based methods with FastQ. In Fig. 5(b) , Q L is the modularity of community structures in original networks detected by Louvain, and AUC scores are obtained by community-based methods with Louvain. Likewise, Fig. 6 presents the correlation between modularity and Ranking score under 10% probe set. Undoubtedly, AUC has positive correlation with modularity and Ranking score has negative VOLUME 7, 2019 On the other hand, the negative correlation between Ranking score and modularity for WIC, CRCN, CRAA and CRRA is high, but is the lowest for CRS-based methods, as described in Fig. 6 . The above results imply that WIC, CRCN, CRAA and CRRA can achieve high accuracy on networks with clear community boundary, whereas obtain low accuracy on networks with vague community boundary. But, the CRS-based methods can achieve high-quality prediction results regardless of whether the network's community structure is clear, because their accuracy has weak dependence on community structure.
E. ADVANTAGES OF CRS-BASED METHODS
From the above comprehensive experimental studies, we conclude that CRS-based methods have the following advantages.
(1) CRS-based methods perform effectively link prediction on networks from various fields with different characteristics. (2) CRS-based methods are not sensitive to community detection algorithms. (3) CRS-based methods are robust to networks regardless of they have clear or vague community boundaries.
V. CONCLUSION
In this paper, we proposed a new community-based link prediction framework to enhance the performance of link prediction. The proposed framework, which estimates connection likelihood between nodes from the perspectives of both node similarity and community relationship, overcomes the limitations of other community-based methods.
To measure the closeness between communities, we defined a metric, named Community Relationship Strength (CRS), for the proposed framework. The results of CRS are in line with human perspective. Then, by integrating CRS with three traditional similarity indexes, i.e., CN, AA and RA, we designed three CRS-based link prediction methods. The accuracy of the CRS-based methods were experimentally investigated on 12 real-world networks in comparison with some traditional similarity indexes and community-based methods. In experiments, two community detection algorithms, i.e., FastQ and Louvain, were employed. Experimental results show that the CRS-based methods outperform others on most of the networks. Further analysis reveals that CRS-based methods are not sensitive to community detection algorithms, and can achieve stable performance regardless of the networks with high or low modularity. This work studies link prediction on undirected and unweighted networks. However, there are many real-world networks that are directed and/or weighted, such as CE, NS, USAir. In our experiments, we converted all directed and/or weighted networks into undirected and unweighted ones. According to Eq. (4) and (5), we think that, in theory, the CRS framework is applicable to undirected but weighted networks since we can combine weighted similarity index with CRS measure. Whereas, the performance needs to be experimentally evaluated. For directed networks, community detection and similarity measure are more complex and difficult. Therefore, the application of our CRS framework on those kind of networks needs to be explored in depth.
DATA AND CODE AVAILABILITY
The 12 networks used in our experiments are available from:
http://deim.urv.cat/ alexandre.arenas/data/welcome.htm, http://noesis.ikor.org/datasets/link-prediction, http://vlado.fmf.uni-lj.si/pub/networks/data/, http://www-personal.umich.edu/ mejn/netdata/. 
