Abstract-Entanglement of pure states of bipartite quantum systems has been shown to have a unique measure in terms of the von Neumann entropy of the reduced states of either of its subsystems. The measure is established under entanglement manipulation of an asymptotically large number of copies of the bipartite pure state. In this paper, two different asymptotic measures of entanglement for arbitrary sequences of bipartite pure states are established. These are shown to coincide only when the sequence is information stable, in terms of the quantum spectral information rates of its corresponding sequence of subsystem states. Additional bounds on the optimal rates of entanglement manipulation protocols in quantum information theory are also presented. These include bounds given by generalizations of the coherent information bounds, Rains' bound, and the relative entropy of entanglement.
I. INTRODUCTION

E
NTANGLEMENT in quantum information theory is a resource that has no counterpart in classical information theory. Consequently, entanglement based protocols such as quantum cryptography [1] , quantum dense coding [2] , and quantum teleportation [3] , are unique to the domain of quantum information theory.
As for any resource, it is useful to have a measure of entanglement for quantum states. A vast literature exists on various measures of entanglement for both bipartite and multipartite quantum states (see, e.g., [4] for a review).
As entanglement is a nonlocal quantum resource, one of its fundamental properties is that it cannot be reliably increased under local (quantum) operations and classical communication, abbreviated to LOCC (see, e.g., [4] , [22] ). Therefore, if one state can be transformed into another by LOCC, then the target state must necessarily have no more entanglement than the original state. By defining the entanglement of a maximally entangled state of rank in as being , we gain a benchmark state against which to measure the entanglement of other states. Note that the base to which the logarithm is taken, simply determines the units in which entanglement is measured. 1 Upper and lower bounds on the entanglement of an arbitrary bipartite state may then be constructed by determining the minimal rank of a maximally entangled state that can be transformed into by LOCC, and similarly by determining the largest rank maximally entangled state that may be transformed into by LOCC. We refer to the transformation of one entangled state to another, via LOCC alone, as entanglement manipulation. A theorem of Nielsen [5] gives a criterion under which a pure bipartite state may be transformed into another pure bipartite state by LOCC alone. This provides a useful tool in determining the entanglement of these states.
As well as establishing bounds on entanglement for individual states, states may be assigned an asymptotic measure of entanglement. This is done by considering the entanglement manipulation of the state , given by copies of the original bipartite state , i.e.,
the copies represented by an -fold tensor product. The asymptotic measure of the entanglement of is then given by (3) By relaxing the condition that the transformation to (or from) a maximally entangled state be exact for finite , but requiring that the fidelity of the transformation approaches unity as , we obtain the two asymptotic measures of entanglement called the entanglement of distillation (or distillable entanglement), [6] , and the entanglement cost, [7] , respectively.
In the case of pure bipartite states , it has been shown that the unique measure of entanglement is given by [8] (4) where is the von Neumann entropy of the reduced state . The uniqueness arises from the fact that the distillable entanglement and entanglement cost of any bipartite pure state represent limits for any asymptotically continuous bipartite entanglement measure [9] . That is, for any other asymptotically continuous entanglement measure , we have (5) for any bipartite pure state . Moreover, it is known that the transformation to and from a maximally entangled state may be achieved at this rate with vanishing amounts of classical communication [10] .
The practical ability to transform entanglement from one form to another is useful for many applications in quantum information theory. However, it is not always justified to assume that the entanglement resource available consists of states which are multiple copies (and hence tensor products) of a given entangled state. More generally, an entanglement resource is characterized by an arbitrary sequence of bipartite states, which are not necessarily of the tensor product form (2) . In order to examine entanglement manipulation for such resources, it is possible to use the tools provided by the information spectrum approach. The information spectrum method, derived in classical information theory by Verdú and Han [11] , [12] , has been extended into quantum information theory by Nagaoka, Hayashi, and Ogawa [13] - [15] , initially in terms of quantum hypothesis testing. The power of the information spectrum approach comes from the lack of assumptions required to be made about the sources, channels, or entanglement resources involved in the protocols.
For an arbitrary sequence of states , two realvalued quantities and can be defined (see Section II-E or [16] ). These are referred to as the inf-spectral entropy rate and the sup-spectral entropy rate of , respectively. In this paper, we show that for arbitrary sequences of bipartite pure states , the asymptotic entanglement is given by a single measure only when the sequence of reduced states (of either subsystem) is information stable. By information stable, we mean that the inf-spectral entropy rate of the sequence is equal to the sup-spectral entropy rate, that is, . Information stability is also known as the strong converse property. If then a separation exists between the two entanglement measures of the sequence . We show this by proving that the entanglement cost of the sequence is given by , whereas it is known that the distillable entanglement is given by [18] . Moreover, for information stable sequences, the asymptotic entanglement measure may be expressed in the form (6) the von Neumann entropy rate of the reduced states of either subsystem.
In addition, we prove bounds on entanglement distillation rates for sequences of arbitrary bipartite states, not necessarily pure. The bounds include information spectrum generalizations of the coherent information bounds [19] under local operations involving no communication, as well as LOCC bounds for one-way or two-way classical communication. Further to this, information spectrum generalizations of the relative entropy of entanglement, , [20] and the Rains' bound [21] , are shown to provide an asymptotic upper bound on the distillable entanglement under arbitrary LOCC protocols.
In Section II, we outline some basic mathematical preliminaries. Section III contains proofs of the generalizations of the coherent information, Rains', and relative entropy of entanglement bounds. Following this, Section IV contains a review of the entanglement concentration result of Hayashi [18] , as well as a new proof of the weak converse. Section V shows that the entanglement cost for sequences of bipartite pure states is given by the sup-spectral entropy rate of the sequence of states on either subsystem. Finally, in Section VI, we give a unified presentation of what the combined results achieve in terms of the asymptotic entanglement of sequences of bipartite pure states.
II. MATHEMATICAL PRELIMINARIES
Let denote the algebra of linear operators acting on a finite-dimensional Hilbert space of dimension . Quantum states are represented by density matrices , i.e., positive operators of unit trace in . Bipartite quantum states are states on Hilbert spaces , with and denoting the two parties sharing the state. Sequences of bipartite states on are considered to exist on Hilbert spaces for . In this paper, the shorthand notation is used to denote density matrices of pure states.
A. Fidelity and Reliable Transformations
Let be a quantum operation used for the transformation of an initial bipartite state to a desired target pure state . For the entanglement manipulation processes considered in this paper, either consists of local operations (LO) alone or LO with one-way or two-way classical communication.
We denote the fidelity of the entanglement manipulation process by . It is defined in terms of the fidelity between the desired target pure state, , and the final state, , of the entanglement manipulation process as follows: (7) Note that this is the square of the usual fidelity measure [22] . An entanglement manipulation process is said to be reliable if the asymptotic fidelity .
B. Entanglement Rates
The concept of reliable entanglement manipulation is used to define two important asymptotic entanglement measures, namely, the distillable entanglement and the entanglement cost.
Definition 1:
A real-valued number is said to be an achievable distillation rate if there exists a positive integer such that a transformation exists that takes with fidelity and . The rate is said to be an achievable concentration rate if the initial shared entangled states are pure.
Definition 2:
The distillable entanglement is the supremum of all achievable distillation (or concentration) rates (8) for the required class of transformations (local operations only, or local operations with one-way or two-way classical communication).
Definition 3:
A real-valued number is said to be an achievable dilution rate if there exists a positive integer such that a transformation exists that takes with fidelity and .
Definition 4:
The entanglement cost is the infimum of all achievable dilution rates (9) for the required class of transformations.
C. Spectral Projections
The quantum information spectrum approach requires the extensive use of spectral operators. For a self-adjoint operator written in its spectral decomposition we define the nonnegative spectral projection on as (10) the projector onto the eigenspace of nonnegative eigenvalues of . Corresponding definitions apply for the other spectral projections and . For two operators and , we can then define as , and similarly for the other ordering relations.
D. Several Important Lemmas
The following key lemmas are used repeatedly in the paper. For proofs of Lemmas 1 and 2 see [13] or [16] .
Lemma 1: For self-adjoint operators and any positive operator the inequality (11) holds.
Lemma 2: For self-adjoint operators and , and any completely positive trace-preserving (CPTP) map, , the inequality (12) holds.
Lemma 3: Given a state and a self-adjoint operator , we have (13) for any real .
Proof: Note that Hence
Therefore
E. Quantum Spectral Information Rates
In the quantum information spectrum approach, one defines spectral divergence rates, which can be viewed as generalizations of the quantum relative entropy. The spectral generalizations of the von Neumann entropy, the conditional entropy, and the mutual information can all be expressed as spectral divergence rates.
Definition 5: Given two sequences of states and on finite-dimensional Hilbert spaces , the quantum spectral sup-(inf-) divergence rates are defined in terms of the difference operators , for any real number as follows: (15) (16) respectively.
Note that the above definitions of the spectral divergence rates differ slightly from those originally given by Hayashi and Nagaoka (see eqs. (38) and (39) of [15] ). However, they are equivalent, as stated in the following two propositions (proved in [16] ). The proofs have been included in Appendix A for completeness.
Proposition 1:
The spectral sup-divergence rate is equal to (17) which is the previously used definition (see [15] ) of the spectral sup-divergence rate. Hence, the two definitions are equivalent.
Proposition 2:
The spectral inf-divergence rate is equivalent to (18) which is the previously used (see [15] ) definition of the spectral inf-divergence rate.
Despite the above equivalences, it is useful to use the definitions in (15) and (16) for the divergence rates, as they allow the application of Lemmas 1 and 2 in deriving various properties of these rates.
The spectral entropy rates and the conditional spectral entropy rates can be expressed as divergence rates with appropriate substitutions for the sequence of operators . These are (19) (20) and for a sequence of bipartite states (21) (22) In the above, and , with being the identity operator in and , the partial trace being taken on the Hilbert space . Various properties and relationships of these quantities are explored in [16] , and chain rule inequalities for conditional spectral entropy rates are stated and proved in Appendix B.
III. BOUNDS ON ENTANGLEMENT
For sequences of bipartite states we may obtain several bounds on the asymptotic entanglement. The first family of bounds are generalizations of the coherent information bounds [19] . The four inequalities in this family, implicitly contained in (23) (23) where , the negative of the sup-conditional spectral entropy rate of the sequence , and denotes a sequence of quantum operations corresponding to either local operations on , or, local operations with forward, backward, or two-way communication with .
Proof: For any quantum operation , define . Then (24) (25) The first term in (25) follows from Lemma 1 and the second term is obtained by explicit evaluation of the last term in (24) . Substituting and , the second term in (25) goes to zero asymptotically in . However, the first term does not go to unity. Hence, the asymptotic fidelity is bounded above by for some .
The next theorem expresses a generalization of the bound on distillable entanglement given by the relative entropy of entanglement [23] . The bound is not tight in general, although it reduces to the von Neumann entropy in the case of a sequence of tensor products of pure states.
Theorem 2:
The two-way distillable entanglement for a sequence of bipartite states is bounded above by the inf-spectral relative entropy of entanglement. Specifically (26) where is the set of sequences of bipartite states that are separable on .
Proof: For a maximally entangled state of rank , the fidelity under two-way LOCC maps is given by (27) (28) (29) The first term on the right-hand side (RHS) of (29) , we can see that for any rate , the asymptotic fidelity is bounded above by for some .
As a corollary, the operations and states may be extended from LOCC operations and separable states to PPTP operations (operations that preserve the positive partial transpose of bipartite states) and PPT states (states with a positive partial transpose). This is because (30) holds even for PPT states and PPTP operations. This generalizes the bound obtaines by Rains in [21] .
IV. ENTANGLEMENT CONCENTRATION
Entanglement concentration is the protocol in which two parties, Alice and Bob (say), share a sequence of partially entangled pure states , with and they wish to convert them into a sequence of maximally entangled pure states , where by LOCC alone. In other words, it is an entanglement distillation protocol in which the initial shared entangled states are pure. Entanglement concentration may be utilized to determine the distillable entanglement of sequences of pure bipartite states. The main result presented in this section is the following theorem [18] .
Theorem 3 (Hayashi):
The distillable entanglement of a sequence of bipartite pure states , is given by
where , the sequence of subsystem states.
The proof of Theorem 3 requires the following three lemmas. Define projection operators and . The first step of the protocol is for one of the parties (say, Alice) to do a von Neumann measurement, described by the projection operators and , on her part of the shared bipartite state
. If the outcome of the measurement corresponds to , then the protocol is considered to be unsuccessful and is aborted. This occurs with probability . If the outcome of the measurement corresponds to , then the post-measurement state is given by (36) and each of the eigenvalues of the reduced density matrix of this state is bounded above by (37) Nielsen's majorization theorem [5] (42) whenever .
To prove the weak converse for entanglement concentration we require the following property of the conditional spectral entropy for bipartite pure states. The inequality (47) follows from the following property of the spectral divergence rates (see [16] for a proof):
for any sequence of CPTP maps , sequence of states , and sequence of positive operators .
It is then straightforward to show the weak converse.
Lemma 6: (Weak Converse) Any entanglement concentration protocol with rate is not achievable. Here , with denoting the pure bipartite initial states of the entanglement concentration process.
Proof: The proof of this lemma uses Theorem 1, Lemma 5 and the chain rules given in Appendix B as follows.
From Corollary 3 and Proposition 4 of Appendix B we obtain
The fact that for sequences of pure states on , then yields the identity
Theorem 1 implies that a concentration rate is not achievable. Here denotes the sup-spectral conditional entropy rate, , of the sequence of states resulting from the entanglement concentration protocol. If we denote the corresponding sup-spectral conditional entropy rate for the sequence of pure bipartites states by , then from Lemma 5 we have that . This implies that for any rate (51) where , the asymptotic fidelity is bounded above by for some . The equality in (51) follows from the identity (50) above.
The strong converse rate for entanglement concentration is defined as the infimum of all rates for which any entanglement concentration protocol has asymptotic fidelity .
Corollary 1:
The strong converse rate for entanglement concentration is given by (52) with being the sequence of subsystem states.
Proof: The proof of this corollary is analogous to the proof of the coding (Lemma 4) and weak converse (Lemma 6).
V. ENTANGLEMENT DILUTION
Entanglement dilution is the protocol which is essentially opposite to entanglement concentration. Here the two parties, Alice and Bob, share a sequence of maximally entangled states , where and wish to convert them into a sequence of nonmaximally entangled pure states , with , and with corresponding reduced density matrices . The main result presented in this section is the following theorem.
Theorem 4:
The entanglement cost of a sequence of pure bipartite target states is given by (53) where , the sequence of subsystem states.
Proof: Let the bipartite target state have nonzero eigenvalues, and let its Schmidt decomposition be given by (54) where the Schmidt coefficients are arranged in descending order, i.e.,
. Suppose Alice has a bipartite system which she prepares in the state
She then teleports the state to Bob. This is possible since Alice and Bob share a maximally entangled state . If , then the teleportation can be done perfectly and the final shared state between Alice and Bob is the desired target state
. In this case, the fidelity of the entanglement dilution protocol is equal to unity. and since is arbitrary, we obtain the following lemma.
Lemma 7: (Coding) A dilution rate is achievable.
The weak converse, which completes the proof of Theorem 4, is given by the following lemma. Choosing a number and such that , for , the second term on the RHS of (66) tends to zero as . However, since the first term on the RHS of (66) does not converge to as . Hence, the asymptotic fidelity is not equal to .
The strong converse rate for entanglement dilution is the supremum of all rates such that any dilution protocol has asymptotic fidelity .
Corollary 2:
The strong converse rate for entanglement dilution is given by (67) for the sequence of subsystem states.
Proof: Analogous to the proofs of Lemmas 7 and 8.
VI. DISCUSSION
The von Neumann entropy rate is bounded above and below by the sup-spectral entropy and inf-spectral entropy rates, respectively (see, e.g., [14] , [15] ). For any sequence of bipartite pure states which is information stable on its subsystems, this implies that (68) and the asymptotic entanglement of the sequence is given by the von Neumann entropy rate of the subsystem states (69)
The set of information stable sequences of bipartite pure states includes all those sequences whose subsystem states are stationary and ergodic. For the independent and identically distributed (i.i.d.) case, i.e., the case in which , where is a pure state on , (69) reduces to
for . An example of a sequence of pure bipartite states which is not information stable is one which has subsystem states that can be represented as mixtures of tensor product states with different von Neumann entropies, i.e., a sequence with subsystem states (71) with , such that . From the results in Section III.B of [25] it then follows that (72) for this sequence of states.
Furthermore, by examining the rates achievable for dense coding through a noiseless channel [25] , it is easily seen that the capacity of the noiseless channel, assisted by a sequence of shared bipartite pure states , is given by
where and is defined as in Lemma 5. Hence, the dense coding capacity is enhanced over the capacity of the noiseless channel at least by the distillable entanglement of the shared sequence of states. In this regard, the distillable entanglement represents the usefulness of the shared states as an entanglement resource.
APPENDIX A
In this appendix, we give the proofs of Propositions 1 and 2. 
APPENDIX B
Chain rules [26] in classical information theory, relate the Shannon entropies and to the conditional entropy and mutual information , e.g., . Although the equalities given for the various chain rules do not hold in general for the corresponding classical or quantum spectral information rates, the latter are related by sets of chain rule inequalities. Examples are known, in each case, where the inequality is strict. In this appendix, we state and prove some useful chain rule inequalities relating the quantum conditional spectral entropy rates to the quantum spectral entropy rates.
Proposition 3:
For sequences of bipartite quantum states, the conditional spectral entropy rate is related to the spectral entropy rates by (78) giving a chain rule inequality.
Proof: Defining the difference operators , and the projections and . Note that the projector , for a real number, is shorthand for . We then have
The expression in (79) is obtained by noting that as and both commute with , the cross-terms in and vanish. The final term in (80) is obtained as follows. Using the cyclicity of the trace, we can write (81) where and . Since the operator is self-adjoint (82) where the last inequality is the Cauchy-Schwarz inequality for the Hilbert-Schmidt inner product. We then utilize the fact that to obtain the resultant inequality.
Choosing and for arbitrary implies that all the terms in inequality (80) vanish in the limit as . Hence, we have (83) for all , and hence (78) follows. 
