CH-8093 Zürich, Switzerland (Dated: 22 March 2017) In the present article, we show how to formulate the partially contracted n-electron valence second order perturbation theory (NEVPT2) energies in the atomic and active molecular orbital basis by employing the Laplace transformation of orbitalenergy denominators (OED). As atomic-orbital (AO) basis functions are inherently localized and the number of active orbitals is comparatively small, our formulation is particularly suited for a linearly-scaling NEVPT2 implementation. Some of the NEVPT2 energy contributions can be formulated completely in the AO basis as single-reference second-order Møller-Plesset perturbation theory and benefit from sparse active-pseudo density matrices -particularly if the active molecular orbitals are localized only in parts of a molecule. Furthermore, we show that for multireference perturbation theories it is particularly challenging to find optimal parameters of the numerical Laplace transformation as the fit range may vary among the 8 different OEDs by many orders of magnitude. Selecting the number of quadrature points for each OED separately according to an accuracy-based criterion allows us to control the errors in the NEVPT2 energies reliably.
I. INTRODUCTION
Many applications of quantum chemical simulations require a multi-reference (MR) wave function to provide an at least qualitatively correct description of the atomic or molecular system. Even the simplest molecule -the hydrogen molecule -becomes a MR case in the process of separating the two hydrogen atoms. MR theories are also indispensable when two potential energy surfaces of the same symmetry come close in energy, which is frequently encountered when studying the time evolution of excited electrons in molecules -in particular by surface-hopping excited-state dynamics.
1 Beyond a reliable treatment of bond breaking and potential energy surfaces, MR theories are often considered in quantum chemical studies that involve transition metals, lanthanides, and actinides to cope with open shells in the electronic structure calculation. Alternatively, Kohn-Sham density functional theory (DFT) can often provide meaningful energies and properties for transition metal complexes with low computational costs even when standard exchange correlation functionals are employed. However, DFT still lacks an ansatz that can improve systematically on either static or dynamic correlation effects in a computationally affordable manner.
In comparison to their single-reference (SR) analogues, wave function-based MR electronic structure methods are conceptually and computationally much more demanding. At the multi-configurational (MC) self-consistent field (SCF) level, the energy needs to be minimized with respect to orbital rotations and configuration coefficients, which in many situations requires sophisticated optimizers with quadratic 2 or higher 3 convergence rates. On the one hand, such algorithms can be incredibly efficient in terms of number of iterations;
on the other hand, a transformation of the two-electron integrals from the atomic (AO) to the molecular orbital (MO) basis is necessary, which scales O(N 5 ) with the system size N.
Moreover, the MCSCF wave function is expanded in configuration state functions (CSF) that can be generated by a complete active space 4 (CAS). The latter includes all possible occupations of N act active MOs by N el active electrons usually denoted by CAS (N el ,N act ). With conventional determinant-based full configuration interaction (FCI) implementations 5,6 the computational costs grow exponentially and becomes soon a bottleneck in the MCSCF calculation. Usually, one is restricted to active spaces in the ballpark of a CAS (10, 30) if no restricted 7 (RAS) or generalized active spaces 8 (GAS) are desired.
There are recent developments in MCSCF that improve on both computational bot-tlenecks of the algorithms: the two-electron integral transformation and the size limit of the active space. The latter can be lifted if the CAS CI secular equations are solved by modern quantum Monte Carlo 9,10 or density matrix renormalization group 11 (DMRG) algorithms. This facilitates CASSCF calculations with much larger active spaces, e. g.
N el × N act ≈ 2000. [12] [13] [14] As shown lately by Hohenstein et al. 15 for an approximate secondorder optimizer, 16 
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For calculations involving heavy elements, spin-orbit coupling (SOC) can be treated either within a SOC-CI formalism 20 or by using the four-component Dirac-Coulomb Hamiltonian.
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Concerning studies of excited states, the erratic mixing of valence and Rydberg states at the CASSCF level can be cured by using quasi-degenerate MRPT2.
22,23
Despite its popularity and success in numerous application, CASPT2 has two major drawbacks: (i) It is not size-consistent; (ii) It is often plagued by intruder states, which complicates the iterative determination of the first-order wavefunction coefficients. In practice, the size-inconsistency errors are rather decent -even for larger molecules 24 -and the intruder-state problem can be cured partially by level shifts. 25 However, since level shifts alter the second-order energy unpredictably, CASPT2 should then be considered as a rather empirical method.
The remedies of CASPT2 are cured altogether within a different formulation of MRPT:
the n-electron valence (NEV) PT of Angeli, Cimiraglia, Malrieu and their co-workers. The zeroth-order wavefunction is given by a linear combination 
is expanded through all possible determinants that are generated by two-electron excitations from the complete zeroth-order wavefunction. This approximation is termed internal contraction (IC) and |Φ µ 2 is referred to as internally contracted configurations 47 (ICC). To determine the PT energy through second order,
the expansion coefficients of the first-order wave function C
µ 2 are determined by solving the linear system of equations
In Eq. (4) we assume that diagonalization of the zeroth-order Hamiltonian,
gives the MCSCF or CI eigenvalues E (0) and zeroth-order wave function |Ψ (0) . As projection manifold { Φ µ 2 |} we choose bra ICCs in Eq. (4) 
We follow the convention that core orbitals are denoted by i, j, k, l, active orbitals by t, u, v, w, and |Φ ua it , that are mutually non-orthogonal. If RAS or GAS were employed in the underlying MCSCF calculation, the expansion of |Ψ (1) in terms of ICCs needs to be augmented with a subset of the CAS space determinants, i. e. |Φ uw tv
to keep the zeroth-|Ψ (0) and first-order wavefunction |Ψ (1) mutually orthogonal. 47 In the present work, we only consider CAS reference wavefunctions.
In MRPT the definition of the zeroth-order HamiltonianĤ (0) is not unique and it is the choice ofĤ (0) in which CASPT2 and PC-NEVPT2 mainly differ. In CASPT2 the zerothorder Hamiltonian
is defined by projection of the Fock operator
onto the space of reference determinantsP = |0 0| and its complementQ =1 −P .
47
The inactive f I pq and active f A pq Fock matrix 49 are built from the one-h pq and two-electron integrals g pqrs , as they appear in the electronic Hamiltonian
and the singlet one-particle reduced density matrix (1-RDM) γ tu (see Tab Due to the non-diagonal block structure ofQfQ in CASPT2,
|0 . This has two unpleasant implications: first, Eq. (4) must be determined iteratively and a larger computational overhead compared to a direct method like single-reference MP2 is expected; second, CASPT2 may not be size extensive 50 what, in principle, disqualifies the method to be applied to large molecular systems. Furthermore, the usage of the Fock operator not only for core and virtual but also for the active orbitals may lead to (near) singularities in Eq. (4). In particular, ICC blocks in 26, 30 This is the root of the notorious CASPT2 intruder state problem, which can be cured either by including more orbitals into the active space or in an empirical fashion by introducing level shifts in the zeroth-order Hamiltonian. 25 Furthermore, near singularities
would impede its Laplace transform as many quadrature points in the numerical integration procedure would be required then.
The NEVPT2 zeroth-order Hamiltonian features only diagonal ICC blocks,
which can guarantee size extensivity. 
and accounts for two-electron interactions among the active electrons. 26, 29, 30 The constant C is chosen such that Eq. (5) is fulfilled.
The bi-electronic valence part of Dyall's HamiltonianĤ v in the commutator of Eq. (4)
|0 leads to the so-called Koopmans matrices. For example, the [−1] Koopmans matrix is given as
and represents a single-ionization potential. The iterative solution of the linear system of equations (4) can be avoided in the partially contracted (PC) NEVPT2 variant by solving a generalized eigenvalue problem (GEP),
for each excitation class separately. Eq. (21) 
for the [−1] class. Such effective energies, as in Eq. (22), are highly unsuited for a Laplace transformation of the denominators since, unlike the MP denominators, they cannot be partitioned into individual orbital contributions. Thus, it is not worth to pursue SC-NEVPT2
further in the present work.
B. Re-formulation of PC-NEVPT2 in the atomic and active orbital basis
In the following we will present a re-formulation of PC-NEVPT2 energies in the atomic and active molecular orbital basis. Only a few working equations of PC-NEVPT2 in the MO basis are presented to discuss the re-formulation in sufficient detail. A complete presentation of the conventional MO-based NEVPT2 can be found in Ref. 29 .
The [0] energy term is identical to the MP2 energy that depends only on the core and virtual orbitals:
It can be expressed in terms of orbital-energy denominators (OED) if a canonical MO basis is employed, which keeps the the core-core and virtual-virtual block of the Fock matrix in
Such kind of canonical core and virtual MOs are used in the remainder of this article.
The Laplace transformation of OEDs
is employed to factorize the [0] energy term. 37, 38 The parameters of the numerical quadrature (26) 
in terms of intermediates in the AO basis that are obtained from two consecutive one-index transformation of the two-electron integrals
with the core and virtual pseudo-density matrices
The energy and wavefunction coefficients of the [−1] contribution in the MO basis is
given by
Solving the linear system of equations (33) 
This leads to a direct expression for the [−1] energy contribution (24) and (25) can be incorporated into core (Eq. (30)) and virtual (Eq.
(31)) pseudo-density matrices. Concerning the active-orbital part in Eq. (35), it is convenient to summarize all those quantities that appear in GEP (34) into a single intermediate
which we refer to as Koopmans matrix pseudo-exponential. By means of K
energy can be formulated in terms of intermediates that depend only on the AOs and active
MOs:
Alternatively, a pure AO-based formulation, which is more in-line with standard AO-MP2
formulations,
(µν|κ
can be chosen by incorporating the Koopmans matrix pseudo-exponential into an active pseudo-density matrix 
However, in case of the pseudo-density matrices in AO-MP2, the inverse of the metric matrix, that is the AO overlap S, is readily available in form of the core P and virtual density matrix Q:
40,55
In Eq. (44) the inverted metric matrix is initially unknown and must be determined by diagonalization and subsequent removal of linearly dependent eigenvectors. Consequently, it seems that there is no gain in computational performance if one tries to circumvent solving the GEP (21).
The explicit expressions for the second-order energy contributions in Tab. II show a rather surprising resemblance with the recently proposed time-dependent (t) NEVPT2 of Sokolov and Chan. 32 Apart from an AO-based formulation for the core and virtual orbitals, the two formulations merely differ in the active orbital-based intermediates. To obtain explicit expressions for our Laplace-transformed PC-NEVPT2 formulation from those of t-NEVPT2, the time-ordered m-particle 1-time Green's functions with (m=1-3), 32 e. g. for the [−2] space
needs to be replaced by the corresponding time-dependent Koopmans matrix pseudo exponentials
if we consider the analytic form of the Laplace transformation in Eq. (26).
III. COMPUTATIONAL DETAILS
We used the CASSCF procedure as implemented in the MOLCAS package 56 to obtain the zeroth-order MOs. Subsequently, Koopmans matrices were generated by the relmrpt2 module, a locally modified version of a DMRG-NEVPT2 module, 34 from n-RDMs obtained by means of DMRG calculations with the QCMaquis package.
13,57,58
A pilot-implementation of the Laplace-transformed PC-NEVPT2 in the atomic and active molecular orbital basis was integrated into the Kramers-restricted two-component AO-
MP2
46 implementation, which is part of a development version of the DIRAC package.
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The parameters of the numerical quadrature were obtained by using an implementation of the minimax approximation, 53,54 which is provided as external open-source library. 60 The two-electron integrals needed for NEVPT2 were calculated with the InteRest library.
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Except for the [−1] and [+1] class, the GEP (21) is plagued by numerically instabilities
caused by singularities in the metric matrix M. To guarantee numerical stability when solving the GEP (21), the eigenvalues of M are computed first and then compared to a threshold to remove singular value-vector pairs by a canonical orthogonalization procedure.
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The linear dependency threshold is set to 10 −6 for all classes as in the implementation described in Ref. 28 40 This rapid decay could be attributed to the vanishing overlap of core and virtual pseudo-density matrices,
in the multipole expansion of the integrals in orders of R This leads to a leading R −6
dipole-dipole integral term for the direct MP2 energy. Since the overlap of core and active respectively virtual and active pseudo-density matrices vanishes as well, of n NO = (2.00, 2.00, 2.00, 2.00, 1.00, 1.00). As can be seen from Fig. 3 , the core and virtual pseudo-density matrices P and P have their largest elements at the diagonal shell pairs and their nearest neighbors whereas the largest elements of the active pseudo-densities P are located at the O atoms. As expected from n NO , P would combine successfully the sparsity with the low rank of active pseudo-density matrices.
B. Accuracy of the numerical quadrature
The presence of three different orbital spaces results in eight different contributions to the IC first-order wavefunction contribution with eight different OEDs. Each of the 8 OEDs is approximated by its own numerical quadrature of its Laplace transform, which is determined by minimization the maximum absolute error (MAE) of the error distribution function
This procedure is known as the minimax algorithm 53, 54 and can be performed in interval [1, R] with R = ∆ max /∆ min by scaling the parameters {ω α , t α }. This facilitates pretabulation of {ω α , t α } along with their MAEs δ nα,[1,R ′ ] for some discrete R ′ . These 2n α + 1 parameters can be used as start values in the iterative optimization procedure. 69 We choose n α such that
where R ′ is the pre-tabulated range closest to R. The accuracy of the numerical quadrature depends on a single user-given threshold T lap that should correlate with the resultant error in each correlation energy contribution. Alternatively, one could simply set n α to the same value for each of the 8 OEDs based on experience. However, by doing so, the errors in E (2) cannot be easily controlled for each class. This can be clearly seen from Fig. 1(a) where the 8 different E (2) errors differ from each other even by more than 4 orders of magnitude for some n α . Conversely, the same E (2) errors converge much more uniformly with respect to the MAE δ nα, [1,R] , as shown in Fig. 1(b) .
In the following, we investigate the E (2) errors when n α is selected according to (51) for the ground state 1 Σ + g of the fluorine and chlorine dimer. The results for different computational setups are compiled in Tab. IV. For F 2 and Cl 2 (a multiple of) the equilibrium bond distances (n×)r eq were taken from experimental data. 70 For F the cc-pVTZ 71 and aug-cc-pVTZ 72 basis sets were employed; for Cl we used the cc-pwCVTZ 73 basis set. The Laplace accuracy threshold T lap was set to 10 −7 . We note that for all calculations in Tab. IV the [+1] ′ part of the E (2) is zero and is not shown.
For the first two E (2) calculation of F 2 in Tab. IV we chose a CAS ( We can observe for the third calculation in Tab. IV that the OED ranges of those classes that involve virtual orbitals are increased approximately by a factor of 2 while those of the [+2] space are almost unaffected when adding the diffuse "aug-" functions to the basis set.
The absolute errors in E (2) are still reliably below 10 −9 .
For Cl atom in Cl 2 we correlate the 2s2p3s3p orbitals and keep the 1s frozen. For the fourth calculation in Tab. IV we put the all 3p orbitals and electrons of Cl into the active space, that is CAS (10, 6) . For this calculation the OED ranges become much larger than those of the FC F 2 calculations, which can be attributed to the additional core electrons and the larger basis set for Cl. The largest OED range in the fourth calculation is 114.76, while the largest in F 2 calculation with the aug-cc-pVTZ basis set is 24.32. Though the OED ranges vary by more than 1 order of magnitude for the Cl 2 calculation, all absolute errors in E (2) are less than 10 −8 and n α seems to be selected properly. In the fifth calculation in Tab.
IV the 3s orbitals and electrons of the Cl atoms are included in the valence space, i. e. CAS (14, 8) . This lowers substantially the OED ranges of all those classes that excite from core The convergence of the absolute E (2) error with respect to n α and the MAE δ nα, [1,R] is shown in Fig. 1 and has been discussed already in the beginning of this section.
The previous example calculations of F 2 and Cl 2 had clearly single-reference character as deduced from their natural occupation numbers (n NO > 1.85 or n NO < 0.15) and could have been performed more easily with closed-shell single-reference MP2 or coupled cluster.
Therefore, we performed the CAS (14, 8) calculation also on a stretched Cl 2 with 3 × r eq bond distance. Now there are 2 open shells with n NO = 1.00 and 6 closed shells with n NO = 2.00. As we investigate the 1 Σ + g state of Cl 2 , at least 2 CSF are required to describe the system at least qualitatively correct. Thus, he have a MR case by definition. The MR character does not seem to change the OEDs much and we obtain absolute errors in E (2) that are all smaller than 10 −8 . It is noteworthy that the [+2] contribution to the correlation energy almost vanishes since Cl 2 can be considered as nearly dissociated at 3 × r eq and it is impossible to attach 2 electrons into a CAS (5,3) or (7,4) valence space of a single Cl atom.
A further field of application of MRPT methods are excited states. but even if diffuse basis functions are included in the basis set, the additional number of quadrature points is still rather decent. In fact, it is the less effective screening of shell contributions in the AO basis rather than the additional number of quadrature points that makes an AO-based formulation less powerful for basis sets with diffuse basis functions in a production-level implementation. This we will study in future work.
V. CONCLUSIONS
In the present article we showed how to formulate the partially contracted n-electron 
Maximum norm for each shell pair of core P , active P , and virtual pseudo-density 
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