For given training sample, the problem of supervised classifying the multivariate stationary Gaussian random field (GRF) observations into one of two populations is considered. The populations are specified by different regression mean models and by common factorized covariance function. For completely specified populations the formula of Bayes error rate is derived. In the case of unknown regression parameters and covariance function parameters, the plug-in Bayes discriminant function based on ML estimators of parameters is used for spatial classification. The actual error rate and the asymptotic approximation of the expected error rate (AER) associated with plug-in Bayes discriminant function are derived. These results are multivariate generalization of previous one [1] for complete parametric uncertainty case. Numerical analysis of the derived formulas is implemented for the bivariate stationary GRF observations at locations belonging to the 2-dimensional lattice with unit spacing and exponential spatial correlation. Numerical comparison of two training label configurations (TLC) by the values of AER as optimality criterion is implemented.
Introduction, the main concepts
The problems of discriminant analysis of spatially correlated Gaussian data were intensively considered previously (see e.g. [2, 3] ). However, in these papers, theoretical results were derived under the assumption of statistical independence between observation to be classified and training sample. In the present paper, this restriction is relaxed.
It is known that for completely specified populations an optimal classification rule in the sense of minimum misclassification probability is the Bayesian classification rule (BCR) [4] . In practice, however, some or all statistical parameters of populations are unknown. Training sample is used for the estimation of the parameters of both populations. Then the estimators of unknown parameters based on training sample are usually plugged in discriminant function associated with BCR. The expected error rate is usually considered as performance measure for the plug-in classification rule (discriminant function). To obtain closed-form expressions for the expected error rate are very cumbersome even for the simplest parametric structures of populations. This makes it difficult to build some qualitative conclusions. Therefore, asymptotic approximations of the expected error rate associated with plug-in BCR are especially important.
Many authors have investigated the performance of the plug-in version of Bayes discriminant function (BDF) when parameters are estimated from training samples with independent observations, or training samples where observations are temporally dependent (see e.g. [2, 5] ). However, they did not analyze the error rate in classification of spatial data. The asymptotic expansions of the expected error rate when classifying the observation of multivariate Gaussian random field (GRF) into one of two classes with unknown regression parameters and unknown common feature covariance matrix are derived in [6] . In present paper all means and covariance parameters are assumed to be unknown. The maximum likelihood (ML) estimators of unknown parameters of means and features covariance matrix are used. The approximation of the expected error rate for plug-in BDF is derived. The approximation based on this asymptotic expansion is considered as criterion function for spatial sampling designs. The similar problems for the univariate GRF is considered by the author of present paper previously. The case of classification of single GRF observation is considered in [7] and the classification of group of GRF observations originating from the same population is explored in [1] .
The main objective of this paper is to classify the single observation of the multivariate GRF
vector of non random regressors and l B is a p q × matrix of parameters. The error term is generated by p-variate zero-mean stationary GRF ( ) 
D be a set of locations where training sample T is taken. Call it the set of training locations (STL). So n S is partitioned into the union of two disjoint subsets, i.e.
be called the spatial labels design (SLD) of training sample T .
Then the model of T is
× matrix of means parameters and E is the p n × matrix of random errors that has matrix-variate normal distribution i.e.
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Here R denotes the spatial correlation matrix for T and ⊗ denotes the Kronecker product of matrices.
Denote by 0 r the vector of spatial correlations between 0 Z and observations in T . Set
For notational convenience, the argument θ in all its functions is now dropped.
Notice that in population l Ω , the conditional distribution of 0
where conditional means 0
The marginal squared Mahalanobis distance between populations for observation taken at location
The squared Mahalanobis distance between conditional distributions of 0 Z for given t T = is specified by ( ) ( ) 
Discriminant functions and error rates
Under the assumption that the populations are completely specified and for known prior probabilities of populations 1 π and 2 π ( )
, the BDF (see [8] , chapter 4) minimizing the probability of misclassification is formed by log-ratio of conditional likelihood of distribution specified in (1)-(3), that is
where ( ) , where q I denotes the identity matrix of order q.
Using (1)-(3) and replacing t by T in (4) we get BDF for random T , that is
Definition1.
The probability of misclassification (or Bayes error rate) for ( )
It is easy to show from (5) and (6) , that Bayes error rate for ( ) 
The actual error rate for BPDF ( ) Ψ ; 0 Z W T (see [2] ) is defined as conditional probability, that is
(8)
The actual error rate for PBDF specified in (4) is
The proof of lemma1 follows from the properties of multivariate normal distribution in (7) , (8) .
Definition 2.
The expectation of the actual error rate with respect to the distribution of T , is called the expected error rate (EER).
The EER is the performance measure for spatial classification procedure analogous as the MSPE is a performance measure for kriging predictor.
We will use the maximum likelihood (ML) estimators of parameters based on training sample. The asymptotic properties of ML estimators established by Mardia and Marshall [9] under increasing domain asymptotic framework and subject to some regularity conditions (MM) are essentially exploited. Suppose that observation 0 Z to be classified by BPDF and let conditions (MM) and assumption of asymptotic independence for ML estimators hold. Then the approximation of EER is
. The proof of lemma 2. is based on Taylor series expansion of the actual error rate ) (Ψ P specified in (9), (10) and averaging with respect of asymptotic distribution of ML estimators.
Example and discussions
Numerical example is considered to investigate the influence of the statistical parameters of populations to the proposed AER (formula (11)), and to compare different TLC for finite sample case with an insignificant loss of generality the case with 5 , 0 2 1 = = π π is considered. In this example, observations are assumed to arise from stationary bivariate Gaussian random field with constant mean and feature covariance function 
They are presented in Figure 1 . The values of this index are given in Table 1 . 
