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Abstract: We establish when the two problems of minimizing a function of lifetime minimum
wealth and of maximizing utility of lifetime consumption result in the same optimal investment
strategy on a given open interval O in wealth space. To answer this question, we equate the
two investment strategies and show that if the individual consumes at the same rate in both
problems – the consumption rate is a control in the problem of maximizing utility – then the
investment strategies are equal only when the consumption function is linear in wealth on O,
a rather surprising result. It, then, follows that the corresponding investment strategy is also
linear in wealth and the implied utility function exhibits hyperbolic absolute risk aversion.
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1. Introduction
When an individual seeks to find an optimal investment policy, the resulting optimal policy
depends on her optimization criterion. The most common optimization criterion encountered
in the finance literature is to maximize one’s expected discounted utility of consumption and
bequest. Merton (1992) studies this problem, and many others have continued his work; see, for
example, Karatzas and Shreve (1998, Chapter 3) and the discussion at the end of that chapter
for further references. More recently, researchers have begun to find the optimal investment
policy to minimize the probability that an individual runs out of money before dying, also
called the problem of minimizing the probability of lifetime ruin; see, for example, Milevsky,
2Ho, and Robinson (1997), Milevsky and Robinson (2000), Young (2004), and Milevsky, Moore,
and Young (2006). Note that whether someone ruins is a function of minimum wealth.
We consider the following two problems in this paper:
Problem 1 An investor adopts a rate of consumption c that depends on wealth and then
considers the problem of minimizing a nonnegative, nonincreasing function f of lifetime
minimum wealth. The consumption rate is an exogenous variable in this problem, and
the investor only determines an optimal investment strategy pi∗.
Problem 2 An investor considers the classical Merton problem that aims at maximizing the
expected discounted utility derived by the investor’s rate of lifetime consumption. Given
a utility function u, the investor then determines an optimal investment strategy piu and
consumption rate cu.
We establish when these two investors behave similarly (on some open interval O of
wealth space). We are motivated to do this because Young (2004) and Bayraktar and Young
(2006) find such a correspondence in some special cases. In both papers, the individual seeks
to minimize the probability that wealth reaches some point b > 0 before she dies. Young
(2004) places no restriction on the optimal investment strategy, while Bayraktar and Young
(2006) extend Young’s work to two cases: (1) The individual may not borrow any money; and
(2) the individual may borrow money but only at a rate higher than the rate earned by an
investment in the riskless asset. Fleming and Zariphopoulou (1991) consider the latter setting
in the problem of maximizing expected utility of consumption under power utility. In each
case, when the consumption rate is proportional to wealth, the individual who minimizes her
probability of lifetime ruin behaves like an individual who maximizes her expected discounted
utility of consumption when utility is a power function.
Motivated by these results, in this paper, we completely characterize the utility functions
(and corresponding consumption functions) for which an investor behaves the same under
Problem 1 and Problem 2. To this end, we begin in Section 2 by solving Problem 1 for a
nonincreasing, nonnegative function of lifetime minimum wealth in a Black-Scholes market.
In Section 3, we examine Problem 2 and show that if pi∗ = piu and if c = cu on O, then the
derivative c′ is constant, a rather surprising result. By using this result, in Section 4.1, we
show that pi∗ is also linear in wealth by reconsidering Problem 1 for the special case in which c
is linear in wealth on O. In Section 4.2, by using the linearity of piu and c in wealth, we show
that the utility function u exhibits hyperbolic absolute risk aversion (HARA) on O. Section 5
concludes the paper.
Our main contribution lies in the result that investors under Problems 1 and 2 behave
similarly if and only if the utility function is HARA (for Problem 2), summarized in Theorem
4.3. Arguably another major contribution lies within the solution of Problem 1 in Section 2.
Specifically, we proved that the optimal investment strategy pi∗ is independent of f , another
surprising result; see Theorem 2.5. Its derivation avoids the usual verification argument for
L∞ control problems that exhibit a Neumann condition; see Section 2.2.
32. Lifetime Minimum Wealth in a Black-Scholes Market
In this section, we consider the problem of minimizing the expectation of a nonincreasing,
nonnegative function of lifetime minimum wealth. In Section 2.1, we present the financial
market and define lifetime minimum wealth. In this section, we also indicate how the value
function of this problem is related to the minimum probability of ruin. In Section 2.2, we
present a verification lemma that specifies a Hamilton-Jacobi-Bellman (HJB) equation that
the probability of ruin satisfies, namely Theorem 2.1. Corollary 2.6 shows that we can represent
the value function of the more general problem in terms of the probability of ruin. Later, in
Section 4.1, we show how to calculate the probability of ruin for a specific rate of consumption.
2.1. Financial Market and Definition of the Value Function V f
In this section, we present the financial ingredients that affect the individual’s wealth,
namely, consumption, a riskless asset, and a risky asset. We assume that the individual
invests in order to minimize the expectation of some nonincreasing, nonnegative function of
her lifetime minimum wealth. For further motivation of this problem, see Browne (1995,
1997, 1999a, b), Milevsky, Ho, and Robinson (1997), Hipp and Plum (2000), Hipp and Taksar
(2000), Milevsky and Robinson (2000), Schmidli (2001), Young (2004), and Milevsky, Moore,
and Young (2006). The individual consumes at a Lipschitz continuous rate c(w) ≥ 0, in which
w is her current wealth. We assume that the individual invests in a riskless asset whose price
at time t, Xt, follows the deterministic process dXt = rXtdt,X0 = x > 0, for some fixed rate
of interest r > 0. Also, the individual invests in a risky asset whose price at time t, St, follows
geometric Brownian motion given by
dSt = µStdt+ σStdBt, S0 = S > 0, (2.1)
in which µ > r, σ > 0, and B is a standard Brownian motion with respect to a filtration {Ft}
of a probability space (Ω,F ,P). Let Wt be the wealth at time t of the individual, and let pit
be the amount that the decision maker invests in the risky asset at that time. It follows that
the amount invested in the riskless asset is Wt − pit, and wealth follows the process
dWt = [rWt + (µ− r)pit − c(Wt)]dt+ σpitdBt, W0 = w. (2.2)
A process associated with this wealth process is the minimum wealth process. Let Mt denote
the minimum wealth of the individual during [0, t]; that is,
Mt = min
[
inf
0≤s≤t
Ws, M˜0
]
, (2.3)
in which we allow the individual to have a financial “past” by including M˜0, the minimum
wealth that the individual experienced before time 0.
By lifetime minimum wealth, we mean the minimum wealth between time 0 and the
random time τd that the individual dies; Mτd denotes the lifetime minimum wealth. We
4assume that τd is exponentially distributed with parameter λ (that is, with expected time
until death equal to 1/λ); this parameter is also known as the hazard rate of the individual.
We assume that τd is independent of the σ-algebra generated by the Brownian motion B.
Denote the minimum expectation of a nonincreasing, nonnegative function f of the lifetime
minimum wealth by V f (w,m). We minimize with respect to the set of admissible investment
strategiesA. A strategy pi is admissible if it is {Ft}-progressively measurable (in which Ft is the
augmentation of σ(Ws : 0 ≤ s ≤ t)) and if it satisfies the integrability condition
∫ t
0
pi2s ds <∞,
almost surely, for all t ≥ 0.
It follows that one can express V f by
V f (w,m) = inf
pi∈A
Ew,m [f(Mτd)] , (2.4)
in which Ew,m denotes conditional expectation given W0 = w and M0 = m. Note that we do
not discount the penalty function f by a factor such as e−ητd for some η > 0. If we were to
do so, then the resulting problem would be equivalent to adding η to the hazard rate λ.
We restrict f in (2.4) to be such that V f (w,m) is finite for all w ≥ m. We also require
that an admissible strategy satisfy Ew,m[f(Mτd)] < ∞. Effectively, this is not a restriction
because any strategy for which Ew,m[f(Mτd)] =∞ will not be optimal.
For examples of relevant functions f , consider the following: If f(m) = 1{m≤b}, then
f(Mτd) indicates whether the individual’s wealth has reached b ∈ R during one’s life, and
V f is the minimum probability of lifetime ruin with ruin level b (Young, 2004). If f(m) =
max(b−m, 0), then V f is the minimum expected lifetime shortfall relative to b ∈ R (Bayraktar
and Young, 2005).
The function f given by f(m) = 1{m≤b} is special because we can write any nonincreasing,
nonnegative function as the pointwise limit of an increasing sequence of functions of the form
fn(m) = a0 +
dn∑
i=1
ai1{m≤bi}, (2.5)
in which a0 ≥ 0, ai > 0 for i = 1, 2, . . . , dn, and b1 > b2 > . . . > bdn ; see, for example, Royden
(1968).
Therefore, we begin by considering V f when f(m) = 1{m≤b} for b ∈ R. In this case, we
write V (w,m; b) for V f (w,m), and
V (w,m; b) =
{
1, if m ≤ b;
ψ(w; b), if m > b;
(2.6)
in which ψ(w; b) is the probability that wealth reaches b before the individual dies, given that
it has not done so to date. In the next section, we provide a verification lemma for ψ.
For every α ∈ R, we associate a second-order differential operator Lα with the minimiza-
tion problem in (2.4) as follows: For an open set G ⊂ R and for v ∈ C2(G), define the function
Lαv : G→ R by
5Lαv(w) = [rw + (µ− r)α− c(w)] v′(w) +
1
2
σ2α2v′′(w)− λv(w). (2.7)
We use Lα in the next section to characterize ψ in (2.6).
2.2. Representation of the Value Function V f
Heinricher and Stockbridge (1991) provide a verification lemma for the L∞ control of a
diffusion, whose drift and volatility depend on the control and satisfy some regularity assump-
tions: the volatility is bounded, and the derivatives of the volatility and drift with respect to
their variables exist and are bounded. (The boundedness of the value function is necessary
for uniform integrability, which is why they require the boundedness of the volatility.) Apart
from this, they assume that the control problem ends as soon as the diffusion hits a prespec-
ified level. With these assumptions, they provide a verification lemma for the value function,
which requires it to be smooth and satisfy a polynomial growth condition. Note that the
wealth function in (2.2) does not have a bounded volatility since the control space might be
unbounded, and our problem involves a diffusion with killing. Specifically, the time of death
of the individual kills the diffusion.
By using similar arguments to Heinricher and Stockbridge (1991), one can directly derive
a verification lemma for V f in (2.4). For such a verification lemma, we would need to require
V f to be smooth and bounded, which turns out to be true if f is smooth and bounded.
In this paper, however, the only assumptions we make on f are that it is nonnegative and
nonincreasing. As a result, V f might not be smooth with respect to m; see (2.6) for an
example in which V f is not differentiable with respect to m. Instead of forcing a verification
lemma for V f , we derive one for ψ, as given in (2.6), via an argument that avoids the usual
verification argument for L∞ control problems that exhibit a Neumann condition. Then, we
are able to show that one can represent V f in terms of ψ by showing that the optimal strategy
pi∗ for (2.4) does not depend on f . Therefore, our sufficient conditions for a function to be
equal to the value function (2.4) are not as restrictive as Heinricher and Stockbridge (1991).
Barles, Daher, and Romano (1994), on the other hand, show that the value function of
an L∞ control problem is a viscosity solution of the dynamic programming equation when the
control resides on a compact space and the function corresponding to our f is bounded. As
mentioned in the preceding paragraph, we represent V f explicitly in terms of ψ. By using
that expression, we observe that V f is a viscosity solution of the HJB equation with Neumann
boundary condition without the compactness assumption of the control space and boundedness
of f ; see Corollary 2.7 below.
Define ws ≡ inf{w : c(w) = rw, w ≥ 0}, with the convention that inf φ = ∞. Note
that when wealth equals ws, then the individual can place all her wealth in the riskless asset
and consume at the rate c(ws) for the remainder of her life without the risk of bankruptcy.
One can think of ws as the “safe” level. Assume that the bankruptcy level b is less than the
safe level ws. Additionally, we have the unstated condition that the initial minimum wealth
M0 = m > b whenever we discuss ψ. If M0 = m ≤ b, then ψ is undefined.
6We have the following verification lemma for the probability of ruin ψ whose proof is in
the Appendix; for a general reference, see Fleming and Soner (1993).
Lemma 2.1. (Verification lemma) Suppose v is a nonincreasing, convex function from
[b,∞) to [0, 1] and suppose β is a function from [b, ws) to R that satisfy the following conditions:
(i) v is C2 on (b,∞), except possibly at ws where it is C1;
(ii) β ∈ A, in which the investment strategy β is defined by βt = β(Wt);
(iii) Lαv(w) ≥ 0, for α ∈ R;
(iv) Lβ(w)v(w) = 0, for w ∈ (b, ws);
(v) v(b) = 1, and v(w) = 0 for w ≥ ws.
Under the above conditions, the minimum probability of the lifetime ruin ψ is given by
ψ(w; b) = v(w), w ≥ b, (2.8)
and the optimal investment strategy in the risky asset pi∗ is given by
pi∗(w; b) = β(w), w ∈ (b, ws). (2.9)
From Lemma 2.1, we deduce that if we find a solution to the HJB equation embodied
in that lemma, then that solution is the minimum probability of ruin ψ as defined in (2.6).
Therefore, without abusing notation too greatly, we also represent the smooth, decreasing,
convex solution on [b, ws) of the following HJB equation by ψ:


λψ(w; b) = (rw − c(w))ψ′(w; b) + min
pi
[
(µ− r)piψ′(w; b) +
1
2
σ2pi2ψ′′(w; b)
]
,
ψ(b; b) = 1, ψ(ws; b) = 0.
(2.10)
If ws = ∞, then ψ(ws; b) = 0 means that limw→∞ ψ(w; b) = 0. One can show via standard
techniques (Zariphopoulou, 1994) that ψ given in (2.6) is a viscosity solution of (2.10). Lemma
2.1 then tells us that if we find a smooth solution v of (2.10), then ψ = v is a smooth solution
of (2.10). For the sake of brevity, we do not determine the general conditions under which
(2.10) has a smooth solution, although we construct such a solution in Section 4.1 for a case
pertinent to this paper.
A key observation is given in the following proposition:
Proposition 2.2. Suppose the following problem has a convex solution h ∈ C1(R) ∩ C2(R−
{ws}) :

λh(w) = (rw − c(w))h′(w) + min
pi
[
(µ− r)pih′(w) +
1
2
σ2pi2h′′(w)
]
, −∞ < w < ws,
h(0) = 1, and h(w) = 0 for w ≥ ws.
(2.11)
7Then,
ψ(w; b) = h(w)/h(b), w ∈ [b,∞), (2.12)
and
pi∗(w; b) = −
µ− r
σ2
h′(w)
h′′(w)
, w ∈ [b, ws). (2.13)
Additionally, the solution of (2.11) is unique on R.
Proof. Define v by v(w) = h(w)/h(b) on [b,∞), and define β(w) = −µ−rσ2
h′(w)
h′′(w) on [b, w
s). It
is clear that v and β satisfy the conditions of Lemma 2.1, so (2.12) and (2.13) follow. For any
b < 0, note that h(w) = ψ(w; b)/ψ(0; b) solves (2.11) on [b,∞). By Lemma 2.1, ψ is unique
on [b,∞); therefore, h is unique on [b,∞). Because b < 0 is arbitrary, the solution of (2.11) is
unique on R.
The boundary condition h(0) = 1 is a normalizing condition. One could set h(0) = y for
any y > 0 and still obtain that ψ(w; b) = h(w)/h(b). Note that for our choice of h(0) = 1, we
have h(w) = ψ(w; 0) for w ≥ 0.
Now that we have a simpler representation of ψ given in (2.12) via the solution h of (2.11),
we focus henceforth on the function h. We proceed to obtain a representation of V f in terms
of h; see Theorem 2.5 below. First, we have an immediate corollary that follows from the
expression for pi∗ in (2.13).
Corollary 2.3. Suppose (2.11) has a convex solution h ∈ C1(R) ∩ C2(R − {ws}); then, the
optimal investment strategy pi∗ is independent of the ruin level b.
In the remainder of this section, we assume that a convex solution h ∈ C1(R) ∩ C2(R −
{ws}) to (2.11) exists. In Section 4.1, we find such a solution for a special case of the rate of
consumption c. Next, suppose that fn is given by (2.5). Then, we have the following lemma
used in the proof of Theorem 2.5 below. It follows easily from Proposition 2.2 and Corollary
2.3, so we omit its proof.
Lemma 2.4. For fn in (2.5), we have that V
fn is given by
V fn(w,m) = a0 +


∑dn
i=1 ai, if m ≤ bdn ,∑dn−1
i=1 ai + adnh(w)/h(bdn), if bdn < m ≤ bdn−1,∑dn−2
i=1 ai +
∑dn
i=dn−1
aih(w)/h(bi), if bdn−1 < m ≤ bdn−2,
. . .
a1 +
∑dn
i=2 aih(w)/h(bi), if b2 < m ≤ b1,∑dn
i=1 aih(w)/h(bi), if m > b1.
(2.14)
The corresponding optimal investment strategy pi∗ is given by (2.13).
The following theorem is one of our main contributions. It tells us that the optimal
investment strategy pif corresponding to V f for a nonincreasing, nonnegative function f is pi∗
8in (2.13). In particular, the optimal investment strategy corresponding to V f is independent
of f .
Theorem 2.5. Let f be a nonincreasing, nonnegative function for which V f (w,m) is finite
for all w ∈ [m,ws). Then, V f (w,m) = Ew,m
[
f(Mpi
∗
τd
)
]
, in which the optimal investment
strategy pi∗ is given by (2.13).
Proof. Let {fn} be an increasing sequence of functions of the form in (2.5) such that f(m) =
limn fn(m) for each m ∈ R. Thus,
Ew,m
[
f(Mpi
∗
τd
)
]
= Ew,m
[
lim
n
fn(M
pi∗
τd
)
]
= lim
n
Ew,m
[
fn(M
pi∗
τd
)
]
= lim
n
inf
pi∈A
Ew,m
[
fn(M
pi
τd)
]
≤ lim
n
Ew,m
[
fn(M
pi
τd)
]
≤ Ew,m
[
f(Mpiτd)
]
,
(2.15)
in which the second equality follows from the Monotone Convergence Theorem (Royden,
1968, Theorem, 4.9), and in which the last inequality follows from the fact that fn ≤ f .
Now, by taking the infinimum over admissible strategies pi, we have that Ew,m
[
f(Mpi
∗
τd
)
]
≤
infpi∈A E
w,m
[
f(Mpiτd)
]
. Thus, the theorem follows.
From Theorem 2.5, we obtain a useful representation of V f in terms of the probability
of ruin ψ, or equivalently in terms of h given by (2.11). Recall that we assume that a convex
solution h ∈ C1(R) ∩ C2(R− {ws}) of (2.11) exists.
Corollary 2.6. We can express V f for m ≤ w < ws as follows:
V f (w,m) = f(m)
(
1−
h(w)
h(m)
)
+
∫ m
−∞
f(x)
∂
∂x
h(w)
h(x)
dx
= f(m)−
∫ m
−∞
f ′(x)
h(w)
h(x)
dx.
(2.16)
Proof. Because pi∗ in (2.13) is the optimal investment strategy for V f , it follows that
V f (w,m) = Ew,m[f(M∗τd)] =
∫ ∞
−∞
f(x)dPw,m[M∗τd ≤ x], (2.17)
in which M∗ denotes the optimally-controlled minimum wealth Mpi
∗
. Note that Pw,m[M∗τd ≤
x] = V (w,m; x) from (2.6), in which Pw,m denotes the conditional probability given W0 = w
and M0 = m. Thus,
∫ ∞
−∞
f(x)dPw,m[M∗τd ≤ x] = f(m) (1− ψ(w;m)) +
∫ m
−∞
f(x)
∂
∂x
ψ(w; x)dx, (2.18)
which is the first line of (2.16). The second line of (2.16) follows from integration by parts if
f is differentiable. If f is not differentiable, then we interpret the derivative f ′ in the sense of
a distribution (Al-Gwaiz, 1992).
9From (2.16), we deduce that V f is a viscosity solution of an associated HJB equation. We
state this formally and without proof in the following corollary, which is similar to a result of
Barles, Daher, and Romano (1994).
Corollary 2.7. V f in (2.4) is a viscosity solution of


λV f (w,m) = (rw − c(w))V fw (w,m) + minpi
[
(µ− r)piV fw (w,m) +
1
2
σ2pi2V fww(w,m)
]
,
V f (ws, m) = f(m), V fm(m,m) = 0.
(2.19)
We next turn our attention to finding when the optimal investment strategy for the
problem considered in this section equals the optimal investment strategy for the problem of
maximizing utility of lifetime consumption.
3. Relation with Maximizing Utility of Consumption in a Black-Scholes Market
In this section, we explore when the optimal investment strategy for the model in Section
2 coincides with the one for a model in which an individual seeks to maximize expected
discounted utility of lifetime consumption. We assume that the optimal consumption strategy
arising from maximizing utility of consumption is the consumption that the individual then
follows in the minimum wealth problem.
In Section 3.1, we state the problem of maximizing the expected discounted utility of
lifetime consumption, and we present the corresponding HJB equation that the value function
solves. These results are well-documented in the literature, so we cover them only briefly;
see, for example, Merton (1992) and Karatzas and Shreve (1998, Chapter 3). In Section 3.2,
we equate the optimal investment strategy when minimizing a function of lifetime minimum
wealth, pi∗ in (2.13), with the optimal investment strategy when maximizing utility of lifetime
consumption, piu. We determine the resulting relationship between the corresponding value
functions and what consumption function is implied for the two problems by assuming that
the rate of consumption is the same for both. We show that the investment strategies equal
only when the consumption function is linear.
3.1. Maximizing Expected Utility of Lifetime Consumption
We assume that the individual invests in a financial market, as described in Section 2.1,
and that the individual consumes in order to maximize her expected discounted utility of
consumption during her life. Similar to Section 2.1, wealth follows the process given in (2.2),
except that we now take the rate of consumption as a control; it is not given exogenously as
in (2.2).
We assume that the individual maximizes her utility of consumption over admissible
investment and consumption strategies A′, in which an investment strategy pi is admissible if
it is {Ft}-progressively measurable and if it satisfies the integrability condition
∫ t
0
pi2s ds <∞,
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almost surely, for all t. A consumption strategy c is admissible if it is nonnegative, if it is {Ft}-
progressively measurable, and if it satisfies the integrability condition
∫ t
0
cs ds < ∞, almost
surely, for all t.
Let u represent the individual’s utility of consumption. As in Karatzas and Shreve (1998,
Section 3.4), we assume that u : R→ [−∞,∞) is a concave, nondecreasing, upper semicontin-
uous function that satisfies: (1) The half-line dom(u) ≡ {x ∈ R : u(c) > −∞} is a nonempty
subset of [0,∞); and (2) u′ is continuous, positive, strictly decreasing on the interior of dom(u),
and limx→∞ u
′(x) = 0.
We define the the value function V u by
V u(w) = sup
(pi,c)∈A′
Ew
[∫ τd
0
e−ρsu(cs)ds
]
, (3.1)
in which ρ ≥ 0 is the individual subjective discount rate, a measure of impatience. We will see
in Theorem 3.1 below that the individual subjective discount rate ρ is the slope of the linear
consumption rate that results when we equate the investment strategies from maximizing
utility and minimizing a function of minimum wealth. As in Section 2, we assume that τd is
distributed exponentially with mean 1/λ and that τd is independent of σ-algebra generated by
the Brownian motion B. Because u is concave and because wealth is linear in the controls, V u
is concave.
It follows from Karatzas and Shreve (1998, Theorem 3.9.20) that under a finiteness con-
dition on the model (see their equation (3.9.25)), V u exists and solves the following HJB
equation for w > w∞ ≡ inf{x ∈ R : V
u(x) > −∞}:
(ρ+λ)V u = rw·(V u)′+max
c≥0
[u(c)− c · (V u)′]+max
pi
[
(µ− r)pi · (V u)′ +
1
2
σ2pi2 · (V u)′′
]
, (3.2)
with corresponding optimal investment strategy piu given in feedback form by
piu(w) = −
µ − r
σ
(V u)′(w)
(V u)′′(w)
, (3.3)
and with the optimal consumption strategy cu solving
u′(cu(w)) = (V u)′(w). (3.4)
3.2. Equating the Optimal Investment Strategies
In this section, we equate the optimal investment strategies for the problems of minimizing
lifetime ruin and maximizing utility of consumption and determine that the consumption
strategy is a linear function of wealth, if the minimizer of lifetime ruin follows the consumption
dictated by the maximizer of utility. We make this more precise in the following theorem:
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Theorem 3.1. Suppose that (2.11) has a convex solution h ∈ C1(R) ∩ C2(R − {ws}), with
corresponding optimal investment strategy pi∗ given in (2.13). Suppose that pi∗(w) = piu(w)
on (κ, ws), where κ ∈ (max(0, w∞), w
s), in which w∞ = inf{x ∈ R : V
u(x) > −∞} and
ws = inf{w : c(w) = rw, w ≥ 0} is the safe level. Moreover, suppose the rate consumption c in
the wealth process (2.2) is given by (3.4). Then, the rate of consumption is linear on (κ, ws)
with slope equal to the personal discount rate ρ.
Proof. When we equate pi∗ from (2.13) with piu from (3.3), we obtain
h′(w)
h′′(w)
=
(V u)′(w)
(V u)′′(w)
, (3.5)
from which it follows that
h′(w) = k · (V u)′(w), (3.6)
for some constant k < 0.
Thus,
[
(rw − c(w))− δ
(V u)′(w)
(V u)′′(w)
]
k · (V u)′(w) =
[
(rw − c(w))− δ
h′(w)
h′′(w)
]
h′(w). (3.7)
Rewrite the left-hand side of (3.7) by using equation (3.2), and rewrite the right-hand side by
using equation (2.11) to obtain
(ρ+ λ) k V u(w)− k u(c(w)) = λh(w). (3.8)
Note that we can solve (3.3) for V u in terms of piu. Indeed, for w ∈ (κ, ws),
V u(w) = V u(w0) + (V
u)′(w0)
∫ w
w0
exp
{
−
µ− r
σ2
∫ v
w0
dz
piu(z)
}
dv, (3.9)
in which w0 is some point in (κ, w
s). We have a similar expression for h in terms of pi∗. For
the remainder of the proof, we write pi for both piu and pi∗ because we assume piu = pi∗ on
(κ, ws).
Note that c in (3.4) has a (strictly) positive derivative on (κ, ws); indeed, c′(w) =
(V u)′′(w)/u′′(c(w)) > 0 because both V u and u are strictly concave on (κ, ws). Therefore, we
can solve (3.4) for u in terms of pi and obtain that for w ∈ (κ, ws),
u(c(w)) = u(c(w0)) + (V
u)′(w0)
∫ w
w0
exp
{
−
µ− r
σ2
∫ v
w0
dz
pi(z)
}
· c′(v)dv. (3.10)
Substitute expressions (3.9) and (3.10) into (3.8) to get
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(ρ+ λ)k
[
V u(w0) + (V
u)′(w0)
∫ w
w0
exp
{
−
µ− r
σ2
∫ v
w0
dz
pi(z)
}
dv
]
− k
[
u(c(w0)) + (V
u)′(w0)
∫ w
w0
exp
{
−
µ− r
σ2
∫ v
w0
dz
pi(z)
}
· c′(v)dv
]
= λ
[
h(w0) + h
′(w0)
∫ w
w0
exp
{
−
µ − r
σ2
∫ v
w0
dz
pi(z)
}
dv
]
.
(3.11)
Because (3.8) holds for w = w0, the “constant” terms in (3.11) cancel, and we are left with∫ w
w0
exp
{
−
µ− r
σ2
∫ v
w0
dz
pi(z)
}
· (ρ− c′(v))dv = 0, (3.12)
from which it follows that for w ∈ (κ, ws),
c′(w) = ρ; (3.13)
that is, c is a linear function of wealth on (κ, ws). We have, thus, proved the theorem.
Note that if we were to replace f(Mτd) with e
−ητdf(Mτd) in the definition of the value
function V f in (2.4), then (3.13) would change to c′(w) = ρ− η, and the analysis that follows
in this paper would go through with ρ replaced by ρ − η. For c′(w) > 0, we would require
η < ρ. This assumption makes sense because ρ applies to the utility of current consumption,
whereas η in e−ητd discounts from the time of death, but the minimum wealth almost surely
attains Mτd before time τd.
Theorem 3.1 does not hold for more general financial models. For example, if r and
ρ are deterministic functions of time, then we can no longer conclude that by equating the
investment strategies that the consumption function is linear with respect to wealth with slope
equal to the discount rate ρ. The reason is that k in equation (3.6) is no longer a constant. It
will be a function of time, so the proof does not go through as before.
In Section 4, we obtain a type of converse of Theorem 3.1. We first show that if (3.13)
holds on (κ, ws), then the optimal investment strategy for minimizing the probability of ruin
is a linear function of wealth. Then, we show that the utility function implied by these
consumption and investment strategies exhibits hyperbolic risk aversion on (κ, ws).
4. Piecewise Linear Consumption
Theorem 3.1 states that the only time the investment strategies for minimizing a function
of lifetime minimum wealth and for maximizing utility of consumption coincide is when the
rate of consumption is a linear function of wealth (also assuming that the rates of consumption
coincide). Therefore, in this section, we assume that c′(w) = ρ on (κ, ws), as in (3.13). In
order to keep the problem of minimizing a function of lifetime minimum wealth from being
trivial, we suppose that c(w) is bounded below by a positive constant for all m ≤ w < ws. We
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use a simple case of such a bound by assuming that c equals a positive constant for w ≤ κ.
Specifically, let the rate of consumption be given by
c(w) = (c¯+ ρκ) + ρ(w − κ)+, (4.1)
with ρ > 0, κ > 0, and c¯ such that c¯ + ρκ > 0. In fact, we assume that c¯ + ρκ > rκ. If we
were to allow c¯+ ρκ ≤ rκ, then ws ≤ κ. In this case, the rate of consumption would equal the
constant c¯+ρκ on (−∞, ws). Young (2004) solves this problem for minimizing the probability
of lifetime ruin, and Bayraktar and Young (2005) solve it for minimizing expected lifetime
shortfall.
In Section 4.1, we calculate the minimum probability of lifetime ruin under the consump-
tion function given by (4.1). Additionally, we learn that in general, if c′(w) = ρ on (κ, ws),
then the corresponding optimal investment strategy is linear on (κ, ws). In Section 4.2, we set
the optimal investment strategy piu when maximizing utility equal to this linear function on
(κ, ws). We show that this, in turn, implies that the utility function given by (3.10) exhibits
hyperbolic absolute risk aversion (HARA) on (κ, ws). Therefore, the only investors that be-
have similarly under the two problems of minimizing a function of lifetime minimum wealth
or maximizing utility of consumption are those for which the utility is HARA.
4.1. Minimizing the Probability of Lifetime Ruin
In Proposition 2.2, we showed that the minimum probability of lifetime ruin ψ(w; b) with
ruin level b equals h(w)/h(b), in which h solves (2.11). We proceed by solving this nonlinear
equation for h. We assume a priori that the solution is nonincreasing, convex, and C2 on R
(except possibly at ws where it is C1) and by construction show that our solution h satisfies
these properties. Because we are looking for a convex solution, we consider the Legendre
transform h˜ of h for w < ws defined by
h˜(y) ≡ min
w<ws
[h(w) + wy] ; (4.2)
see Karatzas and Shreve (1998, Chapter 3). The function h˜ is also called the concave dual of
h. Note that we can recover h from h˜ by
h(w) = max
y>0
[h˜(y)− wy]. (4.3)
The minimizing value of w in (4.2) equals I(−y) = h˜′(y), in which I is the inverse function of
h′. Therefore, the maximizing value of y in (4.3) equals −h′(w).
Substitute w = I(−y) = h˜′(y) in equation (2.11) to obtain
λh˜(y) + (r − λ)yh˜′(y)− δy2h˜′′(y) = c(h˜′(y))y, (4.4)
in which δ = 12
(
µ−r
σ
)2
. Note that (4.4) is a linear differential equation if and only if c(w) is a
linear function of w.
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Recall that h ∈ C1(R) ∩ C2(R − {ws}); in particular, h is C1 at w = ws, so h′(ws) = 0
if ws < ∞. If ws = ∞, then we also make use of the assumption that h is decreasing,
nonnegative, and convex on R to assert that h′(ws) = 0. It follows that the values of y that
correspond to w = 0 and w = ws are y0 = −h
′(0) and ys = −h
′(ws) = 0, respectively. In
terms of h˜, we can write these expressions as
h˜′(0) = ws, and h˜′(y0) = 0, (4.5)
and the conditions h(ws) = 0 and h(0) = 1 become
h˜(0) = 0, and h˜(y0) = 1. (4.6)
To solve (4.4), we begin by splitting its domain into two pieces: One for w < κ, and the
other for κ < w < ws. If w < κ, then c(w) = c¯+ ρκ, and equation (4.4) becomes
λh˜(y) + (r − λ)yh˜′(y)− δy2h˜′′(y) = (c¯+ ρκ)y, (4.7)
for y > yκ, in which yκ = −h
′(κ−), or equivalently
h˜′(yκ+) = κ. (4.8)
The general solution of (4.7) is
h˜(y) = D1y
B1 +D2y
B2 +
c¯+ ρκ
r
y, (4.9)
in which D1 and D2 are constants to be determined by the boundary conditions, and B1 > 1
and B2 < 0 are the positive and negative solutions, respectively, of the following quadratic
equation:
δB2 − (r − λ+ δ)B − λ = 0. (4.10)
If κ < w < ws, then c(w) = c¯+ ρw, and equation (4.4) becomes
λh˜(y) + (r − ρ− λ)yh˜′(y)− δy2h˜′′(y) = c¯y, (4.11)
for 0 < y < yκ, in which yκ = −h
′(κ+), or equivalently
h˜′(yκ−) = κ. (4.12)
That is, we require that h˜′ be continuous at y = yκ. Below, we also use that h˜ is continuous
at y = yκ to determine h˜ for y > 0.
The solution of (4.11) depends on whether or not ρ equals r. Also, depending on whether
or not ρ is less than r, the boundary ws is finite or infinite, respectively. At this point, we
discuss each case (ρ > r, ρ = r, and ρ < r) individually.
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A. ρ > r. In this case, ws =∞, and the general solution of (4.11) is given by
h˜(y) = Dˆ1y
Bˆ1 + Dˆ2y
Bˆ2 −
c¯
ρ− r
y, (4.13)
in which Dˆ1 and Dˆ2 are constants to be determined by the boundary conditions, and Bˆ1 ∈ (0, 1)
and Bˆ2 < 0 are the positive and negative solutions, respectively, of the following quadratic
equation:
δBˆ2 − (r − ρ− λ+ δ)Bˆ − λ = 0. (4.14)
The first part of equation (4.6), namely h˜(0) = 0, implies that Dˆ2 = 0. Thus, it follows
from (4.3) that on the interval (κ,∞), the function h is given by
h(w) = K1
(
w +
c¯
ρ− r
)d
, (4.15)
for some constant K1 that depends on Dˆ1 and Bˆ1 and for d = Bˆ1/(Bˆ1 − 1) < 0. Specifically,
d =
1
2(r − ρ)
[
(r − ρ+ λ+ δ) +
√
(r − ρ+ λ+ δ)2 + 4(ρ− r)λ
]
. (4.16)
Because h is convex with respect to w on (κ,∞), we can obtain the optimal investment
strategy from the first-order necessary condition in (2.11). Thus, the optimal investment
strategy on (κ,∞) equals
pi∗(w) =
µ− r
σ2
w + c¯ρ−r
1− d
, (4.17)
a linear function in wealth that increases with respect to wealth as ρ > r.
Next, we show that we can determine the unknown constants y0, yκ, D1, D2, and Dˆ1 from
the boundary conditions at y = y0 and y = yκ. For reference, we rewrite the conditions in
terms of the unknown constants. The second parts of equations (4.5) and (4.6), respectively,
imply that
D1B1y
B1−1
0 +D2B2y
B2−1
0 +
c¯+ ρκ
r
= 0, (4.18)
and
D1y
B1
0 +D2y
B2
0 +
c¯+ ρκ
r
y0 = 1. (4.19)
Equations (4.8) and (4.12), respectively, imply that
D1B1y
B1−1
κ +D2B2y
B2−1
κ +
c¯+ ρκ
r
= κ, (4.20)
and
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Dˆ1Bˆ1y
Bˆ1−1
κ −
c¯
ρ− r
= κ. (4.21)
Finally, continuity of h˜ at y = yκ implies that
Dˆ1y
Bˆ1
κ −
c¯
ρ− r
yκ = D1y
B1
κ +D2y
B2
κ +
c¯+ ρκ
r
yκ. (4.22)
First, eliminate Dˆ1 from (4.21) and (4.22) to get an equation involving only D1, D2, and
yκ. Solve the resulting equation and (4.20) for D1 and D2 in terms of yκ.
D1 = −
y1−B1κ
Bˆ1(B1 −B2)
[
c¯+ ρκ
r
Bˆ1(1− B2)− κ(Bˆ1 − B2) +
c¯
ρ− r
B2(1− Bˆ1)
]
< 0, (4.23)
and
D2 = −
y1−B2κ
Bˆ1(B1 −B2)
[
c¯+ ρκ
r
Bˆ1(B1 − 1)− κ(B1 − Bˆ1)−
c¯
ρ− r
B1(1 − Bˆ1)
]
. (4.24)
Next, substitute (4.23) and (4.24) into (4.18) to get an equation for y0/yκ.
B1(y0/yκ)
B1−1
Bˆ1(B1 − B2)
[
c¯+ ρκ
r
Bˆ1(1− B2)− κ(Bˆ1 − B2) +
c¯
ρ− r
B2(1− Bˆ1)
]
+
B2(y0/yκ)
B2−1
Bˆ1(B1 −B2)
[
c¯+ ρκ
r
Bˆ1(B1 − 1)− κ(B1 − Bˆ1)−
c¯
ρ− r
B1(1− Bˆ1)
]
=
c¯+ ρκ
r
.
(4.25)
That (4.25) has a unique solution y0/yκ > 1 follows from the following three observations:
(1) If we set y0/yκ = 1, the left-hand side of (4.25) equals (c¯+ ρκ)/r − κ < (c¯+ ρκ)/r.
(2) As y0/yκ approaches ∞, the left-hand side of (4.25) also approaches ∞ because D1 < 0.
(3) The left-hand side of (4.25) is strictly increasing with respect to y0/yκ for y0/yκ > 1.
Next, substitute (4.23) and (4.24) into (4.19) to get an equation for y0 in terms of y0/yκ.
Specifically,
−
(y0/yκ)
B1−1
Bˆ1(B1 − B2)
[
c¯+ ρκ
r
Bˆ1(1−B2)− κ(Bˆ1 −B2) +
c¯
ρ− r
B2(1− Bˆ1)
]
+
c¯+ ρκ
r
−
(y0/yκ)
B2−1
Bˆ1(B1 − B2)
[
c¯+ ρκ
r
Bˆ1(B1 − 1)− κ(B1 − Bˆ1)−
c¯
ρ− r
B1(1− Bˆ1)
]
=
1
y0
.
(4.26)
Solve (4.26) for y0; then, yκ is given by
y0
y0/yκ
. Next, compute the expressions in (4.23) and
(4.24) to determine D1 and D2, respectively. Finally, get Dˆ1 from either (4.21) or (4.22).
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Once we have h˜, we can recover h from (4.3). Indeed, for w < κ, or equivalently y > yκ,
h(w) = D1y
B1 +D2y
B2 +
(
c¯+ ρκ
r
− w
)
y, (4.27)
in which y solves
D1B1y
B1−1 +D2B2y
B2−1 +
c¯+ ρκ
r
− w = 0. (4.28)
Given w < κ, solve equation (4.28) for y and substitute into (4.27) to get h(w). Through a fair
amount of algebra, one can show that the left-hand side of (4.28) decreases with respect to y
for y > yκ; showing this is equivalent to showing that the left-hand side of (4.25) increases with
respect to y0/yκ > 1. It follows that (4.28) has a unique solution for any w < κ. Incidentally,
this observation confirms that h˜ is concave and that, thereby, h is convex on (−∞, κ). Thus,
h ∈ C2(R) is nonincreasing and convex.
Earlier we observed that the optimal investment strategy pi∗ is given by (4.17) for w > κ.
Because h is convex with respect to w, we can obtain the optimal investment strategy from
the first-order necessary condition in (2.11). Thus, for w < κ,
pi∗(w) = −
µ − r
σ2
[
D1B1(B1 − 1)y
B1−1 +D2B2(B2 − 1)y
B2−1
]
, (4.29)
in which y solves equation (4.28). Via tedious algebra, one can show that pi∗ in (4.29) decreases
with respect to wealth, although once w > κ, we know from (4.17) that pi∗ increases with
wealth. We find this myopia on the part of the investor rather interesting. Another surprising
result is that pi∗ decreases as ρ increases for w < κ, although not surprisingly, once wealth is
large enough, pi∗ increases as ρ increases.
B. ρ = r. In this case, ws =∞ and the general solution of (4.11) is given by
h˜(y) = Dˆ1y + Dˆ2y
−λ
δ −
c¯
δ + λ
y ln y, (4.30)
in which Dˆ1 and Dˆ2 are constants to be determined by the boundary conditions. As in Case
A, Dˆ2 = 0, so we can determine that h for κ < w <∞ is given by
h(w) = K2 exp
(
−
δ + λ
c¯
w
)
, (4.31)
for some constant K2 that depends on Dˆ1. From (4.31), it follows that the optimal investment
strategy for κ < w <∞ is given by
pi∗(w) =
µ− r
σ2
c¯
δ + λ
, (4.32)
a constant, independent of wealth and the ruin level.
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As in Case A, we have five unknown constants with five equations that determine them.
The procedure for calculating these five constants and the resulting h and pi∗ on R is identical
to the procedure described there, so we omit the details.
C. ρ < r. In this case, ws = c¯/(r − ρ); that is, the safe level is finite. The general solution of
(4.11) is given by (4.13), except that the positive root Bˆ1 is greater than 1 because ρ < r. Also,
h(w) = 0 for w ≥ ws. The remainder of this case follows exactly as in Case A, except that
d = Bˆ1/(Bˆ1 − 1) > 1 in (4.15)-(4.17) because Bˆ1 > 1. It follows that the optimal investment
in the risky asset decreases with respect to wealth on (κ, ws).
We have the following proposition that reflects some of the work in this section.
Proposition 4.1. If the rate of consumption c is given by (4.1), then (2.11) has a unique
nonincreasing, convex solution h ∈ C1(R) ∩ C2(R− {ws}).
Remark: Proposition 4.1 holds for more general consumption functions than the one given
in (4.1). Certainly, (2.11) has a solution for any piecewise linear rate of consumption by the
same sort of argument used in this section. For other types of consumption functions, the dual
formulation will result in a nonlinear second-order differential equation with the nonlinearity
in the first derivative. Whether such a differential equation has a solution will depend upon
the nature of the consumption function. For example, if the nonlinear function satisfies a
Lipschitz condition, then we can generally get a local solution, but we want, of course, a global
solution; Tenenbaum and Pollard (1963, Theorem 62.22).
In fact, we have shown more in this section than the existence of a solution to (2.11).
Theorem 4.2. Suppose the rate of consumption c is such that (2.11) has a solution h ∈
C1(R) ∩ C2(R − {ws}). If, in addition, c(w) = c¯ + ρw on (κ, ws), in which κ is as specified
in Theorem 3.1 and ρ > 0, then the optimal investment strategy pi∗ on (κ, ws) corresponding
to h is given by
pi∗(w) =
{
µ−r
σ2
w+ c¯
ρ−r
1−d , if ρ 6= r,
µ−r
σ2
c¯
δ+λ , if ρ = r,
(4.33)
in which d is given by (4.16).
Proof. Consider ψ = ψ(w; κ), the minimum probability of ruin with ruin level b = κ. The
optimal investment strategy for ψ is given by (4.33), as we showed in this section. By Corollary
2.3, pi∗ is (4.33) is also the optimal investment strategy for h on (κ, ws).
4.2. Implied Utility Functions
In this section, we show that the utility functions implied by equating pi and c in the two
optimization problems exhibit hyperbolic absolute risk aversion (HARA). We calculate the
implied utility functions by considering in detail the three cases: ρ > r, ρ = r, and ρ < r, as
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in Section 4.1. Note that the domain w ∈ (κ, ws) corresponds to c ∈ (c¯+ ρκ, c¯+ ρws) because
c(w) = c¯+ κw on (κ, ws).
We first present and prove our main theorem of this paper, and then we remark on the
results. Recall that hyperbolic absolute risk aversion means that the absolute risk aversion is
a hyperbolic function, in which the absolute risk aversion is given by RA(c) ≡ −u
′′(c)/u′(c)
(Pratt, 1964).
Theorem 4.3. Suppose that (2.11) has a convex solution h ∈ C1(R) ∩ C2(R − {ws}), with
corresponding optimal investment strategy pi∗ given in (2.13). Suppose that (3.1) has a solution
with corresponding optimal investment and consumption strategies, piu and cu, respectively. Let
κ, ws, and w∞ be as given in the hypothesis of Theorem 3.1.
(1) If pi∗(w) = piu(w) and if c(w) = cu(w) on (κ, ws), then c′(w) = ρ on (κ, ws) and u exhibits
hyperbolic absolute risk aversion on (c¯+ ρκ, c¯+ ρws) for some constant c¯. Specifically, up
to (positive) linear transformation of u, we have
(a) if ρ > r, then
u(c) =
1
d
(
c+
c¯r
ρ− r
)d
, c ∈ (c¯+ ρκ,∞), (4.34)
in which d < 0 is given by (4.16);
(b) if ρ = r, then
u(c) = −
c¯r
δ + λ
exp
(
−
δ + λ
c¯r
c
)
, c ∈ (c¯+ ρκ,∞); (4.35)
(c) if ρ < r, then
u(c) = −
1
d
(
c¯r
r − ρ
− c
)d
, c ∈ (c¯+ ρκ, rc¯/(r − ρ)), (4.36)
in which d > 1 is given by (4.16).
(2) Conversely, if u is as in items (a), (b), or (c) in (1), and if c(w) = cu(w) on (κ, ws), then
pi∗(w) = piu(w) on (κ, ws).
Proof. This result follows easily from Theorems 3.1 and 4.2 by substituting pi∗ as given in
(4.33) into the expression for u given by (3.10).
Remarks: (1) If ρ > r, then u exhibits decreasing (hyberbolic) absolute risk aversion. Indeed,
the absolute risk aversion in this case equals
RA(c) =
1− d
c+ c¯rρ−r
, (4.37)
a decreasing function of consumption. One implication of decreasing absolute risk aversion
is that one is willing to spend less for insurance as wealth increases, an intuitively pleasing
result (Pratt, 1964). Also, the amount invested in the risky asset increases with wealth,
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as seen in (4.17). Therefore, if we were to observe an individual who consumes at a
linear rate that grows more quickly than the riskless rate, we could suppose that she is
minimizing some function of her lifetime minimum wealth or maximizing her utility of
lifetime consumption under a HARA utility function with decreasing RA.
If c¯ = 0, then u in (4.34) is power utility, and c(w) = ρw on (κ,∞). The relative risk
aversion is defined by RR(w) = wRA(w). Indeed, the relative risk aversion in this case
equals 1− d, which is greater than 1 because d < 0.
(2) If ρ = r, then u exhibits constant absolute risk aversion. Also, note that c¯ > 0 in order for
u to be concave. One implication of constant absolute risk aversion is that the amount
one is willing to spend for insurance is independent of wealth, a counterintuitive result
(Pratt, 1964). Also, the amount invested in the risky asset is constant, as seen in (4.32).
Such a utility function as given in (4.35) is not generally deemed acceptable in modeling
preferences. However, if we were to observe an individual who consumes at a linear rate
that grows at the riskless rate, we could suppose that she is minimizing some function of
her lifetime minimum wealth.
(3) If ρ < r, then u exhibits increasing (hyberbolic) absolute risk aversion. One implication of
increasing absolute risk aversion is that one is willing to spend more for insurance as wealth
increases, a counterintuitive result (Pratt, 1964). Also, the amount invested in the risky
asset decreases with wealth, as seen in (4.17). For these reasons, such a utility function as
given in (4.36) is not generally deemed acceptable in modeling preferences. However, if we
were to observe an individual who consumes at a linear rate that grows more slowly than
the riskless rate, we could suppose that she is minimizing some function of her lifetime
minimum wealth. For such a problem with a finite safe level ws, it is entirely reasonable
that the individual would behave more conservatively as wealth increases towards the safe
level.
5. Summary
In this paper, we examined when the two problems of minimizing a nonnegative, nonin-
creasing function of lifetime minimum wealth and of maximizing utility of lifetime consumption
result in the same optimal investment strategy. We showed that the investment strategies are
equal only when the consumption function is linear in wealth. It followed that the corre-
sponding investment strategy is also linear in wealth and the implied utility function exhibits
hyperbolic absolute risk aversion (HARA).
Determining when the two investment strategies coincide is important because expected
utility maximization is a well-established paradigm in the study of optimal investment and
consumption strategies (especially under HARA utility). Thus, obtaining the identical invest-
ment strategy under a different, potentially more intuitively appealing, criterion is helpful in
validating the new criterion. Also, as we observed in items (2) and (3) of the above Remark, if
an individual invests as if her absolute risk aversion is nondecreasing, then one could interpret
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her behavior more naturally as if she were minimizing her lifetime probability of ruin (or more
generally, a nonnegative, nonincreasing function of her lifetime minimum wealth) under an
appropriate consumption function.
In the process of solving this problem, we proved a verification lemma for the minimum
probability of ruin ψ for a general consumption function, via an argument that avoids the
usual verification argument for L∞ control problems that exhibit a Neumann condition. We,
then, proved that the optimal investment strategy is identical to the one when minimizing
the expectation of a nonincreasing, nonnegative function f of lifetime minimum wealth. We
used this correspondence to obtain a useful representation for V f in terms of ψ. By using the
Legendre transform, we explicitly calculated ψ when the consumption is piecewise linear.
In summary, the two major contributions of this paper are (1) the optimal investment
strategy corresponding to V f is independent of the function f , and (2) if the investors under
the two problems considered in this paper behave similarly, then the utility function exhibits
HARA.
Appendix: Proof of Lemma 2.1
For an arbitrary strategy pi ∈ A, let Wpi denote the wealth process when we use pi as the
investment policy; similarly define Mpi. Define the hitting times τb ≡ inf{t > 0 :W
pi
t = b} and
τws ≡ inf{t > 0 :W
pi
t = w
s}. (Technically, we should apply the superscript pi to these τ ’s, but
we omit it because the notation is otherwise too cumbersome.) If Wpit > b for all t ≥ 0, then
by convention τb =∞.
Because the time of death of the individual τd is independent of the Brownian motion, we
can write ψ as
ψ(w; b) = inf
pi∈A
Ew
∫ ∞
0
λe−λs 1{Mpis ≤b} ds
= inf
pi∈A
Ew
∫ ∞
τb
λe−λs 1{Mpis ≤b} 1{τb<τws} ds
= inf
pi∈A
Ew
∫ ∞
τb
λe−λs 1{τb<τws} ds = infpi∈A
Ew
[
e−λτb1{τb<τws}
]
.
(A.1)
By using this formulation of the problem, the verification lemma follows from classical
arguments, as we proceed to demonstrate. First, define the stopping time τn ≡ inf{t ≥ 0 :∫ t
0
pi2s ds ≥ n}. Then, define the stopping time τ
(n) = τb ∧ τws ∧ τn.
Assume that we have v and β as specified in the statement of Lemma 2.1. Note that
v(ws) = 0 because if the individual reaches the safe level ws, then her wealth cannot reach
b < ws before she dies. By applying Itoˆ’s lemma to the function f given by f(w, t) = e−λtv(w),
we have
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e−λ(t∧τ
(n))v(Wpit∧τ (n) ) = v(w)− λ
∫ t∧τ (n)
0
e−λs v(Wpis )ds+
∫ t∧τ (n)
0
e−λs v′(Wpis )σpisdBs
+
∫ t∧τ (n)
0
e−λs
(
(rWpis + (µ− r)pis − c(W
pi
s ))v
′(Wpis ) +
1
2
σ2pi2sv
′′(Wpis )
)
ds
= v(w) +
∫ t∧τ (n)
0
e−λs Lpisv(Wpis )ds+
∫ t∧τ (n)
0
e−λs v′(Wpis )σpisdBs,
(A.2)
in which the second equality follows from the definition of Lα in (2.7).
If we take the expectation of both sides, the expectation of the last term in (A.2) is zero
because
Ew
[∫ t∧τ (n)
0
e−2λs(v′(Wpis ))
2σ2pi2s ds
]
≤ (v′(b))2σ2Ew
[∫ t∧τ (n)
0
pi2sds
]
<∞, (A.3)
since v′(w) is bounded by |v′(b)| on [b, ws) because v is decreasing and convex. Thus, we have
Ew
[
e−λ(t∧τ
(n))v(Wpit∧τ (n) )
]
= v(w) + Ew
[∫ t∧τ (n)
0
Lpisv(Wpis )ds
]
≥ v(w), (A.4)
where the inequality follows from assumption (iii) of the lemma.
Because v is bounded, v(ws) = 0, and v(b) = 1, it follows from (A.4) and the Dominated
Convergence Theorem (Royden, 1968) that
v(w) ≤ Ew
[
e−λτbv(Wpiτb)1{τb<τws}
]
= Ew
[
e−λτb1{τb<τws}
]
, (A.5)
for any pi ∈ A. Thus, it follows from (A.1) that v ≤ ψ.
Now, let β be as specified in the statement of this lemma; that is, β is the minimizer of
Lpiv. It follows from the above argument that we will have equality in (A.5), from which it
follow that v = ψ. Hence, we have demonstrated (2.8) and (2.9) on [b, ws). Assumption (v)
completes the proof.
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