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Abstract
In a recent work, Mossel and Ross considered the shotgun assembly
problem for a random jigsaw puzzle. Their model consists of a puzzle -
an n×n grid, where each vertex is viewed as a center of a piece. They
assume that each of the four edges adjacent to a vertex, is assigned
one of q colors (corresponding to ”jigs”, or cut shapes) uniformly at
random. Mossel and Ross asked: how large should q = q(n) be so that
with high probability the puzzle can be assembled uniquely given the
collection of individual tiles? They showed that if q = ω(n2), then
the puzzle can be assembled uniquely with high probability, while if
q = o(n2/3), then with high probability the puzzle cannot be uniquely
assembled. Here we improve the upper bound and show that for any
ε > 0, the puzzle can be assembled uniquely with high probability if
q ≥ n1+ε. The proof uses an algorithm of nΘ(1/ε) running time.
1 Introduction
[Mossel and Ross, 2015] recently suggested the following problem: Consider
a factory that manufactures jigsaw puzzles. The factory aims to make sure
that a unique assembly of the puzzle is guaranteed just from the way the
pieces are cut, regardless of whether the images on the puzzle are informative
(e.g., even if there is a large patch of sky). Suppose that there are q different
type of jigs (cut shapes between adjacent pieces), that the puzzle is of size
n × n, and that the type of jig between any two adjacent pieces is selected
at random. How large should q be so that a random puzzle drawn from this
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distribution has unique assembly? This problem, which they called ”shotgun
assembly of random jigsaw puzzle”, is a two dimension variant of the well
studied problem of shotgun assembly of DNA sequences, which is extensively
studied from both the combinatorial and probabilistic view points, see e.g.
., [Arratia et al., 1996], [Dyer et al., 1994], and [Motahari et al., 2013]
Let us present the above question in a formal manner where the puzzle
will be defined as the n by n grid graph with a uniform q coloring of the
edges of the grid. From now on we will use the graph theoretic notion of
color instead of jig (cut shape, also referred to as“knobs”,“locks”,“tabs”,
“slots”, “indents” etc. in the jigsaw puzzle terminology). The parameters
for our model are two positive integers, n and q. We use the notation
[m] to denote the set of numbers {1, . . . ,m}, and [a, b] to denote the set
{a, a+ 1, . . . , b− 1, b}. A puzzle may be thought of as an n by n grid with
colored edges. The building blocks of the puzzle are pieces - i.e., vertices of
the grid along with 4 adjacent colored half edges. Observe that every vertex
not on the boundary of the grid is incident with exactly 4 edges. We assume
for simplicity of the presentation (this will not significantly effect the results
in the current manuscript) that also every vertex on the boundary is incident
with 4 edges. This involves introducing boundary edges that lead out of the
grid and do not have vertices at their other endpoint. We further assume for
simplicity that at any given vertex v, the edges incident with it are labeled
by their orientation: Up, Down, Right and Left and denoted ↑ (v), ↓ (v),
→ (v) and← (v). We denote by σ the coloring, so that the colors incident to
v are σ(↑ (v)), σ(↓ (v)), σ(→ (v)) and σ(← (v)). Each edge (including the
boundary edges) is given a random color in [q] (corresponding to the type
of jig being used), uniformly at random and independently across edges.
Thereafter, the puzzle is disassembled, and its pieces are presented at a
random order. At this point, the input is n2 pieces, where each piece is
a vertex with 4 incident edges labeled as Up, Down, Right and Left, and
colored by colors from [q]. An assembly of the pieces is a placement of the
vertices on an n by n grid, where for each vertex the edges are oriented
in the direction of their labels. The assembly is feasible if for every two
adjacent vertices the colors that they have for their common edge are the
same. We refer to the assembly that gives back the original puzzle as the
planted assembly.
We say that a puzzle has unique vertex assembly if it has only one feasible
assembly, namely, the planted assembly. We say that a puzzle has unique
edge assembly if for every feasible assembly and for every edge location (not
including boundary edges), the color of the respective edge is the same as
in the planted assembly. Note that a puzzle with two identical pieces will
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not have unique vertex assembly, but it may have unique edge assembly.
Since the probability of having each type of piece is q−4, it follows by the
birthday paradox that two identical pieces exist with high probability as soon
as q = o(n), and in this case the puzzle does not have unique vertex assembly.
It is further shown in [Mossel and Ross, 2015] that if q = o(n2/3) then
with high probability a random puzzle will not have unique edge assembly.
[Mossel and Ross, 2015] further provided a linear time algorithm for unique
vertex assembly when q ≥ Cn2 for a sufficiently large constant C.
One of the main open problem of [Mossel and Ross, 2015] was to obtain
more accurate bounds for the jigsaw assembly problem. Here we improve
the upper bound by proving the following:
Theorem 1.1. For every ε > 0, if q ≥ n1+ε then with high probability a
random puzzle has unique vertex assembly. Moreover, there is an algorithm
running in time nO(1/ε) that with high probability finds the planted assembly.
Here and elsewhere, the expression “with high probability” means with
probability going to 1 as n→∞. We will write C(k) for a constant depend-
ing on k only. The value of C(k) at different occurrences will be different.
The proof of Theorem 1.1 is based on the following principle. For a given
integer parameter k > 1 (where k is a constant independent of n), we refer
to a 2k + 1 by 2k + 1 grid as a window, and index it by [−k, k] × [−k, k].
Given an input of n2 pieces, for each piece v, we consider all possible sets of
(2k + 1)2 pieces (including v itself) and check if they can be assembled as
a feasible (namely, legally colored) window with v at its center. A feasible
assembly of a window with v at its center will be referred to as a v-window.
Given a v-window, the neighborhood {(0,±1), (±1, 0)} of v in the v-window
is considered to be a candidate neighborhood (or in more details, an `1 radius
1 candidate neighborhood) of v in the puzzle.
For every vertex v there might be several different v-windows, and hence
several candidate neighborhoods. Nevertheless, for a choice of k = O(1/ε)
we show that with high probability for every vertex at distance at least k+1
from the boundary of the puzzle, its `1 radius 1 candidate neighborhood
is unique. Consequently, this rigidity allows us to assemble the part of
the puzzle at distance k + 1 from the boundaries of the puzzle. A simple
algorithm then allows to assemble the rest of the puzzle.
The paper is organized as follows. In Section 2, we formalize the above
notion and state our main result on the v-window. In Section 3, we translate
in graphical terms the problem of feasibility of an assembly. Section 4 con-
tains our isoperimetric analysis and Section 5 describes the reconstruction
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algorithm. Finally, Section 6 discusses the extension where jigs have shapes
instead of colors and can be rotated.
2 Local Assembly
For vertex v ∈ [n]2, let Sk(v) denote the set of injective maps f : [−k, k]2 →
[n]2 such that
• f(0, 0) = v and
• (f(i, j) : −k ≤ i ≤ k,−k ≤ j ≤ k) is feasible, that is σ(→ (f(i, j))) =
σ(← (f(i + 1, j))) for all i, j s.t. (i, j), (i + 1, j) ∈ [−k, k]2, and σ(↑
(f(i, j))) = σ(↓ (f(i, j + 1))) for all i, j s.t. (i, j), (i, j + 1) ∈ [−k, k]2
Note that Sk(v) may be empty if v is of distance less than k from the
boundaries of the grid. Otherwise, Sk(v) contains at least one element,
namely the one given by f(x) = v + x for all x ∈ [−k, k]2.
The main theorem we wish to prove is the following:
Theorem 2.1. There exists c > 0 such that for all ε > 0, if k ≥ c/ε then
the following holds: For every v ∈ [n]2 and for every α ∈ {(0,±1), (±1, 0)}
P [∃f ∈ Sk(v) s.t. f(α) 6= v + α] ≤ C(k)n−2−ε/2.
Theorem 2.1 is the main result needed to prove that with high probability
all vertices at distance at most k from the boundaries can be assembled
correctly. A simple algorithm then allows to construct the reminder of the
puzzle. This will allow us to establish Theorem 1.1.
3 The Constraint Graph
The proof of Theorem 2.1 is based on a detailed analysis of the constraints
imposed by the condition that an injective function f [−k, k]2 → [n]2 is
feasible, along with isoperimetric reasoning in order to lower bound the
number of constraints.
To simplify notation we write (i, j : j + 1) for the edge ((i, j), (i, j + 1)).
Similarly we write (i : i+ 1, j) := ((i, j), (i+ 1, j)). Note that by definition
→ (i, j) = (i : i+ 1, j) =← (i+ 1, j), ↑ (i, j) = (i, j : j + 1) =↓ (i, j + 1).
Sometimes it would be more useful to analyze the constraints imposed
by f on a subset of [−k, k]2. This leads to the following definitions:
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Definition 3.1. For a given f : [−k, k]2 → [n]2, and W ⊂ [−k, k]2, the
restriction of f to W , denoted f|W , is the function f|W : W → [n, n]2
defined by f|W (w) = f(w), for all w ∈W .
Given f : [−k, k]2 → [n]2 and W ⊂ [−k, k]2, the tiles of f|W , denoted
T (f|W ) is the collection of connected components of the graph with vertex
set f(W ) and where vertices v, w are adjacent if v − w ∈ {±(0, 1),±(1, 0)}.
We write T (f) for T (f|[−k,k]2) and call T (f) the tiles of f .
Note that the tiles are defined in terms of the image of the map f .
Definition 3.2. The constraint graph G(f|W ) = (V,E) of f|W for f :
[−k, k]2 → [n]2 is the graph whose whose edge set E consists of
(→ (f(u)),← (f(u+ (1, 0))) if f(u+ (1, 0)) 6= f(u) + (1, 0) and u, u+ (1, 0) ∈W,
(↑ (f(u)), ↓ (f(u+ (0, 1))) if f(u+ (0, 1)) 6= f(u) + (0, 1) and u, u+ (0, 1) ∈W.
The vertex set V of G(f|W )) is the set of all edges of [n]2 spanned by E. The
constraint graph of f is the constraint graph of f|W for W = [−k, k]2. We
write c(f|W ) for the number of connected components of G and γ(f|W ) =
|V | − c(f|W ). We will omit the subscript W when W = [−k, k]2.
Consider a candidate f : [−k, k]2 → [n]2. We say that an edge ((i :
i+ 1, j), (i′ : i′ + 1, j′)) of the constraint graph G(f) is satisfied if σ((i : i+
1, j)) = σ((i′ : i′+1, j′)) and similarly for an edge ((i, j : j+1), (i′, j′ : j′+1)).
We say that G(f|W ) is satisfied if all of its edges are satisfied. To distinguish
the vertices and edges of the grid from those of G, we will sometime write
explicitly G-vertices and G-edges and grid-vertices and grid-edges.
Lemma 3.3. f|W is feasible iff G(f|W ) is satisfied . Moreover, for a fixed
f : [−k, k]2 → [n] and W ⊂ [−k, k]2, the probability that f|W is feasible for
a random puzzle is q−γ(f|W ).
Proof. The first statement follows from the definitions. For the second state-
ment we will compute the probability that G(f|W ) is satisfied. For G(f|W ) to
be satisfied, it is required that the color of G-vertices of G(f|W ) (grid-edges)
in each connected component are identical. Note that events for different
components are independent and the probability that a certain component
C has all G-vertices of the same color is q−c+1 where c is the number of
G-vertices in C. The conclusion follows.
Note that the degree of each G-vertex of is either 1 or 2. Therefore the
connected components of G(f|W ) are either paths or cycles.
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Example 3.4. Let W = [1, 2]× [1, 2] and let g = f|W be defined by
g(1, 1) = (1, 1), g(1, 2) = (3, 2), g(2, 1) = (3, 1), g(2, 2) = (1, 2).
In this case, the map f|W has 2 tiles, namely {(1,1),(1,2)}, {(3,1),(3,2)}.
The constraint graph is the graph with the following edges:
((1, 1 : 2), (3, 1 : 2)), ((1, 1 : 2), (3, 1 : 2)), ((1 : 2, 1), (2 : 3, 1)), ((3 : 4, 2), (1 : 0, 2))
Note that the first edge is a double edge as it is imposed both by the adja-
cencies of (1, 1) to the left of (3, 2) and of (3, 1) to the right of (1, 2). The
vertex set V of G(f) consists of
(1, 1 : 2), (3, 1 : 2), (1 : 2, 1), (2 : 3, 1), (3 : 4, 2), (1 : 0, 2)
and is of size 6. The connected components of G(f|W ) are given precisely
by the 3 edges. Thus |V | = 6, the number of connect components is 3 and
the probability that f|W is feasible is q3−6 = q−3. see Figure 1 (right).
(3, 2) (1, 2)
(1, 1) (3, 1)
Figure 1: The local assembly in Example 3.4 (left) and its constraint graph
(right).
Proposition 3.5. Let u(f|W ) denote the number of constraints of G(f|W )
containing a V -vertex that appears once in all constraints and let w(f|W ) de-
note the total number of constraints. Then γ(f|W ) ≥ u(f|W ) + 0.5(w(f|W )−
u(f|W )) = 0.5w(f|W ) + 0.5u(f|W ).
Proof. As noted earlier the degree of each vertex in V is at most two. There-
fore the graph G(f|W ) is a disjoint union of cycles and paths. Moreover, γ, u
and w are all additive over disjoint components. Therefore it suffices to
check the claim for paths and cycles of length at least 2. For a path of
length 2 we have γ = u = w = 1 as needed and for a path of length ` ≥ 3:
γ = `− 1, u = 2, w = `− 1
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so the inequality holds in this case as well. The case of cycles is even simpler
since for a cycle of length ` ≥ 2 we have:
γ = `− 1, u = 0, w = `
The proof of Theorem 2.1 is based on isoperimetric results proved in the
next section. For a subset Ti of [n]
2 we let ∂Ti denote the edge boundary
of Ti and |∂Ti| denote the length of the boundary, i.e., the number of edges
between Ti and its complement.
Lemma 3.6. Let S′k(v) denote the subset of Sk(v) where there exists an
α ∈ {±(0, 1),±(1, 0)} with f(α) 6= v + α. For f ∈ S′k(v) let T = T (f) be
the collection of tiles in [−n, n]2 determined by f . Then for every ε > 0 if
k > c/ε for a large enough c then the following holds. For every f ∈ S′k(v),
there exists a W such that 0 ∈ W ⊂ [−k, k]2 with the following property.
Let t+ 1 = |{i : W ∩ Ti 6= ∅}|. Then (1 + ε)γ(f|W ) ≥ 2t+ 2 + ε.
We now prove Theorem 2.1 assuming Lemma 3.6.
Proof of Theorem 2.1. . We want to bound the probability that there exists
a feasible f where f : [−k, k]2 → [n]2 with f(0) = v and f(α) 6= v + α for
some α ∈ {±(0, 1),±(1, 0)}. By Lemma 3.6 is suffices to bound for each
W ⊂ [−k, k]2 with 0 ∈ W , the probability that there exists such f where
f|W is feasible and moreover (1 + ε)γ(f|W ) ≥ 2t+ 2 + ε.
Note that the number of choices of W is C(k). Given W and the fact
that f(0) = v, the number of choices of f|W is at most C(k)n2t. This follows
since each tile T is determined by one f(w) ∈ T and a subset of S ⊂ [−k, k]2.
By Lemma 3.3, the probability that f|W is feasible is bounded above by
q−γ(f|W ) which can be bounded by n−2t−2−ε by Lemma 3.6.
Since t ≤ (2k+ 1)2 it follows that the overall probability that such an f
exists with f(0) = v is upper bounded by C(k)n−2−ε as needed.
4 Isoperimetric Analysis
In this section, we will prove the main isoperimetric lemma, i.e. Lemma 3.6.
We start by proving the following lemma:
Lemma 4.1. Let f ∈ [−k, k]2 → [n]2 with the number of tiles in f , |T (f)| =
t+ 1 ≥ 2. Then
γ(f) ≥ t(2− 2
s
),
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where s = 2k + 1. Moreover, if two tiles have more than 35 pieces then
γ(f) ≥ 2t(1− 1
s
) + 4.
Our proof will be based on the following classical fact.
Lemma 4.2. Let A ⊂ R2 be a set with boundary that is axis aligned. Then
the length of its boundary ∂A satisfies |∂A| ≥ 4|A|1/2, where |A| is the area
of the set.
A special case of the lemma above is the elementary exercise showing
that the square minimizes the surface area among all rectangles of a given
area. The more general case can be proved for example by looking at the
minimal axis align rectangle containing the body A and observing that its
surface area must be smaller or equal to the surface area of A. The following
lemma will be used in the proof of Lemma 4.1.
Lemma 4.3. If a0 ≥ a1 ≥ · · · at ≥ 1 is an integer partition of s2,
∑
i ai =
s2, let
g = 2
t∑
i=0
√
ai − 2s.
Then
g ≥ 2t(1− 1
s
).
Moreover if a0 ≥ a1 ≥ 36 then
g ≥ 2t(1− 1
s
) + 4.
Proof. Since x → x1/2 is concave, the minimum of g under the constraints
that
∑
ai = s
2 and each ai ≥ 1 is obtained when all of the ai but one,
satisfy ai = 1. Thus
g ≥ 2(t+ s
√
1− t/s2 − s) ≥ 2(t+ s(1− t/s2)− s) = 2t(1− 1
s
).
The first statement proof follows. When a0 ≥ a1 ≥ 36, utilizing the concav-
ity of x1/2 allows to obtain a better bound. consider the integer partition
b obtained by joining all the mass of a1 to a0 except one unit that is left
separately:
b0 = a0 + a1 − 1, b1 = a2, . . . , bt−1 = at, bt = 1.
8
Since
√
a0 ≥ √a1 ≥ 6 we get
10 + 2
√
a0
√
a1 ≥ 2√a0√a1 ≥ 6(√a0 +√a1)
This implies
(
√
a0 +
√
a1 − 3)2 = a0 + a1 + 9− 6(√a0 +√a1) + 2√a0√a1 ≥ a0 + a1 − 1,
so taking square roots we see that
√
a0 +
√
a1 ≥
√
a0 + a1 − 1 + 3 =
√
b0 +
√
bt + 2.
Hence, the first statement of the lemma gives
2
t∑
i=0
√
ai − 2s ≥ 2
t∑
i=0
√
bi − 2s+ 4 ≥ 2t(1− 1
s
) + 4,
as needed.
We can now prove Lemma 4.1
Proof of Lemma 4.1. Note that except for the edges at the boundary of the
grid [−k, k]2, every edge at the boundary of one of the tiles T0, . . . , Tt is part
of a constraint and appears uniquely. Thus by Proposition 3.5 it follows
that
γ(f) ≥ 1
2
(
t∑
i=0
|∂Ti| − 4s) ≥ 2
t∑
i=0
√
|∂Ti| − 2s.
where the second inequality follows from Lemma 4.2. The lemma is then a
consequence of Lemma 4.3
We now prove Lemma 3.6.
Proof of Lemma 3.6. We will take c = 200 so k ≥ 200/ε. We will consider
a few cases. Let τ + 1 be the number of tiles of f .
• τ ≥ 3/ε. In this case, we set W = [−k, k]2. Then t = τ and Lemma 4.1
implies that
γ(f)(1 + ε) ≥ 2t(1− 1/k)(1 + ε) ≥ 2t(1 + ε/2) ≥ 2t+ 3.
Hence, the set W satisfies the conclusion of Lemma 3.6.
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• We next consider the case where the second largest tile is of area
at least 36. We may also take W = [−k, k]2. Then t = τ and by
Lemma 4.3,
γ(f)(1 + ε) ≥ 2t(1 + ε)(1− 1
2k + 1
) + 4 ≥ 2t+ 4,
as needed.
• We next consider the case where f([−2, 2]2) is all part of the same
tile of f . In this case, we set W = [−2, 2]2. Since T (f|W ) = 1, it is
sufficient to check that γ(f|W |) ≥ 2. To this end, consider the graph
H with vertex set W obtained by joining, for β ∈ {±(1, 0),±(0, 1)}, x
and x+β if f(x+β) = f(x) +β. In words, the edges of H correspond
to pairs of vertices that are adjacent both in W and in the original
puzzle. Therefore, if x and y are in the same connected component of
H then f(y) = f(x + (y − x)) = f(x) + (y − x) (this can be proven
by induction on the length of the minimal path connecting x and y
in H). Thus since y − x ∈ {±(1, 0),±(0, 1)} it follows that {x, y} is
an edge of H. Hence, our assumption f(0) = v and f(α) 6= v + α
for some α ∈ {±(1, 0),±(0, 1)}, implies that 0 and α are not in the
same connected component of H. On the other hand, we observe that
except for the edges in ∂W , every edge at the boundary of a connected
component of H is part of a constraint in G(f|W ). By inspecting the
possible configurations of the connected component of α in G, we see
that has a at least 4 edges on its boundary which are not in ∂W . It
follows there are at least 4 constraints. By Lemma 3.5, it implies that
γ(f|W ) ≥ 2 as needed.
• The last case is where τ < 3/ε, all the parts but one are of area at
most 36 and there exist y, x ∈ [−2, 2]2 which belong to different tiles.
Let T0 be the tile of f with the maximal size. Note that
|T0| ≥ (2k + 1)2 − 3/ε ∗ 36 > (2k + 1) ∗ (2k).
Since f(x) and f(y) lie in different tiles, at least one of the two doesn’t
belong to T0. WLOG assume that x ∈ f−1(T1) where |T1| ≤ 36.
Let W ′ denote the connected component of x in the subset [−k, k]2 \
f−1(T0). A key observation is that since τ × 36 + 2 < k = 200/ε, it
follows that none of the elements of W ′ are adjacent to the boundary
of the grid [−k, k]2. In other words each edge in ∂W ′ has one of its
end point in f−1(T0). This implies that ∂vW ′ ⊂ f−1(T0), where ∂vW ′
is the vertex boundary of W ′. We set W = W ′ ∪ ∂vW ′.
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Define U0 = f
−1(T0) and let Ui = f−1(Ti) ∩W . We assume without
loss of generality that Ui 6= ∅ for i = 0, . . . , t and Ui is empty otherwise.
In other words, the number of tiles of f|W is t + 1. We wish to lower
bound γ(f|W ). Note that every edge between different Ui’s defines a
constraint. Thus
w(f|W ) ≥
1
2
t∑
i=1
|∂Ui|+ 1
2
|∂W ′|.
Moreover, every edge in ∂f(Ui) defines a constraint with a vertex that
appears only once. Thus
u(f|W ) ≥
1
2
t∑
i=1
|∂f(Ui)|.
Thus by Proposition 3.5 and the fact that the boundary of each set is
at least 4 it follows that
γ(f|W ) ≥
1
2
(w(f)+u(f)) ≥ 1
4
(
t∑
i=1
|∂Ui|+
t∑
i=1
|∂f(Ui)|+ |∂W ′|
)
≥ 2t+1
4
|∂W ′|.
If |W ′| ≥ 2 then |∂W ′| ≥ 6 and so γ(f|W ) ≥ 2t + 1.5. However since
γ(f) is integer we get γ(f|W ) ≥ 2t+ 2 and therefore
γ(f|W )(1 + ε) ≥ 2t+ 2 + ε,
as needed. So it remains to prove the claim when |W ′| = 1. In this
case, γ(f|W ) = 4 and (1 + ε)γ(f|W ) ≥ 4 + ε as needed.
The proof is complete.
5 Algorithmic aspects
We now prove our main result Theorem 1.1. We will describe a deterministic
algorithm which reconstructs the planted assembly with high probability if
q ≥ n1+ε. Theorem 1.1 will be a direct consequence of the forthcoming
Theorem 5.2 and Theorem 5.3 which give respectively the correctness of the
algorithm and its running time. Throughout this section, we take k = dc/εe,
where c = 200 is as in Theorem 2.1 and n large enough so that 2(n−2k)2 ≥
n2.
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Consider the original planted assembly of the puzzle. In this assembly,
we refer to pieces located in [k+ 1, n− k]× [k+ 1, n− k] as core pieces, and
to other pieces as peripheral pieces. We further partition the periphery into
k concentric shells, where shell k contains those pieces on the boundary of
the puzzle, and shell i for 1 ≤ i ≤ k − 1 containing those pieces at distance
k − i from shell k. Shell 0 is defined similarly, it is the inner boundary of
the core. An edge is a peripheral edge if it is adjacent to a peripheral piece.
A jig of a piece refers to an edge adjacent to a piece.
Recall that, for any piece v, if f is in Sk(v) the four pieces f(α), α ∈
{(0,±1), (±1, 0)}, is called a candidate neighborhood of v. Let c′ > 0 be
a fixed constant. We say that a puzzle is typical if the following properties
hold,
(i) Every core piece v has a unique candidate neighborhood.
(ii) Every peripheral piece v either has no candidate neighborhood or a
unique candidate neighborhood. In this last case, this candidate neigh-
borhood is the neighborhood of the piece in the planted assembly.
(iii) The number of peripheral edges with a non-unique color among the
peripheral edges is at most n− 2k − 1.
(iv) For every peripheral piece v and two jigs of v (say j1 and j2), no other
peripheral piece u has two jigs (say j3 and j4) with matching colors.
Namely, σ(j1) = σ(j3) and σ(j2) = σ(j4) cannot hold simultaneously.
(v) For every two colors a, b there are at most c′k pieces with two jigs with
these colors.
Lemma 5.1. If k is as above and c′ = 4/c = 1/50 in property (v), with
high probability, a random puzzle is typical.
Proof. The first two properties are a consequence of Theorem 2.1. In-
deed, from the union bound, Theorem 2.1 implies that with high prob-
ability, for any piece v ∈ [n]2 if f ∈ Sk(v) then f(α) = v + α for all
α ∈ {(0,±1), (±1, 0)}. Let us call E, the latter event. By definition, if
E holds, any piece has at most one candidate neighborhood and this candi-
date neighborhood is the neighborhood of the piece in the planted assembly.
However, if v is a core piece, Sk(v) is non-empty, hence, if E holds, v has
necessary a unique candidate neighborhood. This implies properties (i)-(ii).
We check property (iii). Let J = Θ(nk) be the number of peripheral
edges and let m be the number of peripheral edges which have a non-unique
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color among the peripheral edges. The probability that two different edges
have the same color is 1/q. Hence, the expectation of m is at most J(J −
1)/q = O((nk)2/q). Since q  n, from Markov inequality, it implies that
with high probability, m = o(n).
We check property (iv). Let us say that pieces v and u have two colors
in common, if we can find two jigs of v (say j1 and j2), and two jigs of u
(say j3 and j4) such that σ(j1) = σ(j3) and σ(j2) = σ(j4). The probability
that two distinct pieces have two colors in common is at most 62/q2 if these
pieces are not adjacent in the planted puzzle and at most 62/q if they are
adjacent. Hence, the expected number of pairs of peripheral pieces which
have two colors in common is at most O(J2/q2 + J/q). Since q  n, the
latter is o(1), implying property (iv).
We finally check property (v). It suffices to prove the claim for pieces
whose location (i, j) ∈ [n]2 satisfies that i+ j is odd (even) with c′/2 instead
of c′. We restrict ourselves to those pieces. Note that no two such pieces
share any edge. The probability that a specific piece will have two jigs with
colors a, b is at most 6q−2. Therefore, by independence, the probability
that there are at least r ≥ 1 pieces with jigs with colors a, b is at most
n2r(6q−2)r. We take the union bound over all q2 pairs of colors. We find
that the probability that there is a pair a, b such that there are at least r
pieces with jigs with colors a, b is at most
6rn2rq−2(r−1) ≤ 6rn2rn−2(r−1)(1+ε) = 6rn2−2ε(r−1).
For any integer r > 1 + 1/ε, the latter goes to 0 with n. Since ε ≥ k/c, we
can choose r = 2 + k/c. It follows that there at most (r − 1) ≤ 2k/c pieces
with two jigs of a given colors. Since c = 200, it implies property (v).
We now describe a deterministic algorithm that will reconstruct the
planted assembly whenever the underlying puzzle is typical. We describe
successively each step of the algorithm on a general puzzle and explain how
it proceeds on a typical puzzle. We will later explain how to implement it.
1. For each puzzle piece v, determine whether it has a candidate neighbor-
hood. If there is no candidate neighborhood mark the piece v as periph-
eral. If there is a unique candidate neighborhood note which pieces are
the neighbors of v. Finally, if there is a piece with a non-unique candi-
date neighborhood, the algorithm stops here and fails to reconstruct the
planted assembly.
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The properties (i)-(ii) imply that the algorithm will not stop for a typical
puzzle. Observe also that property (i) implies that all pieces marked as
peripheral are indeed peripheral pieces. Note however, that for the other
pieces, we do not yet know whether they are peripheral or belong to the
core.
2. Greedily join pairs of pieces that are neighbors of each other, as long as
possible. If the largest connected component does not contain a n − 2k
by n− 2k square, the algorithm stops and fails.
For a typical puzzle, property (i) implies that all core pieces will belong to
the same connected component. The condition 2(n−2k)2 ≥ n2 implies that
the largest connected component does necessarily contain the core. Hence
the algorithm will not stop here. Importantly, properties (i)-(ii) imply that
the pieces are necessarily assembled as in the planted assembly.
3. From the largest connected component, determine the boundaries of the
core (if only one n− 2k by n− 2k square fits), or guess the boundaries of
the core if there is more than one option. (There are at most 2k options
for where to place the left boundary and at most 2k options for where to
place the bottom boundary, so altogether there at most O(k2) possibilities
and all of them can be tried.) For simplicity of the presentation, once
the core has been determined, disassemble all peripheral pieces and keep
only the core.
For a typical puzzle, we will have to check that if the guess of the core
was not correct then the remainder steps of the algorithm will detect it. On
the contrary, if the guess was correct, then the algorithm should return the
planted assembly.
4. Greedily assemble the shells of the periphery one by one, from the core
towards the inner boundary as follows. Shell 0 is already assembled. For
0 ≤ i ≤ k − 1, suppose that shell i was already assembled. To assemble
shell i+ 1 find in each one of the four sides of shell i one piece whose free
edge (leading out of the assembled part) has a color that appears only
once among the yet unassembled peripheral pieces. If no such edge exist
for a side, the algorithm is stuck and moves to the next step. Otherwise,
find the unique yet unassembled peripheral piece that has an edge of the
desired color and insert it in its location. Thereafter, the rest of shell
i+1 is greedily assembled as follows. Consider an undetermined location
next to an already assembled piece of shell i+ 1 which is not one of the
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four corners of shell i+ 1. This undetermined location is neigbhor of two
already assembled pieces, thus it specifies two free edges. If, among the
yet unassembled pieces, there is a unique piece which has matching colors
with these two free edges, we insert it here. If not, the algorithm is stuck
and moves to the next step. When, all but the four corners of shell i+ 1
are assembled, the above procedure is applied to the four corners.
Assume that the puzzle is typical and that the guess of the core was
correct. We should check that the algorithm finds the planted assembly.
We prove by recursion on i, 0 ≤ i ≤ k − 1, that the algorithm reconstructs
correctly shell i + 1. To this end, notice that property (iii) implies that
for each side of shell i, 0 ≤ i ≤ k − 1, there will be at least one free edge
among the n−2k−2i free edges with a color which appears once among the
yet unassembled pieces. Then, thanks to property (iv), we will reconstruct
unambiguously shell i+ 1.
Assume that the puzzle is typical and the guess of the core was not
correct. We should check that the algorithm is stuck at some point. As
pointed earlier, the guessed core is an n−2k by n−2k square in the planted
assembly. If the algorithm has not been stuck earlier, it will reconstruct
successive shells until one side of length n− 2k+ 2i of the assembled pieces
is on the boundary of the planted assembly for some 0 ≤ i ≤ k−1. Then, by
property (iii) at least one of the free edges on this side has a color which is
not present among the yet unassembled pieces. Hence, it will not be possible
to assemble it and the algorithm will be stuck.
5. If a properly colored assembly has been found, the algorithm returns this
assembly. Otherwise, try a new guess for the core and repeat stage 4. If
all guesses for the core have been tried, the algorithm stops and fails.
The above analysis of the algorithm has proved its correctness on typical
puzzles. (Note that we have not used so far the property (v).)
Theorem 5.2. If the puzzle is typical then the above algorithm recovers the
planted puzzle.
We now analyze the complexity of the algorithm, this is where property
(v) will be used.
Theorem 5.3. If the puzzle is typical then the above algorithm can be im-
plemented to run in time O(k)k
2
nO(k).
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Proof. There are most O(min(n2, q)2) = nO(1) pairs of colors used in the
puzzle. In time nO(1), we can build a table which to any such pair of colors
returns the set of pieces which have matching colors. Property (v) implies
that for all pairs of colors this set has cardinal at most m = c′k = O(k).
We perform step 1 of the algorithm by listing all the feasible assemblies
of [−k, k]2. This list can be computed in time O(k)k2nO(k) in the following
manner:
(a) Enumerate over all possible pieces in the top row and left column of
the square. That is, we enumerate all local assembly on W = ({−k} ×
[−k, k]) ∪ ([−k, k]× {k}).
(b) For each feasible local assembly on W , we enumerate all pieces that can
be placed on the top and left corner of [−k, k]2\W . It gives the set of
feasible assembly on W ′ = W ∪ {(−k + 1, k − 1)}.
(c) We repeat the previous step to W ′ and proceed sequentially from top
to bottom and left to right.
The output of the algorithm is the enumeration of all feasible assem-
bly of [−k, k]2. By exhaustive search, the running time of part (a) is
(n2)2k = nO(k). For the part (b)-(c), the running time to enumerate all
feasible assembly whose restriction to W is fixed is O(mk
2
) = O(k)k
2
where
m is as above. It corresponds to the calls in the table which to any pair of
colors return the set pieces which have matching colors. Indeed, once the
top row and left column are fixed, each new piece has two colors constrained.
There are at most m(k−1)2 calls in this table.
In the process of computing this list of all feasible assemblies, when a
new feasible assembly on [−k, k]2 is found, we update in time O(1), the
candidate neighborhood of the central piece. It follows that step 1 of the
algorithm can be performed in time O(k)k
2
nO(k).
Step 2 is performed in time O(n2) by a greedy exploration. The choice
of possible cores in step 3 will require at most O(k2) trials of the remainder
steps. In step 4, to reconstruct shell i+ 1, it first requires a time O(kn2) to
find on each side, the free edge with unique color. Then, the reconstruction
of the shell will require a time O(n), corresponding to the 4(n − 2k − 2i)
calls in the table which to any pair of colors return the set pieces which have
matching colors. We obtain the claimed running time for the algorithm.
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6 Variants
The model that we have studied can be generalized to a model where the
jigs have a shape and the pieces are allowed to be rotated. This could be
formalized using (oriented) edges as follows. The set of edges e = (x, y) of
the grid such that x ∈ [n]2 is denoted by E. The set Ein is the subset of
edges such that both x and y are in [n]2. It is stable under the involution ·ˇ
defined for every e = (x, y) by eˇ = (y, x). The edges adjacent to x ∈ Z2 are
organized in counter-clockwise order (right, up, left and down), we set
x+B = ((x, x+ (1, 0)), (x, x+ (0, 1)), (x, x− (1, 0)), (x, x− (0, 1))).
where B = ((1, 0), (−1, 0), (0, 1), (0,−1)). Now, each edge receives a jig
according to a function σ : E → [q]. The set of jigs [q] is equipped with an
involution ι : [q] → [q]. We interpret ι(j) = j′ as the jigs j and j′ match
together, see Figure 2. A puzzle is a then function σ such that for all e ∈ Ein,
σ(e) = ι(σ(eˇ)). (6.1)
The case that we have treated previously corresponds to ι equal to the
identity.
ι←→
ι←→
eˇe
Figure 2: A puzzle with n = 3, q = 4 and the involution ι.
We now define the way the pieces can be assembled. The cyclic group
C4 ⊂ S4 is the subgroup of permutations generated by (1 2 3 4). Below, if
a is a function on E, s ∈ S4 and F = (f1, · · · , f4) ∈ E4, we set a(F ) =
(a(f1), · · · , a(f4)) and Fs = (fs(1), · · · , fs(4)). An assembly a is a permuta-
tion on E which satisfies :
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(i) for every x ∈ [n]2, there exist a piece y ∈ [n]2 and c ∈ C4, such that
a(x+B) = y +Bc,
(ii) if y = (1, 1), the above permutation c is the identity.
In words, condition (i) says that piece y is assigned a location x ∈ [n]2 and
is rotated by an angle multiple of pi/2. By construction the map which to
x assigns y is a bijection of [n]2. Condition (ii) fixes a global orientation to
the puzzle. We will say that an assembly is feasible if for all e ∈ Ein,
σ(a(e)) = ι(σ(a(eˇ)).
A feasible assembly is a solution of the puzzle : all pieces are in a position
where the jigs match. Note that by definition, the identity is a feasible
assembly : it gives back the pieces in their original position. We say that a
puzzle has unique vertex assembly if it has only one feasible assembly (note
that without condition (ii), it would only be possible to uniquely assemble
the puzzle up to a global rotation by a multiple of pi/2).
Observe that, unlike in a usual jigsaw puzzle, the boundary pieces (pieces
in [n]2\[2, n−1]2) cannot be distinguished from the other pieces. To recover
a usual jigsaw puzzle, we may simply consider the subset of assembly which
satisfy the extra condition a(Ein) = Ein (so that edges on the boundary
remain on the boundary).
In this new setting, a random puzzle is simply obtained by sampling the
function σ uniformly on the set of puzzles (functions σ which satisfies (6.1)).
Hence, up to the constraint (6.1), the jigs are independent and uniformly
distributed. Theorem 1.1 continues to hold on this extended setting. Indeed,
it is easy to check that the proof of Theorem 1.1 continues to work if we adapt
the definition of the constraint graph (to accommodate the involution).
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