Contribution à l'expérience G(^O) de violation de la parité : calcul et simulation des corrections radiatives et étude du bruit de fond by Guler, Hayg
U.F.R. PHYSIQUE




pour obtenir le grade de docteur en sciences
de l’université Paris XI Orsay
Sujet :
Contribution à l’expérience G0 de violation de la parité : calcul et
simulation des corrections radiatives et étude du bruit de fond
Soutenue publiquement le 17 décembre 2003 Devant la commission d’examen
M. J. Arvieux Directeur de Thèse
M. F. Maas
M. S. Ong Président
M. J-S. Réal
M. P. Roos Rapporteur
M. H. Sazdjian Rapporteur
1
"La Nature n’utilise que les plus longs fils pour tisser ses motifs, de sorte que la plus petite pièce
révèle la structure de la tapisserie tout entière."
R. P. Feynman
"Ce qu’un homme peut expérimenter de plus beau et de plus profond, c’est le sens du mystère. C’est
le principe qui sous-tend la religion et toute entreprise artistique et scientifique sérieuse. Celui qui
n’a pas expérimenté cela, s’il n’est pas mort est au moins aveugle. Saisir que derrière chaque expé-
rience de la vie il y a quelque chose qui échappe à notre entendement, dont la beauté et le sublime ne
nous atteignent qu’indirectement, c’est de s’émerveiller devant ces secrets et de tenter humblement
de saisir par l’esprit ne serait-ce que l’image de la structure grandiose de tout ce qui est."
Albert Einstein
«La poursuite incessante de la Vérité est le chemin qui mène à Dieu.»
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Introduction
0.1 Les symétries du proton
La matière qui nous entoure est formée d’atomes composés d’un noyau entouré d’un nuage d’élec-
trons. Le noyau est constitué de protons et de neutrons qui étaient considérés dans les années 30
comme les constituants fondamentaux de la matière. Dans les années 1960, l’idée d’une structure
composite du proton a été émise [7, 23, 24, 47, 66], puis confirmée par les données d’expériences au
SLAC [8]. Deux observations allaient dans le sens d’une structure en quarks du proton :
– Les propriétés spectroscopiques des hadrons peuvent être expliquées si on postule [24] qu’ils sont
constitués de trois quarks de valence.
– Les sections efficaces mesurées a SLAC dans les années 70 en diffusion profondément inélastique
ont montré qu’il y avait des objets ponctuels de spin 12 à l’intérieur du proton.
Les quarks et les gluons sont considérés à l’heure actuelle comme les constituants élémentaires de
la matière hadronique. Ceux-ci sont décrits par une théorie de jauge non abélienne : la chromodyna-
mique quantique (QCD), qui prédit que les quarks interagissent par l’échange de gluons et que ceux-ci
interagissent également entre eux. Ces particules portent une charge de couleur, qui peut prendre trois
formes différentes pour les quarks (RVB : Rouge, Vert, et Bleu ) et huit pour les gluons. Dans le mo-
dèle des quarks constituants, les baryons sont composés de 3 quarks q1   q2   q3 et les mésons de paires
de quark-antiquark q q¯. Les états asymptotiques de la théorie sont les baryons et les mésons composés
des champs élémentaires de la QCD, à savoir les quarks et les gluons. Cette propriété de confinement
distingue la QCD des autres interactions dont les états asymptotiques sont les champs élémentaires
des interactions (par exemple les électrons pour la QED).
Les masses des quarks nus contenus dans le proton (u et d), mu=1-5 MeV et md=3-9 MeV, ne peuvent
pas expliquer la masse du proton qui est de 938 MeV. Il faut pour cela considérer l’énergie de liai-
son qui se manifeste sous forme de gluons (médiateurs de l’interaction forte) et de paires de quark-
antiquark qui constituent la “mer” de quarks et de gluons. Le proton possède donc une structure
interne plus riche que celle imaginée par Gell-Mann dans les années 60. Dans le but de sonder ces
objets composites, on utilise des objets ponctuels insensibles à l’interaction forte : les leptons. Les
leptons interagissent avec les quarks constituants par l’échange d’un photon virtuel ou d’un boson
massif (W ou Z0) dans le cadre des interactions électromagnétique et faible.
La résolution avec laquelle le proton est sondé dépend du carré du moment transféré par le lepton
(le Q2), via le boson échangé (par exemple le photon). Le Q2 est égal au carré de la différence des
quadri-impulsions des électrons entrant et sortant. Plus le Q2 est élevé, mieux la structure interne en
termes de quarks est résolue, car le lepton interagit directement avec un des quarks constituants alors
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FIG. 1 – Le couplage électromagnétique entre un proton et un électron via un photon échangé partant
le moment q.
de la QCD ne suit pas les mêmes règles :
– A grand moment transféré (grand Q2), la constante de couplage est petite du fait de la liberté
asymptotique, permettant un traitement perturbatif.
– A petit Q2 , la constante de couplage est grande. On est dans le domaine du confinement. Les mé-
thodes de perturbation “classiques”, en série de la constante αs, sont remplacées par des méthodes
non perturbatives : calculs sur réseaux, méthodes chirales . . .
0.2 Un proton bien étrange
L’étude de la contribution des quarks étranges aux propriétés internes du nucléon est une voie très
intéressante pour améliorer notre compréhension de la structure interne du nucléon. En effet, les
quarks étranges sont les plus légers des quarks qui ne soient pas de valence, donnant une information
directe sur la contribution des quarks de “la mer” aux propriétés du nucléon. La probabilité de créa-
tion d’une paire de quark-antiquark est d’autant plus élevée que la masse du quark est faible. Donc
parmi les 6 saveurs de quarks, seuls les 3 plus légers ont des chances d’apparaître (mu, md  Mp et
ms  75  170MeV ), tandis que les 3 saveurs lourdes ont des masses comparables voire plus grandes
que celle du proton (mc  1  15  1  35GeV , mb  4  4  4GeV et mt  174  3 	 5  1GeV ). Plusieurs
expériences cherchent à mesurer les contributions des quarks à la structure et à la dynamique interne
du proton, principalement selon trois axes :
– la contribution au spin du proton (élément de matrice axial du nucléon),
– la contribution des quarks à la masse du proton (élément de matrice scalaire du nucléon),
– la contribution à la charge et la magnétisation du proton (élément de matrice vectoriel du nucléon).
La contribution des quarks étranges peut être tout à fait négligeable dans un des canaux cités ci-
dessus sans pour autant l’être dans tous. A la fin des années 80, plusieurs expériences en diffusion
profondément inélastique ont eu lieu dans le but de comprendre la structure en spin du proton. L’ex-
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périence EMC [4, 5] du CERN qui utilisait un faisceau de muons a montré que les quarks de va-
lence ne portent qu’une partie infime du spin du proton, mais aussi que les quarks étranges avaient









x  dx, donnant la contribution totale du spin des quarks étranges au spin du proton,
est nul. Pour cela, on définit des nouvelles observables : gp1 et gn1 les fonctions de structure polarisées
du proton et du neutron, qui se décomposent sur les différentes saveurs des quarks légers (u, d et s)
donnant accès à l’élément de matrice  p  s¯γµγ5s  p  du courant axial des quarks étranges. Les résul-
tats d’EMC prédisent que les quarks étranges portent (  0  06 	 0  05%) du spin total du proton [35].
Un autre axe de recherche considère la contribution des quarks étranges à la masse du nucléon au
travers d’une quantité appelée “terme sigma” notée Σn. Plusieurs analyses des données de diffusion
pion-nucléon permettent d’affirmer que la contribution des quarks étranges à la masse du nucléon est
de l’ordre de 10% [21, 34].
Compte tenu des valeurs non nulles des éléments de matrices scalaire et axial pour les quarks de saveur
étrange à l’intérieur du nucléon, D. B. Kaplan et A. Manohar ont considéré l’élément de matrice vec-
toriel  p  s¯γµs  p  [34]. Ces éléments de matrice apparaissent dans le courant électromagnétique du
proton avec des facteurs multiplicatifs dépendant du Q2 , appelés facteurs de forme électromagnétique
du nucléon. Ces facteurs de forme sont des grandeurs qui rendent compte de sa structure interne. A la
limite statique, c’est-à-dire lorsque le Q2 tend vers 0, les facteurs de forme sont reliés à des grandeurs
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où Gγ 	 pE et G
γ 	 p
M sont respectivement les facteurs de forme électrique et magnétique du proton.
Afin d’extraire la partie quark étrange dans les facteurs de forme , il est nécessaire d’exprimer ceux-ci
en fonction des quarks légers u, d et s qui apparaissent dans la fonction d’onde du proton à petit Q2 .
L’utilisation de la sonde électromagnétique via la diffusion élastique électron-proton est insuffisante
pour séparer complètement les contributions des différents quarks aux facteurs de forme , notamment
celles des quarks étranges. En diffusion élastique, seuls les courants neutres interviennent et il est
nécessaire de tenir compte de l’échange d’un boson massif Z0 . Or, l’interaction faible est très pe-
tite comparée à l’interaction électromagnétique. Deux solutions s’offrent aux expérimentateurs pour
extraire l’information de cette sonde faible :
– Utiliser un faisceau de neutrinos pour faire de la diffusion νP. Cette solution nécessite un faisceau
de neutrinos très intense compte tenu des très faibles sections efficaces attendues.
– Utiliser la propriété de l’interaction faible de violer la symétrie discrète de parité, en se servant des
électrons polarisés.
Compte tenu des difficultés à obtenir des faisceaux intenses de neutrinos, la seconde solution est très
intéressante. Elle donne accès à la structure du nucléon via le calcul d’une asymétrie de violation de
la parité qu’on introduit dans le chapitre suivant. La petitesse des asymétries attendues (de l’ordre
de 10   6) nécessite un faisceau d’électrons polarisés dont les paramètres sont parfaitement connus
et maîtrisés, interagissant avec les protons d’une cible d’hydrogène liquide. Trois expériences de
diffusion élastique d’électrons polarisés ont déjà été réalisées : SAMPLE [62], HAPPEX [10] et PVA4
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GeV   c  2) n’est sensible qu’aux facteurs
de forme magnétique et axial alors qu’HAPPEX (Q2 =0.45) et PVA4 (Q2 =0.0225) mesurent des
combinaisons de facteurs de forme . L’expérience la plus complète est G0 qui sépare les facteurs
de forme électrique et magnétique pour 0  12  Q2  1  GeV   c  2 .G0 est une collaboration entre une
vingtaine de laboratoires Nord Américains (USA-Canada) et deux laboratoires français (IPN-Orsay et
LPSC-Grenoble), chacune des parties ayant construit la moitié des détecteurs. Les Nord Américains
ont totalement pris en charge la construction de l’aimant supraconducteur ainsi que la cible de G0.
L’IPN a contribué de façon importante à la construction des détecteurs français et il a construit en
totalité l’électronique de mesure. Le premier chapitre explique le cadre théorique de la violation de
la parité. Au second chapitre, le dispositif expérimental est décrit en insistant sur l’électronique qui
est une contribution originale d’Orsay. Le troisième chapitre est consacré aux corrections radiatives
qui constituent la partie originale de mon travail. Au quatrième chapitre, les résultats du calcul des
corrections radiatives sont utilisés pour évaluer leur effet sur les spectres en temps de vol au moyen
du logiciel GEANT. Le bruit de fond associé à la diffusion élastique est étudié dans le cinquième
chapitre, et nous concluons dans le sixième chapitre.
Chapitre 1
Violation de la parité
1.1 Le Modèle Standard
L’étude de la structure interne du nucléon se fait au travers de deux théories regroupées sous le nom
de “Modèle Standard”. Celui-ci décrit les constituants de la matière comme des objets ponctuels de
spin demi-entier (fermions) interagissant entre eux par l’intermédiaire de messagers de spin entier
(bosons). Le Modèle Standard englobe trois interactions :
– l’interaction électro-faible réunissant les interactions électromagnétique et faible,
– l’interaction nucléaire forte (QCD) .
Actuellement, il existe deux types de fermions élémentaires : les leptons et les quarks. Les quarks se
distinguent des leptons par leur sensibilité à l’interaction forte. Les fermions sont regroupés en trois
familles qui se distinguent par des échelles de masses et des nombres quantiques différents. La famille
la plus légère constitue la matière “ordinaire” stable et les deux autres sont mises en évidence dans
des phénomènes physiques à haute énergie. A chaque fermion on peut associer un antifermion défini
par des nombres quantiques opposés.
Il existe trois interactions fondamentales (on néglige la gravitation dans le domaine nucléaire), donc
trois types de bosons vecteur. L’interaction forte décrite par la QCD est portée par 8 gluons, le photon
est le médiateur de l’interaction électromagnétique et l’interaction faible est portée par 3 bosons mas-
sifs W   , W   et le Z0. Le Modèle Standard prévoit l’existence d’un dernier boson, appelé le boson
de Higgs, dont la présence permet d’expliquer la masse des bosons massifs W
 
, W   et Z0, au travers
d’un mécanisme de brisure de symétrie.
1.1.1 Les symétries du Modèle Standard
Dans les théories modernes, le rôle des symétries est fondamental car toute symétrie induit la conser-
vation de grandeurs physiques. En physique des particules, le cadre de la description des systèmes est
celui de la théorie quantique des champs. Celle-ci est généralement construite à partir d’un formalisme
lagrangien. Dans ce formalisme, le lagrangien doit être invariant sous les transformations associées
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aux symétries. Les symétries peuvent être classées en deux catégories : les symétries externes qui s’ap-
pliquent aux variables d’espace temps (c’est le cas du groupe de Poincaré) et les symétries internes
qui s’appliquent aux variables propres de la particule (charge électrique, couleur . . . ). L’ invariance
d’un lagrangien par rapport à un groupe de symétrie interne est réalisée en général par l’intermédiaire
de la transformation du champ suivante :
ψ

x     eieαψ

x  (1.1)
Si le paramètre α est constant en tout point de l’espace x, la transformation est dite transformation
de jauge globale. Au contraire, si α varie avec la position, on parle de théorie de jauge locale. La
transformation 1.1 est en général matricielle si le groupe de symétrie considéré est non-abélien. Les






1  Y pour l’interaction électro-faible (combinaison de l’interaction électroma-
gnétique et faible) et SU  3  c pour l’interaction forte.
1.1.2 L’interaction électromagnétique
Dans l’électrodynamique quantique (QED), l’interaction électromagnétique est expliquée comme
l’échange de photons entre fermions élémentaires possédant une charge électrique. Le photon est
donc le vecteur de l’interaction électromagnétique. Le photon n’ayant pas lui même de charge élec-
trique, les particules qui échangent des photons conservent leur charge électrique après l’échange.
La masse du photon étant nulle, la portée de l’interaction électromagnétique est infinie. Le champ
électromagnétique est une conséquence de l’invariance de jauge fondée sur le groupe U  1  em des
matrices unitaires à une dimension. L’intensité de l’interaction électromagnétique est caractérisée par
la constante de structure fine α

e2
4piε0  c 
1
137 et dont la valeur dépend (faiblement) du moment
transféré. Le couplage d’un photon avec un fermion est caractérisé par un courant électromagnétique





FIG. 1.1 – Couplage électromagnétique avec Q la charge de la particule en unités de e
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1.1.3 L’interaction faible
Spineurs droit et gauche
Feynman et Gell-Mann ont modifié la théorie de Fermi pour y ajouter un ingrédient qui brise expli-
citement la parité. Pour cela, ils ont utilisé la décomposition d’un spineur de Dirac en partie droite et











La matrice γ5 permet de définir des grandeurs pseudo-scalaires et pseudo-vectorielles : ψ¯γ5ψ et
ψ¯γµγ5ψ qui violent la symétrie de parité. La théorie de Feynman et Gell-Mann utilise un lagran-
gien, appelé V-A, qui provient de la soustraction d’un vecteur axial (pseudo-vecteur) (A) d’un vecteur
polaire (V), qui brise explicitement la symétrie discrète de parité et est conforme à tous les phéno-
mènes de l’époque impliquant l’interaction faible. Or la théorie V-A originelle ne peut être considérée
comme une théorie fondamentale des interactions faibles puisqu’elle n’est pas renormalisable. La non
conservation de la parité est une conséquence du fait que seuls les neutrinos gauches existent.
L’interaction faible agit entre les quarks et les leptons que l’on peut considérer comme porteurs d’une
charge faible. Étant donné la faiblesse de cette interaction, ses effets ne sont mesurables que dans les
processus pour lesquels les interactions électromagnétique et fortes ne sont pas permises par les lois
de conservation. La désintégration du neutron est l’exemple type de l’interaction faible :
n   p  e    ¯νe (1.3)




FIG. 1.2 – Diagramme de Feynman décrivant le couplage d’un fermion aux bosons intermédiaires,
vecteurs de l’interaction faible.
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Puisque le boson W est électriquement chargé, les fermions f1 et f2 sont obligatoirement deux parti-
cules différentes alors qu’elles peuvent être identiques (diffusion élastique) dans le cas de l’échange
d’un Z0 . Les vecteurs de l’interaction faible sont les bosons massifs W
 
et Z0 de masses, MW 
80  42 GeV   c2 et MZ  91  19 GeV   c2. L’échange d’un boson W
 
a pour effet de changer la charge
du lepton impliqué dans l’interaction ; ce processus est appelé réaction à courant chargé. Les proces-
sus donnant lieu à l’échange d’un boson Z0 sont appelées réactions à courant neutre. L’intensité de
l’interaction faible peut être estimée à partir de la mesure de la vie moyenne d’une particule dans une
désintégration purement faible et la comparaison avec la vie moyenne mesurée dans une désintégra-
tion purement électromagnétique. La décroissance purement hadronique de l’hypéron sigma :
Σ     n  pi   (1.4)
ne conserve pas l’étrangeté et est donc interdite pour l’interaction forte. La valeur de la vie moyenne
est égale à 10   10 secondes. La décroissance électromagnétique du partenaire neutre de l’hypéron
sigma :
Σ0   Λ0  γ (1.5)
est elle aussi interdite pour l’interaction forte par la conservation de l’isospin (l’hypéron sigma est un
triplet d’isospin et l’hypéron lambda un singlet d’isospin). La valeur de la vie moyenne est égale à
10   19 secondes. La racine carrée du rapport des deux vies moyennes donne l’ordre de grandeur du
couplage faible effectif, soit 10   5 fois plus faible que le couplage de l’interaction électromagnétique.
Dans la limite des moments transférés petits par rapport à la masse des bosons intermédiaires, la








1  16610   5GeV   2 (1.6)
la valeur numérique étant obtenue à partir du taux de décroissance expérimental. Dans cette expres-
sion, g est la constante de couplage faible.
1.1.4 L’unification électro-faible
Weinberg [63], Salam [52] et Glashow [25] proposèrent dans les années 1970 une théorie des inter-
actions faibles dans laquelle l’état fondamental (le vide) est asymétrique, conséquence d’une brisure
spontanée de symétrie.
La théorie électro-faible est une théorie de jauge basée sur le produit de groupe SU  2  L  U

1  Y . Elle
comporte donc 3 champs de jauge pour SU  2  L (le nombre de générateurs), qu’on notera Aaµ (a=1,2,3)
avec une constante de couplage g et un champ de jauge pour U(1), qu’on notera Bµ avec une constante
de couplage g’. Par analogie avec le spin, l’espace abstrait sur lequel agit le groupe SU

2  L est ap-
pelé espace d’isospin faible. L’isospin faible est un nombre quantique attribué à chaque fermion et
il doit être conservé lors de l’interaction mettant en jeu les bosons Aaµ (a=1,2,3). Le champ de jauge
U(1) se comporte en principe de la même manière que le champ électromagnétique, sauf qu’il ne se




 Q  T3  , où Q est la charge électrique et T3 est la troisième composante de l’isospin faible.
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Les spineurs droitsforment des singulets d’isospin faible, ce qui signifie qu’ils n’interagissent pas
avec le champ de jauge SU  2  L.



















































































TAB. 1.1 – Charge électrique, troisième composante de l’isospin faible et hypercharge des différents
fermions
Mécanisme de Higgs
Dans cette théorie électro-faible, les fermions des doublets gauche (états propres de l’interaction
électro-faible) ainsi que les bosons de l’interaction sont de masse nulle. Le mécanisme de Higgs
modifie le contenu physique de la théorie électro-faible décrite ci-dessus en conférant une masse à
3 des 4 bosons de jauge et en donnant une masse non nulle aux fermions. Il se base sur la présence
dans la théorie d’un champ scalaire en plus des fermions et des champs de jauge. Ce champ scalaire
représente un boson de spin zéro, qui forme cependant un doublet complexe d’isospin faible et qui








A1µ 	 A2µ  (1.7)
Z0µ 















La combinaison Aµ est le champ électromagnétique qui demeure sans masse après le mécanisme de
Higgs. On exprime souvent les combinaisons des champs A et Z en fonction de l’angle de Weinberg
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Couplages des fermions aux bosons de jauge électro-faible
La forme du couplage dépend du boson considéré.




Couplage au boson chargé W :
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Les coefficients c fV et c
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Ces couplages apparaissent dans les courants utilisés pour calculer des amplitudes de diffusion. Lors
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TAB. 1.2 – Charge faible vectorielle et axiale des différents fermions
de la diffusion élastique électron-proton, seuls les courants neutres sont effectifs, étant donné qu’il
n’y a pas de changement de saveur de fermion.
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1.2 Structure interne du proton en diffusion élastique électron-
proton
Après avoir introduit la notion de facteurs de forme électromagnétiques et faibles du nucléon, nous
montrerons comment on peut accéder, à la détermination pour chaque saveur de quark, de sa contri-
bution à la charge et à l’aimantation du nucléon.
1.2.1 Les facteurs de forme électromagnétiques
Le couplage d’une particule élémentaire à un photon est déterminé par sa charge et son moment ma-
gnétique. Pour une particule composée comme le proton, ceci inclut les facteurs de forme qui reflètent
les distributions de charge et de courant à l’intérieur de la particule.
Considérons la diffusion élastique d’un électron de quadri-impulsion pe sur un proton de masse MN









 PN . L’amplitude de transition associée à l’échange d’un photon








jeme   ν (1.11)




2γ (  )
FIG. 1.3 – Disgramme de Feynman de la diffusion élastique électron-proton. Un photon virtuel est
échangé entre le bas leptonique et hadronique.
spin 12 :
jeme   ν   e    ˆJ γ   eµ  e   u¯e   γµue (1.12)
où ue et u¯e
  sont respectivement le spineur de Dirac à 4 composants du lepton (électron) et son adjoint.
Pour le nucléon, le courant doit tenir compte de sa structure interne vis-à-vis de l’interaction électro-
magnétique. Le courant hadronique le plus général tenant compte de l’invariance de Lorentz, de la
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conservation du courant, de l’invariance par symétrie de renversement du temps, ainsi que de l’inva-
riance par symétrie discrète de parité est donné par l’expression 1.13 :
jemP  ν   e    ˆJ γ   Pµ  e   u¯p    F
γ 	 N
1







qν  up (1.13)
où F γ 	 N1 et F
γ 	 N
2 sont les facteurs de forme électromagnétiques de Pauli-Dirac. Ils sont réels et ne dé-
pendent que du transfert Q2 ; up et u¯p   sont le spineur de Dirac à 4 composants du nucléon et son
adjoint.
Les formules des sections efficaces sont généralement exprimées en fonction des facteurs de forme de
Sachs qui sont des combinaisons linéaires des facteurs de forme de Pauli et Dirac :





Gγ 	 NM  F
γ 	 N
1
 F γ 	 N2 (1.14b)





A la limite non-relativiste, ou bien lorsqu’on se place dans le repère de Breit1, les facteurs de forme
électrique et magnétique peuvent être interprétés comme les transformées de Fourier des densités de
charge et de courant à l’intérieur du nucléon. Leur normalisation à Q2

0 est donc reliée aux proprié-














κp  2  29 (1.15b)
µp est le moment magnétique du proton, et QN la charge électrique. Dans le cas non-relativiste, et
compte tenu de l’interprétation des facteurs de forme comme des transformées de Fourier de charge,








Il faut bien réaliser que la vision classique dans laquelle on interprète les facteurs de forme comme
des transformées de Fourier des densités de charge et de courant est erronée dans le cadre de la théorie
quantique. En effet pour parler de distribution de charge, il faut définir le centre du nucléon, qui n’a
pas de sens en théorie quantique.
1Référentiel dans lequel les électrons incident et diffusé ont des impulsions opposées, ce qui implique un moment
transféré (impulsion du photon échangé) nul
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Mesure des facteurs de forme : diffusion élastique ep  ep
L’amplitude de la diffusion élastique (1.11) permet de calculer l’expression de la section efficace
















































dΩ  Mott 
α2 cos2

θe     2 
4E2e sin4
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correspond à la section efficace élastique électron-proton où le proton est considéré sans struc-
ture comme l’électron. ε est la polarisation transverse du photon virtuel échangé.




, permet d’obtenir une combinaison linéaire des facteurs de forme électrique et magné-
tique. Il est possible de déterminer complètement ces facteurs de forme en réalisant une autre mesure
à une cinématique différente mais pour la même valeur de Q2 . Cette procédure est connue sous le nom
de séparation de Rosenbluth.
Le facteur de forme électromagnétique du proton
De nombreuses mesures ont été réalisées depuis les années 1960 pour déterminer le facteur de forme
du proton à différentes valeurs de Q2 . Ces valeurs sont reportées sur la figure 1.4.
Il est possible d’ajuster les variations des données expérimentales des facteurs de forme électroma-
gnétiques en fonction du Q2 [9] avec un modèle dipolaire [17].












avec Mv  0  843 GeV .
Un modèle dipolaire suggère que les distributions de charge et de magnétisation ont une forme expo-
nentielle dans le proton (le passage d’une distribution exponentielle à une distribution dipolaire se fait
par transformée de Fourier).
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FIG. 1.4 – Facteur de forme du proton comme une fonction du Q2
FIG. 1.5 – Rapport des facteurs de forme électrique et magnétique au modèle dipolaire [33, 22, 55]
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Le modèle dipolaire est une bonne approximation des facteurs de forme électromagnétiques pour des
faibles transferts (inférieurs à 1  GeV   c  2). Au delà de 1  GeV   c  2, le modèle est insuffisant, notam-
ment pour le facteur de forme électrique (cf. figure 1.5).
Compte tenu de ce que GE et GM soient tous deux proportionnels à

G  D, leur rapport GE /GM doit





GeV   c  2.
Plusieurs mesures ont été faites en diffusion élastique électron-proton au Jefferson Laboratory jusqu’à
un transfert de 6

GeV   c  2 [22]. On constate que le rapport des facteurs de forme n’est plus constant
mais possède une dépendance en Q2 (cf. figure 1.6). Ces deux approximations sont valables dans le
cadre de G0 dont les mesures sont prévues jusqu’à 1  GeV   c  2 mais nous devrons tenir compte des
incertitudes dans le calcul des erreurs systématiques.
∓Ay(ϑi)(Snt,ihPt + Sn`,ihP`) cosϕi}, (3)
where the product runs over all events, Np, ± stands for
the sign of the beam helicity and h is the beam polariza-
tion. The analyzing power and beam helicity eventually
cancel in forming the ratio hAyPt/hAyP`.















FIG. 3. The ratio µpGEp/GMp from this experiment and
Jones et al. (Ref. [11]), compared with theoretical calcula-
tions. Systematic errors for both experiments are shown as a
band at the top of the figure.
The new results for the ratio µpGEp/GMp are pre-
sented in Fig. 3, with statistical error bars, together with
the data of Ref. [11]. The systematic errors are repre-
sented by the bands at the top. The new data are tab-
ulated in Table I, with their statistical and systematic
errors. The main sources of systematic errors are related
to the spin precession. Those can be divided into three
parts. Our analysis shows that the major part is the error
associated with the uncertainty in the total bending an-
gle in the non-dispersive plane of the spectrometer, due
to misalignment of the magnetic elements of the spec-
trometer. A careful study of this misalignment has been
done recently in Hall A [22], reducing the systematic er-
ror compared to Ref. [11] at Q2 = 3.5 GeV2 by a factor
of six. The other sources of error in the precession are re-
lated to uncertainties in the dipole fringe field model, and
to the bending angle in the dispersive plane. Systematic
errors associated with proton momentum, electron beam
energy and electron scattering angle give smaller contri-
butions. No radiative corrections have been applied to
the ratio, as no full calculation of polarization observ-
ables for ep scattering exists. Afanasev et al. [23] have
calculated the single photon emission corrections to the
two polarization observables in hadronic variables. The
two corrections are of the same sign, negative, and are
each of the order of 1%; thus they largely cancel when one
takes the ratio. Other contributions due to two photon-
exchange, virtual Compton scattering and interference
terms are expected to be at the percent level [24].
A straight line fit has been applied to the ratio
µpGEp/GMp in the range 0.5 < Q




= 1− 0.13(Q2 − 0.04) (4)
Using this Q2-dependence as a constraint on GEp, the
Rosenbluth separation data have been reanalyzed. This
brings a correction of the order of 1.5 to 3% to the mag-
netic form factor [25].
Also shown in Fig. 3 are the results of some theoreti-
cal calculations which discuss possible interpretations of
a decrease of the ratio µpGEp/GMp. Several authors have
studied different effects within the framework of the con-
stituent quark model (CQM); all emphasize the neces-
sity of both kinematic and dynamic relativistic correc-
tions. Franck, Jennings and Miller [26], in their study of
nuclear medium effects on nucleon electromagnetic form
factors, used Schlumpf’s light-front wave function in an
early relativistic CQM [27] to compute the free proton
elastic form factors (dashed curve). Based on the data
of Ref. [11], Cardarelli and Simula [28] show that a sup-
pression of the ratio can be expected in the CQM, if
the relativistic effects generated by the SU(6) symme-
try breaking caused by the Melosh rotations of the con-
stituent spins are taken into account. Their prediction is
shown using point-like quark constituents (dotted curve)
and constituent quark form factors (solid curve). Wa-
genbrunn et al. [29] (thin long-dashed curve) reach a rea-
sonable agreement with all electroweak nucleon form fac-
tors in their point-form spectator approximation (PFSA)
prediction of the Goldstone boson exchange CQM [30].
Other types of models try to describe the dynamic fea-
tures of the nucleon. Holzwarth [31] (thick long-dashed
curve) uses a relativistic chiral soliton model, which gives
remarkable agreement with the data. Lomon [32] used
the world data, including Ref. [11], to perform a fit within
the Vector Meson Dominance (VMD) model, where the
ρ meson contribution is determined by dispersion rela-
tions (dot-dashed curve). It is worthwhile to note that
while some models can reproduce the observed behavior
of µpGEp/GMp, they are all based on effective theories
and have parameters that can be adjusted to fit the data.
No model so far can accurately describe all form factors
of the nucleon, as is necessary to fully understand the
strong interaction.
The result can also be expressed in terms of the non
spin-flip Dirac form factor F1p, and spin-flip Pauli form






κp (1 + τ)
(5)
4
FIG. 1.6 – Mesures du rapport des facteurs de forme pour différentes valeurs du Q2 [22]
Le facteur de forme électromagnétique du neutron
Le courant électromagnétique hadronique pour le neutron prend un forme très similaire à celle du
proton avec des facteurs de forme qui n’ont pas les mêmes conditions aux limites. En effet, à la limite












µn   1  913 (1.20b)
Compte tenu de la difficulté d’obtenir des cible de neutrons, les facteurs de forme du neutron sont
beaucoup moins bien connus que ceux du proton. Leur mesure a été faite en diffusion quasi-élastique
sur une cible de deutérium à Q2 =0.15  GeV   c  2 [28], Q2   0  2
 
0  7 

GeV   c  2 ou d’hélium-3 [51].
Deux difficultés viennent détériorer la précision des résultats :
– l’interaction nucléon-nucléon dépend du moment de Fermi des nucléons dans le noyau qui donne
aux nucléons une impulsion non nulle et mal connue
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FIG. 1.7 – Mesures de Gγ 	 nE en diffusion quasi-élastique d’électrons polarisés sur cibles de deutérium
et d’hélium-3
– la charge du neutron étant nulle, le facteur de forme électrique du neutron a une valeur très faible,
ce qui rend difficile une séparation de Rosenbluth.
Comme pour le proton, le facteur de forme magnétique du neutron peut être ajusté avec un modèle
dipolaire, mais une déviation par rapport au modèle a été constatée [18, 37]. Pour le facteur de forme
électrique du neutron, la paramétrisation de Galster [17] reproduit correctement les mesures expéri-








1  5  6τ (1.21)
Les facteurs de forme faibles dans la diffusion électron-proton
Les interactions faibles mettent en jeu deux types de bosons de jauge massifs, associés au courant
neutre et au courant chargé. Les courants chargés modifient la charge électrique et la saveur des
fermions auxquels ils se couplent. Or, lors de la diffusion élastique électron-proton, les saveurs de
fermions restent inchangées puisqu’on les retrouve dans l’état final. Donc les seuls couplages interve-
nant lors de la diffusion électron-proton sont le couplage électromagnétique avec l’échange du photon
et le couplage faible avec l’échange du Z0.
Le couplage du Z0 à l’électron fait intervenir un terme en γ5 permettant la violation de la parité et le
courant faible s’écrit :
jZe   µ   e    ˆJ γ   eµ  e   u¯e  


 1  4 sin2 θW  γµ  γµ γ5

ue (1.22)
Pour le proton, la paramétrisation du courant faible fait intervenir, comme dans le cas électromagné-
tique, des facteurs de forme tenant compte de sa structure interne. Nous pouvons exprimer le courant
hadronique faible comme la somme d’un courant hadronique vectoriel et d’un courant hadronique
axial. Nous utilisons les notations de Musolf et collaborateurs [46] :
1.2. Structure interne du proton en diffusion élastique électron-proton 25













où ˜FP1 et ˜F
P
2 sont les facteurs de forme faibles.
Le courant hadronique axial s’exprime comme :











Dans cette expression, les termes violant la parité (en γ5) sont paramétrisés par le facteur de forme
axial ˜GPA et le facteur de forme pseudo-scalaire
˜GPp . Dans la suite, nous ne tiendrons pas compte du
facteur de forme pseudo-scalaire qui n’apparaît que dans l’expression de l’amplitude de diffusion pu-





2 jZe   µP µν jZp   ν (1.25)









q2  MN 2
(1.26)
On définit comme dans le cas des facteurs de forme électromagnétiques, les facteurs de forme faible
neutre électrique et magnétique GZ 	 pE
 Q2  et GZ 	 pM
 Q2  à partir des facteurs de forme faibles de Dirac et
Pauli FZ   p1
 Q2  et FZ   p2





 Q2   τ ˜FP2





 Q2   ˜FP2
 Q2  (1.27b)
Contribution des quarks aux facteurs de forme
Le nucléon est constitué de quarks de valence entourés d’une mer de gluons et de paires de quark-
antiquark. Il est raisonnable de supposer que seuls les quarks se couplent aux bosons de jauge électro-
faible (le photon et le Z0 dans le cas de la diffusion élastique électron-proton). En considérant les
quarks comme des fermions ponctuels élémentaires de la QCD, leur couplage au champ électro-faible
passe par les courants suivants :
– le courant vectoriel électromagnétique : ˆJ EMµ   f  Q f u¯f γµ u f
– le courant vectoriel électro-faible : ˆJ NCµ   f  c
f
V u¯f γµ u f
– le courant axial électro-faible : ˆJ NCµ5   f  c
f
A u¯f γµ γ5 u f
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Les variables Q f , c fV et c fA sont respectivement les charges électromagnétique, faible vectorielle et












t  . Les quantités u f sont les bi-spineurs de
Dirac associés à chaque quark de saveur f. Ces courants s’expriment à l’intérieur du nucléon en faisant
agir les opérateurs de courant sur les états du nucléon |N> pour :
– le courant vectoriel électromagnétique : JEMµ   f   N  ˆJ
EM
µ   f N    N Q f u¯f γµ u f N 
– le courant vectoriel électro-faible : JNCµ   f   N  ˆJ
NC
µ   f N    N  c
f
V u¯f γµ u f N 
– le courant axial électro-faible : JNCµ5   f   N  ˆJ
NC
µ5   f N    N  c
f
A u¯f γµ γ5 u f N 
Les opérateurs de courant électromagnétique et faibles du proton peuvent s’exprimer comme une
combinaison linéaire des opérateurs de courant des quarks constituants.




ˆJ EMµ   f  ∑
f
Q f u¯f γµ u f (1.28a)








V u¯f γµ u f (1.28b)








A u¯f γµ γ5 u f (1.28c)
Cette décomposition linéaire reste valable lorsqu’on passe aux éléments de matrices en faisant agir
les opérateurs courants sur les états du nucléon :
 N  ˆJ EMµ   N
 Q2  N 
 ∑
f
Q f  N  ˆJ EMµ   f
 Q2  N  (1.29a)
 N  ˆJ NCµ   N





V  N  ˆJ
NC
µ   f
 Q2  N  (1.29b)
 N  ˆJ NCµ5   N





A  N  ˆJ
NC
µ5   f
 Q2  N  (1.29c)
De la même manière que pour le nucléon, il existe une paramétrisation des éléments de matrice des
courants des quarks avec des facteurs de forme. Cette décomposition n’a pas la même signification
que pour le proton qui possède une structure contrairement aux quarks. Elle permet de dire que chaque
quark du proton contribue, selon ses nombres quantiques, aux propriétés électro-faibles du proton.










F γ 	 f2  U (1.30a)










FZ   f2  U (1.30b)






γµγ5GZ   fA  U (1.30c)
Dans la suite, nous limitons les sommes sur les saveurs des quarks aux 3 saveurs les plus légères
u, d et s. En effet seules les saveurs u et d apparaissent explicitement dans la fonction d’onde du
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nucléon. Les autres saveurs ne se manifestent avec d’autant moins de probabilité que les quarks sont
plus lourds [34]. Cette approximation conduit à une erreur de 10   4 sur le courant vectoriel et de 10   2
sur le courant axial.
Après identification des expressions des éléments de matrice des courants électro-faibles du proton
(équations 1.29), nous obtenons une décomposition des facteurs de forme du proton en fonction des
“facteurs de forme ” des quarks :
F γ 	 N1 	 2  ∑f Q f F
f   N  
1 	 2 (1.31a)
FZ   N1 	 2  ∑f c
f
V F
f   p  
1 	 2 (1.31b)
GZ   NA  ∑f c
f
AGZ   fA (1.31c)
On peut également introduire les facteurs de forme électrique et magnétique de Sachs.





Gγ 	 fM  F
γ 	 f
1
 F γ 	 f2 (1.32b)
Décomposition vectorielle des facteurs de forme
Le proton et le neutron font partie du même doublet d’isospin fort. La symétrie d’isospin permet
d’assurer une contribution symétrique des quarks u et d aux facteurs de forme du proton et du neu-
tron. La symétrie d’isospin n’est qu’une symétrie approchée des interactions fortes. Elle est violée
par des effets d’ordre md   mu4pi fpi  1%, où md et mu sont les masses des quarks et fpi la constante de
désintégration du pion. Les effets de violation de l’isospin fort dans le cadre des interactions fortes
sont donc très faibles, et dans la pratique beaucoup plus faibles que les violations dues à l’interac-




1 	 2  F
d   n  
1 	 2  Fu1 	 2 (1.33a)
Fd
  p  
1 	 2  F
u   n  




d   n  




u   n  
A  GdA (1.33d)
Etant donné que les quarks étranges n’apparaissent que dans la mer du proton et du neutron, ils
contribuent de façon identique à leur propriétés :
F s
  p  
1 	 2  F
s   n  




s   n  
A  GsA (1.34b)
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Nous pouvons réécrire les équations 1.31 pour chaque nucléon afin d’isoler les contributions des
différents quarks.
F γ 	 p1 	 2 
2
3
Fu1 	 2 
1
3
Fd1 	 2 
1
3
Fs1 	 2 (1.35a)













1 	 2 (1.35b)
˜FP1 	 2 





Fu1 	 2 







 F s1 	 2  (1.35c)





 Fd1 	 2 







 F s1 	 2  (1.35d)
Ces mêmes décompositions s’appliquent aux facteurs de forme de Sachs dont les relations aux fac-
teurs de forme de Fermi-Dirac sont données dans les équations 1.14 et 1.27. En ne prenant que les
facteurs de forme électromagnétiques du proton et du neutron, on se retrouve avec un système à 4
équations et 6 inconnues qui sont les contributions des différentes saveurs de quarks. Afin de résoudre
complètement le système d’équations, nous devons tenir compte de l’interaction électro-faible qui
donne deux équations supplémentaires permettant de résoudre notre système.
GuE 	M 

3  4sinθW 2  G
γ 	 p
E 	M  G
Z 	 p
E 	M (1.36a)
GdE 	M  2

1  2sinθW 2  G
γ 	 p
E 	M





1  4sinθW 2  G
γ 	 p
E 	M  G
γ 	 n
E 	M  G
Z 	 p
E 	M (1.36c)
En utilisant les équations 1.35, il est possible d’exprimer les facteurs de forme faibles neutres de
Sachs en fonction des contributions des différents quarks. Nous pouvons exprimer les facteurs de
forme faibles en fonction des facteurs de forme électrique et magnétique du proton et du neutron ainsi
que de la contribution du quark étrange :






























Les termes GsE 	M sont les contributions des quarks étranges aux facteurs de forme électriques et magné-






donnés dans l’article de Musolf et collaborateurs [46] :
ξPV  1  4sinθW 2 (1.38a)




V   1 (1.38c)
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Les facteurs de forme axiaux







 Q2   GdA










 Q2   GdA




A la limite non-relativiste (Q2

0), le facteur de forme GA  GuA  GdA , déterminé par la désintégra-





1  2670 	 0  0035. Le facteur de forme axial suit une dépendance











avec MA  1  069 	 0  016

GeV   c2  .
Corrections radiatives électro-faible
La diffusion électro-faible électron-proton fait intervenir des diagrammes d’ordre supérieur qui peuvent
apparaître dans l’expression de l’asymétrie de violation de la parité. On peut classer les corrections
radiatives électro-faible dans deux catégories [46] :
– corrections à un quark : les corrections électro-faible impliquent un seul des quarks du proton (cf.
figure 1.8)







P P P P
FIG. 1.8 – Exemples de processus d’ordre supérieur mettant en jeu un seul quark du proton
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FIG. 1.9 – Exemples de processus d’ordre supérieur mettant en jeu plusieurs quarks du proton
Il est pratique d’exprimer les différents opérateurs de courant en fonction d’opérateurs de courant octet
et singulet dans la représentation SU

3  f . Les corrections radiatives électro-faible se manifestent par
des facteurs de correction à apporter aux facteurs de forme du nucléon.
ξPV 

1  4sinθW 2 

1  RPV  (1.41a)
ξnV  











où les corrections RPV et R
n
V sont des combinaisons linéaires iso-vectorielles et iso-scalaires. Les valeurs
données par Musolf [46] sont :
RPV   0  0529 R
n
V   0  0144 R
 
0 
V  0 (1.42)
Les facteurs de forme axiaux apparaissant explicitement dans l’expression de l’asymétrie sont données
par :
˜Gp 	 nA 
GZ 	 p 	 nA
2
(1.43)
Le facteur de forme axial s’exprime sous SU

3  F comme :
GZ 	 pA 
ξT   0A G
  3  
A











GZ 	 nA 
 ξT   1A G
  3  
A











De même pour la partie vectorielle, les facteurs axiaux ξA incluent les facteurs de corrections RA par
les relations :














RT   0A  (1.45b)
ξT   1A  2

1  RT   1A  (1.45c)
A la limite Q2 =0, G   3  A et G
  8  




























3F  D 

 0  17 (1.46b)
Pour les valeurs de Q2 différentes de 0, G   3  A et G
  8  




















3F  D  GAD (1.47b)




ξT   1A G
  3  
A




ξT   0A G
  8  
A
 Q2  (1.48b)





 Q2   GT   0A












 GT   1A
 Q2   GT   0A









Le facteur de forme axial étrange suit le modèle dipolaire :










1  λ   s  A τ
(1.50)
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Asymétrie de violation de la parité
Dans le but de remonter aux contributions des quarks étranges aux propriétés électrique et magné-
tiques du proton, il est impératif de mesurer les facteurs de forme faibles du proton. Pour cela, il
existe deux solutions : la diffusion élastique νp et la diffusion élastique ep. La diffusion neutrino-
proton est un processus purement faible alors que la diffusion électron-proton est un mélange entre
les interactions faibles et électromagnétiques, avec un bras de levier énorme compte tenu de la diffé-
rence d’intensité entre les deux types d’interactions.
Les sections efficace νe ou ¯νe ont été mesurées par l’expérience E734 à Brookhaven. L’énergie
moyenne des faisceaux était  Eν¯  1  2GeV  pour les anti-neutrinos et  Eν  1  3GeV  pour
les neutrinos (Q2    0  4
 
1  2 


























1  τ 
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FZ   p2 
2




















GZ 	 pA 
2   FZ   p1 




L’utilisation des faisceaux de neutrinos est certes intéressante mais les facteurs de forme déduits de
ces mesures sont entachés de barres d’erreurs très importantes et les mesures sont trop sensibles au
paramètre MA du facteur de forme axial.
La diffusion électron-proton est un processus électro-faible, qui se manifeste par l’échange des bosons
de jauge virtuels que sont le photon et le Z0. Étant donné que ces deux processus ont le même état
final (un électron et un proton), la section efficace est donnée par le carré de la somme des amplitudes
de diffusion :







Dans le domaine de Q2 compris entre 0 et 1  GeV   c  2, le processus électromagnétique domine très
largement sur le processus faible. En effet dans cette gamme en énergie transféré, la norme de l’am-
plitude Mγ est 105 fois plus faible que celle de l’amplitude MZ, le plus gros du facteur venant de
l’expression des propagateurs qui sont proportionnels à l’inverse du Q2 pour le photon et à l’inverse
de sa masse2 pour le Z0 . La suite du développement théorique revient à répondre à la question :
2si on néglige le Q2 devant la masse du Z0, ce qui est justifié pour des valeurs de Q2  10  GeV  c  2
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comment mettre en évidence un phénomène complètement caché par un autre beaucoup plus
intense ? Une différence fondamentale entre les deux types d’interactions est la non conservation de
la symétrie de parité par les interactions faibles. Cette dissymétrie entre ces deux interactions agissant
conjointement lors de la diffusion élastique électron-proton, nous donne un moyen d’en extraire la
plus faible. La méthode consiste à faire deux expériences antisymétriques l’une de l’autre par la sy-
métrie discrète de parité, et de comparer les sections efficaces de chaque expérience. Une des manières
de mettre en évidence la violation de la parité est de renverser la chiralité de l’électron incident. Or
la chiralité n’est pas une variable “macroscopique” sur laquelle on peut agir. C’est donc sur l’hélicité
du faisceau qu’il faut agir pour obtenir la violation de la parité désirée. L’hélicité est définie comme
étant la projection du spin de la particule sur la direction de propagation. Dans le cas des électrons




2 . Comme la masse de l’électron n’est pas
nulle, pour un état d’hélicité donné, l’électron ne sera pas d’une chiralité parfaitement définie mais





électron gauche (L) et électron droit (R).
La section efficace élastique 1.53 peut être développée en tenant compte d’un ordre hiérarchique
donné pour un moment transféré de l’ordre de 1
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La méthode pour accéder au courant neutre est de mesurer l’asymétrie du taux de comptage entre la
diffusion (ep) pour les électrons droits (h

1
2 ) et gauche (h   12 ).
Faisons agir l’opérateur parité P sur la section efficace élastique.
P
















































































On peut en déduire l’expression de l’asymétrie de violation de la parité à partir d’une mesure des




2 et par (-) dans l’état d’hélicité h   12 . Compte tenu de sa faible valeur
(cf. 1.55) on néglige le carré de l’amplitude purement faible MZ  2 pour le calcul de l’expression de



















































































































devant le carré de l’amplitude purement électro-
magnétique Mγ  2 (cf. 1.55). Le calcul de l’asymétrie de violation de la parité à partir des expressions
des amplitudes de diffusion électromagnétique et faible donne une expression proportionnelle au pre-
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1  τ 

1  ε2  (1.65c)
où θe est l’angle de diffusion de l’électron et Mp la masse du proton. L’expression 1.64 comporte 3
inconnues : les contributions des quarks étranges aux facteurs de forme électromagnétiques du proton,
inclus dans les expressions des facteurs de forme faibles du proton GZ 	 pE 	M .
Les autres facteurs sont soit des facteurs cinématiques, soit les facteurs de forme électromagnétiques
du proton ou du neutron connues par des données expérimentales antérieures et des ajustements théo-
riques. Une mesure de APV à une valeur de Q
2
correspond à la détermination d’une combinaison
linéaire de GsE 	M et de G
s
A . Pour réussir à déterminer, pour un Q
2 donné, chacune des contributions
étranges, il est nécessaire de faire trois mesures au même Q2 avec des cinématiques différentes (sé-
paration de Rosenbluth). Nous pouvons réécrire l’expression de l’asymétrie 1.64 comme la somme




 A p 	 sPV (1.66)
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avec :















τGγ 	 pM G
γ 	 n





 GT   0A  
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Remarquons que l’asymétrie A p 	 0PV , qui ne contient pas d’étrangeté, est non nulle. En effet, la propriété
de violation de la parité du couplage faible est indépendante du contenu du proton. Une mesure d’asy-
métrie donne donc accès au contenu étrange sous la forme d’une déviation de la valeur de l’asymétrie
par rapport à une asymétrie sans étrangeté (encore appelée asymétrie du modèle standard). Afin de
rendre compte de l’importance relative de chacun des termes composant l’expression de l’asymétrie






2 APV  X1
 X T   0A G
T   0
A
 X T   1A G
T   1
A
 X sE G
s
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Les paramètres Xi contiennent des facteurs cinématiques ainsi que des facteurs de forme électroma-
gnétique connus. A une valeur de Q2 donnée, les facteurs de forme sont fixées. Seuls les facteurs
cinématiques ε et δ (1.65) qui dépendent de l’angle de l’électron diffusé peuvent varier à condition de
faire varier l’énergie incidente. La figure suivante nous montre la variation des paramètres Xi en fonc-
tion de l’angle de l’électron diffusé pour une valeur de Q2 fixée. Une expérience pour une valeur de
 en degreseθ











































FIG. 1.10 – Coefficients Xi en fonction de θe   pour un Q2 fixé à 0.25

GeV   c  2
Q2 donnée permet d’accéder à une combinaison linéaire des facteurs de forme étranges dont la valeur
relative des coefficients va dépendre de l’angle de diffusion de l’électron (ou bien du proton). A petit
angle électron, l’expérience sera sensible aux facteurs de forme électrique et magnétique (PVA4 et
HAPPEX) alors qu’à grand θe   , on mesure plutôt une combinaison de facteurs de forme magnétique
et axial (SAMPLE).
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1.2.2 Programme expérimental
Plusieurs expériences utilisent la propriété de l’interaction faible de violer la symétrie de parité pour
remonter aux facteurs de forme étranges. Deux d’entre elles ont publié des données aux angles avant :
l’expérience HAPPEX qui a lieu dans le Hall A du laboratoire Jefferson et PVA4 dans le Microtron
MAMI à Mayence en Allemagne. Les mesures ont été faites à une valeur du Q2 donc les résultats
sont des combinaisons linéaires des facteurs de forme étranges. L’expérience SAMPLE (situé à MIT,
Bates aux États-Unis) a publié des données aux angles arrière : elle est donc plus sensible au facteur de
forme axial. Enfin pour les expériences à venir, le but est de réaliser une séparation de Rosenbluth, soit
toute seule (expérience G0) soit en combinant leurs données à celles d’une expérience complémentaire
au même Q2 .
PVA4
L’expérience PVA4 a utilisé un faisceau de 854 MeV et détecte aux angles avant (entre 30   et 40   des
électrons. La combinaison linéaire des facteurs de forme étranges mesurées est [39, 16, 11, 38] :
GsE
 0  22GsM (1.68)
En 2001 et 2002, PVA4 a pris des données et a obtenu une asymétrie préliminaire à Q2 =0.225 de :
APV   7  3 	 0  5 	 0  8ppm (1.69)
la première erreur étant l’erreur statistique et la seconde l’erreur systématique. Pour l’avenir de PVA4,




GeV   c  2, afin de faire une sépara-
tion de Rosenbluth avec l’aide des données de SAMPLE.
HAPPEX
L’expérience HAPPEX a utilisé entre 1998 et 1999 un faisceau du Laboratoire Jefferson de 3.356
GeV sur une cible de LH2. Les électrons sont diffusés autour de 12  3   pour un Q2 de 0.477  GeV   c  2.
L’asymétrie mesurée vaut :
APV   15  05 	 0  98 	 0  56ppm (1.70)
Le résultat sur les facteurs de forme étranges est :
GsE
 0  392GsM  0  025 	 0  020 	 0  014 (1.71)
Bien que le résultat soit compatible avec une contribution des quarks étranges nulle sur les facteurs
de forme électrique et magnétique, ceci n’implique pas qu’ individuellement ces contributions soient
nulles.
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HAPPEX2-He-4
Le futur de l’expérience HAPPEX au Jefferson Laboratory sera réalisé par deux expériences : HAP-








GeV   c  2. En remplaçant la cible de LH2 par de l’He-4, l’asymétrie de violation
de la parité dépend uniquement du facteur de forme électrique. La combinaison du résultat de He-4
avec HAPPEX2 permettra de séparer les contributions des quarks étranges aux facteurs de forme du
proton.
SAMPLE
L’expérience SAMPLE [45, 54] mesure l’asymétrie de violation de la parité aux angles arrìère en
détectant des électrons entre 130 et 170 degrés. A cette cinématique, on est sensible aux facteurs de
forme axial et magnétique. Les mesures ont été faites à un Q2 de 0.091 GeV avec dans un premier
temps une cible de LH2 [45] et ensuite une cible de LD2 [64]. Une troisième mesure sur du LD2 a
été réalisée pour une plus faible valeur du Q2 ( = 0.038  GeV   c  2) [30], dans le but de comprendre
le déaccord qui existait pour la première mesure de GT   1A entre les prédictions théoriques de Zhu et al.
[65] et le résultat expérimental.
Les asymétries sont :
Ap   5  61 	 0  68 	 0  88ppm (1.72)
Ad   7  77 	 0  73 	 0  62ppm (1.73)
G0
L’expérience G0 a été prévue dans le but de faire une séparation de Rosenbluth pour trois valeurs
de Q2 : 0.3, 0.5 et 0.8  GeV   c  2. Afin de faire cette séparation, l’expérience G0 prend une série de
données aux angles avant dans laquelle le proton est détecté entre 48 et 77 degrés. Dans cette phase,
les asymétries sont mesurées pour des valeurs continues du Q2 entre 0.1 et 1.0  GeV   c  2. Ensuite, le
détecteur va être retourné (en 2005) pour prendre des données aux angles arrière où l’électron sera
détecté autour de 110   . Dans cette phase, seulles trois valeurs du Q2 seront mesurées en changeant la
valeur de l’énergie du faisceau à 424 MeV, 576 MeV puis 799 MeV. Aux angles arrière, le facteur de
forme axial contribue de façon non négligeable : afin de déterminer sa valeur et de séparer complè-
tement les facteurs de forme étranges, une dernière série de mesures sur cible de LD2 sera faite aux
angles arrière.
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Chapitre 2
Dispositif expérimental
2.1 Le Jefferson Laboratory
Le laboratoire TJNAF (Thomas Jefferson Accelerator Facility) est un laboratoire de recherche fonda-
mentale qui se trouve à Newport News (Virginie,USA). Un accélérateur d’électrons CEBAF (Conti-
nious Electron Beam Accelerator Facility) permet d’y obtenir un faisceau d’électrons de très grande
intensité (jusquà 100 µA) et avec une polarisation comprise entre 70% et 80%. Le principal objectif
du laboratoire TJNAF est d’étudier la physique du noyau atomique avec la sonde électromagnétique.
FIG. 2.1 – Schéma de l’accélérateur de Jefferson Laboratory
2.2 Le faisceau d’électrons
La précision sur la mesure de l’asymétrie est inversement proportionnelle au produit Pe

I dans lequel
Pe est la polarisation du faisceau et I son intensité. Pour avoir des taux de comptage élevées, la source
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d’électrons devra donc délivrer un faisceau très intense avec une polarisation élevée.
2.2.1 La source d’électrons polarisés
La production faisceau polarisé s’obtient par pompage optique d’un cristal d’arséniure de Gallium
(AsGa). L’état de spin des électrons est déterminé par la polarisation du faisceau laser incident (selon
des règles de sélection). Trois étapes sont nécessaires pour extraire les électrons :
– absorption d’un photon par un des électrons de la bande de valence. Puis transition de l’électron
excité vers la bande de conduction,
– diffusion de l’électron vers la surface du cristal,
– émission de l’électron dans le vide.
La structure en énergie de l’AsGa est bien connue. Il existe dans la zone de Brillouin un point Γ pour
lequel l’impulsion des électrons est nulle et qui correspond au minimum de l’énergie de la bande
de conduction et au maximum de la bande de valence. Le gap entre la bande de conduction et la
bande de valence est alors minimum et vaut Egap  1  43eV . Au point Γ de la bande de conduction








1 (état P) sur la bande de valence. La
dégénérescence en énergie des états P est levée par le couplage spin-orbite, en plaçant les états P1  2
(deux fois dégénérés) à une énergie inférieure de ∆E

0  33eV aux états P3  2 (dégénérés 4 fois).
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FIG. 2.2 – Structure en bande de L’AsGa. Pompage par un photon droit (trait plein) et un photon
gauche (pointtillés)
Considérons deux cas : Le cristal est éclairé par des photons polarisés circulairement droit (portant
un moment angulaire +1) et gauche (portant un moment angulaire -1). Pour un photon droit, les
transitions possibles sont donnée sur la figure 2.2 par les flèches en trait plein. Les probabilités de
2.2. Le faisceau d’électrons 41




















































Au vu de ces probabilités, le pompage de la couche P3  2 vers la couche S1  2 par des photons droit
produira trois fois plus d’électrons droit (ms   12 ) que d’électrons gauche (ms  12 ), et inversement










 N   
1  3





N    N  
N
 
 N   
3  1
3  1  50% (2.2b)
Par contre si on suppose que l’énergie des photons est supérieure à Egap
 ∆E, les transitions de la
couche P1  2 vers la couche S1  2 deviennent possibles. Les polarisations (2.2) deviennent nulles compte
tenu des probabilités (2.1). L’énergie des photons doit donc être strictement inférieure à Egap  ∆E et
supérieure à Egap. Cette énergie correspond à des photons de longueur d’onde comprise entre 690 et
850 nm (à CEBAF elle est de 780 nm soit une énergie de 1.59 eV [6] et [54]).
Les électrons peuplant la bande de conduction doivent diffuser dans le vide pour être accélérés. Or
l’affinité électronique de l’AsGa est de 4 eV. Afin de s’affranchir de cette barrière, on rajoute une
couche de Césium sur la surface de l’AsGa, diminuant ainsi son affinité électronique jusqu’à -0.4 eV.
Après cette étape, on arrive à environ 42% de polarisation.
Pour obtenir une polarisation supérieur à 50%, on utilise de l’arséniure de Gallium contraint
(AsGa72%P28%) qui permet de lever la dégénérescence de la couche P3  2 et d’obtenir un polarisation
théorique de 100% [2]. L’ajout de Phosphore permet de déformer la structure cristalline de l’arséniure
de Gallium.
2.2.2 Renversement de la polarisation
Toute expérience de violation de la parité est basée sur un renversement rapide et fréquent de l’hélicité
du faisceau. Afin de changer l’hélicité des électrons, on agit sur la source lumineuse en renversant la
polarisation des photons. Le renversement s’opère au niveau du laser par l’intermédiaire d’une cellule
de Pockels. Une cellule de Pockels est composée d’un cristal bi-axe dont chacun des indices optiques
dépend de la tension électrique auquel on le soumet. Si une onde plane de polarisation rectiligne arrive




2  6kV (resp. V   ) pour laquelle la cellule de Pockels se comporte comme une lame
quart d’onde. Lorsqu’une lumière incidente est polarisée rectilignement à 45   , l’onde transmise est
polarisée circulaire droit pour V   et gauche pour V   . Le temps de renversement de l’hélicité dépend
de la vitesse de basculement de la cellule ainsi que temps nécessaire pour que le cristal retrouve un état
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d’équilibre (typiquement 100 µs). Pour limiter les effets systématiques, le renversement de l’hélicité
entre les deux états d’hélicité est le plus rapide possible. Ainsi on limite les fausses asymétries qui
résulteraient d’une variation de paramètres du faisceau qui serait corrélée à l’hélicité.
2.2.3 Période d’acquisition et de renversement de l’hélicité
La période d’acquisition ainsi que la période de renversement de l’hélicité du faisceau (période de
renversement de la cellule de Pockels) sont un multiple de la période du secteur nord américain :
Tac  2TNAsecteur  2
1
60 s  33  3 ms (2.3)
La période Tac, appelée MPS pour Macro Pulse, est la somme de deux périodes (cf. figure 2.3) :
– une période courte (typiquement 500 µs) au cours de laquelle la polarisation des photons est ren-
versée, et la cellule de Pockels doit se stabiliser (notée Tsettle)
– et une partie appelée Tstable dans laquelle la cellule de Pockels est stable. La période Tstable vaut
exactement 1   30e s

33  333 ms grâce à un ocillateur à quartz.
FIG. 2.3 – Schéma de la structure en temps pour les changements d’hélicité.
On retrouve le signal MPS, H   et H   sont les signaux pour les hélicité plus et moins. Le signal du
quartet se note QRT et T120 est le signal du 120 Hz L’hélicité est tirée de manière pseudo-aléatoire
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par quartet et non par doublet. Ceci dans le but d’éliminer toute dérive linéaire, ce qui n’est pas le
cas lors d’un tirage par doublet. Le signal de l’hélicité est généré par paire (   ou   ) de façon







Le signal T120 correspond à un signal dont la fréquence fait 4 fois celle du MPS. Ce signal sert à
mesurer une éventuelle composante à 60 Hz dans les paramètres du faisceau.
2.2.4 Accélération des électrons
L’accélérateur CEBAF est constitué de deux accélérateurs linéaires (LINAC pour LINear ACcelera-
tor), composé chacun de 160 cavités radiofréquence supraconductrices, pour permettre d’accélérer les
électrons en leur fournissant une énergie maximale de l’ordre de 600 MeV à chaque passage. Entre
chaque LINAC, le faisceau est dévié de 180   dans un arc de recirculation. Le faisceau recircule ainsi
plusieurs fois avant d’atteindre un des 3 Halls expérimentaux avec une énergie finale comprise entre
800 MeV et 6 GeV. Un injecteur à 18 cavités permet d’accélérer les électrons jusqu’à 45 MeV avant
injection dans le premier LINAC. A la fin de la dernière accélération dans le second LINAC, des
séparateurs radiofréquence de 499 MHz permettent de distribuer le faisceau dans les 3 Halls expéri-
mentaux. L’énergie obtenue dans chaque Hall expérimental peut être différente. Elle est donnée par
la formule :
Einc  NEcycle
 Ein jecteur (2.4)
où Ecycle est l’énergie gagnée par les électrons pour un tour, N est le nombre de tours et Ein jecteur vaut
45 MeV.
2.2.5 Filtre de Wien
La source polarisée génère des électrons polarisés longitudinalement. Or, le transport des électrons
jusqu’aux Halls expérimentaux, nécessite un grand nombre d’éléments magnétiques dont l’effet est
de faire tourner le spin des électrons, ce qui conduit à une diminution de la polarisation du faisceau.
Afin d’ajuster le spin des électrons, on peut appliquer un champ magnétique qui aura pour effet de le










où g est le rapport gyromagnétique de l’électron, e sa charge et p son moment. En faisant varier le
champ magnétique, on peut contrôler la précession du spin. Or l’application d’un champ magnétique a
aussi pour effet de défléchir le faisceau. Pour corriger cette courbure, on applique un champ électrique














Pour changer l’orientation d’un spin dans les accélérateurs, on utilise un filtre de Wien, dispositif
contenant un champ électrique et un champ magnétique statiques et perpendiculaires entre eux. En
sortie du filtre, le spin des électrons aura précessé tandis que leur impulsion reste inchangé.
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2.3 Moniteurs de faisceau
Dans une mesure d’asymétrie, il est important de connaître l’état du faisceau dans chaque état d’héli-
cité pour être sûr que l’asymétrie que l’on mesure n’est pas la conséquence de changements systéma-
tiques de l’état du faisceau corrélée à l’hélicité des électrons. Il existe dans ce but plusieurs moniteurs
sur la ligne de faisceau de G0 pour mesurer en permanence la position du faisceau ainsi que son
intensité.
2.3.1 Les BPM (Beam Position Monitor)
Afin de connaître précisément la position du faisceau, on utilise des cavités résonnantes appelés BPM
(pour Beam Position Monitor) qui sont placées dans la ligne du faisceau. Afin que les électrons ex-
citent les modes transversaux électromagnétiques ou TM, sensibles à la distance des électrons par
rapport à l’axe du faisceau, on ajuste la fréquence de résonance de la cavité à celle de l’accélérateur.
Une fois ces modes TM excités, on les détecte grâce à quatre antennes placées symétriquement par
rapport à l’axe du faisceau. Pour avoir la position du faisceau, on calcule le centroïde des 4 électrodes





















La précision de la mesure est d’environ 100 µm.
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FIG. 2.4 – Moniteur donnant l’évolution de la position du faisceau
2.3.2 Les BCM (Beam Curent Monitor)
Fonctionnant sur le même principe que les BPM, les moniteurs de courant ou BCM utilisent aussi
des cavités résonnantes. Un couplage au mode T010 transversal de résonance permet d’être sensible à
l’intensité du faisceau. La mesure est faite en se couplant à la partie magnétique de la résonance. Une
calibration est nécessaire pour avoir une mesure absolue de l’intensité. En réalité, il existe deux BCM
qui sont chacun sensibles à des régimes d’intensité différents (0-20 µA) et (20-40 µA). Les positions
sur la ligne de faisceau des moniteurs d’intensité ainsi que les moniteurs de position sont représentées
sur la figure 2.5, avec :
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– en violet : le BMC. Ce sont des bobines (au nombre de 6), permettant de moduler la position et
l’angle du faisceau sur la cible.
– en vert : les BPM
– en rouge : SH (superharp) est une seconde méthode de mesure de la position du faisceau. Ce dis-
positif utilise trois fils de tungstène, qui balayent la région du faisceau à l’aide d’un moteur. Le
courant mesuré permet de connaître leur distance au faisceau donc sa position.
– en turquoise : les BCM
– en noir : le “Fast Raster” permettant d’agrandir la taille du faisceau sur la cible (de l’ordre de
2

2mm2 pour éviter un échauffement local trop important)
– en bleu : une cavité micro-ondes pour la mesure de la position en x et y ainsi que le monitoring de
la charge.
FIG. 2.5 – Schéma de la ligne de faisceau de G0 [36]
2.4 La mesure aux angles avant
Le détecteur G0 se trouve dans le Hall C de TJNAF représenté sur le schéma 2.6. On y distingue les
deux positions : dans l’axe du faisceau (pendant l’expérience) ou en position de repos (sur la gauche
du faisceau incident)











Out of Beam 















G  Beam Line
Instrumentation
       Girder
0
FIG. 2.6 – Schéma d’ensemble du Hall C
L’ensemble du détecteur G0 a fonctionné et pris des données pendant le run de démarrage (ou “com-
missionning”).
FIG. 2.7 – Photo représentant le détecteur G0 installé dans le Hall C.
2.4.1 Le spectromètre G0
Pour la mesure aux angles avant, les électrons sont diffusés à petit angle (5   θe  25   ), et le proton
de recul diffuse à 48    θp  78   . L’expérience G0 fut conçue dans le but d’avoir la plus grande
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acceptance de détection possible, et dans ce but, dans la phase aux angles avant, le proton de recul,
est détecté. La raison principale pour laquelle on ne détecte pas l’électron dans la phase aux angles
avant est que le taux de comptage provenant du bruit de fond serait trop élevé. L’angle solide pour la
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FIG. 2.8 – Schéma d’ensemble du spectromètre G0 dans la phase aux angles avant
La détection des protons est segmentée en 16 paires de scintillateurs correspondant chacun à un Q2
donné. L’énergie incidente est fixée à 3 GeV et dans ce cas, l’énergie du proton correspond à une
valeur de quadri-moment transféré dans l’intervalle 0  12  Q2  1  0  GeV   c  2. Le spectromètre G0
est divisé en 8 secteurs distincts ou octants (voir la figure 2.8).
Les éléments du détecteur G0
L’ensemble détecteur-aimant possède une symétrie cylindrique autour de l’axe du faisceau. Ceci a
pour conséquence de minimiser les effets systématiques dûs à la différence pour chaque état d’héli-
cité de la position transverse du faisceau. Le champ magnétique est en tout point orthogonal à l’axe
du faisceau et il est nul à l’intérieur d’un cylindre contenant la cible, évitant ainsi aux électrons d’être
déviés. En prenant des trajectoires de proton de recul initialement parallèles entre elles, il est pos-
sible de construire une surface à partir des points de rencontre des trajectoires. Cette surface porte le
nom de plan focal, plan sur lequel sont disposés les détecteurs permettant de mesurer le temps de vol
des particules. L’aimant est composé de 8 bobines toroïdales également espacées, et l’ouverture entre
deux bobines adjacentes correspond à un octant. Une bobine est composée de 144 spires d’un câble de
Niobium qu’on a placé dans une matrice de cuivre dont la section fait 10mm2. Pour être supraconduc-
trices, les bobines sont refroidies à une température de 2 K par de l’hélium-4 liquide. Les particules de
charge positives sont déviées vers le spectromètre (protons, pi   ). Pour un angle d’émission du proton
de recul, le point d’impact sur le plan focal ou le détecteur est indépendant du point d’interaction sur
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la cible. Dans la phase aux angles avant, le courant à l’intérieur des bobines est de 5000 A, générant
un champ magnétique de 1.6 T.m.
FPD (1 a 16) Q = 0.13 (GeV/c)2 2
Q = 0.70 (GeV/c)2 2Q = 0.70 (GeV/c)2 2
Cible
FIG. 2.9 – Différentes trajectoires suivies par les protons élastiques entre leur diffusion dans la cible
et leur détection sur les scintillateurs
Pendant le run de démarrage, l’aimant a fonctionné pendant toute une période à une intensité de 4500
A, puis au cours des dernières semaines du 1er commissionning en janvier 2003, la valeur nominale
de 5000 Ampères a été atteinte et tenue. Dans le but de réduire un maximum les produits inélastiques
(pions et protons), une série de trois collimateurs couplée au champ magnétique, permet de définir
l’acceptance du détecteur G0 et d’éviter une vue directe entre la cible et les scintillateurs. Ceci a pour
effet de réduire le taux de comptage des particules neutres (γ et neutrons), ainsi qu’une partie des
protons inélastiques (issus des réactions inclusives mettant en jeu un proton en voie de sortie). Les
collimateurs, formés de plomb (afin de ne pas modifier le champ magnétique, les éléments de détection
ne contiennent pas d’élément ferromagnétique) baignent avec l’ensemble du spectromètre dans un
cryostat maintenant le tout à une température de 4.5 K. Nous pouvons voir l’effet des collimateurs au
travers une simulation avec G0-GEANT (figure 5.6) dans le chapitre 5.
Les détecteurs
Pour chacun des 8 secteurs définis par les bobines supraconductrices, le système de détection est
composé de 16 paires de scintillateurs prolongées par des guides de lumière de dimensions variables
permettant aux photons d’accéder aux photomultiplicateurs. Afin d’éloigner les photomultiplicateurs
du champ magnétique, les guides de lumière sont très longs(jusqu’à 1.80 m) pour les petits détecteurs
(un blindage est aussi nécessaire à la protection des photomultiplicateurs contre le champ magné-
tique). La forme des scintillateurs a été choisie afin d’épouser les courbes d’iso-Q2 donnée pour le
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champ magnétique de G0 pour des protons élastiques. La forme des scintillateurs a été déterminée
d’après un programme permettant de calculer précisément les trajectoires des protons élastiques dans
le champ magnétique de G0 [41] et [53].
FIG. 2.10 – Photo d’un octant français contenant 16 paires de scintillateurs
Un détecteur élémentaire est constitué d’une paire de scintillateurs appelés scintillateurs “front” et
“back” (pour avant et arrière). Les scintillateurs avant et arrière sont séparés par une plaque d’alumi-
nium dans le but de réduire le bruit de fond provenant des particules neutres : neutrons et photons de
basse énergie.
Chaque scintillateur comporte un photomultiplicateur à chacune de ses extrémités, donc un détecteur
élémentaire compte 4 photomultiplicateurs.
Les photomultiplicateurs sont des XP2282 de la compagnie Photonis [29], et la base a été développée
par le LPSC-Grenoble. Chaque base possède un gain de 10 intégré dans le but d’augmenter le temps
de vie du photomultiplicateur en diminuant le courant émis par l’anode. La résistance des bases de
photomultiplicateurs aux radiations a été testée avec succès sous irradiation jusqu’à 7  1 1014 neutrons
de 6 MeV.
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FIG. 2.11 – Photo d’une base de photomultiplicateur français
2.4.2 La cible d’hydrogène liquide
Dans la phase aux angles avant, l’expérience G0 utilise une cible cryogénique d’hydrogène liquide
(LH2). La densité de l’hydrogène liquide est d’environ 0.07 g   cm3 à une température de 19 K. L’ex-







ρ la densité de la cible en g  cm   3, d sa longueur en cm, Ninc le nombre d’électrons incidents et A le
nombre d’Avogadro. La luminosité est donc proportionnelle au produit :
L ∝ I ρ d (2.9)
où I est l’intensité du faisceau. Donc pour avoir une grande luminosité,
– la cible doit être étendue : la cible de G0 fait 20 cm de longueur,
– la densité de la cible doit être élevée : à G0 on utilise le l’hydrogène liquide plutôt que gazeux,
– L’intensité du faisceau doit être élevée : le faisceau de G0 fait 40µA.
Pour l’expérience G0, la luminosité est de l’ordre de 1038cm   2s   1. Notons que l’intensité du faisceau
ne doit pas être trop élevée pour éviter de faire “bouillir” le LH2. Le faisceau dépose environ 250W
dans la cible et pour éviter une surchauffe, on utilise un fast raster qui consiste à balayer rapidement
le faisceau sur la cible. Lors de la coupure du faisceau, le système de refroidissement continue à
fonctionner. Or les 250 W ne sont plus fournis par le faisceau et donc la température de la cible risque
de chuter très rapidement. Afin d’éviter la solidification de l’hydrogène liquide de la cible (en dessous
de 14 K), on réchauffe d’hydrogène avec une résistance auxiliaire (“High Power Heater”).
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FIG. 2.12 – Cible cryogénique d’hydrogène liquide de G0
FIG. 2.13 – Schéma d’ensemble de la cible cryogénique d’hydrogène liquide de G0
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Cible d’hydrogene liquide
Helium gazeux
FIG. 2.14 – Schéma de la cible cryogénique d’hydrogène liquide de G0
L’hydrogène liquide fait pression contre les parois en aluminium, et sans pression pour la contreba-
lancer, les parois d’aluminium risquent de se déformer et d’introduire des effets systématiques sur la
longueur de la cible. Pour éviter ceci, un doigt d’hélium gazeux (insert) contrebalance la pression de
l’hydrogène liquide sur la paroi d’entrée. Avec cette méthode les deux parois d’aluminium d’entrée
et de sortie de la cellule d’hydrogène gardent la même courbure assurant une longueur égale pour la
cible quel que soit le point d’entrée des électrons.
2.4.3 La structure en temps du faisceau de G0
Dans le but de séparer les protons élastiques du fond inélastique constitué de pi   ainsi que de protons
inélastiques, une mesure du temps de vol des particules entre la cible et les détecteurs est réalisée.
Typiquement, un proton met autour de 20 ns pour aller de la cible jusqu’aux scintillateurs, et un pi
 
met 8 ns. Le faisceau de CEBAF a une fréquence nominale de 499 MHz, qui correspond à l’émission
des paquets d’électrons toutes les 2 ns. La fréquence est donc ramenée à 31.2 MHz, ce qui correspond
à l’envoie des paquets d’électrons toutes les 32ns en supprimant 15 paquets d’électrons sur 16. Une
électronique spécifique a été développée dans le but de traiter les signaux issus des photomultiplica-
teurs et de construire les spectres en temps de vol (elle est étudiée dans le chapitre 3).
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Chapitre 3
Électronique associée à l’expérience G0
3.1 Introduction
La création d’une électronique d’acquisition prenant potentiellement en charge le traitement des don-
nées tient compte des besoins expérimentaux. La grandeur à déterminer est une asymétrie de taux de
comptage dans la diffusion élastique. La forme des détecteurs élémentaires (paire de scintillateurs)
détermine la valeur du quadrimoment associé à l’asymétrie mesurée. La méthode utilisée afin d’iden-
tifier les protons est une mesure de temps de vol des particules entre la cible et les scintillateurs.
Comme il est décrit dans le chapitre 5, outre les protons élastiques, d’autres particules sont détectées
notamment des pions et des protons inélastiques. Selon les simulations faites avec GEANT et confir-
mées par les données des tests de mise en service ou commissionning, il est possible de séparer par le
temps de vol, une partie des contributions inélastiques (pions et protons inélastiques) qui constituent
le bruit de fond.
Le but de G0 est de mesurer des asymétries de l’ordre du ppm (10   6), avec une erreur statistique de
quelques %, ce qui impose des statistiques très importantes (

1013 protons élastiques cumulés dans
chaque détecteur). L’électronique de G0 doit donc permettre de traiter très rapidement les données vu
l’ampleur des débits pour chaque détecteur (quelques MHz). Un examen des autres expériences de
violation de la parité, HAPPEX, SAMPLE et PVA4, montre que les électroniques d’acquisition sont
de deux types :
– HAPPEX et SAMPLE intègrent pour les détecteurs la charge des signaux analogiques pendant
chaque état d’hélicité. Cette méthode permet de s’affranchir des pertes dues au temps mort, mais
rend difficile les coupures destinées à éliminer le bruit de fond inélastique, parce que l’on ne peut
pas suivre les particules de façon individuelle.
– L’expérience PVA4 permet de connaître évènement par évènement l’énergie des électrons élas-
tiques afin de faire des coupures en énergie pour se débarrasser de la pollution inélastique. L’incon-
vénient pour PVA4 est le temps mort qui limite le taux de comptage. L’expérience G0 se situe dans
la même catégorie que PVA4 pour le traitement évènement par évènement des données.
Deux types d’électronique ont été développées indépendamment par les collaborations américaines
et françaises. Nos collègues américains ont développé un système basé sur l’utilisation de modules
commerciaux complétés par des modules ad hoc dont, par exemple, des circuits intégrés d’échelles
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ASICS développées au LPSC-Grenoble. Le groupe français d’Orsay a privilégié une approche entiè-
rement intégrée beaucoup plus compacte.
La carte DMCH-16X a été développée dans le but de coder et de créer des histogrammes en temps
de vol pour des forts taux de comptage allant jusqu’à 4 MHz par détecteur. Cette électronique se
distingue par 5 caractéristiques :
– un codage en continu,
– le début du temps de vol contrôlé de façon implicite ou bien explicite,
– précision du codage en temps de vol (250 ps / canal),
– une grande capacité pour créer des histogrammes,
– une électronique compacte.
Un module DMCH-16X est composé d’une carte mère DMCH supportant une série de modules :
– 2 codeurs de temps traitant chacun 8 voies moyenneur de temps (plus une voie pour des tests),
– 16 cartes-fille contenant 2 discriminateurs et 1 moyenneur de temps afin de traiter les signaux
venant de 32 photomultiplicateurs,
– 4 processeurs frontaux (DSP) pour créer des histogrammes et un cinquième “concentrateur” pour
collecter l’information qui en ressort,
– 1 carte-fille S-DMCH contenant des échelles, ainsi qu’un 6eme processeur.
– 4 boîtiers logiques programmables.
Les modules DMCH-16X sont au standard VXI.
D’autre part, il existe une carte appelée l’interface box (ou IB) permettant de faire l’interface entre les
signaux exterieurs (machine, laser, . . . ) et l’ensemble des cartes DMCH-16X par l’intermédiaire du
bus VXI.
FIG. 3.1 – Carte DMCH-16X
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3.1.1 Quelques définitions
Il nous faut définir certains termes et principes inhérents à la carte DMCH-16X.
Définition du MacroPulse (ou MPS)
Le MPS ou Macro Pulse est l’intervalle de temps au bout duquel l’hélicité du faisceau est renversée
de manière aléatoire. Sa fréquence a été fixée à la moitié de celle du secteur américain (afin d’éviter
un quelconque couplage au 60 Hz) soit à 30 Hz. Chaque période de 1   30ime de seconde est séparée
par une durée de 500 µs pendant laquelle l’hélicité des électrons est renversée de manière aléatoire.
Spectre en temps de vol
Les spectres en temps de vol sont constitués par les DSP sur 128 cannaux de 250ps, soit 32 ns au
total. Comme indiqué plus haut, le START est donné par le signal YO lié à l’arrivée du faisceau sur
la cible.
temps
−+ − + − + + −





1 MPS (33 ms)
Fenetre de 32 ns
Zoom 0 32 ns
Spectre de 32 ns avec une 
resolution de 250 ps / canal
FIG. 3.2 – Structure en temps des signaux dans la DMCH-16X
Temps mort
Le temps mort est la durée minimale séparant deux événements pouvant être détectés séparément.
Chaque élément de la chaîne allant du discriminateur au codeur de temps a un temps mort. Le couple
discriminateur -moyenneur de temps possède un temps mort intrinsèque de l’ordre de 32 ns soit
environ la largeur de la fenêtre temps de vol de 128 canaux. Le temps mort du codeur de temps est
petit comparé à celui des moyenneurs de temps ou des discriminateurs. Le temps mort global est
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donné par le max des temps morts des différents éléments de la DMCH-16X, c’est à dire par le couple
discriminateur -moyenneur de temps.
Le mode NPN
L’acquisition des données peut se faire suivant deux modes, avec ou sans NPN (Next Pulse Neutra-
lization). Le NPN consiste schématiquement à bloquer l’acquisition pendant les 32 ns du pulse qui
suit celui où une particule a été détectée. Ceci induit un temps mort plus grand que celui mesuré en
acquisition libre, variable mais connu. En mode NPN, le temps mort est variable car il dépend du
temps auquel la particule a été détectée pendant une période de 32ns. L’acquisition en mode NPN
conduit à une inefficacité de 3% environ correspondant à la probabilité d’avoir à une fréquence de 1
MHz un évènement dans 2 micropulses consécutifs de 32ns.
Les césures
Nous définissons deux césures :
– la césure aval ou CAVAL qui détermine la fin du NPN ;
– la césure amont ou CAMONT correspond au dernier canal pour lequel le début du pulse suivant est
détecté par l’électronique gérant le NPN. Pour le canal suivant, l’électronique se cale sur le pulse
suivant introduisant 32 ns de temps mort supplémentaire.
Le NPN consiste à avoir un temps mort connu et supérieur à celui du couple discriminateur -moyenneur




















Temps mort (2 NPN)
FIG. 3.3 – Rôle des césures dans l’évaluation du temps mort
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L’EPLD-TRIG
La logique de la DMCH-16X concernant les modes d’acquisition et la coïncidence des moyenneurs
de temps avant et arrière est prise en charge par un “boîtier programmable”, l’EPLD-TRIG. Celui-ci
permet notamment d’activer ou de désactiver le mode NPN, ainsi que de sélectionner la largeur de la
fenêtre de coïncidence entre 2 valeurs possibles : 7 ns et 11 ns.
LE G-DMCH
La DMCH-16X possède un générateur interne, dont l’amplitude peut être controlée, permettant de
mesurer les différentes fonctionalités de la carte (seuils, . . . ).
Le standard VXI : Vme eXtensions for Instrumentation
La norme VXI est basée sur la norme VME qu’elle inclut totalement. On a ajouté ce qui manquait au
VME pour en faire un bon standard d’instrumentation : elle allie les avantages d’un bus informatique
asynchrone multiprocesseur aux qualités nécessaires à l’utilisation de modules analogiques (qualité
des alimentations, compatibilité électromagnétique,...).
Mécaniquement, un châssis VXI ressemble à un châssis VME, en plus robuste. Il comporte 13 em-
placements. Les modules VXI sont plus larges que les modules VME, ce qui permet une intégration
beaucoup plus grande.
3.2 Architecture des cartes DMCH-16X
Afin de bien comprendre l’utilité de chaque élément de la carte DMCH-16X, considérons un proton
touchant une paire de scintillateurs. Lors de sa traversée d’un scintillateur, le proton crée une multitude
de photons qui se dirigent vers les photomultiplicateurs qui se trouvent de part et d’autre. Ceux-ci
convertissent les photons en signaux électriques caractéristiques qui arrivent chacun à l’entrée d’une
des voies de la DMCH-16X, qui en comporte 32. Une vue générale de l’électronique est donnée figure
3.1. Une Carte DMCH-16X compte 32 voies d’entrée et peut donc traiter un demi octant.
3.2.1 Les discriminateursà fraction constante
Le signal des photomultiplicateurs arrive dans les discriminateurs avec une amplitude qui varie se-
lon l’énergie déposée dans les scintillateurs. Afin que le temps où le discriminateur se déclenche ne
dépende pas de cette variation d’amplitude, les discriminateurs sont du type à fraction constante. En
effet, ce module permet, grâce à un seuil, de filtrer le bruit de fond dû à l’électronique et de ne gar-
der que les signaux provenant de l’interaction d’une particule avec un détecteur. Il permet également
d’obtenir une référence en temps. Ce type de prise de temps est adapté à des signaux homothétiques
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entre eux (d’amplitude variable, mais de même forme). Le principe est de prendre pour référence en















Somme du signal et 
du signal decale
Signal somme :
FIG. 3.4 – Principe du discriminateur à fraction constante : on cherche le point d’intersection du signal
s(t) et du signal décalé s(t-τ ). La position de ce point d’intersection ne dépend pas de l’amplitude des
signaux.
3.2.2 Les moyenneurs de temps
Les scintillateurs de G0 ont des longueurs allant de 40 cm (détecteur 1) jusqu’à 120 cm (détecteurs 15
et 16). Le temps de transit des photons dans le scintillateur dépend de la position du point d’impact,
selon qu’il soit plus ou moins proche d’un des deux photomultiplicateurs qui lui sont rattachés. Cette
différence de propagation dans les scintillateurs peut dépasser 10 ns (10   8 s), et doit donc être cor-
rigée. Pour cela, nous utilisons des moyenneurs de temps (“mean-timers”) analogiques dont la plage
de compensation a été fixée à 17 ns. Pour un scintillateur donné, les signaux passent à travers les
discriminateurs, puis dans le moyenneur de temps qui va générer 2 rampes à partir de chacun des 2
signaux issu des discriminateurs. Ces deux rampes sont ensuite additionnées dans un circuit somme.
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A la sortie du moyenneur de temps nous retrouvons un signal unique indépendant de la position du
point d’impact sur les scintillateurs (cf. figure 3.5). Nous notons F (pour front) le signal de sortie du
moyenneur de temps avant, et B (pour back) le signal de sortie du moyenneur de temps arrière. Le
signal de sortie possède un retard qui peut être ajusté par logiciel dans le but de faciliter le calage de
la coïncidence des scintillateurs avant et arrière. Le signal B ouvre une fenêtre de coïncidence dans
laquelle le signal F retardé de 17 ns doit se trouver pour que la coïncidence soit réalisée.
Le signal issu de la coïncidence avant arrière est envoyé à l’entrée du codeur de temps. La résolu-
tion temporelle est inférieure à 150 ps (150

10   12 s), et le temps mort global généré par le couple
discriminateur -moyenneur de temps est d’environ 32ns.
3.2.3 Le codeur de temps
Le codeur de temps (TDC) a été développé par l’IPN-Orsay (Robert Sellem) avec la collaboration de
la société THOMSON. Son principe consiste à faire tourner un compteur à l’aide d’un oscillateur à
quartz et de relever sa valeur au moment où arrive le signal issu de la coïncidence des scintillateurs
avant et arrière. Pour mesurer le temps entre deux signaux, le dispositif doit avoir un signal de départ
(START) et un signal d’arrêt (STOP). A l’aide d’un compteur, le nombre d’impulsions d’horloge
passant entre le signal START et le signal STOP est mémorisé. La précision de cette mesure dépend
beaucoup de la fréquence d’horloge utilisée qui est de 250 MHz dans notre cas. La valeur qui est
effectivement relevée n’est pas une valeur absolue, mais la différence de deux valeurs successives.
Donc, contrairement à un codage déterministe, la différence mesurée varie d’une mesure à l’autre,
mais au bout d’un certain nombre de mesures, le centre de gravité de la distribution ainsi obtenue tend
vers la valeur à mesurer.
Or, avec une fréquence de 250 Mhz, on obtient un pas de 4 ns. Le pas de 250 ps est donc obtenu
à l’aide de retards régulés sur la fréquence du YO. Le codeur de temps comporte 9 voies : 8 sont
utilisées pour faire le codage de 8 détecteurs, la 9me pourrait être utilisée pour des signaux tests (laser,
par exemple). La résolution des 8 voies de codage est de 250 ps et le temps mort dû à la durée de
sauvegarde de la valeur mesurée est de 24 ns. Un codeur de temps peut coder 8 signaux venant des
moyenneurs de temps soit 4 scintillateurs avant-arrière ou 2 détecteurs (avant + arrière).
Le codage en continu
On laisse le générateur de code "tourner" en permanence. Un des avantages est donc de supprimer
toute "zone d’ombre".
Fonctionnement en START IMPLICITE
Le début du codage, ou START des temps de vol, est donné par un signal venant de la machine et qui
est synchrone avec les paquets d’électrons accélérés (1 impulsion toute les 32 ns) soit une fréquence
de 31.25 MHz. Ceci a pour effet de détériorer la linéarité différentielle de l’ASIC. Il existe aussi la
possibilité de faire un START explicite, en utilisant la 9me voie de codage de l’ASIC pour coder le
temps de vol.


































FIG. 3.5 – Schémas de principe du moyenneur de temps (mean timer)
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3.2.4 Les DSP
Après avoir codé les temps de vol, il est impératif de les stocker et de créer des histogrammes. Le
codeur de temps possède une première mémoire tampon qui permet de derandomiser les débits atten-
dus pour G0, puis une seconde couche est assurée par des FIFO (Fan in Fan out) rapides en sortie du
codeur de temps. D’après des simulations, le taux de pertes pour les intensités attendues est inférieure
à 10 ppm.
A partir de ces stocks d’information, il nous faut construire les spectres en temps de vol. Cette partie
est assurée par des processeurs frontaux et concentrateurs, “digital signal processors” (DSP), dont le
rôle est de constituer les spectres et de les écouler vers une machine d’acquisition. Chaque processeur
frontal traite deux détecteurs (soit deux paires de scintillateurs), permettant un débit maximum de 4
MHz par détecteur (le taux de comptage par détecteur étant de l’ordre de 2MHz). Les 4 DSP frontaux
constituent les spectres pour une DMCH-16X, et un 5me DSP collecte l’information afin de l’envoyer
vers le BUS VME. La carte DMCH-16X offre la possibilité de faire certains réglages directement par
logiciel : la valeur des seuils des discriminateurs, les modes d’acquisition . . . Tous ces réglages se font
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FIG. 3.6 – Architecture d’un canal de la carte DMCH-16X
3.2.5 Les échelles
Afin de corriger des pertes par temps mort, la connaissance des évènements complets, c’est-à-dire
ceux qui touchent à la fois les 2 scintillateurs et dont le signal passe la coïncidence des 2 moyenneurs
de temps, n’est pas suffisante. Un certain nombre d’évènements, qu’on appelle des incomplets (ou
single), ne touche qu’un seul détecteur (donc pas de coïncidence moyenneur de temps avant et arrière),
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ou bien qu’un seul des discriminateurs (gauche ou droite) pour un scintillateur déclenché (donc là
aussi pas de coïncidence avant arrière). Il est nécessaire de connaître le nombre de ces évènements
pour corriger efficacement le temps mort car bien que ces événements ne soient pas comptabilisés
(pas de coïncidence), ils engendrent un temps mort supplémentaire dont il faut tenir compte pour le
corriger efficacement. Pour cela, un autre module est rajouté à la carte DMCH-16X (dite carte mère)
qui est la carte fille S-DMCH. Pour chaque carte fille S-DMCH, les 104 échelles sont assignées de la
manière suivante :
– 32 échelles comptent les événements de chaque discriminateur (32 par module DMCH-16X),
– 16 échelles comptent les événements de chaque moyenneur de temps (16 par module DMCH-16X),
– 8 échelles comptent les global-buddy (comptages détecteurs compagnons),
– 32 échelles comptent les événements de chaque discriminateur dans une fenêtre de 2 ns se déplaçant
sur les 32 ns du spectre,
– 16 échelles comptent les événements de chaque moyenneur de temps dans une fenêtre de 2 ns se
déplaçant sur les 32 ns du spectre.
Les nombres d’événement dans chaque échelle sont donnés à chaque MPS. Nous n’avons donc pas
accès à la dispersion temporelle de ces événements dans chaque MPS.
Les modes d’acquisition
La carte DMCH-16X offre la possibilité d’acquérir dans différents modes. Certains modes sont seule-
ment utilisés pour des tests et d’autres modes servent pendant l’acquisition de l’expérience G0.
1. FRONT seul : acquisition des détecteurs avant uniquement (sans coïncidence).
2. FRONT-OR-BACK : on acquiert à la fois les scintillateurs avant et arrière, sans faire la coïnci-
dence.
3. FRONT-IF-BACK : coïncidence des scintillateurs avant et arrière.
– FRONT-IF-BACK SHORT : la fenêtre de coïncidence générée par le scintillateur arrière fait
7 ns
– FRONT-IF-BACK LONG : la fenêtre de coïncidence générée par le scintillateur arrière fait
11 ns
4. FRONT-IF-BACK BUDDY : la coïncidence avant-arrière est accompagnée du mode BUDDY
(ou compagnon).
3.3 Format des données
L’organisation des données de l’électronique française débute par une en-tête contenant les données de
configuration. On y trouve les différents modes d’acquisition, les valeurs des paramètres de la DMCH-
16X (seuils des discriminateurs, retard des moyenneurs de temps pour la coïncidence avant-arrière,
les paramètres de calage des signaux des détecteurs buddy ou compagnon), ou encore la largeur des
fenêtres pour les tests avec le générateur ou les tirs laser.
Les événements de configuration sont repérées par un mot clé : 0xf0f0, et comportent 1  3 

18  
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Ndmch  mots de 4 Bytes où Ndmch est le nombre de modules DMCH-16X qui sont dans le châssis VXI
(8 pour l’expérience à J. Lab.).
Viennent ensuite les données physiques pour chaque MPS, où sont mises bout à bout les données de
chacune des DMCH-16X. Pour chaque DMCH-16X, les données sont séparées en 5 DSP :
– 4 DSP frontaux comptant chacun 289 mots de 4 Bytes.
– Le 5me DSP correspond aux données de la carte fille S-DMCH. Le DSP 5 compte 107 mots de 4
Bytes.
– Le 6me DSP fait office de "tampon concentrateur" afin de permettre à l’informatique de lire les
données pendant toute la durée du MPS suivant.
Channel 1Channel 0
Channel 2 Channel 3
Channel 126 Channel 127
Channel 1Channel 0
Channel 2 Channel 3
Channel 126 Channel 127
Channel 1Channel 0
Channel 2 Channel 3
Channel 126 Channel 127
Channel 1Channel 0
Channel 2 Channel 3





1 times 32 bits word
104 times 32 bits words
5 times 26 32 bits words
Postscalers[104]
Channel 1Channel 0
Channel 2 Channel 3
Channel 126 Channel 127
Channel 1Channel 0
Channel 2 Channel 3
Channel 126 Channel 127
Channel 1Channel 0
Channel 2 Channel 3
Channel 126 Channel 127
Test Data Test Data
32 times 32 bits words
f0f0f0f1 if no test or
laser data
Raw TDC code else
32 times 32 bits words
f0f0f0f1 if no test or
laser data











235 32 bits Words
Num Dsp = 4
Num Dsp = 1
Num Dsp = 2
Num Dsp = 3










Mode Front if Back Buddy
Dsp Front Organisation (DSP Front 0, for Dsp 1 2 3 just increment MT number)
01531 16
Channel 1Channel 0
Channel 2 Channel 3
Channel 126 Channel 127
288 32 bits Words
288 32 bits Words
288 32 bits Words
288 32 bits Words
MT3
FIG. 3.7 – Format des données de la DMCH-16X
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3.4 Tests de la carte DMCH-16X
Ces tests ont permis de vérifier toutes les caractéristiques des modules DMCH-16X, notamment les
paramètres nécessaires à la correction du temps mort. Ils ont aussi permis de connaître l’influence
d’une carte par rapport à l’autre, d’utiliser tous les programmes informatiques permettant de faire une
acquisition mais aussi de permettre tous les réglages de la carte. Ils ont donné lieu à un rapport interne
[3].
3.4.1 Évaluation du temps mort intrinsèque des discriminateurs et des moyen-
neurs de temps
Temps mort des moyenneurs de temps
Les mesures ont été réalisées dans le mode FRONT seul, sans NPN. Les seuils des discriminateurs
ont été fixés à 50 mV pour toutes les voies. Dans une carte DMCH-16X, le moyenneur de temps et
le discriminateur ne sont pas des modules indépendants, et le temps mort du moyenneur de temps
englobe celui des discriminateurs correspondants. Afin de mesurer ce temps mort, nous disposons
d’un générateur permettant de délivrer un double pic, dont on peut faire varier le retard T de l’un
par rapport à l’autre avec un pas de 100 ps, que l’on envoie en entrée de la carte DMCH-16X. On
commence avec un retard de 25 ns entre les 2 pics. Tant que l’écart est inférieur au temps mort des
moyenneurs de temps, seul le premier pic apparaît dans les spectres en temps de vol. On augmente le
retard T jusqu’à faire apparaître le second pic. Au moment où le second pic apparaît, le retard T entre
les 2 pics est égal au temps mort du moyenneur de temps, qui vaut entre 29 et 33 ns selon la voie.
L’instant où le second pic apparaît n’est pas instantané mais peut se dérouler sur une plage de 200 ps,
qui constitue donc l’incertitude de la mesure.
Temps mort des discriminateurs
Il est possible par cette même méthode de mesurer le temps mort intrinsèque des discriminateurs
en utilisant les données des échelles issues de la carte fille S-DMCH. En effet étant donné qu’il est
possible d’accéder aux comptages individuels des voies des discriminateurs, nous constatons juste
avant que le second pic apparaisse, un comptage dans les échelles des discriminateurs correspondant.
Le temps mort des discriminateurs est sensiblement identique à celui mesuré pour les moyenneurs de
temps.
3.4.2 Détermination de la position des césures
Détermination de la CAVAL
Dans le mode NPN le temps mort ne s’arrête pas à un canal quelconque du spectre de 32 ns, mais à
un canal bien précis que l’on appelle césure avale ou CAVAL. Afin de mesurer la position de CAVAL
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t(ns)
N
Pic A Pic B
Temps mort
FIG. 3.8 – Détermination du temps mort intrinsèque des moyenneurs de temps
pour toutes les voies moyenneur de temps, nous utilisons la même méthode que pour mesurer le temps
mort intrinsèque du couple discriminateur -moyenneur de temps. Peu importe la position du premier
pic générateur de temps mort car même en cas de 2 NPN (si le premier pic est entre CAMONT et
CAVAL), le temps mort s’arrête à la CAVAL (voir figure 3.9).
Détermination de la CAMONT
La césure amont ou CAMONT marque la limite du 2 NPN. Nous utilisons à nouveau le double pic en
mettant un écart fixe ∆T tel que le second pic soit après la CAVAL (donc les 2 pics sont visibles). Nous
disposons d’une boîte à retards qui permet de mettre un retard variable sur les 2 pics en même temps.
Nous augmentons ce retard jusqu’à ce que le premier pic dépasse CAMONT. A ce moment précis, le
temps mort devient brusquement plus grand de 32 ns (1 NPN de plus) et le second pic disparaît (cf.
figure 3.10).
3.4.3 Bruit intrinsèque : cross-talk et cross-influence
Bruit intrinsèque
Le bruit intrinsèque correspond aux comptages sur les voies des discriminateurs dans le cas où au-
cun signal n’est injecté dans la DMCH-16X. Afin que ce bruit soit “mesurable”, il est impératif de
rabaisser les seuils des discriminateurs de 50 mV, qui est la tension expérimentale jusqu’à 0 mV.





















































FIG. 3.10 – Détermination de la position de la césure amont
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Cette manoeuvre peut être faite grâce à un programme informatique de contrôle des seuils. Les comp-
tages des discriminateurs donnés directement par les échelles de la S-DMCH indiquent aucun coup
reçu entre 2 mV et 50 mV. A 1 mV, certaines échelles commencent à compter, ce qui indique que
les signaux parasites provoquant le bruit dans les discriminateurs sont inférieurs ou égaux à 1 mV
d’amplitude.
Cross-talk
Le cross-talk est le signal généré sur une voie moyenneur de temps par un signal existant sur une autre
voie. Afin de le mettre en évidence, nous considérons 2 voies moyenneurs de temps voisines et nous
injectons un pic de 480 mV d’amplitude sur l’une d’elle. Nous abaissons les seuls de la voie à étudier
à 5 mV sans pour autant observer des événements sur cette voie.
Cross-influence
Aucun trigger n’est nécessaire pour acquérir des événements avec la DMCH-16X, ce qui offre la pos-
sibilité d’utiliser toutes les voies disponibles indépendamment les unes des autres. Il faut cependant
vérifier si le signal reçu sur une des voies affecte celui d’une autre voie. Afin de mesurer l’influence
croisée (cross-influence), nous envoyons un pic dans 2 moyenneurs de temps avant consécutifs (car,
d’une part, lors de l’expérience, nous sommes en mode FRONT-IF-BACK ce qui impose des événe-
ments sur les moyenneurs de temps avant uniquement, et d’autre part, nous faisons l’hypothèse que
les voies des moyenneurs de temps consécutifs sont les plus proches sur le circuit imprimé) que l’on
note MT0 et MT2. On déplace un pic perturbateur sur tout le spectre de 32 ns de MT0 et on observe
l’influence sur le pic perturbé se trouvant sur MT2. D’après les mesures réalisées à Orsay, sur une
carte DMCH-16X, dans lesquelles nous avons relevé la position du pic perturbé (sur MT2) en fonc-
tion de la position du pic perturbateur (sur MT0) (voir la figure 3.11) :
– Lorsque la position du pic perturbateur (sur MT0) passe par celle du pic perturbé (sur MT2) , ce
dernier bouge d’environ 100ps (la résolution d’un canal étant de 250 ps).
– Le pic perturbé est très faiblement affecté (moins de 15 ps) lorsque l’amplitude du pic perturbateur
est diminué de plus d’un facteur 2.
FIG. 3.11 – Évolution de centre de gravité du pic perturbé en fonction de la position du pic perturbateur
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3.4.4 Programmes permettant de régler et de tester la DMCH-16X
Optimisation de la linéarité différentielle
Le codeur de temps permet de coder des spectres de 32 ns composé de 128 canaux de 250 ps. La
largeur de ces canaux n’est pas fixe et peut varier en fonction de la température. La dispersion des
largeurs autour de la valeur moyenne (attendue), qu’on appelle linéarité différentielle, provoque des
distorsions dans les spectres physiques. Elle peut être optimisée au moyen de deux paramètres : DAC0
et DAC1. Avant d’utiliser cette fonction il faut s’assurer d’envoyer du signal aléatoire sur une des voies
du codeur de temps à étudier.
Contrôle des seuils
Un programme informatique permet d’ajuster les seuils entre 0 et 255mV par pas de 1 mV. Il est
possible de vérifier la valeur des seuils en utilisant le générateur interne G-DMCH. En effet, on injecte
le signal du G-DMCH dans la voie à étudier et on fait varier son amplitude jusqu’au moment où il
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I.P.N. S.E.P. ORSAY
G0 - GDMCH CALIBRATION CURVE
AMPLITUDE (V)
VALUE
N from  12 to 255 CURRENT PULSE INJECTED
ON THE INPUT LINE (Z0=50 OHMS)
EQUIVALENT R-LOAD=25 OHMS
’g_real_25.txt’
FIG. 3.12 – Courbe de calibration (valeur de DAC en fonction de l’amplitude en mV) du générateur
G-DMCH
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Ajustement de la coïncidence des moyenneurs de temps avant et arrière
Un programme permet d’ajuster le retard sur le moyenneur de temps avant pour que son signal arrive
dans la fenêtre de 7 ou 11 ns ouverte par le moyenneur de temps arrière.
72 Chapitre 3. Électronique associée à l’expérience G0
Chapitre 4
Corrections radiatives associées à la diffusion
élastique électron-proton
4.1 Motivations
La grande précision avec laquelle nous souhaitons mesurer l’asymétrie, nous impose de parfaitement
connaître le devenir des produits des réactions. La diffusion élastique étant une réaction à 2 corps, la
connaissance du quadri-moment énergie-impulsion d’une des particules en voie de sortie, nous per-
met d’en déduire le quadri-moment énergie-impulsion de l’autre particule. Donc le fait de détecter
l’ électron ou bien le proton est uniquement motivé par la géométrie du détecteur. Dans la première
phase de G0 nous détectons le proton à un angle moyen de 70   . Dans la deuxième phase, ce sera au
tour de l’ électron d’être détecté autour de 110   . On passe de l’expérience angles avant à l’expérience
angles arrière en retournant l’ensemble cible-aimant-détecteur de 180   . Expérimentalement, la diffu-
sion purement élastique est toujours accompagnée de l’émission de photons réels par bremsstrahlung,
qui vont former une queue radiative que nous devons calculer car elle affecte la séparation entre les
protons élastiques et les autres produits de réactions (inélastiques). Des calculs théoriques ont déjà été
effectués par Mo et Tsai [42] et des générateurs de corrections radiatives existent, mais uniquement
dans le cas où l’on détecte l’électron diffusé. Notre générateur est prévu pour détecter les protons et
tient compte de la géométrie de G0, et donc de son acceptance cinématique. Les calculs présentés
sont effectués pour l’expérience G0 angles avant (θp   [48 degrés,77 degrés]), à l’énergie incidente de
3GeV (soit Einc   [2.5GeV,3GeV] en tenant compte des pertes d’énergie dans la cible).
4.2 Cadre général associé aux corrections radiatives
Au cours de l’expérience G0, des électrons d’énergie de 3GeV vont diffuser sur des protons au repos
dans une cible d’hydrogène liquide. Les interactions intervenant dans ce contexte sont l’interaction
électromagnétique (chacune des particules étant chargée), ainsi que l’interaction faible (qui est cou-
plée à l’interaction électromagnétique). Les autres interactions sont négligeables (masses faibles pour
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la gravitation et nombre baryonique nul pour l’électron). L’interaction électromagnétique est décrite
dans le cadre de l’électrodynamique quantique en tant que théorie perturbative. On peut exprimer
l’amplitude de diffusion sous la forme d’une série en puissances de la constante de structure fine α
dont la valeur dépend de l’échelle d’énergie à laquelle on va sonder la matière. Dans le cadre de G0,
il est légitime de prendre α

1   137, qui est la valeur de α aux énergies de la physique atomique. En
effet bien que α varie selon l’énergie, sa variation reste faible (à l’échelle du L.E.P, α

1   128 ). Le
premier terme de la série correspond à l’approximation de Born (échange d’un photon virtuel entre
l’électron et le proton). L’ amplitude de diffusion électron-proton est proportionnelle à α et donc la
section efficace différentielle de Born est proportionelle à α2. C’est par rapport à ce terme de Born
que toute la théorie a été construite (expressions de l’asymétrie de violation de la parité, les facteurs
de forme     ). Les particules sont diffusées suivant une distribution angulaire f(θ
 
α) avec une section
efficace doublement différentielle : d2σdΩP , où dΩP est l’angle solide du système de détection. De ma-
nière plus générale, l’ordre de la section efficace différentielle correspond au nombre de particules
dans la voie de sortie. La section efficace différentielle sera donnée par la relation suivante :
d3
 N   4σ
dλ3  N   4 (4.1)
où N est le nombre de particules en voie de sortie et dλN représente l’élément N fois différentiel.
Le facteur 3

N  4, vient du fait que pour chaque particule on a 3 paramètres (Px, Py et Pz), valeur
a laquelle il faudra retirer le nombre de relations de conservation, soit 4 : conservation de l’énergie
(1 relation) et conservation de l’impulsion (3 relations). Par exemple pour la diffusion élastique, on





2 et on retrouve bien la section efficace doublement différentielle : d2σdΩ , dΩ étant
un élément différentiel d’ordre 2 ( dΩ

sinθdθdϕ ). Bien que les termes suivants de la série de per-
turbation (en αN pour N  1) soient petits, leur contribution n’est cependant pas négligeable. Ces
termes font partie des corrections radiatives. On peut classer les effets radiatifs dans deux catégories :
– les effets radiatifs externes

 Le noyau intervenant dans le processus radiatif n’ intervient pas dans la diffusion principale. Les
corrections radiatives externes sont dues à l’interaction entre l’électron incident et les matériaux
rencontrés avant l’interaction principale. Les effets radiatifs externes peuvent être traités comme
une simple perte d’énergie dans la matière.
– les effets radiatifs internes

 Le noyau intervenant dans le processus radiatif est à l’origine de la diffusion principale Les cor-
rections radiatives internes vont directement influer sur la cinématique de la réaction. en modifiant
l’énergie du centre de masse de la réaction.
4.3 Pertes par ionisation et corrections radiatives externes
La cible d’hydrogène liquide de G0 a 20 cm de long. L’hydrogène est maintenu à une température
d’environ 15 Kelvin et la cible ne doit pas entrer en ébullition quand elle est traversée par un faisceau
d’électrons de 40 µA qui dépose environ 250 W dans la cible. Ceci est réalisé en faisant circuler
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l’hydrogène liquide au moyen d’une pompe ce qui conduit à une géométrie complexe. Pour pouvoir
effectuer les calculs, la géométrie de la cible a été simplifiée suivant le schéma de la figure 4.2. Le
type de matériau traversé par les électrons incidents et les épaisseurs correspondantes utilisées dans
le calcul sont réunies dans la table 4.3.
Élément traversé Matériau traversé X0

g   cm2  Épaisseur
Fenêtre d’entrée de la cellule d’hélium Aluminium 13.6174 127 µm
hélium gazeux Hélium 65.1899

15cm
Fenêtre de sortie de la cellule d’hélium Aluminium 13.6174 127 µm
Hydrogène liquide Hydrogène liquide 63.0470 20 cm
Fenêtre de sortie du LH2 Aluminium 13.6174 152.4 µm
TAB. 4.1 – Différents milieux traversés par l’électron, ainsi que les longueurs de radiation X0 asso-
ciées.
Trois processus jouent un rôle important dans l’interaction des électrons avec la matière. Il s’agit de :
– la diffusion inélastique sur les électrons atomiques (diffusion de Möller).
– la diffusion élastique sur les noyaux (diffusion de Mott).
– la diffusion inélastique sur les noyaux (bremsstrahlung ).
Lors de son passage à travers la matière, un électron de charge e et de vitesse v cède son énergie par
collisions avec les électrons des atomes rencontrés. L’interaction est coulombienne et à chaque fois,
une diffusion se produit. La description des collisions se fait de la même façon que pour les particules
lourdes chargées. Cependant, la formule de Bethe-Bloch doit être modifiée pour deux raisons. La
première est la petite masse des électrons qui fait que la particule incidente change de trajectoire lors
de la collision. La deuxième raison est que pour une collision électron-électron nous devons prendre
en considération leur indistinguabilité . Compte tenu du pouvoir d’arrêt et de la densité de chaque














1  β2  1  β2     1  
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– e est la charge de l’électron et me sa masse
– N est la densité des centres diffuseurs










, E étant l’énergie de l’électron
Cette formule donne accès à l’énergie moyenne perdue par les électrons. La perte d’énergie autour de
cette moyenne est décrite par une distribution asymétrique, de Landau ou Vavilov. Pour des valeurs
faibles d’énergie transférée par rapport à l’énergie perdue dans le milieu traversé (particules non




Emax étant l’énergie maximale transférée sur l’électron d’un atome en une seule collision, ζ étant un
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paramètre intervenant dans la section efficace de diffusion de Rutherford :
ζ

153  4 e2β2
Z
Aρδx où :
– Z le numéro atomique du matériau
– A la masse atomique du matériau
– ρ la densité du matériau (en g/cm3)
– δx l’épaisseur du matériau (en cm)
L’unité de ζ est le keV, par conséquent Emax doit être en keV et κ est sans unités.
Selon la valeur de κ, l’énergie perdue par ionisation sera tirée selon une distribution bien particulière :
– κ  10
 
Gauss
– 0  01  κ  10
 
Vavilov
– κ  0  01
 
Landau
L’énergie déposée dépend du matériau traversé par l’électron, ainsi que du paramètre βγ. Dans le
cadre de G0, les électrons ont une énergie de 3 GeV, donc pe  3GeV   c, soit un facteur βγ  5900.
Sur la figure 4.1, extraite de Review of Particle Physics (2000), qui représente l’énergie déposée par
ionisation pour différents matériaux, cette valeur de βγ se situe loin du minimum d’ionisation, dans la
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FIG. 4.1 – L’énergie déposée par ionisation dans différents milieux en fonction de βγ.
très schématiquement par un cylindre suivant la figure 4.2 On tire la distance z entre 0 et 20 cm d’
hydrogène liquide. Le résultat de cette simulation de pertes se trouve sur la figure 4.3. Les valeurs de
κ sont très faibles (  10   5) compte tenu de la valeur élevé de Emax. Le tirage se fait donc selon une
distribution de Landau.
Les électrons vont aussi subir des réactions de diffusion multiple dont l’effet sera de les dévier de
leur trajectoire sans pour autant changer leur énergie. Les réactions de diffusion multiples sont en fait
des diffusions élastiques des électrons sur les noyaux des milieux traversés. Le calcul de la diffusion















t est l’épaisseur de la cible (en cm) et X0 est la longueur de radiation du matériau rencontré (en cm)
(les longueurs de radiation sont données dans la table 4.3). Dans cette distribution sont tirés de façon
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LH2Helium
20 cm15 cm
5 mils 6−7 mils5 mils
Aluminium
FIG. 4.2 – Schéma simplifié de la cible de G0.











Nent = 100000 
Mean  =  2.885
RMS   =  1.878
Pertes par ionisation
FIG. 4.3 – Pertes par ionisations à travers 20 cm d’hydrogène liquide et 254 µm d’aluminium. La
distance est tirée de façon aléatoire entre 0 et 20 cm d’hydrogène liquide
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aléatoire les angles θx et θy qui définissent l’écart de la trajectoire initiale de l’électron par rapport
à sa direction d’origine selon l’axe 0z (axe du faisceau incident). La direction de l’électron incident,
ainsi que la distance parcourue dans la cible avant l’interaction principale, vont permettre de déter-
miner le point d’interaction. Les quadri-vecteur énergie-impulsion du proton, ainsi que de l’électron,
sont déterminés sans tenir compte de cette déviation de la direction de l’électron d’origine. Une fois
les quadri-vecteur (E,  p) déterminés, on leur fait subir une rotation passive d’angles  θx   θy

(rotation
passive car seul le repère subit la rotation), afin de les exprimer dans le repère d’origine.
Les corrections radiatives externes
Classiquement, une particule chargée émet une radiation électromagnétique lorsqu’elle est soumise à
une accélération. Les électrons (et positrons) sont les seules particules pour lesquelles ce type d’effet
contribue de manière substantielle à la perte d’énergie. La diffusion inélastique des électrons sur les
noyaux des milieux traversés (aluminium, hydrogène liquide) provoque l’émission de photons, qui va
faire perdre de l’énergie aux électrons. Ce rayonnement s’appelle bremsstrahlung (ou rayonnement de
freinage), et il correspond aux corrections radiatives externes. Un électron parcourant une épaisseur t
(exprimée en longueur de radiation), d’énergie initiale E0, a une densité de probabilité
Ib









E0   ∆Eb  (4.4a)
de perdre l’énergie ∆Eb  E0  E. E est l’énergie après pertes par corrections radiatives externes. Dans
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dans laquelle φ  v 

1  v  34v
2 si v

1, qui représente la forme de la distribution de bremsstrahlung
normalisée, telle que φ  0 

1.
Un électron traversant 10 cm de cible d’hydrogène liquide (centre de la cible) perd en moyenne 3
MeV d’énergie par ionisation et 40 MeV par corrections radiatives externes. L’énergie maximale
perdue par l’électron traversant ces 10 cm de cible est de 15 MeV par ionisation et peut atteindre
3GeV (c’est-à-dire la totalité de son énergie incidente ) par corrections radiatives externes. Ces deux
phénomènes (ionisation et corrections radiatives externes) agissent simultanément dans la réalité mais
nous les traitons successivement dans nos programmes. Si nous traitions en premier les corrections
radiatives externes, nous serions amenés à calculer une perte d’énergie pas ionisation sur un électron
d’énergie inférieure à 1 MeV. Nous changerions complètement de régime pour l’ionisation (limites
fixées à ζ   I0  50 où I0 est le potentiel d’ionisation moyen des atomes). Pour éviter de traiter ces cas
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Nent = 100000 
Mean  =  44.87
RMS   =  241.3
Pertes par Bremsstrahlung externe
FIG. 4.4 – Distribution de la perte par corrections radiatives externes
limites, nous traitons l’ ionisation en premier. Dans ce cas, les corrections radiatives externes agiront
sur des électrons d’énergie comprise entre 3 GeV et (3 GeV - 15 MeV).







Nent = 100000 
Mean  =  6.263
RMS   =  18.08
Pertes par Bremsstrahlung externe
FIG. 4.5 – Distribution de la perte par corrections radiatives externes pour une énergie perdue infé-
rieure à 200 MeV
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FIG. 4.6 – Diagrammes de diffusion élastique électron-proton, représentant l’échange du photon (por-
teur de interaction électromagnétique) et du Z0, vecteur de l’interaction faible neutre.
Ces diagrammes on été étudiés dans le premier chapitre, en introduisant les facteurs de forme électro-
magnétiques. Nous rappellerons ici la forme des courants (électromagnétique et faible neutre), pour
l’électron et pour le proton afin d’introduire les corrections radiatives.
Dans ce qui suit nouss utilisons les conventions suivantes :
– pe et pe
  sont respectivement l’impulsion de l’électron entrant et diffusé
– pp et pp
  sont respectivement l’impulsion du proton entrant et diffusé
– he et he
  sont respectivement l’hélicité de l’électron entrant et diffusé
– hp et hP
  sont respectivement l’hélicité du proton entrant et diffusé
– pγ représente l’impulsion du photon réel
– hγ représente l’hélicité du photon réel
Courant électromagnétique
Considérons la diffusion élastique d’un électron de quadri-impulsion pe sur un proton de quadri-
impulsion pp . Le proton étant au repos, pp se limite à sa partie énergie de masse. Dans l’état final, le
proton aura une quadri-impulsion pp
  et l’électron p
e
 
. Le premier ordre, dans le processus perturbatif
de la théorie électromagnétique, se traduit par l’échange d’un seul photon dont le moment est : q =
pe- pe
 
. Le courant électromagnétique de l’électron, s’exprime par :
J
  e  











pe   he  (4.5)
Les hélicités des électrons sont : he pour la voie d’entrée et he
  pour la voie de sortie.
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Le courant hadronique tient compte de la structure du proton (qui n’est pas une particule ponctuelle
comme l’électron) en substituant à la matrice γµ, une autre matrice (Γν) faisant intervenir les facteurs
de forme (détaillée au chapitre 1). Le courant hadronique s’exprime comme :
J
  P  









pp   hp  (4.6)
Courant faible neutre
Considérons le graphe de diffusion élastique d’un électron de quadri-impulsion pe sur un proton
d’impulsion pp par l’échange du Z0 . Les courants faibles vont faire intervenir des termes qui violent
la symétrie discrète de parité, ainsi que l’angle de Weinberg. Le courant électro-faible de l’électron
est de la forme :
J
  e  



















pe   he  (4.7)
Pour le proton, on va garder la même expression que celle du courant électromagnétique, mais le
terme Γµ sera fonction des facteurs de formes faibles, ainsi que des termes violant la parité (termes en
γ5).
Section efficace de Born
Dans ce qui suit, seule la série de perturbations en diagrammes de Feynman dans le cadre de l’inter-
action électromagnétique sera considérée, les termes d’interaction faible étant négligeables à tous les
ordres de la série de perturbation. Par contre, à l’ordre zéro de perturbation (Born), l’interaction faible
ne sera pas négligée. Elle va donner l’asymétrie de violation de la parité et permettre de remonter
aux facteurs de forme étranges du proton. Pour les ordres supérieurs dans la série de perturbation, on
ne retiendra que les termes d’ interaction électromagnétique et en particulier, le premier après Born.
La série de perturbation en α converge très vite (α

1
137 ), donc le calcul aux ordres supérieurs n’a
pas d’intérêt dans le cadre de la précision recherchée. L’interaction électromagnétique se caractérise
à l’ordre le plus bas par l’échange d’un photon virtuel entre les bras leptonique et hadronique, q
































 sont les quadri-moments d’entrée et de sortie du proton

































2Mp 2  2MpEP     2MpTp   (4.9)
où Mpet Tp   sont la masse et l’énergie cinétique du proton de recul.
L’expression de la section efficace différentielle pour une diffusion élastique eP est donnée dans le


























pe     
 
pe  cosθe  
(4.10)
θe correspond à l’angle de l’électron diffusé, et M est l’amplitude de diffusion.
4.4.2 Section efficace de Born pour un proton détecté
M  2 est le carré de l’amplitude de diffusion correspondant à l’échange d’un photon virtuel. En gar-


























pp   hp  (4.11)
Dans cette expression, g
µν
q2 est le propagateur du photon. Voici quelques propriétés et règles qui vont


























































































































La section efficace de Born d
2σBorn
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θe est l’angle de l’électron de sortie avec l’électron incident. Les définitions des facteurs de forme
ainsi que de τ sont données dans le premier chapitre. Lors de la phase angle avant de G0, le proton est


























































4.4.3 Les corrections radiatives internes
Une des principales difficultés de G0 est de séparer les protons élastiques d’un fond constitué de pi   et
de protons inélastiques.Une fois la séparation réalisée, on calcule l’asymétrie du pic élastique. La va-
leur théorique de l’asymétrie est calculée à partir de la section efficace de Born. Or celle-ci correspond
à la probabilité de diffusion du processus élastique à l’ordre le plus bas (en α2). Expérimentalement,
les protons élastiques vont être accompagnés de protons venant des réactions d’ordre supérieurs, que
nous devons calculer afin de pouvoir remonter à la section efficace de Born, donc à l’asymétrie de
violation de la parité. Étant donné que nous nous limitons à l’ordre immédiatement supérieur à l’ap-
proximation de Born, seuls les graphes contribuant à l’ordre α3 seront considérés.
Deux cas sont à prendre en compte selon l’état final :
– (électron + proton) dans l’état final

 Born + Corrections radiatives virtuelles : les corrections radiatives virtuelles conduisent au
même état final que les graphes de l’approximation de Born.
– (électron + proton + photon) dans l’état final

 Corrections radiatives réelles : un photon réel est émis dans la voie finale.
Les corrections radiatives virtuelles
Les photons virtuels échangés ne vont pas modifier la cinématique, mais leur contribution à la section
efficace de Born sera prise en compte au niveau de l’amplitude de diffusion. Les diagrammes de
Feynman faisant partie des corrections radiatives internes virtuelles sont les suivants :
 Correction de vertex (graphe a)
La correction de vertex correspond à l’émission d’un photon par l’ électron en voie d’entrée, puis sa
réabsorption par l’électron après interaction avec le proton (électron diffusé).

Polarisation du vide (graphe c)
La polarisation du vide, encore appelée self-énergie du vide, correspond à une boucle fermée de
fermions mettant en jeu une paire de fermion-antifermion issue du vide de QED.
 Self-énergie (graphes b1 et b2)
La correction de self-énergie ressemble à la correction de vertex, à la différence que le photon émis par
l’électron en voie d’entrée est réabsorbé par celui-ci avant interaction. De même il peut correspondre
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FIG. 4.7 – Graphes c ntribuant aux corrections radiativ s internes virtuelles.
Les corrections radiatives réelles
Les corrections radiatives réelles correspondent aux graphes de la figure 4.8. Ces graphes ont un état
final à 3 corps : électron, proton et photon. L’effet visible des corrections radiatives internes réelles,
dans le cadre de l’expérience G0, n’ est pas la présence de photons dans les détecteurs. Le champ
magnétique est tel que seuls les protons (ainsi que les pi   ) sont détectés. Par contre, étant donné que
les photons réels participent à la cinématique, leur présence va directement contribuer à modifier l’
énergie et l’impulsion de l’électron. Puis, par le biais de la cinématique, ceci va contribuer à modifier
l’énergie et l’impulsion du proton. L’énergie de l’électron incident est de 3 GeV, et le proton de la
cible est au repos. Dans le tableau, sont comparées les énergies du proton pour différentes énergies
incidentes, ainsi qu’à 3 valeurs de l’angle θP du proton de sortie. On constante que selon l’angle θP
du proton de sortie, le proton perd beaucoup moins d’énergie (par un facteur supérieur à 10) que
l’électron incident. La cinématique à donc pour effet de minimiser la contribution des corrections
radiatives.
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Einc(En % de EMax) 3 GeV -Einc θP(deg.) TP(MeV) T 3GeVP

θP  - TP

θP 
3 GeV(100%) 0 MeV 591.9 MeV (100%) 0 MeV
2.7 GeV (90%) 300 MeV 552.9 MeV (93.4%) 39 MeV
2.4 GeV (80%) 600 MeV 50 509.6 MeV (86.1%) 82.3 MeV
1.8GeV (60%) 1200 MeV 407.9 MeV (68.9%) 184 MeV
3 GeV(100%) 0 MeV 318.4 MeV (100%) 0 MeV
2.7 GeV (90%) 300 MeV 299.7 MeV (94.1%) 18.7 MeV
2.4 GeV (80%) 600 MeV 60 278.5 MeV (87.5%) 39.9 MeV
1.8 GeV (60%) 1200 MeV 227.3 MeV (71.4%) 91.1 MeV
3 GeV(100%) 0 MeV 136.7 MeV (100%) 0 MeV
2.7 GeV (90%) 300 MeV 129.2 MeV (94.5%) 7.5 MeV
2.4 GeV (80%) 600 MeV 70 120.8 MeV (88.3%) 15.9 MeV
1.8 GeV(60%) 1200 MeV 99.9 MeV (73.1%) 36.8 MeV
TAB. 4.2 – Tableau de cinématique à 2 corps donnant l’énergie cinétique du proton pour différentes
énergies de l’électron incident, ainsi que plusieurs angles θP du proton de sortie ; (3 GeV - Einc)
représente la différence d’énergie entre l’énergie du faisceau et l’énergie des électrons incidents.
(T 3GeVP

θP   TP













































FIG. 4.8 – Graphes correspondant aux corrections radiatives internes réelles.
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4.4.4 Étude des divergences
Les corrections radiatives internes engendrent des diagrammes qui comportent des divergences (ul-
traviolettes ou infrarouges). Savoir traiter correctement les divergences pour n’obtenir que des termes
finis est une étape indispensable dans le calcul des corrections radiatives. Les divergences associées
aux différents types de corrections radiatives sont les suivantes [40] :
1. les corrections radiatives internes virtuelles (figure 4.7) ainsi que le terme de Born (figure 4.6) :
  divergence logarithmique infrarouge et divergence logarithmique et linéaire ultraviolette.
2. les corrections radiatives internes réelles : (diagrammes e1 et e2 de la figure 4.8)
  divergence logarithmique infrarouge.
Afin d’éliminer ces divergences, on passe par deux étapes :

la renormalisation
Le but de la renormalisation est de traiter les divergences ultraviolettes venant des termes de correc-
tions radiatives internes virtuelles. Elle consiste à redéfinir les quantités nues (masse, charge,     ) en
l’absence d’ interaction dans le Lagrangien de QED, et de l’exprimer en fonction de quantités mesu-
rables. Lors de la compensation ultraviolette, des termes divergents infrarouges vont apparaître. Les
termes divergents infrarouge compensent les termes divergents infrarouges issus des effets radiatifs
réels ainsi que les termes de corrections radiatives internes virtuelles. Ceci est illustré sur la figure 4.9,
tirée de [40].

la régularisation des intégrales
La régularisation consiste à modifier l’intégrale afin qu’elle devienne convergente.
4.4.5 Calcul des corrections radiatives internes
On peut séparer les photons émis par rayonnement interne en deux catégories : les photons durs et les
photons mous. On désigne par ∆E la résolution expérimentale. La valeur de ∆E correspond à la limite
de détection des photons mous. Dans la suite, nous allons voir comment va intervenir cette coupure et
montrer un moyen de la déterminer.
4.5 Calcul des la section efficace différentielle d3σdΩpdEp [13, 48]
Le point de départ du calcul de la section efficace triplement différentielle d3σdΩpdEp est le calcul de l’am-
plitude de diffusion correspondant aux diagrammes des corrections radiatives internes réelles (figure
4.8) correspondant à l’échange d’un photon virtuel. La section différentielle cinq fois différentielle
est alors intégrée sur toutes les directions du photon émis. Dans le paragraphe 4.4.1, on a défini les
courants leptoniques et hadronique dans le cadre du calcul de la section efficace de Born. Pour les cor-
rections radiatives internes réelles, la partie hadronique reste inchangée. Seule la partie leptonique est
modifiée, puisque c’est sur elle que vient se rattacher le photon réel . L’originalité du calcul consiste
non seulement à calculer l’amplitude de diffusion avec les corrections radiatives internes réelles dans
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FIG. 4.9 – Résumé du traitement des divergences ultraviolettes (U.V) et infrarouges (I.R)
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le cadre des interactions électromagnétiques, soit avec un photon échangé entre les bras leptoniques et
hadroniques, mais aussi de le faire au niveau de l’interaction faible, avec un Z0 échangé à la place du
photon. Au niveau des sections efficaces aucun effet ne sera visible, étant donné que l’intensité de l’in-
teraction faible est négligeable par rapport à celle de l’interaction électromagnétique. Par contre étant
donné que l’interaction faible viole la symétrie discrète de parité, nous pouvons calculer l’asymétrie
dans la queue radiative.
4.5.1 Modèle d’étrangeté dans le calcul de l’asymétrie
L’expression de l’asymétrie de violation de la parité fait intervenir des facteurs de forme électroma-
gnétique du proton et du neutron. Ces facteurs de forme interviennent au travers des courants hadro-
niques. La contribution des quarks étranges apparait au travers de facteurs de forme, qui dans notre
cas ne peuvent être que des modèles d’étrangeté. Le modèle utilisé dans nos calculs est le modèle dit
de Hammer [27] qui généralise le modèle de R.L. Jaffe [32] avec des contraintes de la QCD perturba-
tive et la prise en compte de données expérimentales plus nombreuses. Les contributions des quarks




























1  λ   s  E 	M τ
(4.19)
Les paramètres du modèle sont le moment magnétique étrange µs et un paramètre proportionnel au
rayon carré moyen étrange ρs :
ρs   2  93 (4.20a)
µs   0  24 (4.20b)
4.5.2 Description des graphes intervenant dans le calcul des corrections radia-
tives internes réelles
Le calcul des corrections radiatives réelles fait intervenir un photon de bremsstrahlung émis par l’élec-
tron diffusé. Le photon est émis soit avant l’interaction de l’électron avec le proton, soit après. Afin
de traiter l’asymétrie de violation de la parité dans la queue radiative, les graphes d’émission d’un
photon de bremsstrahlung contiennent, soit l’échange d’un photon virtuel (figures 4.10 et 4.12), soit
l’échange d’un boson Z0, (figures 4.11 et 4.13).
L’amplitude de diffusion correspondant aux corrections radiatives internes réelles associées à la dif-
fusion élastique électron-proton est la somme des amplitudes de diffusion des quatre diagrammes
(figures 4.10 à 4.13). L’ amplitude de diffusion fait intervenir en plus des courants électromagnétiques
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hγ   pγ   pe   PN   he   hp   ∑
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hγ   pγ   pe   PN   he   hp

(4.21)
où chaque indice i représente un graphe différent.
4.5.3 Expressions des différentes amplitudes Mi

















FIG. 4.10 – Emission radiative en voie d’entrée dans le
graphe de diffusion élastique via l’échange d’un γ virtuel.
L’électron entrant (pe) émet un photon avant
d’interagir avec le proton via l’échange d’un
photon virtuel. Px1 désigne le propagateur
fermionique entre le vertex d’émission du
photon réel et le vertex d’émission du pho-
ton virtuel d’interaction électromagnétique.
x1 est le quadri-moment associé à l’électron
après l’émission du photon virtuel. Il se cal-
cule par conservation de l’énergie impulsion
au vertex d’émission du γ virtuel :
x1 = pe- pγ




















m  γν u

pe   he   ε  ν

pγ   hγ  (4.22)






où x1   γµ x1 µ
ainsi que le courant électromagnétique du proton : J
  P  
E   M   µ.
  interaction faible, le photon réel est émis avant le Z0.








FIG. 4.11 – Emission radiative en voie d’entrée dans le
graphe de diffusion élastique via l’échange d’un Z0 virtuel.
L’électron entrant (pe) émet un photon avant
d’interagir avec le proton via l’échange d’un
Z0 virtuel (vecteur de l’ interaction faible
neutre). x1 désigne le propagateur fermio-
nique entre le vertex d’émission du photon
réel et le vertex d’émission du Z0 virtuel.
L’expression de x1 reste inchangée étant
donné que le vertex d’émission du photon vir-
tuel n’est pas affectée par la présence du Z0.


































m  γν u

pe   he   ε  ν

pγ   λ 
(4.23)

















FIG. 4.12 – Émission radiative en voie de sortie dans le
graphe de diffusion élastique via l’échange d’un γ virtuel.
L’électron sortant (p
e
  ) émet un photon après
l’interaction avec le proton via l’échange
d’un proton virtuel. x2 désigne le propagateur
fermionique entre le vertex d’émission du
photon virtuel d’ interaction électromagné-
tique et le vertex d’émission du photon réel de
bremsstrahlung . Il se calcule par conserva-
tion de l’énergie impulsion au vertex d’émis-
sion du γ virtuel :
x2 = pe
  + pγ.















m  γµ u

pe   he   ε  µ

pγ   λ  (4.24)
  interaction faible, le photon réel est émis après le Z0.








FIG. 4.13 – Effet radiatif en voie de sortie dans le graphe de
diffusion élastique via l’échange d’un Z0 virtuel.
L’électron sortant (p
e
  ) émet un photon après
l’interaction avec le proton via l’échange
d’un Z0 virtuel. x2 désigne le propagateur fer-
mionique entre le vertex d’émission du Z0
virtuel d’ interaction et le vertex d’émission
du photon réel de bremsstrahlung . L’expres-
sion de x2 reste inchangée étant donné que le
vertex d’émission du photon virtuel n’est pas
affectée par la présence du Z0.






























m  γν u

pe   he   ε  ν

pγ   λ 
(4.25)
4.5.4 Étude des propagateurs Px1 et Px2
Les propagateurs fermioniques Px1 et Px2 doivent leur existence à l’émission d’un photon réel sur le
bras leptonique. La réaction est dorénavant une réaction à 3 corps (électron, proton, et photon) dans
l’état final. La section efficace différentielle correspondant à une réaction à 3 corps s’écrit sous la
forme : d5σdΩPdEPdΩγ étant donné qu’on intègre sur les variables de l’électron (car on détecte le proton).
Dans le but d’obtenir une section efficace différentielle ne dépendant pas du photon (proton détecté),
nous devons intégrer la section efficace différentielle d’ordre 5 sur les variables du photon, tout en
contrôlant les divergences. La première étape consiste à regarder le dénominateur des propagateurs
fermioniques Px1 et Px2 , afin d’en estimer le maximum. Par ce biais, nous serons en mesure de déter-






pe  pγ  2  m2   2pe pγ   2Eγ

Ee   pe  cosθγ  (4.26)
L’angle θγ représente l’angle entre l’électron incident et le photon réel émis par celui-ci en voie d’en-
trée.
Nous pouvons voir pour quel angle θγ le propagateur est maximum. On peut réécrire l’inverse du









Ee2  m2 cosθγ  (4.27)
et chercher sa valeur minimum. On remarque qu’il ne peut pas s’ annuler et donc provoquer une
divergence du propagateur. L’inverse du propagateur est minimum lorsque cosθγ est maximum, soit
lorsque le photon réel émis est parallèle à l’électron incident.
En voie de sortie









 pγ  2  m2  2pe







pe    cosθγ    (4.28)
L’angle θγ   représente l’angle entre l’électron diffusé et le photon réel émis par celui-ci en voie de sor-
tie. De même, on remarque que l’inverse du propagateur ne peut pas s’annuler, donc le propagateur
fermionique ne peut diverger. L’inverse du propagateur est minimum lorsque cosθγ   est maximum,
soit lorsque le photon réel émis est parallèle à l’électron diffusé.
Une des conséquences de ces propriétés, est l’approximation du peaking ([42],[49]). Pour des éner-
gies inférieures aux énergies de coupure1, il est possible de simplifier la section efficace différentielle
de la queue radiative, en prenant séparément les amplitudes des diagrammes 4.10 et 4.11, sans prendre
en compte le terme d’ interférence (terme croisé). Cette approximation n’est plus valable lorsqu’on
détecte le proton, comme pour G0.
4.6 Validation du programme de calcul de l’amplitude de diffu-
sion pour les corrections radiatives internes réelles [13, 48]
Un des avantages d’utiliser une méthode de calcul basée sur des sommes sur toutes les variables quan-
tiques, est d’éviter de calculer des traces de matrices γ de Dirac. En effet, ce calcul de traces comporte
de nombreuses sources d’erreurs. Pour vérifier la justesse du programme calculant des amplitudes de
diffusion, on utilise les outils de vérification suivants :
  l’invariance de jauge
Étant donné que la théorie électro-faible vérifie l’invariance de jauge, nous devons la vérifier dans
tout notre calcul. L’invariance de jauge se traduit par la relation suivante :
pγν J
  P  
E   M   µ J
  e     µν
E   M  0 (4.29)
1Énergie séparant le régime des photons mous de celui des photons durs, voir section 4.7
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J
  e     µν
E   M étant le courant leptonique associé au bras leptonique ainsi qu’à l’émission du photon réel.
Dans le programme qui calcule la section efficace différentielle d3σdΩP   dEP   , il est impératif de tenir
compte des deux diagrammes 4.10 et 4.11 (celui qui donne un photon réel en voie d’entrée et celui
qui en donne un en voie de sortie) pour que le calcul soit invariant de jauge.
  Retrouver l’amplitude donné par Mo et Tsai
Dans leur article ([42]), Mo et Tsai donnent l’expression de l’ amplitude de diffusion correspondant
aux diagrammes 4.10 et 4.11. Nous pouvons ainsi vérifier la partie électromagnétique de l’amplitude.
4.7 Comment contourner les problèmes de divergence : notion de
zone asymptotique [13]
Après avoir vérifié le calcul de la section efficace de bremsstrahlung nous pouvons passer à l’étape
suivante, qui consiste à l’intégrer sur les variables des particules qui ne vont pas être détectées :
d3σ





dΩP   dEP   dΩγ
dΩγ (4.30)
Or la section efficace différentielle d5σdΩP   dEP   dΩγ diverge pour l’émission de photons mous, donc pour
des énergies du proton proches de l’énergie de la diffusion élastique. Pour traiter cette divergence on
partage le domaine d’énergie en 2 parties :








EcutP   représente l’énergie de coupure entre photons mous et photons durs. La partie photons durs se
calcule de façon exacte par notre programme. Par contre pour des énergies comprises entre l’énergie
de coupure et l’énergie de l’élastique, non seulement la section efficace différentielle de la queue ra-
diative d3σdΩP   dEP   diverge, mais en plus elle ne tient pas compte des effets radiatifs internes virtuels.
Pour résoudre ces deux problèmes, nous introduisons un facteur de normalisations A

E cutP    appelé
fonction d’atténuation qui relie l’intégrale de la section efficace de la queue radiative, entre l’énergie










dΩP   dEP  










 se déduit du facteur d’atténuation κ calculé dans le cas où on
détecte un électron selon la référence [58] : Le facteur κ se calcule sur l’électron en utilisant les
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diagrammes des corrections radiatives internes virtuelles (graphes a et c de la figure 4.7) ainsi que
les diagrammes des corrections radiatives internes réelles avec émission de photons mous de la figure





1  δvide   2  2
(4.32)
où δvertex, δR et δvide sont respectivement des facteurs de correction de vertex, réels et de polarisation
du vide.




















dΩp   dEp   dΩγ
dΩγ
4.7.1 Détermination de la coupure EcutP 
L’expression du facteur d’atténuation est donnée par la théorie. Par contre la valeur de E cutP   séparant le
régime des photons mous de celui des photons durs est un paramètre expérimental. Si nous intégrons
la section efficace d3σdΩP   dEP   sur tout le domaine en énergie, soit entre Emin  5MeV à Emax  Ep
  Elas
,
cette intégrale ne doit pas dépendre de la coupure EcutP   car la séparation entre photons mous et photons
durs n’ est qu’un artifice calculatoire. La méthode consiste à tracer I











dΩP   dEP  
dEP  
en fonction de EcutP   . Pour cela nous l’écrivons sous la forme :
I
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On remarque que cette intégrale est une fonction qui décroît lentement, passe par un palier puis croît
très rapidement lorsque EP   tend vers l’énergie de l’élastique EelasP   . La position de l’énergie de coupure
EcutP   correspond au minimum de l’intégrale (en rose sur la figure 4.14).
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FIG. 4.14 – Détermination de la coupure en énergie pour une énergie incidente de 3 GeV et pour 6
angles θP   du proton de recul
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Les propagateurs Px1 et Px2 étant en
1
Eγ , la section efficace différentielle
d3σ
dΩP   dEP  
diverge lorque
l’énergie du photon tend vers zéro. Or pour faire des simulations, nous devons calculer une section
efficace différentielle de la queue radiative, pour chaque angle θP   , ainsi que pour chaque énergie du




Elas  ). Nous devons donc lever cette divergence tout en respectant l’équation
4.31. La section efficace différentielle d3σdΩP   dEP   doit être continue en énergie au passage de l’énergie
de coupure, et on impose aussi que sa dérivée soit continue. Nous devons donc faire un prolongement
analytique de la fonction d3σdΩP   dEP   sur l’intervalle




 , en suivant les 3 conditions suivantes (
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La fonction choisie compte tenu des 3 conditions est un polynôme du second degré en (T ElasP    TP   )
où T désigne l’énergie cinétique du proton de recul. Donc pour EP    EcutP   on a :
d3σ








Einc   θP     TP     





Einc   θP     TP     

T ElasP    TP   
2
(4.34)
On remarque que l’angle φP   n’apparaît pas dans nos expressions car aucune des amplitudes de diffu-






Au cours de l’expérience G0, les électrons vont subir diverses pertes d’énergie avant d’interagir avec
un proton de la cible. Bien que leur énergie initiale soit de 3 GeV, au moment de l’interaction, leur
énergie peut être bien plus faible compte tenu des corrections radiatives externes. Pour nos calculs
de la section efficace de bremsstrahlung nous devons donc tenir compte de l’acceptance en θP   , en
EP   , mais aussi en Einc. L’ acceptance en θP   et EP   est donnée par la géométrie du détecteur. Compte
tenu de la longueur du temps de calcul, nous ne pouvons pas calculer nos sections efficaces de correc-
tions radiatives internesà toutes les énergies incidentes (sachant que les corrections radiatives externes
peuvent faire perdre la totalité de son énergie à l’électron). Nous devons donc faire une coupure en
énergie incidente et évaluer le pourcentage des évènements que nous n’avons pas pris en compte.
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Nous représentons dans le tableau 4.8 pour chaque coupure en énergie E0, l’intégrale entre 0 et la
coupure E0. Cette intégrale représente la probabilité pour l’électron de perdre l’énergie E0.
E0 en GeV Probabilité de perdre E0
10   6GeV 64  8%
10   4GeV 74  8%
1MeV 80  0%
10MeV 85  8%
100MeV 92  1%
200MeV 93  7%
500MeV 96  0%
TAB. 4.3 – Tableau réprésentant la probabilité que l’électron perde l’énergie E0
Étant donné que la probabilité de perdre plus de 500 MeV est très faible (moins de 4%), nous avons
décidé de faire notre calcul pour Einc
  2  5GeV
 
3GeV  . Notons que plus de 60% des électrons inci-
dents perdent moins de 1keV.
4.8.1 Discrétisation des variables
Le calcul de la section efficace différentielle inclut une intégration sur toutes les variables du photon.
Non seulement le programme nous permet de calculer la section efficace différentielle de bremss-
trahlung , mais aussi grâce au calcul des diagrammes d’échange du Z0, nous pouvons calculer l’asy-
métrie associée à la queue radiative. Pour diminuer le temps de calcul, nous avons décidé de sortir
les résultats pour différentes valeurs de θP   , EP   ,et Einc, de les mettre dans des tableaux, puis d’in-
terpoler dans ces tableaux. Nous calculons donc une série de valeur discrètes de θP  
   48  
 
77    ,
TP  






Einc   θP     , et Einc




Considérons la diffusion d’un électron incident d’énergie E 0inc comprise entre deux énergies E1 
2  975GeV et E2  3GeV pour lesquelles la section efficace d
3σ
dΩP   dEP  
a été calculée. Pour générer
des événements, nous tirons aléatoirement l’angle du proton de recul θiP   à l’intérieur du domaine
d’acceptance angulaire. Puis nous tirons aléatoirement son énergie Tp   dans un domaine allant d’une
énergie minimum fixe (2 MeV) et une énergie maximale (énergie de la diffusion élastique associée
T elasP  

Einc0   θiP    ) qui dépend de l’angle du proton de recul θiP   ainsi que de l’énergie des électrons
incidents E0inc. L’énergie du proton de recul est comprise entre T elasP  

Einc  2  975GeV  et T elasP  

Einc 
3GeV  . La section efficace sera interpolée par TP  

Einc  2  975GeV   θiP    qui est nulle car l’énergie
du proton est supérieure à T elasP  

Einc  2  975GeV  et par TP  

Einc  3GeV   θiP    qui est grande car
l’énergie du proton est proche de l’élastique.
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FIG. 4.15 – Interpolation de la section efficace lorsque l’énergie du proton et inférieure à l’énergie de
l’élastique
Il est donc impossible d’interpoler la section efficace différentielle par cette méthode, car d’un coté sa
valeur est très grande, et de l’autre elle est nulle.
4.8.3 Notion de zone en tP 
telasP

Dans le but de contourner cette difficulté d’interpolation nous séparons le domaine en énergie du pro-
ton de recul en plusieurs bandes parallèles (figure 4.17). En séparant en zones, nous n’interpolons pas
directement la section efficace différentielle, mais nous l’exprimons comme dans la zone asympto-
tique en fonction de polynômes du second degré. Nous définissons 5 zones en énergie du proton de
recul :
1. zone 0 (ou asymptotique) : TP      T cutP     T elasP   
2. zone 1 TP  





3. zone 2 TP  





4. zone 3 TP  





5. zone 4 TP  






















Dans chacune des zones, les sections efficaces varient beaucoup, induisant une grande erreur sur leur
interpolation. Par contre les coefficients des polynômes varient plus lentement et il est plus judicieux
d’interpoler ces derniers.
4.8.4 Interpolation par des splines
Pour des valeurs discrètes de l’angles θP   , de l’énergie incidente Einc, et pour chaque zone, nous
calculons les coefficients des polynômes représentant la section différentielle ainsi que l’asymétrie
de violation de la parité. Dans le but de limiter au maximum l’erreur d’interpolation, nous ajustons
les coefficients par des splines. Les splines sont des polynômes de degré 3 qui relient 2 par 2 les
coefficients, tout en respectant des conditions de continuité de la fonction et de la de dérivée. Ceci a
pour avantage de repasser par tous les points calculés et de garantir une erreur sur la section efficace et
sur l’asymétrie inférieure à 1 %. Quelques coefficients sont donnés sur la figure 4.17 à titre d’exemple.
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FIG. 4.17 – Variation de quelques coefficients en fonction de l’énergie incidente par la méthode des
splines
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Les expressions de la section efficace différentielle de bremsstrahlung ainsi que celle de l’asymétrie
de la queue radiative sont données ci-dessous. On note dt

T ElasP    TP
  et ai  a1

Einc   θP     TP    avec
i=0,1, ou 2
– zone 0 (zone asymptotique) :
















 b11 TP  
 b12 T 2P  
2. APV  TP  
 
b10
 b11 TP  
 b12 T 2P  
– zone 2



















c22 T 2P  
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Chapitre 5
Simulation complète : GEANT
Nous venons de discuter en détail de la théorie des corrections radiatives, ainsi que des pertes dans la
matière dues d’une part aux corrections radiatives externes, et d’autre part au processus d’ionisation.
Ces calculs nous permettent de déterminer de façon théorique le spectre des particules produites dans
la réaction. Par contre pour connaître la distribution expérimentale des protons élastiques ainsi que des
particules composant le bruit de fond, et avoir une estimation des taux de comptage, il est nécessaire
de recourir à une simulation complète de l’expérience.
Pour simuler le dispositif expérimental de G0, nous disposons d’un logiciel de simulation, GEANT,
très utilisé en physique des particules, et qui a été développé au CERN. Grâce à GEANT, il est possible
de simuler le passage des particules à travers la matière. Pour l’expérience G0, la version de GEANT
utilisée se nomme G0-GEANT (Version de GEANT 3.21). Elles se compose de plusieurs parties, cer-
taines accessibles (modifiables), d’autres pas (librairies internes à GEANT). Une simulation GEANT
suit le processus suivant :
1. Géométrie du dispositif expérimental.
2. Génération aléatoire des particules compte tenu des réactions subies par les particules incidents.
3. Transport des particules à travers la matière, en tenant compte de la géométrie du dispositif
expérimental ainsi que du processus physique associé à l’interaction de la particule avec volume
traversé.
4. Stockage d’évènements correspondant à un volume touché par une particule.
Les deux premières parties sont “ accessibles ” et modifiables. La géométrie est fixée depuis plusieurs
années. Par contre pour la génération des particules, plusieurs modifications ont été apportées et no-
tamment des générateurs externes ont été rajoutés. Nous sommes aussi intervenus dans le stockage
des évènements, en particulier dans les variables stockées dans le ntuple. La génération des particules
comporte deux parties principales :
– la diffusion élastique (à laquelle se rajoute la queue radiative),
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5.1 Etude de la diffusion élastique
L’étude de la diffusion élastique doit nous donner non seulement le taux de comptage par détecteur,
mais aussi le temps de vol de l’élastique (sa position et sa forme). La simulation va nous permettre de
savoir comment est modifié le temps de vol de l’élastique si on inclut les corrections radiatives et de
comparer aux spectres expérimentaux.
5.1.1 description des variables
Pour chaque type de particule détectée nous avons une série de variables (l’énergie, le numéro de
particule, le temps de vol, l’angle θ . . . ). Selon l’option choisie, nous pouvons traquer toutes les
particules secondaires crées à partir de la réaction primaire, ainsi que lors du passage de la particule
au travers des différents matériaux du détecteur de G0.
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ionisation
des pertes par 
tirage de E ioni
tirage de l’angle 




maxE (E     ,   )θinc
X
Tirage de E   entre E     
max
E      (E    ,   )inc
min
θ











   
   
   
   
   
   
   









    
    
    
    
    
    
    




Calcul du poids de 
NORMALISATION
E1 =3GeV −E ioni
E
rcinc=
des pertes par 
corrections radiatives
externes






E  −E 1
X
FIG. 5.1 – Schémas de la méthode de simulation
La simulation de toutes les réactions suit la logique de la figure 5.1.
1. Détermination de la position sur l’axe du faisceau du point d’interaction dans la cible d’hy-
drogène liquide. La position selon l’axe 0z est tirée de façon aléatoire entre 0 et 20 cm, mais
les composantes selon les axes 0x et 0y sont données par le traitement de la multidiffusion (cf.
appendice sur le straggling angulaire),
2. détermination de l’énergie incidente des électrons compte tenu des pertes par ionisation et cor-
rections radiatives externes,
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3. tirage aléatoire de l’angle de diffusion du proton de recul dans l’acceptance angulaire (entre 48  
et 77   ),
4. détermination de l’énergie maximale de la particule suivie (proton),





6. calcul de la section efficace correspondant à la cinématique déterminée auparavant,
7. calcul du poids de normalisation à partir de la section efficace ainsi calculée,
8. suivi de la particule primaire crée, avec création de particules secondaires jusqu’à son impact
sur un des détecteurs.
A chaque évènement correspond une série de valeurs rattachées à des variables (énergie, temps de vol,
position, numéro de la particule . . . ). Toutes les distributions sont indépendantes du type de réaction,
et donc pour avoir des taux normalisés fonctions de la réaction, nous devons faire une normalisation
par rapport à un poids dont le calcul complet se trouve en annexe B.1. Le poids sera différent selon le
type d’événement. Pour chaque évènement j, le poids sera le produit d’une constante L ∆θ∆φNT multipliée
par une fonction qui dépend de l’angle θ de la particule détectée (le proton), ainsi que de son énergie.





θ j   Emin

θ j   (5.1)
Dans une réaction à 3 corps (cas des corrections radiatives internes, de l’électroproduction (canal
ep   eppi0) et de la photoproduction (canal γp  ppi0)), il n’existe pas de relation bi-univoque
entre énergie et angle θ : à un angle θ, peuvent correspondre plusieurs énergies du proton.
Afin de tenir compte des pertes par corrections radiatives externes, nos calculs des corrections radia-
tives internes, de la photoproduction ainsi que de l’électroproduction, ont été faits pour une énergie
incidente de l’électron comprise entre 2.5 GeV et 3 GeV. Afin de prendre en compte cette variation
d’énergie incidente, nous devons modifier la normalisation (cf equation B.13). Dans ce cas, nous ti-
rons l’ énergie incidente selon la loi réelle donnée au paragraphe 4.3. Or dans l’expression du poids,
n’apparaissent que les variables tirées de façon isotrope. L’énergie incidente n’apparaît donc pas di-
rectement dans le poids, mais par contre elle va apparaître de manière indirecte en modifiant à chaque
tirage, les bornes de tirage en θ, ainsi que les bornes le l’ énergie du proton. Dans la pratique, on ne
tient pas compte la variation de l’angle θ avec l’énergie incidente, puisque la variation de θmax pour
une énergie incidente comprise entre 3 GeV et 2.5 GeV est inférieure à 1%. Dans le cas général, il
faut tenir compte de cette variation de la façon suivante :







E incj   θmin

E incj  
 Emax

E incj   θ j   Emin

E incj   θ j   (5.2)
Dans le cas de la diffusion purement élastique (sans correction radiative interne), le poids est donné
par la relation :
w j  L ∆θ∆φNT sinθ j
d2σ j
dΩ (5.3)
Cette formule est démontrée dans le chapitre B.3 de l’annexe sur les normalisations.
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5.2 Normalisation dans GEANT : vérification
Il existe principalement deux méthodes pour faire un calcul de Monte-Carlo. La première consiste à
faire un tirage des variables selon les lois réelles. Dans ce cas tous les poids valent 1. L’autre méthode
consiste à faire un tirage uniforme des variables et à affecter à chaque évènement un poids dépendant
des variables tirées. Dans la première méthode, le nombre Ntirage est fixé par la loi de probabilité. Par
contre dans le tirage à poids, le nombre Ntirage n’est pas fixé, et la précision du calcul va en dépendre.
Plus Ntirage est petit par rapport à Nreeltirage (donné par la loi réelle), plus les fluctuations statistiques vont
être élevées. Nous avons utilisé trois méthodes pour vérifier la validité de nos normalisations :
1. comparaison des sections efficaces avec et sans corrections radiatives
2. comparaison des taux de comptages données par GEANT avec les données expérimentales,
3. comparaison sur un modèle analytique de la méthode des poids avec un tirage selon la loi réelle.
5.2.1 Comparaison de la diffusion élastique aux corrections radiatives
Nous allons utiliser une propriété des corrections radiatives internes, afin de vérifier que la normali-
sation que l’on utilise dans GEANT (celle donnée pour une réaction à 3 corps dans l’état final ) est
correcte. Nous utilisons la relation 4.31 qui relie la section efficace de Born à l’ intégrale de la queue
radiative. Pour pouvoir faire cette comparaison, il faut contrôler les facteurs de normalisation qui sont
différents pour la diffusion élastique et pour les corrections radiatives internes. D’un côté nous avons




EelasP   θmax  
 





Étant donné que pour la diffusion élastique l’énergie du proton est reliée de façon bi-univoque à son
angle θP, et que c’est une fonction décroissante de θP, son maximum sera donné à θP  θminP et son
minimum à θP  θmaxP .




EelasP   θ  
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Afin de reproduire l’équation (4.31), nous prenons la section efficace différentielle des corrections
radiatives internes, entre l’énergie de coupure (définie dans le chapitre sur les corrections radiatives) et
l’ énergie de l’élastique. Afin de comparer directement
EelasP   θ  
 




dΩP dEP, nous prenons
un domaine en θP très petit de sorte à retirer les sections efficaces de l’intégrale (dans la pratique, on
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prend θP
   69  99  
 
70    ). Le résultat de la comparaison à travers GEANT est donné dans la figure 5.2
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FIG. 5.2 – vérification de la relation reliant la section efficace de la diffusion élastique à celle des
corrections radiatives internes
Le rapport des intégrales vaut 0.818. Ce nombre est à comparer au coefficient d’atténuation pour un
angle θP  70   et une énergie du proton donnée par EP  EcutP

θP  70    pour lesquels il vaut 0.838.
Nous faisons donc une erreur de 2  4%. Cette erreur est, d’une part, due au straggling en énergie qui
induit des pertes d’évènements dans l’acceptance du détecteur. D’autre part, cette erreur est due, au
fait que nous prenons, pour les corrections radiatives internes, une bande étroite en énergie parallèle




θP  70     EcutP






θP   EcutP

θP  . Nous avons donc par cette méthode, une vérification de
l’amplitude de notre normalisation. La méthode de comparaison avec la loi réelle nous donnera une
vérification non seulement en amplitude mais aussi au niveau de la forme des distributions.
5.2.2 Comparaison des taux de comptage GEANT aux données expérimen-
tales
Afin de comparer les valeurs simulées et les données expérimentales, il faut tenir compte de ce qui
vient en aval des détecteurs. La simulation avec GEANT ne tient pas compte de la propagation du
108 Chapitre 5. Simulation complète : GEANT
signal dans les scintillateurs, ni du passage des signaux à travers l’électronique. Nous pouvons ap-
proximer ces effets par un élargissement gaussien du temps de vol de l’ordre de 500 ps. Une difficulté
supplémentaire pour faire cette comparaison vient du fait que dans le cas des données expérimentales,
le pic élastique est accompagné d’un bruit de fond constitué de protons inélastiques ainsi que des
pi   . Les pions ont des petits temps de vol et ne viennent pas polluer le pic de protons élastiques. Par
contre, il y a des protons inélastiques sous le pic élastique. Afin de faire la comparaison des taux de
comptage, il est nécessaire de faire un ajustement de la partie protons inélastiques et de la soustraire
du pic élastique.
5.2.3 Comparaison entre la loi réelle et le tirage avec poids
Lorsqu’on essaye de démontrer la validité d’une normalisation au travers un logiciel tel que GEANT,
on rajoute des erreurs principalement dues au champ magnétique, et au passage des particules a travers
des différents matériaux. Afin de tester la méthode à poids, Nous utilisons une section efficace analy-





Afin de tester la méthode à poids, la méthode consiste à calculer la loi réelle (de manière analytique)
et de tirer dans cette loi par une méthode de réjection (dite de Von Neuman), et de la comparer à la
méthode de tirage à poids.
loi réelle
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On considère une cible qui est un cylindre de révolution autour d’un axe (0z), dont les limites en
angle polaire θ vont dépendre de la position z dans la cible. La cible étant un cylindre de révolution,
les variables ne vont pas dépendre de φ. Nous prenons une section efficace différentielle analytique




E0  Em  cosθ
 Em (5.6)
où s, E0 et Em sont des constantes.
Nous avons les conditions aux limites suivantes pour le tirage :
– l’angle φ est tiré de manière uniforme entre 0 et 2pi (φ est pris indépendant des autres variables),
– la position z est tirée dans l’intervalle [0,zn],















E0  Em  cosθ
 Em.










θM   z  
 
θm   z  
sinθdθ
EM   θ  
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n1   φ   z   θ  
   
n2   φ   z  
   
n3   φ  
(5.7)
Le tirage doit donc se faire sur Nevt , et si ce n’est pas le cas (NT


Nevt ), on doit renormaliser la
distribution par un facteur : Nevt   NT . Afin d’avoir les distributions des différentes variables (z,θ,φ,E),
nous devons connaître leurs lois de probabilités, en partant des variables qui dépendent le plus des
autres (par exemple, l’énergie qui dépend de θ et de z, puis ce sera θ qui ne dépend que de z, enfin ce
seront z et φ qui ne dépendent pas des autres variables). Nous pouvons exprimer les différentes lois








































































l’énergie, dans les bornes Em

θ  et EM

θ  , on trouve 1 (les autres variables sont considérées comme
des paramètres constants au moment de l’intégration sur E).
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Les résultats se trouvent sur les figure 5.4 et 5.5, où on a fait les comparaisons sur quatre variables :
l’énergie, l’angle θ, l’angle φ et la distance traversée dans la cible z. Plusieurs tirages on été effectués :
– 100000 tirages,
– 500000 tirages,
– 1 million de tirages.
Notons que le nombre de tirages donné par la loi réelle est pour l’ exemple précédent de 638000
tirages.
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FIG. 5.4 – Comparaison d’un tirage selon la loi réelle (analytique) en noir, à un tirage selon la méthode
à poids
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FIG. 5.5 – Comparaison d’un tirage selon la loi réelle (analytique) en noir, à un tirage selon la méthode
à poids avec 1 million d’évènements tirés dans la méthode à poids
Plus le nombre de tirages est faible, plus les fluctuations statistiques autour de la loi vraie sont élevées,
et inversement plus le nombre de tirage est élevé, plus on se rapproche de la loi vraie. Contrairement
au tirages selon la loi vraie, le nombre de tirages n’est pas fixé par la loi. Selon le nombre de tirages,
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on aura plus ou mois d’effets de fluctuations statistiques, mais l’accord avec la loi vraie reste bon. On a
donc la preuve sur différentes distributions que le tirage par la méthode des poids (celle que l’on utilise
dans GEANT) est valable. Les différences avec la véritable loi, ne seront que d’ordre statistique. On
voit que pour 1 million de tirages, les fluctuations statistiques sont comparables à celles du tirage
selon la loi réelle (cf. figure 5.5).
5.3 Résultats : comparaisons des corrections radiatives internes
avec l’élastique
Ayant validé la méthode de normalisation, nous sommes en mesure de suivre dans GEANT le devenir
de chacune des particules produites lors des réactions de diffusion élastique ou autres réactions plus
complexes (électroproduction, photoproduction, . . . ). Les corrections radiatives internes apparaissent
comme une dégénérescence pour un angle donné de l’énergie du proton (particule détectée). Pour un
angle donné, la relation bi univoque entre angle et énergie n’est plus valable : à un angle correspondent
plusieurs énergies. Ceci est illustré sur la figure 5.6, dans laquelle on retrouve l’acceptance angulaire
de G0. Nos données expérimentales étant des temps de vol, c’est par le biais de cette observable que
nous devons faire nos coupures pour séparer le signal (pic élastique) du bruit (protons inélastiques,
pions).
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Diffusion elastique + corrections radiatives
PE
FIG. 5.6 – Energie du proton de recul en fonction de son angle θ (simulation GEANT)
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5.3.1 Effet des corrections radiatives internes sur le temps de vol
Afin de comprendre le temps de vol des particules sur les FPD (Plan Focal des Détecteurs), il faut
prendre en compte que celles-ci subissent une première sélection grâce à la présence du champ ma-
gnétique, ainsi que celle des collimateurs. Il faut aussi rappeler que les FPD sont des iso-Q2 définis
par le champ magnétique. Chaque détecteur, coupe principalement les trajectoires de 3 types de par-
ticules :
– les protons élastiques,




Les pions étant plus légers que les protons ont un temps de vol plus court. Par contre, les protons
inélastiques, produits par des réactions inclusives (photoproduction ou électroproduction), ont moins
d’énergie que les protons élastiques donc une vitesse plus lente et en principe un temps de vol plus
long. Or, on les retrouve avant les protons élastiques. La raison est le champ magnétique qui courbe les
trajectoires : il faut voir les trajectoires comme des arcs de cercle, dont le rayon dépend de l’impulsion
du proton de recul. Donc, plus un proton est énergétique, plus le cercle aura un grand rayon et plus
le proton aura de la distance à parcourir. Donc, pour les protons inélastiques, leur “faible” vitesse
est compensée par une trajectoire plus courte (rayon plus petit) et, d’après les simulations à travers
GEANT, c’est effectivement la distance qui domine.
Nous pouvons appliquer ce raisonnement aux protons issus des corrections radiatives internes et on
peut ainsi constater que, par détecteur, il ont un temps de vol plus court que ceux venant de la diffusion
élastique pure. On peut en effet considérer les corrections radiatives internes comme une réaction à
3 corps dans l’état final (électron, proton, et photon). Nous remarquons que, pour les détecteurs 12,
13 et surtout le détecteur 14, un second pic apparaît. Celui-ci correspond à la seconde valeur du Q2
qui est surtout visible pour le détecteur 14. Cette seconde valeur du Q2 au détecteur 14 dépend de
l’acceptance du détecteur de G0, de l’énergie incidente (énergie du faisceau), ainsi que du champ
magnétique. En effet, pour un champ magnétique de 4500 Ampères, le détecteur 14 n’est plus le seul
à avoir 2 valeurs de Q2 : les détecteur 15 et 16 ont aussi 2 points en Q2. A 5000 Ampères, le détecteur
16 ne comptait pratiquement pas de protons élastiques, ce qui n’est pas le cas à 4500 Ampères.
Nous avons la possibilité de connaître l’effet des corrections radiatives internes sur le temps de vol
par détecteur, donc sur la forme des spectres ainsi que sur leurs amplitudes. L’étude d’un décalage
en temps de vol doit s’accompagner de l’ étude d’une déformation du spectre en temps de vol de la
diffusion élastique. Les corrections radiatives internes ont la même forme de spectre que la diffusion
élastique avec en plus une petite queue vers les petits temps de vol (cf. figures 5.7 et 5.8). La queue
radiative est relativement faible et après avoir fait des coupures en temps de vol pour séparer les
protons élastiques des protons inélastiques et des corrections radiatives le nombre de protons “perdus”
du fait de la coupure est faible. Les coupures sur le temps de vol sont réalisées en faisant un fit gaussien
sur le temps de vol de la diffusion élastique et en gardant une bande de 2 (ou 3) sigmas (2 (ou 3) fois
la largeur de la gaussienne), de part et d’autre de son centroïde. L’erreur sur la position du centroïde
est donnée par la transformation des coupures en nombres entiers de canaux, erreurs qui n’excèdent
pas un demi canal, soit 125 ps.
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TOF det : 1 h2
Nent = 407057 
Mean  =     21
RMS   = 0.5819
Under =      0
Over  =      0
Integ = 7.412e+06








TOF det : 2 h1
Nent = 209402 
Mean  =  21.08
RMS   = 0.5507
Under =      0
Over  =      0
Integ = 9.656e+06








TOF det : 3 h2
Nent = 625323 
Mean  =  20.94
RMS   = 0.7249
Under =      0
Over  =      0
Integ = 1.092e+07








TOF det : 4 h1
Nent = 276066 
Mean  =  20.91
RMS   = 0.6043
Under =      0
Over  =      0
Integ = 1.015e+07
FIG. 5.7 – Spectres de temps de vol créés à partir de GEANT (temps de vol en ns en fonction du
nombre de coups) pour les détecteurs 1 à 4
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TOF det : 13 h1
Nent = 1433733
Mean  =  22.67
RMS   = 0.8883
Under =      0
Over  =  50.45
Integ = 5.763e+06








TOF det : 14 h1
Nent = 3486548
Mean  =  21.87
RMS   =  1.512
Under =      0
Over  =  82.41
Integ = 6.52e+06








TOF det : 15 h1
Nent = 6671938
Mean  =   19.8
RMS   =  1.216
Under =      0
Over  =  160.1
Integ = 7.177e+06




TOF det : 16 h2
Nent = 187    
Mean  =  20.35
RMS   =  1.249
Under =      0
Over  =  59.24
Integ =  829.1
FIG. 5.8 – Spectres de temps de vol créés à partir de GEANT (temps de vol en ns en fonction du
nombre de coups) pour les détecteurs 13 à 16. Le détecteur 14 a ses 2 pics qui correspondent aux 2
valeurs de Q2. Le détecteur 15 rassemble plusieurs valeurs de Q2
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Detecteur













































FIG. 5.9 – Coupure à 2 sigmas sur le temps de vol de l’élastique
Detecteur






































FIG. 5.10 – coupure a 3 sigmas sur le temps de vol de l’élastique
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L’effet des corrections radiatives internes sur le temps de vol est relativement faible, se situant entre 0
et 0.4 cannaux de 250 ps, soit un écart inférieur à 100 ps (voir les figures 5.9 et 5.10 ). Notons qu’en
passant d’une bande de 2 sigmas à 3 sigmas, on privilégie la queue radiative qui tend à ramener la
moyenne du temps de vol par détecteur vers des plus petites valeurs. Nous ne tenons pas compte du
détecteur 16 qui a un taux de comptage élastique quasi nul.
Le taux de comptage par détecteur est donné sur la figure 5.11. Nous ne comptons que les protons
élastiques (en bleu) et ceux issus des corrections radiatives internes (en rouge) qui franchissent le seuil




10e signal élastique) . Aucune coupure n’est faite sur les spectres en temps de
vol afin d’avoir le taux de comptage réel par détecteur. Les valeurs du taux de comptage sont données
pour la diffusion élastique ainsi que pour les corrections radiatives dont les réactions ont lieu dans la
cible d’hydrogène liquide avec un faisceau d’électrons de 40 µA.
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FIG. 5.11 – Taux de comptage par détecteur des protons élastiques et les protons issus des corrections
radiatives internes
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Detecteur Elastique (kHz) Corrections radiatives (kHz) rapport (%)
1 475.358 466.728 1.84894
2 627.345 605.582 3.59374
3 755.575 701.793 7.66355
4 662.086 618.65 7.02106
5 719.103 670.358 7.27148
6 718.437 678.22 5.92982
7 743.752 706.338 5.29691
8 602.428 570.072 5.67589
9 630.05 587.831 7.18217
10 600.608 572.327 4.94154
11 590.909 570.812 3.52077
12 466.816 435.404 7.21432
13 377.641 355.695 6.16993
14 425.707 397.592 7.07138
15 462.115 376.183 22.8432
16 2.91829 2.35984 23.6645










Numero de detecteur 











FIG. 5.12 – La valeur du Q2 simulée, a une valeur bien définie par détecteur, sauf pour les détecteurs
14 et 15, qui ont deux valeurs de Q2 pour le 14 et tout un domaine en Q2 pour le détecteur 15
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5.3.2 Que devient le Q2 ?
Dans le cas de la diffusion élastique, le Q2 se calcule indifféremment sur l’électron ou sur le proton :
1. Q2

4EeEe   sinθ   22 si calculé sur l’électron (en prenant me  0)
2. Q2

2MpTp   si calculé sur le proton (Tp   étant l’énergie cinétique du proton de recul)
Par contre, dans le cas des corrections radiatives internes, ces 2 réactions ne sont plus équivalentes.
On le calcule donc sur le proton, car c’est ce Q2 qui intervient dans les expressions théoriques de
l’asymétrie. L’effet des corrections radiatives externes sur le Q2 est négligeable. En effet les correc-
tions radiatives externes représentent une perte d’énergie pour l’électron incident qui n’intervient sur
le Q2 que par l’intermédiaire de la cinématique sur le proton, donc très faiblement (cf chapitre 4).
Les corrections radiatives ont un effet contraire à ce qu’on attend sur la distribution du Q2 pour chaque
détecteur. En effet, les correction radiatives diminuent, pour un angle θP donné, l’énergie du proton.
Or, comme le Q2 est proportionnel à l’énergie cinétique du proton, il diminue, pour un angle θP
donné, avec les corrections radiatives. Nous observons exactement le contraire : le Q2 par détecteur
augmente, ce qui prouve que le mélange des angles θp et des énergies contribue à inverser les effets
sur les distributions du Q2 (voir les figures 5.13 et 5.14).
Pour voir l’effet des corrections radiatives sur la valeur du Q2 par détecteur, nous utilisons une cou-
pure à 2 sigmas sur les spectres en temps de vol. Nous constatons que la variation du centroïde, par
les corrections radiatives, de la distribution du Q2 , est inférieure à 1 % pour la plupart des détecteur
excepté les détecteurs 14 et15. Dans le détecteur 14, les corrections radiatives ont tendance à remplir
l’espace entre les deux pics en Q2 , ce qui pousse la variation du centroïde à 2.5 % (effet qui com-
mence à faire son apparition pour les détecteurs 11, 12 et 13). Pour le détecteur 15, qui comporte tout
un domaine en Q2 , le déplacement se fait en sens inverse des autres détecteurs. Tout ceci est illustré
sur la figure 5.15.
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Q2 det : 1 h1
Nent = 148644 
Mean  = 0.1217
RMS   = 0.003402
Under =      0
Over  =      0
Integ = 4.509e+07









Q2 det : 2 h1
Nent = 209402 
Mean  = 0.1276
RMS   = 0.003608
Under =      0
Over  =      0
Integ = 5.793e+07









Q2 det : 3 h1
Nent = 284359 
Mean  = 0.1353
RMS   = 0.00379
Under =      0
Over  =      0
Integ = 7.027e+07









Q2 det : 4 h1
Nent = 276066 
Mean  = 0.1434
RMS   = 0.003832
Under =      0
Over  =      0
Integ = 6.09e+07
FIG. 5.13 – Spectres de temps de vol crées à partir de GEANT (temps de vol en ns en fonction du
nombre de coups)
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Q2 det : 13 h1
Nent = 1433733
Mean  =  0.347
RMS   = 0.04825
Under =      0
Over  = 2.175e+05
Integ = 3.436e+07








Q2 det : 14 h1
Nent = 3486548
Mean  = 0.4471
RMS   = 0.1391
Under =      0
Over  = 9.527e+04
Integ = 3.903e+07








Q2 det : 15 h1
Nent = 6671938
Mean  = 0.5977
RMS   = 0.1133
Under =      0
Over  =  22.58
Integ = 4.306e+07





Q2 det : 16 h1
Nent = 491    
Mean  = 0.3682
RMS   = 0.2321
Under =      0
Over  =  25.76
Integ =   5590
FIG. 5.14 – Le détecteur 14 a ses 2 pics qui correspondent aux 2 valeurs de Q2. Le détecteur 15
rassemble plusieurs valeurs de Q2
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Detecteur




























FIG. 5.15 – Comportement de la moyenne du Q2 par détecteur
5.3.3 Étude de l’asymétrie
Méthodes de simulation
Le but de l’expérience G0, comme dans toute expérience de violation de la parité, est de déterminer
une asymétrie dans la diffusion élastique. Or, comme nous l’avons vu précédemment, nous ne mesu-
rons pas la diffusion élastique “pure”, car elle est toujours accompagnée d’une queue radiative. Afin
de calculer la section efficace, nous avons calculé les contributions des diagrammes de la figure 4.8,
dont le boson virtuel échangé entre les bras leptoniques et hadroniques est le photon, mais aussi les
mêmes diagrammes avec cette fois-ci un Z0 échangé. Nous sommes donc en mesure de calculer une
asymétrie de violation de la parité dans la queue radiative pour toute l’acceptance de G0. Les asy-
métries que nous mesurons expérimentalement sont les asymétries de violation de la parité dans le
pic élastique avec les corrections radiatives. Or, afin de remonter aux facteurs de formes étranges du
proton (cf. chapitre 1), nous devons calculer une asymétrie à l’ordre le plus bas dans la théorie des
perturbations, soit celle correspondant aux diagrammes de la figure 4.6. Donc, pour chaque détecteur,
nous allons corriger l’asymétrie par un facteur qui va correspondre au rapport  

A0
ARAD , où A0 est
l’asymétrie dans l’approximation de Born et ARAD l’asymétrie de la queue radiative. Pratiquement,
nous avons pris un modèle (Hammer) pour notre calcul, ce qui ne doit pas changer le rapport   ,
car le même modèle est utilisé dans le calcul de A0 et ARAD.
La méthode pour simuler des asymétries est identique à celle pour calculer les différentes distributions
(temps de vol, Q2 . . . ) :
– tirage (aléatoire) du point d’interaction dans le cible d’hydrogène liquide (entre 0 et 20 cm),
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– tirage des pertes d’énergies (ionisation et bremsstrahlung ) selon les lois réelles puis calcul de
l’énergie incidente,
– tirage (aléatoire) de l’angle d’émission θp du proton (dans des limites dépendant de l’énergie inci-
dente)de recul ainsi que de son énergie (dans des limites dépendant de θP),
– calcul de la section efficace (Born ou bien bremsstrahlung interne), et de l’asymétrie de violation
de la parité,
– parcours des particules jusqu’à l’impact sur les détecteurs (évènement accepté ou rejeté).
Expérimentalement, pour chaque quartet on calcule une asymétrie partielle. Dans la simulation, une
asymétrie partielle est calculée pour chaque évènement. Nous avons donc une distribution des asy-
métries par détecteur (dans l’approximation de Born et dans le cas des corrections radiatives). Nous
avons deux méthodes pour calculer le rapport d’asymétries par détecteur :
1. Utiliser les distributions des asymétries en supposant que la moyenne de la distribution corres-
pond à la valeur de l’asymétrie.
2. Pour chaque évènement simulé, à partir de la section efficace ainsi que la valeur de l’asymétrie
partielle, on calcule des sections efficaces d’hélicité “  ” et des sections efficaces d’hélicité “  ”.
Considérons une distributions de N asymétries partielles Ai, N étant suffisamment grand pour que
l’on puisse tenir compte des effets statistiques. Pour calculer une asymétrie par détecteur, la méthode
générale consiste à calculer pour chaque évènement des sections efficaces σ
 






i  2σi (5.12a)
Ai 









σ étant la section efficace calculée en même temps que l’asymétrie (Born, ou corrections radiatives
externes). Les expressions des sections efficaces “  ”et “  ”sont les suivantes :
σ  i  σi






1  A  (5.13b)
L’asymétrie est donnée par la relation :
A








correspond à la somme de coups ayant touché le détecteur avec une sections efficace σ
 
. L’erreur





 , ce qui nécessite le tirage de 1012 évènements pour avoir une
précision de 10   6 (on cherche des asymétries de l’ordre de quelques ppm (

10   6  ). Cette méthode
donnerait une incertitude trop grande au calcul d’asymétries.
Considérons, pour un détecteur, la distribution des asymétries partielles et essayons d’en extraire la

























avec Ni  N  






































 N  i 

∑i N  i  ∑i N
 
i





L’expression 5.18 prouve donc que l’asymétrie est égale à la valeur moyenne de la distribution des
asymétries partielles, et c’est par ce biais que nous calculons l’asymétrie par détecteur, avec et sans
corrections radiatives, pour remonter au facteur correctif   j, j étant le numéro du scintillateur.
La méthode utilisée pour calculer des distributions est la méthode à poids qui consiste à faire un tirage
uniforme dans les variables cinématiques et de normaliser chaque évènement tiré par un poids dont
l’expression générale est démontrée dans l’annexe B.1. Par exemple, pour connaître la distribution
en temps de vol ou et θ pour le détecteur 5, on doit normaliser par le poids afin d’obtenir la vraie
distribution. Peut-on appliquer ce raisonnement au cas de l’asymétrie ? Le cas de l’asymétrie est par-
ticulier dans la mesure où elle représente un rapport de sections efficaces, et le poids utilisé pour faire
la normalisation est proportionnel à la section efficace. Il n’est peut-être pas besoin de normaliser
par le poids étant donné que l’asymétrie contient déjà la section efficace. Afin de tester la méthode,
nous nous plaçons en dehors de GEANT et nous prenons une section efficace analytique uniquement







Nous allons utiliser un tirage selon la loi réelle (donc sans poids) pour évaluer la distribution des
asymétries, ainsi qu’une méthode de normalisation par des poids. Le tirage selon la loi réelle revient
à tirer au hasard un nombre η compris entre 0 et 1 et d’en déduire la valeur de θ qui sera donnée par














Les bornes θmin et θmax sont les bornes de l’acceptance en θ.
L’expression du poids, dans le cas où la seule variable est l’angle θ, est :
wi 

θmax  θmin  sinθ
dσ
dΩ (5.21)
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Nous avons aussi simulé une énergie dépendant uniquement de l’angle θ, ainsi qu’un Q2 arbitraire afin
de vérifier à nouveau que la méthode de normalisation par un poids marche pour ces variables. Les
résultats sont représentés sur la figure 5.16 et confirment clairement qu’il faut à chaque fois normaliser
par le poids, notamment pour avoir la distribution des asymétries.
θ
















Tirage selon la Loi reelle
tirage par les poids
θDistribution de 
Asymetrie


















Tirage selon la Loi reelle
tirage par les poids
Asymetrie
energie
















Tirage selon la Loi reelle
tirage par les poids
energie
2Q
















Tirage selon la Loi reelle
tirage par les poids
Q2
FIG. 5.16 – Distributions des variables par la méthode de normalisation par les poids et par celle du
tirage selon la loi réelle
Facteur correctif   par détecteur
Nous utilisons la méthode à poids pour avoir la distribution de l’asymétrie pour chaque détecteur. La
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Les corrections radiatives ont tendance à faire croître en valeur absolue l’asymétrie. Cette tendance
est contraire à l’intuition, au même titre que pour les distributions du Q2. En effet, l’ asymétrie est
proportionnelle au Q2, et donc va suivre, en valeur absolue, les même comportements. On retrouve
ainsi pour les valeurs moyennes des asymétries, un comportement très similaire à celles du Q2 . Tout
ceci est illustré sur la figure 5.18, dans laquelle est aussi représenté la rapport des moyennes des



















































FIG. 5.18 – Comportement de la moyenne des asymétries par détecteur
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Chapitre 6
Etude du bruit de fond
Dans le chapitre 5 nous avons calculé les spectres des protons corrigés par les effets de corrections
radiatives et nous avons simulé le passage de ces protons dans G0. Par contre, le spectre expérimental
n’est pas composé uniquement du pic élastique mais il contient un bruit de fond parasite provenant de
diverses réactions. Ces réactions peuvent être produites dans la cible d’hydrogène ou dans les fenêtres
d’aluminium. Dans ce chapitre, nous simulons les réactions secondaires produites par les électrons
incidents (électroproduction) ou bien par les photons de bremsstrahlung émis par les électrons (pho-
toproduction). Seules les particules chargées positivement serons détectées.
6.1 Le rayonnement de bremsstrahlung
6.1.1 Notion de longueur de radiation
Les formules qui vont suivre sont issus de plusieurs papiers de Y.S Tsai et de Van Wittis [56, 57].
Lorsqu’on travaille avec des photons ou des électrons, il est pratique d’exprimer les épaisseurs de
cible en unités de longueurs de radiations, notées X0. Pour un matériau donné :







0   4
3
lnZ  4 f   Z ψ1

0   8
3








137 la constante de couplage électromagnétique




αZ  2 







1  202z  1  0369z2  1   008z31
 
z
– Z est la charge du constituant de la cible
– les fonctions φ et ψ sont issues des facteurs de forme atomiques dans le modèle de Thomas-Fermi.
Pour exprimer une distance de d centimètres dans une cible d’hydrogène liquide de densité ρ, en unité
de longueur de radiation, on applique la formule suivante :
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Les différentes valeurs de X0 sont tabulées dans l’article de Tsai [56], et pour l’hydrogène liquide,
X0  63  04g   cm2. Du point de vue des unités, X0 est en g   cm2, ρ en g   cm3, d en cm, donc t est sans
unité. Dans la plupart des situations, les cibles ou autres milieux sont composées de molécules. Dans
ce cas, X   10 est donné par la somme des

X   10  i pour chaque atome composant la molécule pondéré









6.1.2 Nombre de photons de bremsstrahlung
Dans le chapitre sur les corrections radiatives, nous avons évalué la perte d’énergie due au bremss-
trahlung externe, sans étudier les photons ainsi émis par les électrons dans la cible, et les autres parties
du détecteur. Or ces photons peuvent interagir avec les protons de la cible d’hydrogène liquide, ou
bien avec les fenêtres d’aluminium qui entourent la cible. Ces réactions sont appelées “réactions de
photoproduction”. Elles nécessitent, pour être évaluées, de connaître par électron incident, le nombre
de photons d’énergie donnée, pour une distance t traversée par l’électron dans la cible. Les réactions
de bremsstrahlung sont accompagnées de réactions de création de paires électron-positron, qui à partir
de γ de bremsstrahlung vont redonner des électrons. Nous pouvons donc avoir plusieurs générations
de photons et d’électrons : les électrons incidents (1re génération d’électrons) vont donner des photons
par bremsstrahlung (1re génération de photons), qui à leur tour vont donner des électrons par produc-
tion de paires (2nde génération d’électrons), etc . . . Un électron d’énergie incidente E0, après avoir
traversé un épaisseur de cible t (exprimée en longueur de radiations) a une probabilité Ie

E0   E   t  dE
d’avoir une énergie comprise entre E et E+dE. Le nombre de photons dont l’énergie est comprise entre
Eγ et Eγ
 dEγ après qu’un électron d’énergie initiale E0 traverse une cible d’épaisseur t, est donné
par Iγ

E0   Eγ   t  . Les densités de probabilité Ie et Iγ doivent suivre les conditions aux limites reprenant
le fait que pour 0 cm de cible traversée par les électrons, on a pas de photon créé et les électrons n’ont




E0   Eγ   t  0   0
Ie

E0   E   t  0   δ

E  E0 
D’après Tsai, on peut exprimer Ie sous la forme :
Ie

E0   E   t  





E0   E0  E  t
Γ

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Or d’après l’equation 4.4b, b

4
3 . On retrouve donc l’expression 4.4a. Nous pouvons exprimer Iγ en
fonction de Ie :
Iγ





















expression dans laquelle le facteur e   µ   t   t
 
  est un facteur d’atténuation témoignant de la production






1  ξ  . ξ est une fonction de l’énergie du photon dé-























k  tient compte de l’effet de recul des électrons (lorsque le moment des photons émis
est supérieur à la masse de l’électron). La section efficace σin

k  est la partie inélastique de la
section efficace de production de paires, et σ

∞  est la section efficace pour une énergie de pho-
tons infinie. La fonction Γ

1  bt    est la fonction Gamma de Euler, que l’on peut approcher par :
Γ

1  bt 

1  0  5722bt  0  9885

bt  2.
La fonction ρ de probabilité de création de photons d’énergie Eγ est donné par [56]
ρ
















Eγ  représente la section efficace de bremsstrahlung . En effet, pour avoir la densité de pro-
babilité de créer des photons, il faut non seulement connaître la densité de probabilité que l’électron
ait perdu de l’énergie (donnée par Ie), mais aussi la probabilité que cette énergie donne des photons
(donnée par dσbdEγ ). Dans un cadre plus général, en prenant y 
Eγ





















avec un terme supplémentaire g(y) tenant compte du screening (effet d’écran). Dans le cas où on






Le problème pour évaluer l’intégrale en énergie de l’expression 6.6 vient du fait que le produit
Ie





k  comporte un terme en 1
  E0   E   1

a qui converge car a  0, mais avec a

0. Il est
donc très difficile d’obtenir une convergence numérique pour E  E0. La méthode consiste à scinder

































Fη   E0   Eγ   t  
(6.10)
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Il est possible de transformer Fη

E0   Eγ   t  en une série convergente dont chacun des termes s’intègre
facilement entre 2 bornes quelconques E1 et E2. Dans le cas plus général où on tient compte du scree-
ning, on écrit ρ sous la forme :
ρ













Le calcul de l’intégrale 6.10 comporte maintenant une fonction g

y  et il n’est plus possible de trans-
former l’intégrant en une série de termes afin de les intégrer séparément. La méthode utilisée par
Jacques Van de Wiele consiste à séparer l’intégrale 6.10 en N parties avec N suffisamment grand pour
que dans chaque intervalle  Ei   Ei
 
1  , la fonction g














1   ), que l’on peut sortir de l’intégrale et utiliser la méthode précédente
en intégrant terme à terme la série.
Il existe un certain nombre d’approximations qu’il est possible d’utiliser afin d’avoir une expression
simplifiée de Iγ. Moyennant les conditions suivantes : t
 0  22 et k    0  3GeV
 
2  997GeV  nous obte-





















1  kE0 
(6.12)
(GeV)γE










) pour 10 cm de cible de LH2γ=f(EγCourbes I
γI
 formule approcheeγI
 approximation du screeningγI
 exactγI
(GeV)γE








) pour 10 cm de cible de LH2γ=f(EγCourbes I
γI
 formule approcheeγI
 approximation du screeningγI
 exactγI
FIG. 6.1 – Courbes de Iγ en fonction de l’énergie du photon, avec Iγ calculé de 3 manières différentes.
Sur la figure de droite, un zoom a été réalisé pour Eγ  2GeV .
6.1.3 Quelques résultats numériques
La cible de G0 fait 20 cm de long et contient de l’hydrogène liquide avec une densité de 0.0708 g   cm3.
La longueur de cette cible en longueur de radiation vaut 0.022. D’après Tsai, il existe une longueur
critique, teq, pour laquelle la contribution de photons virtuels (électroproduction) est égale à la contri-
bution des photons réels (photoproduction). Il évalue cette frontière à teq  2  150  0  04 unités de
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longueur de radiation. Donc pour une cible d’hydrogène liquide de 20 cm, utilisée dans G0, la
contribution de la photoproduction est inférieure à celle de l’électroproduction . Il est nécessaire
de calculer séparément les deux contributions. Notons que la contribution de la photoproduction sera
la plus grande en bout de cible et que même dans ce cas elle est dominée par l’électroproduction. La
longueur de cible d’hydrogène liquide pour laquelle on a équivalence entre l’électroproduction et la
photoproduction est de l’ordre de 35.6 cm.
6.2 Nécessité d’avoir un générateur d’électroproduction
Le seul générateur d’électroproduction disponible à l’énergie de G0 est le générateur de Lightbody-
O’ Connel (EPC) basée sur des ajustements de données à haute énergie. Nous devons bien connaître
l’origine des protons inélastiques qui constituent la principale pollution étant donné que nous ne
pouvons pas l’éliminer entièrement par des coupures en temps de vol comme pour les pi   . Dans le
but de bien évaluer le fond inélastique, il est intéressant de refaire un générateur de photoproduction,
d’une manière totalement indépendante pour connaître les distributions de protons inélastiques sous
le pic élastique.
6.2.1 Calcul de la section efficace différentielle d’électroproduction [13, 48]
Dans le paragraphes 6.1.3, nous avons montré, pour la cible de 20 cm de LH2 de G0, que la contri-
bution de l’électroproductionétait le processus dominant dans les réactions inclusives. Par contre,
compte tenu de l’énergie de l’expérience G0 (électrons de 3 GeV), aucun modèle théorique ne permet
de calculer de telles sections efficaces. Nous voulons calculer des sections efficaces pour des réactions
du type e  N  1  e    2 :
– si N=proton, 1=proton et 2

pi0 alors on calcule la section efficace différentielle pour le proton,
– si N=proton, 2=proton et 1

pi0 alors on calcule la section efficace différentielle pour le pi0.




dΩ1 dE1 dΩe  
dΩe   (6.13)
Nous pouvons exprimer la section efficace cinq fois différentielle apparaissant dans l’intégrale 6.13
sous la forme :
d5σ
































































dΩe   dEe   dΩ1
(6.15)
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L’intégration sur les angles de l’électron diffusé dΩe   est dominée par les petites valeurs du quadri-
moment échangé. Nous pouvons remplacer pour q2 proche de 0 la relation exacte 6.15 par :
d5σ
dΩe   dEe   dΩ1
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Lorsqu’une variable est soulignée c’est qu’elle est prise dans le centre de masse. Dans les relations
6.17 et 6.16 nous avons (cf référence [49]) :
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Pe  Pe   (6.18c)
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 B21 cos2

θe     2   (6.19d)
X2  4 
 
pe    2 sin2

θe     2  cos2
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θe     2  
(6.19e)
X3  4 Y 
 
pe    sin2

θe     2  cos2
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θe     2 
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Ee    me  (6.19i)
Nous pouvons réécrire l’équation 6.16 comme [50] :
d5σ
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Or si nous faisons tendre q2 vers 0, le facteur Γ tend vers l’infini. Nous ne pouvons donc pas utiliser
l’expression simplifiée Γ à la place de Γ.
6.2.2 Étude de la validité des approximations [13, 48]
Afin de valider l’approximation donnée par la relation (6.16), nous nous mettons dans la région de
650 MeV dans laquelle il existe des Lagrangiens effectifs permettant de reproduire les données expé-
rimentales.
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 1   (6.24)
Le tenseur hadronique O est reliée au courant hadronique Jν
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 ∑ε  λ  µε    λ    ν Jµ
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 λ  µ , λ   1   0   1 étant le vecteur polarisation du photon virtuel d’hélicité λ.
La section efficace d2σdΩ1 comporte une partie transverse donnée par la composante O1 1

q2  , une partie
longitudinale O0 0

q2  ainsi que des termes d’interférence.
Afin de vérifier la validité du modèle, on calcule la section efficace différentielle (6.13) par trois
méthodes différentes pour une énergie incidente de 650 MeV :
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– En faisant un calcul exact en utilisant des lagrangiens effectifs compte tenu de l’énergie.
– En ne prenant que le terme transverse dans l’équation (6.24)
– En prenant la section efficace de photoproduction compte tenu de la relation (6.16)
Les calculs ont été réalisés pour θp  60   et sont représentés sur la figure 6.2 qui valide la possibi-
lité d’utiliser les sections efficaces de photoproduction pour calculer la section efficace différentielle
d’électroproduction 6.13.
FIG. 6.2 – Comparaison à 650 MeV et à θp  60   des sections efficaces données par 3 calculs diffé-
rents
On considère que l’équivalence des trois calculs pour une énergie incidente de 650 MeV est encore
valable dans le domaine d’énergie de G0. Nous pouvons donc utiliser les sections efficaces de photo-
production données par le générateur de Graal 6.2.4.
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6.2.3 Comparaisons du générateur d’Orsay au générateur EPC
Nous comparons sur la figure 6.3 les sections efficaces différentielles données par le générateur d’Or-
say à celles données par EPC, pour des angles des protons de recul de 60   (a) et 70   (b). Les deux
programmes donnent des résultats similaires sauf pour la région du delta ∆. En effet dans le code EPC,
la paramétrisation de la résonance ∆ n’est exactement valable qu’au niveau du pic de masse du ∆. Ce
domaine ne devrait pas nous gêner pour G0étant donné qu’elle est supprimée par les collimateurs.
(a) I (b) II
FIG. 6.3 – Contribution des différents canaux du générateur d’Orsay et comparaison avec le code EPC
à 60   et 70  
6.2.4 Le générateur de Graal
Les calculs pour faire un générateur de photoproduction et d’électroproduction adapté à la cinéma-
tique de G0 sont basées sur le générateur de Graal.
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FIG. 6.4 – Sections efficaces de photoproduction dans différents canaux et données du générateur de
Graal [12] (en linéaire a et logarithmique b)
6.3 La photoproduction
Les sections efficaces ne sont pas de véritables sections efficaces puisqu’elles dépendent de la distance
traversée dans la cible par l’électron. La section efficace de photoproduction est en effet le produit du
flux de photons Iγ par la section efficace de photoproduction (γ  n  1  2).
6.4 Comparaison de l’électroproductionà la photoproduction
6.4.1 Cas des protons inélastiques
Nous avons créé un générateur de photoproduction basé sur les calculs de Iγ ainsi que sur les calculs
de la section efficace présenté dans les paragraphes précédents. Le générateur consiste à interpoler
dans les sections efficaces différentielles de photoproduction pour des angles θP allant de 48 degrés
à 77 degrés (on s’est limité à l’acceptance de G0). Pour l’électroproduction, nous avons utilisé les
sections efficaces différentielles décrites précédemment, et nous faisons une interpolation similaire.
Sur les figures 6.5 et 6.6, nous comparons les sections efficaces de photoproductionà celles de l’élec-
troproduction pour différentes valeurs de l’angle θP et pour différentes réactions.
1. Electroproduction produisant des protons : e  P  e  P  pi0
2. Photoproduction produisant des protons : γ  P  P  pi0
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0.2 0pi + P + - e→ + P -e
0pi P + → + P γ
Collimateurs
°=50Pθ  photoσ electroσ
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0pi + P + - e→ + P -e
0pi P + → + P γ
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°=55Pθ  photoσ electroσ
 (GeV)ProtonT












1 0pi + P + - e→ + P -e
0pi P + → + P γ
Collimateurs
°=60Pθ  photoσ electroσ
 (GeV)ProtonT














0pi + P + - e→ + P -e
0pi P + → + P γ
Collimateurs
°=65Pθ  photoσ electroσ
 (GeV)ProtonT















0.9 0pi + P + - e→ + P -e
0pi P + → + P γ
Collimateurs
°=70Pθ  photoσ electroσ
 (GeV)ProtonT












0pi + P + - e→ + P -e
0pi P + → + P γ
Collimateurs
°=74Pθ  photoσ electroσ
FIG. 6.5 – Comparaison des sections efficaces de la photoproductionà celles de l’électroproduction,
pour des réactions ayant lieu en bout de cible (d=20cm)
Compte tenu des collimateurs qui, pour chaque angle θp, font une coupure en énergie du proton de
recul Tp (représentée par un trait vertical en pointillés sur les figures 6.5 et 6.6), la sections efficace
d’électroproduction domine sur celle de photoproduction quel que soit le point de réaction dans la
cible de G0. Afin de comparer ces deux effets sur les spectres en temps de vol, nous introduisons les
générateurs de photoproduction et d’électroproduction dans GEANT. Le passage aux taux de comp-
tage par détecteur se fait comme pour les corrections radiatives internes par le biais d’une normalisa-
tion par la méthode des poids développée dans l’appendice B.1. Lorsqu’un électron incident de 3 GeV
arrive dans la cible, il subit une perte d’énergie s’accompagnant de création de photons. A ces photons
viennent s’ajouter les photons crées par les électrons dans leur passage dans la fenêtre d’entrée de la
cible en aluminium. Ces photons vont interagir avec des protons de la cible dans des réactions de
photoproduction. Les électrons qui ont perdu de l’énergie par bremsstrahlung vont eu aussi interagir
avec les protons de la cible, mais dans des réactions d’électroproduction. Sur la figure 6.12 sont repré-
sentés les spectres en temps de vol pour les protons inélastiques venant de l’électroproduction, ainsi
que ceux venant de la photoproduction avec uniquement les photons venant de la cible d’hydrogène
liquide, et ceux issus de la photoproduction des photons venant de la cible et ceux qui viennent de la
fenêtre d’entrée de 254 µm d’aluminium .
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0pi P + → + P γ
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0pi + P + - e→ + P -e
0pi P + → + P γ
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°=55Pθ  photoσ electroσ
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0pi + P + - e→ + P -e
0pi P + → + P γ
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°=60Pθ  photoσ electroσ
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0pi + P + - e→ + P -e
0pi P + → + P γ
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°=65Pθ  photoσ electroσ
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0.9 0pi + P + - e→ + P -e
0pi P + → + P γ
Collimateurs
°=70Pθ  photoσ electroσ
 (GeV)ProtonT











1 0pi + P + - e→ + P -e
0pi P + → + P γ
Collimateurs
°=74Pθ  photoσ electroσ
FIG. 6.6 – Comparaison des sections efficaces de la photoproductionà celles de l’électroproduction,
pour des réactions ayant lieu en milieu de cible (d=10cm)
Nous constatons
1. que l’effet de la fenêtre d’entrée en aluminium sur la photoproduction est relativement faible
comparé à la cible d’hydrogène liquide (écart entre la courbe violette, qui est la somme de la
photoproduction du LH2 et de la fenêtre d’entrée d’aluminium, avec la courbe rouge qui est
représente la photoproduction dans le LH2).
2. que l’électroproduction domine sur la photoproduction comme prédit par Tsai [56].
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0pi+P + - e→ + P -e
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DET 16
FIG. 6.7 – Comparaison des spectres en temps de vol pour les protons inélastiques venant de la
photoproduction et de l’électroproduction
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6.4.2 Cas des pions
L’aimant supraconducteur empêche les particules de charge négative d’arriver jusqu’aux détecteurs.
Les particules qui vont peupler les spectres en temps de vol sont donc les protons et les pi   . Le rapport
entre électroproduction et photoproduction suit la même loi que pour les protons inélastiques (cf.
figures 6.8 et 6.9).
Les canaux étudiés pour la production de pi   primaires sont :
1. e  n  e  pi    n (électroproduction)
2. γ  n  pi    n (photoproduction)
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2.5 +pi+ n + - e→ + P -e
+pi n + → + P γ
°=15Pθ  photoσ electroσ
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+pi+ n + - e→ + P -e
+pi n + → + P γ
°=105Pθ  photoσ electroσ
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+pi + n + - e→ + P -e
+pi n + → + P γ
°=135Pθ  photoσ electroσ
 (GeV)ProtonT














+pi + n + - e→ + P -e
+pi n + → + P γ
°=165Pθ  photoσ electroσ
FIG. 6.8 – Comparaison des sections efficaces de la photoproductionà celles de l’électroproduction,
dans le canal e  P  e  n  pi
 
, pour des réactions ayant lieu en bout de cible (d=20cm)
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°=135Pθ  photoσ electroσ
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+pi + n + - e→ + P -e
+pi n + → + P γ
°=165Pθ  photoσ electroσ
FIG. 6.9 – Comparaison des sections efficaces de la photoproductionà celles de l’électroproduction,
dans le canal e  P  e  n  pi
 
, pour des réactions ayant lieu en milieu de cible (d=10cm)
Pour avoir le spectre en temps de vol correspondant aux pi
 
, on utilise la même méthode que pour les
protons inélastiques. La seule différence concerne le domaine cinématique qui est différent pour les
deux particules. En effet, dans une réaction à 3 corps (par exemple e  P  e  P  pi0), le domaine
cinématique en θ de la particule détectée (par exemple le proton) dépend de la masse de la particule,
en plus de l’acceptance du détecteur. Pour le proton inclusif et pour une énergie d’électrons incidents
de 3 GeV, θP se trouve dans l’intervalle
 0
 
84  695    . Pour le pi   , les limites en θpi sont θpi
   0
 
180    .
Seule l’acceptance du détecteur va empêcher certain des pions d’arriver jusqu’aux détecteurs.
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+
pi n + → + P γ
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DET 7 +pi+ n + - e→ + P -e
+
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DET 11 +pi+ n + - e→ + P -e
+
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DET 15 +pi+ n + - e→ + P -e
+
pi n + → + P γ
FIG. 6.10 – Comparaison des spectres en temps de vol pour les pi   venant de la photoproduction et
de l’électroproduction
6.5 Les autres canaux donnant des protons et des pions
Il existe 2 façons d’avoir des protons inélastiques dans les détecteurs :
– de manière directe par des réactions inclusives donnant en voie de sortie des protons ,
– de façon indirecte : la réaction primaire ne comporte pas de proton en voie de sortie, mais les
particules produites vont à leur tour avoir des réactions (par exemple avec les collimateurs) et vont
créer des particules secondaires. Tous les protons qui font partie de ces particules secondaires vont
eux aussi contribuer à peupler le fond des protons inélastiques.
Il en est de même pour les pi   .
Les autres canaux explorés sont les suivantes :
1. Production de pi0 : e  P  e  pi0  P
2. Production de neutrons : e  P  e  pi    n
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6.6 Comparaison aux données de SOS
6.6.1 But de l’expérience SOS
Afin de tester nos modèles, une expérience de production de protons inélastiques et de pi   a pû être
effectuée avec le spectromètre SOS (Short Orbit Spectrometer) dans le Hall C. Les caractéristiques
du spectromètre sos sont les suivantes :
– Énergie du faisceau : 3.245 GeV.
– Angle de détection des particules : entre 58  2   et 75  0   .
– Gamme en impulsion : de 360 à 916 MeV/c.
– Cible d’hydrogène liquide de 4cm, mais compte tenu de la position des collimateurs, le faisceau ne
“voyait” qu’une épaisseur de 1cm au centre de la cible (donc pas d’effet des fenêtres d’aluminium).
L’acceptance de sos pouvait aussi être connue avec une grande précision ce qui nous a permis de
tester la validité de nos simulations.
Le spectromètre SOS comporte une partie magnétique constituée d’une paire de chambres à dérive
(notée DC1 et DC2) permettant de reconstruire les trajectoires des particules détectées. Une mesure
du temps de vol est effectuée entre une série de quatre plans détecteurs dont on fait la coïncidence de
trois d’entre eux. Les données analysées nous ont été fournies [14] sous forme de section efficaces
différentielles pour plusieurs angles de protons mais seules les données à θp  58  2   et θp  65  6  
étaient exploitables. Les premières comparaisons des résultats avec un générateur de photoproduction
se trouvent dans la référence [15].
















 from AluγPhotoproduction :     
 from LH2γPhotoproduction :     
Simul All
Simul All Normalized at 3.245 GeV
 dEΩd
σ3d
P Momentum in MeV/c
°
 = 58.2θ
FIG. 6.11 – Comparaison des sections efficaces du générateur d’Orsay avec les sections efficaces
mesurées avec SOS pour θP  58  2  
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Simulation Normalisee a 3.245 GeV
FIG. 6.12 – Comparaison des sections efficaces du générateur d’Orsay avec les sections efficaces
mesurées avec SOS pour θP  65  6  
Compte tenu de la longueur de cible, la contribution de la photoproduction (en rouge et bleu sur
la figure 6.12) est négligeable comparée à celle de l’électroproduction (en rose sur la figure 6.12).
Nous sommons les contributions de la photoproduction et de l’électroproduction (courbe noire) que
nous renormalisons à l’énergie incidente de 3.245 GeV car nos calculs sont réalisés pour des énergies








3GeV   0   245GeV
(6.26)
cette renormalisation fait passer la courbe noire à la courbe verte sur la figure 6.12. En comparant aux
données de SOS, on s’aperçoit qu’ environ 30 % des sections efficaces ne sont pas expliquées par nos
modèles et moins de 5% à θp  65  6   . Deux erreurs sont à prendre en compte [43] :
1. une erreur expérimentale sur le passage des données de SOS aux sections efficaces,
2. une erreur théorique venant des données du générateur de GRAAL dont on se sert dans nos
modèles théoriques.
6.7 Comparaison des simulations et des spectres expérimentaux
pour G0
Le spectre expérimental comprend un pic élastique contenant les corrections radiatives, un pic de
protons inélastiques qui du fait de la géométrie du détecteur et du champ magnétique arrive avant en
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temps de vol, et un pic de pions qui a le plus petit temps de vol compte tenu de sa masse. Sur les figures
6.13 et 6.14, nous comparons les spectres expérimentaux (issus des données du commissionning) aux
spectres théoriques simulés avec GEANT. Les protons inélastiques proviennent de l’électroproduction
et de la photoproduction (le nombre de photons de bremsstrahlung ayant été calculé pour une distance
z de cible de LH2 traversée auquel on rajoute les photons de bremsstrahlung provenant de la fenêtre
d’entrée d’aluminium).
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0
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All Simul.
FIG. 6.13 – Comparaison des spectres en temps de vol pour les protons inélastiques des données du
commissionning aux simulations avec GEANT pour les détecteurs 1 à 4
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FIG. 6.14 – Comparaison des spectres en temps de vol pour les protons inélastiques des données du
commissionning aux simulations avec GEANT pour les détecteurs 12 à 15
Une partie du spectre expérimental concernant les protons inélastiques (allant jusqu’à plus de 50%
du spectre expérimental) n’est pas expliqué si l’on ne tient compte que des protons inélastiques issus
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de la cible d’hydrogène liquide. Il faut pour cela faire appel à des mécanismes produisant des protons
dans les fenêtres d’aluminium (entrée et sortie). Deux phénomènes sont à prendre en compte sous
forme de 3 contributions :
1. l’électroproduction sur la fenêtre d’aluminium d’entrée,
2. la photoproduction sur la fenêtre d’aluminium de sortie, par les photons crées sur toute la cible
de LH2 ainsi que sur la fenêtre d’aluminium d’entrée,
3. l’électroproduction sur la fenêtre d’aluminium de sortie.
On néglige la photoproduction sur la fenêtre d’aluminium d’entrée car on néglige le nombre de pho-
tons à l’entrée de la cible. La difficulté pour calculer les contributions de la photoproduction ou de
l’électroproduction sur l’aluminium est marquée par le fait qu’aucun modèle fiable n’existe pour cal-
culer de telles sections efficaces. Il existe pourtant un moyen expérimental pour évaluer l’ampleur des
contributions inélastiques des fenêtres d’aluminium : il faut minimiser au maximum l’effet de la cible
de LH2 en diminuant la densité de l’hydrogène qui s’y trouve. Pour cela, on augmente la température
de la cible et on travaille avec de l’hydrogène gazeux. Plusieurs données on été prises au cours du
commissionning à deux densités pour l’hydrogène. Les densités de l’hydrogène sont données dans le
tableau 6.1.
Cible Vide (H2Gaz) Vide (H2Gaz) Pleine (LH2 )
Température/Pression 26K/32.09 psia 37K/31.69 psia 19K/24.7 psia
densité de l’hydrogène(kg/m3) 2.327 1.495 72.32
No de run (5000 A, 50 mV) 15906 15907 16052
TAB. 6.1 – Différentes densités de cible pendant les prises de données du commissionning
Les données cibles vides permettent de maximiser l’effet des fenêtres d’aluminium : en effet la den-
sité de l’hydrogène est diminuée d’un facteur ρLH2   ρH2  30. Ceci a pour effet de diminuer la
photoproduction et l’électroproduction du LH2 de ce même facteur. Les seules contributions qui ne
subissent pas cette diminution sont celles de l’électroproduction sur les fenêtres d’aluminium ainsi
que la photoproduction des photons produits dans la fenêtre d’entrée de la cible sur la fenêtre d’alu-
minium de sortie. Or la photoproduction des photons de la fenêtre d’entrée est négligeable compte
tenu du faible nombre de photons crées. Donc les données avec la cible vide sont essentiellement de
l’électroproduction dans la fenêtre de sortie. Nous avons donc accès, pour chaque détecteur, à une dis-
tribution en temps de vol de l’électroproduction dans les fenêtres d’aluminium. Les données de cible
vide comportent aussi de la diffusion élastique mais celle-ci peut être soustraite par la simulation.
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FIG. 6.15 – Comparaison des spectres en temps de vol des données de cible vide (contenant de l’hy-
drogène gazeux) aux données de cible pleine (LH2)
Les contributions de la cible vide, de la cible de LH2 et de la simulation sont les suivantes :
1. La simulation comprend :
– l’électroproduction sur le LH2,
– la photoproduction sur le LH2 par les γ de bremsstrahlung venant de la fenêtre d’entrée
d’aluminium,
– la photoproduction sur le LH2 par les γ de bremsstrahlung venant de la cible LH2,
– la diffusion élastique dans la cible de LH2.
2. La cible de LH2 comprend
– l’électroproduction sur le LH2,
– l’électroproduction sur la fenêtre de sortie d’aluminium,
– l’électroproduction sur la fenêtre d’entrée d’aluminium,
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– la photoproduction sur le LH2 par les γ de bremsstrahlung venant de la fenêtre d’entrée
d’aluminium,
– la photoproduction sur le LH2 par les γ de bremsstrahlung venant de la cible LH2,
– la photoproduction sur la fenêtre de sortie d’aluminium par les γ de bremsstrahlung venant
de la fenêtre d’entrée d’aluminium,
– la photoproduction sur la fenêtre de sortie d’aluminium par les γ de bremsstrahlung venant
de la cible LH2,
– la diffusion élastique dans la cible de LH2.
3. Les mesures en cible vide comprennent
– l’électroproduction sur la fenêtre de sortie d’aluminium,
– l’électroproduction sur la fenêtre d’entrée d’aluminium,
– la photoproduction sur la fenêtre de sortie d’aluminium par les γ de bremsstrahlung venant
de la fenêtre d’entrée d’aluminium,
– la photoproduction sur la fenêtre de sortie d’aluminium par les γ de bremsstrahlung venant
de la cible LH2.
6.8 Conclusions et perspectives
Dans nos simulations du bruit de fond, nous avons déterminé la contribution principale des protons
inélastiques. Deux effets imbriqués s’ajoutent pour créer ce fond polluant : l’électroproduction et la
photoproduction dans la cible de LH2. Par contre, une grande partie de ce bruit de fond n’est pas
expliqué avec uniquement le LH2 : il faut y inclure l’interaction des électrons et des photons de
bremsstrahlung sur les fenêtres d’aluminium. Faute de sections efficaces, des données en cible vide
nous ont permis de les caractériser. En effet, les données avec cible vide permettent de combler l’écart
entre la simulation de la cible de LH2 avec les données expérimentales de cible pleine.
Dans le but de réduire les effets des fenêtres d’aluminium, la collaboration G0 a décidé pour le second
commissionning de réduire leur épaisseur d’un facteur 3. L’effet est visible sur les figures 6.16 et
6.17 dans lesquels nous comparons les données du commissionning avant et après la réduction de
l’épaisseur des fenêtres d’aluminium aux simulations de la cible de LH2. Ainsi que nous l’avions
prévu, le fond contenant les protons inélastiques a diminué et surtout sur la partie à grand temps
de vol. En effet, la cinématique empêchait les protons inélastiques venant du LH2 de venir couvrir
cette région en temps de vol, alors que pour la diffusion électron-aluminium, la cinématique peut
permettre aux protons de couvrir cette région. Il reste néanmoins une contribution inexpliquée par
la simulation de la cible de LH2 : la fenêtre d’aluminium bien que plus fine génère des protons
inélastiques contribuant au fond polluant inélastique.
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FIG. 6.16 – Comparaison des spectres en temps de vol des données du second commissionning aux
simulations avec GEANT pour les détecteurs 1 à 4
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FIG. 6.17 – Comparaison des spectres en temps de vol des données du second commissionning aux




Ce travail a permis de faire le calcul complet des corrections radiatives électromagnétiques pour la dif-
fusion e-p, dans le cadre de l’expérience G0 aux angles avant, où un proton est détecté dans l’état final.
L’originalité de ce calcul réside dans le fait qu’on ne détecte pas l’électron diffusé empêchant ainsi
l’application de l’approximation du peaking. L’effet des corrections radiatives sur le temps de vol, le
Q2 et l’asymétrie a été évalué par le biais d’une simulation GEANT. Le fond inélastique polluant a
nécessité la création d’un générateur d’électroproduction basé sur des données de photoproduction.
Dans le premier chapitre, nous montrons comment la symétrie discrète de parité permet de tenir
compte de l’interaction faible afin de remonter aux contributions des quarks étranges dans le pro-




GeV   c  2), l’amplitude de diffusion de
l’interaction faible est de cinq ordres de grandeur plus faible que celle de l’interaction électroma-
gnétique. Il devient naturel d’utiliser l’asymétrie de violation de la parité dans la diffusion élastique
électron-proton pour mettre en évidence les contributions des quarks étranges aux facteurs de forme
électromagnétiques du nucléon. Une mesure d’asymétrie de violation de la parité à une valeur donnée
de Q2 correspond à une combinaison linéaire des facteurs de forme étranges (électrique, magnétique
et axial). Le but de l’expérience G0 est de faire des mesures aux angles avant, arrière sur cible d’hy-
drogène liquide puis aux angles arrière sur cible de deutérium afin de séparer les facteurs de forme
étranges du nucléon.
Au cours du second chapitre, nous décrivons les différents éléments de l’expérience G0 en partant
de la source d’électrons polarisés jusqu’au détecteur composé de 8 secteurs (4 Nord Américains et 4
Français) contenant chacun 16 paires de scintillateurs en coïncidence. Pour mesurer une asymétrie de
l’ordre du ppm avec une erreur due aux fluctuations statistiques inférieure à 5%, la luminosité doit
être maximisée. Pour cela la cible est composée d’hydrogène liquide sur lequel vient taper un faisceau
d’électrons polarisés de 40 µA.
Une électronique spécifique a été développée par la collaboration française pour traiter les signaux
provenant des 4 secteurs (ou octants) français. Afin de traiter des données dont le débit moyen est
de 2  106 particules par secondes et par détecteur, 32 processeurs frontaux sont implantés directement
derrière les codeurs de temps. Une série de tests a été nécessaire afin de mesurer et de tester toutes les
caractéristiques des modules d’électronique (le temps mort des discriminateurs, les différents réglages
. . . ).
L’asymétrie de violation de la parité se calcule sur le pic de proton. Or expérimentalement, la diffu-
sion purement élastique n’existe pas : elle est en effet accompagnée d’un rayonnement de photons de
bremsstrahlung que nous devons calculer afin de remonter à l’asymétrie de Born directement reliée
aux facteurs de forme étranges. Un électron de 3 GeV perd de l’énergie en traversant les différents élé-
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ments composant la cible : sous forme d’ionisation et par corrections radiatives externes. Cette perte
d’énergie est calculée dans le troisième chapitre car nous devons connaître l’énergie des électrons
avant l’interaction avec un des protons de la cible de LH2. Ensuite, nous calculons les diagrammes
de Feynman correspondant aux corrections radiatives internes avec un photon échangé entre les bras
leptoniques et hadroniques puis avec un boson Z0 échangé. Nous pouvons ainsi calculer l’asymétrie
de violation de la parité dans la queue radiative. Afin de traiter la divergence infrarouge dans la région
des photons mous, une méthode spéciale est développée tenant compte du fait qu’on détecte le proton
de recul. Un générateur est créé à partir d’un calcul entièrement invariant de jauge, qui pour une éner-
gie incidente, un angle du proton de recul et une énergie, donne la section efficace différentielle de
corrections radiatives internes ainsi que l’asymétrie correspondante. Expérimentalement, nous avons
des spectres en temps de vol et non des sections efficaces. Nous devons donc recourir à une simulation
complète, tenant compte de la géométrie du détecteur G0, de la présence de l’aimant supraconduc-
teur ainsi que des différentes pertes d’énergie dans les différents matériaux traversés. Une simulation
GEANT permet, par le biais d’une méthode à poids, de passer d’une section efficace différentielle à
un taux de comptage par détecteur. Il est donc possible d’évaluer les effets radiatifs sur différentes
observables (le temps de vol, le Q2 , l’asymétrie . . . ).
Le pic de proton est pollué par des protons inélastiques qui viennent se glisser en dessous du pic
élastique. Dans le but d’évaluer le fond inélastique, le groupe d’Orsay a créé un générateur d’électro-
production ainsi qu’un générateur de photoproduction pour la cible de LH2. Il a été montré que pour
le calcul de la section efficace différentielle d’électroproduction, il est possible de remplacer l’am-
plitude de diffusion d’électroproduction par celle de photoproduction. La comparaison des sections
efficaces de photoproductionà celles d’électroproduction pour la cible de G0, montre que l’électro-
production domine sur la photoproduction (d’un facteur proche de 2), ce qui est en accord avec les
estimations de Tsai (chapitre 4). Une fois les générateurs incorporés dans la simulation GEANT, nous
pouvons estimer les taux de comptage et les spectres en temps de vol pour les protons inélastiques et
les pi   . Pour cela, nous avons plus particulièrement calculé les sections efficaces différentielles pour
les canaux suivants :
– e
 P  e  P  pi0
– e
 P  e  n  pi  
– γ  P  P  pi0
– γ  P  n  pi  
Avant de faire une comparaison aux données du commissionning, nous comparons les sections ef-
ficaces de d’électroproduction et de photoproduction aux données de l’expérience SOS, qui était la
seule référence avant G0 pour les inélastiques. La comparaison des simulations avec le générateur
d’Orsay, aux données du premier commissionning ont montré une sous estimation d’environ 50 %
des simulations par rapport aux données expérimentales, notamment pour la partie du spectre à grand
temps de vol qui n’était pas expliquée par les simulations avec la cible de LH2 uniquement. En effet,
une contribution non négligeable de particules inélastiques vient de la photoproduction et de l’élec-
troproduction sur les fenêtres d’aluminium. Cette hypothèse est confirmée avec les donnés de cible
vide qui montrent que près de la moitié du fond inélastique provient des fenêtres d’aluminium. Pour le
second commissionning, l’épaisseur des fenêtres d’aluminium a été réduite d’un facteur 3, diminuant
considérablement le fond inélastique.
Dans la prochaine étape, une évaluation complète de l’effet des fenêtres d’aluminium est nécessaire,
156
6.8. Conclusions et perspectives 157
notamment avec l’utilisation de fenêtres d’aluminium plus épaisses. Un effet plus complexe à évaluer
réside dans l’étude de l’asymétrie du fond inélastique : en effet, il faut non seulement connaître la
distribution des protons inélastiques sous le pic élastique, mais aussi connaître leur asymétrie. Cette
étape sera indispensable pour corriger l’asymétrie mesurée de toutes les erreurs systématiques.
158 Chapitre 6. Etude du bruit de fond
Annexe A
Straggling angulaire
La diffusion multiple se traduit par une déviation de l’électron incident par rapport à sa direction
d’origine qui est selon l’axe du faisceau (que l’on note par l’axe 0z). Dans le chapitre 5, nous avons
vu que la déviation de l’ électron incident se fait par un tirage gaussien, de largeur θ0 autour de
l’axe 0z (θ0 est donné dans l’expression 4.3). A partir de ce tirage, deux paramètres apparaissent :
les angles θx et θy. L’angle θx est la projection de la direction de l’électron dévié sur le plan (Oxz) et
θy sa projection sur le plan (Oyz). La prochaine étape consiste à se ramener aux angles par rapport
auxquelles toutes les variables sont exprimées : les angles polaires θ et φ (représentées sur la figure
A.1).
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FIG. A.1 – Définition de θx et θy
A.1 Relations de passage de (θx,θy) à (θ,φ)
On désigne par P le vecteur direction de l’ électron. On désigne par P la norme du vecteur P . On va
considérer les projections de ce vecteur sur les plans (Oxz) et (Oyz). Soient respectivement  ζ et η

















 On réexprime ces mêmes vecteurs en fonction des
angles θx qui est l’angle entre le vecteur






 ζ  sinθx
0
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Nous allons pouvoir ainsi exprimer les angles θx et θy en fonction de l’angle azimutal et zénithal.
Les normes des vecteurs






sinθ2 cosφ2  cosθ2






sinθ2 sinφ2  cosθ2
En égalisant terme à terme les deux expressions des vecteurs







































Les angles θ et φ doivent remplir les conditions suivantes : θ    0
 
pi  et φ    0
 
2pi  .







 θy2 . puisque les angles θx et θy sont petits (<0.1
degrés en valeur absolue).









On désigne par φ1 la solution comprise entre 0 et pi2 . L’équation A.2 comporte 4 solutions qui sont :
– φ1
– pi  φ1
– φ1  pi
– 2pi  φ1
Pour déterminer laquelle de ces quatre valeurs est retenue nous avons des conditions de signe :
En reprenant les expressions de sinθx et de sinθy, on en déduit :













Le dénominateur contenant la racine carrée est toujours positif (on cherche uniquement à déterminer
le signe de cosφ ou bien de sinφ). Autre simplification : sinθ  0 car θ    0
 
















































A.2 Matrice de passage de la nouvelle base à l’ancienne
L’électron ayant subi une diffusion multiple, l’interaction n’a plus lieu sur l’axe (Oz) mais a des
composantes non nulles sur les axes (Ox) et (Oy). Donc le proton diffuse avec un angle θre f 1P , qui
est relié non pas au repère d’ origine (O,xyz) (appelé   ), mais à un repère relié à l’électron dévié
(   ). Étant donné que toutes les grandeurs sont définies par rapport au repère (Oxyz) (repère du
laboratoire), il convient de trouver la matrice de passage du nouveau repère (lié à l’électron dévié),
à celui du laboratoire (O,xyz). Il est nécessaire d’exprimer les angles θx et θy en fonction de θ et
φ, angles à partir desquels on va déduire la matrice de rotation. Pour cela, il nous faut déterminer 3
angles d’Euler.
1. rotation d’angle φ autour de (Oz)
2. rotation d’angle θ autour de (Oy’) transformé de (Oy) par la rotation 1
3. rotation d’angle 2pi  φ autour de (Ox”) transformé de (Ox) par les 2 rotations précédentes
La matrice donnée par ces rotations est la matrice de passage du repère du laboratoire, à celui qui est lié
à l’électron dévié par la diffusion multiple. Dans notre cas, l’angle θP du proton diffusé est exprimé
dans le repère lié à l’électron dévié. Il nous faut donc déterminer la matrice inverse qui permette
de passer de   à   . Pour cela on utilise la propriété que les matrices de rotations sont unitaires




1La matrice Mi  j a pour transposée la matrice M j  i







cosφ2 cosθ  sinφ2 sinφcosφcosθ  cosφsinφ sinθcosφ
sinφcosφcosθ  cosφsinφ sinφ2 cosθ  cosφ2 sinθsinφ




L’effet de la diffusion multiple est faible aux énergies de G0 car θ0 qui est la largeur de la distribution
gaussienne dans laquelle on tire les angles θx et θy est petit. Nous devons donc retrouver un petit effet
sur les variables transformées par la rotation    

. Considérons le vecteur impulsion (que l’on note














Après rotation de matrice    

le vecteur Pp se transforme en








cosφ2 cosθ  sinφ2   Py






sinφcosφcosθ  cosφsinφ   Py

sinφ2 cosθ  cosφ2   Pz

sinθsinφ 
P0z   Px

cosφsinφ   Py





On peut réarranger le vecteur




















cosθ  1     Py cosφ2  Px sinφcosφ   sinθ

Pz sinφ 









On remarque que la différence entre les composantes de

P0 et celles de Pp comporte soit un facteur

cosθ  1  soit un facteur sinθ, qui sont très petits car θ  0  1 degrés.
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Annexe B
Normalisation des taux de comptage dans
GEANT [44]
B.1 Cas général d’une réaction à 3 corps e   P   e   P   X
Ce chapitre traite des réactions inclusives telles que l’ électroproduction et des corrections radiatives
(le photon étant la 3me particule en voie de sortie).
L’interaction entre deux particules est généralement décrite en terme de section efficace. Cette quantité
donne une mesure de la probabilité qu’une réaction ou qu’un certain type de réaction se produise.
Elle peut être calculée si on connaît l’interaction qui la régit. On considère un faisceau de particules







FIG. B.1 – Définition de la section efficace de diffusion
Plaçons un détecteur de façon à enregistrer les protons émis dans la direction (θ,φ) par rapport au fais-
ceau incident. Ce détecteur définit un petit angle solide dΩ depuis le centre de la cible. Si Iinc désigne
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le flux d’électrons par unité de temps et que la cible est constituée de Ncentres protons par unité de
surface, le flux de particules diffusées Φevt sera proportionnel à l’intensité incidente et au nombre de
centre diffuseurs :
Φevt  IincNcentresσ (B.1)
Le coefficient de proportionnalité σ est la section efficace de la réaction. Il est homogène à une surface.
Nous pouvons exprimer le nombre de centres diffuseurs par :
Ncentres 








– ρ la densité de la cible en g  cm   3 et d   S son volume en cm3
– A le numéro atomique et A le nombre d’Avogadro
On en déduit le nombre d’évènements (avec σ en cm2) :
Nevt  Ninc ρdA Aσ (B.3)
Le nombre d’évènements peut aussi s’exprimer en fonction de la luminosité par la relation suivante
qui définit la luminosité L :
Nevt  Lσ (B.4)
Afin d’évaluer le taux de comptage d’un détecteur i, nous allons déterminer le nombre d’évènements
venant d’une tranche dz de la cible et émis dans l’angle solide dΩ autour de la direction θ, φ et dans





















E  dNevt ,










E  dNevt . Le domaine



















θmax   z  
 
θmin   z  
sinθdθ
Emax   θ  
 








3σ   θ   φ   E  
dΩdE dE (B.6)











E si θ     θmin   θmax  .
Dans GEANT, la méthode utilisée dans ce travail consiste à tirer les variables θ et φ de façon uniforme,
dans l’ensemble du domaine cinématique permis. Le fait de faire un tirage uniforme nous impose alors
d’affecter un poids ω j à chaque évènement :
– A chaque évènement j, on affecte un poids w j.
– Si on compte ni j coups dans le détecteur i, pour l’évènement j alors ni j  εi

θ j   φ j   E j  .
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Si l’on veut que les histogrammes construits dans GEANT et pondérés par le poids w j de chaque
évènement j représentent des taux de comptage en Hz, il nous faut :
Ni  ∑NTj  1 ni jw j  Nevt

i  (B.7)
NT étant le nombre de tirages et Nevt

i  est donné par l’intégrale B.6. Afin d’extraire l’expression du
poids w j, nous allons discrétiser l’intégrale donnant Nevt

i  . Pour cela nous devons avoir un nombre
















z j  ρ

z j  sinθ jεi
 j  d
3σ
 j 
dΩdE ∆z j∆φ j∆θ j∆E j
 (B.8)
Notre système comporte 4 variables indépendantes : les angles polaires θ et φ, l’énergie, la distance z




θ j   φ j   E j   z j  où   j     , ce qui implique dles limites pour les tirages, et un ordre de tirage
déterminé :
– tirage uniforme en z entre zmin et zmax qui correspondent aux côtes de début et fin de la cible.
– φ est indépendant de z (symétrie de révolution)
 
φ    0
 
2pi 
– tirage uniforme de θ dans l’intervalle  θmin   θmax  qui est pris indépendant du point d’interaction







z    z (la
variation de l’intervalle efficace en fonction de z est inclue dans la transmission traitée par GEANT)






θ   , ce qui implique que la densité en E dépend
de l’angle θ et que θ soit tiré avant E.
Dans le but d’évaluer la somme B.8, nous devons définir le volume élémentaire. Considérons une
bande étroite de largeur δθ centrée sur θ j (cf figure B.2). Le volume élémentaire s’exprime comme :
δVj 

zmax  zmin  δθ




θ j   Emin






θ j   Emin

θ j  vient du fait que la bande δθ autour de θ j est étroite, donc que
l’on peut considérer l’énergie comme constante dans cet intervalle et ce quelque soit j. Le nombre
d’évènements contenus dans cette bande étroite δθ est donné par : δN j  NT δθθmax   θmin puisque le domaine
total de tirages NT est uniformément réparti dans l’intervalle
 θmin   θmax  . Donc le volume occupé par




∆z j∆φ j∆θ j∆E j  d∆θ∆φNT
 Emax

θ j   Emin

θ j   (B.10)
d étant l’épaisseur totale de la cible d=zmax  zmin.








FIG. B.2 – Le volume correspondant aux variables n’est pas rectangulaire car l’énergie est une fonc-
tion de θ
Si nous faisons l’hypothèse de négliger l’absorption des électrons incidents dans la cible, ce qui im-
plique que Ninc est indépendant de z. Nous supposons aussi que la cible est homogène, donc que
ρ

z j   ρ  j. Ce qui est une hypothèse raisonnable : les fluctuations de densité de la cible s’effectuent
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θ j   Emin
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En identifiant cette équation avec B.7, on trouve l’expression du poids pour une diffusion à 3 corps
dans l’état final : e   P   e   P  X .





θ j   Emin

θ j   (B.13)
Remarque :











z j    ρ  β  z j 
avec α
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1) et β  z j   ρ   z j    ρ  qui est une fluctuation de densité






  ρ  d
A A , le poids devient :







θ j   Emin

θ j   α

z j  β  z j  (B.14)
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B.2 Cas de la diffusion élastique pure e   P   e    P
Cette fois la section efficace est de la forme d2σdΩ , car dans le cas de la diffusion élastique, l’ énergie et
l’angle polaire θ sont liés. Donc pour chaque θ j, E est fixé à la valeur E

θ j  . La seule modification
par rapport à l’équation B.13 consiste à remplacer d3σdΩdE par
d2σ
dΩ δ
 E  E

θ   , δ étant la fonction delta



















θmax   z  
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2σ   θ   φ  
dΩ dθ (B.15)
En gardant les mêmes hypothèses que précédemment (des tirages uniformes en z, φ et θ, dans des
















z j  ρ

z j  sinθ jεi
 j  d
2σ
 j 
dΩ ∆z j∆φ j∆θ j
 (B.16)
Si le nombre de tirage est suffisamment grand, nous trouvons pour les expressions du poids :
1. si ρ et Ninc sont indépendants de z :
w j  L ∆θ∆φNT
d2σ j
dΩ sinθ j (B.17)
2. si ρ et Ninc dépendent de z :




z j  β  z j  (B.18)
B.3 Cas de la photoproduction par les photons de bremsstrah-
lung
Dans le cas de la photoproduction par les γ de bremsstrahlung , le calcul passe par 2 étapes :
1. Calcul du flux de photons de bremsstrahlung en un point zi de la cible à partir d’un flux incident
d’électrons.
2. Calcul du processus de photoproduction en z j avec les γ de bremsstrahlung dans la cible de
LH2.














FIG. B.3 – Les photons crées par bremsstrahlung intéragissent avec les protons de la cible pour faire
de la photoproduction
La formule B.6 est utilisable pour calculer le nombre d’ évènements, mais Ninc sera remplacée par
Nγinc, qui représente le nombre de photons incidents d’énergie Eγ dans l’ intervalle dEγ crées entre
le début de la cible et le point z d’ interaction avec un des protons de la cible. La section efficace
d3σ   θ   φ   E  




















θmax   z  
 
θmin   z  
sinθdθ
Emax   θ  
 








3σ   θ   φ   E  
dΩdEω dEω (B.19)
Nous n’avons plus un flux constant de particules de même énergie indépendant de la longueur de cible
traversée (cas des électrons si on néglige l’absorption), mais nous avons un nombre de photons qui
dépend à la fois de l’épaisseur traversée et de la distance à laquelle ils sont créés, et dont le spectre
d’énergie est à déterminer. Le nombre de photons, dans la bande d’énergie dEγ autour de Eγ crées en
un point ζ dans une tranche dζ et arrivant au point z (pour interagir avec un des protons de la cible ),







Eγ  dζdEγαγ  z  ζ  (B.20)
La transmission αγ

z  ζ  tient compte de l’absorption des γ entre ζ et z. On note dσγ   Eγ  dEγ la section





 ζ  ρ









z  ζ  (B.21)




Eγ   Ninc
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Le nombre total de γ, d’énergie Eγ contenus dans une bande dEγ, créés en un point z de la cible, est

















z  ζ  (B.23)
Si on pose N0inc le nombre d’électrons incidents en ζ pour toutes les énergies confondues, le nombre





 ζ  Ie  E0inc   Eζ   ζ  dEζ   (B.24)
avec E0inc l’énergie incidente des électrons avant toute perte par rayonnement de bremsstrahlung .
L’énergie E0inc est donc le maximum de Einc
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dζαγ  z  ζ  N0inc



















θmax   z  
 
θmin   z  
sinθdθ
Eωmax   θ  
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3σ   θ   φ   E  
dΩdEω dEω
(B.26)




θω   φω   Eω  avec
εωi

θ j   φ j   Eω j   ni j. Avec les mêmes conventions que précédemment : ni j  1 si la particule ω arrive
sur dans le détecteur et ni j  0 sinon. De nouveau nous ne faisons aucune hypothèse sur d’ autres
coupures (le seuil en énergie, par exemple) qui pourront être faites par la suite. Il suffit que la particule


















dζαγ  z  ζ  N0inc




















Eγ j   θ j   φ jEω j  ∆z j∆φ j∆θ j∆Eω j 
(B.27)
Nous gardons les mêmes hypothèses qu’en électroproduction, ce qui implique qu’on ait le même vo-
lume ∆τ j par événement, soit :
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∆τ j  ∆z j∆φ j∆θ j∆Eω j  d∆θ∆φNT
 Eωmax

Eγ   θ j   Eωmin

Eγ   θ j   (B.28)




 ζ  et ρ  ζ 

 ρ   1  β  ζ  


















A  ρ  dζαγ
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Eγ   j 
  Eωmax

Eγ   θ j   Eωmin

Eγ   θ j  
(B.29)
Avec L0  N0inc
d   ρ 


































 ζ  zmin  . En
remarquant que (Y.S. Tsai) αγ

z j  ζ   e   µ   t j   t   on définit :
Iγ





















ζ   Eγ  dE
 
ζ (B.32)

















Eγ   j    Eωmax

Eγ   θ j   Eωmin

Eγ   θ j   (B.34)
Le passage de l’électroproductionà la photoproduction revient donc à remplacer d




θ j  
Emin

θ j   par J j dans le poids.
Si on néglige les fluctuations de densité alors β  z j   0
B.3. Cas de la photoproduction par les photons de bremsstrahlung 173
calcul de Ji
Dans l’expression de Ji,
 Eωmax

Eγ   θ j   Eωmin

Eγ   θ j   est par définition l’intervalle dans lequel est tiré
Eω (à l’angle θ j). L’expression de Ji n’est pas utilisable sous cette forme, car Ji intervient dans le
poids, et le tirage de Eω se fait avant le calcul de Ji. Donc lors du tirage de Eω, l’intervalle de tirage
doit être connu et ne peut donc être multiple. On doit donc réecrire Ji sous la forme :
J j    Eωmax

θ j   Eωmin











Eγ   j  





θ j   Eωmin

θ j    max
Eγ  
 0   E0inc 
  Eωmax

Eγ   θ j   Eωmin

Eγ   θ j   (B.36)
Cet intervalle représente le recouvrement de tous les intervalles possibles pour toutes les énergies de
photon inférieures à E0inc. La fonction











θ j   Eγ   1 si conservation de l’énergie-impulsion
Remarque :
Étant donné que E0inc est l’énergie des électrons incidents, alors l’intervalle en énergie,   Eωmax

θ j  
Eωmin

θ j   est le même qu’en électroproduction (à la masse des électrons près).
Cas d’un processus unique pris en compte (par exemple γ  P   p  pi0 processus dominant
la photoproduction de protons)
Nous sommes dans le cas d’un processus à deux corps, donc :
(θ j fixé et Eω fixé)   Eγ fixe.
donc : 













L’expression de J j devient :
J j    Eωmax

θ j   Eωmin













E0γ   Eω  (B.38)
Dans l’équation B.38, on retrouve le Jacobien : J








E0γ   θ j   Eω  






représente la section efficace de photoproduction de la particule ω avec les photons d’éner-
gie E0γ

θ j   Eω  . L’expression du poids devient donc :




 1  β  z j   sinθ j   Eωmax

θ j   Eωmin















E0γ   Eω 
(B.39)
Finalement, en comparant à l’expression du poids pour l’électroproduction, on passe de la photopro-




















θ j   Eγ    t j  (B.40)
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