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Abstract
This thesis deals with the array geometry optimization problem in the context of sources localiza-
tion. We have considered two approaches for the array geometry optimization: the performance
estimation in terms of mean square error approach and the statistical resolution limit (SRL)
approach. In the first approach, the lower bounds on the mean square error which are usually
used in array processing to evaluate the estimation performance independently of the considered
estimator have been considered. We have investigated two kinds of lower bounds: the well-known
Cramér-Rao bound (CRB) for the deterministic model in which the parameters are assumed to
be deterministic, and the Weiss-Weinstein bound (WWB) which is less studied, for the Bayesian
model, in which, the parameters are assumed to be random with some prior distributions. We
have proposed closed-form expressions of these bounds, which can be used as a statistical tool
for array geometry design. Compared to the CRB, the WWB can predict the threshold effect
of the MSE in the non-asymptotic area. Moreover, the closed-form expressions of the WWB
proposed for a general Gaussian model with parameterized mean or parameterized covariance
matrix can also be useful for other problems. Based on these closed-form expressions, the 3D
array geometry and the classical planar array geometry have been investigated under (i) the
conditional observation model in which the source signal is modeled as a deterministic sequence
and under (ii) the unconditional observation model in which the source signal is modeled as a
Gaussian random process. Conditions concerning the isotropic and uncoupling properties were
then derived.
In the second approach, we have considered the statistical resolution limit which characterizes
the minimal separation between the two closed spaced sources which still allows to determine
correctly the number of sources. In this thesis, we are interested in the SRL in the Bayesian
context which is less studied in the literature. Based on the linearized observation model with
the minimum probability of error, we have introduced the two Bayesian approaches of the SRL
based on the detection and information theories which could lead to some interesting tools for
the system design.
Keywords : Array processing, information theory, detection theory, DOA estimation, esti-
mation performance analysis, minimal bounds on mean-square error, statistical resolution limit.
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Résumé
Cette thèse porte sur l’étude du positionnement optimal des capteurs dans un réseau ou antenne
pour la localisation de sources. Nous avons étudié deux approches: l’approche basée sur les
performances de l’estimation en terme d’erreur quadratique moyenne et l’approche basée sur le
seuil statistique de résolution (SSR).
Pour le première approche, nous avons considéré les bornes inférieures de l’erreur quadratique
moyenne qui sont utilisées généralement pour évaluer la performance d’estimation indépendam-
ment du type d’estimateur considéré. Nous avons étudié deux types de bornes: la borne de
Cramér-Rao (BCR) pour le modèle où les paramètres sont supposés déterministes et la borne
de Weiss-Weinstein (BWW) pour le modèle où les paramètres sont supposés aléatoires. Nous
avons ébabli les expressions analytiques de ces bornes pour développer des outils statistiques afin
d’optimiser la géométrie des réseaux de capteurs. Par rapport à la BCR, la borne BWW peut
repérer le décrochement de l’EQM des estimateurs dans la zone non-asymptotique. De plus, les
expressions analytiques de la BWW pour un modèle Gaussien général à moyenne paramétrée ou
à matrice de covariance paramétrée sont données explicitement. À partir de ces expressions ana-
lytiques, nous avons étudié l’impact de la géométrie des réseaux de capteurs sur les performances
d’estimation en utilisant les réseaux de capteurs 2D et 3D pour deux modèles des observations
concernant les signaux sources: (i) le modèle déterministe et (ii) le modèle stochastique. Nous
en avons ensuite déduit des conditions concernant les propriétés d’isotropie et de découplage.
Pour la deuxième approche, nous avons considéré le seuil statistique de résolution qui car-
actérise la séparation minimale entre deux sources. Dans cette thèse, nous avons dérivé le SSR
pour le contexte Bayésien moins étudié dans la littérature. Nous avons introduit un modèle des
observations linéarisé basé sur le critère de probabilité d’erreur minimale. Ensuite, nous avons
présenté deux approches Bayésiennes pour le SSR, l’une basée sur la théorie de l’information
(lemme de Stein) et l’autre basée sur la théorie de la détection. Ces approches pourront être
utilisées pour améliorer la capacité de résolution des systèmes. Plus particulièrement, ces ap-
proches nous ont permis de comparer plusieurs géometrie d’antenne conduisant à la résolution
limite minimale.
Mots clés : Traitement d’antenne, analyse de performance, borne inférieure de l’erreur
quadratique moyenne, estimation de DDA, seuil statistique de résolution.
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Chapter 1
Introduction
1.1 Generality
Array processing has been a topic of interest for the last few decades. The applications of array
processing expanded in many fields. In wireless communication, the sensor arrays are referred to
smart antennas to identify the position of the mobile devices and then locate the antenna beam
on the devices. In radio astronomy, several cooperative telescopes form an array to capture the
extraterrestrial radio signals. In environmental (weather, pollution...) monitoring, the sensor
array provides a better surveillance and a better knowledge of the environment. For example,
the seismic warning system consists of an array of seismic sensors distributed in a region and
a high speed communication system in order to collect the data and detect the strength and
propagation of an eventually earthquake event. In radar, the conventional radar consists of a
transmitter and a receiver to transmit the electromagnetic pulsed signal and to receive the reflect
signal in order to determine the range, the position, the velocity of a target, such as an aircraft.
While the passive radar has no dedicated transmitter, therefore it exploits a wide variety of
urban signals such as: television signal, FM signal, GSM signal, etc. In sonar, the acoustic
signal measured by an array of hydrophones towed behind a ship helps to detect and locate the
appearance of a sub-marine.
Figure 1.1: The estimation procedure.
Parametric parameter estimation generally provides solutions to array processing problems.
The main aim of the parameter estimation is to extract the spatio-temporal information pa-
rameterized in the signal measured by a network of sensors spatially distributed. Since the
1
2 CHAPTER 1. INTRODUCTION
observations are perturbed by noise, one needs to set up some observation models. Based on the
used model, one then has to apply the estimation algorithms in order to estimate the unknown
parameters. The whole procedure of the parameter estimation is resumed in Fig. 1.1. A vast
number of estimation algorithms exists in the literature, which can be classified into two main
categories [KV96]: the spectral-based methods and the parametric methods. The spectral-based
approaches such as the beamforming technique, the Capon algorithm, the MUSIC, etc., estimate
the parameters by the way of forming some spectral function of the parameters of interest, then
these parameters estimated are referred to the peaks in the function diagram. The paramet-
ric approaches such as the maximum likelihood estimator (MLE), the maximum a posteriori
(MAP),etc., are more accurate than the formers since the data model is more exploited, and still
provide a good performance in the scenarios of coherent signals. However, the laters require a
high computational complexity due to the multidimensional search. This is the reason why the
former approaches are preferred for the practice implementation.
The performance of any estimator can be quantified via its empirical mean square error
(MSE). This quantity characterizes the "distance" between the real parameter and the esti-
mated value of the parameter. The MSE in non-linear estimation problems is generally obtained
by using Monter Carlo trials. Therefore, concerning the multi unknown parameters problem,
a multidimensional search is required, leading a high difficulty to obtain the empirical MSE.
Moreover, a Monte Carlo simulation is not able to give us an analytical formula which could
be used to know how to improve the system. However, there is in the literature another way
to evaluate the estimation performance independently of the considered estimator. This is the
so-called lower bound on the MSE, e.g., the well-known Cramér-Rao bound (CRB). The CRB is
widely investigated in the literature due to its simplicity. For any unbiased estimator θˆ(y), its
MSE is greater than or equal to the CRB, i.e., MSE(θˆ(y)) ≥ CRB. The CRB is calculated by
the inversion of the Fisher information matrix (FIM) in which the Fisher information represents
the way to measure the information about the parameter contained in the observations via its
likelihood function. An estimator which achieves the CRB is said to be efficient.
Depending on the parameter assumption, there are two categories of lower bounds: the
deterministic bounds in which the parameters are assumed to be deterministic and unknown
quantities, and the Bayesian bounds in which the parameters are assumed to be random with a
known prior distribution. The deterministic bounds consider the behavior of the local (condi-
tional) MSE, i.e.,MSElocal(θ) =
∫
Ω
(θˆ(y)−θ)2p(y; θ)dy where Ω denotes the observations space,
p(y; θ) denotes the conditional distribution of the observations. On the other hand, the Bayesian
bounds consider the behavior of the global MSE, i.e., MSEglobal =
∫
Θ
∫
Ω
(θˆ(y) − θ)2p(y, θ)dydθ,
where Θ denotes the parameters space, p(y, θ) denotes the joint distribution of the observations.
The Bayesian bound can be subdivided again into two families: the Weiss-Weinstein family, in
which the bounds are derived from a covariance inequality principle, and the Ziv-Zakai family,
in which the bounds are derived from a binary hypothesis test [RFL+08,VB07].
It has been shown in [Van68] that for a non-linear problem such as DOA estimation, there are
three areas of operation concerning the MSE of the parametric method w.r.t the signal to noise
ratio (SNR), and/or the number of observations (see Fig. 1.2). In the high SNR scenario and/or
the large number of observations scenario, i.e., in the asymptotic area, the MSE is low, i.e.,
the estimators performance is generally close to the CRB. When the SNR and/or the number of
observations decrease beyond a certain value, the MSE increases quickly, leading to the threshold
effect. This is the outlier area. Finally, when the SNR and/or the number of observations are very
weak, the observed signal is reduced to the noise component which leads to an estimation mainly
based on the support of the parameters. Consequently, the MSE exhibits a flat behavior which
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Figure 1.2: Three zones of operation of the MSE of the maximum likelihood estimator.
refers to the non-information area. All the aforementioned bounds are tight in the asymptotic
area. But in the non-asymptotic area, the tightness of the bounds is different. Some bounds can
capture the threshold effect while the others cannot. For example the CRB is only a tight bound
in the asymptotic area but in the non-asymptotic area, the CRB is too optimistic since the CRB
is a local bound. One of the main aim of the lower bound study is to enhance the tightness of
the bound w.r.t the MSE behavior.
Compared to the deterministic bound, the Bayesian bound takes into account the support
of the parameters via the prior distribution. Therefore, the deterministic bounds exceed the
MSE in the non-asymptotic area while the Bayesian bounds which are able to capture the
threshold are more or less tight in all the area. Moreover, the Bayesian bounds do not require the
constraints about unbiased estimator as the deterministic bounds. Indeed, concerning the case
of deterministic parameter, the local MSE can be written as MSElocal(θ) = Cov(θ) +Bias2(θ).
Where Cov(θ) and Bias(θ) denote the covariance and the bias of the estimator, respectively. If
the estimator is unbiased, i.e.,
∫
Ω
(θˆ(y) − θ)p(y; θ)dy = 0, one obtains MSElocal(θ) = Cov(θ),
and one can straightforwardly derive the deterministic bounds from the covariance inequality
principle. Nevertheless, there is a circumstance where the estimator can be biased, for example
outside the asymptotic area. The computation of the deterministic bounds in such case becomes
really difficult because of the dependance of the MSE on the bias, which depends again on
the kind of the considered estimator. Consequently, Bayesian bounds could provide a better
indication of the threshold than the deterministic bounds.
Through the previous analysis, one observes that the performance bound provides a potential
tool to investigate several problems in array processing by avoiding Monte Carlo simulations with
a high computational cost. Thus, one of the motivations of this thesis concerns the application
of the performance bound in the context of sources localization.
Beside the MSE criteria, there are in the literature other approaches to study the estimation
performance. Particularly, we are here interested to investigate the statistical resolution limit
problem (SRL). The SRL characterizes the minimal separation between the close spaced source
signals, which still allows to determine the correct number of signals. The resolution limit
varies from an algorithm to the other. Indeed, the classical beamforming method can only
resolve two sinusoidal components provided that their separation is higher than the Fourier
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(Rayleigh) resolution limit denoted by δF : δ ≥ δF = 2π/N for high SNR, where δ denotes the
separation between the two sources, and N denotes the number of data samples. Compared to
the beamforming, the high-resolution methods such as ESPRIT, ML, MUSIC can resolve the
case of δ < δF . Furthermore, when the SNR tends to infinity, these high-resolution methods
can always determine the source number no matter how the two sources are close. Therefore,
the study of the general SRL which is not based on any specific method could lead to an array
geometry design tool for improving the resolution ability of the system.
1.2 The motivations and the results of the thesis
1.2.1 Motivations
Figure 1.3: The ratio of the Cramér-Rao bound between the uniform circular array and the
V-shaped array w.r.t the opening angle of the V-shaped array (legend shows the value of the
opening angle).
The principal motivation of this thesis is based on the results presented in [GM06]. In
this paper, the authors studied the impact of the planar array geometry on the estimation
accuracy under the unconditional observation model, in the context of direction of arrival (DOA)
estimation. They developed an analytical expression of the Cramér-Rao bound (CRB). The CRB
was then used as a tool for the array geometry design. Particularly, a special type of sensor array
was investigated, the so-called V-shaped sensor array. The interesting point of the V-shaped array
is given by the opening angle between the two branches, which is known as a degree of freedom.
By varying this opening angle, the authors can exhaustively study the impact of the planar
array geometry on the estimation performance, also leading to the condition to obtain some
desired properties in sensor array, such as the isotropic and decoupling properties. Surprisingly,
they showed that contrarily to the intuitive condition of isotropic estimation accuracy, in which,
the array has a symmetric form, the asymmetric V-shaped array can also provide the isotropic
performance provided that the opening angle is equal to 53.13◦ (see Fig. 1.3 (given in [GM06],
Fig. 4)). The advantage of the asymmetric sensor array compared to the symmetric sensor array,
for the same number of sensors, is the gain of the aperture. Therefore, asymmetric sensor array
can intuitively estimate more accurately than the symmetric. It is clear that the configuration
of the sensor array has a strong impact on the estimation performance.
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Based on the above analysis, the objectives of this thesis concern the optimization of the
array geometry based on the estimation performance. Particularly:
• Almost all the previous researches about sensor array geometry are based on the uncondi-
tional observation model. However, beside the unconditional observation model, there is
another model about the source signal, the so-called conditional model. The later was less
exploited in the literature. This might due to the fact that under the conditional model,
if the signal sequences are unknown to the observer, they are considered as parameters of
interest that one has to estimate. Consequently, the computational cost increases as the
dimension of the parameter vector increases w.r.t. the size of the signal sequences. How-
ever, one can find in practice several applications where the source signals are assumed to
be known at the observer, such as in mobile telecommunication applications. Thanks to
this assumption, one can consider both models with the same computational cost, which
could lead to some interesting comparisons between these models.
• Although several applications require the 3D form of the sensor array, the 3D sensor array
was less studied in the literature. The impact of the array geometry on the estimation
has been shown in the previous analysis, as a by-product, one observes that the estimation
depends on the dimension of the array. For example in the context of DOA estimation, the
1D sensor array is only able to estimate a single parameter: the elevation angle, while, the
2D sensor array can both estimate the elevation and the azimuth angles. Consequently,
compared to the 2D sensor array, intuitively, one observes that the 3D sensor array could
have some advantages. However, the drawback of the 3D geometry is the high computa-
tional cost. Therefore, we are highly motivated in this thesis to bring the advantages of
the 3D array geometry compared to the classical 2D array geometry to light. So, one of
the aims of this thesis is about the 3D sensor array geometry optimization based on the
well-known CRB.
• The CRB is intensively exploited in the literature because of its simplicity. However,
the CRB is only a tight bound in the asymptotic area. Therefore, we are motivated
to implement a more relevant bound for the array geometry optimization. In [Ren07],
a closed-form expression of the Weiss-Weinstein bound (WWB), which is known as the
tightest bound in the Weiss-Weinstein family, for a simple case of spectral analysis was
derived. These results encouraged us to apply the WWB [WW88] to the array geometry
optimization problem, in the Bayesian context, where the parameters are assumed to be
random with a prior distribution. It should be noted that the WWB is much more difficult
to implement than the CRB. Indeed, it requires the study of the ambiguity diagram ,i.e.,
the test points, in order to be optimized.
• One of the motivations of this thesis is based on the results of [AW08], in which the
authors introduced a new approach for the SRL in the Bayesian context, the so-called
Theorical resolution limit (TRL). The approach was derived by using the first order of
the Taylor series expansion of the marginal probability error. This approach is general
and does not depend on any specific estimation algorithms. It should be noted that there
are several approaches for the SRL. However, these approaches were almost related in the
deterministic parameter context, where the parameters are assumed to be deterministic.
The Bayesian context has several important applications in the literature but it was less
studied. Therefore, to introduce some Bayesian approaches of the SRL is an objective of
this thesis.
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1.2.2 Results and thesis outline
The contributions of this thesis are presented in three parts
• In Chapter 2, the impact of the 3D sensor array on the estimation performance was inves-
tigated based on the CRB. The approach is based on a type of array geometry consisting of
an arbitrary planar array and an orthogonal branch array. This type of array geometry al-
lows to characterize the contribution of the third dimension to the estimation performance.
We developed the closed-form expressions of the CRB for the 3D sensor array under both
the conditional and unconditional models. We showed that the 3D sensor array overcomes
the ambiguity problem of the classical 2D sensor array. The conditions for isotropy and
decoupling have been derived. As a by-product, several particular forms of the sensor ar-
ray made by uniform linear arrays (ULA) have been considered. After several comparisons
between the conditional and unconditional models, we have shown that the conditions for
isotropy and decoupling for the two models are different. Again, we have shown that even
with an 3D asymmetric array, one can also achieve the isotropic and decoupling properties.
• In Chapter 3, the application of the WWB in array processing is considered. The closed-
form expressions of the WWB for a general Gaussian model with parameterized mean
or parameterized covariance matrix were derived. They could be also useful for other
problems. Moreover, compared to the other publications in the literature, the parameter
s was not fixed to 1/2 in this thesis, therefore, we can consider also the impact of the
parameter s to the optimization of the WWB. The compact expressions of the WWB
was derived in the context of DOA estimation, under the conditional and unconditional
observation models by using the non-uniform linear array and the arbitrary planar array.
By numerical simulations, we have shown that the WWB is efficient to capture the behavior
of the empirical mean square error (MSE) obtained by the maximum a posteriori estimator
(MAP). Furthermore, surprisingly, the WWB was optimized with s = 1/2, which led also
to the most compact WWB expressions. Finally, the application of the WWB to the array
geometry optimization was investigated.
• In Chapter 4, we consider the approach for the statistical resolution limit problem based
on the binary hypothesis test. We have introduced the Bayesian context for the SRL prob-
lem. A linearized observation model based on the minimum probability error has been
presented. Based on this linearized model, we have derived two SRL approaches based on
the information theory and detection theory. More particularly, we have used the Stein
lemma in information theory which links the relative entropy and the false alarm proba-
bility, and the Neyman Pearson decision criterion. By comparing with another Bayesian
approach: the TRL approach, and a numerical approach, the so-called the Akaike infor-
mation criterion (AIC), we showed that the SRL obtained from both the theoretical and
empirical approaches are close.
The contributions of this thesis are published in:
International transactions
• [VRBMb] D. T. Vu, A. Renaux, R. Boyer, S. Marcos, "A Cramér-Rao bounds based
analysis of 3D antenna array geometries made from ULA branches", Multidimensional
systems and signal processing, Springer.
• [VRBMc] D. T. Vu, A. Renaux, R. Boyer, S. Marcos, "Some results on the Weiss-Weinstein
bound in array processing", IEEE. Trans. on Signal Processing, in revision.
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• [VEBM] D. T. Vu, M. N. El Korso, R. Boyer, S. Marcos, "Bayesian Statistical Resolution
Limit based on Information and Detection theories", IEEE. Trans. on Signal Processing,
submitted.
International and national conferences
• [VRB] D. T. Vu, A. Renaux, R. Boyer, and S. Marcos. "Analyse des performances de
réseaux de capteurs 2D et 3D pour la localisation de source". In Proc. du colloque GRETSI
sur le traitement du signal et des images, Dijon, France, 2009.
• [VRBM10b] D. T. Vu, A. Renaux, R. Boyer, and S. Marcos. "Performance analysis of 2D
and 3D antenna arrays for source localization". In Proc. of European Signal Processing
Conference (EUSIPCO), Aalborg, Denmark, August 2010.
• [VRBM10a] D. T. Vu, A. Renaux, R. Boyer, and S. Marcos. "Closed-form expression of
the Weiss-Weinstein bound for 3D source localization : the conditional case". In Proc.
of IEEE Workshop on Sensor Array and Multi-channel Processing (SAM), Kibutz Ma’ale
Hahamisha, Israel, October 2010, (special session on performance bound in array process-
ing).
• [VRBM11] D. T. Vu, A. Renaux, R. Boyer, S. Marcos, "Weiss-Weinstein bound and SNR
threshold analysis for DOA estimation with a COLD array", in Proc. of IEEE Workshop
on Statistical Signal Processing, SSP-2011, Nice, France, (special session on polarized signal
processing).
• [VEB+11a] D. T. Vu, M. N. El Korso, R. Boyer, A. Renaux, S. Marcos, "Angular resolution
limit for vector-sensor arrays: detection and information theory approaches", in Proc. of
IEEE Workshop on Statistical Signal Processing, SSP-2011, Nice, France, (special session
on polarized signal processing).
• [VRBMa] D. T. Vu, A. Renaux, R. Boyer, S. Marcos, "Borne de Weiss-Weinstein pour
la localisation de source polarisée à l’aide d’un réseau de capteurs COLD", Gretsi, 2011,
Bordeaux, France.
• [VEB+11b] D. T. Vu, M. N. El Korso, R. Boyer, A. Renaux, S. Marcos, "Résolution
limite angulaire : Approches basées sur la théorie de l’information et sur la théorie de la
détection", Gretsi, 2011, Bordeaux, France.
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Chapter 2
Geometry optimization based on the
Cramér-Rao Bound
2.1 Introduction
In the context of passive sources localization by an array of sensors, the Direction-Of-Arrival
(DOA) estimation performance is not only linked to the kind of estimator used but also to the
array geometry, i.e., the sensors location in the space. For an array of sensors, the meaning of
"performance" can be seen from different points of view: beampattern properties, ambiguities
of the array, isotropy, localization estimation in terms of mean square error (MSE), etc. A huge
amount of works is available in the literature concerning the study of array ambiguities (see,
e.g., [Man04,GC81,TGT96,LJ92,GW91]) the beampattern (see, e.g., [Van02b,SM05]), and the
isotropic properties of arrays (see, e.g., [BM03]).
In this chapter, we are interested in the optimal array geometry leading to the best per-
formance in terms of MSE. More particularly, we will focus on three dimensional (3D) array
geometries less studied in the literature. Indeed, although there are already many available
results on planar arrays (2D), there are other geometries such as 3D arrays. There are many
applications where the sensors are scattered in space leading to an arbitrary shape of the antenna
(network of telescopes on the Earth’s surface, networks of electrodes on the skull of a patient,
networks of sensors in a room or in a small space for robotics functions, networks of buoys on
the surface of the sea, etc). Moreover, compared to the 2D antenna, the 3D antenna have some
intuitive advantages, such as the 3D antenna overcomes the ambiguity of the 2D antenna in
some ambiguous cases. For example, one can imagine that in the radar application problem,
the targets are located in the 3D space and could be hidden by certain types of landscape (hills,
forests, etc.). Therefore, the targets would be "invisible" for a simple planar antenna. However,
the 3D antenna could provide a better detection in this situation. The limited number of results
in 3D geometry antenna is perhaps due to its complexity leading to more complex expressions.
The analysis already provided in the literature deals with two kinds of geometries: geometries
based on circular arrays [Van02b] or spherical arrays [SSL68], and geometries based on linear
branches (such as the well known Uniform Linear Array (ULA), the V-shaped arrays, the cross
arrays or rectangular arrays). More particular attention has been paid on uniform arrays. This
chapter follows the context of arrays made with ULA branches.
In order to study the performance in terms of MSE, the most popular tool is clearly the
Cramér-Rao bound (CRB) [SN89], probably because it can generally be achieved by the variance
of localization estimators for a high number of snapshots [SN90b] or at high Signal-to-Noise Ratio
(SNR) [RFCL06,RFBL07]. The CRB has already been widely used in the literature to describe
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the fundamental properties of arrays. Through a simple form of the CRB expression, [HS91]
shows the impact of the sensors location on the DOA estimation accuracy in the case of 2D
arrays. Concerning DOA estimation, in [Nie94], [BM03], [MS91], some conditions on sensors
positions to ensure the isotropy are studied for 2D, and 3D arrays, by way of the off-diagonal
entries of the CRB, where, the arrays have the same estimation accuracy over the whole field of
view. In [YS05], [LS09], the CRB for the source position estimation based on the time difference
of arrival method (TDOA) is used to prove that the best geometry which minimizes the trace
of the CRB matrix is the uniform angular array (UAA). A Bayesian CRB approach for the case
where the source is coplanar with the antenna and the DOA is modeled as a random variable
is introduced in [OM05]. In [GM06], a deep study of the CRB for 2D antenna and a source
anywhere in the space has been provided, leading to interesting results concerning the so-called
V-shaped array in terms of isotropy, and MSE performance. Then, based on the work of [GM06],
a novel planar geometry called the optimum ambiguity-free planar antenna array with a closed-
form of V-shaped array has been introduced in [GAM09]. Finally, in a recent work [FC09], the
authors showed that both the conditional and unconditional CRB, jointly with the variance of
the DOA obtained from MUSIC algorithm, can be expressed in the same term depending on the
sensors location, and this kind of CRB expressions can be used as a tool in order to optimize the
array.
Note that, in array processing, the source signal is generally modeled as a Gaussian random
process or as a deterministic sequence. These models are referred to as the unconditional model,
and the conditional model respectively [OVSN93]. Particularly, under the conditional model,
the incoming signal waveforms can be assumed as either known or unknown parameters. Con-
sequently, the computational cost of the estimation problem varies w.r.t the signal waveforms
assumption. The unknown signal waveforms always lead to the increase of the parameter dimen-
sion compared to the unconditional model. On the contrary, there are in the literature several
applications where the signal amplitudes are known such as in mobile telecommunications. The
knowledge of the signal can improve the estimation performance and also reduce the problem
complexity. We can cite here several works concerning the context of known signal waveform
(see, e.g., [LC93,CM97,LHSV95,LvdV99,Cho04a]).
Of course, since the observation model can change, there are two different CRB associated
to each model called unconditional CRB (UCRB), and conditional CRB (CCRB). It has been
proved that the UCRB can be achieved for a high number of snapshots [SN90b], however, it is
not achievable at high SNR (for a fixed number of snapshots) [RFBL07]. On the other hand,
the CCRB is achieved at high SNR [RFCL06] but it is not achieved for a large number of
snapshots [SN90b]. Surprisingly, to the best of our knowledge, all the previously proposed results
are conducted in the framework of the unconditional observation model, and consequently, in the
framework of the UCRB. We will show in this chapter that in the framework of the conditional
model, some results concerning the array geometry differ significantly from the unconditional
observation model.
In this chapter, both conditional, and unconditional observation models are considered to
study 3D geometries. First, we detail the Fisher Information Matrix (FIM) expressions concern-
ing the azimuth and elevation in the case of a general 3D array. Secondly, closed form expressions
of the CRB are provided when one adds an orthogonal branch to a planar array with any ge-
ometry. This model is the first step to analyze the contribution of the third dimension. Indeed
an intuitive advantage of 3D antenna arrays w.r.t 2D antenna arrays is the overcoming of the
ambiguity problem in the elevation estimation. Third, to analyze the impact of the array ge-
ometry on estimation, we propose several closed-form expressions of the CRB for classical array
shapes made with the well known ULA branches. Note that these kinds of geometry (namely
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Figure 2.1: Coordinate system for the source, and the sensors
the L-shaped, and V-shaped arrays) have already been investigated in the 2D case, which are
seen as particular cases of our proposed expressions. In [HSW91], the L-shaped antenna arrays
have been proved to have 37% better accuracy than the cross array. In [FT08], the author in-
troduces the isotropic conditions for the sensors positions, and for the opening angle between
the two branches of the uniform/ nonuniform V-shaped planar antenna under the unconditional
assumption. Our goal is to extend these geometries in the 3D case to analyze the impact of a 3D
additional branch in terms of MSE. These results are then analyzed to describe the performance
of these arrays in terms of MSE, isotropy and the decoupling properties. Finally, the comparison
between the 3D and the 2D antenna arrays, and also the comparison between 3D and uniform
circular antenna arrays (UCA), which have the same number of sensors, are analyzed to illustrate
the impact of the third dimension. However, with a constant number of sensors, in order to add
the third dimension to the antenna, the aperture of the antenna must be reduced. Therefore,
the estimation accuracy will be affected.
2.2 Model setup
In this chapter, we are interested in using an unbiased estimator to localize a single source
emitting a narrow-band signal in the far-field area by using a three dimensional array containing
M identical and omnidirectional sensors. The source position is characterized by its spherical
coordinates such as the bearing angle vector θ =
[
φ ϕ
]T
where φ is the azimuth and ϕ
the elevation of the source. The ith sensor position is characterized by the triple parameters
(ρi, ξi, ̺i) (see Fig. 2.1). ϕ, and ξi are measured clockwise from the z axis, while φ, and ̺i are
measured counter-clockwise from the x axis. Let s(t), y(t), n(t) denote the source signal, the
output signal at the array of sensors and the additive noise, respectively, for t = 1, . . . , T , where
T is the number of snapshots. At the tth observation, the output signal at the array of sensors
is then given by:
y(t) =
 y1(t)...
yM (t)
 =

e(
j2pi
λ
vT1 r(θ))
...
e(
j2pi
λ
vTMr(θ))
 s(t) + n(t) = a(θ)s(t) + n(t), (2.1)
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where λ denotes the wavelength. The vector a(θ) is theM×1 steering vector with its ith element
given by [a(θ)]i = exp
(
j2π
λ v
T
i r(θ)
)
, where r(θ) =
[
sinϕ cosφ sinϕ sinφ cosϕ
]T
is the unit
vector pointing towards the source, and vi =
[
ρi sin ξi cos ̺i ρi sin ξi sin ̺i ρi cos ξi
]T
is the
position of the ith sensor. In the spherical coordinate system, the ith element of the steering
vector is given by:
[a(θ)]i = e
(
2jpiρi
λ
(sinϕ sin ξi cos (φ−̺i)+cos ξi cosϕ)
)
. (2.2)
The noise vector n(t) ∈ CM is assumed to be Gaussian, circular, independent, and identically
distributed (i.i.d.), zero mean with covariance matrix σ2nIM .
Concerning the source signals, two kinds of models have been investigated in the literature
(see, e.g., [SN90a] or [OVSN93]) and will be alternatively used in this thesis.
• M1: Conditional or deterministic model : ∀t, s(t) is assumed complex and deterministic
known. Note that, under the conditional model assumption, the signal waveforms can be
assumed either unknown or known. While the conditional observation model with unknown
waveforms seems more challenging, the conditional model with known waveforms signals
which will be used in this thesis can be found in several applications such as in mobile
telecommunication and radar (see e.g. [LC93], [CM97], [LHSV95], [LvdV99], and [Cho04b])
• M2: Unconditional or stochastic model : s(t) is assumed to be a complex circular random
vector, i.i.d., statistically independent of the noise, Gaussian with zero-mean and known
covariance matrix E
[
s (t) sH (t)
]
= Rs. Note that concerning the previous results on the
Cramér-Rao bound available in the literature [SN90a], the covariance matrix Rs is assumed
to be unknown. In this thesis, we have made the simpler assumption that the covariance
matrix Rs is known. These assumptions have already been used for the calculus of bounds
more complex than the Cramér-Rao bound (see, e.g., [XBR04], [BEV96b], [RM95]). In
this chapter, since we consider the single source scenario, the variance of the source signal
s(t) is denoted σ2s for the model M2, i.e., s(t) ∼ CN (0, σ2s).
Depending on the assumption M1 or M2 which is used, both mean or covariance matrix
of the output signal may depend on θ. To be more general, let us first assume that y;θ ∼
CN (µ(θ),Ry(θ)), where µ(θ) is the M × 1 mean vector, and Ry(θ) is the M ×M covariance
matrix. From the Schwarz inequality, the variance of any unbiased estimator θ̂ will satisfy:
var(θ̂i) ≥
[
FIM−1(θ)
]
ii
which is known as the CRB, where FIM(θ) is the M × M Fisher
Information Matrix (FIM). For i.i.d observations, the FIM is given by [Van02b]:
[FIM(θ)]i,j = −E
{
∂2 ln p(y;θ)
∂θi∂θj
}
= −
T∑
t=1
E
{
∂2 ln p(y(t);θ)
∂θi∂θj
}
, (2.3)
where y = [y(1) . . . y(T )]. The likelihood function is given by: p(y;θ) =
T∏
t=1
p(y(t);θ),
where
p(y(t);θ) =
1
πM det [Ry(θ)]
e(−(y(t)−µ(θ))
HR−1y (θ)(y(t)−µ(θ))).
A general expression of the FIM for circular Gaussian complex observations can be deduced
from [Kay93], and [Bos94]:
[FIM(θ)]i,j = tr
(
Ry
−1(θ)
∂Ry(θ)
∂θi
R−1y (θ)
∂Ry(θ)
∂θj
)
+ 2ℜ
([
∂µ(θ)
∂θi
]H
R−1y (θ)
∂µ(θ)
∂θj
)
. (2.4)
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The parameters of interest are the azimuth, and elevation angles, i.e., the vector θ which are
assumed deterministic. Therefore, the CRB, denoted C(θ), is a 2×2matrix which can be defined
as:
C(θ) = FIM(θ)−1 =
[
Cϕϕ(θ) Cϕφ(θ)
Cφϕ(θ) Cφφ(θ)
]
, (2.5)
where Cϕϕ, and Cφφ represent the CRBs of elevation and azimuth, respectively. Cϕφ = Cφϕ
represents the coupling between parameters ϕ, and φ.
2.3 FIM expressions for a general 3D array
In this section, we will detail the CRB expressions under both the conditional, and unconditional
observation models.
2.3.1 Conditional observation model (M1 assumption)
Under M1, since the parameters only appear in the mean µ(θ), i.e., Ry(θ) is not a function of
θ in this case, from Eqn. (2.4), the FIM can be simplified as follows:
[FIM(θ)]i,j = 2ℜ
(
∂µ(θ)H
∂θi
R−1y (θ)
∂µ(θ)
∂θj
)
. (2.6)
In this case, the mean vector is given by: µ(θ) = (IT ⊗ a(θ))s, where ⊗ denotes the Kronecker
product, s denotes the source signal vector s = [s(1) . . . s(T )]T . The covariance matrix is given
by: Ry = σ2nIMT . Therefore, (2.6) becomes:
[FIM(θ)]i,j =
2 ‖s‖2
σ2n
ℜ
(
∂a(θ)
∂θi
H ∂a(θ)
∂θj
)
, (2.7)
where i, j ∈ {1, 2}2, and θ1 = ϕ, and θ2 = φ, and where ‖s‖2 = sHs. The derivation of the
steering vector w.r.t. ϕ, and φ is
∂[a(θ)]i
∂ϕ
=
2jπρi
λ
(cosϕ sin ξi cos (φ− ̺i)− cos ξi sinϕ)
×e
(
2jpiρi
λ
(sinϕ sin ξi cos (φ−̺i)+cos ξi cosϕ)
)
, (2.8)
and
∂[a(θ)]i
∂φ
=
2jπρi
λ
(− sinϕ sin ξi sin (φ− ̺i)) e
(
2jpiρi
λ
(sinϕ sin ξi cos (φ−̺i)+cos ξi cosϕ)
)
. (2.9)
Then, (2.7) becomes
[FIM]1,1
ASNR
=
M∑
i=1
ρ2i (cosϕ sin ξi cos (φ− ̺i)− cos ξi sinϕ)2,
[FIM]2,2
ASNR
=
M∑
i=1
ρ2i (sinϕ sin ξi sin (φ− ̺i))2,
[FIM]1,2
ASNR
= −
M∑
i=1
ρ2i (sinϕ sin ξi sin (φ− ̺i)) (cosϕ sin ξi cos (φ− ̺i)− cos ξi sinϕ) ,
(2.10)
where ASNR =
8π2‖s‖2
σ2nλ
2 . The determinant of the FIM is given by
det (FIM(θ)) = [FIM]1,1 [FIM]2,2 − [FIM]1,2 [FIM]2,1 . (2.11)
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2.3.2 Unconditional observation model (M2 assumption)
Under the M2 assumption, since the parameters only appear in the covariance Ry(θ), from
Eqn. (2.4), the FIM becomes:
[FIM(θ)]i,j = tr
(
R−1y (θ)
∂Ry(θ)
∂θi
R−1y (θ)
∂Ry(θ)
∂θj
)
. (2.12)
Because Ry(θ) = σ2sIT ⊗ (a(θ)aH(θ))+σ2nIMT and from [PF88, eq. (39)], (2.12) can be written
as follows:
[FIM(θ)]i,j =
2TMσ4s
σ2n(σ
2
n +Mσ
2
s)
(
∂a(θ)
∂θi
H
∂a(θ)
∂θj
− 1
M
∂a(θ)
∂θi
H
a(θ)a(θ)H
∂a(θ)
∂θj
)
, (2.13)
where i, j = {1, 2}2. ∂a(θ)∂θ1 =
∂a(θ)
∂ϕ is given by Eqn. (2.8) and
∂a(θ)
∂θ2
= ∂a(θ)∂φ is given by Eqn. (2.9).
Then, (2.13) leads to (2.14), where BSNR =
8π2TMσ4s
σ2nλ
2(σ2n+Mσ
2
s)
.
[FIM]1,1
BSNR
=
M∑
i=1
ρ2i (cosϕ sin ξi cos (φ− ̺i)− cos ξi sinϕ)2
− 1M
(
M∑
i=1
ρi (cosϕ sin ξi cos (φ− ̺i)− cos ξi sinϕ)
)2
,
[FIM]2,2
BSNR
=
M∑
i=1
ρ2i (sinϕ sin ξi sin (φ− ̺i))2 − 1M
(
M∑
i=1
ρi sinϕ sin ξi sin (φ− ̺i)
)2
,
[FIM]1,2
BSNR
= −
M∑
i=1
ρ2i (cosϕ sin ξi cos (φ− ̺i)− cos ξi sinϕ) (sinϕ sin ξi sin (φ− ̺i))
+ 1M
M∑
i=1
ρi (cosϕ sin ξi cos (φ− ̺i)− cos ξi sinϕ)
M∑
i=1
ρi sinϕ sin ξi sin (φ− ̺i),
(2.14)
The determinant of the FIM is given by (2.11). In order to simplify the analysis of the
general CRBs expressions, we will consider in the following section the CRBs expressions in case
of several 3D array geometries based on ULA branches.
2.4 Planar array + ULA orthogonal branch
We here consider two cases of planar antenna plus a linear antenna branch. This later either
is orthogonal or not orthogonal to the planar part. In order to analyze the impact of the
array branch position to the estimation performance of the antenna, let us consider a numerical
simulation about the DOA estimation performance of the antenna made from a uniform circular
antenna with 7 sensors and a uniform linear branch with 2 sensors (see Fig. 2.2.(a)). Let β
denotes the angle between the branch and the circular antenna plane. The inter-sensors spacing
is a half-wavelength. We then compare the estimation performance between the antenna with
β = 90◦, i.e., orthogonal branch and the antenna with β = 45◦. Fig. 2.2.(b) shows the polar
representation of the CRB of azimuth w.r.t azimuth angle with the elevation angle, ϕ = 45◦.
Fig. 2.2.(c) represents the polar representation of the CRB of elevation w.r.t elevation angle
with the azimuth angle φ = 90◦. The smaller the CRB the better estimation performance.
One can observe that the antenna with an orthogonal branch is better in elevation estimation
accuracy than the non-orthogonal branch antenna. On the contrary, the non-orthogonal branch
antenna is better than the orthogonal branch antenna in terms of azimuth estimation. By several
others simulations and analyses, we observe that the compromise about the DOA estimation
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(a) Orthogonal branch antenna and
non orthogonal branch antenna
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(b) Cφφ w.r.t φ, with ϕ = 45◦
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Figure 2.2: Orthogonal branch versus non-orthogonal branch antenna.
performance between the orthogonal and non-orthogonal branch antenna depends to the source
position, i.e., the DOA. Consequently, we cannot find the optimal branch position for the whole
field of source position. However, let us remind that the estimation performance is strongly
dependent on the aperture of the antenna. The larger the aperture antenna the better the
estimation accuracy. Therefore, in order to improve the contribution of the 3rd dimension (Oz
direction), we have to find the antenna configuration maximizing the aperture of the antenna in
the 3rd dimension for the same aperture of the branch. It is clear that the orthogonal branch
antenna is the solution. Therefore, in this chapter, we consider only the orthogonal branch
antenna case. In this section, we consider an extension of an arbitrary planar array consisting
of N1 sensors when an (or two opposite) ULA orthogonal branch(es) are added. The number
of sensors located on the orthogonal branch(es) is denoted by N2. Therefore, the total number
of sensors is given by M = N1 + N2. Without loss of generality, let us assume that the z axis
is a ULA branch, while the xOy plane coincides with the planar array. In order to analyze the
impact of the third dimension to the estimation performance, let us denote ρk,i the distance
of a sensor to the origin where the index k = 1 means that the sensor is located on the plane
otherwise k = 2 means that the sensor is located on the orthogonal branch. For this reason, ρ2,i
represents the distance from the origin to a sensor located on the orthogonal branch and ρ1,i
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(a) Planar array with an ULA orthogonal branch (b) Planar array with two symetric ULA orthogonal
branches
Figure 2.3: Planar extension array
represents the distance from the origin to a sensor located on the plane xOy. Then, let us set:
S12 =
N1∑
i=1
ρ21,ie
2j̺i ,
S10 =
N1∑
i=1
ρ21,i,
S11 =
N1∑
i=1
ρ1,ie
j̺i ,
S13 =
N1∑
i=1
ρ1,i,
S20 =
M∑
i=N1+1
ρ22,i,
S23 =
M∑
i=N1+1
ρ2,i.
(2.15)
Note that the parameters Sk,i, with k ∈ {1, 2}, i ∈ {0, . . . , 3} depends only on the array geometry.
2.4.1 Planar array with an ULA orthogonal branch
The antenna geometry is illustrated in Fig 2.3(a).
• Conditional observation model
Under M1, the CRB has the following compact expression (see Appendix 2.8.1 for the proof):
2.4. PLANAR ARRAY + ULA ORTHOGONAL BRANCH 17
Cϕϕ =
2
ASNR
(
S10 −ℜ{S12e−2jφ}
)(
cos2 ϕ(S210 − ‖S12‖2) + sin2 ϕS20 (2S10 − 2ℜ{S12e−2jφ})
) ,
Cφφ =
4
ASNR sin
2 ϕ
[
1
2 cos
2 ϕ
(ℜ{S12e−2jφ}+ S10)+ sin2 ϕS20](
cos2 ϕ(S210 − ‖S12‖2) + sin2 ϕS20 (2S10 − 2ℜ{S12e−2jφ})
) ,
Cϕφ =
− cosϕ
ASNR sinϕ
ℑ{S12e−2jφ}(
cos2 ϕ(S210 − ‖S12‖2) + sin2 ϕS20 (2S10 − 2ℜ{S12e−2jφ})
) . (2.16)
• Unconditional observation model
The elements of the CRB are given by : Cij =
Numij
Den where i, j = {φ,ϕ}2. The denominator of
CRB is given by:
Den
(BSNR)2 sin
2 ϕ
= cos
2 ϕ
4
((
S10 − ‖S11‖
2
M
)2
−
∥∥∥S12 − S211M ∥∥∥2)
+ sin 2ϕ2M S23
(
S10ℜ
{
e−jφS11
}−ℜ{e−jφS12S∗11})
+sin2 ϕS202
(
S10 − ‖S11‖
2
M −ℜ
{
e−2jφ
(
S12 − S
2
11
M
)})
+sin2 ϕ
S223
2M
(ℜ{e−2jφS12}− S10) .
(2.17)
The numerators of the CRB elements are given by:
Numφφ
BSNR
= cos
2 ϕ
2
(
S10 − ‖S11‖
2
M + ℜ
{
e−2jφ
(
S12 − S
2
11
M
)})
+sin2 ϕ
(
S20 − S
2
23
M
)
+ sin 2ϕS23M ℜ
{
e−jφS11
}
,
Numϕϕ
BSNR
= sin
2 ϕ
2
(
S10 − ‖S11‖
2
M −ℜ
{
e−2jφ
(
S12 − S
2
11
M
)})
,
Numϕφ
BSNR
= sin 2ϕ4 ℑ
{
e−2jφ
(
S12 − S
2
11
M
)}
+ sin
2 ϕS23
M ℑ
{
e−jφS11
}
.
(2.18)
The proof is shown in Appendix 2.8.2.
2.4.2 Planar array with two symmetric orthogonal branches
If the antenna structure has two symmetric orthogonal branches in such a way that the orthogonal
branches centroid is located on xOy plane (see Fig. 2.3(b)), then, a simpler CRB expression can
be deduced for the unconditional model.
• Conditional observation model
In this case, the CRB has the same expressions as the previous antenna model given in Eqn. (2.16).
• Unconditional observation model
Let N ′2 be the number of sensors located on the opposite orthogonal branch. Hence, the CRB
expression can be deduced from the geometry described on Fig. 2.3(a) by letting S23 = 0. This
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leads to:
Cφφ =
cos2 ϕ
(
S10− ‖S11‖
2
M
+ℜ
{
e−2jφ
(
S12−S
2
11
M
)})
2BSNR sin
2 ϕ
+ sin
2 ϕS20
BSNR sin
2 ϕ cos2 ϕ4
((
S10 − ‖S11‖
2
M
)2
−
∥∥∥S12 − S211M ∥∥∥2)
+S20 sin
2 ϕ
2
(
S10 − ‖S11‖
2
M −ℜ
{
e−2jφ
(
S12 − S
2
11
M
)})

,
Cϕϕ =
1
2BSNR
(
S10 − ‖S11‖
2
M −ℜ
{
e−2jφ
(
S12 − S
2
11
M
)})
 cos2 ϕ4
((
S10 − ‖S11‖
2
M
)2
−
∥∥∥S12 − S211M ∥∥∥2)
+S20 sin
2 ϕ
2
(
S10 − ‖S11‖
2
M −ℜ
{
e−2jφ
(
S12 − S
2
11
M
)})

,
Cϕφ =
− cosϕ2BSNR sinϕℑ
{
e−2jφ
(
S12 − S
2
11
M
)}
 cos2 ϕ4
((
S10 − ‖S11‖
2
M
)2 − ∥∥∥S12 − S211M ∥∥∥2)
+S20 sin
2 ϕ
2
(
S10 − ‖S11‖
2
M −ℜ
{
e−2jφ
(
S12 − S
2
11
M
)})

. (2.19)
See Appendix 2.8.3 for the proof.
2.4.3 Planar array
Due to the fact that planar array (2D) is a particular case of a 3D array (N2 = 0), the CRB for
an arbitrary planar array are obtained by letting S20 = S23 = 0, which leads to the following
equations. Under M1 assumption:
Cϕϕ =
2
(
S10 −ℜ{S12e−2jφ}
)
ASNR cos2 ϕ(S
2
10 − ‖S12‖2)
,
Cφφ =
2
(ℜ{S12e−2jφ}+ S10)
ASNR sin
2 ϕ(S210 − ‖S12‖2)
,
Cϕφ = − ℑ{S12e
−2jφ}
ASNR sinϕ cosϕ(S210 − ‖S12‖2)
. (2.20)
and under M2 assumption, the CRB leads to the results of [GM06]:
Cφφ =
S10 − ‖S11‖
2
M + ℜ
{
e−2jφ
(
S12 − S
2
11
M
)}
BSNR
sin2 ϕ
2
((
S10 − ‖S11‖2M
)2
−
∥∥∥S12 − S211M ∥∥∥2) ,
Cϕϕ =
S10 − ‖S11‖
2
M −ℜ
{
e−2jφ
(
S12 − S
2
11
M
)}
BSNR
cos2 ϕ
2
((
S10 − ‖S11‖2M
)2 − ∥∥∥S12 − S211M ∥∥∥2) ,
Cϕφ = −
ℑ
{
e−2jφ
(
S12 − S
2
11
M
)}
BSNR
sin 2ϕ
4
((
S10 − ‖S11‖2M
)2
−
∥∥∥S12 − S211M ∥∥∥2) . (2.21)
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2.4.4 Analysis
2.4.4.1 Isotropy and uncoupling properties
One of several interests from the obtained closed-form expressions of the CRB is to design
the array antenna in terms of isotropy, directivity, uncoupled parameters estimation... An array
antenna is called isotropic if it has an uniform estimation accuracy, i.e., the CRB is not a function
of the parameter of interest over the whole field of view. The uncoupled property is a desired
criterion to have azimuth and elevation estimation errors mutually independent and hence, to
avoid the degradation of the CRB. In [Man04,MS91,Nie94,GM06], the isotropy condition and
uncoupled parameters estimation for planar antenna were introduced. It showed that we can
achieve both isotropic and uncoupled properties with some particular array geometries. In the
literature, considering the isotropic property, the CRB is used only for the planar array as a
criterion [BM03], [GM06], while the mean square angular error (MSAE) is used for studying the
3D array [BM03]. The CRB closed-form expressions previously derived are used here to find the
array’s configuration where isotropic and/or uncoupled properties are attained.
• Conditional observation model
Because in both cases: single orthogonal branch and two symmetric orthogonal branches, we
always have the same expression for the CRB underM1, the isotropic and uncoupling conditions
in these cases are similar. From the definition of isotropy and from Eqn. (2.16), both isotropic
(only in terms of azimuth) and uncoupling are obtained if
S12 = 0. (2.22)
Since S12 represents the sensors located on the plane xOy, we can deduce a criterion for the
sensors positioning which respect to Eqn. (2.22):
N1∑
i=1
ρ21,i cos 2̺i = 0,
N1∑
i=1
ρ21,i sin 2̺i = 0.
(2.23)
The L-shaped array extension is an example that can achieve criterion (2.23) and it will be
detailed in the next section.
• Unconditional observation model
For the planar antenna with a single symmetric orthogonal branch, from Eqn. (2.17) and (2.18),
isotropy and uncoupled properties can be achieved if the following expressions are both satisfied:{
S12 = 0,
S11 = 0.
(2.24)
The expression S11 = 0 leads to: 
N1∑
i=1
ρ1,i cos ̺i = 0,
N1∑
i=1
ρ1,i sin ̺i = 0,
(2.25)
i.e., the line containing the ULA branch must pass through the centroid of the planar array.
Some examples of the arrays satisfying condition (2.24) are shown in Fig. 2.4.
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(a) Cross extension (b) Uniform circular extension (c) Square extension
Figure 2.4: Various 3D isotropic array satisfying (2.24)
Contrary to the single ULA orthogonal branch case, for the planar antenna with two sym-
metric orthogonal branches, from Eqn. (2.19), isotropic and uncoupling estimation are met if
S12 =
S211
M
. (2.26)
It leads to the same solution of the planar arrays [GM06], where (2.24) is a particular solution.
Hence, the sensors positions located on the xOy plane must satisfy the following criteria:
N1∑
i=1
ρ21,i cos 2̺i =
(
N1∑
i=1
ρ1,i cos ̺i
)2
−
(
N1∑
i=1
ρ1,i sin ̺i
)2
M ,
N1∑
i=1
ρ21,i sin 2̺i =
2
M
N1∑
i=1
ρ1,i cos ̺i
N1∑
i=1
ρ1,i sin ̺i.
(2.27)
An intuitive solution of (2.26) is given by S12 = S11 = 0 with some antenna models shown in
Fig. 2.4 (with two symmetric orthogonal axes).
From these analysis, we can conclude here:
• UnderM1, by adding an orthogonal branch to the planar antenna, or underM2 with two
symmetric branches added, the conditions of isotropy and decoupling do not change.
• However under M2, in the case where only one orthogonal branch is added, only the
particular solution S11 = S12 = 0 leads to the isotropy and decoupling.
2.4.4.2 Conditional versus unconditional models
Intuitively, one can observe that the CRB expressions under M1 are generally more compact
than under M2. Surprisingly, by comparing Eqn. (2.16), (2.17) and (2.18) for the 3D model
and Eqn. (2.20) and (2.21) for the planar antenna, it can be noted that: the CCRB and the
UCRB can be expressed in the same term w.r.t the sensors’ location, if the following condition
is satisfied:
S11 = S23 = 0. (2.28)
In other words, the arrays will have the same behavior under both conditional and unconditional
observation models if the two ULA branches are symmetric and the line containing these branches
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must pass through the centroid of the planar antenna. Moreover, by considering the ratio between
CCRB and UCRB for this family of arrays:
UCRB
CCRB
=
ASNR
BSNR
= 1 +
1
M σ
2
s
σ2n
= 1 +
1
M × SNR, (2.29)
It is clear that for a large number of sensors or a high signal to noise ratio, this family of arrays
has the identical estimation accuracy under bothM1 andM2. This is consistent with the results
presented in [SN90b].
2.4.5 Summary
From these aforementioned results , some remarks can be done:
• The analytic and compact expressions of the CRB under both the conditional and the
unconditional observation models for a family of 3D antenna arrays and arbitrary 2D
antenna arrays are derived.
• The CRB of azimuth and elevation of the 2D models are a cosine or a sine function of the
source elevation. This has been already noticed in [GM06] for the unconditional case, but,
to the best of our knowledge, was not known in the conditional observation case. They vary
in opposite ways: when the azimuth CRB is minimum, the elevation CRB is maximum and
conversely. Moreover, one can see that the CRB of azimuth (respectively elevation) tends
to infinity when elevation tends to 0◦ (respectively 90◦). However, the CRB of elevation
of the 3D arrays is no longer a sine function of elevation and has a finite value at ϕ = 90◦.
Consequently, the 3D arrays model overcomes the ambiguity problem case of the 2D arrays.
• We found the conditions on the array geometry with which we obtain the same estimation
accuracy under both M1 and M2 assumptions.
• The isotropic and decoupling criteria are introduced. We find that, under M1, adding
an orthogonal branch to the planar array does not change the conditions of isotropy and
decoupling. While under M2, depending to the number of branches added (single branch
or two symmetric branches), the conditions of isotropy and decoupling may be modified
then leading to a particular solution.
2.5 Particular cases
In the previous Section, an array geometry consisting of a single orthogonal branch (or two
symmetric orthogonal branches) added to an arbitrary planar array has been considered and
closed-form expressions of CRB have been introduced. In this Section, we will detail these CRB
expressions for several important particular cases of planar antennas and their 3D extensions
in order to simplify the antenna design problem. These antenna array geometries have been
widely studied in several works but almost all of them are limited to the 2D geometry arrays.
In particular, the 3D extension of the V-shaped antenna array will be used here to analyze the
impact of the third dimension on the estimation accuracy.
2.5.1 3D extension of the V-shaped array
First of all, we study the V-shaped array extension consisting of a 2D V-shaped array made
from two ULA branches separated by an angle denoted ∆ and from one or two opposite ULA
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(a) V-shaped with an orthogonal branch (b) V-shaped with two orthogonal symmetric
branches
Figure 2.5: V-shaped array extension
orthogonal branches (Fig. 2.5). Without loss of generality, we assume that the V-shaped array
is located on the xOy plane, while its ULA orthogonal branch(es) coincide(s) with the z axis.
The opening angle ∆ is used as a degree of freedom to find the optimal geometry. Note that
in [GM06], the V-shaped 2D array has been studied only under the unconditional observation
model. Consequently, a condition on ∆ leading to an isotropic array when the number of sensors
M tends to infinity was found: (∆iso = 2arctan (1/2)). The authors proved also that the V-
shaped 2D array has better performance than the classical uniform circular array for the same
number of sensors.
Consequently, we here extend the work of [GM06] to the 3D case under both conditional
and unconditional models. For this array, under both assumptionsM1 andM2, the parameters
S12, S11, S10 can be expressed as (see Appendix 2.8.4 for the proof):
S12 = S10 cos∆,
S11 = S13 cos
∆
2 ,
ℑ{S12e−2jφ} = −S10 cos∆ sin 2φ,
ℜ{S12e−2jφ} = S10 cos∆ cos 2φ,
ℜ{S11e−jφ} = S13 cos ∆2 cosφ,
ℑ{S11e−jφ} = −S13 cos ∆2 sinφ,
ℜ
{
e−2jφ
(
S12 − S
2
11
M
)}
=
(
S10 cos∆− S
2
13 cos
2 ∆
2
M
)
cos 2φ,
ℜ{e−jφS12S∗11} = S10S13 cos∆ cos ∆2 cosφ.
(2.30)
These parameters will be then applied into Eqn. (2.16), (2.17), (2.18) and (2.19) in order to find
closed-form expressions of the CRB of the V-shaped 3D array extension.
2.5.1.1 V-shaped 2D array with an orthogonal branch
The geometry of this antenna model is presented in Fig. 2.5(a).
• Conditional observation model
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The CRB is easily derived from Eqn. (2.16) and leads to
Cϕϕ =
2
ASNR
S10(1− cos∆ cos 2φ)(
S210 sin
2∆cos2 ϕ+ sin2 ϕ2S10S20(1− cos∆ cos 2φ)
) ,
Cφφ =
4
ASNR sin
2 ϕ
(
1
2 cos
2 ϕS10(cos ∆ cos 2φ+ 1) + sin
2 ϕS20
)(
S210 sin
2∆cos2 ϕ+ sin2 ϕ2S10S20(1− cos∆ cos 2φ)
) ,
Cϕφ =
1
ASNR tanϕ
S10 cos∆ sin 2φ(
S210 sin
2∆cos2 ϕ+ sin2 ϕ2S10S20(1− cos∆ cos 2φ)
) . (2.31)
• Unconditional observation model
By applying Eqn. (2.30) into Eqn. (2.17) and (2.18), the CRB is given by: Cij =
Numij
Den where
(i, j) = {ϕ, φ} and where the denominator Den is given by
Den
(BSNR)2 sin
2 ϕ
= cos2 ϕS10
(
S10 sin
2∆
4
+
S213 cos
2 ∆
2
2M
(cos∆− 1)
)
+
sin 2ϕS23S10S13
2M
cos
∆
2
(1− cos∆) cosφ
+sin2 ϕ cos 2φ
(
S223S10 cos∆
2M
− S20
2
(
S10 cos∆−
S213 cos
2 ∆
2
M
))
+sin2 ϕ
(
S20S10
2
− S20S
2
13 cos
2 ∆
2
2M
− S10S
2
23
2M
)
. (2.32)
and where the numerators are given by
Numφφ
BSNR
= cos2 ϕ
(
S10
2
− S
2
13 cos
2 ∆
2
2M
)
+ sin2 ϕ(S20 − S
2
23
M
)
+
cos2 ϕ cos 2φ
2
(
S10 cos∆−
S213 cos
2 ∆
2
M
)
+
1
M
sin 2ϕS23S13 cos
∆
2
cosφ,
Numϕϕ
BSNR
= sin2 ϕ
(
S10
2
− S
2
13 cos
2 ∆
2
2M
)
− sin
2 ϕ cos 2φ
2
(
S10 cos∆−
S213 cos
2 ∆
2
M
)
,
Numϕφ
BSNR
= −sin 2ϕ
4
sin 2φ
(
S10 cos∆−
S213 cos
2 ∆
2
M
)
− sin
2 ϕ
M
S23S13 cos
∆
2
sinφ.
(2.33)
The analysis of these expressions will be detailed in the next section.
2.5.1.2 V-shaped 2D array with two symmetric orthogonal branches
The geometry of this antenna model is presented in Fig. 2.5(b).
• Conditional observation model
The expressions of CRB under M1 are the same as Eqn. (2.31).
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• Unconditional observation model
Similarly to the above section, if the 3D array is built from a planar array and two orthogonal
symmetric branches (Fig. 2.5(b)), by applying Eqn. (2.30) into Eqn. (2.19), we have more compact
CRB expressions given by:
Cφφ =
cos2 ϕ
(
S10
2
−S
2
13 cos
2 ∆
2
2M
)
+sin2 ϕS20+
1
2
cos2 ϕ cos 2φ
(
S10 cos∆−S
2
13 cos
2 ∆
2
M
)
BSNR sin
2 ϕ S10 cos
2 ϕ
(
S10 sin2∆
4 +
S213 cos
2 ∆
2
(cos∆−1)
2M
)
−S20 sin2 ϕ
(
cos 2φ
(
S10 cos∆− S
2
13 cos
2 ∆
2
M
)
−
(
S10
2 −
S213 cos
2 ∆
2
2M
))

,
Cϕϕ =
S10− 1M S213 cos2 ∆2 −cos 2φ
(
S10 cos∆−S
2
13 cos
2 ∆
2
M
)
2BSNR S10 cos
2 ϕ
(
S10 sin2∆
4 +
S213 cos
2 ∆
2
(cos∆−1)
2M
)
−S20 sin2 ϕ
(
cos 2φ
(
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2
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2
M
)
−
(
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2 −
S213 cos
2 ∆
2
2M
))

,
Cϕφ =
sin2 ϕ cosϕ sin 2φ
(
S10 cos∆−S
2
13 cos
2 ∆
2
M
)
2BSNR S10 cos
2 ϕ
(
S10 sin2∆
4 +
S213 cos
2 ∆
2
(cos∆−1)
2M
)
−S20 sin2 ϕ
(
cos 2φ
(
S10 cos∆− S
2
13 cos
2 ∆
2
M
)
−
(
S10
2 −
S213 cos
2 ∆
2
2M
))

.
(2.34)
These expressions concerning the V-shaped 3D array under conditional and unconditional
observation models will be analyzed in the next section.
2.5.2 L-shaped 3D array extension
We call "L-shaped 3D array extension" a particular case of the V-shaped 3D array where the
parameter ∆ is fixed to be∆ = π2 . The L-shaped (2D) array has already been studied in [HSW91]
where it is shown that the L-shaped (2D) array is 37% better in terms of estimation accuracy
than the cross array. Without loss of generality, let us suppose that the three branches of the
array coincides with the coordinate system axes (see Fig. 2.6(a)).
2.5.2.1 Conditional observation model
Under M1, expression (2.31) leads to
Cϕϕ =
2
ASNR(S10 cos2 ϕ+ 2S20 sin
2 ϕ)
,
Cφφ =
2
ASNRS10 sin
2 ϕ
,
Cϕφ = 0. (2.35)
We can notice that, in this case, the parameters ϕ and φ are decoupled. The CRB becomes
very compact.
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(a) L-shaped 3D array extension (b) 3D uniform angular array
Figure 2.6: Orthogonal arrays
2.5.2.2 Unconditional observation model
Under M2, by letting ∆ = 90◦, Eqn. (2.32) and (2.33) become
Cφφ =
(
cos2 ϕ
(
S10
2
−S
2
13(cos 2φ+1)
4M
)
+sin2 ϕ(S20−S
2
23
M
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M
√
2
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)
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− 14M sin2 ϕ cos 2φS20S213 + sin2 ϕ
(
S20S10
2 −
S20S213
4M −
S10S223
2M
)  ,
Cϕϕ =
1
2BSNR
(
S10 +
1
2M S
2
13(cos 2φ− 1)
) S10 cos2 ϕ(S104 − S2134M )+ S23S10S13 cosφ sin 2ϕ2√2M
− 14M sin2 ϕ cos 2φS20S213 + sin2 ϕ
(
S20S10
2 −
S20S213
4M −
S10S223
2M
)  ,
Cϕφ =
1√
2MUSNR sin
2 ϕ
(
1
4
√
2
S213 sin 2ϕ sin 2φ− sin2 ϕ sinφS23S13
)
 S10 cos2 ϕ(S104 − S2134M )+ S23S10S13 cosφ sin 2ϕ2√2M
− 14M sin2 ϕ cos 2φS20S213 + sin2 ϕ
(
S20S10
2 −
S20S213
4M −
S10S223
2M
)  .
(2.36)
2.5.3 3D uniform angular array
A natural variant of "L-shaped 3D extension array", presented in Fig. 2.6(b), can be considered.
This array is called 3D uniform angular antenna array (UAA). In [YS05], the UAA has been
proved to minimize the CRB for the source position’s estimation. Thanks to its special structure,
which is totally symmetric, its CRB becomes more compact due to the fact that S11 = S12 =
S13 = S23 = 0.
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2.5.3.1 Conditional observation model
The CRB is the same as Eqn. (2.35).
2.5.3.2 Unconditional observation model
Cφφ =
2
BSNRS10 sin
2 ϕ
,
Cϕϕ =
2
BSNR(S10 cos2 ϕ+2S20 sin2 ϕ)
,
Cϕφ = 0.
(2.37)
From Eqn. (2.35) and (2.37), we observe that under M1 and M2, the CRB of the UAA has
identical expressions except the terms ASNR under M1 and BSNR under M2. Therefore, we
conclude that the UAA has a similar behavior under both the conditional and unconditional
observation assumptions.
Moreover, if we choose the array structure such as S20 =
S10
2 , i.e., the number of sensors of
the six branches are equal, or N2 = N ′2 =
N1−1
4 , then the CRB of elevation is independent to
both the azimuth and elevation, i.e., to the DOA.
2.5.4 Analysis
In this Section, the aforementioned results for the particular antenna models are analyzed in
order to find the isotropy, uncoupling condition and also to compare their behavior under the
conditional and unconditional assumptions.
2.5.4.1 Isotropy and uncoupling properties
In this case, our purpose is to find the value of the degree of freedom ∆iso with which, the
V-shaped extension arrays attain isotropy and/ or decoupling.
• Conditional observation model
The condition of isotropy and decoupling (2.22) leads Eqn. (2.31) to ∆iso = 90◦ for both V-
shaped with a single orthogonal branch or with two symmetric orthogonal branches antenna.
It can be noted that this case is in contradiction with the results mentioned in [GM06] for the
unconditional model and 2D array and with the results obtained below.
• Unconditional observation model
Concerning the V-shaped array with an orthogonal branch, from condition (2.24), the isotropic
property is achieved if S11 = 0 is satisfied, i.e., the line containing the ULA branch must pass
through the centroid of the planar antenna. Given the fact that the line containing the ULA
branch does not pass through the centroid of the planar part of the V-shaped 3D extension,
therefore, there is no value of ∆ satisfying the isotropic condition.
Concerning the V-shaped array with two symmetric orthogonal branches, from Eqn. (2.34)
and (2.26), we can see that ∆iso is the solution of equation S12 − S
2
11
M = 0. Consequently,
depending on the method used to make the branches of the antenna array (ULA, minimum
redundancy [Mof68], D-optimal [HRW91], etc.) we might obtain different values of ∆iso. In the
case where the antenna array is made from ULA, then (2.27) easily leads to (see Appendix 2.8.5
for the proof):
∆iso = arccos
(
3(N21 − 1)
8MN1 − 3N21 + 3
)
. (2.38)
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Figure 2.7: Variation of ∆iso w.r.t. α with M = 1000.
Let us set the positive α = N1M ≤ 1. The value of α associated to a planar antenna will be
equal to 1, while that one associated to a 3D antenna array is strictly lower than 1. Then, ∆iso
can be expressed as ∆iso = arccos
(
3(α2−1/M2)
8α−3α2+3/M2
)
. We are also interested to define the range of
∆iso w.r.t. α in this case. It is clear that:
If α→ 1 and M ≫ 1⇒ ∆iso ≃ arccos (35) = 53.13◦
If α→ 0 and M ≫ 1⇒ ∆iso ≃ arccos (0) = 90◦ (2.39)
In Fig. 2.7, when α tends to 0, i.e, the number of sensors located on the orthogonal axis
is much larger than the number of sensors located on the planar array then the value of ∆iso
tends to 90◦. On the contrary, if α tends to 1, i.e, the number of sensors located on the planar
array is much larger than those located on the orthogonal axis, then, the value of ∆iso tends
to arccos (3/5). In particular, in the case where α = 1, we obtain exactly the same result
(∆iso = 53.13◦) for the planar antenna array as in [GM06]. Therefore, ∆iso in this case will vary
from 53.13◦ to 90◦.
A remark can be done here that underM2, adding two symmetric orthogonal branches does
not modify the conditions of isotropy and decoupling (S12 = S211/M) w.r.t the planar array, but
it changes the arrangement of the sensors located on the planar part because of the intervention
of N2 to S12 and S11.
2.5.4.2 Conditional versus unconditional models
Since the V-shaped 3D extension array does not satisfy condition (2.28) because the line contain-
ing the ULA branch does not pass through the centroid of the planar part of the antenna, then
it is impossible to find an optimal value of ∆, with which the CCRB and the UCRB have the
same expressions. The CCRB in this case is always more compact than the UCRB. Contrary to
the V-shaped 3D array extension , the 3D UAA satisfies condition (2.28). Therefore the UCRB
and CCRB will have the identical compact expression at high SNR or for a large number of
sensors.
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Figure 2.8: Polar representation of the normalized CRB of azimuth for all values of azimuth
angle, with different values of α, ∆ = 60◦ and ϕ = 45◦. The array has a single orthogonal
branch.
2.5.5 Summary
Thanks to the degree of freedom ∆ of the V-shaped family arrays, the analysis of the impact
of the array geometry on the estimation performance is simplified. We here can make some
remarks:
• In almost cases, CCRB has a more compact expression than UCRB.
• Under M1, the value of ∆iso is constant (∆iso = 90◦), while it takes a range of values
under M2, depending to the antenna array configuration. In particular, when α = 1, we
find the same results (∆iso = 53.13◦) for the V-shaped (2D) antenna as in [GM06].
• The 3D uniform angular array has several advantages: isotropy, uncoupling, minimization
of the CRB in case of the source position’s location using TDOA method and the same
estimation accuracy under both the M1 or M2 assumptions.
2.6 Comparison of the estimation accuracy
In this section, we will use the closed form expressions of the CRB calculated in the previous
section to compare the estimation performance between the above studied arrays with other
classical arrays. In order to simplify the array design problem, we only consider the behavior
of the CRB of the V-shaped antenna array and its 3D extension. Its closed form CRB will be
analyzed w.r.t. the opening angle ∆. For the simulation, all branches of the antenna array being
either 2D (two branches) or 3D (three branches or four branches) are made from ULAs with the
inter-sensor space of half the wavelength. The simulations are performed with a signal to noise
ratio equal to 10 dB and a number of snapshots T = 100.
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Figure 2.9: Polar representation of the normalized CRB of elevation for all values of azimuth
angle, with different values of α, ∆ = 60◦ and ϕ = 45◦. The array has a single orthogonal
branch.
2.6.1 Comparison of the estimation performance between the V-shaped 3D
antenna array extension and the planar circular antenna array
We here compare the estimation performance between the 3D V-shaped antenna array extension
with an isotropic classic antenna: the uniform circular antenna (UCA). For this comparison, the
antenna arrays will have the same number of sensors. The sensors of UCA are half-wavelength
inter-element spaced, thus, the value of its radius is given by r = λ4 sin pi
M
. Figs. 2.8 and 2.9
represent respectively the CRB of azimuth and elevation normalized by the CRB of the UCA
(Cϕϕ/C
(UCA)
ϕϕ , Cφφ/C
(UCA)
φφ ) w.r.t. the aforementioned coefficient α, at the opening angle ∆ =
60◦ and at the elevation ϕ = 45◦ under both conditional and unconditional observation models.
• Conditional observation model
In Fig 2.9(a), the accuracy concerning the elevation estimation of the V-shaped antenna is always
lower, i.e., better than the UCA. In Fig 2.8(a), it is shown that the performance concerning
the azimuth estimation is strictly linked to the number of sensors located on the orthogonal
branch, i.e., on the coefficient α. We observed that when the ratio α varies, the estimation
performance concerning azimuth and elevation varies differently. When the one improves, the
other deteriorates. For the value of α close to 1, i.e., almost all of the sensors are located on
the planar antenna, the estimation accuracy in terms of both the azimuth and elevation of the
V-shaped family is better than the one of the UCA.
• Unconditional observation model
Figs. 2.8(b) and 2.9(b) show that the performance concerning estimation of both azimuth and
elevation are strongly dependent on the number of sensors located on the orthogonal branch,
i.e., the coefficient α. The link between α and the CRB under M2 is more complicated than
underM1. When α decreases, then the CRB concerning azimuth estimation deteriorates, while
the CRB concerning elevation estimation varies differently according to the DOA: it improves in
some zone of DOA while worsens in the other zones. For the value of α close to 1, the V-shaped
family performs better in terms of both azimuth and elevation estimation than the UCA.
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Figure 2.10: Fraction K(M) in term of the number of sensors M
2.6.2 Comparison of the estimation performance of the isotropic antennas
We are interested in considering the case where our array attains the isotropic and uncoupling
properties. We here compare the V-shaped isotropic array (∆iso = π2 under M1 and ∆iso =
arccos
(
3(α2−1/M2)
8α−3α2+3/M2
)
underM2) with the classical isotropic UCA. As mentioned in the previous
section, under M2, the 3D V-shaped array extension becomes an isotropic array if there are
two symmetric orthogonal branches. Therefore, under M1, a 3D V-shaped array with a single
orthogonal branch is used while underM2, a 3D V-shaped array with two symmetric orthogonal
branches is used. We consider the ratio KC(M) (underM1) or KU (M) (underM2) between the
CRB concerning the estimation of the azimuth of a family of V-shaped isotropic arrays and the
UCA array. Thus, we have KC(M) = KU (M) =
C2Dφφ
CUCA
φφ
if α = 1 and KC(M) = KU (M) =
C3Dφφ
CUCA
φφ
if α < 1. Therefore, this fraction shows the gain in estimation of the azimuth accuracy of the
family of V-shaped arrays w.r.t. to the UCA array.
• Conditional observation model
From (2.35), the ratio of CRB concerning the azimuth of these antenna arrays is given by (see
Appendix 2.8.6 for the proof):
KC(M) =
3
α(α2M2−1) sin2 pi
M
.
If αM >> 1→ KC(M) = 3π2α3 .
(2.40)
We can say that the V-shaped antenna array is better than the UCA array in terms of the
estimation of azimuth if and only if the fraction KC(M) is smaller than 1. Fig. 2.10(a) shows
that the 3D V-shaped isotropic antenna array is better than the UCA array provided that the
value of α satisfies: 0.76 < α < 1 and M > 6.
• Unconditional observation model
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From (2.34), after some calculations, the ratio KU (M) is given by (see Appendix 2.8.6 for the
proof):
KU (M) =
3(8αM2−3α2M2+3)
sin2 pi
M
α(α2M2−1)(8αM2−6α2M2+6) .
If αM >> 1→ KU (M) = 3(8−3α)α3(8−6α)π2 .
(2.41)
Fig. 2.10(b) shows that the 3D V-shaped isotropic antenna array is better than the UCA array
if: 0.84 < α < 1 and M > 7.
Table 2.1: ’The azimuth estimation performance gain of the 3D V-shaped isotropic antenna
according to the UCA’
α 1 0.9 0.8 0.7 0.6
M1 assumption 0.6959 0.5829 0.4060 0.1133 -0.4081
M2 assumption 0.2399 0.1498 -0.0393 -0.3765 -0.9838
Tab. 2.1 shows the value of 1−KU (M) and 1−KC(M) w.r.t. α. These values represent the
gain concerning the azimuth estimation of the 3D V-shaped isotropic antenna array to the UCA
array for a large number of sensors. We here want to find the value of α with which 1−KC(M) > 0
underM1 or 1−KU (M) > 0 underM2 i.e., the 3D V-shaped antenna array has better azimuth
estimation accuracy than the UCA array. Under both the M1 and M2 assumptions, it is clear
that, for all α > 0.85, the 3D V-shaped isotropic array is always better than the UCA. Moreover,
if α = 1 then the azimuth estimation accuracy of the V-shaped isotropic planar array is at least
20% better than the UCA array.
2.6.3 Comparison of the estimation performance between 2D and 3D antenna
arrays
In the following, we compare the performance of estimation between the 3D and 2D arrays. The
V-shaped 2D antenna array has M = 7 sensors (one at the origin with three other sensors on
each branch). The V-shaped 3D extension antenna array consisting of a single orthogonal branch
is also made from M = 7 sensors (one at the origin and two sensors on every three branches).
It should be noted that taking some sensors from the planar array of the 2D antenna array
to make the 3D antenna array will decrease the aperture and hence, reduce its performance.
Therefore, using non ULA such as minimum redundancy, D-optimal, etc. instead of using ULA
can maintain the aperture and also, the performance.
Fig. 2.11 shows the behaviors of C3Dϕϕ , C
3D
φφ , C
2D
ϕϕ , C
2D
φφ in terms of the opening angle ∆ varying
from 0◦ to 90◦ under M1 and M2 and at φ = 20◦ and ϕ = 70◦. This is the scenario where
the source is close to the plane of the array. Under both two assumptions, for the estimation of
elevation ϕ, we can see that the 3D antenna array has always the better performance compared
to the 2D antenna. However, concerning the azimuth estimation, the 3D array only has better
performance than the 2D array if ∆ < 20◦ under M1 or ∆ < 12◦ under M2.
Fig. 2.12 shows the same curves, but values of φ and ϕ are respectively equal to 50◦ and
30◦. This is the scenario where the source is far from the plane of the antenna array. In
this case, for both M1 and M2 assumptions, it should be better, contrary to intuition, to
choose the 2D antenna array over a limited opening angle obtained numerically by solving
max (C3Dφφ = C
2D
φφ , C
3D
ϕϕ = C
2D
ϕϕ ) as a function of ∆.
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Figure 2.11: The behavior of C3Dϕϕ , C
2D
ϕϕ , C
3D
φφ and C
2D
φφ normalized by the CRB of the UCA
according to ∆ at φ = 20◦ and ϕ = 70◦
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Figure 2.12: The behavior of C3Dϕϕ , C
2D
ϕϕ , C
3D
φφ and C
2D
φφ normalized by the CRB of the UCA
according to ∆ at φ = 50◦ and ϕ = 30◦
Finally, by an exhaustive research over all three parameters: elevation, azimuth and opening
angle, we found that concerning the elevation estimation, the 3D antenna array is always better
than the 2D antenna if the elevation is larger than a certain threshold ϕ0.
• Conditional observation model
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We can prove in this case that the threshold ϕ0 is about 62.2
◦ by solving
C3Dϕϕ
C2Dϕϕ
< 1⇔ ϕ > arctan
√
max
∆,φ
{Γ}, (2.42)
where Γ =
sin2∆((M2−1)−α(α2M2−1))
(1−cos∆ cos 2φ)4(1−α)((1−α)M+1)(2(1−α)M+1) , α =
N1
M =
5
7 ,M = 7, ϕ ∈ [0◦, 90◦],∆ ∈
(0◦, 180◦), φ ∈ [0◦, 360◦].
• Unconditional observation model
By numerical calculus, in the case where α = 5/7 and M = 7, we obtain the threshold ϕ0 ≃ 65◦.
2.7 Conclusion
In this chapter, we derived the closed form expressions of the CRB for the estimation of azimuth
and elevation of a far field single source in both the conditional and unconditional observation
models where a planar array or its 3D extension is used. The 3D array extension here is made
by adding one or two orthogonal branches to an arbitrary planar array. These CRB closed form
expressions are used here as a useful tool in order to find the isotropy, uncoupling conditions
and the contribution of the third dimension to the estimation accuracy and also to introduce a
comparison between conditional and unconditional observation models. Consequently, we showed
that the 3D array overcomes the ambiguity problem of the planar (2D) array. Moreover, we found
that there is a family of array geometries with which the CRB can be expressed in the same term
under both the conditional and unconditional assumptions. Furthermore, at high signal to noise
ratio or with a large number of sensors, the CRB expressions under the two assumptions become
identical. In the following step, the CRB closed form expressions are then applied into several
particular well-known array geometries such as: the V-shaped/ L-shaped array 3D extension, the
uniform angular array. It is shown that the isotropy and uncoupling conditions of the 3D array
under conditional and unconditional assumptions are different from each other. In particular,
for the V-shaped arrays family, under the unconditional observation model, the opening angle
∆iso depends on the number of sensors located on the orthogonal branches while ∆iso = 90◦
is the desired value under the conditional assumption. Finally, through several simulations, we
conclude that the performance of estimation of the 3D array strongly depends on the rate between
the number of sensors located on the orthogonal branches and the total number of sensors (α).
When this rate varies, the estimation concerning azimuth and elevation varies differently. In the
other hand, by choosing a suitable rate (α close to 1), the 3D array has the better performance
than the classical UCA concerning both azimuth and elevation estimation for the same number
of sensors. It should be noted that, for a constant number of sensors, adding the 3D branch will
decrease the aperture of the antenna, therefore, deteriorate the estimation performance.
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2.8 Appendix
2.8.1 Proof of Eqn. (2.16)
The derivation of the ith element of the steering vector is given by
∂ai(ϕ,φ)
∂ϕ =
2jπρi
λ (cosϕ sin ξi cos (φ− ̺i)− cos ξi sinϕ) e
(
2jpiρi
λ
sinϕ sin ξi cos (φ−̺i)+cos ξi cosϕ
)
,
∂ai(ϕ,φ)
∂φ = −2jπρiλ sinϕ sin ξi sin (φ− ̺i)e
(
2jpiρi
λ
sinϕ sin ξi cos (φ−̺i)+cos ξi cosϕ
)
.
(2.43)
Let us note that the sensors located on the xOy plane are such that ξi =
π
2 , while the sensors
located on the orthogonal axe are such that ξi = 0. After some calculation, from (2.7), it easy
to obtain the elements of the Fisher Information Matrix:
[FIM(θ)]11
ASNR
=
M∑
i=1
ρ2i (cosϕ sin ξi cos (φ− ̺i)− cos ξi sinϕ)2
=
N1∑
i=1
ρ21,i cos
2 ϕ cos2 (φ− ̺i) +
M∑
i=N1+1
ρ22,i sin
2 ϕ
=
cos2 ϕ
4
(
e2jφ
N1∑
i=1
ρ21,ie
−2j̺i + e−2jφ
N1∑
i=1
ρ21,ie
2j̺i + 2
N1∑
i=1
ρ21,i
)
+ sin2 ϕ
M∑
i=N1+1
ρ22,i
=
cos2 ϕ
4
(
e2jφS∗12 + e
−2jφS12 + 2S10
)
+ sin2 ϕS20
=
1
2
cos2 ϕ
(
ℜ{e−2jφS12}+ S10
)
+ sin2 ϕS20, (2.44)
[FIM(θ)]22
ASNR
=
M∑
i=1
ρ2i (sinϕ sin ξi sin (φ− ̺i))2
= sin2 ϕ
N1∑
i=1
ρ21,i sin
2 (φ− ̺i)
= −sin
2 ϕ
4
(
e2jφ
N1∑
i=1
ρ21,ie
−2j̺i + e−2jφ
N1∑
i=1
ρ21,ie
2j̺i − 2
N1∑
i=1
ρ21,i
)
= −sin
2 ϕ
4
(
e2jφS∗12 + e
−2jφS12 − 2S10
)
= −1
2
sin2 ϕ
(
ℜ{e−2jφS12} − S10
)
, (2.45)
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and
[FIM(θ)]12
ASNR
= −
M∑
i=1
ρ2i sinϕ sin ξi sin (φ− ̺i) (cosϕ sin ξi cos (φ− ̺i)− cos ξi sinϕ)
= − sinϕ cosϕ
N1∑
i=1
ρ21,i sin (φ− ̺i) cos (φ− ̺i)
= − 1
8j
sin 2ϕ
(
e2jφ
N1∑
i=1
ρ21,ie
−2j̺i − e−2jφ
N1∑
i=1
ρ21,ie
2j̺i
)
(2.46)
= − 1
8j
sin 2ϕ
(
e2jφS∗12 − e−2jφS12
)
=
1
4
sin 2ϕℑ{e−2jφS12}. (2.47)
The FIM determinant is given by:
det [FIM(θ)]
C2SNR
= [FIM(θ)]11[FIM(θ)]22−[FIM(θ)]12[FIM(θ)]21
C2SNR
=
(
cos2 ϕ
4
(
e2jφS∗12 + e
−2jφS12 + 2S10
)
+ sin2 ϕS20
)(
− sin2 ϕ4
(
e2jφS∗12 + e
−2jφS12 − 2S10
))
−
(
− 18j sin 2ϕ
(
e2jφS∗12 − e−2jφS12
))2
= sin
2 2ϕ
64
(
4S210 −
(
e2jφS∗12 + e
−2jφS12
)2)− sin4 ϕ4 S20 (e2jφS∗12 + e−2jφS12 − 2S10)
+ sin
2 2ϕ
64
(
e2jφS∗12 − e−2jφS12
)2
= sin
2 2ϕ
64
(
4S210 − 4‖S12‖2
)
+ sin
4 ϕ
4 S20
(
2S10 − 2ℜ{e−2jφS12}
)
= sin
2 ϕ
4
(
cos2 ϕ(S210 − ‖S12‖2) + 2 sin2 ϕS20
(
S10 −ℜ{e−2jφS12}
))
.
(2.48)
2.8.2 Proof of Eqn. (2.17) and Eqn. (2.18)
In the same way as for conditional case, from (2.13), we have
[FIM(θ)]1,1
BSNR
=
=
M∑
i=1
ρ2i (cosϕ sin ξi cos (φ− ̺i)− cos ξi sinϕ)2 − 1M
(
M∑
i=1
ρi (cosϕ sin ξi cos (φ− ̺i)− cos ξi sinϕ)
)2
= cos2 ϕ
N1∑
i=1
ρ21,i cos
2 (φ− ̺i) + sin2 ϕ
M∑
i=N1+1
ρ22,i − 1M
(
cosϕ
N1∑
i=1
ρ1,i cos (φ− ̺i)− sinϕ
M∑
i=N1+1
ρ2,i
)2
= 14 cos
2 ϕ
N1∑
i=1
ρ21,i
(
e2j(φ−̺i) + e−2j(φ−̺i) + 2
)
+ sin2 ϕ
M∑
i=N1+1
ρ22,i
− cos2 ϕ4M
(
N1∑
i=1
ρ1,i(e
j(φ−̺i) + e−j(φ−̺i))
)2
− sin2 ϕM
(
M∑
i=N1+1
ρ2,i
)2
+ sin 2ϕ2M
N1∑
i=1
ρ1,i(e
j(φ−̺i) + e−j(φ−̺i))
M∑
i=N1+1
ρ2,i
= 14 cos
2 ϕ
(
S12e
−2jφ + S∗12e
2jφ + 2S10
)
+ sin2 ϕS20 − 1M
(
cos2 ϕ
4
(
S211e
−2jφ + S2∗11e
2jφ + 2‖S11‖2
)
+sin2 ϕS223 − sin 2ϕ2
(
S11e
−jφ + S∗11e
jφ
)
S23
)
= 12 cos
2 ϕ
(
S10 − ‖S11‖
2
M +ℜ
{
e−2jφ
(
S12 − S
2
11
M
)})
+ sin2 ϕ
(
S20 − S
2
23
M
)
+ sin 2ϕM S23ℜ{e−jφS11},
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(2.49)
[FIM(θ)]2,2
BSNR
=
M∑
i=1
ρ2i sin
2 ϕ sin2 ξi sin
2 (φ− ̺i)− 1M
(
M∑
i=1
ρi sinϕ sin ξi sin (φ− ̺i)
)2
= sin2 ϕ
N1∑
i=1
ρ2p,i sin
2 (φ− ̺i)− sin
2 ϕ
M
(
N1∑
i=1
ρ1,i sin (φ− ̺i)
)2
= −14 sin2 ϕ
N1∑
i=1
ρ21,i
(
e2j(φ−̺i) + e−2j(φ−̺i) − 2)+ sin2 ϕ4M (N1∑
i=1
ρ1,i
(
ej(φ−̺i) − e−j(φ−̺i)))2
= −14 sin2 ϕ
(
e−2jφS12 + e2jφS∗12 − 2S10
)
+ sin
2 ϕ
4M
(
e2jφS2∗11 + e
−2jφS211 − 2‖S11‖2
)
= 12 sin
2 ϕ
(
S10 − ‖S11‖
2
M −ℜ
{
e−2jφ
(
S12 − S
2
11
M
)})
,
(2.50)
and
[FIM(θ)]1,2
BSNR
= −
M∑
i=1
ρi sinϕ sin ξi sin
2 (φ− ̺i) (cosϕ sin ξi cos (φ− ̺i)− cos ξi sinϕ)
+ 1M
M∑
i=1
ρi (cosϕ sin ξi cos (φ− ̺i)− cos ξi sinϕ)
M∑
i=1
ρi sinϕ sin ξi sin (φ− ̺i)
= − sinϕ cosϕ
N1∑
i=1
ρ21,i sin (φ− ̺i) cos (φ− ̺i)
+ 1M sinϕ
(
cosϕ
N1∑
i=1
ρ1,i cos (φ− ̺i)− sinϕ
M∑
i=N1+1
ρ2,i
)
N1∑
i=1
ρ1,i sin (φ− ̺i)
= − sinϕ cosϕ4j
N1∑
i=1
ρ21,i
(
e2j(φ−̺i) − e−2j(φ−̺i))
+ 12jM sinϕ
(
1
2 cosϕ
N1∑
i=1
ρ1,i
(
ej(φ−̺i) + e−j(φ−̺i)
)− sinϕ M∑
i=N1+1
ρ2,i
)
×
(
N1∑
i=1
ρ1,i
(
ej(φ−̺i) − e−j(φ−̺i)))
= − sinϕ cosϕ4j
(
e2jφS∗12 − e−2jφS12
)
+ sinϕ2jM
(
1
2 cosϕ(e
jφS11 + e
−jφS∗11)− sinϕS23
) (
ejφS∗11 − e−jφS11
)
= sinϕ cosϕ2 ℑ
{
e−2jφ
(
S12 − S
2
11
M
)}
+ sin
2 ϕ
M S23ℑ
{
e−jφS11
}
.
(2.51)
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The FIM determinant is given by:
det [FIM(θ)]
B2SNR
=
[FIM(θ)]1,1[FIM(θ)]2,2−[FIM(θ)]1,2[FIM(θ)]2,1
B2SNR
=
(
1
2 cos
2 ϕ
(
S10 − ‖S11‖
2
M + ℜ
{
e−2jφ
(
S12 − S
2
11
M
)})
+sin2 ϕ
(
S20 − S
2
23
M
)
+ sin 2ϕM S23ℜ{e−jφS11}
)
×
(
1
2 sin
2 ϕ
(
S10 − ‖S11‖
2
M −ℜ
{
e−2jφ
(
S12 − S
2
11
M
)}))
−
(
1
2 sinϕ cosϕℑ
{
e−2jφ
(
S12 − S
2
11
M
)}
+ 1M sin
2 ϕS23ℑ
{
e−jφS11
})2
= 14 sin
2 ϕ cos2 ϕ
((
S10 − ‖S11‖
2
M
)2 −ℜ2{e−2jφ (S12 − S211M )})
+12 sin
2 ϕ
(
S10 − ‖S11‖
2
M −ℜ
{
e−2jφ
(
S12 − S
2
11
M
)})(
sin2 ϕ
(
S20 − S
2
23
M
)
+ sin 2ϕM S23ℜ{e−jφS11}
)
−14 sin2 ϕ cos2 ϕℑ2
{
e−2jφ
(
S12 − S
2
11
M
)}
− 1
M2
sin4 ϕS223ℑ2
{
e−jφS11
}
− 1M sin3 ϕ cosϕℑ
{
e−2jφ
(
S12 − S
2
11
M
)}
S23ℑ
{
e−jφS11
}
= 14 sin
2 ϕ cos2 ϕ
((
S10 − ‖S11‖
2
M
)2
−
∥∥∥S12 − S211M ∥∥∥2)
+sin4 ϕ
(
1
2
(
S20 − S
2
23
M
)(
S10 − ‖S11‖
2
M −ℜ
{
e−2jφ
(
S12 − S
2
11
M
)})
− 1
M2
S223ℑ2
{
e−jφS11
})
+S23M sin
3 ϕ cosϕ
×
(
ℜ{e−jφS11}
(
S10 − ‖S11‖
2
M −ℜ
{
e−2jφ
(
S12 − S
2
11
M
)})
−ℑ{e−jφS11}ℑ{e−2jφ (S12 − S211M )})
= 14 sin
2 ϕ cos2 ϕ
((
S10 − ‖S11‖
2
M
)2
−
∥∥∥S12 − S211M ∥∥∥2)
+sin4 ϕ
(
1
2S20
(
S10 − ‖S11‖
2
M −ℜ
{
e−2jφ
(
S12 − S
2
11
M
)}))
−S223 sin4 ϕM
×
(
1
2
(
S10 − ‖S11‖
2
M − 12
(
e−2jφS12 + e2jφS∗12 − e
−2jφS211+e
2jφS2∗11
M
))
− e−2jφS211+e2jφS2∗11−2‖S11‖24M
)
+S23 sin
2 ϕ sin 2ϕ
2M
(
e−jφS11+ejφS∗11
2
)(
S10 − S11S
∗
11
M −
e−2jφS12+e2jφS∗12
2 +
e−jφS211+e
jφS2∗11
2M
)
−S23 sin2 ϕ sin 2ϕ2M
(
e−jφS11−ejφS∗11
2j
)(
e−2jφS12−e2jφS∗12
2j −
e−2jφS211−e2jφS2∗11
2jM
)
= 14 sin
2 ϕ cos2 ϕ
((
S10 − ‖S11‖
2
M
)2 − ∥∥∥S12 − S211M ∥∥∥2)
+sin4 ϕ
(
1
2S20
(
S10 − ‖S11‖
2
M −ℜ
{
e−2jφ
(
S12 − S
2
11
M
)})
− S2232M
(
S10 −ℜ{e−2jφS12}
))
+S23 sin
2 ϕ sin 2ϕ
2M
(
S10ℜ{e−jφS11} − ℜ{e−jφS12S∗11}
)
.
(2.52)
2.8.3 Proof of Eqn. (2.19)
Note that the sensors located on the xOy plane are such that ξi =
π
2 , while the sensors located
on the first orthogonal axe have ξi = 0 and the sensors located on the second orthogonal axe are
such that ξi = π. In the same way as we prove Eqn. (2.17) and (2.18), with the assumption that
the two orthogonal branches are symmetric, it leads to:
N2∑
i=1
ρ2,i cos ξi =
N2
2∑
i=1
ρ2,i cos 0 +
N2∑
i=
N2
2
+1
ρ2,i cosπ =
N2
2∑
i=1
ρ2,i −
N2∑
i=
N2
2
+1
ρ2,i = 0. (2.53)
Finally it is easy obtain (2.19) from Eqn. (2.17) and (2.18) by letting S23 = 0.
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2.8.4 Proof of Eqn. (2.30)
Suppose that N1 is an odd number. Since the two branches of V-shaped array are symmetric,
we have:
S12 =
N1∑
i=1
ρ2p,ie
−2j̺i =
(N1−1)/2∑
i=1
ρ2p,ie
−2j∆
2 +
(N1−1)/2∑
i=1
ρ2p,ie
2j∆
2
=
(N1−1)/2∑
i=1
ρ2p,i
(
e−j∆ + ej∆
)
= 2cos∆
(N1−1)/2∑
i=1
ρ2p,i
= S10 cos∆,
(2.54)
S11 =
N1∑
i=1
ρ1,ie
−j̺i =
(N1−1)/2∑
i=1
ρ1,ie
−j∆
2 +
(N1−1)/2∑
i=1
ρ1,ie
j∆
2
=
(N1−1)/2∑
i=1
ρ2p,i
(
e−j
∆
2 + ej
∆
2
)
= 2cos ∆2
(N1−1)/2∑
i=1
ρ2p,i
= S13 cos
∆
2 ,
(2.55)
ℑ{e−2jφS12} = ℑ{e−2jφS10 cos∆} = 1
2j
S10 cos∆
(
e−2jφ − e2jφ
)
= −S10 cos∆ sin 2φ, (2.56)
ℜ{e−2jφS12} = ℜ{e−2jφS10 cos∆} = 1
2
S10 cos∆
(
e−2jφ + e2jφ
)
= S10 cos∆ cos 2φ, (2.57)
ℜ{S11e−jφ} = ℜ{e−jφS13 cos ∆
2
} = 1
2
S13 cos
∆
2
(
e−jφ + ejφ
)
= S13 cos
∆
2
cosφ, (2.58)
ℑ{e−jφS11} = ℑ{e−jφS13 cos ∆
2
} = 1
2j
S13 cos
∆
2
(
e−jφ − ejφ
)
= −S13 cos ∆
2
sinφ, (2.59)
ℜ
{
e−2jφ
(
S12 − S
2
11
M
)}
= ℜ
{
e−2jφ
(
S10 cos∆− S
2
13 cos
2 ∆
2
M
)}
= 12
(
S10 cos∆− S
2
13 cos
2 ∆
2
M
)(
e−2jφ + e2jφ
)
=
(
S10 cos∆− S
2
13 cos
2 ∆
2
M
)
cos 2φ,
(2.60)
and
ℜ{e−jφS12S∗11} = ℜ{e−jφS10S13 cos∆ cos
∆
2
}
=
1
2
S10S13 cos∆ cos
∆
2
(
e−jφ + ejφ
)
= S10S13 cos∆ cos
∆
2
cosφ. (2.61)
2.8.5 Proof of Eqn. (2.38)
Applying (2.30) into (2.26), we have
S12 − S
2
11
M
= S10 cos∆−
S213 cos
2 ∆
2
M
= 0.
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Since our antenna array is made from ULA branches, then S10 =
N1(N1+1)(N1−1)
12 and S13 =
(N1+1)(N1−1)
4 . After some simple calculus, we obtain
∆iso = arccos
(
3N21 − 3
8MN1 − 3N21 + 3
)
.
2.8.6 Proof of Eqn. (2.40) and Eqn. (2.41)
2.8.6.1 Proof of Eqn. (2.40)
From (2.35) we have
KC(M) =
2
ASNRS
L−shaped
10 sin
2 ϕ
2
ASNRSCir10 sin
2 ϕ
=
12Mr2
N1(N1 + 1)(N1 − 1)λ24
=
12M
λ2
4
4 sin2 pi
M
αM(α2M2 − 1)λ24
=
3
α(α2M2 − 1) sin2 πM
. (2.62)
2.8.6.2 Proof of Eqn. (2.41)
From Eqn. (2.34), under isotropy condition, we have
S10 cos∆iso =
S213 cos
2 ∆iso
2
M ⇒ ∆iso = arccos
(
3N21−3
8MN1−3N21+3
)
⇒ cos∆iso = 3N
2
1−3
8MN1−3N21+3
.
Therefore, the CRB concerning the azimuth estimation of the V-shaped with two symmetric
orthogonal branches is given by
Cφφ =
cos2 ϕ
(
S10
2 −
S2
13
cos2
∆iso
2
2M
)
+ sin2 ϕS20
BSNR sin
2 ϕ
{
S10 cos2 ϕ
(
S10 sin2∆iso
4 +
S2
13
cos2
∆iso
2
(cos∆iso−1)
2M
)
+ S20 sin
2 ϕ
(
S10
2 −
S2
13
cos2
∆iso
2
2M
)}
=
cos2 ϕ
(
S10
2 − S10 cos∆iso2
)
+ sin2 ϕS20
BSNR sin
2 ϕ
{
S10 cos2 ϕ
(
S10 sin2∆iso
4 +
S10 cos∆iso(cos∆iso−1)
2
)
+ S20 sin
2 ϕ
(
S10
2 − S10 cos∆iso2
)}
=
cos2 ϕS102 (1 − cos∆iso) + sin2 ϕS20
BSNR sin
2 ϕ
{
1
4S
2
10 cos
2 ϕ(1− cos∆iso)2 + 12 sin2 ϕS20S10(1− cos∆iso)
}
=
2
BSNR sin
2 ϕ(1− cos∆iso)S10
.
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Hence
KU (M) =
2
BSNR sin
2 ϕ(1−cos∆iso)SV−shapediso10
2
BSNR sin
2 ϕSCir10
=
M
λ2
4
4 sin2 pi
M
1
12 (1− cos∆iso)αM(α2M2 − 1)λ
2
4
=
3(8αM2 − 3α2M2 + 3)
sin2 πMα(α
2M2 − 1)(8αM2 − 6α2M2 + 6) . (2.63)
Chapter 3
Array geometry optimization based on
the Weiss-Weinstein bound
3.1 Introduction
In this chapter, we consider the context of source localization in the Bayesian context. In
particularly, we are interested in the Weiss-Weinstein bound which is known to be one of the
tightest Bayesian bound with the bound of the Ziv-Zakai family. We will study the two main
source models used in the literature [OVSN93]: the unconditional (or stochastic) model where the
source signals are assumed to be Gaussian and the conditional (deterministic) model where the
source signals are assumed to be deterministic. Surprisingly, in the context of array processing,
while closed-form expressions of the Ziv-Zakai bound (more precisizely its extension by Bell
et. al. [BEV96a]) were proposed around 15 years ago for the unconditional model, the results
concerning the Weiss-Weinstein bound are, most of the time, conducted by way of simulations.
Concerning the unconditional model, in [NH88], the Weiss-Weinstein bound has been evaluated
by way of simulations and has been compared to the mean square error of the MUSIC algorithm
and classical Beamforming using a 8 × 8 element array antenna. In [NV94], the authors have
introduced a numerical comparison between the Bayesian Cramér-Rao bound, the Ziv-Zakai
bound and the Weiss-Weinstein bound for DOA estimation. In [Ath01], numerical simulations of
the Weiss-Weinstein bound to optimize sensor positions for non-uniform linear arrays have been
presented. Again in the unconditional model context, in [XBR04], by considering the matched-
field estimation problem, the authors have derived a semi closed-form expression of a simplified
version of the Weiss-Weinstein bound for the DOA estimation. Indeed, the integration over
the prior probability density function was not performed. The conditional model (with known
waveforms) is studied only in [Ren07], where a closed-form expression of the WWB is given in
the simple case of spectral analysis and in [VRBM10b] which is a simplified version of the bound
for linear arrays.
While the primary goal of this chapter is to give closed-form expressions of the Weiss-
Weinstein bound for the DOA estimation of a single source with an arbitrary planar array
of sensors, under both the conditional and unconditional source signal models, we also provide
partial closed-form expressions of the bound which could be useful for other problems. First,
we study the general Gaussian observation model with parameterized mean or parameterized
covariance matrix. Indeed, one of the success of the Cramér-Rao is that, for this observation
model, a closed-form expression of the Fisher information matrix is available: this is the so-called
Slepian-Bang formula [Kay93]. Such formula has been less investigated in the context of bound
tighter than the Cramér-Rao bound. Second, some results are given in the multiple sources con-
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text without specifying the structure of the steering matrix and of the noise covariance matrix.
Finally, these results are applied to the particular case of a single source for two kinds of array
geometries: the non-uniform linear array (elevation only) and the planar (azimuth and elevation)
array. Consequently, the aim of this chapter is also to provide a textbook of formulas which could
be applied in other fields. Moreover, note that one particularity of this chapter in comparison
with the previous works on the Weiss-Weinstein bound is that we do not use the assumption
s = 1/2, ∀i.
This chapter is organized as follows. Section 3.2 is devoted to the array processing obser-
vation model which will be used in the chapter. In Section 3.3, a short background on the
Weiss-Weinstein bound is presented and two general closed-form expressions which will be the
cornerstone for our array processing problems are derived. In Section 3.4 we apply these general
results to the array processing problem without specifying the structure of the steering matrix.
In Section 3.5, we study the particular case of the non-uniform linear array and of the planar
array for which we provide both closed-form expressions of the bound. Some simulation results
are proposed in Section 3.6. Finally, Section 3.7 gives our conclusions.
3.2 Problem setup
In this section, the general observation model generally used in array signal processing is pre-
sented as well as the first different assumptions used in the remaining of the paper. Particularly,
the so-called conditional and unconditional source models are emphasized.
3.2.1 Observations model
We consider the classical scenario of an array withM sensors which receives N complex bandpass
signals s (t) = [s1 (t) s2 (t) · · · sN (t)]T . The output of the array is a M × 1 complex vector y (t)
which can be modelled as follows (see, e.g., [Van02a] or [OVSN93])
y (t) = A (θ) s (t) + n (t) , t = 1, . . . , T, (3.1)
where T is the number of snapshots, where θ = [θ1 θ2 · · · θq]T is an unknown parameter vector
of interest1, where A (θ) is the so-called M × N steering matrix of the array response to the
sources, and where the M × 1 random vector n (t) is an additive noise.
3.2.2 Assumptions
• The unknown parameters of interest are assumed to be random with an a priori prob-
ability density function p (θi) , i = 1, . . . , q. These random parameters are assumed to
be statistically independent such that the a priori joint probability density function is
p (θ) =
q∏
i=1
p (θi). We also assume that the parameter space, denoted Θ, is a connected
subset of Rq (see [BE08]).
• The noise vector is assumed to be complex Gaussian, statistically independent of the param-
eters, i.i.d., circular, with zero mean and a known covariance matrix E
[
n (t)nH (t)
]
= Rn.
This assumption will be cancelled in Section 3.5 where it will be assumed that Rn = σ2nI.
In any case, Rn is assumed to be a full rank matrix.
1Note that one source can be described by several parameters. Consequently, q > N in general.
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• The steering matrix A (θ) is assumed such that the observation model is identifiable. From
Section 3.3 to Section 3.4, the structure of A (θ) is not specified in order to obtain the
more general results.
• Concerning the source signals, we consider again the two aforementioned models M1 and
M2 introduced in chapter 2.
3.2.3 Likelihood of the observations
Let Ry = E
[
y (t)yH (t)
]
be the covariance matrix of the observation vector y (t) . According
to the aforementioned assumptions, it is easy to see that under M2, the observations y (t) are
distributed as a complex circular Gaussian random vector with zero mean and covariance matrix
Ry(θ) = A(θ)RsA
H(θ) + Rn while under M1, the observations y (t) are distributed as a
complex circular Gaussian random vector with mean A(θ)s (t) and covariance matrix Ry = Rn.
Moreover, in both cases the observations are i.i.d..
Therefore, the likelihood, p (y;θ) , of the full observations matrix y = [y (1) y (2) . . . y (T )]
under M1 is given by
p (y;θ) =
1
πMT |Rn|T
exp
(
−
T∑
t=1
(y (t)−A (θ) s (t))H R−1n (y (t)−A (θ) s (t))
)
, (3.2)
and the likelihood under M2 is given by
p (y;θ) =
1
πMT |Ry(θ)|T
exp
(
−
T∑
t=1
y (t)H R−1y (θ)y (t)
)
, (3.3)
where Ry(θ) = A(θ)RsAH(θ) +Rn.
3.3 Weiss-Weinstein bound: Generalities
In this Section, we first remind to the reader the structure of the Weiss-Weinstein bound on the
mean square error and the assumptions used to compute this bound. Second, a general result
about the Gaussian observation model with parameterized mean or parameterized covariance
matrix which, to the best of our knowledge, does not appear in the literature is presented. This
result will be useful for the study of the unconditional model M2 and of the conditional model
M1 in the next Section.
3.3.1 Background
The Weiss-Weinstein bound for a q×1 real parameter vector θ is a q× q matrix denotedWWB
and is given as follows [WW88]
WWB = HG−1HT , (3.4)
where the q × q matrix H = [h1 h2 . . .hq] contains the so-called test-points hi, i = 1, . . . , q such
that θ + hi ∈ Θ ∀hi. The k, l−element of the q × q matrix G is given by
{G}k,l =
E
[(
Lsk (y;θ + hk,θ)− L1−sk (y;θ − hk,θ)
) (
Lsl (y;θ + hl,θ)− L1−sl (y;θ − hl,θ)
)]
E [Lsk (y;θ + hk,θ)]E [Lsl (y;θ + hl,θ)]
,
(3.5)
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where the expectations are taken over the joint probability density function p (Y,θ) and where
the function L (Y;θ + hi,θ) is defined by L (y;θ + hi,θ) =
p(Y,θ+hi)
p(Y,θ) . The elements si are such
that si ∈ [0, 1], i = 1, . . . , q.
Note that we have the following order relation [WW88]
Cov
(
θˆ
)
= E
[(
θˆ − θ
)(
θˆ − θ
)T] WWB, (3.6)
where A  B means that the matrix (A−B) is a semi-positive definite matrix and where
Cov
(
θˆ
)
is the global (the expectation is taken over the joint pdf p (Y,θ)) mean square er-
ror of any estimator θˆ of the parameter vector θ. Finally, in order to obtain a tight bound,
one has to maximize WWB over the test-points hi and si i = 1, . . . , q. Note that this maxi-
mization can be done by using the trace of HG−1HT or with respect to the Loewner partial
ordering [LRNM10]. In this chapter we will use the trace of HG−1HT which is enough to obtain
tight results.
3.3.2 A general result on the Weiss-Weinstein bound and its application to
the Gaussian observation models
An analytical result on the Weiss-Weinstein bound which will be useful in the following deriva-
tions and which could be useful for other problems is derived in this part. Note that this result
is independent of the parameter vector size q and of the considered observation model.
Let us denote Ω the observation space. By rewriting the elements of matrix G (see Eqn.
(3.5)) involved in the Weiss-Weinstein bound, one obtains for the numerator denoted N{G}k,l ,
N{G}k,l =
= E
[(
Lsk (y;θ + hk,θ)− L1−sk (y;θ − hk,θ)
) (
Lsl (y;θ + hl,θ)− L1−sl (y;θ − hl,θ)
)]
=
∫
Θ
∫
Ω
psk (y,θ + hk) p
sl (y,θ + hl)
psk+sl−1 (y,θ)
dydθ+
∫
Θ
∫
Ω
p1−sk (y,θ − hk) p1−sl (y,θ − hl)
p1−sk−sl (y,θ)
dydθ
−
∫
Θ
∫
Ω
psk (y,θ + hk) p
1−sl (y,θ − hl)
psk−sl (y,θ)
dydθ−
∫
Θ
∫
Ω
p1−sk (y,θ − hk) psl (y,θ + hl)
psl−sk (y,θ)
dydθ,
(3.7)
and for the denominator denoted D{G}k,l ,
D{G}k,l = E [L
sk (y;θ + hk,θ)]E [L
sl (y;θ + hl,θ)]
=
∫
Θ
∫
Ω
psk (y,θ + hk)
psk−1 (y,θ)
dydθ
∫
Θ
∫
Ω
psl (y,θ + hl)
psl−1 (y,θ)
dydθ. (3.8)
Let us now define a function η (α, β,u,v) as
η (α, β,u,v) =
∫
Θ
∫
Ω
pα (y,θ + u) pβ (y,θ + v)
pα+β−1 (y,θ)
dydθ, (3.9)
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where (α, β) ∈ [0, 1]2 and where (u,v) are two q×1 vectors such that θ + u ∈ Θ and θ + v ∈ Θ.
By identification, it is easy to see that
{G}k,l =
η (sk, sl,hk,hl) + η (1− sk, 1− sl,−hk,−hl)− η (sk, 1− sl,hk,−hl)− η (1− sk, sl,−hk,hl)
η (sk, 0,hk,0) η (0, sl,0,hl)
.
(3.10)
Note that we choose the arbitrary notation D{G}k,l = η (sk, 0,hk,0) η (0, sl,0,hl) for the de-
nominator. The notationD{G}k,l = η (sk, 1,hi,0) η (1, sl,0,hl) or, even, D{G}k,l = η (sk, 0,hk,v)
× η (0, sl,u,hl) will lead to the same result.
With Eqn. (3.10), it is clear that the knowledge of η (α, β,u,v) for a particular problem
leads to the Weiss-Weinstein bound (without the maximization procedure over the test-points
and over the parameters si). Surprisingly, this simple expression is given in [WW88] only for
si =
1
2 , ∀i and not for the general case.
Let us now detail this function η (α, β,u,v). Thanks to the Bayes rule, the function η (α, β,u,v)
can be rewritten
η (α, β,u,v) =
∫
Θ
pα (θ + u) pβ (θ + v)
pα+β−1 (θ)
∫
Ω
pα (y;θ + u) pβ (y;θ + v)
pα+β−1 (y;θ)
dydθ
=
∫
Θ
η´θ (α, β,u,v)
pα (θ + u) pβ (θ + v)
pα+β−1 (θ)
dθ, (3.11)
where we define
η´θ (α, β,u,v,θ) =
∫
Ω
pα (y;θ + u) pβ (y;θ + v)
pα+β−1 (y;θ)
dy. (3.12)
Our aim is to give the most general result. Consequently, we will focus only on η´θ (α, β,u,v)
since the a priori probability density function depends on the considered problem.
3.3.2.1 Gaussian observation model with parameterized mean
One calls (circular, i.i.d.) the Gaussian observation model with a parameterized mean, a model
such that the observations y (t) ∼ CN (f (θ) ,Ry) where θ contains the parameters of interest.
Note that M1 is a special case of this model since the parameters of interest appear only in
the mean of the observations which has the following particular structure f (θ) = A(θ)s (t) (and
Ry = Rn). For notational convenience, we do not emphasize the dependence of f (θ) on t. The
closed-form expression of η´θ (α, β,u,v) is given in this case by
ln η´θ (α, β,u,v) = −
T∑
t=1
α (1− α) fH (θ + u)R−1y f (θ + u)+β (1− β) fH (θ + v)R−1y f (θ + v)
+ (1− α− β) (α+ β) fH (θ)R−1y f (θ)− 2Re
{
αβfH (θ + u)R−1y f (θ + v)
+α (1− α− β) fH (θ + u)R−1y f (θ) + β (1− α− β) fH (θ + v)R−1y f (θ)
}
,
(3.13)
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or equivalently by
ln η´θ (α, β,u,v) = −
T∑
t=1
α (1− α− β)
∥∥∥R−1/2y (f (θ + u)− f (θ))∥∥∥2
+αβ
∥∥∥R−1/2y (f (θ + u)− f (θ + v))∥∥∥2
+β (1− α− β)
∥∥∥R−1/2y (f (θ + v)− f (θ))∥∥∥2 . (3.14)
The details are given in Appendix 3.8.1.
3.3.2.2 Gaussian observation model with parameterized covariance matrix
One calls (circular, i.i.d.) the Gaussian observation model with a parameterized covariance
matrix, a model such that the observations y (t) ∼ CN (0,Ry (θ)) where θ are the parameters
of interest. Note that M2 is a special case of this model since the parameters of interest appear
only in the covariance matrix of the observations which has the following particular structure
Ry(θ) = A(θ)RsA
H(θ) +Rn. The closed-form expression of η´θ (α, β,u,v) is given by:
η´θ (α, β,u,v) =
|Ry(θ)|T (α+β−1)
|Ry(θ + u)|Tα |Ry(θ + v)|Tβ
∣∣αR−1y (θ + u) + βR−1y (θ + v)− (α+ β − 1)R−1y (θ)∣∣T . (3.15)
The proof is given in Appendix 3.8.2.
3.4 General application to array processing
In the previous Section, it has been shown that the Weiss-Weinstein bound computation (or,
at least, the matrix G computation) is reduced to the knowledge of the function η (α, β,u,v)
given by Eqn. (3.9). As one can see in Eqn. (3.10), the elements of the matrix G depend on
η (α, β,u,v) for particular values of α, β, u, and v. Consequently, the goal of this Section is to
detail these particular functions for our model given by Eqn. (3.1). Since Eqn. (3.9) can be
decomposed into a deterministic part (in the sense where η´θ (α, β,u,v) (see Eqn. (3.12)) only
depends on the likelihood function) and a Bayesian part (when we have to integrate η´θ (α, β,u,v)
over the a priori probability density function of the parameters), we will first focus on the
particular functions η´θ (α, β,u,v) by using the results of the previous Section on the Gaussian
observation model with the parameterized mean or covariance matrix. Second, we will detail
the passage from η´θ (α, β,u,v) to η (α, β,u,v) in the particular case where p (θi) is a uniform
probability density function ∀i. Another result will also be given in the case of a Gaussian prior.
3.4.1 Analysis of η´θ (α, β,u,v)
We will now detail the particular functions η´θ (α, β,u,v) involved in the different elements of
{G}k,l , k, l ∈ {1, q}2 for both models M2 and M1.
3.4.1.1 Conditional observation model M1
Under the conditional modelM1, by using Eqn. (3.14) with f (θ) = A (θ) s (t) and Ry = Rn one
obtains straightforwardly the functions η´θ (α, β,u,v) involved in the elements {G}k,l = {G}l,k
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
ln η´θ (sk, sl,hk,hl) = sk (sk + sl − 1) ζθ (hk,0) + sl (sk + sl − 1) ζθ (hl,0)− skslζθ (hk,hl) ,
ln η´θ (1− sk, 1− sl,−hk,−hl) = (sk − 1) (sk + sl − 1) ζθ (−hk,0)
+ (sl − 1) (sk + sl − 1) ζθ (−hl,0)− (1− sk) (1− sl) ζθ (−hk,−hl) ,
ln η´θ (sk, 1− sl,hk,−hl) = sk (sk − sl) ζθ (hk,0) + (1− sl) (sk − sl) ζθ (−hl,0)
+sk (sl − 1) ζθ (hk,−hl) ,
ln η´θ (1− sk, sl,−hk,hl) = (sk − 1) (sk − sl) ζθ (−hk,0) + sl (sl − sk) ζθ (hl,0)
+ (sk − 1) slζθ (−hk,hl) ,
ln η´θ (sk, 0,hk,0) = sk (sk − 1) ζθ (hk,0) ,
ln η´θ (0, sl,0,hl) = sl (sl − 1) ζθ (hl,0) ,
(3.16)
where we define
ζθ (µ,ρ) =
T∑
t=1
∥∥∥R−1/2n (A (θ + µ)−A (θ + ρ)) s (t)∥∥∥2 . (3.17)
The diagonal elements of G are obtained by letting k = l in the above equations. Note that,
since we are working on matrix G, all the previously proposed results are made whatever the
number of test-points.
3.4.1.2 Unconditional observation model M2
Under the unconditional model M2, by using Eqn. (3.15), one obtains straightforwardly the
functions η´θ (α, β,u,v) involved in the elements {G}k,l = {G}l,k
η´θ(sk, sl,hk,hl) =
|Ry(θ)|T(sk+sl−1)
|Ry(θ+hk)|Tsk |Ry(θ+hl)|Tsl |skR−1y (θ+hk)+slR−1y (θ+hl)−(sk+sl−1)R−1y (θ)|T ,
η´θ(1− sk, 1− sl,−hk,−hl) = |Ry(θ)|
T(1−sk−sl)|Ry(θ−hk)|T(sk−1)|Ry(θ−hl)|T(sl−1)
|(1−sk)R−1y (θ−hk)+(1−sl)R−1y (θ−hl)−(1−sk−sl)R−1y (θ)|T ,
η´θ(sk, 1− sl,hk,−hl) = |Ry(θ)|
T(sk−sl)|Ry(θ−hl)|T(sl−1)
|Ry(θ+hk)|Tsk |skR−1y (θ+hk)+(1−sl)R−1y (θ−hl)−(sk−sl)R−1y (θ)|T ,
η´θ(1− sk, sl,−hk,hl) = |Ry(θ)|
T(sl−sk)|Ry(θ−hk)|T(sk−1)
|Ry(θ+hl)|Tsl |(1−sk)R−1y (θ−hk)+slR−1y (θ+hl)−(sl−sk)R−1y (θ)|T ,
η´θ(sk, 0,hk,0) =
|Ry(θ)|T(sk−1)
|Ry(θ+hk)|Tsk |skR−1y (θ+hk)−(sk−1)R−1y (θ)|T ,
η´θ(0, sl,0,hl) =
|Ry(θ)|T(sl−1)
|Ry(θ+hl)|Tsl |slR−1y (θ+hl)−(sl−1)R−1y (θ)|T .
(3.18)
The diagonal elements of G are obtained by letting k = l in the above equations.
3.4.2 Analysis of η (α, β,u,v) with a uniform prior
Of course, the analysis of η (α, β,u,v) given by Eqn. (3.11) can only be conducted by specifying
the a priori probability density functions of the parameters. Consequently, the results provided
here are very specific. However, note that, in general, this aspect is less emphasized in the
literature where most of the authors give results without specifying the prior probability density
functions and compute numerically the "remain" of the bound (see e.g., [XBR04] [BEV96a]).
We assume that all the parameters θi have a uniform prior distribution over the interval [ai, bi]
and are statistically independent. We will also assume one test-point per parameter, otherwise
there is no possibility to obtain (pseudo) closed-form expressions. Consequently, the matrix H
is such that
H = Diag ([h1 h2 · · · hq]) , (3.19)
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and vector hi, i = 1, . . . , q, takes the value hi at the ith row and zero elsewhere. So, in this
analysis, vector u takes the value ui at the ith row and zero elsewhere and vector v takes
the value vj at the jth row and zero elsewhere (of course, we can have i = j). Under these
assumptions, η (α, β,u,v) can be rewritten for i 6= j
η (α, β,u,v) =
∫
Θ
η´θ (α, β,u,v)
pα (θi + ui) p
β (θj + vj) p
β (θi) p
α (θj)
pα+β−1 (θi) pα+β−1 (θj)
q∏
k=1
k 6=i,k 6=j
p (θk) dθ
=
1
q∏
k=1
(bk − ak)
∫
Θq−2
∫
Θj
∫
Θi
η´θ (α, β,u,v) dθidθjd (θ/ {θi, θj}) , (3.20)
where Θi =
{
[ai, bi − ui] if ui > 0,
[ai − ui, bi] if ui < 0, and Θj =
{
[aj , bj − vj] if vj > 0,
[aj − vj, bj ] if vj < 0, . For i = j, one can
have v = ±u, then one obtains
η (α, β,u,v = ±u) =
∫
Θ
η´θ (α, β,u,v)
pα (θi + ui) p
β (θi ± ui)
pα+β−1 (θi)
q∏
k=1
k 6=i
p (θk) dθ
=
1
q∏
k=1
(bk − ak)
∫
Θq−1
∫
Θi
η´θ (α, β,u,v = ±u) dθid (θ/ {θi}) . (3.21)
In the last equation, if v = −u then Θi =
{
[ai + ui, bi − ui] if ui > 0,
[ai − ui, bi + ui] if ui < 0, , while, if v = u
then Θi =
{
[ai, bi − ui] if ui > 0,
[ai − ui, bi] if ui < 0, .
Depending on the structure of η´θ (α, β,u,v) , η (α, β,u,v) has to be computed numerically
or a closed-form expression can be found.
Another particular case which appears sometimes is when the function η´θ (α, β,u,v) does
not depend on θ (see, e.g., [Ren07] and Section 3.5). In this case, η´θ (α, β,u,v) is denoted
η´ (α, β,u,v) and one obtains from Eqn. (3.20)
η (α, β,u,v) =
η´ (α, β,u,v)
q∏
k=1
(bk − ak)
 q∏
k=1
k 6=i,k 6=j
∫ bk
ak
dθk
∫
Θi
dθi
∫
Θj
dθj
=
(bi − ai − |ui|) (bj − aj − |vj |)
(bi − ai) (bj − aj) η´ (α, β,u,v) , (3.22)
and from Eqn. (3.21)
η (α, β,u,v = u) =
(bi − ai − |ui|)
(bi − ai) η´ (α, β,u,v) , (3.23)
and
η (α, β,u,v = −u) = (bi − ai − 2 |ui|)
(bi − ai) η´ (α, β,u,v) . (3.24)
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3.4.3 Analysis of η (α, β,u,v) with a Gaussian prior
Finally, one can mention that if the prior is now assumed to be Gaussian, i.e., θi ∼ N
(
µi, σ
2
i
)
and η´θ (α, β,u,v) does not depend on θ one obtains after a straightforward calculus
η (α, β,u,v) = η´ (α, β,u,v)
∫
R
pα (θi + ui)
pα−1 (θi)
dθi
∫
R
pβ (θj + vj)
pβ−1 (θj)
dθj
= η´ (α, β,u,v) exp
(
−1
2
(
α (1− α) u2i
σ2i
+
β (1− β) v2j
σ2j
))
, (3.25)
η (α, β,u,v = u) = η´ (α, β,u,v)
∫
R
pα+β (θi + ui)
pα+β−1 (θi)
dθi
= η´ (α, β,u,v) exp
(
−(α+ β) (1− α− β) u
2
i
2σ2i
)
, (3.26)
and
η (α, β,u,v = −u) = η´ (α, β,u,v)
∫
R
pα (θi + ui) p
β (θi − ui)
pα+β−1 (θi)
dθi
= η´ (α, β,u,v) exp
(
−
(
α+ β − α2 − β2 + 2αβ)u2i
2σ2i
)
. (3.27)
3.5 Specific applications to array processing: DOA estimation
We now consider the application of the Weiss-Weinstein bound in the particular context of
source localization. Indeed, until now the structure of the steering matrix A (θ) for a particular
problem has not been used in the proposed (semi) closed-form expressions. Consequently, these
previous results can be applied to a large class of estimation problems such as far-field and near-
field sources localization, passive localization with polarized array of sensors, or radar (known
waveforms).
Here, we want to focus on the direction-of-arrival estimation of a single source in the far-field
area with narrow-band signal. In this case, the steering matrix A (θ) becomes a steering vector
denoted a (θ) (except for one preliminary result concerning the conditional model which will
be given whatever the number of sources in Section 3.5.1.1). The structure of this vector will
be specified by the analysis of two kinds of array geometry: the non-uniform linear array from
which only one angle-of-arrival can be estimated (θ becomes a scalar) and the arbitrary planar
array from which both azimuth and elevation can be estimated (θ becomes a 2 × 1 vector). In
any case, the array always consists of M identical, omnidirectional sensors. Both modelM2 and
M1 will be considered and the noise will be assumed spatially uncorrelated: Rn = σ2nI. Since
we focus on the single source scenario, the variance of the source signal s (t) is denoted σ2s for
model M1.
The general structure of the ith element of the steering vector is as follows
{a (θ)}i = exp
(
j
2π
λ
rTi θ
)
, i = 1, . . . ,M (3.28)
where θ represents the parameter vector, λ denotes the wavelength and ri denotes the coordinate
of the ith sensor position with respect to a given referential. In the following, ri will be a scalar
or a 2× 1 vector depending on the context (linear array or planar array).
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3.5.1 Preliminary results
Since our analysis is now reduced to the single source case, we here give some other closed-form
expressions which will be useful when we will detail the specific linear and planar arrays.
3.5.1.1 Conditional observation model M1
Note that the results proposed here are in the context of any number of sources. Under the
conditional model, the set of functions η´θ given by Eqn. (3.16) is linked to the function ζθ (µ,ρ)
given by Eqn. (3.17). In this analysis, vector µ takes the value µi at the i
th row and zero
elsewhere and vector ρ takes the value ρj at the j
th row and zero elsewhere (of course, we can
have i = j). In Appendix 3.8.3, the calculus of the following closed-form expressions for ζθ (µ,ρ)
are detailed.
• If (m− 1) p + 1 ≤ i, j ≤ mp, where p denotes the number of parameters per source, then,
we have
ζθ (µ,ρ) =
T∑
t=1
‖{s (t)}m‖2
M∑
i=1
M∑
j=1
{
R−1n
}
i,j
e(j
2pi
λ (r
T
j −rTi )θm)
×
(
e(−j
2pi
λ
rTi µm) − e(−j 2piλ rTi ρm)
)(
e(j
2pi
λ
rTj µm) − e(j 2piλ rTj ρm)
)
. (3.29)
• Otherwise, if (m− 1) p+ 1 ≤ i ≤ mp and (n− 1) p+ 1 ≤ j ≤ np, we have
ζθ (µ,ρ) =
T∑
t=1
‖{s (t)}m‖2
M∑
i=1
M∑
j=1
{
R−1n
}
i,j
e(j
2pi
λ (r
T
j −rTi )θm)e(−j
2pi
λ
rTi µm)e(j
2pi
λ
rTj µm)
+
T∑
t=1
‖{s (t)}n‖2
M∑
i=1
M∑
j=1
{
R−1n
}
i,j
e(j
2pi
λ (r
T
j −rTi )θn)e(−j
2pi
λ
rTi ρn)e(j
2pi
λ
rTj ρn)
−2Re
 T∑
t=1
{s (t)}∗m {s (t)}n
M∑
i=1
M∑
j=1
{
R−1n
}
i,j
e(j
2pi
λ (r
T
j θn−rTi θm))e(−j
2pi
λ
rTi µm)e(j
2pi
λ
rTj ρn)
 .
(3.30)
In particular, if one assumes Rn = σ2nI, then, several simplifications can be done.
• If (m− 1) p+ 1 ≤ i, j ≤ mp, then
ζθ (µ,ρ) =
1
σ2n
M∑
i=1
∥∥∥e(−j 2piλ rTi µm) − e(−j 2piλ rTi ρm)∥∥∥2 T∑
t=1
‖{s (t)}m‖2 , (3.31)
where we note that the function ζθ (µ,ρ) does not depend on the parameter θ.
• Otherwise, if (m− 1) p+ 1 ≤ i ≤ mp and (n− 1) p+ 1 ≤ j ≤ np, then
ζθ (µ,ρ) =
1
σ2n
M∑
i=1
∥∥∥e(−j 2piλ rTi µm)∥∥∥2 T∑
t=1
‖{s (t)}m‖2 +
1
σ2n
M∑
i=1
∥∥∥e(−j 2piλ rTi ρn)∥∥∥2 T∑
t=1
‖{s (t)}n‖2
−2Re
(
1
σ2n
M∑
i=1
e(j
2pi
λ
rTi (θn−θm))e(−j
2pi
λ
rTi µm)e(j
2pi
λ
rTi ρn)
T∑
t=1
{s (t)}∗m {s (t)}n
)
(3.32)
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3.5.1.2 Unconditional observation model M2
In order to detail the set of functions η´θ given by Eqn. (3.18), one has to find closed-form
expressions of the determinant |Ry(θ + u)| and of determinants having the following structure:∣∣m1R−1y (θ1) +m2R−1y (θ2)∣∣ with m1+m2 = 1 or ∣∣m1R−1y (θ1) +m2R−1y (θ2) +m3R−1y (θ3)∣∣ with
m1 +m2 +m3 = 1. Under M2, the observation covariance matrix is now given by
Ry(θ) = σ
2
sa(θ)a
H(θ) + σ2nIM . (3.33)
Concerning the calculus of |Ry(θ + u)|, it is easy to find
|Ry(θ + u)| = σ2Mn
(
1 +
σ2s
σ2n
‖a(θ + u)‖2
)
(3.34)
Moreover, after calculus detailed in Appendix 3.8.4, one obtains for the other determinants∣∣m1R−1y (θ1) +m2R−1y (θ2)∣∣ = 1
(σ2n)
M
(
1− ϕ1m1 ‖a(θ1)‖2 +m2ϕ2 ‖a(θ2)‖2
−ϕ1m1ϕ2m2
(∥∥aH(θ1)a(θ2)∥∥2 − ‖a(θ1)‖2 ‖a(θ2)‖2))(3.35)
and∣∣m1R−1(θ1) +m2R−1(θ2) +m3R−1(θ3)∣∣ =
1
(σ2n)
M
(
1−
3∑
k=1
mkϕk ‖a(θk)‖2 −
1
2
3∑
k=1
3∑
k′=1
k′ 6=k
mkϕkmk′ϕk′
(∥∥aH(θk)a(θk′)∥∥2 − ‖a(θk)‖2 ‖a(θk′)‖2)
−
(
3∏
k=1
mkϕk
) 3∏
k=1
‖a(θk)‖2 − 1
2
3∑
k=1
3∑
k′=1
k′ 6=k
3∑
k′′=1
k′′ 6=k′ 6=k
∥∥aH(θk)a(θk′)∥∥2 ‖a(θk′′)‖2
+aH(θ3)a(θ2)a
H(θ1)a(θ3)a
H(θ2)a(θ1) + a
H(θ3)a(θ1)a
H(θ1)a(θ2)a
H(θ2)a(θ3)
))
, (3.36)
where
ϕk =
σ2s
σ2s ‖a(θk)‖2 + σ2n
, k = 1, 2, 3. (3.37)
It is clear that the above proposed formulae for both the unconditional and the conditional
models can be applied to any kind of array geometry and whatever the number of sources.
However, they generally depend on the parameter vector θ. This means that, in general, the
calculus of the set of functions η will have to be performed numerically (except if one is able to find
a closed-form expression of Eqn. (3.11)). In the following, we present a kind of array geometry
where, fortunately, the set of functions η´θ will not depend on θ leading to a straightforward
calculus of the bound.
3.5.2 3D Source localization with a planar array
We first consider the problem of DOA estimation of a single narrow band source in the far field
area by using an arbitrary planar array. In fact, we start by this general setting because the
non-uniform linear array is clearly a particular case of this array. Without loss of generality, we
assume that the sensors of this array lay on the xOy plan with Cartesian coordinates (see Fig.
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Figure 3.1: 3D source localization using a planar array antenna.
3.1). Therefore, the vector ri contains the coordinate of the ith sensor position with respect to
this referential, i.e., ri = [dxi dyi ]
T , i = 1, . . . ,M . From (3.28), the steering vector is given by
a(θ) =
[
exp
(
j
2π
λ
(dx1u+ dy1v)
)
. . . exp
(
j
2π
λ
(dxMu+ dyM v)
)]T
, (3.38)
where, as in [BEV96a], the parameter vector of interest is θ = [u v]T where
{
u = sinϕ cosφ,
v = sinϕ sinφ,
(3.39)
and where ϕ and φ represent the elevation and azimuth angles of the source, respectively. The
parameters space is such that u ∈ [−1, 1] and v ∈ [−1, 1]. Therefore, we assume that they both
follow a uniform distribution over [−1, 1]. Note that from a physical point of view, it should be
more tempting to choose a uniform prior for ϕ and φ. This will lead to a probability density
functions for u and v not uniform. To the best of our knowledge, this assumption has only been
used in the context of lower bounds in [NV94]. Unfortunately, such prior leads to an untrackable
expression of the bound (see Eqn. (21) of [NV94]). Consequently, other authors have generally
not specified the prior leading to semi closed-form expressions of bounds (i.e. that it remains a
numerical integration to perform over the parameters) [BEV96a] [XBR04]. On the other hand,
in order to obtain a closed-form expression, authors have generally used a simplified assumption,
i.e. a uniform prior directly on u and v, see, for example, [XBB04] [Ath01] ). In this chapter, we
have followed the same way by expecting a slight modification of performance with respect to a
more physical model and in order to be able to get closed-form expressions of the bound.
We choose the matrix of test points such that
H = [hu hv] =
[
hu 0
0 hv
]
. (3.40)
Then, we have: θ+hu = [u + hu v]T and θ+hv = [u v + hv ]T . Moreover, we now have
two elements si ∈ [0, 1] , i = 1, 2 for which we will prefer the notation su and sv, respectively.
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3.5.2.1 Conditional observation model M1
Under M1, let us set CSNR = 1σ2n
T∑
t=1
‖s(t)‖2. The closed-form expressions of the elements of
matrix G are given by (see Appendix 3.8.5 for the proof):
{G}uu =

(
1− |hu|2
)
exp
(
4su(2su − 1)CSNR
(
M −
M∑
k=1
cos
(
2pi
λ
dxkhu
)))
+
(
1− |hu|2
)
exp
(
4(2su − 1)(su − 1)CSNR
(
M −
M∑
k=1
cos
(
2pi
λ
dxkhu
)))
−2(1− |hu|) exp
(
2su(su − 1)CSNR
(
M −
M∑
k=1
cos
(
4pi
λ
dxkhu
)))

(
1− |hu|2
)2
exp
(
4su(su − 1)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dxkhu
))) , (3.41)
{G}vv =

(
1− |hv|2
)
exp
(
4sv(2sv − 1)CSNR
(
M −
M∑
k=1
cos
(
2pi
λ
dykhv
)))
+
(
1− |hv|2
)
exp
(
4(2sv − 1)(sv − 1)CSNR
(
M −
M∑
k=1
cos
(
2pi
λ
dykhv
)))
−2(1− |hv|) exp
(
2sv(sv − 1)CSNR
(
M −
M∑
k=1
cos
(
4pi
λ
dykhv
)))

(
1− |hv|2
)2
exp
(
4sv(sv − 1)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dykhv
))) , (3.42)
{G}uv =

exp

2su(su + sv − 1)CSNR
(
M −
M∑
k=1
cos
(
2pi
λ
dxkhu
))
+2sv(su + sv − 1)CSNR
(
M −
M∑
k=1
cos
(
2pi
λ
dykhv
))
−2susvCSNR
(
M −
M∑
k=1
cos
(
2pi
λ
(dxkhu − dykhv)
))

+exp

2(su − 1)(su + sv − 1)CSNR
(
M −
M∑
k=1
cos
(
2pi
λ
dxkhu
))
+2(sv − 1)(su + sv − 1)CSNR
(
M −
M∑
k=1
cos
(
2pi
λ
dykhv
))
−2(1 − su)(1 − sv)CSNR
(
M −
M∑
k=1
cos
(
2pi
λ
(dxkhu − dykhv)
))

− exp

2su(su − sv)CSNR
(
M −
M∑
k=1
cos
(
2pi
λ
dxkhu
))
+2(1 − sv)(su − sv)CSNR
(
M −
M∑
k=1
cos
(
2pi
λ
dykhv
))
+2su(sv − 1)CSNR
(
M −
M∑
k=1
cos
(
2pi
λ
(dxkhu + dykhv)
))

− exp

2(su − 1)(su − sv)CSNR
(
M −
M∑
k=1
cos
(
2pi
λ
dxkhu
))
+2sv(sv − su)CSNR
(
M −
M∑
k=1
cos
(
2pi
λ
dykhv
))
+2(su − 1)svCSNR
(
M −
M∑
k=1
cos
(
2pi
λ
(dxkhu + dykhv)
))


 exp
(
2su(su − 1)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dxkhu
)))
× exp
(
2sv(sv − 1)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dykhv
)))

, (3.43)
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and {G}uv = {G}vu. Consequently, the conditional Weiss-Weinstein bound is a 2 × 2 matrix
given by:
WWB = HG−1HT
=
1
{G}uu{G}vv − {G}2uv
[
h2u{G}vv −huhv{G}uv
−huhv{G}uv h2v{G}uu
]
, (3.44)
which has to be optimized over su, sv, hu, and hv. Concerning the optimization over su and sv,
several other works in the literature have suggested to simply use su = sv = 1/2. Most of the
time, numerical simulations of this simplified bound compared with the bound obtained after
optimization over su and sv leads to the same results while there is no formal proof of this
fact (see [VB07] page 41 footnote 17). Note that, thanks to the expressions obtained in the next
Section concerning the linear array, we will be able to prove that s = 1/2 is a (maybe not unique)
correct choice for the linear array. In the case of the planar array treated in this Section, we will
only check this property by simulation.
In the particular case where su = sv = 1/2 one obtains the following simplified expressions
{G}uu =
2
(
1− |hu|2
)
− 2(1− |hu|) exp
(
−CSNR2
(
M −
M∑
k=1
cos
(
4π
λ dxkhu
)))
(
1− |hu|2
)2
exp
(
−CSNR
(
M −
M∑
k=1
cos
(
2π
λ dxkhu
))) , (3.45)
{G}vv =
2
(
1− |hv|2
)
− 2(1 − |hv|) exp
(
−CSNR2
(
M −
M∑
k=1
cos
(
4π
λ dykhv
)))
(
1− |hv|2
)2
exp
(
−CSNR
(
M −
M∑
k=1
cos
(
2π
λ dykhv
))) , (3.46)
{G}uv =
 2 exp
(
−CSNR2
(
M −
M∑
k=1
cos
(
2π
λ (dxkhu − dykhv)
)))
−2 exp
(
−CSNR2
(
M −
M∑
k=1
cos
(
2π
λ (dxkhu + dykhv)
)))

exp
(
−CSNR2
(
2M −
M∑
k=1
cos
(
2π
λ dxkhu
)− M∑
k=1
cos
(
2π
λ dykhv
))) . (3.47)
By using the above expressions in Eqn. (3.44) and after an optimization over the test points,
one obtains the Weiss-Weinstein bound.
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3.5.2.2 Unconditional observation model M2
UnderM2, let us set USNR = σ
4
s
σ2n(Mσ
2
s+σ
2
n)
. The closed-form expressions of the elements of matrix
G =
[ {G}uu {G}uv
{G}vu {G}vv
]
are given by (see Appendix 3.8.6 for the proof):
{G}uu =

(
1− |hu|2
)(
1 + 2su(1− 2su)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2pi
λ
dxkhu
)∥∥∥∥2
))−T
+
(
1− |hu|2
)(
1 + 2(1− su)(2su − 1)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2pi
λ
dxkhu
)∥∥∥∥2
))−T
−2 (1− |hu|)
(
1 + su(1− su)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 4pi
λ
dxkhu
)∥∥∥∥2
))−T

(
1− |hu|2
)2(
1 + su(1− su)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2πλ dxkhu)∥∥∥∥2
))−2T ,
(3.48)
{G}vv =

(
1− |hv|2
)(
1 + 2sv(1− 2sv)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2pi
λ
dykhv
)∥∥∥∥2
))−T
+
(
1− |hv|2
)(
1 + 2(1− sv)(2sv − 1)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2pi
λ
dykhv
)∥∥∥∥2
))−T
−2 (1− |hv|)
(
1 + sv(1 − sv)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 4pi
λ
dykhv
)∥∥∥∥2
))−T

(
1− |hv|2
)2(
1 + sv(1− sv)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2πλ dykhv)∥∥∥∥2
))−2T ,
(3.49)
and
{G}uv =



1− USNR


susv
(∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
(dxkhu − dykhv)
)∥∥∥∥
2
−M2
)
+su(1− su − sv)
(∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
dxkhu
)∥∥∥∥
2
−M2
)
+sv(1− su − sv)
(∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
dykhv
)∥∥∥∥
2
−M2
)


−susv(1− su − sv)
U2SNRσ
2
n
σ2s
×
×


M∑
k=1
exp
(
j
2pidykhv
λ
) M∑
k=1
exp
(
−j
2pidxkhu
λ
) M∑
k=1
exp
(
j
2pi(dxkhu−dykhv)
λ
)
+
M∑
k=1
exp
(
−j
2pidykhv
λ
) M∑
k=1
exp
(
j
2pidxkhu
λ
) M∑
k=1
exp
(
−j
2pi(dxkhu−dykhv)
λ
)
−M
∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
dykhv
)∥∥∥∥
2
−M
∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
dxkhu
)∥∥∥∥
2
−M
∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
(dxkhu − dykhv)
)∥∥∥∥
2
+M3




−T
+


1− USNR


(1− su)(1− sv)
(∥∥∥∥ M∑
k=1
exp
(
j 2pi
λ
(dxkhu − dykhv)
)∥∥∥∥
2
−M2
)
+(1− su)(su + sv − 1)
(∥∥∥∥ M∑
k=1
exp
(
j 2pi
λ
dxkhu
)∥∥∥∥
2
−M2
)
+(1− sv)(su + sv − 1)
(∥∥∥∥ M∑
k=1
exp
(
j 2pi
λ
dykhv
)∥∥∥∥
2
−M2
)


−(1− su)(1− sv)(su + sv − 1)
U2SNRσ
2
n
σ2s
×
×


M∑
k=1
exp
(
j
2pidykhv
λ
) M∑
k=1
exp
(
−j
2pidxkhu
λ
) M∑
k=1
exp
(
j
2pi(dxkhu−dykhv)
λ
)
+
M∑
k=1
exp
(
−j
2pidykhv
λ
) M∑
k=1
exp
(
j
2pidxkhu
λ
) M∑
k=1
exp
(
−j
2pi(dxkhu−dykhv)
λ
)
−M
∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
dykhv
)∥∥∥∥
2
−M
∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
dxkhu
)∥∥∥∥
2
−M
∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
(dxkhu − dykhv)
)∥∥∥∥
2
+M3




−T
−


1− USNR


su(1− sv)
(∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
(dxkhu + dykhv)
)∥∥∥∥
2
−M2
)
+su(sv − su)
(∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
dxkhu
)∥∥∥∥
2
−M2
)
+(1− sv)(sv − su)
(∥∥∥∥ M∑
k=1
exp
(
j 2pi
λ
dykhv
)∥∥∥∥
2
−M2
)


−su(1− sv)(sv − su)
U2SNRσ
2
n
σ2s
×
×


M∑
k=1
exp
(
j
2pidykhv
λ
) M∑
k=1
exp
(
j
2pidxkhu
λ
) M∑
k=1
exp
(
−j
2pi(dxkhu+dykhv)
λ
)
+
M∑
k=1
exp
(
−j
2pidykhv
λ
) M∑
k=1
exp
(
−j
2pidxkhu
λ
) M∑
k=1
exp
(
j
2pi(dxkhu+dykhv)
λ
)
−M
∥∥∥∥ M∑
k=1
exp
(
j 2pi
λ
dykhv
)∥∥∥∥
2
−M
∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
dxkhu
)∥∥∥∥
2
−M
∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
(dxkhu + dykhv)
)∥∥∥∥
2
+M3




−T
−


1− USNR


sv(1− su)
(∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
(dxkhu + dykhv)
)∥∥∥∥
2
−M2
)
+sv(su − sv)
(∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
dxkhu
)∥∥∥∥
2
−M2
)
+(1− su)(su − sv)
(∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
dykhv
)∥∥∥∥
2
−M2
)


−sv(1− su)(su − sv)
U2SNRσ
2
n
σ2s
×
×


M∑
k=1
exp
(
j
2pidykhv
λ
) M∑
k=1
exp
(
j
2pidxkhu
λ
) M∑
k=1
exp
(
−j
2pi(dxkhu+dykhv)
λ
)
+
M∑
k=1
exp
(
−j
2pidykhv
λ
) M∑
k=1
exp
(
−j
2pidxkhu
λ
) M∑
k=1
exp
(
j
2pi(dxkhu+dykhv)
λ
)
−M
∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
dykhv
)∥∥∥∥
2
−M
∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
dxkhu
)∥∥∥∥
2
−M
∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
(dxkhu + dykhv)
)∥∥∥∥
2
+M3




−T


(
1 + su(1− su)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
dxkhu
)∥∥∥∥
2
))−T (
1 + sv(1− sv)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(
−j 2pi
λ
dykhv
)∥∥∥∥
2
))−T ,
(3.50)
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and, of course, {G}uv = {G}vu. Consequently, the unconditional Weiss-Weinstein bound is
a 2× 2 matrix given by using the above equations in Eqn. (3.44). As for the conditional case, if
we set su = sv = 1/2, one obtains the following simplified expressions
{G}uu =
2
(
1− |hu|2
)
− 2 (1− |hu|)
(
1 + USNR4
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 4πλ dxkhu)∥∥∥∥2
))−T
(
1− |hu|2
)2(
1 + USNR4
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2πλ dxkhu)∥∥∥∥2
))−2T ,(3.51)
{G}vv =
2
(
1− |hv|2
)
− 2 (1− |hv |)
(
1 + USNR4
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 4πλ dykhv)∥∥∥∥2
))−T
(
1− |hv|2
)2(
1 + USNR4
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2πλ dykhv)∥∥∥∥2
))−2T ,(3.52)
and
{G}uv =

2
(
1 + USNR4
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2πλ (dxkhu − dykhv))∥∥∥∥2
))−T
−2
(
1 + USNR4
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2πλ (dxkhu + dykhv))∥∥∥∥2
))−T


(
1 + USNR4
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2πλ dxkhu)∥∥∥∥2
))−T
×
(
1 + USNR4
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2πλ dykhv)∥∥∥∥2
))−T

. (3.53)
Again, the Weiss-Weinstein bound is obtained by using the above expressions in Eqn. (3.44)
and after an optimization over the test points. The optimization over the test points can be done
over a search grid or by using the ambiguity diagram of the array in order to reduce significantly
the computational cost (see [RM97], [XBR04], [RM95], [TK99], [RAFL07]).
3.5.3 Source localization with a non-uniform linear array
We now briefly consider the DOA estimation of a single narrow band source in the far area by
using a non-uniform linear array antenna. Without loss of generality, let us suppose that the
linear array antenna lays on the Ox axis of the coordinate system (see Fig. 3.1), consequently,
dyi = 0, ∀i. The vector of the sensor positions is denoted [dx1 . . . dxM ] . By letting θ = sinϕ,
where ϕ denotes the elevation angle of the source, the steering vector is then given by
a(θ) =
[
exp
(
j
2π
λ
dx1θ
)
. . . exp
(
j
2π
λ
dxM θ
)]T
. (3.54)
We assume that the parameter θ follows a uniform distribution over [0, 1]. As in Section
3.4.2 and since the parameter of interest is a scalar, matrix H of the test points becomes a scalar
denoted hθ. In the same way, there is only one element si ∈ [0, 1] which will be simply denoted s.
The closed-form expressions given here are straightforwardly obtained from the aforementioned
results on the planar array about the element denoted {G}uu . We will continue to use the
previously introduced notations USNR =
σ4s
σ2n(Mσ
2
s+σ
2
n)
and CSNR = 1σ2n
T∑
t=1
‖s(t)‖2 .
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3.5.3.1 Conditional observation model M1
The closed-form expression of the conditional Weiss-Weinstein bound CWWB is given by
CWWB =
h2θ
(
1− |hθ|2
)2
exp
(
4s(s − 1)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dxkhθ
)))

(
1− |hθ|2
) exp
(
4s(2s − 1)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dxkhθ
)))
+exp
(
4(2s − 1)(s − 1)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dxkhθ
)))

−2 (1− |hθ|) exp
(
2s(s− 1)CSNR
(
M −
M∑
k=1
cos
(
4π
λ dxkhθ
)))

.
(3.55)
Again, it is easy to see that ∂HG
−1HT
∂s
∣∣∣
s= 1
2
= 0. Consequently, one optimal value of s that
maximizes HG−1HT , ∀hθ is s = 12 . The Weiss-Weinstein bound is then simplified as follows
CWWB = sup
hθ
h2θ
(
1− |hθ|2
)2
exp
(
−CSNR
(
M −
M∑
k=1
cos
(
2π
λ dxkhθ
)))
2
(
1− |hθ|2
)
− 2 (1− |hθ|) exp
(
−12CSNR
(
M −
M∑
k=1
cos
(
4π
λ dxkhθ
))) . (3.56)
In the classical case of a uniform linear array (i.e., dxk = (k − 1)d), this expression can be
still simplified by noticing that
M∑
k=1
cos
(
2π
λ dxkhθ
)
= M cos
(
2πd
λ hθ
)
.
3.5.3.2 Unconditional observation model M2
The closed-form expression of the unconditional Weiss-Weinstein bound, denoted UWWB, is
given by
UWWB =
h2θ
(
1− |hθ|2
)2(
1 + s(1− s)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2πλ dxkhθ)∥∥∥∥2
))−2T

(
1− |hθ|2
)

(
1 + 2s(1− 2s)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2πλ dxkhθ)∥∥∥∥2
))−T
+
(
1 + 2(1− s)(2s − 1)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2πλ dxkhθ)∥∥∥∥2
))−T

−2 (1− |hθ|)
(
1 + s(1− s)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 4πλ dxkhθ)∥∥∥∥2
))−T

.
(3.57)
In order to find one optimal value of s that maximizes HG−1HT , ∀hθ we have considered
the derivative of HG−1HT w.r.t. s. The calculus (not reported here) is straightforward and it
is easy to see that ∂HG
−1HT
∂s
∣∣∣
s= 1
2
= 0. Consequently, the Weiss-Weinstein bound has just to be
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optimized over hθ and is simplified leading to
UWWB = sup
hθ
h2θ
(
1− |hθ|2
)2(
1 + USNR4
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2πλ dxkhθ)∥∥∥∥2
))−2T
2
(
1− |hθ|2
)
− 2 (1− |hθ|)
(
1 + USNR4
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 4πλ dxkhθ)∥∥∥∥2
))−T .
(3.58)
In the classical case of a uniform linear array (i.e., dxk = (k − 1)d), this expression can be
still simplified by noticing that
M∑
k=1
exp
(−j 2πλ dxkhθ) =M exp (−j 2πdλ hθ) .
3.6 Simulation results and analysis
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Figure 3.2: Ziv-Zakai bound, Weiss-Weinstein bound and empirical MSE of the MAP estimator:
unconditional case.
As an illustration of the previously derived results, we first consider the scenario proposed
in [BEV96a] Fig. 5, i.e., the DOA estimation under the unconditional model using an uniform
circular array consisting of M = 16 sensors with a half-wavelength inter-sensors spacing. The
numbers of snapshots is T = 100. Since the array is symmetric, the performance estimation
concerning parameter u and v are the same, this is why only the performance with respect to the
parameters u is given in Fig. 3.2. The Weiss-Weinstein bound is computed using Eqn. (3.51),
(3.52) and (3.53). The Ziv-Zakai bound is computed using Eqn. (24) in [BEV96a]. The empirical
global MSE (MSE) of the maximum a posteriori (MAP) estimator is obtained over 2000 Monte
Carlo trials. As in [BEV96a] Fig. (1b), one observes that both the Weiss-Weinstein bound and
the Ziv-Zakai bound are tight w.r.t. the MSE of the MAP and capture the SNR threshold. Note
that, in [BEV96a] Fig. (1b), the Weiss-Weinstein bound was computed numerically only.
To the best of our knowledge, their are no closed-form expressions of the Ziv-Zakai bound for
the conditional model available in the literature. In this case, we consider 3D source localization
using a V-shaped array. Indeed, it has been shown that this kind of array is able to outperform
other classical planar arrays, more particularly the uniform circular array [GM06]. This array is
made from two branches of uniform linear arrays with 6 sensors located on each branches and one
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Figure 3.3: Weiss-Weinstein bounds of the V-shaped array w.r.t. the opening angle ∆.
sensor located at the origin. We denote ∆ the angle between these two branches. The sensors are
equally spaced with a half-wavelength. The number of snapshots is T = 20. Fig. 3.3 shows the
behavior of the Weiss-Weinstein bound with respect to the opening angle ∆. One can observe
that when ∆ varies, the estimation performance concerning the estimation of parameter u varies
slightly. On the contrary, the estimation performance concerning the estimation of parameter v
is strongly dependent on ∆. When ∆ increases from 0◦ to 90◦, the Weiss-Weinstein bound of v
decreases, as well as the SNR threshold. Fig. 3.3 also shows that ∆ = 90◦ is the optimal value,
which is different with the optimal value ∆ = 53.13◦ in [GM06] since the assumptions concerning
the source signal are not the same.
3.7 Conclusion
In this chapter, the Weiss-Weinstein bound on the mean square error has been studied in the
array processing context. In order to analyze the unconditional and conditional signal source
models, the structure of the bound has been detailed for both Gaussian observation models with
a parameterized mean or a parameterized covariance matrix.
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3.8 Appendix
3.8.1 Closed-form expression of η´θ (α, β,u,v) under the Gaussian observation
model with parameterized mean
Since y (t) ∼ CN (f (θ) ,Ry) , one has
η´θ (α, β,u,v) =
1
πMT |Ry|T
∫
Ω
exp
(
−
T∑
t=1
ξ (t)
)
dy, (3.59)
with2
ξ (t) = α (y(t)− f (θ + u))H R−1y (y(t) − f (θ + u)) + β (y(t) − f (θ + v))H R−1y (y(t) − f (θ + v))
+ (1− α− β) (y(t)− f (θ))H R−1y (y(t)− f (θ))
= y(t)HR−1y y(t) + αf
H (θ + u)R−1y f (θ + u)+βf
H (θ + v)R−1y f (θ + v)
+ (1− α− β) fH (θ)R−1y f (θ)− 2Re
{
y(t)HR−1y (αf (θ + u) + βf (θ + v) + (1− α− β) f (θ))
}
.
(3.60)
Let us set x(t) = y(t)− (αf (θ + u) + βf (θ + v) + (1− α− β) f (θ)). Consequently,
x(t)HR−1y x(t) = y(t)
HR−1y y(t) − 2Re
{
y(t)HR−1y (αf (θ + u) + βf (θ + v) + (1− α− β) f (θ))
}
+
(
αfH (θ + u) + βfH (θ + v) + (1− α− β) fH (θ))R−1y (αf (θ + u) + βf (θ + v) + (1− α− β) f (θ)) .
(3.61)
And ξ (t) can be rewritten as
ξ (t) = x(t)HR−1y x(t) + ξ´ (t) , (3.62)
where
ξ´ (t) = α (1− α) fH (θ + u)R−1y f (θ + u)+β (1− β) fH (θ + v)R−1y f (θ + v)
+ (1− α− β) (α+ β) fH (θ)R−1y f (θ)− 2Re
{
αβfH (θ + u)R−1y f (θ + v)
+ α (1− α− β) fH (θ + u)R−1y f (θ) + β (1− α− β) fH (θ + v)R−1y f (θ)
}
. (3.63)
Note that ξ´ (t) is independent of x(t). By defining x = [x (1) ,x (2) , . . . ,x (T )], the function
η´θ (α, β,u,v) becomes
η´θ (α, β,u,v) =
1
πMT |Ry|T
∫
Ω
exp
(
−
T∑
t=1
x(t)HR−1y x(t) + ξ´ (t)
)
dx = exp
(
−
T∑
t=1
ξ´ (t)
)
,
(3.64)
since 1
πMT |Ry|T
∫
Ω
exp
(
−
T∑
t=1
x(t)HR−1y x(t)
)
dx = 1.
2For simplicity, the dependance on t of f and y is not emphasized.
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3.8.2 Closed-form expression of η´θ (α, β,u,v) under the Gaussian observation
model with parameterized covariance
Since y (t) ∼ CN (0,Ry (θ)), one has,
η´θ (α, β,u,v) =
|Ry(θ)|T (α+β−1)
πMT |Ry(θ + u)|Tα |Ry(θ + v)|Tβ
∫
Ω
exp
(
−
T∑
t=1
yH(t)Γ−1y(t)
)
dy, (3.65)
where Γ−1 = αR−1y (θ + u) + βR−1y (θ + v)− (α+ β − 1)R−1y (θ). Then, since∫
Ω
exp
{
−
T∑
t=1
yH(t)Γ−1y(t)
}
dy = πMT |Γ|T , (3.66)
one has
η´θ (α, β,u,v) =
|Ry(θ)|T (α+β−1) |Γ|T
|Ry(θ + u)|Tα |Ry(θ + v)|Tβ
=
|Ry(θ)|T (α+β−1)
|Ry(θ + u)|Tα |Ry(θ + v)|Tβ |Γ−1|T
. (3.67)
3.8.3 Closed-form expressions of ζθ (µ,ρ)
Remind that the function ζθ (µ,ρ) is defined by Eqn. (3.17). Let us define p as the number of pa-
rameters per sources (assumed to be constant for each sources). Then, without loss of generality,
the full parameter vector θ can be decomposed as θ =
[
θT1 . . . θ
T
N
]T
where θi = [θi,1 . . . θi,p]
T ,
i = 1, . . . , N with q = Np. Remind that µ = [0 . . . µi . . . 0]
T and ρ =
[
0 . . . ρj . . . 0
]T
. It exists
two distinct cases to study: when both index i and j are such that (m − 1)p + 1 ≤ i ≤ mp,
m = 1, . . . , N and (m − 1)p + 1 ≤ j ≤ mp or when (m − 1)p + 1 ≤ i ≤ mp, m = 1, . . . , N and
(n − 1)p + 1 ≤ j ≤ np, n = 1, . . . , N with m 6= n. Therefore let us denote:{
µm = [0 · · · 0 hi 0 · · · 0]T ∈ Rp
ρm = [0 · · · 0 hj 0 · · · 0]T ∈ Rp
if (m− 1) p+ 1 ≤ i, j ≤ mp (3.68)
and{
µm = [0 · · · 0 hi 0 · · · 0]T ∈ Rp,
ρn = [0 · · · 0 hj 0 · · · 0]T ∈ Rp,
if
{
(m− 1) p+ 1 ≤ i ≤ mp
(n− 1) p+ 1 ≤ j ≤ np , with m 6= n. (3.69)
3.8.3.1 The case where (m− 1) p+ 1 ≤ i, j ≤ mp
In this case, one has:
A (θ + µ)−A (θ + ρ) = [0 · · · 0 a (θm+µm)− a (θm+ρm) 0 · · · 0] ∈ Cp×N , (3.70)
and consequently,
ζθ (µ,ρ) =
∥∥∥R−1/2n (a (θm+µm)− a (θm+ρm))∥∥∥2 T∑
t=1
‖{s (t)}m‖2 . (3.71)
Due to Eqn. (3.28), one has∥∥∥R−1/2n (a (θm+µm)− a (θm+ρm))∥∥∥2 =
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M∑
i=1
M∑
j=1
{
R−1n
}
i,j
exp
(
j
2π
λ
(
rTj − rTi
)
θm
)(
exp
(
−j 2π
λ
rTi µm
)
− exp
(
−j 2π
λ
rTi ρm
))
×
(
exp
(
j
2π
λ
rTj µm
)
− exp
(
j
2π
λ
rTj ρm
))
. (3.72)
In particular, in the case where Rn = σ2nI one obtains
∥∥∥R−1/2n (a (θm+µm)− a (θm+ρm))∥∥∥2 = 1σ2n
M∑
i=1
∥∥∥∥exp(−j 2πλ rTi µm
)
− exp
(
−j 2π
λ
rTi ρm
)∥∥∥∥2 .
(3.73)
3.8.3.2 The case where (m− 1) p+ 1 ≤ i ≤ mp and where (n− 1) p+ 1 ≤ j ≤ np
Without loss generality, we assume that n > m. Then,
A (θ + µ)−A (θ + ρ) =
= [a (θ1)− a (θ1) · · · a (θm + µm)− a (θm) · · · a (θn)− a (θn + ρn) · · · a (θN )− a (θN )]
= [0 · · · 0 a (θm+µm)− a (θm) 0 · · · 0 a (θm)− a (θn+ρn) 0 · · · 0] , (3.74)
and consequently,
ζθ (µ,ρ) =
T∑
t=1
∥∥∥R−1/2n (a (θm+µm)− a (θm)) {s (t)}m + (a (θn)− a (θn+ρn)) {s (t)}n∥∥∥2 .
(3.75)
Let us set κ = R−1/2n (a (θm+µm)− a (θm))and ̺ = R−1/2n (a (θn)− a (θn+ρn)) . Then,
ζθ (µ,ρ) can be rewritten
ζθ (µ,ρ) =
T∑
t=1
‖κ {s (t)}m + ̺ {s (t)}n‖2
=
T∑
t=1
(
κ
H
κ ‖{s (t)}m‖2 + κH̺ {s (t)}∗m {s (t)}n + ̺Hκ {s (t)}m {s (t)}∗n + ̺H̺ ‖{s (t)}n‖2
)
= κHκ
T∑
t=1
‖{s (t)}m‖2 + ̺H̺
T∑
t=1
‖{s (t)}n‖2 + 2Re
(
κ
H̺
T∑
t=1
{s (t)}∗m {s (t)}n
)
. (3.76)
By using the structure of the steering matrix A, it leads to
κ
H
κ =
M∑
i=1
M∑
j=1
{
R−1n
}
i,j
exp
(
j 2πλ
(
rTj − rTi
)
θm
)
exp
(−j 2πλ rTi µm) exp(j 2πλ rTj µm) ,
̺H̺ =
M∑
i=1
M∑
j=1
{
R−1n
}
i,j
exp
(
j 2πλ
(
rTj − rTi
)
θn
)
exp
(−j 2πλ rTi ρn) exp(j 2πλ rTj ρn) ,
κ
H̺ = −
M∑
i=1
M∑
j=1
{
R−1n
}
i,j
exp
(
j 2πλ
(
rTj θn − rTi θm
))
exp
(−j 2πλ rTi µm) exp(j 2πλ rTj ρn) .
(3.77)
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3.8.4 Closed-form expressions of
∣∣m1R−1y (θ1) +m2R−1y (θ2)∣∣
and
∣∣m1R−1y (θ1) +m2R−1y (θ2) +m3R−1y (θ3)∣∣
Note that this calculus is actually an extension of the result obtained in [XBR04] Appendix A
in which m1 = m2 = 12 and m3 = 0, but follows the same method. The inverse of Ry can be
deduced from the Woodbury formula
R−1y (θ) =
1
σ2n
(
IM − σ
2
sa(θ)a
H(θ)
σ2s ‖a(θ)‖2 + σ2n
)
.
Then,
3∑
k=1
mkR
−1
y (θk) =
1
σ2n
3∑
k=1
mk
(
I− σ
2
sa(θk)a
H(θk)
σ2s ‖a(θk)‖2 + σ2n
)
. (3.78)
Since the rank of a(θk)aH(θk) is equal to 1 and since θ1 6= θ2 6= θ3 (except for hk = hl = 0),
the above matrix has M − 3 eigenvalues equal to 1
σ2n
3∑
k=1
mk and 3 eigenvalues corresponding to
the eigenvectors made from the linear combination of a(θ1), a(θ2), and a(θ3): a(θ1) + pa(θ2)+
qa(θ3). The determinant will then be the product of these M eigenvalues3. Let us set
ϕk =
σ2s
σ2s ‖a(θk)‖2 + σ2n
, k = 1, 2, 3. (3.79)
Then, the three aforementioned eigenvalues denoted λ must satisfy:(
3∑
k=1
mkR
−1
y (θk)
)
(a(θ1) + pa(θ2) + qa(θ3)) = λ (a(θ1) + pa(θ2) + qa(θ3)) . (3.80)
By using Eqn. (3.78) in the above equation and after a factorization with respect to a(θ1),
a(θ2), and a(θ3) one obtains(
x−m1ϕ1 ‖a(θ1)‖2 − pm1ϕ1aH(θ1)a(θ2)− qm1ϕ1aH(θ1)a(θ3)
)
a(θ1)
+
(
−m2ϕ2aH(θ2)a(θ1) + p
(
x−m2ϕ2 ‖a(θ2)‖2
)
− qm2ϕ2aH(θ2)a(θ3)
)
a(θ2)
+
(
−m3ϕ3aH(θ3)a(θ1)−m3ϕ3paH(θ3)a(θ2) + q
(
x−m3ϕ3 ‖a(θ3)‖2
))
a(θ3) = 0,
(3.81)
where4
x = 1− σ2nλ. (3.82)
Consequently, the coefficients of a(θ1), a(θ2), and a(θ3) are equals to zero leading to a system
of three equations with two unknown (p and q). Solving the two first equations to find5 p and q,
3Note that we are only interested by the eigenvalues. Consequently, the linear combination of of a(θ1), a(θ2),
and a(θ3) can be written a(θ1) + pa(θ2) + qa(θ3) instead of ra(θ1) + pa(θ2) + qa(θ3)
4Note that, from Eqn. (3.18),
3∑
k=1
mk = 1.
5p and q are given by
p =
m2ϕ2a
H(θ2)
(
m1ϕ1a(θ1)a
H(θ1) +
(
x−m1ϕ1 ‖a(θ1)‖
2
)
I
)
a(θ3)
m1ϕ1a
H(θ1)
(
m2ϕ2a(θ2)a
H(θ2) +
(
x−m2ϕ2 ‖a(θ2)‖
2
)
I
)
a(θ3)
, (3.83)
and
q =
(
x−m1ϕ1 ‖a(θ1)‖
2
) (
x−m2ϕ2 ‖a(θ2)‖
2
)
−m1ϕ1m2ϕ2a
H(θ1)a(θ2)a
H(θ2)a(θ1)
m1ϕ1a
H(θ1)
(
m2ϕ2a(θ2)a
H(θ2) +
(
x−m2ϕ2 ‖a(θ2)‖
2
)
I
)
a(θ3)
. (3.84)
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and applying the solution into the last equation, one obtains the following polynomial equation
of x
x3 − x2
3∑
k=1
mkϕk ‖a(θk)‖2 −
x
2
3∑
k=1
3∑
k′=1
k′ 6=k
mkϕkmk′ϕk′
(∥∥aH(θk)a(θk′)∥∥2 − ‖a(θk)‖2 ‖a(θk′)‖2)
−m1m2m3ϕ1ϕ2ϕ3
(
‖a(θ1)‖2 ‖a(θ2)‖2 ‖a(θ3)‖2 −
∥∥aH(θ2)a(θ3)∥∥2 ‖a(θ1)‖2
− ∥∥aH(θ1)a(θ2)∥∥2 ‖a(θ3)‖2 − ∥∥aH(θ3)a(θ1)∥∥2 ∥∥aH(θ2)∥∥2 + aH(θ3)a(θ2)aH(θ1)a(θ3)aH(θ2)a(θ1)
+aH(θ3)a(θ1)a
H(θ1)a(θ2)a
H(θ2)a(θ3)
)
= 0
Since we are only interested by the product of the three eigenvalues, we do not have to solve
this polynomial in λ and only the opposite of the last term is required. This leads to Eqn. (3.35)
with
3∑
k=1
mk = 1. Of course, the closed-form expression of
∣∣m1R−1y (θ1) +m2R−1y (θ2)∣∣ is obtained
by letting m3 = 0 and
2∑
k=1
mk = 1 in Eqn. (3.36).
3.8.5 Proof of Eqn. (3.41), (3.42) and (3.43)
By considering the following expressions
aH(u± hu)a(u) =
M∑
i=1
exp
(
∓j 2π
λ
dxihu
)
,
aH(u± hv)a(u) =
M∑
i=1
exp
(
∓j 2π
λ
dyihv
)
,
aH(u+ hu)a(u+ hv) =
M∑
i=1
exp
(
j
2π
λ
(dyihv − dxihu)
)
,
aH(u+ hv)a(u+ hu) =
M∑
i=1
exp
(
j
2π
λ
(dxihu − dyihv)
)
,
aH(u+ hu)a(u− hu) =
M∑
i=1
exp
(
−j 4π
λ
dxihu
)
,
aH(u+ hv)a(u− hv) =
M∑
i=1
exp
(
−j 4π
λ
dyihv
)
,
since Rn = σ2nI, one obtains
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
ζθ(hu,0) = ζθ(−hu,0) = 2CSNR
(
M −
M∑
k=1
cos
(
2π
λ dxkhu
))
,
ζθ(hv,0) = ζθ(−hv,0) = 2CSNR
(
M −
M∑
k=1
cos
(
2π
λ dykhv
))
,
ζθ(hu,−hu) = ζθ(−hu,hu) = 2CSNR
(
M −
M∑
k=1
cos
(
4π
λ dxkhu
))
,
ζθ(hv,−hv) = ζθ(−hv,hv) = 2CSNR
(
M −
M∑
k=1
cos
(
4π
λ dykhv
))
,
ζθ(hu,hv) = ζθ(hv,hu) = ζθ(−hu,−hv)
= ζθ(−hv,−hu) = 2CSNR
(
M −
M∑
k=1
cos
(
2π
λ (dxkhu − dykhv)
))
,
ζθ(−hu,hv) = ζθ(hu,−hv) = ζθ(hv ,−hu)
= ζθ(−hv,hu) = 2CSNR
(
M −
M∑
k=1
cos
(
2π
λ (dxkhu + dykhv)
))
,
ζθ(hu,hu) = ζθ(hv,hv) = 0,
ζθ(−hu,−hu) = ζθ(−hv,−hv) = 0.
(3.85)
The set of function η´C involving {G}u,u is given by plugging the above equations into Eqn.
(3.16):

η´θ(su, su,hu,hu) = exp
(
4su(2su − 1)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dxkhu
)))
,
η´θ(1− su, 1 − su,−hu,−hu) = exp
(
4(2su − 1)(su − 1)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dxkhu
)))
,
η´θ(su, 1− su,hu,−hu) = η´θ(1− su, su,−hu,hu)
= exp
(
2su(su − 1)CSNR
(
M −
M∑
k=1
cos
(
4π
λ dxkhu
)))
,
η´θ(su, 0,hu,0) = η´θ(0, su,0,hu)
= exp
(
2su(su − 1)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dxkhu
)))
,
(3.86)
The set of function η´C involving {G}v,v are given by

η´θ(sv, sv,hv,hv) = exp
(
4sv(2sv − 1)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dykhv
)))
,
η´θ(1− sv, 1− sv,−hv,−hv) = exp
(
4(2sv − 1)(sv − 1)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dykhv
)))
,
η´θ(sv, 1− sv,hv ,−hv) = η´θ(1− sv, sv,−hv,hv)
= exp
(
2sv(sv − 1)CSNR
(
M −
M∑
k=1
cos
(
4π
λ dykhv
)))
,
η´θ(sv, 0,hv ,0) = η´θ(0, sv ,0,hv)
= exp
(
2sv(sv − 1)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dykhv
)))
,
(3.87)
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The set of function η´C involving {G}u,v are given by

η´θ(su, sv,hu,hv) = exp

2su(su + sv − 1)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dxkhu
))
+2sv(su + sv − 1)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dykhv
))
−2susvCSNR
(
M −
M∑
k=1
cos
(
2π
λ (dxkhu − dykhv)
))

,
η´θ(1− su, 1− sv,−hu,−hv) =
= exp

2(su − 1)(su + sv − 1)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dxkhu
))
+2(sv − 1)(su + sv − 1)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dykhv
))
−2(1− su)(1 − sv)CSNR
(
M −
M∑
k=1
cos
(
2π
λ (dxkhu − dykhv)
))

,
η´θ(su, 1− sv,hu,−hv) = exp

2su(su − sv)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dxkhu
))
+2(1− sv)(su − sv)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dykhv
))
+2su(sv − 1)CSNR
(
M −
M∑
k=1
cos
(
2π
λ (dxkhu + dykhv)
))

,
η´θ(1− su, sv,−hu,hv) = exp

2(su − 1)(su − sv)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dxkhu
))
+2sv(sv − su)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dykhv
))
+2(su − 1)svCSNR
(
M −
M∑
k=1
cos
(
2π
λ (dxkhu + dykhv)
))

,
η´θ(su, 0,hu,0) = exp
(
2su(su − 1)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dxkhu
)))
,
η´θ(0, sv ,0,hv) = exp
(
2sv(sv − 1)CSNR
(
M −
M∑
k=1
cos
(
2π
λ dykhv
)))
.
(3.88)
One notices that the set of functions ζθ (µ,ρ) and η´θ (α, β,u,v) does not depend on θ.
Consequently, as in unconditional case, the set of functions η (α, β,u,v) is obtained by using the
results of Section 3.4.2 whatever the considered prior on θ. In our case of a uniform prior, the
set of function η involving {G}u,u are given by:

η(su, su,hu,hu) =
(
1− |hu|2
)
η´θ(su, su,hu,hu),
η(1− su, 1− su,−hu,−hu) =
(
1− |hu|2
)
η´θ(1− su, 1− su,−hu,−hu),
η(su, 1− su,hu,−hu) = ηC(1− su, su,−hu,hu) = (1− |hu|)η´θ(1− su, su,−hu,hu),
η(su, 0,hu,0) = ηC(0, su,0,hu) =
(
1− |hu|2
)
η´θ(0, su,0,hu),
(3.89)
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The set of function η involving {G}v,v are given by:

η(sv, sv,hv,hv) =
(
1− |hv|2
)
η´θ(sv, sv,hv ,hv),
η(1− sv, 1− sv,−hv,−hv) =
(
1− |hv|2
)
η´θ(1− sv, 1− sv,−hv,−hv),
η(sv, 1− sv,hv,−hv) = η(1− sv, sv,−hv,hv) = (1− |hv |)η´θ(sv, 1− sv,hv,−hv),
η(sv, 0,hv ,0) = η(0, sv ,0,hv) =
(
1− |hv|2
)
η´θ(sv, 0,hv ,0),
(3.90)
And the set of function η involving {G}u,v = {G}v,u are given by:

η(su, sv,hu,hv) =
(
1− |hu|2
)(
1− |hv|2
)
η´θ(su, sv,hu,hv),
η(1− su, 1− sv,−hu,−hv) =
(
1− |hu|2
)(
1− |hv|2
)
η´θ(1− su, 1− sv,−hu,−hv),
η(su, 1− sv,hu,−hv) =
(
1− |hu|2
)(
1− |hv|2
)
η´θ(su, 1− sv,hu,−hv),
η(1− su, sv,−hu,hv) =
(
1− |hu|2
)(
1− |hv|2
)
η´θ(1− su, sv,−hu,hv),
η(su, 0,hu,0) =
(
1− |hu|2
)
η´θ(su, 0,hu,0),
η(0, sv ,0,hv) =
(
1− |hv|2
)
η´θ(0, sv ,0,hv).
(3.91)
Finally, the results are straightforward and leads to Eqn. (3.41), (3.42) and (3.43).
3.8.6 Proof of Eqn. (3.48), (3.49) and (3.50)
In fact, one only has to prove Eqn. (3.50) since Eqn. (3.48) and (3.49) can be obtained by
letting hu = hv and su = sv in Eqn. (3.50) and by using (hu, su) for Eqn. (3.48) and (hv , sv) for
Eqn. (3.49). By plugging Eqn. (3.35) and (3.36) into Eqn. (3.18), one obtains the closed-form
expressions for the set of functions η´θ (α, β,u,v)

η´θ(su, su,hu,hu,u) =
(
1 + 2su(1− 2su)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2πλ dxkhu)∥∥∥∥2
))−T
,
η´θ(1− su, 1− su,−hu,−hu,u) =
=
(
1 + 2(1− su)(2su − 1)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2πλ dxkhu)∥∥∥∥2
))−T
,
η´θ(su, 1− su,hu,−hu,u) = η´U (1− su, su,−hu,hu,u) =
=
(
1 + su(1− su)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 4πλ dxkhu)∥∥∥∥2
))−T
,
η´θ(su, 0,hu,0,u) = η´U (0, su,0,hu,u) =
=
(
1 + su(1− su)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2πλ dxkhu)∥∥∥∥2
))−T
.
(3.92)
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
η´θ(sv, sv,hv ,hv,u) =
(
1 + 2sv(1− 2sv)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2πλ dykhv)∥∥∥∥2
))−T
,
η´θ(1− sv, 1− sv,−hv,−hv,u) =
=
(
1 + 2(1− sv)(2sv − 1)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2πλ dykhv)∥∥∥∥2
))−T
,
η´θ(sv, 1 − sv,hv,−hv,u) = η´U (1− sv, sv,−hv,hv ,u) =
=
(
1 + sv(1− sv)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 4πλ dykhv)∥∥∥∥2
))−T
,
η´θ(sv, 0,hv ,0,u) = η´U (0, sv ,0,hv ,u) =
=
(
1 + sv(1− sv)USNR
(
M2 −
∥∥∥∥ M∑
k=1
exp
(−j 2πλ dykhv)∥∥∥∥2
))−T
.
(3.93)
and
η´θ(su, sv,hu,hv,u) =
=

1− USNR

susv
(∥∥∥∥ M∑
k=1
exp
(−j 2πλ (dxkhu − dykhv))∥∥∥∥2 −M2
)
+su(1− su − sv)
(∥∥∥∥ M∑
k=1
exp
(−j 2πλ dxkhu)∥∥∥∥2 −M2
)
+sv(1− su − sv)
(∥∥∥∥ M∑
k=1
exp
(−j 2πλ dykhv)∥∥∥∥2 −M2
)

−susv(1− su − sv)U
2
SNRσ
2
n
σ2s
×
×

M∑
k=1
exp
(
j
2πdykhv
λ
) M∑
k=1
exp
(
−j 2πdxkhuλ
) M∑
k=1
exp
(
j
2π(dxkhu−dykhv)
λ
)
+
M∑
k=1
exp
(
−j 2πdykhvλ
) M∑
k=1
exp
(
j 2πdxkhuλ
) M∑
k=1
exp
(
−j 2π(dxkhu−dykhv)λ
)
−M
∥∥∥∥ M∑
k=1
exp
(−j 2πλ dykhv)∥∥∥∥2 −M ∥∥∥∥ M∑
k=1
exp
(−j 2πλ dxkhu)∥∥∥∥2
−M
∥∥∥∥ M∑
k=1
exp
(−j 2πλ (dxkhu − dykhv))∥∥∥∥2 +M3


−T
(3.94)
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η´θ(1− su, 1− sv,−hu,−hv,u) =
=

1− USNR

(1− su)(1− sv)
(∥∥∥∥ M∑
k=1
exp
(
j 2πλ (dxkhu − dykhv)
)∥∥∥∥2 −M2
)
+(1− su)(su + sv − 1)
(∥∥∥∥ M∑
k=1
exp
(
j 2πλ dxkhu
)∥∥∥∥2 −M2
)
+(1− sv)(su + sv − 1)
(∥∥∥∥ M∑
k=1
exp
(
j 2πλ dykhv
)∥∥∥∥2 −M2
)

−(1− su)(1 − sv)(su + sv − 1)U
2
SNRσ
2
n
σ2s
×
×

M∑
k=1
exp
(
j
2πdykhv
λ
) M∑
k=1
exp
(
−j 2πdxkhuλ
) M∑
k=1
exp
(
j
2π(dxkhu−dykhv)
λ
)
+
M∑
k=1
exp
(
−j 2πdykhvλ
) M∑
k=1
exp
(
j 2πdxkhuλ
) M∑
k=1
exp
(
−j 2π(dxkhu−dykhv)λ
)
−M
∥∥∥∥ M∑
k=1
exp
(−j 2πλ dykhv)∥∥∥∥2 −M ∥∥∥∥ M∑
k=1
exp
(−j 2πλ dxkhu)∥∥∥∥2
−M
∥∥∥∥ M∑
k=1
exp
(−j 2πλ (dxkhu − dykhv))∥∥∥∥2 +M3


−T
(3.95)
η´θ(su, 1− sv,hu,−hv,u) =
=

1− USNR

su(1− sv)
(∥∥∥∥ M∑
k=1
exp
(−j 2πλ (dxkhu + dykhv))∥∥∥∥2 −M2
)
+su(sv − su)
(∥∥∥∥ M∑
k=1
exp
(−j 2πλ dxkhu)∥∥∥∥2 −M2
)
+(1− sv)(sv − su)
(∥∥∥∥ M∑
k=1
exp
(
j 2πλ dykhv
)∥∥∥∥2 −M2
)

−su(1− sv)(sv − su)U
2
SNRσ
2
n
σ2s
×
×

M∑
k=1
exp
(
j
2πdykhv
λ
) M∑
k=1
exp
(
j 2πdxkhuλ
) M∑
k=1
exp
(
−j 2π(dxkhu+dykhv)λ
)
+
M∑
k=1
exp
(
−j 2πdykhvλ
) M∑
k=1
exp
(
−j 2πdxkhuλ
) M∑
k=1
exp
(
j
2π(dxkhu+dykhv)
λ
)
−M
∥∥∥∥ M∑
k=1
exp
(
j 2πλ dykhv
)∥∥∥∥2 −M ∥∥∥∥ M∑
k=1
exp
(−j 2πλ dxkhu)∥∥∥∥2
−M
∥∥∥∥ M∑
k=1
exp
(−j 2πλ (dxkhu + dykhv))∥∥∥∥2 +M3


−T
(3.96)
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η´θ(1− su, sv,−hu,hv,u) =
=

1− USNR

sv(1− su)
(∥∥∥∥ M∑
k=1
exp
(−j 2πλ (dxkhu + dykhv))∥∥∥∥2 −M2
)
+sv(su − sv)
(∥∥∥∥ M∑
k=1
exp
(−j 2πλ dxkhu)∥∥∥∥2 −M2
)
+(1− su)(su − sv)
(∥∥∥∥ M∑
k=1
exp
(−j 2πλ dykhv)∥∥∥∥2 −M2
)

−sv(1− su)(su − sv)U
2
SNRσ
2
n
σ2s
×
×

M∑
k=1
exp
(
j
2πdykhv
λ
) M∑
k=1
exp
(
j 2πdxkhuλ
) M∑
k=1
exp
(
−j 2π(dxkhu+dykhv)λ
)
+
M∑
k=1
exp
(
−j 2πdykhvλ
) M∑
k=1
exp
(
−j 2πdxkhuλ
) M∑
k=1
exp
(
j
2π(dxkhu+dykhv)
λ
)
−M
∥∥∥∥ M∑
k=1
exp
(−j 2πλ dykhv)∥∥∥∥2 −M ∥∥∥∥ M∑
k=1
exp
(−j 2πλ dxkhu)∥∥∥∥2
−M
∥∥∥∥ M∑
k=1
exp
(−j 2πλ (dxkhu + dykhv))∥∥∥∥2 +M3


−T
(3.97)
η´θ(su, 0,hu,0,u) =
1 + su(1− su)USNR
M2 − ∥∥∥∥∥
M∑
k=1
exp
(
−j 2π
λ
dxkhu
)∥∥∥∥∥
2
−T ,(3.98)
η´θ(0, sv ,0,hv ,u) =
1 + sv(1− sv)USNR
M2 − ∥∥∥∥∥
M∑
k=1
exp
(
−j 2π
λ
dykhv
)∥∥∥∥∥
2
−T ,(3.99)
Again, since the set of functions η´θ (α, β,u,v) does not depend on θ. Consequently, it is also
easy to obtain the Weiss-Weinstein bound (throughout the set of functions η (α, β,u,v)) by using
the results of Section 3.4.2 whatever the considered prior on θ (only the integral
∫
Θ
pα+β(θ+u)
pα+β−1(θ) dθ
has to be calculated or computed numerically). In our case of a uniform prior, the set of function
η involving {G}u,u are given by:
η(su, su,hu,hu) =
(
1− |hu|2
)
η´θ(su, su,hu,hu),
η(1− su, 1− su,−hu,−hu) =
(
1− |hu|2
)
η´θ(1− su, 1− su,−hu,−hu),
η(su, 1− su,hu,−hu) = ηθ(1− su, su,−hu,hu) = (1− |hu|)η´θ(1− su, su,−hu,hu),
η(su, 0,hu,0) = ηθ(0, su,0,hu) =
(
1− |hu|2
)
η´θ(0, su,0,hu),
(3.100)
The set of function η involving {G}v,v are given by:
η(sv, sv,hv ,hv) =
(
1− |hv|2
)
η´θ(sv, sv,hv,hv),
η(1− sv, 1− sv,−hv,−hv) =
(
1− |hv|2
)
η´θ(1− sv, 1− sv,−hv,−hv),
η(sv, 1− sv,hv,−hv) = η(1− sv, sv,−hv,hv) = (1− |hv |)η´θ(sv, 1− sv,hv,−hv),
η(sv, 0,hv ,0) = η(0, sv ,0,hv) =
(
1− |hv|2
)
η´θ(sv, 0,hv ,0),
(3.101)
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And the set of function η involving {G}u,v = {G}v,u are given by:
η(su, sv,hu,hv) =
(
1− |hu|2
)(
1− |hv|2
)
η´θ(su, sv,hu,hv),
η(1− su, 1− sv,−hu,−hv) =
(
1− |hu|2
)(
1− |hv|2
)
η´θ(1− su, 1− sv,−hu,−hv),
η(su, 1− sv,hu,−hv) =
(
1− |hu|2
)(
1− |hv|2
)
η´θ(su, 1− sv,hu,−hv),
η(1− su, sv,−hu,hv) =
(
1− |hu|2
)(
1− |hv|2
)
η´θ(1− su, sv,−hu,hv),
η(su, 0,hu,0) =
(
1− |hu|2
)
η´θ(su, 0,hu,0),
η(0, sv ,0,hv) =
(
1− |hv|2
)
η´θ(0, sv ,0,hv).
(3.102)
Finally, the results are straightforward and leads to Eqn. (3.48), (3.49) and (3.50).
Chapter 4
Statistical resolution limit approach
based on distance measure
4.1 Introduction
In array signal processing, the Statistical Resolution Limit (SRL) characterizes the minimum
parameter separation which allows to resolve two closely spaced sources. The applications of the
SRL are involved in many fields as: image processing, radar, astronomy etc.
In the literature, there are three main approaches to obtain the SRL.
(i) The first approach is based on the estimation accuracy. In this issue, one can distinguish
two main criteria. The first one was introduced by Lee in [Lee92]. This latter, states that two
signals are resolvable, with respect to (w.r.t.) their location parameters of interest, θ1 and θ2,
if the maximum standard deviation of θ1 and θ2 is less than half the difference between θ1 and
θ2. One can note that the Lee criterion ignores the coupling between the parameters of interest.
To take into account this effect, Smith proposed the following criterion [Smi05]: two signals
are resolvable if the separation between the two parameters of interest θ1 and θ2 is less than the
standard deviation of the separation estimation. Consequently, the SRL in the Smith sense is
defined as the separation between the parameters of interest, θ1 and θ2, that is equal to the
standard deviation of the parameter separation. In [EBRM12], the extension of the SRL based
on the Smith criterion is presented for multiple parameters per signal.
(ii) The second approach is based on the concept of the mean null spectrum [Cox73, SD95,
AD08] and is only relevant to the choice of a specific high-resolution algorithm. In this context,
the Cox criterion [Cox73] states that two sources are resolved (w.r.t. a given high-resolution
estimation algorithm) if the mean null spectrum at each parameter of interest θ1 and θ2 is lower
than the mean of the null spectrum at the midpoint θ1+θ22 .
(iii) The third approach is based on a binary hypothesis test [AW08, LN07, SM04, SM06].
More precisely, we consider the hypothesis H0 which represents the case where two emitted
signal sources are combined into a single signal (i.e., θ1 − θ2 = 0) whereas the hypothesis H1
represents the situation where the two signals are resolvable (i.e., θ1 − θ2 6= 0). In this way,
Amar & Weiss [AW08] derived the SRL based on the Minimal Probability of Error (MPE) for
deterministic signals in a Bayesian context. The authors used the first order Taylor expansion
of the probability of error to derive the SRL. Whereas in [LN07] Liu and Nehorai have defined
the statistical resolution limit using some asymptotic properties of the Generalized Likelihood
Ratio Test (GLRT). On the other hand, Sharman and Milanfar [SM04] derived the frequency
resolution limit in the spectral analysis using the GLRT by linearizing directly the observation
model. Furthermore, one should note that the Stein’s lemma [CT91] provides a link between a
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binary hypothesis test and the relative entropy (also called Kullback-Leiber Divergence) between
the probability density function of the observations under H1 and H0. In this spirit, Sharman
and Milanfar [SM06], derived the theoretical SNR in the context of image processing using this
approach.
In array signal processing, there are two alternative assumptions to describe the parameter
of interest: the deterministic assumption assumes that the parameters are deterministic and the
Bayesian assumption assumes that the parameters are random with a known prior distribution.
The deterministic approach provides the SRL at a given value of the parameter, meaning that it
considers only the local SRL w.r.t. the parameter of interest. Meanwhile the Bayesian approach
considers the SRL over the whole parameters space. Nevertheless, the Bayesian context has
been less studied in the literature. We consider here the approach of the SRL in this context.
Consequently, the parameters of the two sources are assumed to be random with some known
prior distribution. Without loss of generality, we assume that the central parameter of interest
(i.e., θc =
θ1+θ2
2 is a random parameter with a known prior distribution where the deterministic
separation θ2−θ1 is very small (this assumption can be argued by the fact that the high-resolution
algorithm have an infinite resolution power). One should note that this assumption is commonly
used (see for example [AW08]).
To derive the SRL in the Bayesian context, we first introduce the Taylor expansion of the
observation model based on the binary hypothesis test and based on the minimum probability of
error criterion. Secondly, we derive the Bayesian approaches for the SRL based on the information
and the detection theories, i.e., based on the relative entropy and on a binary hypothesis test,
respectively, more specifically, based on the Stein’s lemma [CT91] and based on the Neyman-
Pearson criteria. In information theory, the Stein’s lemma links the false alarm probability (Pfa)
resulted from the Neyman-Pearson decision criterion to the relative entropy. As the relative
entropy can be approximated by a quadratic function in the SRL, it is possible to determine
the SRL by this way. Finally, we compare these approaches to the Bayesian one presented by
Amar and Weiss [AW08], we can note that, to the best of our knowledge, this is the only one
concurrent approach to the Akaike information criterion (AIC) method [SSS95].
4.2 Problem statement
We consider the problem of the derivation of the statistical resolution limit based on a binary
hypothesis test approach, in which, under H0, the observer detects only a single source, which
is the combination of the two sources, and under H1, the observer detects two sources [AW08]:
{ H0 : z(t) = a(θˆ(t))sˆ(t) + n(t),
H1 : z(t) = a(θ1)s1(t) + a(θ2)s2(t) + n(t), (4.1)
where t = 1 . . . T , in which T denotes the observations number, z(t) denotes the observations
vector. a(θ) denotes the signal waveforms with N samples, and without loss of generality, we
assume that: ‖a(θ)‖2 = N . Let θi denote the parameter of interest of the ith source such as the
angle of arrival, the frequency, etc. si(t) denotes the signal amplitude of the ith source under H1.
We denote sˆ(t) and θˆ(t) the signal amplitude and the parameter of interest under H0. The source
signals are assumed to be deterministic with a known sequence. Without loss of generality, we
assume that the prior distributions p(H0) = p(H1) = 1/2. The vector n denotes the additive
white Gaussian noise with zero mean and covariance matrix σ2I.
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4.2.1 Binary hypothesis test based on the MPE
Denoting the central parameter θc =
θ2+θ1
2 and the resolution δ = θ2−θ1, we adopt the Bayesian
approach by the way that θc has a known prior distribution p(θc). Based on the MPE criteria,
one obtains the closed-form expressions of θˆ(t) and sˆ(t) as in [AW08]:
θˆ(t) = θc + γ(t)δ, (4.2)
sˆ(t) =
1
N
aH(θˆ(t))
(
a(θc − δ
2
)s1(t) + a(θc +
δ
2
)s2(t)
)
, (4.3)
in which
γ(t) =
|s2(t)|2 − |s1(t)|2
2
(
|s2(t)|2 + |s1(t)|2 + 2ℜ{s∗1(t)s2(t)}
) . (4.4)
It is clear that
z(t)|θc ∼
{
H0 : CN (µ0(t), σ2I),
H1 : CN (µ1(t), σ2I),
(4.5)
where CN () stands for Complex Normal and
µ0(t) = a(θˆ(t))sˆ(t),
µ1(t) = a(θ1(t))s1(t) + a(θ2(t))s2(t). (4.6)
Therefore, the probability density function (pdf) of the full observation vector is given by:
p(z;H0, θc) = 1
(πσ2)NT
exp
(
− 1
σ2
T∑
t=1
‖z(t)− µ0(t)‖2
)
, (4.7)
p(z;H1, θc) = 1
(πσ2)NT
exp
(
− 1
σ2
T∑
t=1
‖z(t)− µ1(t)‖2
)
. (4.8)
where z =
[
z(1)T . . . z(T )T
]T
.
4.2.2 Linearized binary hypothesis test
Using the fact that θ1, θ2, θˆ(t) are in the vicinity of θc, the first-order Taylor expansions of the
steering vectors are given as follows:
a(θ1) ∼= a(θc)− δ
2
a˙(θc) at (θ1 = θc − δ2), (4.9)
a(θ2) ∼= a(θc) + δ
2
a˙(θc) at (θ2 = θc + δ2), (4.10)
a(θˆ(t)) ∼= a(θc) + γ(t)δa˙(θc) at (θˆ(t) = θc + γ(t)δ), (4.11)
in which the first-order derivative w.r.t. θc of vector a(θc) is defined as a˙(θc). Substituting (4.9),
(4.10), (4.11) into (4.3), and since ‖a(θc)‖2 = N , one obtains:
sˆ(t) ∼= 1
N
(a(θc) + γ(t)δa˙(θc))
H
((
a(θc)− δ
2
a˙(θc)
)
s1(t) +
(
a(θc) +
δ
2
a˙(θc)
)
s2(t)
)
= s1(t) + s2(t) +
δ
N
aH(θc)a˙(θc)
(
s2(t)− s1(t)
2
− γ(t)(s1(t) + s2(t))
)
+
δ2γ(t)
2N
‖a˙(θc)‖2 (s2(t)− s1(t)).
(4.12)
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By omitting the term concerning δ2, the optimal value of sˆ(t), can be expressed as:
sˆ(t) ∼= s+(t) + δ
N
κcm(t), (4.13)
in which we set
s+(t) = s1(t) + s2(t), (4.14)
κc = a
H(θc)a˙(θc), (4.15)
m = [m(1) . . . m(T )]T = VT s, (4.16)
where s = [s1(1) s2(1) . . . s1(T ) s2(T )]T and V = Bdiag{v(1), . . . ,v(T )} with v(t) = [γ(t) +
1
2 γ(t)− 12 ]T , and where Bdiag(.) denotes the bloc-diagonal operator. According to the previous
expressions, we can see that the optimal source sˆ(t) is approximated by a linear combination of
the sources s1(t) and s2(t).
The first order of the Taylor expansions of µ0(t) and µ1(t) are given by substituting (4.11)
and (4.13) into the expression of µ0(t), and by substituting (4.9) and (4.10) into the expression
of µ1(t). Thus, one obtains:
µ0(t)
∼= a(θˆ(t))sˆ(t)
= (a(θc) + γ(t)δa˙(θc))
(
s+(t) +
δ
N
κcm(t)
)
= a(θc)s
+(t) + δ
(
s+(t)γ(t)a˙(θc) +
(
κcm(t)
N
)
a(θc)
)
+
δ2
N
a˙(θc)γ(t)κcm(t), (4.17)
and
µ1(t)
∼=
2∑
k=1
a(θk)sk(t)
=
(
a(θc)− δ
2
a˙(θc)
)
s1(t) +
(
a(θc) +
δ
2
a˙(θc)
)
s2(t)
= a(θc)s
+(t) + δ
s−(t)
2
a˙(θc), (4.18)
where s−(t) = s2(t) − s1(t). Again, by omitting the term δ2 and since the source signals are
assumed to be known at the observer, by performing a change of variable y(t) = z(t)−a(θc)s+(t),
the linearized hypothesis test is given by:{
H0 : y(t) ∼= δν0(t) + n(t),
H1 : y(t) ∼= δν1(t) + n(t),
(4.19)
where
ν0(t) = s
+(t)γ(t)a˙(θc) +
(
κcm(t)
N
)
a(θc), (4.20)
ν1(t) =
s−(t)
2
a˙(θc), (4.21)
in which y = [y(1)T . . . y(T )T ]T , n = [n(1)T . . .n(T )T ]T , ν0 =
[
νT0 (1) . . . ν
T
0 (T )
]T
and ν1 =[
νT1 (1) . . . ν
T
1 (T )
]T
. Based on this linearized observation model, we will introduce the Bayesian
approaches for the SRL in the following sections.
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4.3 Bayesian SRL based on information theory
By maximizing the probability of detection (i.e., Pd ≈ 1) for Pfa ≤ ǫ with ǫ goes to zero slowly,
the best error exponent resulting from using the Neyman-Pearson test is given by the Stein’s
lemma [CT91] as follows:
lim
TN→∞
lnPfa = −D(p(y, θc;H1)‖p(y, θc;H0)), (4.22)
where D(p(y, θc;H1)‖p(y, θc;H0)) denotes the relative entropy. Let Ω be the observation space,
Θ denotes the parameter space. After some calculations, the relative entropy between two
Gaussian distributions with parameterized means is straightforwardly given by:
D(p(y, θc;H1)‖p(y, θc;H0)) =
∫
Θ
∫
Ω
p(y, θc;H1) ln
(
p(y, θc;H1)
p(y, θc;H0)
)
dydθc
=
∫
Θ
δ2
σ2
T∑
t=1
‖ν0(t)− ν1(t)‖2 p(θc)dθc
=
∫
Θ
δ2||m||2
σ2
∥∥∥κc
N
a(θc)− a˙(θc)
∥∥∥2 p(θc)dθc
=
∫
Θ
δ2||m||2||a˙(θc)||2
σ2
cos2(Υ)p(θc)dθc
=
δ2
σ2
E
{||m||2||a˙(θc)||2 cos2(Υ)} , (4.23)
using the fact that ||a(θc)||2 = N and p(H0) = p(H1) = 1/2. Υ is the largest canonical angle
between vectors a(θc) and a˙(θc) with cos2Υ = 1 − ‖a
H (θc)a˙(θc)‖2
‖a(θc)‖2‖a˙(θc)‖2 , and where E denotes the
expectation w.r.t. the prior distribution. The important point is that the relative entropy can
be approximated by a quadratic expression w.r.t. δ. In addition, the relative entropy is a
function of the source waveforms, of the array distribution, of the noise variance and of the
useful geometrical quantity which is the "angle" between the steering vector and its first-order
derivative. A geometrical interpretation is the following: the more orthogonal the two vectors, the
smaller the relative entropy. This means that it could be more and more difficult to discriminate
the two hypothesis. According to the expression of the relative entropy, we can see that to ensure
a "good" discrimination of the two hypothesis, we must have a large SRL or/and a large array
distribution and/or a small noise variance.
Consequently, using (4.22) and (4.23) and the fact that for maximal Pd (close to one), Pfa ≈
2Pe = 2(1−̟), where ̟ denotes the success rate, the SRL based on the Stein’s lemma is given
by:
δStein ∼= σ
√−(ln(2) + ln(1−̟))
E {‖m‖ ‖a˙(θc)‖ cosΥ} . (4.24)
4.4 Detection theory approach
In this Section, we derive the SRL using the detection theory approach, particularly, using the
well-known Neyman-Pearson (NP) criterion in the Bayesian context, denoted by BNP. The BNP
will minimize the probability of error Pe. Even if the proposed approach is Bayesian as the
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one presented by Amar and Weiss [AW08], our approach is different. Indeed, Amar and Weiss
derive the SRL, denoted Theoretical Resolution Limit (TRL), based on the linearization of the
error probability. In our method, we choose to linearize directly the observation signal as done by
Sharman and Milanfar [SM04] (the linearisation was done w.r.t. δ, this can be argued by the fact
that the high resolution algorithms have asymptotically an infinite resolution power [Van02b]).
In order to simplify the calculation, we perform the following change of variable formula:
z′ =
z
δ
− ν0. (4.25)
Consequently, plugging (4.25) into (4.19), one obtains{
H0 : z′; θc ∼= n′,
H1 : z′; θc ∼= ζ + n′,
(4.26)
where ζ = ν1 − ν0 and n′ ∼ CN (0, σ2δ2 I). Consequently, one has
GNP (z
′; θc) =
p(z′;H1, θc)
p(z′;H0, θc)
H1
≷
H0
ϑ′ =
p(H0)
p(H1) , (4.27)
denoting TNP (z′; θc) = ln (GNP (z′; θc)) and ϑ = ln
(
ϑ′
)
, the statistics test can be given by
TNP (z
′; θc) = ln
(
p(z′;H1, θc)
p(z′;H0, θc)
)
=
δ2
σ2
(∥∥z′ − ζ∥∥2 − ∥∥z′∥∥2)
=
δ2
σ2
(
‖ζ‖2 − 2ℜ{ζHz′})H1≷
H0
ϑ. (4.28)
Since we have assumed that p(H0) = p(H1) = 1/2, one obtains{
H0 : TNP (z′; θc) > 0,
H1 : TNP (z′; θc) < 0.
(4.29)
Let L(z′; θc) = ℜ
{
ζHz′
}
, one can easily obtain{
H0 : L(z′; θc) ∼ N (0, ̺2)
H1 : L(z′; θc) ∼ N (‖ζ‖2 , ̺2)
(4.30)
where
̺2 =
σ2 ‖ζ‖2
2δ2
.
Thus the conditional probability of error in given by [Kay98]:
Pe(δ; θc) =
1
2
((
1−Q
(
−‖ζ‖2
2
√
̺2
))
+Q
(
‖ζ‖2
2
√
̺2
))
, (4.31)
in which Q(.) denotes the right-tail function of the probability function for a Gaussian random
variable with zero mean and unit variance. Since Q
(
−‖ζ‖2
2
√
̺2
)
= 1−Q
(
‖ζ‖2
2
√
̺2
)
, thus, one obtains
Pe(δ; θc) = Q
(
‖ζ‖2√
4̺2
)
. (4.32)
4.5. ANALYSIS AND SIMULATIONS RESULTS 79
0 10 20 30 40 50
10−4
10−3
10−2
10−1
100
SNR [dB]
δ
ϖ=0.7
 
 
Stein
TRL
NP
 AIC
Fourier limit
Figure 4.1: SRL vs. SNR. The considered SRLs are based on the Information Theory, on the
Bayesian Neyman-Pearson (BNP), on the TRL, and on the numerical AIC, for ̟ = 0.7.
Since the marginal Pe(δ) is given by:
Pe(δ) =
∫
Θ
Pe(δ; θc)p(θc)dθc = E {Pe(δ; θc)} . (4.33)
Consequently, the SRL based on the BNP criteria is given by
δNP ∼=
√
2σQ−1(1−̟)
E {‖m‖ ‖a˙(θc)‖ cos(Υ)} (4.34)
where Q−1(.) is the inverse of the right-tail function of the probability function for a Gaussian
random variable with zero mean and unit variance.
4.5 Analysis and simulations results
In this section, we consider the performance analysis of the above SRL approaches.
4.5.1 Frequency estimation application
We consider now the context of frequency estimation in the single snapshot T = 1 case. The
vector a(θ) has the exponential form:
a(θ) =
[
1, ejθ, . . . , ej(N−1)θ
]T
. (4.35)
We have then the more compact expressions since ‖a˙‖2 =
N−1∑
k=1
k2 = N(2N − 1)(N − 1)/6 and
cos2Υ = 5N−43(2N−1) . Furthermore, one observes that the denominator of the SRL is no longer
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Figure 4.2: SRL vs. SNR. The considered SRLs are based on the Information Theory, on the
Bayesian Neyman-Pearson (BNP), on the TRL, and on the numerical AIC, for ̟ = 0.8.
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Figure 4.3: SRL vs. SNR. The considered SRLs are based on the Information Theory, on the
Bayesian Neyman-Pearson (BNP), on the TRL, and on the numerical AIC, for ̟ = 0.99.
depended on the parameter. Therefore, the SRL can be expressed as:
δStein =
σ
√−(ln(2) + ln(1−̟))
‖m‖√N(N − 1)(5N − 4)/18 , (4.36)
δNP =
2σQ−1(1−̟)
‖m‖√N(N − 1)(5N − 4)/18 , (4.37)
δTRL =
2σ
√
π(̟ − 0.5)
‖m‖√N(N − 1)(5N − 4)/18 . (4.38)
The observation vector length equals to N = 64. The signal to noise ratio SNR is defined by
SNR =
(
2∑
k=1
‖sk‖2
)
/
(
2Tσ2
)
. (4.39)
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Figure 4.4: The SRL of different linear geometry array for ̟ = 0.99.
We compare here the SRL of the three methods w.r.t. the SNR. It is interesting to con-
sider also a numerical approach for the SRL, the so-called Akaike Information Criterion (AIC)
approach [SSS95]. The empirical SRL of the AIC is obtained over 200 Monte Carlo trials. We
assume that the central parameter has a uniform prior distribution. Therefore the normalized
central parameter is chosen randomly in the interval [0; 1]. Fig. 4.1 to Fig. 4.3, show the behav-
ior of the SRL versus the SNR for different values of the success rate: ̟ = 0.7, 0.8 and 0.99,
respectively. It should be noted that AIC is independent of the success rate ̟. The Fourier
limit, given by δF = 2π/(TN) represents the limit separation, given by the classical periodogram
approach [Kay88]. One observes that for ̟ = 0.7 (see Fig. 4.1), the SRL based on the BNP,
on the information theory and the TRL are very close and lower than the empirical SRL of the
AIC. For ̟ = 0.8 (Fig. 4.2), all of the four approaches have very close SRL. And for ̟ = 0.99
(Fig. 4.3), the SRL of the AIC is the lowest, while the SRL of the TRL and of the information
theory are always close and while the SRL of the BNP is the highest.
4.5.2 Analysis of the array geometry in the context of DOA estimation
We now consider the impact of the array geometry to the SRL in the context of DOA estimation
using the linear array. We here use only the SRL based on the Stein lemma. For mathematical
convenience, we consider the angle electric estimation θ = sinϕ, where ϕ denotes the elevation
angle. The central parameter is assumed uniformly distributed in [−1, 1]. The steering vector
has the exponential form [a(θ)]k = e
j 2pi
λ
dkθ, where dk denotes the position of the kth sensor in
the array. The SRL based on the Stein lemma can be simplified by
δStein =
σ
√−(ln(2) + ln(1−̟))
‖m‖
√√√√√ N∑
k=1
d2k −
(
N∑
k=1
dk
)2
N
. (4.40)
We consider four kinds of array with the same aperture 10λ2 , which are called the geometry
1 to the geometry 4 respectively: (1) the uniform linear array with 10 sensors and with the
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inter-sensor spacing λ/2, (2) the lacunar array with 7 sensors, there is no sensor at the positions
k = 7, 8, 9, (3) the lacunar array with 7 sensors, there is no sensor at the positions k = 2, 3, 4,
(4) the lacunar array with 7 sensors, there is no sensor at the positions k = 5, 6, 7.
Figure 4.4 shows the SRL based on the Stein lemma of the four types of geometry array where
T = 100 and ̟ = 0.99. The lower SRL is the better parameter estimation the array provides.
One observes that the uniform linear array has the lowest SRL. While three lacunar array have
different SRL even they have the same number of sensors and the same aperture. The SRL of
the geometry 3 and the uniform linear array (geometry 1) are close, meanwhile the SRL of the
geometry 2 is the highest. One can conclude that the nearer the sensors to the extremity, the
lower the SRL.
4.6 Conclusion
In this chapter, we have investigated the SRL in the Bayesian context. Thanks to a linearized
form of the observation model and based on the MPE criteria, two approaches to derive the SRL
have been proposed. The two methods are based on the binary hypothesis test. The first one,
which is the main contribution of this chapter, exploits the Stein’s lemma which stipulates that
the Probability of false alarm can be linked to the relative entropy. In addition, we show that this
quantity can be approximated by a function of the square of the SRL. This result allows us to
give a closed-form (analytic) expression of the SRL. Unlike to the first approach, which is based
on information theory tools, the second one is based on the detection theory and derives the SRL
thanks to the Neyman-Pearson decision criterion. Finally, we compare these two methods with
the Theoretical Resolution Limit (TRL) of Amar and Weiss derived recently in the Bayesian
context and to a numerical implementation of the Akaike information criterion (AIC). We have
shown that the SRL of all Bayesian approaches obtained from either theoretical or numerical
methods are very close.
Chapter 5
Conclusion and perspective
The primary goal of this thesis concerns the array geometry optimization in the context of
far field source localization. We studied two approaches to evaluate the impact of the array
geometry on the estimation: the performance estimation approach and the resolution limit ability
approach. In the first approach, two kinds of lower bounds: the CRB and the WWB, were
investigated. In the second approach, we considered the binary hypotheses test to characterize
the statistical resolution limit. Moreover, we have considered several scenarios concerning the
parameters and the observations. Particularly, the Bayesian model assumes that the parameters
of interest are random with known prior distribution, while the deterministic model assumes
that these parameters are deterministic with unknown quantity. Concerning the observations
assumptions, the conditional observation model assumes that the observations are deterministic
with a known or an unknown sequence, while the unconditional observation model assumes that
the observations are random processes.
The contributions of this thesis were presented in three chapters.
In chapter 2, we considered the array geometry optimization based on the performance es-
timation criteria, under the deterministic parameters assumptions. We have introduced the
closed-forms expressions of the Cramér-Rao lower bound under both conditional and uncondi-
tional observation models. These closed-form expressions were then used as a tool to study the
impact of the array geometry on the performance estimation. Particularly, we have investigated
in this chapter the 3D array geometry, which was less studied in the literature since, compared to
the conventional planar array, the drawback of the 3D array geometry is the complexity to obtain
closed-form expressions. Several kinds of 3D array geometries made from ULA branches were
studied. The derivation of the conditions about isotropy and uncoupling arrays was conducted.
We showed that these conditions under conditional and unconditional observations models are
not the same.
In chapter 3, the array geometry optimization under a Bayesian scenario and based on per-
formance estimation was considered. The Weiss-Weinstein lower bound, known as the tightest
bound in the Weiss-Weinstein family, was investigated under both the conditional and uncon-
ditional observations models. In the literature, due to the high computational cost, the WWB
was derived only by way of simulation and by setting the parameter s equal to 1/2. Therefore,
the optimal WWB might not be achieved. We have derived in this thesis a closed-form expres-
sion of the WWB for a general Gaussian model with a parameterized mean or a parameterized
covariance matrix. Although the main aim of this thesis was to derive the WWB as a statistical
tool for investigating the array processing, these closed-form expressions of the WWB could be
also applied for other problems.
In chapter 4, we considered the statistical resolution limit problem. Several approaches
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existed in the literature but almost all of these approaches were involved in the deterministic
parameters context. We have introduced the Bayesian model for the SRL problem in which
the average of the parameters was assumed to be random with prior distribution. We derived
then some Bayesian methods based on the information theory, more particularly, based on the
Stein lemma, and based on the Neyman-Pearson criterion in detection theory. The results were
then compared to another Bayesian method existing in literature: the TRL. The analytical and
simulation analysis showed that the performance of these Bayesian approaches are close.
Based on the above contributions, the perspective of this thesis are:
• The closed-form expression of the CRB for the 3D array can be used to study the 3D
lacunar array. Compared to the classical array, the advantage of the lacunar array is that
it can achieve the same performance estimation with a smaller number of sensors.
• The impact of the array geometry on the ambiguity problem can be studied by using the
differential geometry approach.
• Beside the binary hypothesis test approach of the SRL, one usually considers the SRL by
the performance estimation approach based on the CRB. However, the CRB is only valid in
the asymptotic area. Therefore, the closed form-expressions of the WWB would be useful
to investigate the SRL problem in the non-asymptotic area.
• The tightest value of the WWB is obtained by optimization over the set of the parameter
s. In chapter 3, we have shown that the value s = 1/2, which is usually used in literature
to simplify the computation, can lead to the optimal value of WWB. Therefore, finding
the condition for which s = 1/2 is the optimal value will be a perspective of this thesis.
• This thesis considered only the Gaussian process. It is interesting to extend these contri-
butions into non-Gaussian scenario such as the compound Gaussian distribution.
Appendix A
Résumé
A.1 Introduction
A.1.1 Généralité
Le traitement d’antenne est un sujet d’intérêt en traitement du signal avec de nombreuses appli-
cations. Dans les nouveaux systèmes de télécommunication, on utilise des réseaux de capteurs,
ou antennes intelligentes, pour repérer la position des dispositifs portables. En radio astronomie,
les signaux extraterrestres sont capturés grâce à des systèmes de télescopes coopératifs. Concer-
nant la surveillance de l’environnement (climat, pollution, ...), les réseaux de capteurs permettent
désormais de fournir une meilleure surveillance et une meilleure connaissance de l’environnement.
Par exemple, le système d’alerte sismique est constitué d’un réseau des capteurs sismiques répar-
tis dans une région et d’un système de communication haut débit afin de recueillir les données et
de détecter éventuellement la puissance et la propagation d’un tremblement de terre. En radar,
le radar classique se compose d’un émetteur et d’un récepteur pour transmettre des impulsions
électromagnétiques et pour recevoir la reflection pour mesurer la distance, la position, la vitesse
d’une cible, tel qu’un avion. Contrairement au système de radar classique, les radars passifs
n’ont pas d’émetteur dédié, donc, ils exploitent une grande variété de signaux urbains, tels que:
les signaux de télévision, les signaux FM, les signaux GSM, etc. En sonar, les signaux acous-
tiques mesurés par un réseau d’hydrophones remorqués par un navire sont utilisés pour détecter
et localiser l’apparition d’un sous-marin.
L’estimation des paramètres d’intérêt est un problème important en traitement d’antenne.
L’objectif de l’estimation des paramètres est de retirer des informations spatio-temporelles con-
cernant des signaux à partir d’un signal mesuré sur un réseau de capteurs éparpillés dans l’espace.
Vu que les observations mesurées sont normalement perturbées par le bruit, il est nécessaire
d’établir un modèle des observations afin d’appliquer des algorithmes d’estimation. Concernant
la localisation de sources, il y a plusieurs algorithmes d’estimation dans la littérature et ils peu-
vent être classifiés en deux catégories [KV96] : les méthodes basées sur l’analyse spectrale et les
méthodes paramétriques. Les méthodes spectrales telles que MUSIC, Capon, la formation des
voies, etc, estiment les paramètres en établissant des fonctions spectrales des paramètres d’intérêt
dont les maxima donnent l’estimation des paramètres. Les méthodes paramétriques telles que
l’estimateur du maximum vraisemblance, maximum a posteriori, etc. sont normalement plus
précises que les méthodes spectrales parce qu’elles exploitent mieux le modèle des données, et en
plus, elles ont de bonnes performances dans le cas de signaux cohérents. Pourtant, comparées
aux méthodes spectrales, les méthodes paramétriques requièrent une charge de calcul importante.
Pour cette raison, les méthodes spectrales sont plus utilisées dans la pratique.
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Les performances des estimateurs sont qualifiées à travers leurs erreurs quadratiques moyennes
(EQM) empiriques. Cette quantité représente la "distance" entre le vrai paramètre et sa valeur
estimée et elle est obtenue par des tirages de Monte Carlo. L’inconvénient du tirage de Monte
Carlo est sa charge de calcul. En effet, concernant des problèmes où il y a plusieurs paramètres
inconnus, il nécessite des recherches multidimensionelles. De plus, le tirage Monte Carlo ne peut
pas nous donner des formules analytiques afin d’optimiser le système. Toutefois, il existe dans la
littérature une autre manière d’évaluer les performances d’estimation indépendamment du type
d’estimateur considéré. C’est ce que l’on appelle les bornes inférieures de l’erreur quadratique
moyenne, par exemple la borne de Cramér-Rao (BCR). La BCR est largement étudiée dans
la littérature en raison de sa simplicité. En effet, l’EQM des estimateurs non biaisés θˆ(y) est
supérieure ou égale à la BCR, c’est-à-dire que EQM(θˆ(y)) ≥ BCR. La BCR est obtenue par
l’inversion de la matrice d’information de Fisher qui représente la façon de mesurer les infor-
mations du paramètre contenues dans les observations par sa fonction de vraisemblance. Un
estimateur qui atteint la BCR est dit efficace.
Selon les hypothèses concernant des paramètres, les bornes inférieures sont classifiées en
deux catégories : les bornes déterministes qui supposent que les paramètres sont détermin-
istes et inconnus, et les bornes Bayésiennes qui supposent que les paramètres sont aléatoires
avec une distribution a priori connue par l’observateur. Les bornes déterministes considèrent
le comportement de l’EQM locale, c’est à dire EQMlocale(θ) =
∫
Ω
(θˆ(y) − θ)2p(y; θ)dy où Ω
représente l’espace des observations, et où p(y; θ) représente la vraisemblance des observations.
Alors que les bornes Bayésiennes considèrent le comportement de l’EQM globale, c’est à dire
EQMglobale =
∫
Θ
∫
Ω
(θˆ(y) − θ)2p(y, θ)dydθ, où Θ représente l’espace des paramètres, et où p(y, θ)
représente la distribution jointe des observations et du paramètre. Les bornes Bayésiennes peu-
vent être subdivisées encore en deux familles. La famille des bornes de Weiss-Weinstein qui est
dérivée à partir d’une inégalité de covariance, et la famille des bornes de Ziv-Zakai qui est dérivée
à partir d’un test d’hypothèses binaire [RFL+08,VB07].
Dans [Van68], il a été montré que concernant les problèmes non-linéaires tels que l’estimation
de la direction d’arrivée (DDA), l’EQM obtenue par des méthodes paramétriques a trois zones
d’opération en fonction du rapport signal sur bruit (RSB), et/ou du nombre des observations.
Dans le scénario où le RSB ou/et le nombre des observation est élevé, l’EQM est petite et les
performances des estimateurs sont normalement proches de la BCR. Cette zone est appelée la
zone asymptotique. Lorsque le RSB et/ou le nombre des observations diminue au-delà d’une
certaine valeur, l’EQM augmente rapidement, menant à l’effet du décrochement. Enfin, lorsque
le RSB et/ou le nombre des observations est très faible, le signal observé se réduit à la composante
du bruit. Pour cette raison, l’estimation se base seulement sur le support des paramètres. Par
conséquent, l’EQM a un comportement plat dans cette zone appelée la zone de non-information.
Toutes les bornes susmentionnées sont précises dans la zone asymptotique. Mais dans la zone
non-asymptotique, la précision des bornes n’est pas la même. Certaines bornes peuvent capturer
l’effet du décrochement, tandis que les autres ne peuvent pas. Par exemple, la borne BCR ne
donne qu’une prédiction précise dans la zone asymptotique, mais dans la zone non-asymptotique,
la BCR est trop optimiste car la BCR n’est qu’une borne locale. Un des objectifs principaux de
l’étude des bornes inférieures est d’améliorer la précision des bornes par rapport au comportement
de l’EQM.
Par rapport aux bornes déterministes, les bornes Bayésiennes prennent en compte le sup-
port des paramètres via la distribution a priori. Donc, les bornes déterministes dépassent le
comportement de l’EQM dans la zone non-asymptotique, tandis que les bornes Bayésiennes sont
plus ou moins précises dans toutes les zones. En outre, les bornes Bayésiennes ne nécessitent pas
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que les estimateurs soient non-biaisés. En effet, concernant le cas des paramètres déterministes,
l’EQM locale peut être exprimée en EQMlocale(θ) = Cov(θ) + Biais2(θ). Pour les estimateurs
non-biaisés, c’est à dire
∫
Ω
(θˆ(y) − θ)p(y; θ)dy = 0, on obtient EQMlocale(θ) = Cov(θ), et on
peut dériver directement les bornes déterministes à partir de l’inégalité de la covariance. Cepen-
dant, les estimateurs peuvent-être biaisés dans certaines circonstances telles que dans la zone
non-asymptotique. Le calcul des bornes déterministes des estimateurs biaisés est un problème
difficile en raison de la dépendance de l’EQM au biais, ce qui dépend du type d’estimateur
considéré.
À partir des analyses précédentes, il apparaît que les bornes inférieures de l’EQM constituent
un outil potentiel pour étudier plusieurs problèmes en traitement d’antenne en évitant des tirages
de Monte Carlo. Pour cette raison, l’une des motivations de cette thèse concerne la mise en oeuvre
des applications des bornes inférieures au contexte de la localisation de sources.
Dans cette thèse, on s’intéresse non seulement à l’approche basée sur les performances
d’estimation, mais également à l’approche basée sur le seuil de résolution. Dans la littérature,
le seuil de résolution caractérise la séparation minimale entre deux sources proches qui permet
une bonne estimation des paramètres. Le seuil de résolution dépend de l’algorithme étudié.
En effet, pour un RSB grand, la méthode du périodogramme classique ne peut résoudre deux
composantes à condition que leur séparation, notée δ, soit plus grande que la limite de Fourier
(Rayleigh), notée δF : δ ≥ δF = 2π/N , où N représente le nombre d’observations. Par rapport à
la méthode du périodogramme, les méthodes dites à haute résolution telles que ESPRIT, MUSIC
permettent d’obtenir δ < δF . Donc, l’étude générale du seuil de résolution qui n’est basée sur
aucune méthode spécifique pourrait mener à un outil de conception de géométrie des réseaux de
capteurs afin d’améliorer la capacité de résolution du système.
A.1.2 Motivations et résultats de la thèse
A.1.2.1 Motivations
La motivation de cette thèse est basée sur les résultats présentés dans [GM06]. Dans ce papier,
les auteurs ont étudié l’impact de la géométrie des réseaux de capteurs planaires sur la précision
des estimateurs (pour le modèle stochastique) dans le contexte de l’estimation de la direction
d’arrivée d’une source (DDA). Ils ont développé des expressions analytiques de la BCR, puis,
utilisé ces expressions comme un outil pour la conception de la géométrie des réseaux de capteurs.
En particulier, le réseau de capteurs en V a été étudié. L’avantage de ce type de réseau est donné
par l’angle d’ouverture entre ses deux branches, qui nous donne un degré de liberté. En faisant
varier la valeur de l’angle d’ouverture, les auteurs peuvent étudier exhaustivement l’impact de la
géométrie des réseaux de capteurs sur les performances d’estimation, ce qui conduit également
aux conditions pour obtenir des propriétés désirées en traitement d’antenne telles que l’isotropie
et le découplage. De manière étonnante, ils ont montré que le réseau asymétrique en V peut
également être isotrope à condition que l’angle d’ouverture soit égal à 53.13◦. À partir des
analyses précédentes, on trouve que la configuration de la géométrie des réseaux de capteurs a
un impact important sur les performances d’estimation.
L’objectif de cette thèse concerne le positionnement optimal des capteurs dans un réseau. En
particulier :
• La plupart des études concernant la géométrie des réseaux de capteurs ont utilisé le modèle
de signaux stochastiques. Cependant, il existe un autre modèle dans la littérature appelé
le modèle déterministe. Ce modèle n’a pas beaucoup été utilisé dans la littérature peut-
être parce que si la séquence des signaux est supposée inconnue au récepteur, ces signaux
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seront considérés comme des paramètres d’intérêt qu’il faut estimer. Par conséquent, la
charge des calculs va augmenter en fonction de la dimension du vecteur des paramètres.
Cependant, on peut trouver des scénarios où la séquence des signaux est supposée connue
par le récepteur, tels que dans les systèmes de télécommunication. Donc, on peut considérer
les deux modèles pour le même coût de calcul et en déduire des comparaisons entre ces
deux modèles.
• Bien que plusieurs applications nécessitent une forme 3D des réseaux de capteurs, les
réseaux de capteurs 3D ont été moins étudiés dans la littérature. Les analyses précé-
dentes ont démontré l’impact de la géométrie des réseaux de capteurs sur les performances
d’estimation. En effet, concernant le problème de l’estimation de la DDA, les réseaux de
capteurs 1D ne peuvent estimer qu’un seul paramètre : l’angle d’élévation, tandis que les
réseaux de capteurs 2D et 3D peuvent estimer l’angle d’élévation et l’angle d’azimut. Pour
cette raison, nous avons étudié les avantages de la géométrie 3D par rapport à la géométrie
planaire classique à l’aide de l’étude de la BCR.
• La BCR est largement utilisée dans la littérature en raison de sa simplicité. Cependant,
la BCR n’est précise que dans la zone asymptotique. Pour cette raison, nous avons mis
en oeuvre une autre borne plus pertinente afin d’optimiser la géométrie des réseaux de
capteurs. Dans [Ren07], l’expression analytique de la borne de Weiss-Weinstein (BWW)
qui est une des bornes les plus précises dans la famille de Weiss-Weinstein, est dérivée pour
le cas de l’analyse spectrale. Ce résultat nous a motivé pour étudier la BWW [WW88]
pour le problème du positionnement optimal des capteurs, dans le contexte Bayésien (ce
qui suppose que les paramètres sont aléatoires avec une distribution a priori).
• Une des motivation de cette thèse est basée sur les résultats de [AW08], où les auteurs
ont introduit une nouvelle approche pour le SSR dans le contexte Bayésien appelé: La
résolution limite théorique (RLT). Cette approche est obtenue par un développement en
série Taylor au premier ordre de la probabilité d’erreur marginale. Cette approche est
générale et indépendante des algorithmes d’estimation. Il faut noter qu’il y a beaucoup
d’approches du SSR dans la littérature. Cependant, la plupart des approches se situent dans
le contexte des paramètres déterministes qui suppose que les paramètres sont déterministe.
Bien que le contexte Bayésien concerne des applications importantes dans la littérature, il
est beaucoup moins étudié. Pour cette raison, notre objectif est d’introduire des approches
Bayésiennes pour la SSR.
A.1.2.2 Résultats et plan de la thèse
Les contributions de cette thèse sont :
• Dans le chapitre 2, nous avons étudié l’impact de la géométrie d’un réseau de capteurs
3D sur les performances d’estimation à l’aide de l’étude de la BCR. Nous avons utilisé
un type de géométrie particulier constitué par un réseau planaire quelconque et un réseau
linéaire orthogonal à ce réseau planaire. Ce type de réseau nous a permis de caractériser
les contributions de la troisième dimension aux performances d’estimation. Les expressions
analytiques de la BCR pour la géométrie 3D ont été calculées pour les modèles de signaux
déterministe et stochastique. Nous avons déduit les conditions pour l’isotropie et le dé-
couplage. Puis, plusieurs types de géométries constitués par des réseaux linéaires ont été
étudiés. Nous avons montré que la condition pour obtenir les propriétés d’isotropie et de
découplage pour les modèles déterministe et stochastique ne sont pas les même.
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• Dans le chapitre 3, nous avons considéré les applications de la BWW en traitement d’antenne.
Nous avons calculé les expression analytiques de la BWW pour le modèle Gaussien général
à moyenne paramétrée ou à matrice de covariance paramétrée. Ces expressions peuvent
être utiles pour une large classe de problèmes. En outre, par rapport aux autres travaux
concernant la BWW dans la littérature, la valeur du paramètre s n’a pas été fixée à 1/2, ce
qui permet d’analyser l’impact du paramètre s sur la valeur optimale de la BWW. Ensuite,
nous avons présenté les expressions compact de la BWW pour le contexte d’estimation de
la DDA pour les modèles stochastique et déterministe en utilisant les réseaux de capteurs
linéaires non-uniformes et les réseaux de capteurs planaires quelconques. Grâce aux simu-
lations numériques, nous avons montré que la BWW est un outil efficace pour capturer le
comportement de l’EQM obtenue par l’estimateur du Maximum A Posteriori. Finalement,
l’application de la BWW pour le positionnement optimal des capteurs dans un réseau a
été également étudié.
• Dans le chapitre 4, nous avons étudié l’approche du SSR basé sur un test d’hypothèses
binaire. Nous avons introduit le contexte Bayésien pour le problème du SSR. Ensuite,
nous avons proposé le modèle des observations linéarisé basé sur le critère de la probabilité
d’erreur minimale. À partir de ce modèle, les deux méthodes Bayésiennes basées sur la
théorie de l’information et de la détection sont présentées. Plus particulièrement, nous
avons utilisé le lemme de Stein en théorie de l’information qui relie l’entropie relative
avec la probabilité de fausse alarme, et le critère de décision de Neyman-Pearson. Par
des comparaisons avec une autre méthode Bayésienne appelée RLT et avec la méthode
numérique appelée critère de l’information Akaike (CIA), nous avons montré que le SSR
obtenu par les méthodes théoriques et les méthodes numériques sont très proches.
Les contributions présentées dans cette thèse ont été publiées dans :
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A.2 Optimisation de la géométrie des réseaux de capteurs basée
sur la borne de Cramér-Rao
Dans le contexte de la localisation passive de sources utilisant un réseau de capteurs, les per-
formances d’estimation de la direction d’arrivée (DDA) ne sont pas seulement liées au type
d’estimateur considéré, mais aussi à la géométrie du réseau de capteurs, c’est à dire à la position
des capteurs dans l’espace. Pour un réseau de capteurs, les "performances" peuvent être con-
sidérées de différents points de vue: les propriétés du faisceau de rayonnement, l’ambiguïté du
réseau, l’isotropie, l’estimation en terme d’EQM, etc. Une pléthore de publications concernant
l’étude de l’ambiguïté des réseaux (e.g., [Man04, GC81, TGT96, LJ92, GW91]), du faisceau de
rayonnement (e.g., [Van02b,SM05]) et des propriétés isotropique des réseaux (e.g., [BM03]), sont
disponibles dans la littérature.
Dans ce chapitre, nous nous sommes intéressés à la géométrie optimale des réseaux de cap-
teurs qui mène aux meilleures performances en terme d’EQM. Plus particulièrement, nous nous
sommes concentrés sur les géométries 3D des réseaux de capteurs qui ont été moins étudiées
dans la littérature. En effet, malgré la richesse des résultats concernant les antennes planaires,
les antennes 3D ont été peu étudiées. Par contre il existe des applications où les capteurs sont
éparpillés dans l’espace ce qui fait que l’antenne est de forme arbitraire (réseau de télescopes sur
la surface de la terre, réseaux d’électrodes sur le crâne d’un patient, réseaux de capteurs dans
une pièce ou dans un espace réduit pour des fonctions de robotique, réseau de bouées à la surface
de la mer, etc). En outre, par rapport à l’antenne 2D, les antennes 3D ont certains avantages
intuitifs, tels que lever l’ambiguïté de l’antenne 2D dans certains cas.
Les analyses fournies dans la littérature traitent de deux types de géométries: les géométries
basées sur les réseaux circulaires [Van02b] ou bien les réseaux sphériques [SSL68], et les géométries
basées sur les réseaux linéaires tels que les réseaux linéaires uniformes, les réseaux en V, les
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réseaux en croix ou en rectangle. Plus particulièrement, nous nous sommes intéressés ici au
deuxième type de géométrie.
La BCR [SN89] est l’outil le plus populaire pour étudier les performances d’estimation en
terme d’EQM. Ceci est du au fait que la BCR peut être atteinte généralement par la vari-
ance de l’estimateur pour un grand nombre d’observations [SN90b] ou pour un RSB élevé
[RFCL06, RFBL07]. La BCR a largement été utilisée dans la littérature pour décrire les pro-
priétés fondamentales des réseaux. Par une forme simple des expressions de la BCR, [HS91] a
montré l’impact de la position des capteurs sur la précision de l’estimation de la DDA dans le cas
des réseaux de capteurs 2D. Concernant l’estimation de la DDA, dans [Nie94], [BM03], [MS91],
des conditions sur la position des capteurs pour assurer la propriété d’isotropie pour laquelle, les
réseaux de capteurs ont la même précision d’estimation sur l’ensemble des DDA, ont été calculées
par l’étude des éléments de la BCR. Dans [YS05], [LS09], la BCR pour l’estimation de la position
des sources basée sur la méthode TDOA est utilisée afin de montrer que la meilleure géométrie
qui minimise la trace de la BCR contient des réseaux angulaires uniformes. L’application de
la BCR Bayésienne pour le cas où les sources sont dans le même plan que le réseau et pour le
contexte Bayésien où les paramètres (DDA) sont supposés aléatoires est disponible dans [OM05].
Dans [GM06], une étude approfondie de la BCR pour les réseaux de capteurs 2D a été proposée
et a mené à des résultats intéressants concernant un type de réseau particulier appelé le réseau
en V, en terme d’EQM et d’isotropie. Basé sur les résultats présentés dans [GM06], un nouveau
type de géométrie des réseaux appelé antenne optimale sans ambiguïté basée sur antenne en V a
été présenté dans [GAM09]. Finalement, dans [FC09], les auteurs ont montré que la BCR pour
les modèles déterministe et stochastique, liée à la variance de l’estimation de la DDA obtenue
par l’algorithme MUSIC, peut être exprimée avec la même expression qui est une fonction de la
position des capteurs.
En traitement d’antenne, les signaux des sources sont généralement modélisés comme un
processus aléatoire ou une séquence déterministe appelés modèle stochastique et modèle déter-
ministe, respectivement [OVSN93]. Plus particulièrement, pour le modèle déterministe, la forme
d’onde des signaux peut être supposée connue ou inconnue par le récepteur. Par conséquent,
la charge de calcul varie en fonction de l’hypothèse sur la séquence des signaux utilisée. Si la
séquence des signaux est supposée inconnue par le récepteur, ces signaux seront considérés comme
des paramètres d’intérêt à estimer, ce qui augmente la dimension du vecteur des paramètres.
Cependant, il y a des applications où l’amplitude des signaux est connue par le récepteur telles
que dans les télécommunications. La connaissance du signal peut améliorer les performances
d’estimation, et réduire également la complexité du problème. Les travaux concernant le con-
texte des signaux connus sont e.g., [LC93,CM97,LHSV95,LvdV99,Cho04a].
En fonction du modèle des signaux utilisé, il y a bien sûr deux types de BCR associés : la BCR
stochastique et la BCR déterministe. Il a été montré que la BCR stochastique peut être atteinte
pour un grand nombre des observations [SN90b], cependant, elle n’est pas atteinte pour un RSB
élevé où le nombre des observations est faible [RFBL07]. D’autre part, la BCR déterministe
est atteinte pour un RSB élevé [RFCL06] mais elle n’est pas atteinte pour un grand nombre
des observations [SN90b]. De manière surprenante, tous les résultats proposés précédemment
sont menés dans le cadre du modèle stochastique, c’est-à-dire que seule la BCR stochastique est
utilisée. Dans ce chapitre, nous allons montrer que les résultat basés sur le modèle déterministe
diffèrent considérablement de ceux basés sur le modèle stochastique.
Dans ce chapitre, nous avons considéré les deux modèles déterministe et stochastique pour
l’étude de la géométrie 3D.
• Tout d’abord, nous avons détaillé les expressions de la matrice des information de Fisher
(FIM) concernant l’estimation de l’azimut et de l’élévation dans le cas d’un réseau de cap-
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teurs 3D général. Dans la littérature, l’information de Fisher représente la façon de mesurer
l’information contenue dans les observations à travers leur fonction de vraisemblance.
• Deuxièmement, nous avons calculé les expressions analytiques de la BCR pour un réseau
de capteurs quelconque constitué par un réseau planaire et une branche orthogonale. Ce
modèle est la première étape pour analyser la contribution de la troisième dimension sur
les performances d’estimation.
• Troisièmement, nous avons proposé plusieurs expressions analytiques de la BCR pour
des réseaux de capteurs constitués par des branches ULA afin d’analyser l’impact de la
géométrie d’antenne sur les performances d’estimation. Il faut noter que les types de
géométries qui ont été étudiés dans le cas 2D et appelés antenne en V, antenne en L, ne
sont que des cas particuliers dans notre approche. Dans [HSW91], les auteurs montrent
que l’antenne en L permet d’améliorer de 37% la précision par rapport à l’antenne en
croix. Dans [FT08], les auteurs ont introduit les conditions d’isotropie pour la position des
capteurs, et pour l’angle d’ouverture entre les 2 branches de l’antenne en V uniforme/non-
uniforme. Notre objectif était d’étendre ces géométries au cas 3D pour analyser l’impact
de la branche 3D supplémentaire.
• Finalement, l’impact de la troisième dimension a été illustré à partir de comparaisons entre
l’antenne 3D et l’antenne 2D, mais également entre l’antenne 3D et l’antenne circulaire
uniforme (de même nombre de capteurs). Cependant, il faut noter que pour le même
nombre de capteurs, afin de former la troisième dimension des réseaux, l’ouverture des
réseaux sera diminuée. Par conséquent, la précision de l’estimation des réseaux de capteurs
sera affectée.
Modèle
On considère le problème classique où l’on cherche à localiser une source émettant un signal s(t)
déterministe (le cas stochastique est détaillé dans le chapitre 2 du manuscript) et à bande étroite
à l’aide d’un réseau de capteurs. Les capteurs sont supposés identiques et omni-directionnels. La
source et le ie`me capteur du réseau sont représentés dans l’espace à l’aide de leurs coordonnées
sphériques, c’est-à-dire le couple (φ,ϕ) pour la source (supposée en champ lointain) et le triplet
(ρi, ̺i, ξi) pour le i
e`me capteur (voir figure 1(a)). Dans cette étude, nous considérons deux types
de géométrie d’antenne. La première concerne une antenne planaire en V où les deux branches,
séparées par un angle noté ∆, sont constituées par des antennes linéaires non obligatoirement
uniformes. La deuxième géométrie considérée consiste simplement en une extension de l’antenne
planaire où une branche (antenne linéaire non obligatoirement uniforme) orthogonale au plan est
ajoutée (voir figure 1(b)). A partir des hypothèses susmentionnées, une simple analyse du retard
inter-capteur conduit au modèle d’observation à la sortie du réseau suivant
y(t) = [y1(t) . . . yM(t)]
T = a(ϕ,φ)s(t) + b(t) (A.1)
où t = 1, . . . , T . T est le nombre d’observations, et le vecteur directionnel est donné par :
a(ϕ,φ) =

e
2jpiρ1
λ
(sinϕ sin ξ1 cos (φ−̺1)+cos ξ1 cosϕ)
...
e
2jpiρM
λ
(sinϕ sin ξM cos (φ−̺M )+cos ξM cosϕ)
 . (A.2)
Le vecteur de bruit b(t) ∈ CM est supposé gaussien, circulaire, i.i.d., de moyenne nulle et
de matrice de covariance σ2I. Le nombre de capteurs dans le plan est noté N1 et le nombre de
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capteurs pour la branche orthogonale dans le cas de l’antenne 3D est noté N2. Le nombre total
de capteurs M = N1 +N2 sera constant lors de la comparaison des deux géométries.
(a) Système de coordonnées pour la source et les
capteurs du réseau
(b) Géométrie du réseau de capteurs 3D (Dans le
cas du réseau 2D, seuls les capteurs dans le plan
xOy sont présents)
Figure A.1: Géométrie du problème
Bornes de Cramér-Rao
L’analyse des performances ultimes, en terme de variance, qu’un estimateur (non biaisé) peut
espérer atteindre est généralement conduite à l’aide des BCR. Dans le cas du modèle d’observation
(A.1), il est clair que y(t) est distribué selon une loi gaussienne multivariée de moyenne a(ϕ,φ)s(t)
et de variance σ2I. Les paramètres d’intérêt pour cette étude étant l’azimut et l’élévation, c’est-
à-dire φ et ϕ (puisque la variance du bruit est découplée par rapport aux autres paramètres,
cette dernière est omise du vecteur de paramètres). Seule la moyenne de y(t) est paramétrée.
Dans ce cas, après concaténation de tous les vecteurs d’observation (t = 1, . . . , T ), la BCR, notée
C, est donnée par [SN89]
C =
[
Cϕϕ Cϕφ
Cφϕ Cφφ
]
=
σ2
2sHs
 Re(∂aH (ϕ,φ)∂ϕ ∂a(ϕ,φ)∂ϕ ) Re(∂aH (ϕ,φ)∂ϕ ∂a(ϕ,φ)∂φ )
Re
(
∂aH (ϕ,φ)
∂φ
∂a(ϕ,φ)
∂ϕ
)
Re
(
∂aH (ϕ,φ)
∂φ
∂a(ϕ,φ)
∂φ
) −1 . (A.3)
où l’on définit s =[s(1) . . . s(T )]T et, où Cϕϕ et Cφφ représentent, respectivement, la BCR con-
cernant l’élévation et la BCR concernant l’azimut. Cϕφ et Cφϕ représentent le couplage des
paramètres ϕ et φ.
Grâce à la structure du vecteur directionnel donné par le modèle d’observation (A.1) et
après quelques efforts calculatoires qui sont détaillés dans l’annexe, en posant : ‖s‖2 = sHs,
CRSB =
8π2‖s‖2
σ2λ2
, S1 =
∑N1
i=1 ρ
2
i , et S2 =
∑N1+N2
i=N1+1
ρ2i , on obtient les expressions analytiques des
BCR dans le cas de l’antenne 3D :
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C3Dϕϕ =
2
CRSB
1− cos∆ cos 2φ
S1 sin
2∆cos2 ϕ+ 2S2 sin
2 ϕ(1− cos∆ cos 2φ) , (A.4)
C3Dφφ =
4
CRSB sin
2 ϕ
1
2S1 cos
2 ϕ(1 + cos∆ cos 2φ) + S2 sin
2 ϕ
S21 sin
2∆cos2 ϕ+ 2S1S2 sin
2 ϕ(1− cos∆ cos 2φ) , (A.5)
C3Dϕφ =
1
CRSB tanϕ
S1 cos∆ sin 2φ
S21 sin
2∆cos2 ϕ+ 2S1S2 sin
2 ϕ(1− cos∆ cos 2φ) . (A.6)
Puisque l’antenne 2D n’est qu’un cas particulier de l’antenne 3D (N2 = 0), les BCR sont
obtenues en posant S2 = 0 dans les équations ci-dessus
C2Dϕϕ =
2
CRSB
1− cos∆ cos 2φ
S1 sin
2∆cos2 ϕ
, (A.7)
C2Dφφ =
2
CRSB
1 + cos∆ cos 2φ
S1 sin
2∆sin2 ϕ
, (A.8)
C2Dϕφ =
1
CRSB
cos∆ sin 2φ
S1 sin
2∆cosϕ sinϕ
. (A.9)
De plus, dans le cas particulier où l’on travaille avec ∆ = π2 , c’est-à-dire lorsque l’antenne 2D
et l’antenne 3D représentent, respectivement, la base canonique de R2 et de R3, on obtient des
formules compactes :
C3D⊥ϕϕ =
1
CRSB
2
S1 cos2 ϕ+ 2S2 sin
2 ϕ
, (A.10)
C3D⊥φφ =
2
CRSBS1 sin
2 ϕ
, (A.11)
C3D⊥ϕφ = 0. (A.12)
et
C2D⊥ϕϕ =
2
CRSBS1 cos2 ϕ
, (A.13)
C2D⊥φφ =
2
CRSBS1 sin
2 ϕ
, (A.14)
C2D⊥ϕφ = 0. (A.15)
A partir de ces expressions, on peut remarquer que :
• lorsque la source se situe dans le plan, c’est-à-dire lorsque ϕ =π2 , C2Dϕϕ tend vers l’infini
tandis que C3Dϕϕ reste fini. L’antenne 3D permet donc de lever l’ambiguïté.
• Dans le cas où ∆ = π2 , il y a découplage entre φ et ϕ ce qui confirme l’intuition. De plus,
C3D⊥φφ et C
2D⊥
φφ ne dépendent plus de φ (propriété d’isotropie par rapport à φ). Si de plus
S1 = 2S2, c’est-à-dire lorsque les trois branches de l’antenne 3D sont constituées par des
antennes linéaires uniformes avec le même nombre de capteurs, l’estimation de ϕ ne depend
plus de la position de la source (propriété d’isotropie par rapport à ϕ et φ) pour l’antenne
3D.
Analyses et simulations
On considère dans cette partie des résultats de simulation concernant le comportement des BCR
calculées précédemment en fonction du degré de liberté ∆. Toutes les branches, que le réseau
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Figure A.2: Comparaison de performance des antennes en V avec une antenne circulaire
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Figure A.3: Fraction K(M) en fonction du nombre de capteurs M
soit 2D (deux branches) ou 3D (trois branches), sont des antennes linéaires uniformes avec un
espacement inter-capteur d’une demi longueur d’onde. Pour toutes les simulations, le rapport
signal sur bruit est de 10dB et le nombre d’observations est de T = 50.
Il est intéressant de comparer les performances de l’antenne en V avec une antenne isotrope
classique telle que l’antenne circulaire. Ces antennes ont le même nombre de capteurs. L’antenne
circulaire ayant des capteurs séparés de manière équidistante λ2 , la valeur de son rayon est donc
r = λ4 sin pi
M
. En posant α = N1M ≤ 1, il vient que la valeur de α associée à l’antenne planaire est
égale à 1 tandis que celle associée à l’antenne 3D est strictement inférieure à 1. Les figures A.2(a)
et A.2(b) montrent respectivement les BCR concernant l’azimut et l’élévation normalisées par la
borne de l’antenne circulaire pour un angle d’ouverture ∆ = 60◦ et pour une élévation ϕ = 45◦.
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Les performances d’estimation concernant l’élévation des antennes en V sont toujours meilleures
par rapport à l’antenne circulaire, alors que celles concernant l’estimation d’azimut sont liées au
nombre de capteurs que l’on place sur l’axe orthogonal, c’est-à dire au coefficient α. Pour des
valeurs de α proches de 1, l’estimation de l’élévation des antennes en V est meilleure que celle
de l’antenne circulaire.
En particulier, si l’antenne en V et son extension 3D sont isotropes (∆ = π2 ), le rapport de
la BCR sur l’azimut de ces antennes est donné par :
K(M) =
C2D,3D⊥
φφ
CCirculaire
φφ
= 3
α(α2M2−1) sin2 pi
M
.
Si α = 1 et M >> 1→ K(M) = 13 .
Si α < 1 et αM >> 1→ K(M) = 1
3α2
.
(A.16)
On peut dire que l’antenne en V a de meilleures performances en terme d’estimation d’azimut
par rapport à l’antenne circulaire si et seulement si la fraction K(M) est inférieure à 1. La figure
A.3 montre que l’antenne isotrope en V est meilleure que l’antenne circulaire à condition que la
valeur de α satisfasse : 0.76 < α < 1.
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Figure A.4: BCR normalisée en fonction de l’angle d’ouverture
Dans la suite, on compare les performances d’estimation entre le modèle 2D et 3D. Dans cette
simulation, le réseau 2D est composé de M = 7 capteurs (un à l’origine plus trois sur chacune
des deux branches). Le réseau 3D est également composé de M = 7 capteurs (un à l’origine
plus deux sur chacune des trois branches). La figure A.4(a) montre le comportement de C3Dϕϕ ,
C2Dϕϕ , C
3D
φφ et C
2D
φφ par rapport à l’angle d’ouverture ∆ variant de 0 à
π
2 . Pour cette simulation,
les valeurs de φ et ϕ sont respectivement de 20◦ et 70◦. Nous qualifierons ce scénario de source
rasante par rapport au plan de l’antenne. On observe que pour l’estimation de l’élévation, ϕ, le
réseau 3D permet toujours d’obtenir de meilleures performances par rapport au réseau 2D. Ceci
est toujours vrai pour une valeur d’élévation de ϕ ≥ 62.2◦ dans ce cas, car on montre facilement
que :
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C3Dϕϕ
C2Dϕϕ
< 1⇔ ϕ > arctan
√
max
∆,φ
{Γ}. (A.17)
avec Γ =
sin2∆((M2−1)−α(α2M2−1))
(1−cos∆ cos 2φ)4(1−α)((1−α)M+1)(2(1−α)M+1) , α =
N1
M =
5
7 ,M = 7, ϕ ∈ [0◦, 90◦],∆ ∈
(0◦, 180◦), φ ∈ [0◦, 360◦].
Au contraire, il existe une valeur de ∆ (environ 23◦ dans ce cas) en dessous de laquelle
le réseau 3D permet de meilleures performances par rapport au réseau 2D pour l’estimation
de l’azimut. Cette valeur critique peut être obtenue en résolvant numériquement l’équation
C3Dφφ = C
2D
φφ en ∆. La figure A.4(b) montre les mêmes courbes, mais pour des valeurs de φ et
ϕ respectivement égales à 50◦ et 30◦. Nous qualifierons ce scénario de source haute par rapport
au plan de l’antenne. Dans ce cas, il convient, contrairement à l’intuition, de choisir le réseau
2D au dessus d’une certaine limite d’angle d’ouverture obtenue en résolvant numériquement
max
(
C3Dφφ = C
2D
φφ , C
3D
ϕϕ = C
2D
ϕϕ
)
.
Annexe: démonstration de (A.4), (A.5) et (A.6)
Les dérivées du iie`me élément du vecteur directionnel sont données par :
∂ai(ϕ, φ)
∂ϕ
=
2jπρi
λ
(cosϕ sin ξi cos (φ− ̺i)− cos ξi sinϕ) e
(
2jpiρi
λ
sinϕ sin ξi cos (φ−̺i)+cos ξi cosϕ
)
,
(A.18)
et
∂ai(ϕ, φ)
∂φ
= −2jπρi
λ
sinϕ sin ξi sin (φ− ̺i)× e
(
2jpiρi
λ
sinϕ sin ξi cos (φ−̺i)+cos ξi cosϕ
)
. (A.19)
Supposons que N1 est un nombre impair. Comme les 2 branches du V sont symétriques, on
obtient :
N1∑
i=1
ρ2i e
−2j̺i =
N1−1
2∑
i=1
ρ2i e
−2j∆
2 +
N1−1
2∑
i=1
ρ2i e
2j∆
2 =
N1−1
2∑
i=1
ρ2i
(
e−j∆ + ej∆
)
= 2cos∆
N1−1
2∑
i=1
ρ2i = S1 cos∆.
(A.20)
En notant que les capteurs qui se situent sur le plan xOy ont pour paramètre ξi =
π
2 , alors que
les capteurs appartenant à l’axe orthogonal ont pour paramètre ξi = 0. Après quelques calculs,
en appliquant (A.18) et (A.19) dans (A.3) et en sachant (A.20), les éléments de la matrice
d’information de Fisher sont donnés par:
[C−1]11
CRSB
=
M∑
i=1
ρ2i (cosϕ sin ξi cos (φ− ̺i)− cos ξi sinϕ)2
=
N1∑
i=1
ρ2i cos
2 ϕ cos2 (φ− ̺i) +
N1+N2∑
i=N1+1
ρ2i sin
2 ϕ
=
cos2 ϕ
4
(
e2jφ
N1∑
i=1
ρ2i e
−2j̺i + e−2jφ
N1∑
i=1
ρ2i e
2j̺i + 2
N1∑
i=1
ρ2i
)
+ sin2 ϕ
N1+N2∑
i=N1+1
ρ2i
=
1
4
cos2 ϕ
(
S1 cos∆(e
2jφ + e−2jφ) + 2S1
)
+ sin2 ϕS2
=
1
2
S1 cos
2 ϕ (cos∆ cos 2φ+ 1) + S2 sin
2 ϕ. (A.21)
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[C−1]22
CRSB
=
M∑
i=1
ρ2i (sinϕ sin ξi sin (φ− ̺i))2
= sin2 ϕ
N1∑
i=1
ρ2i sin
2 (φ− ̺i)
= −1
4
sin2 ϕ
(
e2jφ
N1∑
i=1
ρ2i e
−2j̺i + e−2jφ
N1∑
i=1
ρ2i e
2j̺i − 2
N1∑
i=1
ρ2i
)
= −1
4
sin2 ϕ
(
S1 cos∆(e
2jφ + e−2jφ)− 2S1
)
= −1
2
S1 sin
2 ϕ (cos∆ cos 2φ− 1) . (A.22)
[C−1]12
CRSB
= −
M∑
i=1
(
ρ2i sinϕ sin ξi sin (φ− ̺i) (cosϕ sin ξi cos (φ− ̺i)− cos ξi sinϕ)
)
= − sinϕ cosϕ
N1∑
i=1
ρ2i sin (φ− ̺i) cos (φ− ̺i)
= − 1
8j
sin 2ϕ
(
e2jφ
N1∑
i=1
ρ2i e
−2j̺i − e−2jφ
N1∑
i=1
ρ2i e
2j̺i
)
= − 1
8j
S1 sin 2ϕ cos∆(e
2jφ − e−2jφ)
= −1
4
S1 sin 2ϕ cos∆ sin 2φ. (A.23)
Le déterminant de la matrice d’information de Fisher est donné par :
det [C−1]
C2RSB
=
[C−1]11[C−1]22 − [C−1]12[C−1]21
C2RSB
=
(
1
2
S1 cos
2 ϕ (cos∆ cos 2φ+ 1) + S2 sin
2 ϕ
)(
−1
2
S1 sin
2 ϕ (cos∆ cos 2φ− 1)
)
−
(
1
2
S1 sinϕ cosϕ cos∆ sin 2φ
)2
= −1
4
S21 sin
2 ϕ cos2 ϕ cos2∆cos2 2φ+
1
4
S21 sin
2 ϕ cos2 ϕ
−1
2
S1S2 sin
4 ϕ(cos∆ cos 2φ− 1)− 1
4
S21 sin
2 ϕ cos2 ϕ cos2∆sin2 2φ
=
sin2 ϕ
4
(
S21 cos
2 ϕ sin2∆+ 2S1S2 sin
2 ϕ(1− cos∆ cos 2φ)) . (A.24)
A.3 Optimisation de la géométrie des réseaux de capteurs basée
sur la borne de Weiss-Weinstein
Dans la partie précédente, la BCR était utilisée pour étudier l’impact de la géométrie du réseau
sur les performances d’estimation dans le contexte où les paramètres sont supposés déterministes.
Dans cette partie, nous nous sommes intéressés au développement d’un outil pour étudier cet im-
pact dans le contexte Bayésien. La borne de Weiss-Weinstein qui est la borne la plus précise dans
la famille des bornes de Weiss-Weinstein a été considérée. Comme mentionné dans l’introduction,
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la BWW est une borne Bayésienne, donc, elle est utile pour les trois zones d’opération des es-
timateurs. Elle peut capturer le décrochement de l’EQM obtenue par l’estimateur maximum a
posteriori. La BWW a été beaucoup moins étudiée que la BCR du fait de sa complexité.
Encore une fois, nous allons étudier les deux modèles des signaux comme dans le chapitre
précédent: le modèle stochastique et le modèle déterministe. Dans le contexte du traitement
d’antenne, tandis que les expressions analytiques de la borne de Ziv-Zakai (plus précisément son
extension proposée par Bell et. al. [BEV96a]) ont été proposées il y a environ 15 ans pour le
modèle stochastique et les résultats concernant la BWW étaient généralement réalisés par des
simulations. Concernant le modèle stochastique, dans [NH88], la BWW a été évaluée par des
simulations, et ensuite comparée avec l’EQM obtenue par l’algorithme MUSIC et l’algorithme
de formation des voies en utilisant un réseau de capteurs de 8 × 8 éléments. Dans [NV94],
les auteurs ont introduit une comparaison numérique entre la BCR Bayésienne, la borne Ziv-
Zakai, et la BWW pour le problème de l’estimation de la DDA. Dans [Ath01], des simulations
numériques de la BWW pour optimiser la position des capteurs dans un réseau linéaire non-
uniforme ont été proposées. Toujours concernant le modèle stochastique, dans [XBR04], les
auteurs ont dérivé des expressions quasi-analytiques d’une version simplifiée de la BWW pour
le problème de l’estimation de la DDA dans le contexte du traitement champ adapté. En effet,
l’intégration sur la fonction de distribution a priori n’a pas été effectuée. Le modèle déterministe
avec la séquence des signaux supposée connue, a été étudié seulement dans [Ren07], où les
expressions analytiques de la BWW étaient données pour le cas de l’analyse spectrale.
Bien que l’objectif principal de ce chapitre soit de donner des expressions analytiques de la
BWW pour le problème de l’estimation de la DDA d’une seule source en utilisant un réseau de
capteurs planaire quelconque, et pour les modèles déterministe et stochastique, nous fournissons
également des expressions quasi-analytiques de la borne qui pourraient être utiles pour d’autres
problèmes.
• Premièrement, nous avons étudié le modèle général des observations Gaussiennes avec
moyenne ou matrice de covariance paramétrée. En effet, pour ce modèle, l’un des succès
de la BCR est dû à l’expression analytique de la matrice d’information de Fisher qui est
appelée la formule de Slepian-Bang [Kay93]. Une telle formule n’avait pas été proposée
pour la BWW.
• Deuxièmement, vu que l’un des objectif de cette partie est de fournir des formules qui
pourraient être appliquées dans d’autres domaines, nous avons proposé quelques résultats
pour le contexte de sources multiple sans avoir besoin de préciser la structure de la matrice
directionnelle et de la matrice de covariance du bruit. Plus particulièrement, pour obtenir
les expressions analytiques de la BWW, il faut calculer des intégrales sur les observations
et sur les paramètres. Dans cette partie, l’intégration sur l’espace des observations a été
proposée. Pour la deuxième intégration sur l’espace des paramètres, il a été nécessaire de
détailler la structure de la matrice de covariance du bruit et de la matrice directionnelle
afin d’obtenir des expressions analytiques.
• Ensuite, ces résultats ont été appliqués dans le cas particulier d’une seule source avec deux
types de la géométrie du réseau: le réseau linéaire non-uniforme (estimer seulement l’angle
d’élévation), et le réseau planaire (estimer l’angle azimut et l’angle d’élévation). Grâce
à la structure exponentielle du vecteur directionnel, nous avons obtenu des expressions
de la BWW plus compactes. En effet, nous avons trouvé que pour le cas d’une seule
source, l’intégration sur les paramètres était obtenue directement. Il faut noter qu’une des
particularité de cette contribution par rapport aux publications précédentes concernant la
BWW est que nous n’avons pas utilisé l’hypothèse s = 1/2.
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• Finalement, quelques simulations ont été présentées. Nous avons utilisé la BWW pour
étudier la valeur optimal de l’angle d’ouverture de l’antenne en V mentionné précédemment.
Nous avons montré que pour le modèle déterministe, cette valeur est égale à 90◦.
Modèle des observations
Dans cette partie, nous nous limiterons au cas de l’estimation passive d’une DDA pour une
source, située en champ lointain et dont le signal est supposé à bande étroite à partir d’un réseau
linéaire (non-uniforme) constitué de N capteurs (les différentes généralisations présentées ci-
dessus sont détaillées dans le chapitre 3). La position des capteurs dans le réseau est caractérisée
par rapport à un réferentiel par le vecteur d = [d1 . . . dN ]. La réponse du ieme capteur à l’instant
t est un vecteur donné par : yi(t) = [a(ϕ)]is(t) + bi(t), t = 1, . . . , T,. s(t) est le signal de la
source, T est le nombre des observations, et [a(ϕ)]i = exp
(
j 2πλ di sinϕ
)
est le ieme élément du
vecteur directionnel a(ϕ) où ϕ représente l’angle d’élévation. bi(t) est un bruit additif supposé
complexe, circulaire, gaussien de moyenne nulle et de covariance σ2I. Concernant le signal source,
on considérera les deux modèles suivants :
• M1: Le modèle déterministe ou conditionnel où le signal est supposé connu [OVSN93].
• M2: Le modèle stochastique ou non-conditionnel où le signal est supposé aléatoire, com-
plexe, circulaire, gaussien de moyenne nulle et de matrice de covariance σ2sI connue. Pour
ce modèle, le signal est également supposé indépendant du bruit [OVSN93].
On considérera plus particulièrement l’estimation de l’angle électrique ω = sinϕ. Cette
étude de performance se déroulant dans le contexte Bayésien, on supposera que le paramètre ω
est aléatoire avec une loi uniforme ω ∼ U [−1, 1] a priori :
p(ω) =
[
1
2 si − 1 ≤ ω ≤ 1,
0 si non.
(A.25)
Donc, le modèle des observations à l’instant t s’écrit
y(t) = a(ω)s(t) + b(t), (A.26)
où y(t) = [y1(t) . . . yN (t)]T . A partir des hypothèses précédentes, la fonction de vraisemblance
de toutes les observations, i.e., du vecteur y = [yT (1) . . . yT (T )]T , pour le modèleM1 est donnée
par
p(y|ω) = 1
(πσ2)2NT
e
(
− 1
σ2
T∑
t=1
‖y(t)−a(ω)s(t)‖2
)
, (A.27)
et la fonction de vraisemblance pour le modèle M2 est donnée par
p(y|ω) = 1
π2NT |R(ω)|T e
(
−
T∑
t=1
y(t)HR(ω)−1y(t)
)
, (A.28)
où R(ω) = σ2sa(ω)a(ω)
H + σ2I2N représente la matrice de covariance pour le modèle M2. La
BWW sera dérivée pour le modèle M1 et M2.
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Borne de Weiss-Weinstein pour le réseau linéaire
La BWW est obtenue, en général, en cherchant le maximum d’une fonction sur un ensemble de
points test et sur un ensemble de paramètres s ∈ [0, 1]. Concernant le paramètre s, on utilise
souvent l’hypothèse s = 1/2 [VRBM10a, XBR04, Ren07]. Ω et Θ représentent respectivement
l’espace des observations et l’espace des paramètres, la BWW pour s = 1/2 s’écrit [WW88]:∫
Θ
∫
Ω
(ωˆ − ω)2p(y, ω)dydω ≥WWB = sup
h
h2η(h, 0)η(0, h)
2(η(h, h) − η(h,−h)) (A.29)
où ωˆ est un estimateur de ω, où p(y, .) représente la loi jointe entre le vecteur des observations
et le paramètre (ou un point de test), et où h représente la différence entre le paramètre d’intérêt
et un point de test appartenant à l’espace des paramètres (c’est-à-dire qu’il faut respecter ω+h ∈
Θ). On a défini
η(α, β) =
∫
Θ
∫
Ω
√
p(y, ω + α)p(y, ω + β)dydω =
∫
Θ
√
p(ω + α)p(ω + β)ζ(ω,α, β)dω (A.30)
et ζ(ω,α, β) =
∫
Ω
√
p(y|ω + α)p(y|ω + β)dy où p(.) représente la distribution a priori du
paramètre.
Modèle déterministe M1
À partir de l’équation (A.59), l’expression de ζ(α, β) est donnée par:
ζ(α, β) =
∫
Ω
1
(πσ2)2NT
× e
(
− 1
2σ2
T∑
t=1
(‖y(t)−a(ω+α)s(t)‖2+‖y(t)−a(ω+β)s(t)‖2)
)
dy. (A.31)
Par le changement de variable
x(t) = y(t) − 1
2
(a(ω + α)s(t) + a(ω + β)s(t)) ,
on obtient
− 12σ2
T∑
t=1
(
‖y(t)− a(ω + α)s(t)‖2 + ‖y(t)− a(ω + β)s(t)‖2
)
= − 1
σ2
T∑
t=1
(
‖x(t)‖2 + 14 ‖a(ω + α)− a(ω + β)‖2
) (A.32)
Puisque ∫
Ω
1
(πσ2)2NT
exp
(
T∑
t=1
− 1
σ2
‖x(t)‖2
)
dx = 1, (A.33)
on a
ζ(α, β) = exp
(
−‖s‖
2
4σ2
‖a(ω + α)− a(ω + β)‖2
)
. (A.34)
Grâce à la structure du vecteur a(ω), et sachant que les expression analytiques de ‖a(ω + α)− a(ω + β)‖2
sont données par
‖a(ω + α)‖2 = ‖a(ω + β)‖2 = N, (A.35)
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a(ω + α)Ha(ω + β) =
N∑
i=1
e(j
2pi
λ
dk(β−α)), (A.36)
et par
a(ω + β)Ha(ω + α) =
N∑
i=1
e(j
2pi
λ
dk(α−β)). (A.37)
On trouve que les fonctions ζ(α, β) ne dépendent plus du paramètre ω. Par conséquent,
η(α, β) est donné par
η(α, β) = ζ(α, β)
∫
Θ
√
p(ω + α)p(ω + β)dω. (A.38)
Sous l’hypothèse d’un distribution a priori uniforme, on obtient∫
Θ
√
p(ω + α)p(ω + β) = 1− |α|+ |β|
2
. (A.39)
À partir de (A.29), (A.35), (A.36), (A.37), (A.38) et (A.39), l’expression analytique de la
BWW est donnée par (A.40).
BWW = sup
h
h2
(
1− |h|2
)2
exp
(
−‖s‖2
σ2
(
N −
N∑
k=1
cos
(
2π
λ dkh
)))
2
(
1− |h|2
)
− 2 (1− |h|) exp
(
−‖s‖2
2σ2
(
N −
N∑
k=1
cos
(
4π
λ dkh
))) . (A.40)
Modèle stochastique M2
À partir de (A.28), l’expression analytique de ζ(α, β) est donnée par:
ζ(α, β) =
∫
Ω
1
π2NT |R(ω + α)|T/2 |R(ω + β)|T/2
e
(
−
T∑
t=1
y(t)H
(
R(ω+α)−1+R(ω+β)−1
2
)
y(t)
)
dy (A.41)
En posant Γ−1 = R(ω+α)
−1+R(ω+β)−1
2 , on obtient, |Γ| = 2
2N
|R(ω+α)−1+R(ω+β)−1| , ce qui donne
ζ(α, β) =
|Γ|T
|R(ω + α)|T/2 |R(ω + β)|T/2
×
∫
Ω
1
π2NT |Γ|T exp
(
−
T∑
t=1
y(t)HΓ−1y(t)
)
dy. (A.42)
Puisque
∫
Ω
1
π2NT |Γ|T exp
(
−
T∑
t=1
y(t)HΓ−1y(t)
)
dy = 1, on a
ζ(α, β) =
|Γ|T
|R(ω + α)|T/2 |R(ω + β)|T/2
. (A.43)
Grâce à la structure de la matrice R(ω + δ) = σ2sa(ω + δ)a(ω + δ)
H + σ2I2N , on a
|R(ω + δ)| = σ4N
(
1 +
σ2s
σ2
‖a(ω + δ)‖2
)
. (A.44)
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En outre, par l’identité de Woodbury, on obtient
R(ω + δ)−1 =
1
σ2
(
I2N − σ
2
sa(ω + δ)a(ω + δ)
H
σ2s ‖a(ω + δ)‖2 + σ2
)
, (A.45)
donc,
R(ω + α)−1 +R(ω + β)−1 =
1
σ2
(
2I2N − σ
2
sa(ω + α)a(ω + α)
H
σ2s ‖a(ω + α)‖2 + σ2
− σ
2
sa(ω + β)a(ω + β)
H
σ2s ‖a(ω + β)‖2 + σ2
)
.
(A.46)
Le déterminant de la matrice R(ω + α)−1 +R(ω + β)−1 est obtenu par une analyse des valeurs
propres. En particulier, il y a 2N−2 valeurs propres qui sont égales à 2/σ2, et les vecteurs propres
correspondant aux deux dernières valeurs propres forment une combinaison linéaire a(ω + α) +
qa(ω + β). De plus, ces deux valeurs propres ν sont des solutions de l’équation suivante :(
R(ω + α)−1 +R(ω + β)−1
)
(a(ω + α) + qa(ω + β)) = ν (a(ω + α) + qa(ω + β)) , (A.47)
ce qui se réduit à
a(ω + α)
(
1
σ2
(
2−A ‖a(ω + α)‖2 − qAC
)
− ν
)
+a(ω + β)
(
1
σ2
(
2q −Bq ‖a(ω + β)‖2 −BCH
)
− qν
)
= 0,
(A.48)
où A = σ
2
s
σ2s‖a(ω+α)‖2+σ2
, B = σ
2
s
σ2s‖a(ω+β)‖2+σ2
et C = a(ω + α)Ha(ω + β). On obtient l’équation
ν2σ4 + νσ2
(
2−A ‖a(ω + α)‖2 − 2 +B ‖a(ω + β)‖2
)
−4 + 2A ‖a(ω + α)‖2 + 2B ‖a(ω + β)‖2
−AB ‖a(ω + α)‖2 ‖a(ω + β)‖2 +ABCCH = 0. (A.49)
En résolvant (A.49) pour ν, et vu que
‖a(ω + α)‖2 = ‖a(ω + β)‖2 = ‖a(ω)‖2 ,
on obtient
∣∣R(ω + α)−1 +R(ω + β)−1∣∣ = 2N∏
i=1
νi =
22N
σ4N
 σ2‖a(ω)‖2 σ2s + σ2 + 14
σ4s
(
‖a(ω)‖4 − ‖C‖2
)
(
‖a(ω)‖2 σ2s + σ2
)2
 .
(A.50)
Finalement, en remplaçant (A.44), (A.50) dans (A.43), on a
ζ(α, β) =
(
1 +
σ2s(‖a(ω)‖4 −
∥∥a(ω + α)Ha(ω + β)∥∥2)
4σ2(‖a(ω)‖2 σ2s + σ2)
)−T
. (A.51)
Dans (A.35), (A.36), et (A.37), on trouve que ζ(α, β) ne dépend pas du paramètre ω, comme
dans le cas déterministe. Par conséquent, l’expression analytique de la BWW est donnée par
(A.52).
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Figure A.5: MAP par rapport à la BWW.
BWW = sup
h
h2
(
1− |h|2
)2
1 +
σ2s

N2−
∥∥∥∥∥
N∑
k=1
exp(j 2piλ dkh)
∥∥∥∥∥
2


4σ2(Nσ2s+σ
2)

−2T
2
(
1− |h|2
)
− 2 (1− |h|)
1 +
σ2s

N2−
∥∥∥∥∥
N∑
k=1
exp(j 4piλ dkh)
∥∥∥∥∥
2


4σ2(Nσ2s+σ
2)

−T . (A.52)
Résultats de simulations
On considère un réseau linéaire uniforme composé de N = 10 capteurs avec une distance entre
capteurs de λ/2. Le nombre des observations est égal à T = 20. Enfin, l’EQM empirique de
l’estimateur du maximum a posteriori est réalisé à partir de 1000 tirages de Monte Carlo. La
Fig. A.5 montre que la BWW donne une bonne approximation du décrochement de l’estimateur
du maximum a posteriori pour les deux modèles de signaux considérés ici.
A.4 Le seuil statistique de résolution
En traitement d’antenne, le seuil statistique de la résolution (SSR) caractérise la séparation min-
imale entre les paramètres qui permet toujours de déterminer exactement le nombre des sources.
L’application de la SSR concerne plusieurs domaines: traitement d’image, radar, astronomie,
etc.
Dans la littérature, il y a trois approches principales pour obtenir le SSR :
(i) La première approche est basée sur la précision de l’estimation. Dans ce cas, on peut
distinguer deux critères. Le premier critère introduit par Lee dans [Lee92] s’écrit de la manière
suivante : deux signaux sont résolus en fonction des paramètres d’intérêt θ1 et θ2, si l’écart-type
de θ1 et θ2 est inférieur à la différence entre θ1 et θ2. On peut trouver que le critère de Lee
ignore le couplage entre les paramètres d’intérêt [EBRM10]. Pour tenir compte de cet effet, Smith
a proposé le critère suivant [Smi05]: Deux signaux sont résolus si la séparation entre les deux
paramètres d’intérêt θ1 et θ2 est inférieure à l’écart-type de l’estimation de la séparation. Par
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conséquent, la SSR selon le critère de Smith est défini comme la séparation entre les paramètres
d’intérêt θ1 et θ2, qui est égale à l’écart-type de la séparation des paramètres. Dans [EBRM10],
l’extension de la SSR basée sur le critère de Smith était présentée pour le contexte de plusieurs
paramètres par signal.
(ii) La deuxième approche est basée sur le concept de la moyenne de la valeur du pseudo-
spectre [Cox73,SD95,AD08] et elle est pertinente seulement pour les algorithmes à haute résolu-
tion. Dans ce contexte, le critère de Cox [Cox73] spécifie que les deux sources sont résolues (en
fonction d’un algorithme d’estimation à haute résolution considéré) si les moyennes des valeurs
du pseudo-spectre aux points θ1 et θ2 sont inférieures à la moyenne de la valeur du pseudo-spectre
au point θ1+θ22 .
(iii) La troisième approche est basée sur le test d’hypothèses binaire [AW08, LN07, SM04,
SM06]. Plus particulièrement, on considère l’hypothèse H0 qui représente le cas où les deux
sources de signaux sont combinées en une seule source (c’est à dire θ1 − θ2 = 0), tandis que
l’hypothèse H1 représente le cas où les deux sources sont résolues (c’est à dire θ1 − θ2 6= 0). De
cette manière, dans [AW08] Amar et Weiss ont dérivé la SSR basée sur le critère de probabilité
d’erreur minimale (PEM) pour des signaux déterministes. Les auteurs ont utilisé le premier
ordre du développement en série Taylor de la PEM pour dériver la SSR. Alors que dans [LN07],
Liu et Nehorai ont défini la SSR en utilisant l’équivalence asymptotique du test du rapport de
vraisemblance généralisé (TRVG). Dans [SM04] Sharman et Milanfar ont dérivé la SSR dans le
contexte d’analyse spectrale en utilisant le TRVG. En outre, il faut noter que dans la littérature,
il y a un lien entre le test des hypothèses binaire et la distance de Kullback-Leiber (DKL) entre
les densités de probabilité sous les hypothèses H1 et H0. Dans ce sens, dans [SM06], Sharman et
Milanfar ont dérivé la SSR pour le contexte du traitement d’image utilisant le test d’hypothèses
binaire et la DKL.
En traitement d’antenne, il y a deux modèles concernant les paramètres d’intérêt : le modèle
Bayésien et le modèle déterministe. L’approche déterministe fournit la SSR pour des valeurs
des paramètres déterminées, c’est à dire, elle considère la SSR locale en fonction du paramètre
d’intérêt. Tandis que l’approche Bayésienne considère la SSR sur l’ensemble des paramètres.
Ce dernier modèle était moins étudié dans la littérature. Nous nous somme intéressés ici à
l’approche de la SSR dans le contexte Bayésien. Par conséquent, les paramètres des sources
sont supposés aléatoires avec des distributions a priori connues. Par contre, l’hypothèse de
multi paramètres aléatoires rend le problème plus complexe. Pourtant, puisque nous étudions
seulement le contexte où les paramètres des sources sont proches, et où, ces paramètres sont
de même nature (c’est à dire de même type de distribution), donc, sans perte de généralité,
nous supposons que la moyenne de ces paramètres est aléatoire avec le même distribution des
paramètres. Cette hypothèse était présentée partiellement dans [AW08].
Dans ce chapitre, nous considérons l’approche de la SSR dans le context Bayésien basé sur
la théorie de l’information et de la détection, plus particulièrement, basé sur le lemme de Stein
[CT91] et sur le critère de décision Neyman-Pearson.
• Premièrement, nous avons introduit le modèle des observations linéarisé basé sur le développe-
ment en série Taylor. Ce modèle utilise également le critère de la probabilité d’erreur mini-
male (PEM) qui permet de déterminer les valeurs optimales des paramètres sous hypothèse
H0 où les deux sources sont assimilées comme une seule source.
• À partir du modèle présenté, nous avons dérivé les expressions analytiques de la DKL en
théorie de l’information, et de la probabilité d’erreur retirée du critère de décision Neyman-
Pearson en théorie de détection. Nous avons ensuite déduit les expressions analytiques de
la SSR Bayésienne pour ces approches.
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• Les résultats obtenus étaient comparés avec d’autres approches Bayésiennes déjà exitantes
dans la littérature. En particulier, nous avons considéré la méthode présenté dans [AW08]
et une méthode empirique qui est le critère d’information de Akaike (CIA). Nous avons
établi les rapports de la SSR entre les méthodes, et nous avons trouvé que ces rapports ne
dépendent seulement que du taux de succès, ce qui veut dire que la performance relative
de ces méthodes est invariant pour tous les contextes.
• Finalement, les simulations ont montré que la SSR obtenue par les méthodes théoriques et
les méthodes numériques sont très proches.
Formulation du probléme
On considère le problème du seuil statistique de résolution limite basé sur un test d’hypothèses
binaire. Sous l’hypothèse H0, le récepteur détecte seulement une seule source qui est la combinai-
son de deux sources, et sous l’hypothèse H1, les deux sources sont résolues. Ce test d’hypothèses
peut s’écrire comme suit [AW08]:{ H0 : z(t) = a(θˆ(t))sˆ(t) + n(t),
H1 : z(t) = a(θ1)s1(t) + a(θ2)s2(t) + n(t), (A.53)
où t = 1 . . . T , avec T représentant le nombre des observations. z(t) représente le vecteur des
observations. a(θ) représente le vecteur directionnel de taille N × 1, et sans perte de généralité,
on suppose que ‖a(θ)‖2 = N . θi représente le paramètre d’intérêt de la iième source tel que
l’angle d’arrivée, la fréquence, etc. si(t) représente l’amplitude du signal de la iième source sous
l’hypothèse H1. sˆ(t) et θˆ(t) représentent l’amplitude du signal et le paramètre d’intérêt sous H0,
qui sont des combinaisons des amplitudes des signaux et des paramètres d’intérêt sous H1. Les
signaux sources sont supposés déterministes et connus par le récepteur. Le vecteur n représente
un bruit Gaussien de moyenne nulle et de matrice de covariance σ2I.
Principe des tests d’hypothèses à PEM
La probabilité d’erreur Pe est donnée par Pe = p(H0)Pfa + p(H1)Pnd = 1 − ̟, où Pfa, Pnd,
p(H0), p(H1) et ̟ représentent la probabilité de fausse alarme, la probabilité de non-détection, la
probabilité a priori sous H0, la probabilité a priori sous H1 et le taux de succès, respectivement.
Sans perte de généralité, on suppose que p(H0) = p(H1) = 1/2. On définit θc = θ1+θ22 . La SSR
est donnée par δ = θ2 − θ1. On suppose que θc est aléatoire avec une certaine distribution a
priori notée p(θc). Les valeurs de θˆ(t), et sˆ(t) qui vérifient le principe de probabilité d’erreur
minimale (PEM) sont données par [AW08] :
θˆ(t) = θc + γ(t)δ, (A.54)
et
sˆ(t) =
1
N
aH(θˆ(t))
(
a(θc − δ
2
)s1(t) + a(θc +
δ
2
)s2(t)
)
, (A.55)
où on a défini
γ(t) =
|s2(t)|2 − |s1(t)|2
2
(
|s2(t)|2 + |s1(t)|2 + 2ℜ{s∗1(t)s2(t)}
) . (A.56)
Ainsi, les observations suivent une loi CN (µi(t), σ2I) avec
H0 : µ0(t) = a(θˆ(t))sˆ(t),
H1 : µ1(t) =
2∑
k=1
a(θk)sk(t).
(A.57)
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Par conséquent, les fonctions de distribution de probabilité sous H0 et H1 sont données par :
p(z;H0, θc) = 1
(πσ2)NT
exp
(
− 1
σ2
T∑
t=1
‖z(t)− µ0(t)‖2
)
, (A.58)
p(z;H1, θc) = 1
(πσ2)NT
exp
(
− 1
σ2
T∑
t=1
‖z(t)− µ1(t)‖2
)
. (A.59)
où z =
[
z(1)T . . . z(T )T
]T
.
Formulation du test d’hypothèses
Le développement en série de Taylor des vecteurs directionnels au voisinage du point θc est donné
par:
a(θ1) = a(θc)− δ
2
a˙(θc) avec θ1 = θc − δ2 ,
a(θ2) = a(θc) +
δ
2
a˙(θc) avec θ2 = θc + δ2 ,
a(θˆ(t)) = a(θc) + γ(t)δa˙(θc) avec θˆ(t) = θc + γ(t)δ,
où la dérivation du premier ordre en fonction de θc du vecteur a(θc) est donnée par a˙(θc). Ainsi,
en utilisant (A.54) on obtient
sˆ(t) ∼= p(t) + δ
2N
κcm(t), (A.60)
où
p(t) = s1(t) + s2(t) (A.61)
κc = a
H(θc)a˙(θc), (A.62)
m = [m(1) . . . m(T )]T = VT s, (A.63)
et où
s = [s1(1) s2(1) . . . s1(T ) s2(T )]
T
et
V = Bdiag{v(1), . . . ,v(T )}
avec v(t) = [γ(t) + 12 γ(t)− 12 ]T . On trouve que la valeur optimale du signal source sˆ(t) est une
approximation par une combinaison des sources s1(t) et s2(t). Par conséquent, en utilisant les
expressions ci-dessus, le développement en série Taylor des moyennes sous H0 et H1 est donné
par
µ0(t) = a(θˆ(t))sˆ(t)
∼= δν0(t), (A.64)
µ1(t) =
2∑
k=1
a(θk)sk(t) ∼= δν1(t), (A.65)
où
ν0(t) = p(t)γ(t)a˙(θc) +
(
κcm(t)
2N
)
a(θc), (A.66)
ν1(t) =
q(t)
2
a˙(θc), (A.67)
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avec q(t) = s2(t)− s1(t). Donc, le test d’hypothèses linéarisé est donné par{
H0 : z ∼= δν0 + n,
H1 : z ∼= δν1 + n,
(A.68)
où n = [n(1)T . . .n(T )T ]T , ν0 =
[
νT0 (1) . . . ν
T
0 (T )
]T
et ν1 =
[
νT1 (1) . . . ν
T
1 (T )
]T
.
SSR basée sur la théorie de l’information
Le lemme de Stein [CT91] stipule que pour une Pd maximisée et pour une Pfa ≤ ǫ avec ǫ tendant
lentement vers zéro, on a
lim
TN→∞
lnPfa = −D(p(z, θc;H1)‖p(z, θc;H0)), (A.69)
où D(p(z, θc;H1)‖p(y, θc;H0)) désigne l’entropie relative entre deux distributions Gaussiennes à
moyennes paramétrées, donnée par
D(p(z, θc;H1)‖p(z, θc;H0)) =
∫
Θ
∫
Ω
p(z, θc;H1) ln
(
p(z, θc;H1)
p(z, θc;H0)
)
dzdθc
=
∫
Θ
δ2
σ2
T∑
t=1
‖ν0(t)− ν1(t)‖2 p(θc)dθc
= E
{
δ2||m||2
σ2
∥∥∥κc
N
a(θc)− a˙(θc)
∥∥∥2}
= E
{
δ2 ‖m‖2 ‖a˙(θc)‖2
σ2
cos2(Υ)
}
(A.70)
où Θ et Ω représentent l’espace des paramètres et l’espace des observations et E représente
l’opérateur d’espérance en fonction du paramètre θc. Υ représente l’angle canonique maximal
entre a(θc) et a˙(θc). Il est important de noter que l’entropie relative peut être approximée
par une expression quadratique en δ. De plus, l’entropie relative est une fonction de la forme
d’onde des signaux sources, de la distribution du réseau, de la variance du bruit et de la quantité
géométrique que représente l’angle entre le vecteur directionnel et sa dérivée au premier ordre.
Pour une Pd maximale, Pfa ≈ 2Pe = 2(1−̟), et donc, l’expression analytique de la SSR est
donnée par
δ ∼= −σ
√
log(2) + log(1−̟)
E {‖m‖ ‖a˙(θc)‖ cos(Υ)} (A.71)
où̟ > 1/2, µ =
√
sHVVT s,VVT = Bdiag{G(1) . . .G(T )} etG(t) =
[(
γ(t) + 12
)2
γ2(t) + 14
γ2(t) + 14
(
γ(t)− 12
)2
]
.
SSR basée sur la théorie de la détection
Dans cette partie, on calcule la SSR basée sur la théorie de la détection, en particulier, basée sur
le critère de Neyman-Pearson qui minimise la probabilité d’erreur Pe dans le contexte Bayésien
(BNP).
On pose
z′ =
z
δ
− ν0. (A.72)
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Par conséquent, en substituant (A.72) dans (A.68), on obtient :{
H0 : z′ ∼= n′,
H1 : z′ ∼= ζ + n′,
(A.73)
où ζ = ν1 − ν0 et n′ ∼ CN (0, σ2δ2 I). Par conséquent, on a
GNP (z
′) =
p(z′;H1, θc)
p(z′;H0, θc)
H1
≷
H0
τ ′ =
p(H0)
p(H1) , (A.74)
posant TNP (z′) = ln (GNP (z′)) et τ = ln (τ ′), le test statistique est alors donné par
TNP (z
′) = ln
(
p(z′;H1, θc)
p(z′;H0, θc)
)
=
δ2
σ2
(∥∥z′ − ζ∥∥2 − ∥∥z′∥∥2)
=
δ2
σ2
(
‖ζ‖2 − 2ℜ{aHz′})H1≷
H0
τ . (A.75)
Puisqu’on a supposé que p(H0) = p(H1) = 1/2, on déduit{
H0 : TNP (z′) > 0,
H1 : TNP (z′) < 0.
(A.76)
En posant L(z′) = ℜ{ζHz′}, on obtient{
H0 : L(z′) ∼ N (0, ̺2),
H1 : L(z′) ∼ N (‖ζ‖2 , ̺2),
(A.77)
où
̺2 =
σ2 ‖ζ‖2
2δ2
.
Donc, la probabilité d’erreur conditionnelle est donnée par [Kay98]:
Pe(δ; θc) =
1
2
((
1−Q
(
−‖ζ‖2
2
√
̺2
))
+Q
(
‖ζ‖2
2
√
̺2
))
, (A.78)
où Q(.) représente la surface de la queue de distribution à droite de la loi normale de moyenne
nulle et de variance unité. Puisque Q
(
−‖ζ‖2
2
√
̺2
)
= 1−Q
(
‖ζ‖2
2
√
̺2
)
, donc, on aura
Pe(δ; θc) = Q
(
‖ζ‖2√
4̺2
)
. (A.79)
Puisque la probabilité d’erreur marginale est :
Pe(δ) =
∫
Θ
Pe(δ; θc)p(θc)dθc = E {Pe(δ; θc)} , (A.80)
par conséquent, la SSR basée sur le critère NP est donnée par :
δ ∼= σ
√
2Q−1(1−̟)
E {‖m‖ ‖a˙(θc)‖ cos(Υ)} (A.81)
où Q−1(.) représente la fonction Q inverse.
110 APPENDIX A. RÉSUMÉ
0 10 20 30 40 50
10−4
10−3
10−2
10−1
100
RSB [dB]
δ
ϖ=0.7
 
 
Stein 
RLT
NP
 CIA
Limite de Fourier
Figure A.6: SSR en fonction de RSB pour ̟ = 0.7.
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Figure A.7: SSR en fonction de RSB pour ̟ = 0.8.
Simulations
On considère le contexte d’analyse spectrale avec T = 1. Le vecteur a(θ) a pour forme :
a(θ) =
[
1, ejθ, . . . , ej(N−1)θ
]T
,
où N = 64. Le rapport signal à bruit RSB est donné par RSB =
(
2∑
k=1
‖sk‖2
)
(2Tσ2) . La valeur du
taux de succès ̟ est prise dans l’intervalle (0.5; 1]. La valeur normalisée de la moyenne de la
fréquence centrale θc est supposée uniforme aléatoire dans l’intervalle [0; 1]. On compare les deux
méthodes présentées précédemment avec le méthode Bayésienne RLT [AW08] et avec la méthode
numérique CIA [SSS95]. L’approche CIA est obtenue avec 200 tirages Monte Carlo et il faut
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Figure A.8: SSR en fonction de RSB pour ̟ = 0.99.
noter que cette approche numérique est indépendante du taux de succès. Les Fig. (A.6), (A.7)
et (A.8) montrent la SSR des approches en fonction du RSB pour des valeurs différentes de ̟.
La limite de Fourier est donnée par la séparation δF = 2π/(TN), en dessous de laquelle, les
méthodes de faible résolution telles que le périodogramme ne peuvent pas résoudre les sources.
On peut remarquer que les SSR en fonction du RSB au sens du lemme de Stein, du NP, d’Amar
et Weiss [AW08] et même du CIA [SSS95] empirique sont très proches.
A.5 Conclusion et perspectives
L’objectif principal de cette thèse concerne le positionnement optimal des capteurs dans un
réseau dans le contexte de la localisation de sources. Nous avons étudié les deux approches pour
évaluer l’impact de la géométrie des réseaux de capteurs sur l’estimation de la DDA: l’approche
basée sur les performances d’estimation et l’approche basée sur le seuil statistique de la résolu-
tion. Pour la première approche, deux types des bornes inférieures de l’EQM ont été étudiées: la
borne de Cramér-Rao et la borne de Weiss-Weinstein. Pour la deuxième approche, nous avons
considéré le test des hypothèses binaire pour caractériser le SSR. En outre, plusieurs modèles
des paramètres et modèles des observations ont été étudiés. En particulier, concernant le modèle
des paramètres, le modèle Bayésien qui suppose que les paramètres d’intérêt sont aléatoires, et
le modèle des paramètres déterministes qui suppose que les paramètres sont déterministes. Con-
cernant les modèles des observations, le modèle stochastique suppose que les signaux des sources
sont aléatoires, tandis que le modèle déterministe suppose que les signaux sont déterministes.
Les contributions de cette thèse ont été présentées dans trois chapitres.
Dans le chapitre 2, nous avons considéré le positionnement optimal des capteurs dans un
réseau basé sur les performance d’estimation pour le modèle des paramètres déterministe. Nous
avons dérivé des expressions analytiques de la borne de Cramér-Rao pour les modèles des obser-
vations stochastique et déterministe. Ces expressions analytiques ont ensuite été utilisées pour
étudier l’impact de la géométrie des réseaux de capteurs sur les performances d’estimation. En
particulier, dans ce chapitre, nous avons considéré la géométrie 3D. Par rapport à la géométrie
planaire classique, la géométrie 3D est moins étudiée dans la littérature, à cause de sa complexité.
Nous avons étudié plusieurs types de réseaux de capteurs 3D constitués par des réseaux linéaires,
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et les conditions d’isotropie et de découplage des réseaux ont été ensuite dérivées. À partir de ces
conditions, nous avons trouvé que pour les modèles stochastique et déterministe, ces conditions
ne sont pas les mêmes.
Dans le chapitre 3, le positionnement optimal des capteurs dans un réseau basé sur les perfor-
mances d’estimation et pour le scénario Bayésien a été considéré. La borne de Weiss-Weinstein
qui est la borne la plus précise dans la famille de Weiss-Weinstein a été étudiée avec les modèles
déterministe et stochastique. Dans la littérature, la BWW a été moins étudiée à cause de sa
complexité. Pour cette raison, la BWW a été seulement étudiée par simulation. Dans ce chapitre,
nous avons calculé les expressions analytiques de la BWW pour un modèle d’observation Gaussien
général à moyenne ou à covariance paramétrée. Bien que l’objectif principal de cette thèse est
d’introduire la BWW comme un outil statistique pour étudier le traitement d’antenne, les ex-
pressions analytiques de la BWW que nous avons proposées peuvent-être appliquées également
pour d’autres problèmes.
Dans le chapitre 4, nous avons considéré le problème du seuil statistique de résolution. Il
y a plusieurs approches pour la SSR dans la littérature, mais la plupart des approches sont
conduites dans le contexte de paramètres déterministes. Nous avons introduit, dans ce chapitre,
le modèle Bayésien pour le problème de la SSR, où la moyenne des paramètres est supposée
aléatoire avec une certaine distribution a priori. Les deux approches Bayésiennes basées sur la
théorie de l’information et sur la théorie de la détection ont été introduites. Les résultats ont été
ensuite comparés avec d’autres méthodes Bayésiennes et empiriques. Les simulations ont montré
que les performances des méthodes théoriques et numériques sont très proches.
Les perspectives de cette thèse sont multiples:
• Les expressions analytiques de la BCR peuvent être utilisées pour étudier les réseaux lacu-
naires 3D. Par rapport aux réseaux classiques, les réseaux lacunaires peuvent atteindre les
mêmes performances avec moins de capteurs.
• L’impact de la géométrie des réseaux de capteurs sur le problème d’ambiguïté peut être
étudié en utilisant la géométrie différentielle.
• La SSR peut être étudiée par l’approche de la précision de l’estimation en utilisant la BCR.
Cependant, la BCR est valable seulement dans le zone asymptotique. Par conséquent, les
expressions analytiques de la BWW seront utiles pour considérer la SSR dans la zone
non-asymptotique.
• La valeur optimale de la BWW est obtenue par l’optimisation sur l’ensemble des paramètres
s. Dans le chapitre 3, nous avons montré que la valeur s = 1/2, qui est généralement
utilisé dans la littérature pour simplifier les calculs, a donné la BWW optimale. Pour cette
raison, chercher les conditions pour les quelles, s = 1/2 donnent la BWW optimale sera
une perspective de cette thèse.
• Cette thèse n’a considéré que les modèles Gaussiens. Il est donc intéressant d’étudier les
contextes non-Gaussiens tels que les distributions Gaussiennes composées.
Notations
Acronyms
• ULA: uniform linear array.
• UCA: uniform circular array.
• UAA: uniform angular array.
• DOA: direction of arrival.
• CRB: Cramér-Rao bound.
• WWB: Weiss-Weinstein bound.
• MSE: mean square error.
• FIM: Fisher information matrix.
• SNR: signal to noise ratio.
• SRL: statistical resolution limit.
General mathematical symbols
• C indicates the complex field.
• R indicates the real field.
• ℜ {z} indicates the real part of a complex number z.
• ℑ {z} indicates the imaginary part of a complex number z.
• The symbol ∗ indicate the conjugate operator.
Matrix operators and symbols
• a, A, italic indicates a scalar quantity.
• a, bold lower case indicates a vector.
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• A, bold upper case indicates a matrix.
• AT is the transpose of A.
• AH is the transpose, and conjugate of A.
• IN denotes the N ×N identity matrix.
• |A| indicates the matrix determinant.
• ‖.‖ indicates the norm of a vector, or a complex scalar.
• Ai,j denotes the element at the ith row and jth column of the matrix A.
• ⊗ denotes the Kronecker product.
Relative symbols for probability
• N (m,C) indicates a multivariate Gaussian law with m mean and C covariance matrix.
• Pr (.) indique une probabilité.
• p (x) indicates a density distribution function.
• p (x, y) indicates a joint density distribution function.
• p (x| y) indicates a conditional density distribution function.
• E [.] indicates an expectation operator.
• Ey,θ [.] indicates an expectation operator w.r.t. the joint distribution p (y,θ).
• Ey|θ [.] indicates an expectation operator w.r.t. the conditional distribution p (y| θ).
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