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Over the past few decades there has been increasing interest in clustered studies and 
hence much research has gone into the analysis of data arising from these studies. It is 
erroneous to treat clustered data, where observations within a cluster are correlated 
with each other, as one would treat independent data. It has been found that point 
estimates are not as greatly affected by clustering as are the standard deviations of the 
estimates. But as a consequence, confidence intervals and hypothesis testing are 
severely affected. Therefore one has to approach the analysis of clustered data with 
caution. Methods that specifically deal with correlated data have been developed. 
Analysis may be further complicated when the outcome variable of interest is binary 
rather than continuous. Methods for estimation of proportions, their variances, 
calculation of confidence intervals and a variety of techniques for testing the 
homogeneity of proportions have been developed over the years (Donner and Klar, 
1993; Donner, 1989, and Rao and Scott, 1992). The methods developed within the 
context of experimental design generally involve incorporating the effect of clustering 
in the analysis. This cluster effect is quantified by the intracluster correlation and 
needs to be taken into account when estimating proportions, comparing proportions 
and in sample size calculations. 
In the context of observational studies, the effect of clustering is expressed by the 
design effect which is the inflation in the variance of an estimate that is due to 
selecting a cluster sample rather than an independent sample. Another important 
aspect of the analysis of complex sample data that is often neglected is sampling 
weights. One needs to recognise that each individual may not have the same 
probability of being selected. These weights adjust for this fact (Little et ai, 1997). 
Methods for modelling correlated binary data have also been discussed quite 
extensively. Among the many models which have been proposed for analyzing binary 











population-averaged and cluster-specific approach. The population-averaged model 
focuses on estimating the effect of a set of covariates on the marginal expectation of 
the response. One example of the population-averaged approach for parameter 
estimation is known as generalized estimating equations, proposed by Liang and 
Zeger (1986). It involves assuming that elements within a cluster are independent and 
then imposing a correlation structure on the set of responses. This is a useful 
application in longitudinal studies where a subject is regarded as a cluster. Then the 
parameters describe how the population-averaged response rather than a specific 
subject's response depends on the covariates of interest. On the other hand, cluster-
specific models introduce cluster to cluster variability in the model by including 
random effects terms, which are specific to the cluster, as linear predictors in the 
regression model (Neuhaus et ai, 1991). Unlike the special case of correlated 
Guassian responses, the parameters for the cluster specific model obtained for binary 
data describe different effects on the responses compared to that obtained from the 
population-averaged model. For longitudinal data, the parameters of a cluster-specific 
model describe how a specific individuals probability of a response depends on the 
covariates. The decision to use either of these modelling methods depends on the 
questions of interest. Cluster-specific models are useful for studying the effects of 
cluster-varying covariates and when an individual's response rather than an average 
population's response is the focus. The population-averaged model is useful when 
interest lies in how the average response across clusters changes with covariates. A 
criticism of this approach is that there may be no individual with the characteristics of 
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APPROACHES TO MODELLING CLUSTERED BINARY DATA 
1.1 Analyzing correlated binary data 
Over the past few years a number of methods have been developed to deal with 
correlated binary data. A binary variable takes on one of two possible values 
as a response. These values may fall naturally into two categories, ego 
presence/absence, yes/no, or may be formed by dichotomising a continuous 
variable ego age above or below 40 years. It is often the case that these binary 
measurements arise in clusters. Clustering in experimental data frequently 
arise in two ways. It may be due to 
(i) repeated measurements taken on a specific individual 
ego measurements taken on left and right eyes, longitudinal studies 
which involve obtaining repeated measurements over time 
(ii) or it may be a result of sampling or applying interventions to groups 
of individuals such as families, schools or even entire communities 
rather than separate individuals. 
In both situations clustering of observations or individuals produce 
experimental units that exhibit correlation within subjects or clusters. This 
correlation needs to be accounted for in the analysis as well as sample size 
calculations. 
The analysis of correlated binary data depends on both the study design and 
goals of the study. Studies may be classified as observational or experimental. 
The main difference between these two study designs is that the investigator 
actively applies some intervention or treatment in experimental studies but not 
in observational studies. Methods of analysis will be examined for both study 
designs. Techniques for obtaining simple descriptive statistics as well as more 











There are a number of regression type approaches that may be used to model 
the relationship between a number of covariates and a correlated binary 
variable. Many of these approaches rely on generalized linear models, 
specifically logistic regression or probit models. Here the correlation within a 
cluster is used to characterize the joint distribution of responses within the 
cluster. The modelling techniques most often used fall into at least one of the 
following categories. 
(1) Naive approaches 
NaIve approaches to the analysis of clustered binary data simply ignore the 
correlation between subunits. The advantage of this approach is that standard 
computer packages may be used to fit models. Consider ophthalmologic data 
as an example. Measurements are often taken on both eyes of an individual. 
The measurements of the two eyes for a specific individual can be expected to 
be more similar than two measurements taken on eyes of different individuals. 
The naive approach involves either analyzing one eye chosen at random for 
each individual, analyzing only left or right eyes for all individuals, or 
analyzing all data by ignoring the correlation between left and right eyes. The 
advantage of this naIve approach is that standard statistical methods may be 
used for analysis, resulting in regression estimators that are still consistent. 
There are disadvantages to this approach. Firstly, ignoring the existing 
correlation between individuals in a cluster results in incorrect standard errors 
and hence incorrect confidence intervals and p-values. A second disadvantage 
is that not all of the available information is utilized if only one eye per 
individual is chosen. If all data is used parameter estimates are consistent but 
standard errors will be incorrect. 
(2) Response feature models 
This strategy involves modelling by making use of independent univariate 
methods. The multivariate response information is summarized using a single 











logistic regression, is applied. In some situations this may be achieved without 
major loss. For example, consider the ophthalmologic example given above. 
The investigator might decide to only use data from the "worst" or the "best" 
eye. If correlations between. eyes are high then this method is appropriate since 
little will be gained by using information from both eyes. The decision to use 
particular data from a cluster needs to be made before the data is collected and 
should not be based on the data obtained from the study. A problem with the 
response feature approach is the question on how to deal with within-cluster 
covariates. In selecting data from a single individual/observation within a 
cluster one might actually be selecting the covariate on the basis of the 
response (Glynn and Rosner, 1992). Secondly, by collapsing responses in a 
cluster into one measure we lose some information. 
(3) Conditional specification of models 
By making use of conditionally specified models the joint distribution of the 
data is derived using conditional distributions at the cluster level. In the binary 
case, the probability of a positive response for an individual in a cluster is 
modelled conditionally on the responses of other individuals in the same 
cluster, i.e for individual j in cluster i, Pr(YUiYim,m"* j). As a consequence 
interpretation must be made in terms of conditional probabilities rather than 
joint or marginal probabilities. A reason for conditioning is that in the presence 
of correlation conditional distributions are conceptually simpler than multi-
dimensional joint distributions. Examples of conditional models include the 
general log-linear model (Zhao and Prentice, 1990 and Fitzmaurice et ai, 
1993), the auto-logistic model (Besag, 1974) and response conditional models 
(Rosner, 1984; Connolly and Liang, 1988 and Qu et ai, 1992). 
(4) Transitional models 
These models are used when responses within a cluster are ordered ego 
longitudinal data collected over time. The transitional model is a special case 











probabilities (conditional on all events in a cluster i.e. in the past and in the 
future), interest lies in conditioning on past responses only. For more 
information on this model see Zeger and Liang (1992) and Cox (1958). 
(5) Marginal models 
Correlation under this model is simply viewed as being a nuisance parameter. 
Then marginal probabilities are modelled in order to examine the relationship 
between the response and covariates. Examples of marginal models are the 
quadratic exponential model and the generalized estimating equation approach. 
We will discuss the latter technique that accounts for the effect of clustering by 
a simple extension to quasi-likelihood. The generalized estimating equations 
approach is appropriate if one needs to relax distributional assumptions. 
Parameter estimates are obtained by solving the multivariate analogue of the 
quasi-score function described by Wedderburn in 1974. This function 
incorporates the correlation by weighting the score function. This is achieved 
by including a correlation matrix in the set of equations to be solved. The 
properties of consistency and asymptotic normality of parameter estimates is 
maintained. Interpretation of resulting parameter estimates should be made at 
the population level i.e. parameter estimates have population-averaged 
interpretations because the effect of the explanatory variable is obtained by 
averaging across clusters. 
(6) Cluster-specific models 
This model includes parameters that vary by cluster. It produces results that 
measure the effect of the covariates on heterogeneous individuals, and hence 
includes cluster-specific parameters which describe the correlation within a 
cluster. Since the number of parameters to be estimated increases as the 
number of clusters increase, a popular approach to the analysis involves 
viewing the cluster-specific parameters as following some distribution. An 
example of a cluster-specific model is the random-effects or mixed-effects 











independent sample from some distribution. The model can then be written in 
terms offixed effects and random (cluster) effects. 
(7) Likelihood ratio test approach 
In this approach individual responses are assumed to follow some parametric 
distribution and is therefore a fully parametric approach. The choice of 
likelihood ratio test will depend on the distribution chosen. The distribution 
most often chosen is the beta-binomial distribution, an extension to the 
binomial distribution. Under this model it is assumed that the jth member in 
the ith cluster (j= 1, ... ,nj ; , ••• ,k) has probability TC i of success and this 
probability follows a beta distribution with parameters a and b (both> 0). The 
responses for different cluster members, conditional on TCj , are independent. 
Then the resulting marginal distribution of Yi> the total number of subjects with 
the attribute in cluster i, follows a beta-binomial distribution. Griffiths (1973), 
Crowder (1978), Williams (1982) and Brooks (1984) are some authors who 
discuss this model in detail. 
1.2 Structure of thesis 
This thesis discusses clustered data in the context of both experimental and 
observational studies. Chapter 2 proceeds by discussing the cluster randomized 
experiment and its design. The basic analysis of binary cluster randomized 
trial data is discussed deriving simple proportion estimates, standard 
deviations, confidence intervals and hypothesis testing. The methods discussed 
are illustrated with a hypertension example from Bass et al (1986). Chapter 3 
goes on to examine the design and analysis of observational studies. This 
chapter focuses on survey sampling and more specifically, the one-stage cluster 
sample. Advice on study design and methods for analysis - proportion 
estimation and logistic regression - are highlighted. Methods are illustrated 











and 5 discuss, in detail, modelling of proportions for clustered data. Chapter 4 
looks at a population-averaged approach to modelling known as the generalized 
estimating equations approach. Estimation, interpretation, advantages and 
disadvantages are mentioned. An example is performed using the rectal 
bleeding data. Chapter 5 examines a cluster-specific model, the logistic-mixed 
effects model. The lymphocyte proliferation assay example in this chapter is 
taken from Betensky et at (2001). The results obtained using this model are 
compared to those using a population-averaged approach and standard logistic 
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DESIGN AND ANALYSIS OF CLUSTER RANDOMIZED TRIALS 
2.1 Introduction 
Intervention studies are experiments in which an investigator randomly assigns 
an intervention to subjects who partake in a study. In order to determine the 
effect of the treatment the subjects are followed prospectively. Confounding 
factors that have been identified may be controlled in an experimental study. If 
random allocation of treatment is performed in a large sample then 
confounding due to unobserved variables may be eliminated. 
A cluster randomized trial is one in which groups (clusters) of individuals 
rather than single individuals are randomly allocated to a specific treatment. 
So the unit of randomization is the cluster but the unit of intervention is the 
individual. As an example consider a trial on smoking prevention in 
adolescents where a number of orthodontic offices were randomly assigned to 
experimental conditions (exposure to anti-tobacco materials, prescriptions 
containing anti-tobacco messages, and tobacco-free environment within the 
office) or control conditions where no anti-tobacco instruction had been 
administered (Slymen & Hovell, 1997). So instead of single individuals 
receiving anti-tobacco instruction, offices of individuals were exposed to the 
intervention. The justification here for cluster randomization was to avoid 
treatment contamination, to reduce costs, and for administrative convenience. 
The resulting analysis should take into account that individuals at a specific 
orthodontic office cannot be considered to be independent of each other. 
There are a number of possible reasons for between cluster variation that arises 
in these sort of trials. Individuals within a specific cluster may be affected by 











within a cluster interact and their responses are more similar than responses 
from individuals in other clusters. 
Cluster randomization may be employed for th~ following reasons. It is 
desirable or feasible from an administrative, economical and operational point 
of view, it avoids treatment contamination and could also serve to enhance 
subject compliance and co-operation of investigators. It may also be due to 
ethical reasons. So even though use of randomization on units larger than 
individual units tend to reduce the power associated with testing for an 
intervention effect (Donner and Klar, 1996), cluster randomization is often 
employed because it may not always be possible to randomize individuals. 
Despite the importance of taking cluster randomization into account during 
both the design and analysis stage of an experiment, many investigators have 
failed to do this. Donner et al (1990) and Simpson et al (1995) reviewed a 
number of cluster randomized trials conducted during the periods 1979-1989 
and 1990-1993 respectively. They found that many of these trials offered no 
justification for employing cluster randomization rather than individual 
randomization, only a quarter of these trials took the cluster design into account 
in the sample size and power calculations, and only half of the studies 
incorporated the between cluster variation in the analysis. Over the past few 
years investigators have become more aware of the need to use appropriate 
statistical methods when faced with a trial of this sort (Bland and Kerry, 1997). 
However, many are currently using standard statistical methods and as a 
consequence obtaining erroneous results. 
The analysis of data arlsmg from cluster randomized trials proceeds by 
recognising that even though the cluster (for example, the orthodontic office in 
the given example) is the unit of randomization, we often wish to draw 











be regarded as independent, standard statistical methods for sample size 
estimation and analyses are not appropriate. 
There are two sources of variation present in a cluster randomized trial: 
variation between subjects in a cluster and variation between clusters. Both of 
these have to be taken into account in the analysis. The presence of within-
cluster homogeneity, which is quantified by the intracluster correlation 
coefficient, p, leads to an increase in the size of the standard errors and hence 
(i) a reduction in the effective sample size, the extent of which depends on 
the intracluster correlation and average cluster size 
(ii) underpowered tests and spurious statistical significance (p-values biased 
downwards) if standard methods for sample size estimation and 
statistical analyses are used. This worsens as the average cluster size 
and intracluster correlation increases (Donner, 1998). 
The larger and fewer the clusters, the greater the effects. 
2.2 Design of cluster randomized trials 
There are a number of issues that arise when planning a cluster trial. Firstly, 
the investigator may be faced with making the decision to either randomize or 
not. There are a number of advantages when clusters are randomly allocated to 
treatment. Randomization eliminates selection bias, balances cluster-level 
baseline characteristics and justifies the use of statistical distributional theory. 
However, non-randomized trials are appropriate when random allocation is 
viewed as being unethical, to avoid possible contamination due to geographical 
situation of individuals, and when clusters are too large, resulting in too few 
clusters in the study. 
The number and choice of intervention groups to be studied should be carefully 
considered. The choice of control group is another important aspect of the 











program they would have normally received in the absence of the intervention. 
There might be a tendency for added attention to be given to those in the 
intervention group compared to those in the control group. This could cause a 
change in the responses of those in the intervention group compared to what 
would have been observed if they had not received added attention. Therefore 
significant intervention effects might be partially due to the added attention 
given to those in the intervention group. Ways of reducing this effect include 
using more than one type of control group and viewing the control as being 
equally important as the intervention. 
In cluster randomization trials eligibility criteria need to be set at both the 
cluster level and individual level. When setting these criteria the following 
issues should be kept in mind: the desired power, avoidance of treatment 
contamination and the expected intervention effect should guide the choice of 
the randomization unit (Murray, 1998). The degree of control over cluster size 
is important as the more control one has, the greater the administrative 
flexibility and the ability to achieve the desired power. 
Finally, when designing the trial a choice has to be made as to whether the trial 
will be cross-sectional or a cohort study. Cross-sectional studies involve taking 
a sample of subjects before and after intervention and may result in a more 
representative sample of the population than the cohort study. It is most useful 
when inferences need to be made at the cluster level. With cohort designs the 
same subjects are followed over time. This design is most useful when 
investigating the effect of the intervention on changing the health or the 
behaviour of individuals. 
The most frequently adopted cluster randomization designs are the completely 
randomized design, matched pair design and the stratified cluster 
randomization study. The completely randomized design and stratified cluster 











2.3 Analysis of cluster randomized trials 
Very often in statistical and epidemiologic investigations we have to deal with 
clustered binary data. Various approaches to handle the analysis of clustered 
binary or proportional data, in the completely randomized design context, will 
be reviewed. For issues concerning the design and analysis of paired cluster 
randomized trials refer to Donner (1987), Donner and Hauck (1989), Gail et al 
(1992) and Martin et al (1993). Donner and Donald (1987) and Donner (1992) 
discuss stratified cluster randomization designs. 
We will focus on the case of two treatment interventions with respect to a 
binary outcome variable in a cluster randomized experiment. So we focus on 
the special case where clusters are randomized to one of two treatments. We 
will assume that responses from different clusters are independent. 
2.3.1 Estimating proportions 
The aim of many investigations is to make inferences about proportions of 
individuals in different treatment groups who exhibit some characteristic of 
interest. We first consider estimation of proportions in a cluster randomized 
trial. 
Assume there are k clusters of which k/ are randomized to treatment I, 1= 1, 2. 
So k/ is the number of clusters in the Ith treatment group. 
Let nu denote the size of the ith cluster in the Ith treatment group, 1, .. . ,k/; 
1=1,2. 
Let Y/ij = 1 if the Jth response in the ith cluster of the Ith treatment group is 
positive 












Then Yli = LYlij is the number of positive responses (eg. diseased, affected) in 
j=1 
the ith cluster of group I i.e. the number of individuals who exhibit the event of 
interest in cluster i of the lth treatment group. 
Also assume that Ylij ..... Bernoulli. Then E(Y/ij) = "I and var(Y/ij) = 1(1 (1 "I) . 
And therefore the variance for the number of positive responses in the ith 
cluster of group I is 
( "Ii J kJ "Ii ( . ) 
var(Y/i)=varl~Y/ij + ~~COV\,Ylij'YIij' . 
Because observations are not independent the covariance term is non-zero. In 
order to determine the covariance, we assume that the correlation between two 
observations in the ith cluster is given by some value, p, the intracluster 
correlation. Then by definition 
since the variances are equal. 
As a consequence the variance of Yu is 
= n/i"1 (1- "I) + n/i (n/i -l)p1(/ (1 1(1) 











So we see that the effect of dependence within clusters is an increase in the 
variance ofYli by a factor of [1+(nu -l)p]. We will assume that p is constant 
across all groups of interest 
In addition denote 
k/ 
YI = I Y/i , the total number of individuals affected in the lth treatment group, 
1=1 
k, 
nl = I nu , the total number of individuals in the lth treatment group, 
i=1 
2 
and n = I nl , the total number of individuals in the trial. 
1=1 
Then an estimate of the true proportion of individuals affected in the lth 
treatment group, ir l , is the overall sample proportion of the lth treatment group 
as computed over all clusters in that group, so 
71:1 = I ,2. 
nl 
The variance follows from (2.1) and is given by 
( ~) D,ir,(I-irl ) var 71:, = 
n, 
where DI is the variance correction factor, 
k, 
In IJl+(n" -1),0] 














The value D, is also known as the variance inflation factor and can be thought 
of as the estimated clustering effect in the lth treatment group. It is the inflation 
in the variance, associated with the success rate in each group, that is due to 
clustering. 
An alternative estimator of the proportion of positive responses in the treatment 
group is, if" the average of the ~esponse rates in each cluster 
where 
fth Y/i is the cluster-specific success rate. 
n/j 
(2.2) 
This estimator becomes problematic when dealing with small samples because 
'if, does not weight iii by cluster size. 
An estimate of the overall population proportion, assuming proportions are 
equal in both groups, is given by 
~ 
!Y, 













Then even though ic does not have the usual binomial distribution due to the 






where n = ~, the average cluster size. 
k 
2.3.2 A measure of the effect of clustering -
Estimating the intracluster correlation coefficient 
Of particular interest may be the effect of clustering. A measure of this effect 
is given by p, the intracluster correlation coefficient. It is postulated that the 
correlation between the responses of any two individuals within a cluster has 
the same value, p. It is also assumed that individuals between clusters are 
independent. Donner and Klar (1994) provide an analysis of variance 
(ANOV A) estimator ofthe intracluster correlation coefficient. This is achieved 
by deriving the between-cluster and within-cluster mean squares from a one-
way analysis of variance of the binary response variable. 
2 k, n (ic _ ic ) 2 
Denote MSC = II Ii Ii I , 











Then a consistent estimator of p is an extension of the intracluster correlation 
described by Fleiss (1981): 
~ MSC-MSE 
p-
- MSC + (no -l)MSE . 
The values MSC and MSE are mean squar,e errors that measure variation in the 
outcome between and within clusters from a standard one-way ANOV A, 
respectively. This estimator was originally proposed for continuous variables 
but various authors subsequently suggested using it for binary outcomes 
(Fleiss, 1981). If responses of individuals between clusters are similar to 
responses of individuals within clusters then MSC;:::MSE and hence p;::: 0, 
there is no clustering effect. On the other hand, if all responses within a cluster 
are the same (i.e. equal to zero or one) then MSE=O and p = 1 indicating a 
strong dependency within clusters. Even when the intracluster correlation is 
small, combined with large cluster sizes the correlation affects power and 
invalidates standard statistical procedures (Donner and Klar, 1996). 
Ridout et al (1999) discuss 20 estimates of the intracluster correlation that have 
been proposed and perform a detailed simulation study on these estimates. 
They point out the result from Prentice (1986) that states a lower bound 
constraint for p: 
where tr is the probability of success, nmax is the largest cluster size and 
1:' = nma.xtr ~ int(nmaxtr), intO being the integer part. From their simulation study 
they find that an intrac1ass correlation estimate suggested by Williams (1982) 
performed best. This correlation estimate is calculated using an iterative 











by weights proportional to nj where ni is the size of the ith cluster and 
l+(nj -l)p 
P is a current estimate of p. See Ridout et al (1999) for a more detailed 
discussion on estimating the intraclass correlation for binary data. 
The estimator of the intraclass correlation follows a normal distribution when 
the number of clusters is large (Shoukri and Martin, 1992). But the exact 
sample distribution of p is difficult to obtain. Hill and Smith (1977) proposed 
that as k --') 00, Jk(p p) is asymptotically unbiased and normally distributed 
with variance given by 
( A)_ 2(1-pY[1+(n-l)p]2 var p - _(_) 
n n -1 k 
Mak (1988) showed that this was inadequate in that it underestimates the 




HI = [(n-l)n-(I-7r)]-', 












We replace p, 1'(, and 1'(/i ( 1=1,2; i=1, ... ,k[,) by consistent estimates to obtain a 
consistent estimator of the asymptotic variance of p. 
2.3.3 Confidence intervals for proportions 
We now tum to the construction of confidence intervals for proportions in 
cluster randomized trials. Donner and Klar (1993) recognise that clustering has 
to be taken into account in the construction of confidence intervals. Their 
method of deriving confidence limits is discussed below. 
The confidence interval for a single proportion for the lth treatment group, 1'(/, 
under the cluster design is 
where za/2 is the (1 a)100% two-sided critical value of the standard nonnal 











Now consider the treatment effect estimated by the difference between 
proportions in two treatment groups, (i l -i2). The standard error of this 
quantity is estimated by 
An approximate two-sided (1- a )100% confidence interval for the true 
difference (Jrl -Jr2 ) is then given by 
The confidence interval for the overall proportion Jr under the cluster design is 
If analyses were to ignore the clustering of individuals resulting confidence 
intervals would be too narrow. 
2.3.4 Testing the homogeneity of proportions in cluster randomized trials 
Under the assumption of statistical independence of individuals we can test 
whether two group proportions are homogenous by testing the hypothesis 












which has an asymptotic chi-square distribution with one degree of freedom. 
Assume now that clusters of individuals are randomly assigned to treatments so 
that the assumption of independence is violated. In the presence of clustering 
X p 2 no longer follows a chi-square distribution. The magnitude of the bias 
associated with X P 2 increases as both the intracluster correlation and average 
cluster size increases (Donner and Klar, 1994). 
A number of approaches have been developed to deal with the problem of 
comparing proportions in a cluster randomized study. We examine some of 
these. 
(1) Two-sample t-test 
The two-sample t-test involves applying the standard two-sample t-test to 
cluster-specific proportions. Donner and Klar (1994) point out reasons for 
dissatisfaction with this approach. 
(i) The assumptions that the cluster-specific prop~rtions are nonnally 
distributed with equal variances is not strictly satisfied, especially so if 
there is large variation in cluster size, and therefore the test may not be 
valid .. However, research simulations have shown that the t-test remains 
robust despite violations of these assumptions. 
(ii) In addition, the t-test ignores variation in cluster size (this problem can 
be solved by developing a weighted t-test discussed in the next section). 
(iii) Finally, it does not allow one to easily make inferences with respect to 











(2) Weighted two-sample t-test 
As pointed out in the previous section, a weighted t-test takes cluster size into 
account and is therefore preferable if the cluster sizes are unbalanced. It also 
incorporates the degree of intracluster correlation. This is achieved by 
incorporating weights in the test statistic. The appropriate weight for the ith 
cluster in the Ith group is the cluster size divided by the variance inflation 
factor (Campbell, 1999), 
n," W - I 
Ii -1 + (nil 1),0 1=1,2 ; i=1,2, ... ,k/ 
Define an estimate of the proportion in the Ith treatment group. This is simply 
the weighted version of the proportion estimate defuied before by (2.2). 






the sum of the weights in the Ith treatment group and 
k, 












the sum of the squares of the weights in the lth treatment group. 
In order to test for homogeneity of proportions in the two treatment groups we 
The estimated variance of (3f!W - 3f2W ) is given by 
where 
Then the appropriate test statistic with kl + k2 - 2 degrees of freedom is 
The resulting statistic follows a t-distribution. This weighted t-test is more 
powerful than the standard t-test when there is considerable variation in cluster 











(3) Non-parametric approaches 
Another option is to analyze the data making no assumptions about the 
distribution of the cluster-specific proportions by using a non-parametric 
approach. We briefly look at two non-parametric tests. 
(a) Wilcoxon rank-sum test 
This test relies on the ranks of observed proportions. This procedure involves 
pooling the two groups' observed proportions and then ranking them. If the 
two groups are homogenous then the sum of the ranks should be the same for 
both groups. Hence the test statistic is the sum of the ranks of one of the 
groups. Valid p-values may be obtained from standard tables but the test lacks 
power. The downfall of this method is a loss in precision since both variation 
in cluster size and actual magnitude of proportions are ignored. Another 
problem is that it is impossible to achieve statistical significance at the 5% 
level, even if there is a treatment effect, if there are fewer than four clusters per 
group. 
(b) Fisher's two-sample permutation test 
This exact test of significance incorporates the magnitude of the cluster-
specific proportions and is calculated using randomization theory. The 
resulting test statistic for this approach is calculated by looking at the number 
of ways in which the cluster-specific proportions could be arranged between 
treatment groups. While maintaining the same number of clusters per group, 
the test statistic which is the difference in average proportions, is calculated for 
each permutation of the data. Then the two-tailed significance level of the test 
is the proportion of test statistics of the permuted data that are at least as large 
as the absolute values of the test statistic found using the observed data. A 
limitation of this test is that it is not always possible to obtain statistically 











Wilcoxon test, at least four clusters ill each group are needed to obtain 
significance (Donner and Klar, 1994). 
(4) Adjusted chi-square procedures 
A nwnber of authors have developed tests that take the clustering effect into 
account by making simple adjustments to the usual Pearson chi-square statistic. 
Each yields a chi-square statistic with one degree of freedom. Shoukri and 
Pause (1999) suggest two adjustments, one proposed by Donner (1989) which 
is based on a direct adjustment of the Pearson chi-square statistic, and the other 
by Rao and Scott (1992) which is based on ratio estimate theory. We discuss 
these adjustments. 
(a) Donner's adjustment 
In Donner (1989) an adjustment of the chi-square statistic that involves 
computing clustering correction factors for each intervention group is 
proposed. Suppose that there exists a dependence in clusters measured by the 
intraclass correlation, p, which can be regarded as homogenous across 
treatment groups. Donner (1989) presents a group-specific adjustment 
approach by adjusting the standard Pearson chi-square test statistic. This is 
achieved by weighting the test statistic by an estimate of the clustering 
correction factor presented before, DI , for each group 1. 












An underlying assumption IS that Dl and D2 are homogenous. This 
assumption holds if clusters had been randomly assigned to treatment groups. 
This assumption may not hold for observational studies, especially if the 
average cluster sizes differ in the two treatment groups. Note that if D, = 1, 
that is p = 0, then Donner's chi-square statistic, X;, simply reduces to the 
standard Pearson chi-square statistic, X;. 
Donner's adjustment presents some problems. Donner proposed that X; 
follows a chi-square distribution with one degree of freedom. However, Rao 
and Scott (1992) point out that this only holds for the special cases where 
(i) the population inflation factors are equal, that is, Dl = D2 for 1=1,2 or 
(ii) n/i = n for all (I,i), 1=1,2; i=l, ... ,k,. 
Donner's adjustment relies on the assumption that Dl and D2 estimate the 
. same population design effect i.e. are not significantly different. And close 
examination of D, (1=1,2) reveals that even for small p, a large average cluster 
size can lead to a large inflation in variance due to clustering. We therefore 
move on to discuss an alternative adjustment proposed by Rao and Scott 
(1992). 
(b) Rao and Scott's adjustment 
Shoukri and Pause (1999) also discuss this robust adjustment developed by Rao 
and Scott (1992). Here they regard ie" 1=1,2, as ratios rather than proportions. 
This method assumes no model for the intraclass correlation and in order to 
determine the chi-squared test statistic it is not necessary to obtain an estimate 











Recall that i, is the estimated overall proportion of successes in group I. The 
estimated pure binomial variance is given by 
Rao and Scott (1992) proceed by writing i, as a ratio of two sample means 
The value i, is the ratio of two means, and for large n, and large kt, a 
consistent estimator of the variance of it is the estimated ratio variance, 
It is then possible to examine the effect of clustering on the variance by 
computing estimated design effects in each group. This is obtained by taking 
the ratio of v" the estimate of the variance of it under the cluster design, to 
the estimated variance of i, under pure binomial conditions. This is given by 
The value d, is the inflation in the variance of the estimated proportion of the 











factor D/ but is derived in the context of ratio estimation. In survey sampling . 
d, is commonly known as the design effect and will be discussed in Chapter 3. 
It can be used to determine an effective sample size, 'ii" by setting n, 




The design effect, d l , is used to compute the effective number of successes 
and hence the effective proportion, assuming it is the same in both groups, is 
Rao and Scott (1992) found that one could obtain asymptotically correct results 
for cluster design studies by replacing aggregate data (y"n l ) by (v" iii) and 
then treating the transformed variable Yt as a binomial variable with 
parameters ( 'iiI , 1f1 ) . 
Then in order to test the homogeneity hypothesis Ho: "} = "2' we simply replace 
(yJ, n/) by (YI' iii) in the standard chi-square statistic and hence obtain Rao and 











Under Ho, X;S asymptotically follows a chi-square distribution with one degree 
of freedom. In order to ensure that the statistic follows a chi-square 
distribution with one degree of freedom the number of clusters in each 
treatment group must be large (Rao and Scott, 1992). 
This method is not restricted to special cases and does not make any 
assumption on the dependence structure' between individuals in a cluster as 
Donner's adjustment does. This method requires a large number of clusters per 
group and is best suited for comparisons in observational studies. 
Rao and Scott (1992) also proposed a second estimate that is simply a variation 
of X;s. This estimate depends on a pooled estimate of a design effect which is 





2.4 Illustration of the analysis of a cluster randomized trial -
London hypertension study 
To illustrate the use of the techniques described in this chapter we consider a 
simplified version of the data from a 1978 London Hypertension study (Bass et 
aI, 1986) also used by Donner and Klar (1993). We focus on a subgroup of 











screening and management on 5-year mortality risks. Even though the original 
study was a matched-pair design, it has been rearranged to illustrate the 
methods discussed. 
A total of 34 practices were included in the study, 17 assigned to a treatment 
and 17 acting as controls. So the unit of assignment is a general practice but 
the units of observation are individual females. The total number of females 
included in the cluster randomized study, the number who died in each practice 
and the mortality rate for each of the 34 general practices are displayed in 
Table 2.1. This data will be used to illustrate the calculation of proportions, 
confidence intervals and significance testing for a cluster randomized trial. 
Treated Group Control Group 
Practice Dead Alive Mortality Dead Alive Mortality 
(i) YT, nT! - YTi rates Yo no - YCi rates 
1lTi fto 
1 3 98 0.0297 2 108 0.0182 
2 3 50 0.0566 3 25 0.1071 
3 2 211 0.0094 0 80 0.0000 
4 8 287 0.0271 3 237 0.0125 
5 1 163 0.0061 4 122 0.0317 
6 1 223 0.0045 12 376 0.0309 
7 7 311 0.0220 8 156 0.0488 
8 3 169 0.0174 9 187 0.0459 
9 4 285 0.0l38 6 208 0.0280 
10 2 89 0.0220 2 50 0.0385 
11 2 126 0.0156 5 167 0.0291 
12 1 16 0.0588 3 48 0.0588 
l3 7 97 0.0673 3 115 0.0254 
14 6 88 0.0638 4 115 0.0336 
15 6 277 0.0212 11 226 0.0464 
16 8 207 0.0372 10 241 0.0398 
17 4 233 0.0169 7 221 0.0307 
Total 68 2930 ftT = 0.023 92 2682 ftc = 0.033 
Table 2.1 Females dead and alive in the treated and control groups in 











2.4.1 Results of analysis 
The fonnulae for MSE, MSC and no in section 2.3.2 yielded the following: a 
value of MSE=0.027, MSC=0.039 and no = 162.164. Therefore the intracluster 
correlation was calculated as p = 0.0027. Even though the correlation is small 
it has an effect of increasing the variance of proportion estimates. This effect is 
characterized by a variance inflation given by Dr =1.605 in the treatment group 
and Dc =1.577 in the control group (fonnula provided in section 2.3.1). These 
values indicate that due to clustering of patients within practices, the variance 
of the mortality rates are over one and a half times larger than if observations 
were independent. So even though p is quite small, since cluster sizes are 
quite large the design effects are fairly large as well. 
Then an estimate of the mortality rate of females in the treatment group is 
ir =0.023 with standard deviation 0.0035 and in the control group it is 
ic=0.033 with standard deviation 0.0043. The average cluster size of 
n=169.76 was used to detennine the variance inflation for the overall group. 
This was given by l+[Cn -1)p]=1.456. And therefore an estimate of the overall 
mortality rate of females in the combined treatment groups is i=0.028, 
standard deviation 0.0026. These estimates and their 95% confidence intervals 
along with the corresponding estimates assuming independence are provided in 
Table 2.2. We observe that the point estimates of the proportions do not 
change but clustering of females in general practices causes an increase in the 











Assuming Independence Cluster Trial 
Standard 95% Estimate Standard 95% 
Estimate deviation confidence interval deviation confidence interval 
1fr 0.023 0.0027 0.018 0.028 0.023 0.0035 0.016 0.030 
1fc 0.034 0.0034 0.026 0.040 0.033 0.0043 0.025 0.041 
7C 0.028 0.0022 0.024 0.032 0.028 0.0026 0.023 0.033 
Table 2.2 Mortality rates, standard deviations and 95%, confidence 
intervals for the treated group, control group and overall 
sample of females 
It appears as if the treatment group is superior to the control with respect to 
mortality. Its mortality rate is 2.3% compared to a mortality rate of3.3% in the 
control group. Interest centres on comparing the mortality rates of the two 
treatment groups i.e. testing Ho: 7Cr 7Cc ' We consider a number of ways in 
which one could achieve this. 
(1) Standard Pearson chi-square test 
The fIrst inappropriate method is to use the standard Pearson chi-square 
statistic to test the effect of the intervention on mortality. Applying the Pearson 
chi-square statistic to test Ho: 7Cr = 7Cc yields a value of X~ = 5.875 indicating 
that there is a signifIcant difference in mortality rates between the two 
treatment groups (p=0.015). 
(2) Two-sample t-test 
The second approach is to apply a two-sample t-test to compare the average 
values of the mortality rates in the two groups. For the data in Table 2.1 the 
mean mortality rates in the treatment group is 0.029 and in the control group it 
is 0.037 with standard deviations given by 0.021 and 0.023 respectively. A test 
for the homogeneity of variances revealed that the variances could be assumed 
to be equal (F=1.246, p>0.2). The resulting value of the test statistic to 
compare proportions with 32 degrees of freedom is t=1.071 (p>0.2). This test 











interest. Note that this is a contradiction to the result obtained using the chi-
square test. However, because the assumptions of the t-test are not totally 
satisfied and owing to a number of theoretical objections as discussed before, 
even though the t-test is robust to violations of its. underlying assumptions, this 
method is not a particularly attractive one to investigators. 
(3) Weighted two-sample t-test 
The weighted two-sample t-test was perforined on the hypertension data. The 
average weighted mortality rates were calculated as ifcw = 0.033 for the control 
group and ifrw = 0.024 for the treated group. The estimated standard error of 
the difference in mortality rates was 0.006. The weighted test statistic with 32 
degrees of freedom was tw = 1.65 (p=0.109) indicating no significant difference 
in mortality rates in the two groups. Since there is variation in cluster size this 
test is more powerful than the standard t-test. 
(4) Wilcoxon rank-sum test 
This non-parametric test was used to compare the proportions of the treated and 
control groups. Having pooled and ranked the proportions from the two groups 
we found that the sum of ranks for the treated group was 255.5 and for the 
control group it was 339.5. The test revealed that there was no difference 
between the two groups with respect to mortality (U=102.5,p=0.148). 
(5) Donner's chi-square test 
The adjusted chi-squared statistic proposed by Donner (1989) can be used for 
this exampl{!. This statistic depends on the clustering correction factors which 
in turn depend on the intracluster correlation. The estimated variance inflations 
for each group were calculated to be Dr = 1.605 and Dc = 1.577. Donner's 
adjusted chi-square statistic is X~ = 3.695 (p=0.055). Note that while the 
standard chi-square statistic was clearly significant at the 5% and even the 











(6) Rao and Scott's chi-square test 
Rao and Scott's adjustment regards the mortality rate ft[, I=T or C, as a ratio 
rather than a proportion. The estimates of Jr r and Jr c are as calculated initially 
in section 2.4.1, ftr = 0.023 and ftc = 0.033. The estimated design effects using 
this method are dr=3.540 and de = 1.204. We use these estimates to adjust the 
standard chi-square statistic. We obtain Itr =846.927, Yr 19.210 and 
Itc =2304.385, Yc=76.425 and 3r=O.030. This yields a test value of X;s=2.313 
(p=O.128). Once again this statistic is not significant at the 5% leveL 
2.4.2 Summary of procedures and results 
Table 2.3 summarizes the techniques used and results obtained from analyzing 
the clustered binary experimental data concerning a hypertension study (Bass et 
ai, 1986). Note that statistical significance was achieved at the 5% significance 
level when employing the standard statistical chi-square procedure. However, 
this was not so with any of the remaining methods. One is therefore able to see 
the way in which clustering may seriously affect results if incorrect analysis 
procedures are employed. In fact, using the standard chi-square test we could 
conclude that there is a significant difference between the two treatment groups 
whereas all the more appropriate tests show otherwise. The assumptions of 
normality and homogeneity of variances for the two-sample t-test are not 
strictly satisfied and therefore the weighted t-test is the more appropriate test, 
especially in the case of moderate to severe variation in cluster sizes. The non-
parametric Wilcoxon test is a valid one but lacks statistical power. The most 
efficient test in this case is either Donner or Rao and Scott's adjusted chi-
square test. Both account for clustering with Donner's test being suited for 
experimental comparisons and Rao and Scott's best for observational 
compansons. Donner's test is valid when variance inflation factors of the two 
groups are homogenous but Rao and Scott's can be employed even if they're 











Procedure Test p-value Comment 
Statistic 
Standard chi-square test X; = 5.875 p=O.OI5 Biased in presence of 
clustering 
Two-sample t-test t=l.071 p>O.2 Assumptions for t-test 
not satisfied 
Weighted t-test tw = 1.65 p=O.109 More likely to satisfy 
assumptions 
Wilcoxon rank sum test U=102.5 p=O.148 Valid but lacks power 
Donner's chi-square test X; = 3.695 p=O.055 Population inflation 
factors must be 
homogeneous 




Comparison of procedures and results for hypertension 
example 
2.5 Sample size calculations 
·Many techniques for estimating sample sizes for randomized studies have been 
developed over the years. These techniques have been based on statistical 
considerations of precision and power. Over the past few decades there has 
been an interest in sample size calculation in the case of cluster randomized 
studies (Donner et at, 1981; Hsieh, 1988; Shipley et at, 1989 and Donner, 
1992). 
Standard sample size calculations cannot be used when carrying out a cluster 
randomized trial. This is due to the fact that individuals within a cluster cannot 
be regarded as independent of each other and hence there is a reduction in the 
effective sample size. The sample size calculation must take both the size of 
the cluster and variability within cluster into account. Variability between 
clusters leads to the loss of some power and this also needs to be reflected in 











clusters should be considered (Kerry & Bland, 1998). The intraclass 
correlation generally increases the total sample size required to achieve a 
specified power. 
There are three principal designs that are most frequently used in assigning 
clusters to treatments: completely randomized, stratified and matched-pair 
design. The methods employed in the calculation of sample sizes for the case of 
the completely randomized and stratified design will be discussed. 
2.5.1 Completely randomized design 
A number of authors have discussed sample size calculations for completely 
randomized design trials where the response is binary and cluster 
randomization has taken place (Donner et ai, 1981; Feng and Grizzle, 1992; 
Shoukri and Martin, 1992, and Lee and Dubin, 1994). Each of the authors has 
developed sample size formulae. The appropriate formula to be used depends 
on the objectives of the study and the amount of information available to the 
researcher. We will examine different methods when the aim is to determine 
(1) the number of individuals in each treatment group, 
(2) the number of clusters and 
(3) the number of clusters and the number of individuals per cluster. 
(1) Estimating the number of individuals in the treatment group 
Donner et al (1981) discuss the sample size requirements for a completely 
randomized study in which clusters are randomly assigned to treatment groups 
without matching or stratification. They show that the sample size required 
under cluster randomization is simply an adjustment of the standard sample 
size required under the assumptions of independence. More specifically, when 











randomized study is obtained by multiplying the standard sample size formula 
by the design effect term 1 + (n· -l)p. If the cluster sizes vary then n· is 
replaced by the average anticipated cluster size, n =.!. t n l • 
k 1=1 
Recall that E(i) = 7r and var(i) = 7r(1- 7r) [1 + (n -1) p]. An implication of this 
n 
is that in order to fmd the necessary sample size that will provide the same 
power as would be obtained by randomizing independent individuals to each 
intervention group, we would have to multiply the usual sample size estimate 
of the number of individuals (required for each of the groups) by the inflation 
factor (Donner et aI, 1981). Then when performing a two-sided test in the case 
of equal sample sizes the number of individuals required for each treatment 
group in order to test for homogeneity of proportions is 
1=1,2 
where a is the probability of a type I error, fJ is the probability of a type II 
error, and z~ and ZI-fJ are standard normal deviates obtained from the tables 
of the normal distribution for given a and fJ. Note that when the intracluster 
correlation is zero we have the sample size fOrn1ula under independence of 
individuals. In order to apply the formula and calculate the sample sizes, 
replace 7r1 , 7r2 and p by their estimates. 
In the case of unequal sample sizes n· is replaced by the cluster average n. 
This leads to an underestimation of the required number of individuals per 
group. If variability in cluster sizes is small then this underestimation is only 











al (1981) suggest substituting the largest expected cluster size for n·. This 
provides a more conservative estimate of group size. 
Due to cluster randomization the additional parameter p has been incorporated 
in the sample size calculation. Estimates of p are generally unavailable. Feng 
and Grizzle (1992) suggest investigating the effect of variation in the estimate 
of p on the sample size by performing sample size calculations for selected 
values of p. 
Example 
As an example consider an epidemiological study referred to by Donner et al 
(1981) and also by Shoukri and Pause (1992). This study investigated the use 
of dietry sodium (treatment) and specifically looked at the binary response, 
hypertensive status (:2: 140/90 mmHg versus < 140/90mmHg). The unit of 
randomization was the spouse pair, n· =2. A previous study on the familial 
aggregation ofblood pressure in couples by Tishler et al (1977) showed that an 
estimate of p was 0.45. Assume that we would like to determine whether a 
treated group of spouse pairs tend to have a lower prevalence of hypertension 
than a control group. Suppose we wish to detect, with 80% power and at a 5% 
significance level, a significant difference between the two groups when the 
proportion of hypertensives in the treated group is 0.05 and in the control group 
is 0.15 (two-sided test). Then the required number of individuals in each of the 
control and treated group is 
(1.96 + 0.842)2 [(0.15)(0.85) + (0.05)(0.95)] [1 + (2 -1)(0.45)] 
-----------;::---------- = 199.224 
(0.1 











If no clustering were present then the number of individuals needed in each 
group to achieve the same power would have been 
n = (1.96 + 0.842)2 [(0.15)(0.85) + (0.05)(0.95)] = 137.396 
I (0.10)2 
that is 138 individuals or 69 spouse pairs. So 62 additional individuals (31 
spouse pairs) would have to be studied in a cluster randomized study to achieve 
the same power as an individual randomized study. 
The effect of the intracluster correlation and cluster size is illustrated in the 
table of sample size calculations given below. Table 2.4 details the number of 
individuals required in each treatment group for various values of p and n * . 
p 
* 0.01 0.1 0.45 0.9 n 
2 139 152 200 262 
5 143 193 385 632 
20 164 399 1 313 2487 
50 205 811 3 167 6 197 
100 274 1498 6259 12380 
Table 2.4 Number of individuals required 
for various values of p and n * 
Clearly, the number of individuals required increases as the degree of 
intracluster correlation and/or cluster size increases. 
(2) Estimating the number of clusters 
Rather than calculating the number of individuals in each treatment group, the 











include in the trial. Shoukri and Martin (1992) discuss estimation of the 
number of clusters and point out two problems associated with estimating the 
number of clusters. Firstly, as mentioned before, P is unknown and needs to 
be estimated. Secondly, if cluster sizes are variable then the distributions of 
statistics used in inferences (regarding model parameters) are more complex. 
The aim of the study is important in estimating cluster numbers. Shoukri and 
Martin (1992) determine the number of clusters needed to test whether there is 
a clustering effect, Ho: P =0 versus HI: P=PI>O. 
The power of the test is obtained using the asymptotic normality of p. The 
power is given by 
where a is the probability of a type I error, f3 is the probability of a type II 
error, Za and ZI_P are standard normal deviates obtained from the tables of the 
normal distribution for given a and f3, and ¢(p,7r) ~ k var(p). So the number 
of clusters necessary to achieve a specified power will depend on the values of 
PI' 7r, the level of significance and also the distribution of the cluster sizes 
(Shoukri and Martin, 1992). 












The accuracy of the sample size calculation depends on the validity of the 
assumption concerning the asymptotic normality of p. 
Example 
We once again consider the hypertension example discussed above. For the 
special case where n" =2 we have 
We now wish to determine the number of spouse pairs in order to have an 80% 
chance at a=0.05 of detecting a value ofthe intracluster correlation of 0.35 or 
larger (one-sided) knowing that the proportions of hypertensives is 0.15. So 
¢(0,0.15) and ¢(0.35,0.15)=1.599. Then 
k = [1.64 + 0. 842.Jl599j2 = 59.719 
0.35 
that is, 60 randomly selected couples should be included in the study. 
(3) Estimating the number of clusters and the number of individuals per 
cluster 
(a) Feng and Grizzle's formula 
Feng and Grizzle (1992) developed formulae for calculating both the number 
of clusters and the number of individuals per cluster. They assume equal 
cluster sizes, n·, and that the interest lies in comparing proportions, Then, to 












k= (Z~I: -Zj-fJ r[l+(n* -l)p] [7rj (1-nJ+7r2(1-7r2 )] 
n * (7rj -7rJ2 
The number of individuals per cluster is 
(Z~I: -Zj-fJ )\l-P) [7rj (1-7rj )+7r2 (1-7r2 )] 
n =--~~----~----~-----------------
(7rj -7r2Yk-(Z'Yz -Zj_fJ r[7rj (1-7rj )+7r2(1-7r2 )] p 
for fixed n·. 
for fixed k. 
It may happen that the denominator of the sample size formula for the cluster 
size turns out to be negative. This occurs when the number of clusters, k, is too 




We return to the hypertension example to illustrate the use of the formulae 
given above. Recall that the proportion of people with hypertension was 0.15 
in the control group and 0.05 in the treated group, the intracluster correlation 
being 0.45. Ifwe would like to detect a significant difference between the two 
groups with 80% power and at the 5% significance level then the number of 
spouse pairs (n· = 2 )that should be included in the study is 
(1.96 + 0.842Y(1 + 0.45) [(0.15)(0.85) + (0.05)(0.95)] 
k = ( )2 = 99.612 or 100. 
20.10 
This is equal to the value obtained using Donner's formula given in section (1) 
above. 
Assume now that we were examining people and their hypertension status 











Suppose also that p = 0.01 and that we have k=6 practices participating in the 
investigation. In order to find a significant difference between groups at the 
same significance level and power given above, we would need to include in 
the study 
• (1.96 + 0.842)2 (1 0.01) [(0.15)(0.85) + (0.05)(0.95)] 
n = = 29 404 
(0. lOy (6)- (1.96 + 0.842Y [(0. 15)(0.85) +(0.05)(0.95)~0.01) . , 
that is 30 people from each of the 6 general practices. 
(b) Lee and Du~in's formula 
Now, in order to make use of the formulae above we require knowledge of the 
cluster size or need to make the assumption that the cluster sizes are equal. In 
addition, we have to assume that the correlation between any two individuals 
within a cluster is the same. Lee and Dubin (1994) present sample size 
calculations for the number of clusters required in a study. This formula may 
be used if cluster sizes are not known in advance or are unequal, and if pairwise 
correlation varies with cluster. They are interested in estimating a proportion 
and testing whether the proportion equals a specified value or not i.e. 110: 
Ir = Iro versus H( Ir = 1r1 where Ir] ::;:. Iro' 
Let k denote the number of clusters in the study with ni individuals in the ith 
cluster. We assume that ni follows a distribution that takes on positive integer 
values only. Let Yij denote a binary random variable where Yi; = 1 if the 
response ofthejth individual in cluster i is a success and Yij = 0 if it's a failure. 
Lee and Dubin (1994) start off by considering estimation of Ir under the 
working assumption that individuals within clusters are independent. Then an 











Under independence the estimated variance of If is therefore 
If dependence exists between individuals within a cluster then the true variance 
of ii is either larger or smaller than the variance of ii using the binomial 
distribution. Henderson et al (1988) proposed the use of the ratio estimate of 
the proportion and its variance. This was mentioned when discussing Rao and 
Scott's adjustment to the chi-square statistic. The point estimate of the 
proportion If is the same as the estimate given above. The variance is different 
to the binomial variance and has the form 
i=l i=l 
k-l 
where ii, is an estimate of the proportion of successes in the ith cluster and if 
is the average number of individuals per cluster. 
Prior knowledge of the size of each cluster is needed in order to calculate 
varB(ii) and varRs(ii). But generally this is unknown and hence varAii) and 











estimate, the same weight is assigned to each individual regardless of the size 
of the cluster to which they belong. It is important to realize though that owing 
to correlation between individuals within a cluster, a single cluster with k 
subunits will contribute less information than k elusters each consisting of one 
individual. Lee and Dubin (1994) continue by reweighting. We therefore 
reweight the clusters so that the estimate of rc becomes 
1 k ~ 
- "wnrc 
k L.. ' , , 1=1 
where Wi is the weight assigned to the ith cluster and satisfies the constraint 
and ii; = Yi is the estimated cluster-specific proportion. 
n, 
k 
If W; = -k- then ii w becomes the ratio estimator discussed above. Lee and 
In; 
;=1 
Dubin (1994) suggest the use of Wi = ~ which results in iiw = 1 Iii, , the 
n; k 1=1 
simple average of success rates in each cluster. Use of this weighting scheme 
avoids the dominance of a few large clusters in the sample. 
Now, using conditional expectation arguments, 












var{ij) = E[var(ijln j )]+ var[E(ijln j )] 
E[var(iiln; )]+ var{Jr) i=1,2, ... ,k. 
E[var{i, In;)] is a constant because the cluster Slzes are identically and 
independently distributed and each cluster has the same correlation structure. 
The second term is the variance of a constant, Jr, which equals zero. 
Furthermore, it can be shown that all the Ifjs have the same continuous 
distribution function, call it f(z), that takes on values between 0 and 1. Then, 
by the central limit theorem 
where (J' is the standard deviation of Z. 
So, 
Hence, a consistent estimate of var{i w) is 
Lee and Dubm (1994), having determined a consistent estimate of var{i w), go 
on to derive a formula for calculating the number of clusters that should be 
chosen so as to estimate i w to within a distance D of Jr with probability 1-a . 












We incorporate power into the sample size calculation and determine the 
number of clusters needed such that the Type I error rate is a and the power 1-
f3. Then the number of clusters needed is 
Both these formulae are valid under any correlation structure. 
The value for a is needed in the calculation and can be obtained using 
information from a prior or pilot study. Ifthere is no estimate of a available in 
advance then the choice of a has to be based on other considerations. 
Lee and Dubin (1994) illustrate sample size estimation using the beta-binomial 
modeL Since the probability of success 1C takes on values between a and 1 
they view it as being a random variable. They then allow 1C to follow a beta 
distribution with parameters a and h. This results in the beta-binomial 
distribution which has 
a 
E(1C) = --= Jl and 
a+b 
ab 















We are able to make use of this distribution to find the sample size necessary to 
estimate 1r to within say 10% of the true value. The estimates depend on the 
level of concordance or discordance and the success rates within the clusters. 
We examine some of the examples provided by Lee and Dubin (1994). These 
are summarized in the table below. Lee and Dubin (1994) look at the cases of 
i) concordant responses, where the investigator believes that the responses 
in a cluster are mostly successes or failures 
ii) discordant responses which imply that success rates in the cluster vary 
iii) high success rate (the probability of success is high in all clusters) 
iv) low success rate (the probability of failure is high in all clusters) 
v) no prior information 
Assume a 95% confidence level. 
High Low No prior 
Concordant Discordant success rate success rate information 
Value of a a<l a>l a>l a:s;l a=l 
Value of b b<l b>l b:S;l b>l b 1 
Example a=b=0.5 a=b=1.5 a=1.5 a=0.5 '=b 1 
b=0.5 b 1.5 
Variance 0.125 0.0625 0.0625 0.0625 0.0833 
" cr 
Number of 49 25 25 25 33 
clusters 
Table 2.5 Sample size examples using Lee and Dubin's (1994) method 
2.5.2 Stratified cluster randomization design 
The stratified cluster randomization design is an extension of the matched-pair 
design in which two or more clusters per stratum are randomly assigned within 
strata to a treatment group. Donner (1992) generalizes a formula developed by 











Suppose that kh clusters of size nh are randomly assigned in a balanced fashion 
to the two treatment groups in stratum h, h=1,2, ... ,so The probability of 
success in the control group in stratum h is denoted by 7rh1 , and 7rh2 denotes the 
success probability characterizing the intervention group. Woolson et al 
(1986) considers the odds ratio, OJ, as the effect of intervention. Under the 
assumption that the treatment effect is characterized by the odds ratio, OJ, one 
can calculate 7rh2 given the value of 7rh1 • This is 
Woolson et al (1986) developed a formula that enables the investigator to 
determine kh , the number of clusters in stratum h that will test Ho: OJ = 1 at the 
a level of significance and with power 1- fJ . 
Assume that individuals instead of clusters are randomly assigned to one of the 
treatment groups within strata. Let th denote the proportion of individuals 
s 
belonging to stratum h with 2) h 
h=l 
1 . Also let tfh = 7r hI + 7r h2 denote the 
2 
overall success rate for stratum h. Then Woolson et aI's formula for the total 












This formula can be modified to take cluster randomization into account. This 
is achieved by adjusting for the within-cluster correlation, quantified by p, 
which is assumed to be constant across strata. Then the total number of 
subjects needed in a stratified cluster randomized design is 
where 
The formula for T' and U ' are similar to the unclustered case but simply 
multiplied by an inflation factor [1 + (nh -l)p] for each stratum h, h= 1,2, ... ,so 
Therefore the number of clusters that need to be assigned to each treatment 











This formula allows for 
(i) an equal number of subjects in each stratum in which case th = t or 







To make use of the formula, information on p and the stratum-specific success 
rates !ChI and !Ch2 (h=1,2, ... ,s),is needed. 
If all clusters over all strata are to be the same size, n·, the formula developed 
by Woolson et at (1986) may be used and simply multiplied by the inflation 
factor [1 + (n' -l)p]. However, if cluster sizes are to vary within strata then the 
adjustment to Woolson et aI's formula involves replacing nh by the average 
anticipated cluster size in stratum h, nh • There is a tendency to underestimate 
the sample size but this underestimation is small if variation in cluster size 
within strata isn't too large (Donner, 1992). 
Example 
To illustrate stratified sample size calculation we adapt an intervention trial 
example presented by Donner (1992). The study aimed to compare virucidal-
impregnated tissues to regular tissues with respect to the prevention of 
respiratory illness. Entire families of size two, three and four were 
randomized to the treatments to enhance compliance and avoid treatment 
contamination. Each of these family sizes formed a stratum. We thus have 
h=3 strata with cluster sizes of nl=2, n2=3 and n3=4 in each of the strata. 











that must be assigned to each treatment group within each of the strata. 
Assume that the proportions of individuals in stratum h that experience 
respiratory illness in the control group, Ii"e, is as given in the table below. 
Suppose also that equal fractions of subjects belong to each of the three strata 
i.e. t = }j' , the estimated odds ratio is given by ill::: 2 and that the intracluster 
correlation is p =:: 0.1. Then Ii hT and if" can be calculated and is given in 
Table 2.6 below. 
Control Treatment Overall kh k 
h respiratory respiratory respiratory (equal number (equal number 
illness rate illness rate illness rate of individuals of clusters per 
A ~ per stratum) stratum) 
1l: he 1rhT 1l:h 
Stratum 1 0.038 0.056 0.047 581 388 
Stratum 2 0.035 0.052 0.043 388 388 
Stratum 3 0.042 0.062 0.052 291 388 
Table 2.6 Hypothesized respiratory illness rates and resulting sample 
sizes for a stratified cluster sample 
The number of families that must be assigned to each treatment group in each 
stratum at a 5% significance level (two-sided test) and with 80% power is then 
given by k1=581, k2=388 and k3=291. The total number of subjects to be 
included in the trial is 6980. If the number of clusters assigned to each 
treatment group are to be equal then k· = 388 families should be assigned to 
each treatment group within each stratum. 
********** 
In many studies investigators choose a few large clusters rather than a large 
number of clusters thinking that the large cluster size will make up for the 
small amount of clusters that have been chosen. However, a greater power 











increasing the average cluster size. This can be seen by looking at the variance 
of an observed proportion fi for a study in which k clusters of size n· are 
assigned to a treatment group. This variance is, as given before, 
A Jr(l - Jr) [ • ] 
var(Jr)= n'k l+(n -l)p. 
Then we can clearly see that var(fi) ~ 0 only as k increases and not n *. And in 
most cluster randomized trials there is usually only minimal control over the 
cluster sizes. In addition, Donner (1998) points out that we can only improve 
the power up to a certain threshold if we were to increase the average cluster 












DESIGN AND ANALYSIS OF CLUSTERED NON-EXPERIMENTAL 
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3.4.5 Logistic regression 
(1) Logistic regression ignoring cluster design and weighting 
(2) Logistic regression taking weighting into account 
(3) Logistic regression accounting for clustering only 
(4) Logistic regression incorporating correct. weighting and 
consideration of cluster design 












DESIGN AND ANALYSIS OF CLUSTERED NON-EXPERIMENTAL 
STUDIES 
3.1 Introduction 
This chapter deals with a class of studies known as observational or non-
experimental studies. A characteristic of this type of study is that the 
investigator does not assign some active intervention to a sample of 
individuals, as is the case with an experiment. So even though the objective of 
the study may be to study the causal effects of some treatment, the investigator 
cannot impose or withhold treatment from the subjects. Therefore the 
investigator is limited to taking selected observations that seem appropriate to 
the study. The groups that the investigator would like to compare are in fact 
already selected in some manner not chosen by the investigator. 
3.2 Design of observational studies 
A number of specialized designs fall into the broader class of observational 
studies. The simplest observational study is the cross-sectional study that 
examines the study population at a specific point in time. They are most useful 
for description and if sampling is necessary, large samples are encouraged to 
improve precision of estimates. Examples of cross-sectional studies include 
surveys and polls. Surveys will be examined in greater detail in the context of 
cluster sampling. 
A second type of observational study is the cohort study. Here subjects are 
followed prospectively through time. In principle, they can mimic the 
conditions of an experiment but the investigator is not the one who assigns the 
intervention. Problems of confounding may arise and cohort studies may 











Finally, the retrospective case-control study involves investigating a group of 
people who do have a disease or attribute of interest (cases) and a group of 
people who do not (controls). The cases and controls are then compared with 
respect to presence or absence of certain risk factors. This study is easy to 
perform but cannot be used to measure incidence or prevalence. 
3.2.1 Survey sampling 
The primary objective of most sample surveys are to estimate population 
parameters and their sampling variances. The validity, reliability and accuracy 
of these estimators depend on how well the sample was chosen and how 
accurately measurements were made. There are a number of ways of drawing a 
sample from the target population and hence a number of sampling methods 
have been developed. We look at some of the most common methods. 
(1) Simple random sampling 
Simple random sampling (SRS) has played an important role in the 
development of sampling theory by providing a base upon which more 
advanced theory could be constructed. This is the simplest form of survey 
sampling and is therefore used as a reference when examining other sampling 
methods. This method involves selecting elements to form a sample without 
making use of auxiliary information and in such a way that each of the various 
possible samples has the same chance of being drawn. However, in practice, 
obtaining a purely simple random sample can be quite problematic 
• Simple random sampling tends to be expensive and is often not the feasible 
option. 
• Minority subgroups may not be fairly represented by simple random 
sampling. 
• Even though it is easy to obtain the sampling distribution with simple 











give rise to sampling errors that are smaller than that produced by simple 
random sampling. 
Other methods of sampling which prove to be more practical and useful do 
exist. The following sampling methods are essentially modifications of simple 
random sampling. These designs are substituted in place of simple random 
sampling because they are more economical, practical or could produce more 
precise results. 
(2) Stratified sampling 
Stratified sampling is a fairly simple and widely used technique that makes use 
of auxiliary information in the sampling design and analysis. This is achieved 
by separating the target population into a number of non-overlapping 
subpopulations known as strata. Populations are usually heterogeneous and in 
order to obtain a precise estimate many elements would need to be sampled. 
Stratification allows one to achieve a high level of precision with only a small 
sample size. The aim of stratification is to group similar elements in the same 
. strata i.e. strata should be homogeneous with respect to the stratifying variable. 
Randomness enters the study when a simple random sample of individuals is 
chosen independently from each stratum. Other methods of sampling, such as 
systematic sampling, may be used to select elements from the strata. 
Stratification may be performed using appropriate auxiliary information like 
regional, demographic or socioeconomic information. The result is statistically 
independent strata. 
• The effect of stratification may be a reduction in standard errors of resulting 
estimates within each stratum and hence an overall reduced standard error. 
This is especially true if elements within strata are homogeneous. And 
individuals that are similar with respect to the variation in the response are 
usually grouped together within a stratum. The result is a small within-











enhanced precision is one of the main reasons for employing this sampling 
method. 
• Administrative reasons may also motivate the use of stratification as well as 
the need to make full use of the auxiliary information available. In a 
stratified sample it is possible to obtain separate estimates for each stratum. 
• Stratification ensures that minority subgroups in the population are 
represented in the sample. 
• Cost per observation may be reduced by stratification into convenient 
groups. 
• A disadvantage of stratification is that selection of the sample may be more 
time-consuming. 
(3) Cluster sampling 
In large-scale surveys it is often impossible to construct a list of every 
individual in the population and therefore simple random sampling cannot be 
employed. A more appropriate method in this case would be cluster sampling. 
Cluster sampling is the process whereby non-overlapping groups or clusters of 
individuals instead of single individuals are sampled. The sizes of the cluster 
need not be the same. Auxiliary information is used to form clusters from 
natural occurring groups within the target population. Then a sample of 
clusters is chosen from the population of clusters using a sampling method like 
simple random sampling. Therefore randomness is introduced into the study 
by the selection of clusters rather than selection of individuals directly from the 
population. Subgroups that are often used as clusters are hospitals in a country, 
classes within a school or households in a city. Then, in order to obtain a 
sample all that is needed is a list of clusters, and hence an easily accessible list 
of elements from the sampled clusters rather than a complete frame covering all 
population individuals. 
Cluster sampling is widely used in practice due to the following reasons, but at 











• It is more feasible than other sampling methods because a sampling frame 
at the element level is not necessary. 
• Economically, cluster sampling is the most cost efficient sampling scheme 
especially when the target population is spread over a large region. 
• Cluster sampling may also be the more feasible. option in terms of 
administrative efficiency and is less time-consuming. 
• Cluster sampling may also serve to enhance subject compliance. 
In order for cluster sampling to be more efficient than simple random sampling 
the elements within clusters should be heterogeneous and the clusters should be 
homogenous. However, it is often the case that clusters are internally 
homogenous and therefore elements within the same cluster are not 
independent of each other. The correlation that exists between elements must 
be taken into account when obtaining estimates of standard errors and 
confidence intervals. 
The correlation between elements in the same cluster is known as the 
intracluster correlation and was discussed in Chapter 2 for the experimental 
situation. It measures the degree to which elements within the same cluster are 
similar with respect to the presence or absence of the characteristic of interest. 
The more homogenous clusters are with respect to the characteristic, the greater 
will be the intracluster correlation. This leads to an in.crease in standard errors 
of estimates and hence a decrease in statistical efficiency. Even though there is 
a substantial loss in precision the lower cost per sampling unit compensates for 
this. 
One-stage cluster sampling is a special case of cluster sampling. It involves 
choosing a simple random sample of clusters and including each element 
within the cluster in the sample. Subsampling may also occur within clusters 
once the first level of clusters has been selected. Subsampling within clusters is 











stages of sampling). For example, cities may be sampled, then suburbs within 
cities, then households within suburbs and finally, persons within households. 
The units selected at the first level of sampling are known as primary sampling 
units (PSUs). They playa special role in multistage sampling. Variance 
estimates are computed using only information at the primary sampling unit 
level. They do not require information about secondary and beyond sampling 
units. In the example given above the cities are the primary sampling units. 
3.3 Analysis of data arising from survey sampling 
A large amount of research has been focused on the theory of sampling 
estimation (Cochran, 1953; Kish, 1965; Scheaffer, 1990 and Barnett, 1991). 
Standard methods for point estimation of sample characteristics are readily 
available. Methods for estimating both linear functions like means and totals, 
and non-linear functions like ratios, along with consistent estimators of the 
sample variance of these estimates have been developed. 
We will consider a complex sample made up of a number of clusters. It has 
been found that the estimators produced by assuming an independent sample 
are unbiased. However, homogeneity within clusters tends to increase the 
variance of estimators (Kish and Frankel, 1974). Standard independence 
assumptions in this case will bias the variance downwards and hence produce 
spurious results for test statistics. Analyzing clustered sample data using 
procedures that ignore cluster sampling can produce incorrect standard errors, 
which consequently produces incorrect confidence intervals and test statistics, 
and hence severely misleading results. Adjustments, which take clustering 
into account, should be made. 
Another important characteristic of survey data that anses from the data 
. collection procedure is sampling weights. Even though observations in a 











may have different selection probabilities. Weights are equal or proportional to 
the inverse of the probability of being sampled. So the sampling weights 
effectively represent the number of individuals in the population that each 
sampled individual represents. If the jth observation has a weight of Wj, it 
represents Wj elements in the population from which the sample was drawn. 
There are a number of reasons for including weights in survey analysis. 
Firstly, resulting estimates are approximately unbiased when weights are 
incorporated. In addition, the weights affect the standard errors of the 
estimates (Little et aI, 1997). 
3.3.1 Estimation of proportions using clustered samples 
For the purpose of this section we will only focus on the analysis of binary data 
from one-stage cluster sampling. Hence the estimation of the population 
proportion. 
Suppose the population is made up of K clusters of individuals of sizes 
K 
nl , n2 , ... ,nK with a total population size I nl = N. 
1=1 
A one-stage cluster sample is obtained by taking a simple random sample of k 
clusters, with nj individuals in the ith cluster, i= 1,2, ... , k, and incl uding all the 
k 
individuals of the chosen clusters in the sample, n In, .. 
i=1 
(1) Calculating selection probabilities and weights 
Because each subject in a sample may not have the same chance of being 
drawn under cluster sampling, weights need to be calculated for each subject in 
the sample. The weighting calculation is usually based on the probability 
selection for each subject (Lemeshow et aI, 1998). Consider a one-stage 











Pv the probability of selecting the ith primary sampling unit and 
P2ij the probability of selecting the jth subject from the ith primary 
sampling unit, given that the ith primary sampling unit has been 
selected. 
Then the total probability of choosing the jth subject from the ith primary 
sampling unit is given by 
The weight, wij, allocated to this subject is then proportional to the reciprocal of 
the total selection probability 
Generally we set 
(2) Estimating proportions 
We are interested in estimating the proportion, 7r, of individuals in the 
population that possess some characteristic of interest. Estimates of 
proportions for cluster samples are readily available (Barnett, 1991 and 
Cochran, 1953). 
Let Ylj describe thejth individual in the ith cluster so that 
Y ij I if the individual possesses the characteristic of interest 











The total number of individuals m the population who possess the 
characteristic of interest is 
Then an estimate of the total number of individuals that possess the 
characteristic of interest is given by 
where wij is the weight associated with the jth individual in the ith cluster, 
wij = _1_ with Pu the selection probability of the jth element in the ith cluster. 
Pij 
Now define an additional variable xij with population total given by 
and estimated by 














with Xii 1 for all i=1,2, ... ,k; j=1,2, ... ,ni' 
k "r 
Note that an estimate of the population size is if = II Wif which equals i in 
;=1 }=I 
the case of proportion estimation. 
An estimate of the proportion is 
This unbiased point estimate of rc equals the estimate that would have been 
obtained if we assumed all observations in our sample were independent 
(simple random sample). 
The estimated variance of ic under cluster sampling can be obtained using the 
delta method (i.e. a first-order Taylor expansion). It is 
This is a weighted version of the variance ofa ratio estimate discussed by Rao 
and Scott (1992) and derived for testing proportions in cluster randomized 











3.3.2 Measuring the effects of cluster sampling -
Design effects for proportions 
Cluster sampling gives rIse to dependent data that usually results in the 
variance of estimates being larger than expected under a simple random sample 
of the same size. Because the variances of estimates in particular.are affected 
by using standard procedures under cluster sampling, an appropriate measure 
for the effect of clustering should take these variances into account. A 
measure of the effect of clustering on estimators is the design effect, also 
known as the variance inflation factor. The design effect is simply the ratio of 
the variance of a parameter, say 0, under cluster sampling and the variance 
under a hypothetical simple random sample of the same size, 
DEFF (0) = varCL (0) . 
varSRS(O) 
One is then able to derive the design effect for the proportion estimate 
presented in the previous section. If a simple random sample without 
replacement had been obtained with the same number of elements, n, as in the 
cluster sample then the estimated variance of the proportion estimate Ii would 
be calculated using the formula 











The design effect under cluster sampling usually produces values greater than 
unity, implying that the cluster design yields an estimate that has a higher 
variance than would be obtained using a simple random sample of the same 
size. Stratification, on the other hand, generally produces design effects less 
than unity. 
Design effects can be used In the analysis stage for adjusting standard statistical 
estimates for the effects of dependence brought about by clustering. Design 
effects are also useful in the planning and design stage, especially in the 
determination of required sample sizes and as a measure of efficiency when 
comparing alternative designs. 
3.3.3 Logistic regression for clustered samples 
The estimation methods discussed before simply provided straightforward 
estimates of proportions. We often want to look at the relationship between 
these proportions and a number of independent explanatory variables. We 
therefore tum to analytic inference of clustered data. 
There has been an increasing amount of research done on the analytical 
inference of complex sample data (Holt and Scott, 1981; Scott and Holt, 1982 
and Nathan, 1988). These include methods like regression and analysis of 
variance that had originally been developed under the assumption of simple 
random sampling which is rarely realized in practice. We will specifically look 











Suppose that the response of an arbitrary observation, Yj (j = 1, ... ,n), is 
binomially distributed with parameters n, the number of observations, and 1r f' 
the probability of success. The linear logistic model under standard statistical 
theory relates the probability 1rf to r explanatory variables, 
x/ = (X1f ,x2f , ... ,X,j) associated with that observation in the following way 
where /3 = (/3o,/3I , •.. ,/3r) is the unknown parameter vector of regression 
coefficients to be estimated. Then 
Interpretation of the parameters is usually in terms of odds ratios, exp(/3s), 
s= 1,2, ... ,r. The general method of estimation of the logistic regression 
parameters is the method of maximum likelihood. 
An important assumption of the logistic regression model is that observations 
are independent. In fact, the logistic model is only valid when one can assume 
that a sample has been drawn from a population using simple random sampling 
where each element has the same probability of being selected. 
Stratified sampling is accounted for in logistic regression by simply including 
an additional explanatory variable that indicates from which stratum an 
observation has been sampled. It is then also possible to determine whether 
there is an interaction between the strata and the remaining explanatory 












Methods which fit logistic models when responses are correlated have been 
developed. The approach to modelling in complex surveys involves viewing 
the intracluster correlation as a nuisance effect with the aim of eliminating it 
from estimation and test results. This aggregated approach encompasses 
estimation methods like weighted least squares, pseudolikelihood (PL) 
estimation and the generalized estimating equations method. However, the 
weighted least squares model cannot be used in the case where predictor 
variables are continuous measurements (Lehtonen and Pahkinen, 1995). This 
section briefly examines the pseudolikelihood approach to modelling the 
relationship between a number of explanatory variables and intracluster 
correlated binary responses. Chapter 4 will examine the generalized estimating 
equations approach in detaiL 
For complex sample designs we cannot calculate maXImum likelihood 
estimates due to the difficulty in obtaining appropriate likelihood functions. 
The approach to analyzing clustered survey data involves appropriately 
weighting observations, taking their unequal selection probabilities and the 
presence of intracluster correlation into account. Pseudolikelihood estimation 
is essentially a modification of maximum likelihood estimation. 
k 
Consider a binary response variable Yij, for the Jth (j=1,2, ... ,ni , In j ) 
;=1 
individual in the ith cluster (i=1,2, ... ,k). Associated with each of the responses 
are a number of explanatory variables given by X/=(Xlij, X2ij, ... , Xri;). Let 
lr; = J; ({3) be the probability of a response in the ith cluster and define the ratio 
estimate of the proportion of successes for the ith cluster, Pi. Also define a nxr 
design matrix, XT, and a nxn diagonal matrix W with selection probability 
weights wi} on the diagonal. Then the PL estimate for the logit model, /JPL' is 











The resulting estimates of /3PL and f(/3PL) are asymptotically consistent 
(Roberts et at, 1987). 
Under the simple random sample design the covanance matrix of /JPL IS 
estimated by 
~. (;, ) ( T )-1 
V SRS\PPL = X WAJf'X 
whereA=diag{(/O-/))ln,}. 
This estimate is not consistent in the case of clustered designs. A more 
complicated covariance estimator that is consistent under the complex design is 
obtained using the linearization method. It is 
where VeL is the survey estimate of the covariance matrix ofp. 
Having determine the variance of /JPL one is able to obtain confidence intervals 
for odds ratio estimates, exp(/JPL)' An approximate (1 a)lOO% confidence 
interval for the odds ratio for the sth explanatory variable, with parameter 











where z al2 is the (1- a)l 00% two-sided critical value of the standard nonnal 
distribution. 
The design effect of the parameter estimates can be derived using 
DEFF(iJPL ) VeL (/JPL) 
V SRS (/JPL) 
Kish and Frankel (1974) have found by empirical observation that design 
effects for regression coefficients tend to be smaller than that for means. 
3.4 Illustration of cluster sampling analysis -
A rectal bleeding example 
Rectal bleeding is an important and may be the only symptom of colorectal 
cancer, the most common internal malignancy in Australia (Jelfs et aI, 1994). 
Because rectal bleeding occurs, before diagnosis, in over two thirds of patients 
with rectal cancer, and the prevalence of rectal bleeding in patients attending 
general practitioners (GPs) in Australia was unknown, Sladden et al (1999) 
conducted a study of rectal bleeding. The prevalence, health seeking behaviour 
and management of rectal bleeding in general practice patients in Northern 
Tasmania, Australia, was investigated. The data for this study was provided by 
Dr Mike Sladden from the University of Tasmania, Australia. The integrity of 
patient confidentiality has been honoured. 
3.4.1 Data collection 
Twenty GPs who worked five or more sessions a week were randomly selected 











primary sampling unit. Each GP was supplied with 50 self-administered 
patient questionnaires that included questions on socio-demographic variables, 
frequency of GP attendance, looking for signs of bleeding and history of 
bleeding. Those with a history of bleeding were questioned in more detail 
about bleeding. For the most recent bleed they were aske~ whether they sought 
advice, what the bleeding implied for them and whether further investigations 
had been performed. Possible examinations were a rectal examination (PR), 
sigmoidoscopy or colonoscopy (scope - telescope examination of the bowel) or 
barium enema (BA enema - x-ray of the bowel). All consenting patients over 
50 years of age completed the questionnaires while waiting to see the GP. Data 
collection at each GP ceased once the 50 questionnaires had been completed or 
after 3 weeks, whichever occurred first. The total number of questionnaires 
obtained from each GP ranged from 21 to 50 (median = 50). A total of903 
consenting patients were recruited over the study period. This data will be used 
to illustrate the effects of sampling weights and clustering on estimation of 
means, proportions, regression coefficients, and their variances. 
3.4.2 Calculation of weights 
In order to determine the probability weights appropriate for the design-based 
analysis of the data set described above, one needs to know the size of each 
general practice included in the study. This information was not available for 
the study described above and therefore, for illustrative purposes only, each 
practice was assigned a size. Using a random number table and assuming that 
the size of practices ranged from 400 to 1000 patients, a size was generated for 











GP (i) Sample Practice size (N J GP (i) Sample Practice size (N J 
size (ni) size (nJ 
1 50 581 11 50 864 
2 50 534 12 50 673 
3 50 891 13 50 453 
4 50 621 14 23 998 
5 50 909 15 50 I 546 
6 50 498 16 50 782 
7 50 883 17 45 999 
8 50 415 18 22 563 
9 50 571 19 50 704 
10 45 822 20 18 812 
Table 3.1 GP size assigned using a random number table and sample 
size chosen from each of the 20 GPs 
It is quite simple to calculate the weights bearing in mind that the weights 
associated with the selected subject is equal to the inverse of the probability of 
being sampled. The probability of selection of each individual is equal to the 
product of the probability of selecting 
(a) the general practice (out of a total of 89) 
Th" 'b k/ 20/ IS IS gIven Y PGP = /K /89' 
and 
(b) the patient in the selected general practice 
For practice i this is PPt = ~j , "., ,20, 
So, the resulting probability of selecting an individual from one of these 











Thus, it follows that the statistical weight for the observations in the ith GP is 
given by 
w = 1/ =89N,/ 
I / Pi /20n j ' 
The resulting weights for each observation that belongs to a specific GP is 
given in Table 3.2. Therefore the estimated population size is 
Ie 
if = Lniwi = 62830. 
;=1 
GP (i) Weight (Wi) GP (i) Weight (Wi) 
1 51.709 11 76.896 
2 47.526 12 59.897 
3 79.299 13 40.317 
4 55.269 14 193.091 
5 80.901 15 48,594 
6 44.322 16 69.598 
7 78.587 17 98.790 
8 36,935 18 113.880 
9 50.819 19 62.656 
10 81.287 20 200.744 
Table 3.2 Weights for rectal bleeding example 
The statistical package, STAT A, is equipped with complex survey sampling 











3.4.3 Descriptive analysis 
(1) Analysis assuming independence (ignoring probability weighting and 
clustering) 
First, consider the estimation of means and proportions for a number of 
variables included in the analysis. The sample was not stratified and therefore 
only weighting and clustering need be considered. Table 3.3 provides 
estimates of the means and proportions with standard errors for selected 
variables assuming independence of patients within GPs and ignoring weights. 
These estimates are incorrect and standard errors are underestimated. 
(2) Analysis assuming independence and incorporating weights 
If one incorporates the correct probability weigh.ting scheme but Ignores 
clustering in the analysis, the estimates of means and proportions, and their 
variances change slightly, In fact, variances have increased for all variables. 
Point estimates are now unbiased but standard errors are still incorrect. See 
Table 3.4. One is able to determine the inflation in the variance, due to 
weighting, by examining the design effects. There is quite a large increase in 
the variance for the variable: Sought advice elsewhere. It is approximately 











Simple Random Sample Design 
Variable Estimate 
(mean! Standard 95% 
proportion) error confidence interval 
Age 66.261 0.308 65.657 66.866 
Males 0.438 0.017 0.405 0.470 
Patient report of number of visits to 6.353 0.102 6.154 6.553 
GP 
Patients seeing doctor about rectal 0.0581 0.013 0.033 0.082 
bleeding 
Ever looks at paper for signs of 0.014 0.738 0.793 
bleeding 
Ever looks at pans for signs of 0.7021 0.015 0.672 0.732 
bleeding 
H~ve ever had rectal bleeding 0.331 0.016 0.300 0.362 
Age at first bleed 48.165 0.991 46.212 50.117 
Age at last bleed 58.699 0.699 57.322 60.075 
FOR THE MOST RECENT BLEED 
Single pattern of bleeding (as 0.705 0.029 0.648 0.761 
opposed to multiple) 
Paper bleeding (as opposed to pan) 0.740. 0.028 0.686 0.794 
Pain 0.284 0.028 0.228! 0.339 
Similar to previous episodes of 0.619 0.028 0.563 0.674 
bleeding 
First ever bleed 0.147 0.021 0.107 0.188 
Sought GP advice 0.454 0.030 0.395 0.514 
Sought family advice 0.087 0.016 0.055 0.119 
Sought advice elsewhere 0.033 0.010 0.013 0.054 
Had aPR 0.365 0.028 0.310 0.419 
Had a BA Enema 0.130 0.020 0.092 0.169 
Had a scope ~24 0.164 0.257 
Table 3.3 Estimates, standard errors and 95% confidence intervals 











Weighted Sample Design 
Variable Estimate 
(mean! Standard 95% Design 
Iproportion) error confidence interval Effect 
Age 66.137 0.335 65.479 66.795 1.197 
Males 0.433 0.018 0.398 0.469 1.228 
Patient report of number of visits to 6.402 0.112 t::. 1 Q'l 6.621 1.209 
GP 
Patients seeing doctor about rectal 0.056 0.014 0.028 0.084 1.303 
bleeding 
Ever looks at paper for signs of 0.758 0.016 0.726 0.789 1.242 
bleeding 
Ever looks at pans for signs of 0.695 0.017 0.662 0.729 1.241 
bleeding 
Have ever had rectal bleeding 0.3321 0.017 0.298 0.367 1.233 
Age at first bleed 47.603 1.042 45.550 49.656 1.151 
Age at last bleed 58.217 0.744 56.751 59.683 l.173 
FOR THE MOST RECENT BLEED 
Single pattern of bleeding (as opposed 0.707 0.032 0.644 0.770 1.248 
to multiple) 
Paper bleeding (as opposed to pan) 0.727 0.032 0.664 0.791 1.333 
Pain 0.296 0.032 0.232 0.360 l.310 
Similar to previous episodes of 0.621 0.031 0.560 0.682 1.219 
bleeding 
First ever bleed 0.137 0.021 0.094 0.179 1.167 
Sought GP advice 0.465 0.034 0.398 0.531 1.247 
Sought family advice 0.089 0.018 0.053 0.124 1.183 
Sought advice elsewhere 0.042 0.015 0.012 0.072 1.747 
Had aPR 0.362 0.031 0.301 0.423 1.233 
Had a BA Enema 0.140 0.023 0.095 0.186 1.339 
Had a scope 0.219 0.027 0.165 0.273 1.313 
Table 3.4 Estimates, standard errors and 95% confidence intervals 
assuming independence but taking weighting into account 
(3) Analysis taking clustered design into account but ignoring weighting 
If weights are ignored and only clustering is taken into account, then the 
estimates of means and proportions are the same as those assuming 
independence. The effect of clustering is clearly seen in the difference between 
standard error estimates under the different sampling designs. See Table 3.5. 











than that under the simple random sampling design. A consequence of the 
inflated variances is wider confidence intervals. The inflation in the variance 




Standard I 95% (meanJ Design 
pI'oportion) error confidence interval Effect 
Age 66.261 0.569 65.071 67.451 3.405 
Males 0.438 0.021 0.393 0.483 1.664 
Patient report of number of visits to 6.353 0.194 5.948 6.759 3.633 
GP 
Patients seeing doctor about rectal 0.058 0.0131 0.031 0.085 1.053 
bleeding 
Ever looks at paper for signs of 0.765 0.024 0.716 0.815 2.818 
bleeding 
Ever looks at pans for signs of 0.702 0.028 0.644 0.760 3.253 
bleeding 
Have ever had rectal bleeding 0.331 0.022 0.285 0.377 1.994 
Age at first bleed 48.165 0.942 46.194 50.136 0.902 
Age at last bleed 58.699 0.780 57.065 60.332 1.245 
FOR THE MOST RECENT BLEED 
Single pattern of bleeding (as 0.705 0.030 0.642 0.767 1.094 
opposed to multiple) 
Paper bleeding (as opposed to pan) 0.740 0.025 0.688 0.792 0.805 
Pain 0.284 0.030 0.221 0.346 1.137 
Similar to previous episodes of 0.619 0.02.1 0.574 0.664 0.578 
bleeding 
• First ever bleed 0.147 0.021 0.104 0.190 0.998 
Sought GP advice 0.454 0.0311 0.389 0.520 1.070 
Sought family advice 0.087 0.023 0.040 0.134 1.923 
Sought advice elsewhere 0.033 0.0111 0.011 0.055 1.018 
Had aPR 0.365 0.0311 0.300 0.429 1.232 
Had a BA Enema 0.130 0.01 8l 0.093 0.167 0.819 
Had a scope 0.211 0.024 1 0.161 0.260 0.991 
Table 3.5 Estimates, standard errors, 95% confidence intervals and 
design effects produced by taking cluster design into account 











(4) Correct analysis incorporating both cluster design and weighting 
The results for the correct analysis compared to the incorrect analysis ignoring 
design and weights, is given in Table 3.6. Here both the weighting and 
clustering of observations have been accounted for in the correct analysis. As a 
result one is able to obtain confidence intervals whose true coverage is close to 
95%. 
The estimated mean age of these patients was approximately 66 years and the 
estimated average age at first bleed was 47.6 years. The percentage of males in 
the study was 43.3% and the percentage of females 56.7%. Approximately 
33% of patients had experienced rectal bleeding before. About 6% of the 
patients were seeing the GP with a rectal bleeding problem. 
As far as signs of rectal bleeding were concerned, patients examined both paper 
and pan for signs of bleeding. A larger proportion of patients examined paper 
(75.8%) compared to pan (69.5%). 
Patients were also questioned about their most recent bleed. Many said that it 
was similar to previous episodes of bleeding (62%). Most experienced a single 
pattern of bleeding (70.7%) as opposed to a multiple pattern. Paper bleeding 
occurred more frequently amongst patients (in 73% of cases) than pan 
bleeding. Approximately 30% of these patients experienced some degree of 
pain with the bleed. 
Quite a few patients consulted their GP (46.5%) when faced with a bleeding 
problem. About 9% and 4% sought advice from a family member or elsewhere 
respectively. For the most recent bleed, 36.2% had a rectal examination, 












Simple Random Sample Design Weighted Cluster Design 
Variable Estimate Estimate 
(mean! Standard 95% (mean! Standard 95% 
Iproportion) error confidence interval Iproportion) error confidence interval 
---------- ---------- --------
Age 66.261 0.308 65.657 66.866 66.137 0.516 65.058 67.216 
Males 0.438 0.017 0.405 0.470 0.433 0.026 0.378 0.489 
---------
Patient report of number of visits to OP 6.353 0.102 6.154 6.553 6.402 0.202 5.979 6.825 
Patients seeing doctor about rectal 0.058 0.013 0.033 0.082 0.056 0.013 0.028 0.084 
bleeding 
Ever looks at paper for signs of bleeding 0.765 0.014 0.738 0.793 0.758 0.030 0.695 0.820 
Ev~!J2oksatl'ans for signs of bleeding 0.702 0.015 0.672 0.732 0.695 0.033 0.626 0.765 
Have ever had rectal bleeding 0.331 0.016 0.300 0.362 0.332 0.024 0.283 0.382 
Age at first bleed 48.165 0.996 46.212 50.117 47.603 0.862 45.799 49.407 
Age at last bleed 58.699 0.703 57.322 60.075 58.217 0.638 56.881 59.553 
FOR THE MOST RECENT BLEED 
Single pattern of bleeding (as opposed 0.705 0.029 0.648 0.761 0.707 0.028 0.648 0.766 
to multiple) 
Paper bleeding (as opposed to pan) 0.740 0.028 0.686 0.794 0.727 0.035 0.655 0.800 
Pain 0.284 0.029 0.228 0.339 0.296 0.041 0:211 0.381 
Similar to previous episodes of bleeding 0.619 0.029 0.563 0.674 0.621 0.035 0.548 0.695 
First ever bleed 0.147 0.020 0.107 0.188 0.137 0.022 0.091 0.182 
Sought OP advice 0.454 0.030 0.395 0.514 0.465 0.032 0.398 0.532 
Sought family advice 0.087 0.016 0.055 0.119 0.089 0.024 0.039 0.138 
Sought advice elsewhere 0.033 0.010 0.013 0.054 0.042 0.014 0.013 0.070 
Had a PR 0.365 0.028 0.310 0.419 0.362 0.030 0.299 0.425 
Had a BA Enema 0.130 0.019 0.092 0.169 0.140 0.019 0.101 0.180 
Had a scope 0.211 0.024 0.164 0.257 0.219 0.025 0.167 0.271 
Table 3.6 Estimates, standard errors and 95% confidence intervals under simple random sampling and the correct 
































3.4.4 Summary of descriptive statistics results 
A summary of estimates, standard errors and design effects for each of the four 
analyses is given in Table 3.7. The first value in each cell corresponds to the 
mean/proportion estimate, the second to the standard error and the third to the design 
effect. 
By examining the estimates obtained under independence and then under the correct 
weighted cluster design, we see that the standard errors are generally larger under the 
correct design in all but four cases: age at first bleed, age at last bleed, singular 
pattern of bleeding and had a BA enema. This is also reflected in the design effects 
that are less than 1 for each of these variables. For all of the cases the design effects 
are only slightly below 1 indicating that the variances under cluster design and 
independence are approximately the same. The slight decrease in variances is caused 
by small but slightly negative intracluster correlations. 
The design effect is as large as 4.666 for the variable: Ever looks at pan for signs of 
bleeding. This means that the variance is over 4lf times larger under cluster sampling 
compared to simple random sampling. 
Overall, the probability weighting causes a slight change in both the estimate and the 
standard error of the estimate. In all cases the standard errors have increased. Taking 
clustering only into account has the effect of increasing standard errors quite 
considerably but mean and proportion point estimates remain unchanged. Both the 












Independent Weighted Clustered Weighted 
Variable Design Design Design Clustered 
Design 
Age Estimate 66.261 66.137 66.261 66.137 
Standard error 0.308 0.018 0.569 0.516 
Design effect 1.197 3.405 2.833 
Males 0.438 0.433 0.438 0.433 
0.017 0.018 0.021 0.026 
l.228 1.664 2.563 
Patient report of number of visits to 6.353 6.402: 6.353 6.402 
OP 0.102 0.112 0.194 0.202 
1.2091 3.633 3.965 
Patients seeing doctor about rectal 0.058 0.056 0.058 0.056 
bleeding 0.013 0.014 0.013 0.013 
l.303 1.053 1.149 
Ever looks at paper for signs of 0.765 0.758 0.765 0.758 
bleeding 0.014 0.016 0.024 0.030 
1.2421 2.8181 4.412 
Ever looks at pans for signs of 0.702 0.69~! 0.702 0.695 
bleeding 0.015 0.017 0.028 0.033 
1.2411 3.253 4.666 
Have ever had rectal bleeding 0.331 0.332 0.331 0.332 
0.016 0.0171 0.022 0.024 
1.233 1.994 2.263 
Age at first bleed 48.165 47.6031 48.165 47.603 
0.991 1.042 0.942 0.862 
1.1511 0.902 0.787 
Age at last bleed 58.699 58.217 58.699 58.217 
0.699 0.74;1 0.780 0.638 
1.173 1.245 0.862 
Table 3.7 Comparisons of estimates, standard errors and design 
effects obtained using different methods of analysis 











Independent Weighted Clustered Weighted 
Variable Design Design Design Clustered 
Design 
FOR THE MOST RECENT BLEED 
Single pattern of bleeding (as 0.705 0.7°~1 0.705 0.707 
opposed to multiple) 0.029 0.032j 0.030 0.028 
1.248 1.094 0.979 
Paper bleeding (as opposed to pan) 0.740 0.7271 0.740 0.727 
0.028 0.032 0.025 0.035 
1.333 0.805 1.539 
Pain 0.284 0.296 0.284 0.296 
0.028i 0.032 0.030 0.041 
1.310 l.137 2.075 
Similar to previous episodes of 0.619 0.621 0.619 0.621 
bleeding 0.028 0.031 0.021 0.035 
l.219i 0.578 1.562 
First ever bleed 0.147 0.137 0.147 0.137 
0.021 0.021 0.021 0.022 
1.167 0.998 1.201 
Sought GP advice 0.454 0.465 0.454 0.465 
0.030 0.034 0.031 0.032 
1.247 1.070 1.114 
Sought family advice 0.087 0.089 0.087 0.089 
0.016 0.018 0.023 0.024 
1.183i 1.923 2.047 
Sought advice elsewhere 0.033 0.042 0.033 0.042 
0.010 0.015 0.011, 0.014 
1.747 1.018 1.375 
Had aPR 0.365 0.362 0.365 0.362 
0.028 0.031:: 0.031 0.030 
1.233 1.232 1.162 
Had a BA Enema 0.130 0.140i 0.130 0.140 
0.020 0.023, 0.018' 0.019 
I 
1.339 0.819 0.867 
Had a scope 0.211 0.2191 0.211 0.219 
0.024 0.0271 0.024 0.025 
1.313 0.991 L077 
Table 3.7 (continued) Comparisons of estimates, standard errors and 












3.4.5 Logistic regression 
(1) Logistic regression ignoring cluster design and weighting 
In order to determine whether any of the variables jointly aff~ct whether patients with 
rectal bleeding consulted a GP or not, a logistic regression was performed. In order to 
make valid inferences it is necessary, as with mean and proportion estimation, to take 
weighting and clustering into account. If these are ignored the logistic regression 
results assuming independence of patients within GPs are as given in Table 3.8. We 
are able to obtain easily interpretable odds ratios for each of the variables by simply 
calculating the exponent of each regression coefficient. These odds ratios are 
provided along with confidence intervals in Table 3.9. The variables which affect 
whether a patient consults a GP are possibly age (p=0.067), pattern of bleeding; paper 
or pan (p<0.001) and singular or multiple (p=0.047), family advice (p=0.001) and 
whether they had experienced a similar bleed before (p<0.001). 
Independent Logistic Regression 
Sought GP advice 
Coefficient I 
Standard 95% 
error '" p-value Confidence Interval "-
Constant 0.209 1.167 0.179 0.858 -2.079 2.497 
Age 0.0321 0.017 1.834 0.067 -0.002 0.066 
Paper bleeding -1.5951 0.367 -4.347 <0.001 -2.314 -0.876 
Ipattern 1 
Single bleeding -0.681 0.343 -1.988 0.047 -1.352 -O.OlD 
pattern 
Family advice 2.0431 0.623 3.278 0.001 0.822 3.265 
Similar bleed -1.4171 0.336 -4.215 <0.001 -2.076 -0.758 
Table 3.8 Coefficients, standard errors, p-values and 95% confidence 












Independent Logistic Regression 
Sought GP advice Standard 95% 
Odds Ratio error Confidence Interval 
Age 1.033 0.018 0.998 1.069 
Paper bleeding pattern 0.203 0.074 0.099 0.417 
Single bleeding pattern 0.506 0.173 0.259 0.991 
Family advice 7.715 4.808 2.274 26.171 
Similar bleed 0.242 0.0 0.125 0.469 
Table 3.9 Odds ratios, standard errors and 95% confidence intervals 
produced by independent logistic regression ignoring weighting 
(2) Logistic regression taking weighting into account 
If the proper selection weighting was incorporated the results would be as seen in 
Table 3.10 and Table 3.11. Both coefficients and odds ratio estimates have changed. 
Examination of the design effects (Table 3.11) indicate that the standard errors for all 
variables have increased as all design effects are greater than 1. Single bleeding 
pattern exhibits the largest design effect indicating an increased variance that is almost 
1 Y2 times greater under the weighted design compared to the independence design. 
Weighted Independent Logistic Regression 
Sought GP Standard 95% 
advice Coefficient error z p-value .Confidence Interval 
Constant 0.090 1.308 0.069! 0.945 -2.486 2.667 
Age 0.034 0.020 1.704 0.090 -0.005 0.073 
Paper bleeding -1.711 0.417 -4.100 <0.001 -2.534 -0.889 
pattern 
Single bleeding -0.494 OA08 -l.2IO! 0.227 -1.299 0.310 
pattern 
Family advice 1.901 0.641 2.967 0.003 0.639 3.163 
Similar bleed -1.347 0.369 -3.646 <0.001 -2.074 -0.619 
Table 3.10 Coefficients, standard errors, p-values and 95% confidence 
intervals produced by independent logistic regression but 










Weighted Independent Logistic Regression 
Sought GP advice Standard 
Odds Ratio error ~ -' e Interval Design effect 
Age 1.034 0.020 0.995 1.075 l.276 
Paper bleeding pattern 0.181 0.075 0.079 0.411 1.295 
Single bleeding pattern 0.610 0.249 0.273 1.364 1.422 
Family advice 6.692 4.288 1.894 23.643 1.057 
Similar bleed 0.260 0.096 0.126 0.538 1.207 
Table 3.11 Odds ratios, standard errors and 95% confidence intervals 
produced by independent logistic regression but accounting for 
weighting 
(3) Logistic regression accounting for clustering only 
Accounting for clustering only produces the following results. 
Clustered Logistic Regression 
Sought GP advice Standard 
Coefficient error z p-value 
Constant 0.209 1.049 0.199 0.844 
Age 0.032 0.016 1.966 0.064 
Paper bleeding -1.595 0.397 -4.017 0.001 
pattern 
Single bleeding -0.681 0.432 -1.575 0.132 
pattern 
Family advice 2.043 0.677 3.016 0.007 
Similar bleed -1.417 0.347 -4.088 0.001 
95% 
Confidence Interval 






Table 3.12 Coefficients, standard errors, p-values and 95% confidence 
intervals produced by logistic regression that takes cluster design 
into account 
If we compare this set of estimates with those obtained assuming independence we see 
that coefficient and odds ratio estimates (Table 3.13) have remained the same but 











bleeding pattern is no longer significantly related to GP consultation. However, the 
results are still erroneous. Weighting needs to be taken into account along with 
clustering. All design effects, except that for age, is greater than 1. This indicates that 
clustering generally increases the variance of regression estimates. 
Clustered Logistic Regression 
Sought GP advice Standard 95% Design 
Odds Ratio error Confidence Interval effect 
Age 1.033 0.017 0.998 1.068 0.844 
Paper bleeding 0.203 0.081 0.088 0.466 1.175 
Ipattern 
Single bleeding 0.506 0.219 0.205 1.251 1.523 
pattern I 
Family advice 7.715 5.226 i 1.869 31.845 1.036 
Similar bleed 0.242 0.084 0.117 0.501 1.008 
Table 3.13 Odds ratios, standard errors, 95% confidence intervals and design 
effects produced by logistic regression that takes cluster design into 
account 
(4) Logistic regression incorporating correct weighting and consideration of 
cluster design 
The results obtained assuming independence are erroneous. The true sampling design 
is incorporated in the analysis by specifYing that each GP is a primary sampling unit 
with patients within the GPs possibly being more alike than patients between GPs. 
Performing the logistic regression again, taking the clustering into account and 
incorporating the proper weighting scheme, we obtain the correct results in Table 
3.14. As a consequence of increased standard errors we find that confidence intervals 
are wider, except for the case of age where the standard error decreased. 
Design effects are not too large. Those for age, family advice and similar bleed are 











not very much larger than that under independence. A value of 1,467 for the paper 
bleeding design effect indicates that the variance for this regression coefficient is close 
to one and a halftimes larger under cluster sampling. 
Note that under the correct design we question whether age is related to GP 
consultation and single bleeding pattern clearly needs to be omitted from the model. 
We are now able to make valid interpretations based on the correct method of 
analysis. 
The final model estimates for this set of data is given in Table 3.16. The final model 
is given by 
109[~J == 1.921 - 1.864 (Paper bleeding pattern) + 1.972 (Family advice) 
1 1r l) 
- 1.282 (Similar bleed) 
Unlike the model under independence, age and single vs multiple bleeding pattern are 
no longer significantly related to GP consultation. The three variables included in the 
final model were paper bleeding pattern, family advice and similar bleed. Odds ratios 
are provided in Table 3.17. A paper bleed or a bleed similar to a previous occasions 
had a negative effect on a patients decision to consult a GP or not. The odds of a 
patient who had a paper bleed visiting their GP were 84% less compared to those who 
observed pan bleeding. The odd of those who had had a similar bleed previously 
seeing their GP were 72% less compared to the odds of someone who did not have a 
bleed that was similar to a previous occasion. Family advice also played a major role 
in GP consultation. The odds of those who received advice from a family member 











Independent Logistic Regression Weighted Cluster Logistic Regression 
~~~ ---------
Sought GP advice Standard 95% Standard 95% 
Coefficient error z p-value Confidence Interval Coefficient error z p-value Confidence Interval 
Constant 0.209 1 167 0.179 0.858 -2.079 2.497 0.090 1.206 0.075 0.941 -2.433 2.613 
Age 0.032 0.017 1.834 0.067 -0.002 0.066 0.034 0.018 1.850 0.080 -0.004 0.072 
Paper bleeding -1.595 0.367 -4.347 <0.001 -2.314 -0.876 -1.711 0.436 -3.921 0.001 -2.625 -0.798 
pattern 
Single bleeding -0.681 0.343 -1.988 0.047 -1.352 -0.010 -0.494 0.525 -0.941 0.359 -1.593 0.605 
pattern 
Family advice 2.043 0.623 3.278 0.001 0.822 3.265 1.901 0.688 2.764 0.012 0.461 3.341 
Similar bleed -1.417 0.336 -4.215 <0.001 -2.076 -0.758 -1.347 0.361 -3.733 0.001 -2.1 02 -0.592 
Table 3.14 Coefficients, standard errors, p-values and 95% confidence intervals produced by both independent logistic 
regression and weighted clustered logistic regression 
Independent Logistic Regression Weighted Cluster Logistic Regression 
• Sought GP advice Standard 95% Standard 95% Design . 
Odds ratio error Confidence Interval Odds ratio error Confidence Interval effect 
Age 1.033 0.018 0.998 1.069 1.034 0.019 0.996 1.074 1.087 
Paper bleeding 0.203 0.074 0.099 0.417 0.181 0.079 0.072 0.450 1.467 
pattern 
Single bleeding 0.506 0.173 0.259 0.991 0.610 0.320 0.203 1.831 2.096 
pattern I 
Family advice 7.715 4.808 2.274 26.171 6.692 4.603 1.586 28.238 1.1381 
Similar bleed 0.242 0.081 0.125 0.469 0.260 0.094 0.122 0.553 1.067 
Table 3.15 Coefficients, standard errors, p-values and 950/0 confidence intervals produced by both independent logistic 












Weighted Clustered Logistic Regression 
Sought GP advice Standard 95% 
Coefficient error z p-value Confidence Interval 
Constant 1.921 0.359 5.353 <0.001 1.170 2.673 
Paper bleeding -1.864 0.431 -4.327 <0.001 -2.766 -0.963 
Ipattern 
Family advice 1.972 0.662 2.977 0.008 0.586 3.358 
Similar bleed -1.282 0.343 -3.744 0.001 -1.9991 -0.565 
Table 3.16 Final model coefficients, standard errors, p-values and 95% 
confidence intervals produced by logistic regression that takes 
cluster design into account 
Weighted Clustered Logistic Regression 
Sought GP advice Standard ~ 95% I Design Odds Ratio error Confidence Interval effect 
Paper bleeding 0.l55 0.067 0.063 0.382 1.453 
pattern 
Family advice 7.185 4.759
1 
1.796 28.738 1.075 
Similar bleed 0.277 0.095 0.135 0.568 1.048 
Table 3.17 Final model odds ratios, standard errors, 95% confidence intervals 
and design effects produced by logistic regression that takes cluster 
design into account 
3.4.6 Summary of logistic regression results 
A summary of estimates, variances, p-values and design effects for each of the four 
logistic regression analyses is given in Table 3.18. The first value in each cell 
corresponds to the mean/proportion estimate, the second to the standard error, the 











Similar inferences as those for the descriptive analysis can be made. Correct 
weighting affects both parameter estimates and standard errors while clustering affects 
standard errors only. We are clearly able to see the effect that the correct weighting 
and clustering procedure has on the results. The two variables, age and single 
bleeding pattern, are no longer significantly related to whether an individual consults a 
GP or not. 
Independent Weighted Clustered Weighted 
Variable Design Design Design Clustered 
Design 
Age Parameter estimate, 0.032 0.034 0.032 0.034 
Standard error, 0.017 0.020 0.016 0.018 
p-value, 0.067 0.090 0.064 0.080 
Design effect 1.276 0.844 1.087 
Paper bleeding pattern -1.595 -1.711 -1.595 -1.711 
0.367 0.417 0.397 0.436 
<0.001 <0.001 0.001 0.001 
1.295 1.175 1.467 
Single bleeding pattern -0.681 -0.494 -0.681 -0.494 
0.343 0.408 0.432 0.525 
0.047 0.227 0.132 0.359 
1.422 1.523 2.096 
Family advice 2.043 1.901 2.043 1.901 
0.623 0.641 0.677 0.688 
0.001 0.003 0.007 0.012 
1.057 1.036 1.138 
Similar bleed -1.417 -1.347 -1.417 -1.347 
0.336 0.369 0.347 0.361 
<0.001 <0.001 0.001 0.001 
1.207 1.008 1.067 
Table 3.18 Comparisons of logistic regression estimates, standard errors,p-
values and design effects obtained using different methods of 
analysis 
The largest design effect under the correctly weighted and clustered design is for 











over two times larger in the weighted cluster design compared to that under 
independence. However, this variable needs to be excluded from the model as it is no 
longer significantly related to GP consultation. T~is is an effect of the increased 
variance. All the design effects for the remaining coefficients are not very much 
larger than 1 indicating not much of an increase in the variance. Note that this 
example supports the empirical findings by Kish and Frankel (1974). The design 
effects for regression coefficIents are generally smaller than the design effects for 













POPULATION-A VERAGED MODELS 
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4.2.1 Independence estimating equations 
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One of the approaches to handling clustered binary data involves not specifying ajoint 
distribution for the responses but considering the marginal model where a model is 
constructed for the marginal expectation of the responses for each observation within 
a cluster. Marginal models are a class of statistical models that allows one to model 
the regression relationship between a response and a number of covariates in the 
presence of clustering. Using this approach, marginal effects are averaged over all 
clusters and therefore this is also referred to as the population-averaged approach. 
The marginal response is modelled as a function of the covariates without explicitly 
accounting for subject-to-subject heterogeneity. 
The marginal expectation for individual j in cluster i, J..lij E(y iI)' is the focus. We 
assume that the marginal expectation is related to a r x 1 covariate vector x~ by 
for some known link function g(.) , and the marginal variance is a function of the 
marginal mean 
where v is a known function and cp is the over-dispersion parameter which accounts 











The marginal regression coefficients have the same interpretation as coefficients from 
a cross-sectional analysis i.e. they have population-averaged interpretations. Here the 
f3 parameter describes the way in which the average response in the population 
changes with a change in the explanatory variable. 
We discuss the marginal approach known as generalized estimating equations (GEE) 
introduced by Zeger and Liang (1986). This approach can be used when the response 
has a distribution in the exponential family. 
4.2 The generalized estimating equations (GEE) method 
This marginal approach to analyzing correlated binary data is an extension of 
generalized linear models (McCullagh and NeIder, 1983). The non-likelihood 
approach arose in the context of longitudinal studies and allows one to estimate 
regression parameters without specifying the entire likelihood. The method is a semi-
parametric one in that it only requires specification of the first two moments of the 
marginal distribution of the repeated outcome i.e. the mean and variance of the 
responses. 
The generalized estimating equation approach is closely related to quasi-likelihood 
proposed by Wedderburn (1974) and was adapted by Zeger and Liang (1986). Quasi-
likelihood is a method that only requires specification ofthe relationships between the 
mean and covariates and between the mean and the variance. So unlike a likelihood 
approach where the actual form of the distribution is specified, only the mean-
covariance structure need be specified. Quasi-likelihood then involves solving score 
equations that are likelihood-type functions. The generalized estimating equations 
extension to the generalized linear model takes the correlation inherent in longitudinal 
studies into account. Statistical methods for this sort of clustered data when responses 











analysis of repeated measurements complicated by correlation is made even more 
complex when responses are non-Gaussian. Until recently less attention had been 
focused on the analysis of non-Gaussian response data. 
Liang and Zeger (1986) derive the GEEs by firstly assuming that the marginal 
distribution of the responses can be put in the form of a generalized linear model. 
They then propose a so-called working model under the working assumption that 
ohervations within a cluster are independent of each other. This independence 
working model is then extended to explicitly account for correlation, resulting in the 
GEEs. The estimating equations produce consistent and asymptotically Gaussian 
regression parameter estimates, as well as consistent estimates of variances, under the 
mild assumptions concerning the actual correlation structure within clusters. An 
added feature of the GEE approach is that the regression parameter estimates remain 
consistent and asymptotically normal even if the correlation structure is misspecified 
(Liang and Zeger, 1986). It is therefore a good approach to use when the main interest 
lies in the estimation of regression coefficients and the correlation is seen as nuisance. 
4.2.1 Independence estimating equations 
Liang and Zeger (1986) fit the generalized linear model to clustered data. When 
dealing with repeated measures data we consider data Y if' the jth measurement on the 
ith subject, with the subject being viewed as a cluster. The marginal density of Yij can 












T/i; = x~P and 
a and b are functions of known form. 
The function T/if is the linear predictor and p is a r x 1 vector of parameters that 
measures the effects of the co variates, x~ = (x1ij , X Zij '''., X rij ). The link function gO is 
a monotonically increasing and differentiable function linking the linear predictor to 
the parameters of the generalized linear model. The mean value of Yi,j is 
E(vy) f.li; a'(Bij) and the variance is var(Yy,)=a"(Bij)' The main objective is to 
estimate p using information on the mean and variance. 
In the case of binary data and using the logistic regression model we make use of the 
logit link function, 
and 
I
f 11: j\ 
Bij = log --!l- , 
1 11:y 
a(Bg) log(l 11:;), 
b(yy) 
[ 1 \ 
log .• 
Yy) 












Ifwe assume that individuals within and between clusters are independent then we are 
able to derive maximum likelihood estimates of PI from the score equations 
(McCullagh and NeIder, 1983). These equations can. be written as the sum over all 
clusters of a matrix product with three factors: 
(4.1) 
where 
(i) D IS a vector of partial derivatives, Di °J.ii = OJri for binary data, 
OPI oP1 
(ii) Ai = diag{var{yu)} is a nj x nj diagonal matrix representing the variance of Yy. 
Since we are assuming that individuals within a cluster are independent the 
(jj)th element is equal to Jr!i~ - Jr y} 
(iii) Sj = Yi J.ii is a ni x 1 residual vector for the ith cluster. In the dichotomous 
case Si = y, Jr , where Yi = (Yil '''''Yin, f is the nj x 1 vector of binary outcome 
values (0,1) for the ith cluster. 
The parameter estimator under independence, p[, is the maximum likelihood solution 













Both estimates of PI and its variance are consistent if the regression model for E( Y if ) 
is correctly specified (Liang and Zeger, 1986). Ifthe correlation between observations 
is quite large PI may not have high efficiency. Liang and Zeger (1986) therefore 
propose generalized estimating equations that lead to estimators with higher efficiency 
by accounting for the correlation structure. 
4.2.2 Generalized estimating equations 
The set of estimating equations given by (4.1) can be extended to account for clusters 
of dependent data. To improve efficiency of the estimation process a working 
correlation matrix to account for dependence is introduced. Let R(a) be a ni x n, 
symmetric working correlation matrix for the Yi 's, fully· specified by a t x 1 vector of 
unknown parameters, a. Assume that R(a) is the same for all clusters. R(a) is 
known as a working correlation matrix because it is often the case that it is incorrectly 
specified. However, we would like to obtain consistent estimators that have consistent 
variance estimates even when R(a) is incorrect By generalizing the quasi-likelihood 
approach to account for correlations between subunits or repeated observations, we 
can define the working covariance matrix for cluster i 
(4.3) 
This is cov(Y,) if R(a) is the true correlation matrix. This approach is quite important 
because often we are not able to specify the correct correlation structure. 
Then the GEE estimate of PGEE is based on the k clusters and is essentially an 
extension of the quasi-likelihood equations. For given a it is obtained by replacing 













""D TV-l S = 0 
",--ii i . 
The estimating equations can be written as 
k 
"IU;(a,f30EE) = 0 
;=1 
where Ui (a, f3GEE ) = D, T V;-l Si . 
These 'are similar to the quasi-likelihood equations but with V; being a function of 
both the correlation and regression parameters, a and f30EE' whereas with quasi-
likelihood equations Vi is simply a function of f3, Note that if R(a) is the identity 
matrix then the GEEs are identical to the independence equations for binomial data. 
Liang and Zeger (1986) compute iJGEE by iterating between solving for the regression 
coefficients, f3GEE' using a modified version of Fisher scoring, and moment estimation 
in solving for the correlation and scale parameters, a and ¢. Having determined an 
estimate of f3GEE' we calculate standardized residuals~. (Yij - jiij)/[vm{vy}f. This in 
turn is used to re-estimate a and ¢. The above two steps are reiterated until 
convergence occurs, 











4.2.3 Estimation of a and fJ 
The estimating equations depend on both a and fJ but can be expressed in terms of 
fJ only. This is achieved by calculating a kl12 -consistent estimator of a, a(fJ,tP). 
This correlation parameter is estimated by making use of current Pearson residuals at 




= ~: y -;rr~ for binary data. 
;rr ij (1 - ;rr !O,.) 
We borrow strength over the k clusters to obtain a consistent estimate of a. This 
estimate depends on the correlation structure R(a). A general form for the estimate 
of a is 
k 
a =I 
uv i=! N-r 
k 
where N In i . 
i=! 
The resulting estimate is asymptotically efficient as those obtained if a were known 
(Diggle et ai, 1994). Specific choices of R(a) along with the estimates of a will be 
discussed. 
Then tP in a(fJ, tP) is replaced by its kl/2 -consistent estimator ¢(fJ). In order to obtain 











Then the estimate of /3 for a given R(a), is the solution to 
±ui [a{f3,¢(/3)l/3]= 0 . 
• =1 
Once estimates for the correlation parameter and scale parameter are obtained, the 
following iterative procedure, a modification of Fisher's scoring method, can be used 
to calculate /3: 
where 
Here /3 describes how the average population response rather than a specific 
mdividual's response depends on the covariates. If we defineD = (Dr , ... ,DJ r and 
S (S{, ... ,SJ), and let V be a nkxnk block diagonal matrix with ~s as diagonal 
elements we can define a modified dependent variable 
Z D/3 s. 
Then the iterative procedure described above is equivalent to performing an iteratively 











4.3 Properties of jJ 
The GEE equations are designed to produce consistent regression coefficients when 
the link function has been correctly specified and even under minimal assumptions 
about the dependence between subjects in a cluster (Zeger and Liang, 1986). The 
estimate jJ is a consistent estimate of 13 if the relationship between Ili and 13 is 
correctly specified (Shoukri and Pause, 1999). Because DjTV;-1 does not depend ony, 
the estimating equations converge to 0 and have consistent roots provided that 
E(Yi - 7r/) = 0 (Zeger and Liang, 1986). 
If the working correlation matrix is approximately correct then the asymptotic 
efficiency of jJ is expected to be close to unity (Prentice, 1988). However, if one has 
incomplete follow-up data or ifthere is a high correlation between measurements then 
efficiency drops (Stukel, 1993). The estimate jJ for estimated a, is nearly as efficient 
as the maximum likelihood estimates of 13, provided that V; has been reasonably 
approximated (Liang and Zeger, 1986). In fact, Fitzmaurice et al (1993) point out that 
GEE is the maximum likelihood score equation in the case of both multivariate 
normal and binary data, provided that V; is correctly specified. 
We examine the consistency results as presented by Liang and Zeger (1986). They 
show that under mild regularity conditions, as the number of clusters becomes very 
large i.e. as k ~ 00, jJ is a consistent estimator of 13, and that Jk(jJ - 13) is 














Vo = ID/Vj-1 cov(y;)Vj-1Dj and V; = ID/Vj-ID j 
;=1 i=1 
The covariance COV(Yi) is the actual and not the assumed covariance of Yi. This 
covariance matrix is consistent when the mean and marginal variance is correctly 
specified, even when cOV(yj):;:' Vi' An estimate of cov(yJ IS 
COV(Yi) = (y; - it, )(yj - itl. Note that .this asymptotic covariance matrix of jJ does not 
depend on the choice of a and t/J. 
Pendergast et al (1996) also provide a naIve estimate ofthe variance of jJ. Ifthe form 
of the variance given by (4.3) is correct then the variance of jJ is simply 
( t, X; v..' X, r where Ii,·' depends on the estimates /J, Ii and ¢. If the variance 
function is mlsspecified then the sandwich estimate is the better estimate. 
4.4 Advantages and disadvantages of GEE 
A major advantage of the GEE approach is that the working correlation matrix does 
not have to be correctly specified in order to derive the consistent and asymptotically 
Gaussian estimate jJ and the consistent VGEE • The only requirement is that a and t/J 
be estimated consistently (Zeger and Liang, 1986). Hence confidence intervals for f3 
and other statistical methods are asymptotically valid even when R(a) is misspecified. 











approximation of the covanance. However, choosing R(a) closer to the true 
correlation increases efficiency in the estimation process. Diggle et at (1994) suggest 
a method of checking the robustness of inferences concerning p. He recommends 
fitting a final model using different covariance structures and then comparing the 
resulting parameter estimates and their standard errors. A larger difference in these 
estimates implies that the covariance model needs to be reconsidered. Another 
advantage of the GEE method is that it can be extended so that clusters do not have to 
share the same correlation matrix i.e. R(a) can vary between clusters. A further 
strength of this procedure is that it can be easily extended to adjust for both cluster-
level and individual-level covariates (Donner and Klar, 1994). 
This approach does have limitations as well. A major disadvantage is that the 
estimating equations have no probability distribution and hence no likelihood function 
can be constructed. As a consequence Lindsey (1993) points out that interpretation of 
the model as a representation of a physical mechanism that could have produced the 
data is destroyed. In addition, because models have no likelihood function or 
deviance, comparison of models are difficult. Another criticism of this approach is 
that there may be no individual in the population with the characteristics as described 
by the population-averaged model (Lindsey and Lambert, 1998). It may indicate that 
a treatment is superior on average when it might be poorer for a specific individual. 
Both Donner and Klar (1994) and Lindsey and Lambert (1998) advise using this 
method for the analysis of observational studies rather than experimental studies. 
4.5 Correlation structures 
Kenward and Smith (1995) suggest a variety of ways in which the correlation matrix 
R(a) could be chosen. It could be fixed, based on previous analyses or it could be 












(1) Independence structure 
This is the simplest correlation structure. Here we are making the assumption that 
each individual in a cluster is uncorrelated with any other individual in that cluster. 





Therefore the resulting GEEs are the independence estimating equations 
(2) Uniform or exchangeable structure 
We specifically consider the case when t =1 and assume that corr(Yy",Y,j') = a for all 
j '* j'. Every observation within a cluster is equally correlated with every other 
observation in that cluster. This is known as the exchangeable correlation structure 
obtained from a random effects model with a random level for each subject (Laird and 
Ware, 1982). We have 
R(a)=I~ 
La a 1 
Then, given rjJ, an estimate of the correlation parameter is 











An estimator of ¢ is not necessary for calculating jJ and VaEE . 
(3) Autoregressive structure 
The autoregressive correlation structure indicates that two observations taken close in 
time (or space) have a tendency to be more highly correlated than two observations 
that are further apart. As an example consider the correlation structure of a first order 





a",-l a 1 
(4) m-dependence structure 
Let a = (a1 , .•• ,an:_1 Y with a i = corr(Yu"Y',J+1)' j = 1,2, ... ,nj -I. 
An estimator of a] , given f3 and ¢, is 




We have a one-dependent model if R(a) is tridiagonal with Rj,j+l = a) 
1 
aJ 1 
R(a) = a c a1 1 
0 a 2 a1 1 











We do not need an estimator of ¢ to calculate jJ and VGEE • 
In the special case when t =1 and a j = a ,j = I,2, ... ,nj' a can be estimated by 
nl-l 
a = 'I/i;/nj -1. 
j .. 1 
This model can be extended to m-dependence. 
(5) Unstructured correlation 
In this case no assumption is made about the correlation between a pair of 
observations. Therefore corr(Yi)'Y(p) = 1 when j = l' and takes on any value between 
-1 and + 1 for values of j:F 1'. 
(6) User fixed structure 
Here the correlation coefficients are not estimated using the data but are fixed by the 
user prior to the data analysis. So corr(y ij' Y I)') = 1 when j l' and takes on any value 
between and + 1 for values of j:F l' (this value being fixed before analysis). 
4.6 Design effects of GEE parameter estimates 
Scott and Holt (1982) present a method for deriving design effects for linear 
regression estimators. Neuhaus and Segal (1993) provide an extension to this method 
and produce design effects for regression coefficients when the response is binary. 
We first examine some results on the effect of cluster designs on linear regression 











Scott and Holt (1982) exam me the effect of intracluster correlation on linear 
regression. They assume that observations from the same cluster are correlated and 
that the covariance matrix of Y has the form 
cov(Y) = o-2V 
k 
with V an exchangeable block diagonal matrix given by, V = EB V;. ~~ is an n/xnj 
i=I 
matrix for the ith cluster and given by 
1 P P 
P 1 P V= 
I 
P P .... 1 
Ordinary least squares estimates for the linear regression model is given by 
This is an unbiased estimate of 
the generalIzed least squares estimate with weights imposed by the variance structure 
and given by V~l. The ordinary least squares estimate IS generally used even though 











The variance of ftOLS under the cluster design is 
( ~ ) 2 { T )-1 (T X T )-1 vareL POLS = Cf ,X X X JiX X X (4.4) 
while the covariance matrix of POLS under the assumption of independence is 
( ;, ) 2 ( T )-1 varI \POLS Cf X X . 
Therefore we can write varer (/JOLS) = varI (POLS )n 
By companng vareL (POLS) to varj (ftOLS) we see that the effect of intracluster 
correlation is to increase the variance of the regression estimates obtained under the 
assumption of independence by a factor of D. The diagonal elements of D are simply 
the design effects of the regression coefficients. So D is the inflation factor that 
accounts for clustered design by correcting standard variance results and taking the 
correlation mto account. In the special case when all individuals within clusters are 
equally correlated, the intraclass correlation being p, 
D l+(N-l)p 
where 











with X Bi representing the ni x r matrix with every element in the sth column 
(s= 1,2, ... ,r) equal to the average value of the sth covariate over the ith cluster (Scott 
and Holt, 1982). Note than if p = 0 then D = I and we're dealing with standard 
logistic regression. 
One can see that under compound symmetry D has a similar form to the well-known 
design effect for a sample mean or proportion, {l + (n l)p} (see Chapter 2). Scott and 
Holt (1982) point out that D might better be termed a misspecification effect which is 
conditional on the observed X and represents the error in the variance and covariance 
estimates due to incorrectly omitting the intracluster correlation from the model. 
An extension to determine the effect of clustered design on GEE parameter estimates -
Design effects for the GEE model 
Neuhaus and Segal (1993) extend the above results for continuous data and look at 
design effects for binary data under the cluster design and working independence 
assumption. In section 4.2.1 the asymptotic covariance matrix of /J under the cluster 
design and working independence assumption was derived. This was given by (4.2) 
h D · f' I d" ap alr c. b' d were IS a vector 0 partla envatlves, Di = -' = -' lor mary ata, ap ap 
lr i = (lriJ ,lrj2 , ... ,lri,,,) and Ai = diag{var{yij)} is a nj x nj diagonal matrix representing the 











Now D = X M WIth 1l = diag _u ,and SST = var(Y), and hence Neuhaus and T T· (88;J 
8TJij 
Segal (1993) express the variance in tenns of X, A and V The variance of jJ can be 
written as 
The first matrix product in V3rCL (,B), (XT MM t, is in fact V3r, (,B), the covariance 
matrix of the parameter estimates under independence. The clustering effect is 
incorporated in the covariance matrix by taking the true correlation structure of the 
responses, var(y), into account in the centre tenn. 
By setting 
X=A I/2M and 
v = A -1/2 var(Y) A -1/2 , 
Neuhaus and Segal (1993) express V3rCL (,8) in a fonn similar to (4.4) 
where 












It is difficult to draw conclusions with respect to design effects of generalized linear 
model regression coefficients as one must evaluate jj under different structures on 
var(Y). Neuhaus and Segal (1993) tum to approximations and look specifically at the 
case of a compound symmetric correlation structure imposed on var(y), for binary 
data. 
Having determined that the variance of regression coefficients under a cluster sample 
is some factor given by jj multiplied by the variance under independence, we 
conclude that the effect of clustering on regression coefficients is similar to its effects 
on means and proportions. It has a tendency to increase the variances of the covariate 
effects. Kish and Frankel (1974) point out that design effects tend to be larger for 
means and proportions than for regression parameters. 
We've specifically looked at the derivation of design effects of regression coefficients 
under the working independence assumption. One is also able to derive design effects 
under different correlation structures. 
4.7 Illustration of GEE analysis-
A rectal bleeding example 
We revert back to the rectal bleeding example considered before in Chapter 3. GEE 
estimation was used to estimate the regression coefficients for variables that affected 
GP consultation. GEE estimation was performed, using STAT A, first assuming an 
independence correlation structure (this is equivalent to logistic regression) and then 
an exchangeable correlation. The coefficient estimates for each of the correlation 
structures, thetr standard errors, confidence intervals and p-values can be seen in 











The two approaches result in very similar estimates for the parameters and little 
difference between the estimated standard errors. Extensive simulations have shown 
that these two methods may produce very similar results when the cluster sizes are 
equal and small (McDonald, 1993 and Lipsitz et ai, 1990). 
Independent Correlation Structure 
Sought GP 95% 
advice Coefficient Standard error z p-value Confidence Interval 
Constant 0.209 1.167 0.179 0.858 -2.079 2.497 
Age 0.032 0.017 1.834 0.067 -0.002 0.066 
Paper bleeding -1.595 0.367 -4.347 0.000 -2.314 -0.876 
pattern 
Single bleeding -0.681 0.343 -1.988 0.047 -1.352 -0.010 
pattern 
Family advice 2.043 0.623 3.278 0.001 0.822 3.265 
Similar bleed -1.417 0.336 -4.215 <0.001 -2.076 -0.758 
Table 4.1 GEE coefficients, standard errors,p-values and 95% confidence 
intervals assuming an independent correlation structure 
Exchangeable Correlation Structure 
Sought GP 95% 
advice Coefficient Standard error z p-value Confidence Interval 
Constant 0.261 1.158 0.225 0.822 -2.009 2.530 
Age 0.031 0.017 1.803 0.071 -0.003 0.065 
Paper bleeding -1.591 0.367 -4.333 0.000 -2.310 -0.871 
pattern 
Single bleeding -0.701 0.343 -2.048 0.0411 -1.373 -0.030 
pattern 
Family advice 2.134 0.630 3.389 0.001 0.900 3.368 
Similar bleed -1.434 0.338 -4.242 <0.001 -2.096 -0.771 
Table 4.2 GEE coefficients, standard errors, p-values and 95% confidence 
intervals assuming an exchangeable correlation structure 
Odds ratios along with standard errors and confidence intervals are provided for each 











structure (Table 4.3). Recall that parameter estimates have a population-averaged 
interpretation. So an odds ratio of 8.446 for family advice indicates that the odds of 
those who seek family advice seeing a GP was 8 times more than the odds of those 
who did not obtain family advice. Other regression coefficients have similar 
population-averaged interpretations. Table 4.3 also provides design effects for each of 
the GEE parameter estimates. Examination of the design effects reveal that there is 
virtually no difference between standard errors produced under independence and 
those obtained assuming an exchangeable correlation structure. 
Sought GP Exchangeable Correlation Structure 
advice 95% Design 
Odds ratio Standard error Confidence Interval 
Age 1.032 0.018 0.997 1.067 
Paper bleeding 0.204 0.075 0.099 0.418 
pattern 
Single 0.496 0.170 0.253 0.970 
bleeding 
pattern 
Familvadvice 8.446 5.317 2.459 29.007 
Similar bleed 0.238 0.081 0.123 0.462 
Table 4.3 Odds ratios, standard errors and 95% confidence intervals 







Table 4.4 presents the results obtained when employing the GEE approach with 
exchangeable correlation and robust standard errors. The robust variance estimator 
provides variance estimates and confidence intervals for the problematic case of a 
misspecified model. This alternative produces valid standard errors even if 











Exchangeable Correlation Structure 
Sought OP Robust 95% 
advice Coefficient Standard error z p-value Confidence Interval 
Constant 0.261 1.059 0.246 0.806 -1.814 2.335 
Age o.om 0.016 1.903 0.057 -0.001 0.063 
Paper bleeding -1.591 0.390 -4.075 <0.001 -2.356 -0.826 
pattern 
Single bleeding -0.701 0.438 -1.600 0.110 -1.561 0.158 
pattern 
Family advice 2.134 0.683 3.123 0.002 0.795 3.473 
Similar bleed -1.434 0.344 -4.169 <0.001 -2.108 -0.760 
Table 4.4 GEE coefficients, robust standard errors,p-values and 95% 
confidence intervals assuming an exchangeable correlation 
structure 
Coefficient estimates under the robust analysis remain the same. However, all 
standard errors except that for age increases considerably. In fact, this has an 
important impact on inference. The increase in standard errors has increased the p-
value for single bleeding pattern which is now no longer significantly related to GP 
consultation (p=0.110). The increase in the standard errors is also reflected in the 
design effects. There is an increase in the design effects for paper bleeding pattern, 
single bleeding pattern and family advice. This increase in design effects indicates a 
slight inflation in the variances for the variables: paper bleeding pattern, family 
advice and similar bleed. There is a fairly large increase in the variance for single 
bleeding pattern. Under the cluster design it is 64% larger than under mdependence of 
observations. The final GEE model (excluding single bleeding pattern) is analogous 
to the final model obtained using correctly weighted survey logistic regression in 











Sought GP Exchangeable Correlation Structure 
advice Robust 95% Design 
Odds ratio Standard error Confidence Interval Effect 
Age 1.032 0.017 0.999 1.065 0.880 
Paper bleeding 0.204 0.080 0.095 0.438 l.132 
pattern 
Single 0.496 0.217 0.210 1.171 l.638 
bleeding 
pattern 
Family advice 8.446 5.771 2.213 32.230 1.202 
Similar bleed 0.238 0.082 0.121 0.468 1.011 
Table 4.5 Odds ratios, robust standard errors and 95% confidence intervals 














5.2 Logistic linear mixed-effects model 
5.3 Estimation and interpretation 
5.4 Comparison of population-averaged and cluster-specific models 
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Cluster-specific models differ from population-averaged models in that 
parameters that are specific to the cluster are included in the model. Then 
given a cluster's regression coefficients, the responses are assumed to be 
independent observations on a generalized linear model. This approach 
involves analyzing clustered data by explicitly modelling heterogeneity across 
clusters in the regression parameters. Examples of the cluster-specific (CS) 
approach, specifically for binomial data, are the mixed-effects logistic model 
ego Stiratelli, Laird and Ware (1984), Anderson ·and Aitkin (1985) and 
Gilmour, Anderson and Rae (1985), and the conditional likelihood approach 
ego Breslow and Day (1980). 
Cluster-specific models are appropriate for situations in which covariates are 
obtained at both the individual and cluster level. They are especially useful in 
determining the effects of cluster-varying covariates. These cluster-varying 
covariates are covariates that may take on different values for every unit in the 
cluster, either by design or due to chance. The cluster-specific model includes 
the cluster-varying parameters that describe the correlation structure within the 
cluster. Hence the model for each cluster is allowed to differ. 
Cluster-specific models will be examined in the context oflongitudinal studies. 
Consider a longitudinal study in which each subject is measured with respect to 
some response. Each individual has a set of covariates. The covariates may be 
classified as a cluster-level (between-cluster) covariate that is fixed within a 
cluster or a cluster-varying (within-cluster) covariate that may vary within a 












ith subject. Inference could be difficult because the number of parameters in 
the model grows as the number of clusters increase. To combat this, a popular 
approach to modelling involves viewing the cluster-specific parameters as a 
random sample from some underlying distribution. 
In order to make use of the cluster-specific model we make the following 
assumptions: 
(i) the conditional distribution of Yij (the jth response in the ith cluster) 
given a vector of parameters specific to the ith cluster, ai' satisfies a 
generalized linear model with 
(5.1) 
where 
gO is the known link function. 
(ii) Yil' Yi2 , ... ,y in, are conditionally independent given at 
(iii) a j follows some distribution J(a). Typically a i is set to follow a 
multivariate Gaussian distribution with mean zero and covariance matrix 
2:. 
Interest focuses on estimation and interpretation of the parameter, fJ. 
Betensky et al (2001) extends this model by separating the effects of cluster-
level and cluster-varying covariates. This is achieved by dividing the 
covariates into two components, x(f) which includes covariates fixed at the 
cluster level, and xCv) which includes covariates which vary within a cluster. 
Then model (5.1) can be written as 











where P has been separated into a cluster-level component, p(f) and a 
cluster-varying component, /3(V) , for the jth response in the ith cluster. This is 
then a special case of a multilevel model. 
We examine an example of the cluster-specific approach for binary data, the 
mixed-effects logistic model. This is also known as the random effects model, 
hierarchical or multilevel model. The mixed model assumes that dependence 
between units within a cluster arise because regression coefficients vary across 
clusters. Therefore the resulting regression model is one that includes both 
fixed and random terms, the random effects drawn from some underlying 
distribution. 
Another example of the cluster-specific approach involves the use of the 
conditional likelihood model. Here random effects are eliminated by 
computing the probability of a cluster response conditional on the cluster sum 
which is a sufficient statistic for ai • The conditional approach only uses data 
from clusters with discordant outcomes while the mixed-effects approach 
makes use of both discordant and concordant cluster information. Thus, the 
conditional likelihood approach could be less efficient than the mixed-effects 
method (Neuhaus and Lesperance, 1996). We will only be looking at the 
mIxed-effects method and the conditional approach will not be considered 
further. 
5.2 Logistic linear mixed-effects model 
Let Yij denote binary responses for the jth observation for individual i, 
1,2, ... ,k~ j = 1,2, ... , n,. Also let 7[ ij Pr{Y ij = 1) and g{.uij) = log U(1[ J. 
The mixed-effects logistic model is simply an extension of the standard logistic 











clusters according to either a parametric or semiparametric mixing distribution 
with density j(a). Parametric mixture models assume that j(a) belongs to a 
specified family of distributions, often N(j.l,a 2 ) ego Stiratelli, Laird and Ware 
(1984). Semiparametric mixture models involve jointly obtaining regression 
estimates and the non-parametric mixing distribution j(o.) ego Lindsay and 
Lesperance (1995). Both parametric and semiparametric approaches use 
information from all clusters. Furthermore, mixed-effects models postulate that 
the at are independent and identically distributed (Neuhaus and Lesperance, 
1996). 
For the mixed model, within the ith cluster the responses Yij are independent 
and follow a generalized linear model with parameters that can vary between 
clusters (Neuhaus and Kalbfleisch, 1998). Therefore given ai' the general 
linear logistic mixed-effects model is of the form 
(5.2) 
where fJ(fl and fJ(V) are the fixed and cluster-varying components respectively. 
The random effects a i are assumed to be iid from a multivariate N(O, L:) 
distribution. 
5.3 Estimation and interpretation 
Estimation of the fixed parameters and the variances and covariances of the 
random effects terms can be obtained by employing the method of maximum 
likelihood using a Newton-Raphson or an EM algorithm. 
Let Hi] be the probability ofa response for thejth individual in cluster i. The 











L([J,a;)= fIn 7r/'j (l-7rJCI-Y,j) 
i=1 j=1 
where 
In order to obtain the likelihood under the maXimum likelihood logistic 
regression model we integrate the likelihood function with respect to the 
distribution of the random effects. Once the random effects are integrated out 
the resulting marginal likelihood function depends on the fixed effect 
parameters and the parameters of the random effects distribution, specifically 
the parameters of the random effects covariance matrix L. The maximum 
likelihood of these parameters, [J and L, are obtained by maximizing the 
marginal likelihood of the data 
k 
L([J,L) = IJII; df(a). 
;=1 
There are two problems associated with the direct maximization of the 
marginal likelihood. Firstly, in most cases this integral does not have a closed 
form so exact maximum likelihood estimates cannot be found. Either 
numerical or Monte Carlo integration methods must be used to calculate the 
likelihood. In the case of normally distributed random effects the marginal 












Then one way of numerical integration involves the use of the Gauss-Hermite 
formula (Collett, 1991). This involves approximating the integral by a sum i.e. 
m J f(u)e-U'du ~ :2:CJ./(s) 
j=l 
where the values of cf and sf are given in standard tables ego Abramowitz and 
Stegman (1972). Then the expression in (5.3)'can be expressed as a summation 
and the values of the parameters that maximize this can be determined 
numerically. 
Stiratelli et al (1984) discuss the EM algorithm to optimize an approximate 
restricted maximum likelihood. Secondly, the maximum likelihood estimate of 
the parameters of the matrix !: does not take into account the loss in the 
degrees of freedom resulting from having estimated fixed effects. As a 
consequence the maximum likelihood of the variance components is biased in 
small samples. Therefore the REML (restricted maximum likelihood) 
procedure is generally recommended (Longford, 1993 and Drum and 
McCullagh, 1993). 
Unlike the generalized estimating equation case where the parameter PGEE 
refers to the unconditional logits of overall population prevalences, in the 
mixed-effects model the fixed parameters refer to covariate effects for specific 
individuals. So the cluster-specific parameter effect pCf) measures the change 
in the conditional logit of the probability of a positive response when x(fl 
changes by one unit while xCv) remains fixed. This effect is assumed to be 
constant over all the clusters. In a similar way the cluster-varying parameter 
effect pCv) measures the change in the conditionallogit of the probability of a 











5.4 Comparison of population-averaged and cluster-specific models 
Unlike the case of correlated Gaussian data the parameters of the cluster-
specific and population-averaged models in the binary case describe different 
types of effects of the covariates. In the case of the population-averaged 
approach, the regression coefficients describe the average population's 
response to the changing covariates whereas in the cluster-specific approach 
the coefficient describes an individual's response (Zeger et ai, 1988). 
Neuhaus et al (1991) found that when there is a dependence between units 
within a cluster, cluster-varying covariate effects produced by the population-
averaged model (discussed in Chapter 4) are smaller than those obtained using 
the cluster-specific model. Consider a single covariate, xiJ for the jth response 
of the ith individual. Let [J PA denote the corresponding population-averaged 
effect of the parameter obtained using a marginal model like the generalized 
estimating equation approach, and [J the cluster-specific effect. The marginal 
model doesn't specify a unique mixed-effects model but the mixed-effects 
model does specify a marginal model for Yij i.e. 
To compare population-averaged and cluster-specific effects, Neuhaus et al 
(1991) derive a formula for approximating the population-averaged (PA) effect 
using the cluster-specific parameter value. The population-averaged effect that 
expresses a unit increase in the covariate in the log odds scale is defined to be 
{
P(Y *C+l)IP(Y=OIX+l)} 
[JPA (x) = log . 











In the PA model fJPA is independent ofx. However, this quantity depends onx 
in the cluster-specific model and is given by 
(5.4) 
We can approximate the right-hand side of (5.4) by expanding it in a Taylor 
series about fJ=O. This produces the approximation of fJPA 
fJPA (x) ~ fJ[l- p(O)] 
where p(O) = corr(Yij' Yii,lfJ = 0), the intracluster correlation between y when 
there is no covariate effect This result holds for both cluster-level and cluster-
varying covariates (Betensky et ai, 2001). 
Zeger et al (1988) have shown that in particular if a j -N(O,.;1) then 
r.. ) xT fJ 
log it PrV' = 1 ~ -,===!I == 
TJ .Jl+ 0.35.;1 
and therefore 
fJ ~ fJ 
GEE .Jl + 0.35.;1 
Clearly the GEE estimates and mixed-effects estimates are approximately equal 
if either fJ =0 or .;1 = var(b j ) = 0 . 
Betensky et al (2001) show that in the cluster-specific model the P A effect of a 











approximately independent of that covariate but not independent of the c1uster-
varying covariates (obtained using the cluster-specific model). In a similar 
manner, the P A effect of a cluster-varying covariate (obtained using the c1uster-
specific model) is approximately independent of that covariate but not of the 
cluster-level covariate (obtained using the c1u~r-specific model). On the 
other hand if pg) and p~~ are close to a for the PA model, the P A effect of 
any covariate is approximately independent of all the covariates (obtained 
using the cluster-specific model). 
Betensky et al (200 1) discuss tests of cluster-varying covariates. If correlation 
is not taken into account then tests of cluster-varying covariates using the 
cluster-specific model are more powerful than those using the population-
averaged model. However, when the correlation structure is assumed to be 
exchangeable, then tests using the population-averaged models are as efficient 
as cluster-specific tests. For cluster-level covariates, Wald tests for cluster-
specific and population-averaged models are equivalent. 
5.5 Advantages and disadvantages of mixed-effect models 
Laird and Ware (1982) point out a number of desirable features of the random 
effects model. One of the important advantages of mixed models is that it can 
be applied in the case of unbalanced data. Unbalanced data arises when 
repeated measurements are taken at different times for each subject or if each 
cluster consists of a different total number of measurements. Secondly mixed-
effects model allows for the explicit modelling and analysis of both between-
cluster and within-cluster variation. It is often the case that these parameters 
have a natural interpretation relevant to the goals of the study and therefore 
their estimates may be used for exploratory analysis. Finally, these models 











Betensky et al (2001) also discuss further advantages of this method. This 
model provides estimates of variances and covariances which are often of 
interest. Mixed models can be extended to use in the multivariate case, to 
model variance heterogeneity and discrete response data. There is flexibility in 
the manner in which fixed and random parameters are ~odelled. Another 
advantage of this approach is that much more complex models, with multiple 
levels of clustering, overlapping clusters and random coefficients, are possible 
compared to the population-averaged approach. Estimation of mixed models 
can correct for heterogeneity shrinkage. 
The two main limitations of this model are that it is computationally intensive 
and it is also limited by the special form that is assumed for the covariance 
structure. 
5.6 LPA example 
This example will be used to illustrate the cluster-specific mixed-effects 
method in comparison to the population-averaged method of GEE and standard 
logistic regression. Betensky et al (2001) conducted a study to assess the 
competence of the immune system of subjects infected with the type 1 human 
immunodeficiency virus (HIV). The lymphocyte proliferation assay (LP A) 
was performed on 52 subjects, 23 of whom were HIV positive. In the LPA 
lymphocytes proliferate when stimulated with antigens or mitogens. Results 
may be expressed in terms of a stimulation index (SI) that can be treated as a 
dichotomous variable. SI is dichotomized using a threshold value of 5 as 
proposed by Betensky et al (2001). Because not all laboratories are certified to 
perform the assay, there is a large demand on a few laboratories. Thus interest 
centres on determining whether handling method influences the SI reading, that 
is whether blood samples could be shipped or stored overnight as opposed to 
analyzing, as according to the standard protocol, fresh blood samples. The 











citrate cell preparation tube (CCPT) and heparin) and stimulant (pokeweed, 
candida, tetanus toxoid and streptokinase) on the LPA results is also important 
in this study. Thus mv is a cluster-level covariate with values remaining 
constant over different blood samples taken from the same individual. 
Anticoagulants, stimulant and handling method are cluster-varying variables 
because their values are allowed to vary over blood samples taken from a 
specific individual. The assay was performed on up to 36 combinations of 
handling method, anticoagulant and stimulant for each individual in the study. 
A total of 1201 responses were obtained for the study. The data analyzed can 
be obtained from 
http://www.blackwellpublishers.co.uk/rss/ 
5.6.1 Standard logistic regression 
In order to determine which variables influence SI reading under the 
assumption of independence between measurements from a specific individual, 
a logistic regression can be performed. A standard logistic regression revealed 
that mv status, stimulant and handling method were significantly related to SI 
reading being either below 5 or equal to or above 5. 
Standard 95% 
SI Coefficient error z p-value Confidence Interval 
Constant 2.713 0.236 11.479 <0.0001 2.250 
HIV -1.594 0.160 -9.931 <0.0001 -1.908l 
Antico- ICCPT -0.191 0.188 -1.015 0.310 -0.560 
agulant IHeparin 0.160 0.180 0.886 0.376 -0.1941 
Stimulant IPokeweed 2.785· 0.528 5.270 <0.0001 1.749 1 
iTetanus -1.669 0.196 -8.508 <0.0001. -2.0531 
I Streptokinase -2.083 0.211 -9.889 <0.0001 -2.495 1 
Handling iOvernight -0.249 0.186 -1.339 0.180 -O.~~ 
Method I Shipped -0.842 0.185 -4.540 <0.0001 -1.205 
Table 5.1 Coefficients, standard errors, p-values, and confidence 




















The results can be viewed in terms of odds ratios given in Table 5.2. 
Standard 95% 
S1 Odds Ratio error Confidence Interval 
HIV 0.203 0.033 0.148 0.278 
Antico- CCPT 0.826 0.156 0.571 l.195 
agulant Heparin l.173 0.212 0.824 l.671 
Stimulant Pokeweed 16.193 8.556 5.749 45.609 
!Tetanus 0.188 0.037 0.128 0.277 
Streptokinase 0.125 0.026 0.082 0.188 
Handling Overnight 0.780 0.145 0.542 1.122 
Method . Shipped 0.431 0.080 0.300 0.620 
Table 5.2 Odds ratios, standard errors and confidence 
intervals produced by standard logistic regression 
5.6.2 Generalized estimating equations 
Using generalized estimating equations with an exchangeable correlation 
matrix we obtain results that are quite similar to the independence case except 
in the case of the stimulant pokeweed. The effect of this stimulant has 
decreased quite drastically compared to that of the independence analysis. 
Generally both estimates and standard errors have changed. 
Standard 95% 
S1 Coefficient error z p-vruue Confidence Interval 
Constant 2.817 0.293 9.611 <0.0001 2.2521 
HIV -1. 773 0.300 -5.906 <0.0001 -2.361 
Antico- ,CCPT -0.149 0.174 -0.852 0.394 -0.491 
agulant I Heparin 0.191 0.166 l.151 0.250 -0.134 
Stimulant !Pokeweed 1.963 0.386 5.090 <0.0001 l.207! 
I Tetanus -l.698 0.185 -9.180 <0.0001 -2.060 
I Streptokinase -2.279 0.206 -11.081 <0.0001 -2.682 
Handling ,Overnight -0.375 0.1701 -2.202 0.028 -0.709 
Method I Shipped -0.746 0.173 -4.306 <0.0001 -1.086 
Table 5.3 Coefficients, standard errors, p-values, and confidence 





















SI Odds Ratio error Confidence Interval 
HIV 0.170 0.051 0.094 0.306 
Antico- CCPT 0.862 0.150 0.612 1.213 
agulant Heparin 1.210 0.201 0.875 1.677 
Stimulant Pokeweed 7.121 2.749 3.343 15.165 
Tetanus 0.183 0.034 0.127 0.263 
Streptokinase 0.102 0.021 0.068 0.153 
Handling 1 Overnight 0.687 0.117 0.492 0.960 
Method Shipped 0.474 0.082 0.338 0.666 
Table 5.4 Odds ratios, standard errors and confidence intervals 
produced by GEE with exchangeable correlation 
The GEE analysis was also performed usmg the robust standard error 
calculation. The results for this analysis are given in Table 5.3 and Table 5.4. 
We see that coefficient estimates are the same as in the usual GEE 
exchangeable case but the increase in the standard errors is generally quite 
large. And as a consequence confidence intervals are wider. However, all the 




standard z p-value Confidence Interval 
error 
Constant 2.817 0.446 6.317 <0.001 1.943 3.691 
HIV -1.773 0.464 -3.820 <0.001 -2.682 -0.863 
Antico- CCPT -0.149 0.204 -0.730 0.465 -0.548 0.250 
agulant Heparin 0.191 0.146 1.314 0.189 -0.094 0.476 
Stimulant Pokeweed 1.963 0.398 4.933 <0.001 1.183 2.743 
Tetanus -1.698 0.356 -6.329 <0.001 -2.9851 -1.573 
Streptokinase -2.279 0.360 -4.771 <0.001 -2395
1 
-1.000 
Handling . Overnight -0.375 0.216 -1.739 0.082 -0.798 0.048 
Method Shipped -0.746 0.209 -3.564 <0.001 -1.157 1 -0.336 
Table 5.5 Coefficients, robust standard errors, p-values, and confidence 












SI Odds Ratio standard Confidence Interval 
error 
HIV 0.170 0.079 0.068 0.422 
Antico- ICCPT 0.862 0.175 0.578 1.285 
agulant Heparin 1.210 0.176 0.910 1.610 
Stimulant Pokeweed 7.121 2.834 3.264 15.535 
Tetanus 0.183 0.037 0.051 0.207 
Streptokinase 0.102 0.065 0.051 0.368 
Handling iOvernight 0.687 0.148 0.450 1.049 
Method I Shipped 0.474 0.099 0.051 0.715 
Table 5.6 Odds ratios, robust standard errors and confidence 
intervals produced by GEE with exchangeable 
correlation 
We can use the odds ratios to make interpretations with respect to the 
significant regression coefficients. Recall that interpretations should be made 
with respect to the population rather than a specific individual. 
The effect of my was to lower the 81 reading. The odds of patients in the 
population who were my positive having an 81 reading over 5 was 83% the 
odds of those patients who were not mv positive. The stimulant used in the 
LP A analysis also played a role in determining 81 reading. In comparison to 
the candida stimulant, the pokeweed stimulant had 7 times the odds of 
producing readings over 5. The remaining two stimulants had a lesser chance 
of producing high readings compared to candida. The blood samples which 
were stimulated using tetanus toxoid and streptokinase had a reduced odds of 
about 90% and 82% respectively, of producing LP A results of over 5, 
compared to samples stimulated using candida. As far as handling method was 
concerned, in comparison to fresh samples, those samples held overnight and 
shipped were less likely to result in 81 readings over 5. Overnight samples had 
close to a third of the odds and shipped samples slightly over half the odds of 











5.6.3 Random effects model 
Standard 95% 
SI Coefficient error z p-value Confidence 
Constant 3.952 0.362 10.932 <0.0001 3.243 
HIV -1. 771 0.317 -5.591 <0.0001 -2.3921 
Antico- CCPT -0.177 0:235 -0.755 0.451 -0.637. 
agulant Heparin 0.309 0.225 1.376 0.169 -0.131! 
Stimulant Pokeweed 2.573 0.559 4.606 <0.0001 1.478 
Tetanus -2.396 0.252 -9.497 <0.0001 -2.890 
Streptokinase -3.257 0.287 -11.349 <0.0001 -3.820 
Handling Overnight -0.598 0.230 -2.596 0.009 -1.049 





Table 5.7 Coefficients, standard errors,p-values, and confidence 











We are also able to analyze the effect of the variables on SI readings using a 
random effects model. We set the random effect to be the individual and 
assume that the random effects are normally distributed. Performing a 
regression we obtain the results given in Table 5.7 above. 
Standard 95% 
SI Odds Ratio error Confidence Interval 
HIV 0.170 0.054 0.091 0.317 
Antico- CCPT 0.838 0.197 0.529 1.327 
agulant Heparin 1.362 0.306 0.877 2.117 
Stimulant Pokeweed 13.105 7.326 4.384 39.173 
Tetanus 0.091 0.023 0.056 0.149 
Streptokinase 0.039 0.011 0.022 0.068 
Handling .Ovemight 0.550 0.126 0.350 0.864 
Method Shipped 0.360 0.085 0.226 0.573 
Table 5.8 Odds ratios, standard errors and confidence 











The value of the intracluster correlation was calculated as 0.807 and a test of 
Ho: p =0 indicated that the intracluster correlation was non-zero (X12 = 193.70, 
p<O.OOOI). 
Once agam, mv status, stimulant and handling method all appear to be 
significantly related to SI reading. Now parameter interpretation is with 
respect to specific rather than "average" individuals. So for example, the odds 
ratio of 13.105 for pokeweed means that the odds of an individual's blood 
sample SI reading being above 5 was 13 times the odds if they had a pokeweed 
stimulant compared to the same individual given candida stimulant. On the 
other hand, an indivjdual's blood sample was about 90% less likely to have a 
high SI reading if they were treated with a tetanus stimulant compared to the 
candida. Interpretations for the remaining variables may be made in a similar 
way. 
5.6.4 Comparison of results 
The parameter estimates and standard errors obtained under each of the 
statistical analyses are provided in Table 5.9. All of the methods developed for 
clustered data have produced standard errors that are larger than those under 
independence. Also note that the results support the findings by Neuhaus et al 
(1991): the effects of the cluster-varying covariates (anticoagulant, stimulant 
and handling method) produced using the GEE method are smaller than those 
using the cluster-specific model. When examining the effects of the covariates 
keep in mind that parameters produced using the GEE method and mixed-











Independent GEE GEE Mixed-
SI logistic exchangeable exchangeable effects 
regression with robust 
option 
HIV Estimate, -1.594 -1.773 1.773 -1.771 
Standard error 0.160 0.300 0.464 0.317 
Antico- CCPT -0.191 -0.149 -0.149 -0.177 
0.188 0.174 0.204 0.235 
agulant Heparin 0.160 0.191 0.191 0.309 
0.180 0.166 0.146 0.225 
Stimulant Pokeweed 2.785 1.963 1.963 2.573 
0.528 0.386 0.398 0.559 
Tetanus -1.669 -1.698 -1.698 -2.396 
0.196 0.185 i 0.356 0.252 
I Streptokinase -2.083 -2.279 -2.279 -3.257 
0.211 0.206 0.360 0.287 
Handling Overnight -0.249 -0.375 -0.375 -0.598 
0.186 0.170 0.216 0.230 
Method Shipped -0.842 -0.746 -0.746 -1.022 
0.185 . 0.173 0.209 0.237 
Table 5.9 Parameter estimates and standard errors obtained for each of 
the analyses 
The GEE results and mixed-effect model results do not coincide with those 
obtained by Betensky et al (2001) using SAS. STATA calculates parameter 
estimates in a slightly different manner compared to SAS. It's also been found 
that the GEE results using SAS do not match that using STATA when cluster 
sizes are unbalanced. See the following link for a discussion on the differences 
between PROC GENMOD in SAS and XTGEE in STAT A: 
http://www.stata.com/supportlfaqa/statixtgeesas.html . 
A possible explanation for the difference in parameter estimates under the 
mixed effects model is that SAS and STATA are using slightly different 
procedures in calculating the estimates. Betensky et al (2001) uses a penalized 











macro In SAS. STATA makes use of the Gauss-Hermite quadrature 











CHAPTER 6 - SOME FINAL COMMENTS 
Clustered data have presented challenges to statisticians for a long time. Its effects 
were recognized in the phannaceutical industry in the course of experiments on 
the adverse effects of drugs (Haseman and Kupper, 1979). Pregnant dams were 
injected with varying amounts of the drug of interest and the number of their 
offspring adversely affected by the drug recorded. This resulted in binomial data 
with Yj out of nj exposed pups exhibiting the effect of interest in the jth dam. In 
many cases, when all the known explanatory variables had been fitted it was clear 
that the assumption of a binomial response did not explain all the variation in the 
data. This became known as the 'litter effect'. The variance of the response Yj was 
assumed to be 
varU' j) = 1rf (l-1r f )0- 2 where 1r j was the probability of success. 
It was solved ad hoc by inflating the variance 
where p was the unknown intracluster correlation that had to be estimated 
(Collett, 1991). If the cluster (i.e. litter) sizes were equal, 0- 2 = [l+(n-l)pJ. If 
cluster sizes were not equal p could be found by an iterative procedure given by 
Williams (1982). The model was then refitted using weights given by 
1/(1 +(nr 1 )p). This approach only allows cluster-level covariates to be compared. 
Cluster-varying covariates are those whose values change with the units within the 
cluster. Models that allow simultaneous assessment of both the cluster-level and 











averaged (PA) models. Betensky et al (2001) compare the covariate effects for 
each of these approaches. In P A models the covariate effects can be interpreted as 
the effect averaged over the whole population. This makes them useful for 
assessing the effect of cluster-level covariates but they have been severely 
criticized by Lindsey and Lambert (1998) since such an effect may not apply to 
any of the individuals in the population. For this reason preference tends to be 
given to the cluster-specific approach. 
In cluster-specific models the random effect is usually assumed to have a normal 
distribution. It can either be integrated out, by a numerical procedure such as that 
described by Collett (1991) and described in Chapter 5, or fitted using an 
adaptation of the residual maximum likelihood procedure to generalized linear 
models (Schall, 1991 ). Schall's procedure is useful when interest lies in 
estimating both fixed and random effects. It permits not only the effects of all the 
covariates to be assessed but also the distribution of the random effects. This 
method has been extended to hierarchical generalized linear models by Lee and 
NeIder (1996). The class of hierarchical generalized linear models consists of 
generalized linear models in which the random components come from a 
conjugate distribution in the exponential family. Ultimately the choice of 
approach used in an analysis should be decided by the aims of the particular study 
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