We obtain up to a flat boundary regularity results in parabolic Hölder spaces for viscosity solutions of fully nonlinear parabolic equations with oblique boundary conditions.
The purpose of the present article is to study the regularity of viscosity solutions of fully nonlinear parabolic equations with oblique boundary conditions of the form
where F is a uniformly elliptic operator in S n , f, g and u 0 are given data and β : Q * 1 → R n is a given vector function with β n ≥ δ 0 > 0 and ||β|| L ∞ ≤ 1. By Q + 1 we denote the half parabolic cylinder with flat part Q * 1 (see subsection 2.1 for precise definitions). There is a vast literature that concerns oblique derivative boundary value problems for elliptic operators. For the linear elliptic case we refer the reader to the book of G. Lieberman [14] and references therein. In the case of fully nonlinear elliptic operators, existence and uniqueness of viscosity solutions are obtained in [7] (where boundary conditions are in fact more general). Regularity of viscosity solutions can be found in [16] and [9] .
The corresponding theory for linear parabolic equations with oblique derivative boundary date is also well understood. For existence, uniqueness and regularity results we refer to [10] , [11] , [18] , [19] , [22] and [4] . For the case when the operator is fully nonlinear parabolic, comparison and existence results for viscosity solutions can be found in [8] . Moreover apriori Hölder estimates for classical solutions appeared in [17] , [12] . The main goal of the present paper is to investigate the regularity of viscosity solutions.
Our purpose is to prove, under suitable assumptions, Hölder regularity (in the parabolic sense) for u and its first and second derivatives (note that in the definition of viscosity solutions we only assume u to be continuous). The idea is to use an approximation method as used (for the elliptic case) in [9] which is first introduced in [3] (see also [2] ). That is, we try to approximate inductively the general problem (1.1) by "simpler" ones for which the regularity is known. The "simpler" problem will be special case of (1.1) where the equation as well as the boundary condition are homogeneous and the vector β is constant. To attack the regularity for this type of problems we first examine the regularity for the parabolic Neumann problem (that is, when β = (, 0, . . . , 0, 1)) which is obtained by adapting the ideas of [16] in the parabolic framework. Then, we observe that after a suitable change of variables a constant oblique derivative problem can de transformed into a Neumann problem.
The outline of the paper is as follows. Section 2 contains the basic notations and definition as well as an estimate of Aleksandrov-Bakel'man-Pucci-Tso type which is a basic tool in our approach.
In Section 3, we prove Hölder estimates for u via a boundary Harnack inequality. In Section 4 we introduce suitable approximate solutions to get a uniqueness type result which is necessary when we study the first order difference quotients. Next we get Hölder estimates for the first derivatives for the Neumann and oblique derivative case respectively. In Section 5 we obtain Hölder estimates for the second derivatives first for the Neumann and secondly for oblique derivative case. Finally, in the appendix, for the sake of completeness, we provide proofs for certain regularity results for the nonlinear parabolic Dirichlet problem and a closedness result which are used in the text.
Preliminaries
2.1. Notations-Definitions. We denote X = (x, y) ∈ R n , where x ∈ R n−1 and y ∈ R and P = (X, t) ∈ R n+1 , where X are the space variables and t is the time variable. The Euclidean ball in R n and the elementary cylinder in R n+1 will be denoted by B r (X 0 ) := {X ∈ R n : |X − X 0 | < r}, Q r (X 0 , t 0 ) := B r (X 0 ) × (t 0 − r 2 , t 0 ] respectively. We define the following half and thin-cylinders, for r > 0, X 0 ∈ R n + , t 0 ∈ R Q + r (X 0 , t 0 ) := Q r (X 0 , t 0 ) ∩ {y > y 0 }, Q * r (X 0 , t 0 ) := Q r (X 0 , t 0 ) ∩ {y = y 0 }.
Note that, Ω • , Ω, ∂Ω will be the interior, the closure and the boundary of the domain Ω ⊂ R n+1 , respectively, in the sense of the Euclidean topology of R n+1 . We define also the parabolic interior to be, int p (Ω) := {(X, t) ∈ R n+1 : there exists r > 0 so that Q • r (X, t) ⊂ Ω} and the parabolic boundary, ∂ p (Ω) := Ω \ int p (Ω). Let us also define the parabolic distance for P 1 = (X, t), P 2 = (Y, s) ∈ R n+1 , p(P 1 , P 2 ) := max{|X − Y |, |t − s| 1/2 }. Note that in this case Q r (P 0 ) will be the set {P ∈ R n+1 : p(P, P 0 ) < r, t < t 0 }.
Next we define also the corresponding parabolic Hölder spaces. For a function f defined in a
domain Ω ⊂ R n+1 we set,
[f ] α;Ω := sup P 1 ,P 2 ∈Ω,P 1 =P 2 |f (P 1 ) − f (P 2 )| p(P 1 , P 2 ) α , f α+1;Ω := sup (X,t 1 ),(X,t 2 )∈Ω t 1 =t 2 |f (X, t 1 ) − f (X, t 2 )|
Then we say that, sup
[D i f ] α;Ω + f α+1;Ω < +∞.
sup
in Ω, where M ± denote the Pucci's extremal operators. In addition we define, S p (λ, Λ, f ) := S p (λ, Λ, f ) ∩ S p (λ, Λ, f ).
Definition 3. We say that β · Du ≥ (≤) g, on Q * r in the viscosity sense if whenever we take any point P 0 = (x 0 , 0, t 0 ) ∈ Q * r and a smooth test function φ that touches u by above (below) at P 0 in some half-cylider Q + ρ (P 0 ) ⊂ Q + r then we must have that β(x 0 , t 0 ) · Dφ(P 0 ) ≥ (≤) g(x 0 , t 0 ). If both hold at the same time we say that β · Du = g on Q * r in the viscosity sense.
Note that a special case of the oblique-type condition is when β(x, t) = (0, . . . , 0, 1) ∈ R n for every (x, t) ∈ Q * r which is the Neumann boundary condition.
Remark 4. Due to the local character of our approach, in the following we do not deal we the
We call a constant C > 0 universal if it depends only on n, λ, Λ, δ 0 and other constants related to function β.
2.
2. An Aleksadrov-Bakel'man-Pucci-Tso type estimate. We prove an ABPT-type maximum principle corresponding to our oblique derivative problem (see [9] , [16] for the elliptic case).
Recall that the convex envelope of a function u ∈ C Q Moreover for smooth enough v we define the function G(v)(X, t) = (Dv(X, t), v(X, t) − X · Dv(X, t)).
Note that det D (X,t) G(v) = v t det D 2 v.
Theorem 5. (ABPT-estimate in the case of Oblique boundary data).
with β · Du ≤ g on Q * r in the viscosity sense. Then,
where Γ u is the convex envelope of −u − := min{u, 0} in Q + r and C > 0 is universal constant.
Proof. For convenience take r = 1 and sup ∂pQ + 1 \Q * 1 u − = 0. We denote by M :
3) holds. So we consider the case when sup Q * 1 g + < δM 16 .
Since Γ u ∈ H 2 (Q + 1 ) then we can show (see [20] or [6] (for more details) and references therein), using area formula
where ξ ′ := (ξ 1 , . . . , ξ n−1 ). We will show that A ⊂ G(Γ u )(Q + 1 ). Take any (ξ, h) ∈ A and we consider P (X) := ξ·X+h. Then we observe that for every
Define
Note that t 1 ≤ t 0 ≤ 0 and from the continuity of P − u with respect to s we have that
δ sup Q * 1 g + and we get a contradiction. Combining the above we have that P (X) ≤ −u − (X, t), for every X ∈ B + 1 , −1 < t ≤ t 1 and P (X 1 ) = −u − (X 1 , t 1 ). Then P (X) touches Γ u by below at (X 1 , t 1 ) ∈ Q + 1 , thus G(Γ u )(X 1 , t 1 ) = (ξ, h). Since |A| = C(δ, n)M n+1 the proof is complete.
A useful change of variables.
Here we consider the case when the function β is constant.
In this case we see that using a suitable change of variables, a viscosity problem of the form
can be transformed into a nonlinear Neumann parabolic problem
whereF is also an elliptic operator on S n andQ + 1 a suitable "half-set".
More precisely, consider the transformation
For a smooth function ψ = ψ(z, w, t) we define φ(x, y, t) := ψ (A(x, y), t) and we can easily check
. ThenF is elliptic and its ellipticity constants are universal multiples of λ and Λ. For, we use the fact that the norms ||A|| ∞ , ||A −1 || ∞ , ||A τ || ∞ and ||(A −1 ) τ || ∞ are bounded from above by δ 0 +1 δ 0 =: C δ 0 combined with the ellipticity of F . We only need to be careful in observing that for M, N ∈ S n with N ≥ 0 then (A −1 ) τ N A −1 is symmetric (easily checked by calculations) and positive definite. To get the positivity we observe that
We observe also that the transformation A maps the hyper-plane {y = 0} identically into itself and
and Q * 1 is part of its parabolic boundary. Note that combining all the above one can ensure that if u(Z, t) is a viscosity solution of (2.4) then v(X, t) = u(AX, t) is a viscosity solution of (2.5). This fact will be useful later to prove regularity for problems of the form (2.4) using the regularity of problems of the form (2.5).
Hölder Estimates
In the present section we prove Hölder regularity up to the flat part of the boundary at which we assume a viscosity oblique derivative condition proving first a boundary Harnack-type inequality. Theorem 6. (Up to the flat boundary H α -regularity). Let f and g be continuous and bounded in
Then for universal constants C > 0 and 0 < α < 1, we have that u ∈ H α Q + 1/2 , with an estimate
. Combining the interior Harnack inequality with a barrier argument we get the following boundary Harnack inequality (see [9] , [15] for the elliptic case). 
Then for universal constants C > 0 and 0 < ρ < 1, we have
Then we can apply interior Harnack inequality to u in Q r/2 (A, 0) (see Theorem 2.4.32 in Section 2.4.3 of
then H ′ (r, ρ) ⊂ Q rR 2 2 (A, 0). So we want to show that
.
In other words we want to find a suitable lower bound for u in H r 4 , ρ . We do this comparing u with a suitable barrier function.
Then we compute in H(r, ρ)
Next, we study b on the parabolic boundary of H(r, ρ). On H(r, ρ) ∩ {y = 0} we have that
Therefore from Theorem 5 we have that
and the proof is complete.
Theorem 6 follows in a standard way.
Proof of Theorem 6. For 0 < r ≤ 1 2 we consider quantities
Then
r . We apply Theorem 7 to v i and obtain
where γ := 
The super-convolution u ǫ,ρ is defined accordingly taking infimum and adding (instead of subtracting) the paraboloid.
Next we study some basic properties of u ǫ,ρ (X, t) which will be useful in the sequel. An analog result holds for u ǫ,ρ as well.
Proof.
(i) The first part is immediate. For the second note that
and that u ǫ,ρ (X 0 , t 0 ) ≥ u(X 0 , t 0 ).
(ii) Take any (X 1 , t 1 ), (X 2 , t 2 ) ∈ Q + 1 ∪ Q * 1 , then for any (Z, s) ∈ Q + ρ we have
Take any M > 0. We know that u is uniformly continuous in the compact set Q 
(iv) Let φ be a test function that touches u ǫ,ρ by above at some point
in a half-cylinder around (X 0 , t 0 ). In particular φ(X 0 , t 0 ) = u(X *
That is, φ y (X 0 , t 0 ) − 2 ǫ y * 0 ≥ 0. But y * 0 ≥ 0, thus we have that φ y (X 0 , t 0 ) ≥ 0.
Lemma 9. Assume that u is continuous in Q + 1 ∪ Q * 1 and satisfies the condition u y ≥ 0 on Q * 1 in the viscosity sense. Then for any
Proof. Take any (X 0 , t 0 ) ∈ Q + 1 . We assume that (X * 0 , t * 0 ) ∈ Q * ρ to get a contradiction. Recall that
Setting φ(Z, s)
(4.1)
Then for any 0 < ρ 1 < ρ < 1 2 there exists some 0 < ǫ 0 = ǫ 0 (ρ 1 , ρ, u) such that for any 0 < ǫ < ǫ 0 ,
Note that we do not use the Neumann condition of (4.1) to show that u ǫ,ρ satisfies the same condition since u ǫ,ρ satisfies this condition anyway. However the Neumann condition is needed in order to get that u ǫ,ρ is a subsolution of the equation (regarding Lemma 9).
Proof. Take any point (X 0 , t 0 ) ∈ Q + ρ 1 and any second order paraboloid
Our aim is to show that for small ǫ this paraboloid touches u at (X * 0 , t * 0 ) in order to apply the equation for u (recall that (X *
Hence it remains to show thatR 2 stays above u around (X * 0 , t * 0 ). Let d = ρ − ρ 1 > 0 and take ǫ 0 =
which ensures that (X * 0 , t * 0 ) is an interior point of Q + ρ . Therefore, we may choose some small enough δ > 0 so that
That is u(X, t) ≤R 2 (X, t), for (X, t) ∈ Q δ (X * 0 , t * 0 ) as desired.
(in the viscosity sense).
(4.3)
Proof. In Theorem 4.6 of [21] , L.Wang uses a similar approximate consideration to obtain that
Hence it remains to examine the Neumann condition. We define the corresponding approximate sub/super-solutions u ǫ,ρ , v ǫ,ρ , for which we have that
1 in the viscosity sense. This can be proved using the same idea as in the proof of (iv), Lemma 8. We are aiming to pass to the limit using Proposition 31 (see appendix).
To do so we take any (X 0 , t 0 ) ∈ Q * 1 and consider 0
We now apply Proposition 31 to u ǫ,ρ − v ǫ,ρ and combining with (iii) of Lemma 8 we obtain that
Note that the above together with Theorem 5 gives a uniqueness result for the nonlinear Neumann problem.
4.2.
H 1+α -estimates for the homogeneous Neumann case. First note that interior estimates for the first derivatives are proved in Section 4.2. of [21] . Actually, as explained in [21] , we have more than typical spatial H 1+α -estimates and the extra property is related to the t-direction.
To examine the Neumann problem we need to know the analog result for the Dirichlet case (see appendix for the proof).
Theorem 12. (Boundary H 1+α -estimates for the Dirichlet problem). Let g be an H 1+α -function locally on Q * 1 and u ∈ C Q + 1 ∪ Q * 1 be bounded and satisfies in the viscosity sense
Then the first derivatives u x 1 , . . . , u x n−1 , u y exist in Q
In order to get (punctual) H 1+α -regularity for the Neumann problem it is enough (due to Theorem 4.5) to show that the restriction of u on Q * 1 is locally H 1+α . To do so, we need the following lemma.
where the constant C depends only on α and β.
The above lemma is proved in [2] 
(4.6)
Then the first derivatives u x 1 , . . . , u x n−1 , u y exist in Q + 1/2 . Moreover there exists a universal constant 0 < α < 1 and a polynomial R 1;P 0 (X) =
In addition, u t exists and it is H α in Q + 1/2 with the corresponding estimate being bounded by above by a term of the form C ||u||
(note that if (X, t) ∈ Q + 7/8 then (X + he i , t) ∈ Q + 1 ). We define the following H α -norm which deals only with x i -direction
It is easy to verify that
for any 0 < r < ρ ≤ 7 8 and h as above. Moreover observe that H α -estimates ensure that there exists some universal 0 < α 2 < 1 so that for any 0 < ρ < 1,
Note that we can choose some suitable 0 < α < min{α 1 , α 2 } in order to succeed finding a universal integer m 0 ≥ 1 so that m 0 α < 1 and (m 0 + 1)α > 1. Next we apply, using Lemma 13, an iterative procedure which can be started from β = α and intent to finish at β = 1. We consider the following finite sequence of (universal) radii
Step 1. (of the iteration): Applying (4.9) together with (4.10) with β = α, r = r 1 , ρ = 7 8 we obtain that ||v α,h,i || H α Q + r 1 ≤ CK, for any 0 < |h| < 1 16m 0 . Then using the above and Lemma 13
we shall get that ||u|| H 2α
In addition letṽ
≤ CK. Therefore, Lemma 13 implies ||ũ (X,t),i || C α (I) ≤ CK (note that the length of I is a universal number). Then, since 0, L ∈ I, we have the desired.
Step m 0 . (of the iteration): Applying (4.9) with β = m 0 α, r = r 2m 0 −1 , ρ = r 2m 0 −2 together with
Step
Then again as in Step 1 (using Lemma 13) and recalling the choice of constants α and m 0 ((m 0 + 1)α > 1) we can
This last estimate ensures the existence of u x i on Q * 3 4 for any i = 1, . . . , n − 1. Moreover, applying again (4.9) with β = 1, r = 5 8 , ρ = 3 4 together with the above we conclude that
. Now, observing that u satisfies, in the viscosity sense, a problem of the form (4.4) with g(x, t) = u(x, 0, t) and since g is H 1+α -function on Q * 5/8 we can apply Theorem 12 to get the desired result for X-directions.
It remains to examine the t-direction. The proof follows the same lines as above under minor modifications. We present the proof briefly for completeness.
We define the following H α -norm which deals only with t-direction
Note that we can easily obtain that
We take α small enough so that there exists a universal integer m 0 which satisfies m 0 α 2 < 1 and (m 0 + 1) α 2 > 1. For the iteration consider the following finite sequence of (universal) radii
Note that r 0 = 7 8 , r 2m 0 = 3 4 and r k−1 − r k = 1 16m 0 .
Step 
That is, we take any two (X, t 1 ) = (X, t 2 ) ∈ Q + r 2 and since t 1 = t 2 we can assume without the loss of generality that t 1 > t 2 and denote by t := t 1 and t + L := t 2 (then L = t 2 − t 1 < 0) and we aim to get that |u(X, t) − u(X, t + L)| ≤ CK|L| α . We split into two cases:
, 0 . Since 0, L ∈Ĩ, we have the desired.
This last estimate ensures the existence of u t in Q + . Moreover, by applying again (4.12) together with the above gives
4.3.
H 1+α -estimates for the oblique derivative case. First we examine a constant oblique derivative problem using the change of variables of section 2.3. In the following we assume for convenience that F (O) = 0 but note that this assumption is not essential in the sense that we can find an operator with the same ellipticity constants satisfying this assumption and up to a subtraction of a paraboloid, u will satisfy the new equation. 
where β is a constant function. Then the first derivatives u z 1 , . . . , u z n−1 , u w exist at (0, 0). Moreover there exists a universal constant 0 < α < 1 and a polynomial R
In addition, u t exists and it is H α in Q + ρ with the corresponding estimate being bounded by above by a term of the form C ||u|| L ∞ (Q + 1 ) .
So applying Theorem 15 to v we have that v x 1 , . . . , v x n−1 , v y exist at (0, 0) and there exists a polynomialR 1 (X) =Ã 0 +B 0 · X, whereÃ 0 = v(0, 0) andB 0 = v x 1 (0, 0), . . . , v x n−1 (0, 0), 0 so that |v(X, t) −R 1 (X)| ≤ C ||v|| L ∞ (Q + r ) |X| + |t| 1/2 1+α for every (X, t) ∈ Q + r/2 , where C > 0, 0 < α < 1 are universal constants. In addition, v t exists and it is H α in Q + r/2 with the corresponding estimate being bounded by above by a term of the form and u ∈ C Q + 1 ∪ Q * 1 be bounded and satisfy in the viscosity sense
Then the first derivatives u x 1 , . . . , u x n−1 , u y exist at (0, 0). Moreover there exists universal constant
Note that we may assume that u(0, 0) = 0, considering u(X, t) − u(0, 0) and that g(0, 0) = 0, considering u(X, t) − g(0,0) y βn(0,0) .
Proof. For convenience let us denote
We intend to find some B 0 ∈ R n , with β 0 · B 0 = 0 so that for universal C > 0, 0 < η < 1, α 0 > 0 and α = min{α 0 , γ, 2q−(n+1)(n+2) q(n+1) } we will have } we can find a vector B k ∈ R n , with β 0 · B k = 0 for any k ∈ N so that (4.17) osc
Note that the correct constants will be deduced from the induction. The details follow.
First, for k = 0, take B 0 = 0 and choose anyC ≥ 2. Next for the induction we assume that we 
Then v satisfies ABPT-estimate for the oblique derivative case (see Theorem 5) which gives
From Theorem 16 we also have thatB = Dv(0, 0) exists and β 0 ·B = 0. Moreover
Next, we taker = ηr (for 0 < η < ρ) in (4.21 ). Hence (4.22) osc
Now take (universal) 0 < η << 1 sufficiently small in order to have that 2 C 0 η α 1 < 1. We denote
Now for 0 < µ < 1 (to be chosen universal) we denote byr := r(1 − µ) < r. We apply again
We want to bound all five terms by something of order r 1+α . We start with term I. Using Hölder inequality and that q > (n+1)(n+2) 2 > n + 1 we get I ≤ C r 1+ 1− n+2 q K. Next, for term II, we use the H γ -regularity of g and the fact that g(0, 0) = 0, then II = Cr||g − g(0, 0)|| L ∞ (Q * r ) ≤ Cr 1+γ K.
We continue with term III. We use the H γ -regularity of β and the fact that β 0 · B = 0, III ≤ Cr||β − β 0 || L ∞ (Q * r ) |B| ≤ Cr 1+γ K, where we have used that |B| ≤ CK which can be derived from (4.18) and the fact that |B 0 | = 0. Next for term IV, we use again the H γ -regularity of β and the fact that β 0 · Dv = 0 on Q * r , we have
and we bound these terms using H α -estimates. Indeed, we have that
Then Theorem 6 gives
Next we apply global H α -estimates (see [21] ) for v. Note that the values of v on the parabolic boundary equal to u − B · X which is H α 2 . So, for 0 < α 3 << α 2 universal,
For term VI, we use the hypothesis of the induction, (4.19), VI ≤ C 1 µ α 3 /2C Kr 1+α . Moreover
> 0. Note also that α(n, q) < 1 − n+2 q . Also, terms II ′ and III ′ are in fact the same as terms II and III. That is,
So, returning to (4.24), we have osc Q + r w ≤ CKr 1+α(n,q) + CKr 1+γ + C 1 µ α 3 /2C Kr 1+α .
Next combine the above with (4.23) and choose µ < 1 − η (then η < 1 − µ)
We choose the right constants α 0 , µ andC. So, take α 0 so that η α 0 = 1− θ 2 and α = min{α 0 , γ, 2q−(n+1)(n+2)
andC large enough so that ηθC 4 ≥ 2C (note that our choices are all independent of k 0 ). Then we return to (4.26) writing 1 − θ as 1 − θ 2 − θ 2 and recalling that r = η k 0 2 ≤ η k 0 ,
We choose B k 0 +1 = B+B, then the above is (4.17) for k 0 +1. Also β 0 ·B k 0 +1 = 0 and |B k 0 +1 −B k 0 | = |B| ≤ C rC Kr 1+α ≤ CKr α . Finally, it remains to get estimate (4.16). Observe that (4.18) ensures the existence of the limit B ∞ := lim k→∞ B k and this is the vector B 0 of (4.16). Indeed, β 0 · B ∞ = 0 and for any k ∈ N we
and the proof is complete. give the existence and Hölder continuity of u yy . Then for the tangential directions, our purpose is to consider the restriction of u on the thin-cylinder Q * 1 and show that satisfies a suitable parabolic equation there. Hence we will be able to use the interior estimates proved in [21] .
Hölder
First let us formulate here Theorem 1.1 of [21] in the form we are going to use. For operators that depend on (X, t) we define θ F (X, t) = sup M ∈Sn |F (M, (X, t)) − F (M, (0, 0))| |M | + 1 .
Theorem 18. (Interior H 2+α -estimates for more general operators). Let u ∈ C(Q 1 ) be a bounded viscosity solution of F (D 2 u, (X, t)) − u t = 0 in Q 1 . Assume that any solution v of the equation
Assume also that
Then u t and the second derivatives of u exist in Q 1/2 . Moreover there exists universal constant 0 < α < β and a polynomial R 2;P 0 (X,
Lemma 19. Let f be bounded in Q + 1 and u ∈ C Q + 1 ∪ Q * 1 be bounded and satisfies in the viscosity sense
Then there exist universal constants 0 < α < 1, C > 0 so that for any 0 < ρ ≤ 1 2 (5.4) osc
The proof can be found in the appendix. We continue with an immediate consequence.
Corollary 20. Let f be bounded in Q + 1 and u ∈ C Q + 1 ∪ Q * 1 be bounded and satisfies
Then u y exists on Q * 1 and for universal constants C > 0, 0 < α < 1 we have
for every (X, t) ∈ Q Proof. Note first that the justification for the existence and H α -regularity of u y can be found in the proof of Lemma 30 (see appendix). Next let (X, t) ∈ Q + 1/2 . We apply Lemma 19(rescaled) 
Next we apply the above to u y to obtain the following.
Corollary 21. Let u ∈ C Q + 1 ∪ Q * 1 be bounded and satisfies in the viscosity sense
Then u yy exists on Q * 1 and for a universal constants C > 0, 0 < α < 1 we have
for every (X, t) ∈ Q Hence we can apply Corollary 20 to u y . This means that u yy exists and it is H α Q + 1/2 . Also from (5.5) we have −CKy 1+α ≤ u y (X, t) − u yy (x, 0, t)y ≤ CKy 1+α for any (X, t) ∈ Q + 1/2 . Then we integrate in direction y and for any (X, t) ∈ Q + 1/2 we obtain u(X, t) − u(x, 0, t) = Consider the restriction of u on Q * 1 , v(x, t) := u(x, 0, t). Moreover, denoting by A(x, t) := u yy (x, 0, t) (which exists regarding Corollary 21) we consider the operator
for (x, t) ∈ Q * 1 and M ∈ S n−1 . Then in the viscosity sense
Proof. For convenience we show the result at P 0 = (0, 0) ∈ Q * 1 . Let φ be a test function on Q * 1 that touches v from below at (0, 0). Our aim is to show that
To do so we will try to extend φ into Q + 1 and translate it suitably to turn it into a test function that touches u at some point of Q + r . For small ǫ > 0 we consider,φ(X, t) = φ(x, t)+ A(0,0) 2 y 2 −ǫ(|X| 2 −t). First, using Corollary 21 we can obtain that for sufficiently small r > 0 (5.8) u(X, t) ≥φ(X, t) + ǫ 2 (|X| 2 − t), for any (X, t) ∈ Q + r .
Indeed, Corollary 21 implies that for any (X, t) ∈ Q + 1/2 ,
. Next, we translate suitablyφ in order to achieve u −φ to have a local minimum. So we consider
Thenφ h (X, t) =φ(X, t) − A(0, 0)yh + A(0,0) 2 h 2 + 2ǫhy − ǫh 2 . Next, we observe that, u(0, 0, 0) −φ h (0, 0, 0) = − A(0,0) 2 h 2 + ǫh 2 and by (5.8) ,
for any (X, t) ∈ Q + r . So we have the following (5.9) u(X, t) −φ h (X, t) ≥ ǫ 2 r 2 + (A(0, 0) − 2ǫ)hy + u(0, 0, 0) −φ h (0, 0, 0), on ∂ p Q + r \ Q * r .
(5.10) (φ h ) y = −A(0, 0)h + 2ǫh, on Q * r Subsequently, we split into two cases.
Case 1: If A(0, 0) ≤ 0. We choose h > 0 and we have: On ∂ p Q + r \ Q * r , using (5.9) we have, A(0,0) ) . On Q * r , by (5.10) we know that (φ h ) y > 0. Also u y = 0, hence (u −φ h ) y < 0. This imply that the minimum of u −φ h has a local (in the parabolic sense) minimum. Then, we use the equation at (X 1 , t 1 ), i.e. Finally note that a similar argument can be applied for test functions that touch v by above. Then the second derivatives of u exist in Q + 1/2 . Moreover there exists universal constant 0 < α < 1 and a polynomial R 2;P 0 (X, t) =
for P 0 ∈ Q * 1/2 , so that
for every P = (X, t) ∈ Q + 1/2 (P 0 ), where C > 0 is a universal constant.
Note that in this case the existence and H α -regulatiy of u t is already known from Theorem 15.
Proof. Our intention is to combine Corollary 21 and interior H 2+α -estimates on Q * 1 once from Proposition 22 u satisfies an equation there. (5.7) . In order to use interior H 2+α -estimates we have to verify that this equation satisfies the assumptions of Theorem 18. It is easy to check that G has the same ellipticity constants as F .
Next we examine if the quantity θ G satisfies the assumption (5.2). Since F is Lipschitz we have
Finally, the assumption (5.1) can be derived by interior H 2+α -estimates observing that the operator G(M + B, (0, 0)) − E is convex and has the same ellipticity constants as G.
We will show the result at P 0 = (0, 0, 0), for convenience. Applying Theorem 18 to v and we obtain that there exists a polynomialR 2;P 0 (x, t)
for every (x, t) ∈ Q * 1/2 . On the other hand we have estimate (5.6) of Corollary 21 which gives for (X, t) ∈ Q
Then, we take R 2;P 0 (X, t) =R 2;P 0 (x, t) + A(0,0) 2 y 2 and we get the result.
5.2.
H 2+α -estimates for the oblique derivative case. In the present section we intent to obtain H 2+α -estimates for the general oblique derivative problem (Theorem 25). We achieve this again using an approximation method. We "approximate" the general problem by homogeneous problems with a suitable function β in the oblique derivative condition (as in Lemma 28 
where β is a constant function. Then the second derivatives of u exist at (0, 0). Moreover there exists universal constant 0 < α < 1 and a polynomial R 2;0 (Z, t) Proof. Let A be the transformation defined in section 2.3. Define v(X, t) = u(AX, t), for (X, t) ∈
withF convex. So applying Theorem 23 to v we have that the second derivatives of v exist at (0, 0) and there exists a polynomialR 2 (X, t)
for every (Z, t) ∈ Q + ρ , for ρ = δ 0 r 2(δ 0 +1) . 
Then the second derivatives of u and u t exist at (0, 0). Moreover there exists universal constant 0 < α 0 < 1 and a polynomial R 2;0 (X, t) 0) , B 0 = Du(0, 0) ∈ R n , Γ 0 = u t (0, 0) and D 0 = D 2 u(0, 0) ∈ S n so that for α = min{α 0 , γ},
Note that we may assume that: u(0, 0) = 0 and g(0, 0) = 0.f (0, 0) = 0, considering F ′ (M ) :=
Then for Note that, in the following we denoteū,ḡ,F by u, g, F for convenience. As we mention in the start, in order to prove Theorem 25 we prove first two special cases.
Lemma 27. We assume the same as in Theorem 25 but with f = 0 an β a constant vector.
Then the second derivatives of u and u t exist at (0, 0). Moreover there exists universal constant 0 < α 0 < 1 and a polynomial R 2;0 (X, t) u(0, 0) , B 0 = Du(0, 0) ∈ R n , Γ 0 = u t (0, 0) and D 0 = D 2 u(0, 0) ∈ S n so that for α = min{α 0 , γ},
Proof. Before we start let us denote for convenience K := ||u|| L ∞ (Q + 1 ) + ||g|| H 1+γ (Q * 1/2 ) . We intend to find some R 0 (X, t) = B 0 · X + Γ 0 t + 1 2 X τ D 0 X, with β · B 0 = 0 and F (D 0 ) − Γ 0 = 0 so that for universal C > 0, 0 < η < 1, α 0 > 0 and α = min{α 0 , γ} we will have (5.15) osc
Now, to prove (5.15) we are going to show by induction that there exist universal constants 0 < η << 1,C > 0, α 0 > 0 such that for α = min{α 0 , γ} we can find a paraboloid R k (X, t) = and
First, for k = 0, take B 0 = 0, Γ 0 = 0 and (D 0 ) ij = 0, for ij = nn and (D 0 ) nn = τ 0 where τ 0 is chosen so that F (D 0 ) = 0 (see Remark 26) andC large enough.
Next for the induction we assume that we have found paraboloids R 0 , R 1 , . . . , R k 0 for which t) ) .
From Theorem 24 we have thatB := Dv(0, 0),Γ := v t (0, 0),D := D 2 v(0, 0) exist and forR(X, t) = B · X +Γt + 1 2 X τD X we have
for anyr ≤ ρ r, where 0 < ρ < 1 universal and also
Note that β ·B = 0 and F (D + D k 0 ) − Γ k 0 −Γ = 0. Also, β · Dv = 0 holds in the classical sense on Q * 1 and we can differentiate this condition with respect to x i , i ≤ n − 1 to get n j=1D ij β j = 0. Next, we taker = ηr (for 0 < η < ρ) in (5.21 ). Hence (5.23) osc
Now take (universal) 0 < η << 1 sufficiently small in order to have that C 0 η α 1 < 1. We denote by
That is combining the above we have
Next we apply again Theorem 5 and then the H 1+γ -estimate for g together with the fact that g(0, 0) = 0 and Dg(0, 0) = 0 to obtain
Next combining the above with (5.23) we get
We choose the right constants α 0 andC. So, take α 0 so that η α 0 = 1 − θ 2 and α = min{α 0 , γ} and C large enough so that η 2 θC 2 ≥ C. Then we return to (5.25) writing 1 − θ as 1 − θ 2 − θ 2 and recalling that r = η k 0 ,
Choosing R k 0 +1 = R k 0 +R we have (5.17) for k 0 + 1. Note also that F (D k 0 +D) − (Γ k 0 +Γ) = 0, β · B k 0 +1 = 0 and for any i ≤ n − 1, n j=1 (D k 0 +1 ) ij β j = 0. It remains to get (5.18) for k = k 0 . To do so, we use relation (5.22) together with (5.20) and then (5.19) .
Finally, it remains to get estimate (5.15) . Observe that (5.18) yields the existence of the limits B ∞ := lim k→∞ B k , Γ ∞ := lim k→∞ Γ k and D ∞ := lim k→∞ D k exist and R 0 (X, t) = B ∞ · X + Γ ∞ t + 1 2 X τ D ∞ X satisfies (5.15) . Indeed, β · B ∞ = 0, F (D ∞ ) − Γ ∞ = 0 and for any k ∈ N we have
using the sum of geometric series.
Lemma 28. Let F be convex, β be constant function, N 0 ∈ R n×n with ||N 0 || ∞ ≤ C 1 and u ∈ C Q + 1 ∪ Q * 1 be bounded and satisfies in the viscosity sense
Then the second derivatives of u and u t exist at (0, 0). Moreover there exists universal constant 0 < α < 1 and a polynomial R 2;0 (X, t)
for every (X, t) ∈ Q First we choose N ∈ S n so that N β = A τ Du(0, 0). Note that such a matrix exists since the above is actually a linear system of n equations and n(n+1) 2 variables and the matrix of the system can be shown to have rank equals to n (using that β n = 0). Moreover ||N || ∞ ≤ C(n, δ 0 )|Du(0, 0)|.
Then we define v(X, t) := u(X, t)
We observe also that v(0, 0) = u(0, 0) = 0, G(M ) := F (M − N ) has the same ellipticity constants as F and ||g|| L ∞ (Q * r ) ≤ ||N 0 || ∞ r||Du(0, 0) − Du(x, 0, t)|| L ∞ (Q * r ) ≤ C||u|| L ∞ (Q + 1 ) r 1+α . Therefore we can apply Lemma 27 to v to obtain that there existsR(X, t) =B ·X +Γt + 1 2 X τD X so that
for any r ≤ 1 4 . Taking as R 0 (X, t) :=R(X, t) + 1 2 X τ N X the proof is complete.
Proof of Theorem 25. Before we start let us denote for convenience K := ||u|| L ∞ (Q + 1 ) +||g|| H 1+γ (Q * 1/2 ) + ||f || H γ (Q + 1 ) and β 0 := β(0, 0), β 0 x i := β x i (0, 0) ∈ R n . We intend to find some R 0 (X, t) = B 0 · X + Γ 0 t + 1 2 X τ D 0 X, with β 0 · B 0 = 0 and F (D 0 ) − Γ 0 = 0 so that for universal C > 0, 0 < η < 1, α 0 > 0 and α = min{α 0 , γ} we will have (5.27) osc
Now, to prove (5.27) we are going to show by induction that there exist universal constants 0 < η << 1,C > 0, α 0 > 0 such that for α = min{α 0 , γ} we can find a paraboloid R k (X, t) =
for any k ∈ N so that (5.29) osc
Next for the induction we assume that we have found paraboloids R 0 , R 1 , . . . , R k 0 for which (5.28), (5.29) and (5.30) are true. Denoting by r := η k 0 2 we have
Now we are going to consider a suitable oblique derivative problem (as the one of Lemma 28).
So let v be the viscosity solution of 
From Lemma 28 we have thatB := Dv(0, 0),Γ := v t (0, 0),D := D 2 v(0, 0) exist and forR(X, t) = B · X +Γt + 1 2 X τD X we have
for anyr ≤ r 4 and also (5.34 )
Note that (β 0 + Dβ 0 0) ·B = 0 that is β 0 ·B = 0 and F (D + D k 0 ) − Γ k 0 −Γ = 0. Also, (β 0 + Dβ 0 x) · Dv = 0 holds in the classical sense on Q * r and we can differentiate this condition with respect to x i , for any i ≤ n − 1 to get at x = 0, n j=1 D ij β 0 j + (β j ) 0 x iB j = 0. Next, we taker = ηr (for 0 < η < ρ) in (5.33 ). Hence (5.35) osc
Now take (universal) 0 < η << 1 sufficiently small in order to have that 2 C 0 η α 1 < 1. We denote by 1 − θ := 2 C 0 η α 1 , where 0 < θ < 1 is a universal constant. Then
We want to bound every term I -V by a term of order r 2+α . We start with term I. We have
then using the H γ regularity of f and the fact that f (0, 0) = 0 we get
Next, for term II, we use the H 1+γ -regularity of g and the fact that g(0, 0) = 0, Dg(0, 0, ) = 0,
We continue with term III and we study first the term
Hence, A = Dβ 0 x · D k 0 X. Returning to III, we have
Note also that |B k 0 | ≤ CK and ||D k 0 || ∞ ≤ CK which can be derived by (5.30 ) and the fact that B 0 = 0 and ||D k 0 || ≤ CK. Then III ≤ CKr 2+γ . Next for term IV, we use again the H 1+γregularity of β and the fact that (β 0 + Dβ 0 x) · Dv = 0 on Q * r , we have
Next we apply to v global H α -estimates. Note that the values of v on the parabolic boundary equal
Now, we return to (5.38) .
For term VI, we use the hypothesis of the induction, VI ≤ C 1 µ α 3 /2C Kr 2+α . Moreover for term
then using the H γ regularity of f and the fact that f (0, 0) = 0 we get I ′ ≤ CKr 2+γ . Also, terms II ′ and III ′ are in fact the same as terms II and III. That is,
So, returning to (5.37), we have
Next combining the above with (5.36) and choosing µ < 1 − η (then η < 1 − µ) we get
We choose the right constants α 0 , µ andC. So, take α 0 so that η α 0 = 1 − θ 2 and α = min{α 0 , γ}.
andC large enough so that ηθC 4 ≥ C. Then we return to (5.39) writing 1 − θ as 1 − θ 2 − θ 2 and recalling that r = η k 0 2 ≤ η k 0 ,
For R k 0 +1 = R k 0 +R we have (5.29) for k 0 + 1. Note also that F (D k 0 +D) − (Γ k 0 +Γ) = 0, β 0 · B k 0 +1 = 0 and for any i = 1, .
It remains to get (5.30) for k = k 0 . To do so, we use relation (5.34) together with (5.32) and then (5.31).
Then we can finish the proof in the same way as in the proof of Lemma 27.
Appendix A. Auxiliary Results
In this section we provide the proofs of results mentioned in the text for completeness (see [21] ).
We start with the proof of Lemma 19. The following Lipschitz-estimate is used. It can be proved using a barrier argument, see for instance Lemma 2.1 in [1] .
Proposition 29. Let f be bounded in Q + 1 and u ∈ C Q + 1 ∪ Q * 1 be bounded and satisfy in the viscosity sense
Then there exists universal constant C > 0 so that
Proof of Lemma 19. The idea of the proof of Lemma 19 is based on the proof of Theorem 9.31 in [5] or on its parabolic version appeared in [13] (Lemma 7.46 and 7.47).
First we observe that u y is bounded in Q + 1/2 from Proposition 29. It is enough to show
where 0 < τ, γ < 1 and C > 0 are universal constants, then (5.4) follows by standard iteration. To get (A.2) we use a barrier argument in order to be able to apply Harnack inequality to u y up to the flat boundary.
First we consider the case when u ≥ 0 in Q + 1 .
Step 1. Set v := u y . Then for any 0 < ρ ≤ 1 2 , 0 < δ ≤ 1 and A = (0, . . . , 0, ρ) we see that Q ρ/2 (A, 0) ⊂ H(ρ, 1) and we apply Harnack inequality there. For
Hence, defining the following thin set,
Step 2. Now using a suitable barrier argument we will get an estimate up to the flat boundary, 
whereρ := ρR 2 4 . Our intention is to apply a comparison principle for b andū. We show
Recall that M − (M, λ, Λ) = inf A∈A λ,Λ L A (M ), where A λ,Λ be the subset of S n containing all matrices whose eigenvalues lie in the interval [λ, Λ] and for A ∈ A λ,Λ , L A is the linear functional L A (M ) = tr(AM ), where M ∈ S n . So we want to show that, for any such linear operator L A ,
That is, it is enough to show that − 16 ρR 4 (1 + 2nΛ)δ − 16C 0 n ρR 2 √ δ + 2 ≥ 0. The above is a polynomial inδ := √ δ. One can observe that this polynomial has two universal rootsδ 1 < 0,δ 2 > 0 and the polynomial is positive in (δ 1 ,δ 2 ). So if we choose 0 < δ <δ 2 1 we have the desired. Now we examine b on ∂ pH (ρ, δ). We split the boundary data in the following cases • For y = 0, b = 0 = u =ū.
• For y = δρ, b(x, δρ, t) = δρ 1 − |x| 2 ρ 2 + t ρ 2 ≤ δρ ≤ū(x, δρ, t).
Thereforeū − b ≥ 0 inH(ρ, δ) and as a consequence, inH ρ 4 , δ we have an estimate by below for the ratioū (X, t) y
using |x| <ρ 4 , t > −ρ 2 16 , y > 0 and choosing 1 ≤ δ ≤ 3λ 8 2 . Hence taking infimum we get the desired Next we remove the assumption on the nonnegativity of u.
Step 3. We denote M := supH (2ρ,δ) v and m := supH (2ρ,δ) v. Then the functions M y − u, u − my are nonnegative. Applying Step 2 to these two functions and then adding the two estimates we conclude osc
Then we examine the H 1+α regularity for the nonlinear parabolic Dirichlet problem (Theorem 12). We start by studying the homogeneous case using Lemma 19. Taking h → 0 we obtain osc Q * ρ/2 u y ≤ C r α Kρ α . Now let (X, t) ∈ Q Then letting h → 0 + and since 0 < y ≤r we get |u(X, t) − u y (0, 0)y| ≤ C r r 1+α ||u|| L ∞ (Q + r ) + r 2 |F (O)| .
Next we go from the homogeneous to the non-homogeneous case using the standard approximating procedure used also in Theorems 17, 25 and 27. We give the proof briefly for completeness.
Proof of Theorem 12. We will show the theorem around P 0 = (0, 0). Note that without the loss of generality we can assume that u(0, 0) = g(0, 0) = 0 and ∇ n−1 g(0, 0) = 0 (since we can consider the transformation u(X, t)− g(0, 0)− ∇ n−1 g(0, 0)·x). For convenience let us denote K := ||u|| L ∞ (Q + 1 ) + ||g|| H 1+α (Q * 1/2 ) + |F (O)|. We intend to find a number A ∈ R so that, for universal C > 0, 0 < γ < 1, α 0 > 0 and β = min{α, α 0 }, we will have (A.5) osc Note that the right constants will be deduced from the induction. The details follow.
First, for k = 0, take A 0 = 0 and choose anyC ≥ 2. Next for the induction we assume that we have found numbers A 0 , . . . , Subsequently, applying again maximum principle we obtain osc Q + r w ≤ C||g|| L ∞ (Q * r ) . The regularity we have assumed for g will give the right decay for the oscillation of w. That is, (since g(0, 0) = 0, ∇ n−1 g(0, 0) = 0) |g(x, t)| = |g(x, t) − g(0, 0) − ∇ n−1 g(0, 0) · x| for (x, t) ∈ Q * r ≤ |g(x, t) − g(0, t) − ∇ n−1 g(0, t) · x| + |g(0, t) − g(0, 0)| + |x| |∇ n−1 g(0, t) − ∇ n−1 g(0, 0)|
Hence we obtain which is achieved at some point (X k , t k ) ∈ Q + r (P 0 ) ∪ Q * r (P 0 ). Therefore, for any large enough m ∈ N there exist points (X km , t km ) ∈ Q + 1/m (P 0 ) ∪ Q * 1/m (P 0 ) so that (X km , t km ) → P 0 , as m → ∞ and the test function ψ km :=φ + C km touches by above u km at (X km , t km ). Hence, we treat two cases:
1. If (X km , t km ) ∈ Q * r (P 0 ) we have that (ψ km ) y (X km , t km ) ≥ 0, hence φ y (X km , t km ) ≥ 0. 2. If (X km , t km ) ∈ Q + r (P 0 ) we have that F (D 2 φ(X km , t km ) + ǫI) − φ t (X km , t km ) + ǫ 2 ≥ 0. Now, if 1. is true for an infinite number of m's then taking a suitable subsequence and passing to the limit we derive, φ y (P 0 ) ≥ 0 as desired. Otherwise, 2. will be true for an infinite number of m and so taking subsequences and limits we derive, F (D 2 φ(P 0 )) − φ t (P 0 )) ≥ 0.
To finish the proof we assume that φ y (P 0 ) < 0 (to get a contadiction). Then having in mind the dichotomy above we conclude that F (D 2 φ(P 0 )) − φ t (P 0 ) ≥ 0 must be true. For small γ > 0, we consider the perturbation of φ, φ γ (X, t) = φ(X, t) + γy − y 2 γ . Observe that if (X, t) ∈ Q + γ 2 (P 0 ), then γy − y 2 γ ≥ 0. Therefore, we obtain that φ γ touches u by above at P 0 and following the same steps as we did for φ we conclude that
A direct computation of these quantities and choosing γ small enough (so that γ < −φ y (P 0 ), 2λ γ > F D 2 φ(P 0 ) − φ t (P 0 ) + 1).
