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Abstract
The first purpose of this article is to provide conditions for a bounded operator in L2(Rn) to be the Weyl
(resp. anti-Wick) quantization of a bounded continuous symbol on R2n. Then, explicit formulas for the
Weyl (resp. anti-Wick) symbol are proved. Secondly, other formulas for the Weyl and anti-Wick symbols
involving a kind of Campbell Hausdorff formula are obtained. A point here is that these conditions and
explicit formulas depend on the dimension n only through a Gaussian measure on R2n of variance 1/2 in
the Weyl case (resp. variance 1 in the anti-Wick case) suggesting that the infinite dimension setting for
these issues could be considered. Besides, these conditions are related to iterated commutators recovering
in particular the Beals characterization Theorem.
Keywords: Pseudo-differential operators, PDO, Weyl quantization, anti-Wick quantization, Weyl symbol, anti-
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1 Statement of the results.
Our purpose in this paper is to answer the following issues when A is a bounded operator in L2(Rn):
1. Under what condition, the Weyl symbol of A is a bounded continuous function on R2n ?
2. Under what condition, A is the anti-Wick quantization of a bounded continuous function on R2n ?
3. Can one express the Weyl and anti-Wick symbols with a Campbell-Hausdorff type formula ?
These questions are also mentioned in [10]. A positive answer to the first two questions (a sufficient condition) is
given by Theorem 1.1 for the Weyl symbol and by Theorem 1.3 for the anti-Wick symbol. Concerning Question
3, an answer is given combining Theorem 1.1 or Theorem 1.3 with Theorem 1.4. For instance, one gets (1.12)
in the case of the anti-Wick quantization.
Let us emphasize that it is also our aim to provide conditions and formulas for the two symbols where the
dimension is not explicitly written down using Gaussian measures. Thus, the dimension can tends to infinity
and more importantly, one can expect to consider the infinite dimension setting for theses purposes in a further
work.
In the article [9], Hu¨bner and Spohn have introduced the so-called scattering identification operator (unbounded
operator) and considered the wave operator in the context of the infinite dimension, concerning some physical
model. With L. Jager, we have proved in [1] that the first operator (scattering identification) can also be
defined with the anti-Wick quantization. That is, this operator is defined by an integral formula and it would
be interesting to know if the second operator (wave) shares that property. One may expect that the present
work, adjusted to the infinite dimension case, could give an answer to that question.
We begin by recalling the two quantizations under consideration here. See, e.g., Berezin [3], Combescure and
Robert [6], Folland [7], Ho¨rmander [8], Lerner [11], Unterberger [13][14], . . . for these purposes.
1
One can define the Weyl symbol of a continuous operator A from S(Rn) to S ′(Rn) as an element of S ′(R2n).
More precisely, denoting by KA(x, y) the distributional kernel of A (belonging to S
′(R2n)), the Weyl symbol of
A is defined by:
F (x, ξ) =
∫
Rn
e−iv·ξKA(x + v/2, x− v/2)dv (1.1)
where the above integral is actually a Fourier transform in sense of tempered distributions.
The second kind of quantization under consideration in this paper is the anti-Wick one, which involves coherent
states. These states are a standard family of functions ΨX indexed by X = (x, ξ) ∈ R
2n defined by:
Ψx,ξ(u) = pi
−n/4e−
1
2
|u−x|2+iu·ξ− i
2
x·ξ.
One has:
< ΨX ,ΨZ >= e
− |X−Z|
2
4
+ i
2
σ(X,Z) (1.2)
where σ is the symplectic form, σ((x, ξ), (y, η)) = y · ξ − x · η. For any function G, bounded and continuous
on R2n, one defines the anti-Wick operator OpAW (G) associated with the function G, as the unique operator
satisfying for all f and g in L2(Rn):
< OpAW (G)f, g >= (2pi)−n
∫
R2n
G(Z) < f,ΨZ >< ΨZ , g > dZ. (1.3)
Before developing Question 3 with Campbell Hausdorff type formulas and iterated commutators, we present
answers to the first two questions addressed above, in the spirit of the characterization of A. Unterberger [13].
Theorem 1.1. Let A be a bounded operator in L2(Rn) and assume that:
sup
X∈R2n
pi−n
∫
R2n
∣∣∣∣< AΨX+Z ,ΨX−Z >< ΨX+Z ,ΨX−Z >
∣∣∣∣ e−|Z|2dZ <∞. (1.4)
Then, the Weyl symbol F of A is a bounded continuous function on R2n given by the formula:
F (X) = pi−n
∫
R2n
< AΨX+Z ,ΨX−Z >
< ΨX+Z ,ΨX−Z >
e−|Z|
2
dZ. (1.5)
We underline that hypothesis (1.4) and equality (1.5) are uniform with respect to the dimension since these
expressions only use the variance 1/2 Gaussian measure which also exists in infinite dimension. For a reader
interested only in the finite dimensional case, one can check that, using (1.2), the hypothesis (1.4) can also be
written as:
sup
X∈R2n
∫
R2n
| < AΨX+Z ,ΨX−Z > |dZ <∞
and (1.5) can also be expressed as:
F (X) = pi−n
∫
R2n
< AΨX+Z ,ΨX−Z > e
iσ(X,Z)dZ.
Next we turn to conditions ensuring the existence of a bounded continuous symbol with the anti-Wick quanti-
zation for a given bounded operator.
Firstly, we give a necessary condition.
Theorem 1.2. If A = OpAW (G) with G bounded and continuous on R2n then:
| < AΨX ,ΨY > | ≤ ‖G‖∞e
− 1
8
|X−Y |2 . (1.6)
In particular, the following estimate holds,
| < AΨX+Y ,ΨX−Y > | ≤ ‖G‖∞e
− 1
2
|Y |2
for all X and Y in R2n, when A = OpAW (G) where G is bounded and continuous on R2n.
Secondly, we provide a sufficient condition, together with an integral expression for a possible anti-Wick symbol.
2
Theorem 1.3. Suppose that A is a bounded operator in L2(Rn) satisfying:
sup
X∈R2n
(2pi)−n
∫
R2n
∣∣∣∣< AΨX+Z ,ΨX−Z >< ΨX+Z ,ΨX−Z >
∣∣∣∣ e− |Z|
2
2 dZ <∞. (1.7)
Then, there exists a bounded continuous function G on R2n such that A = OpAW (G). This function is given
by:
G(X) = (2pi)−n
∫
R2n
< AΨX+Z ,ΨX−Z >
< ΨX+Z ,ΨX−Z >
e−
1
2
|Z|2dZ. (1.8)
Note that condition (1.7) can also be written as:
sup
X∈R2n
(2pi)−n
∫
R2n
| < AΨX+Z ,ΨX−Z > | e
1
2
|Z|2dZ <∞
and equality (1.8) is also:
G(X) = (2pi)−n
∫
R2n
< AΨX+Z ,ΨX−Z > e
iσ(X,Z) e
1
2
|Z|2dZ.
We now give answers to Question 3 in the spirit of Beals characterization [2].
We first note that the function appearing in (1.5) and (1.8) can also be written with an expression comparable
to the Campbell-Hausdorff formula. To this end, we denote by ΦS(Z) the differential operator:
ΦS(Z) =
n∑
j=1
(
zjuj + ζj
1
i
∂
∂uj
)
(1.9)
for all Z = (z, ζ) ∈ R2n.
Theorem 1.4. For all X and Z in R2n, we have the following equality:
< AΨX+Z ,ΨX−Z >
< ΨX+Z ,ΨX−Z >
=
〈
e−ΦS(Z)AeΦS(Z)ΨX ,ΨX
〉
. (1.10)
One notices that the operator eΦS(Z) is unbounded in L2(Rn). Nevertheless, its action on coherent states is
well defined. It is given by:
eΦS(Z)ΨX = e
1
2
|Z|2+Z·X− i
2
σ(Z,X)ΨX+Z . (1.11)
One observes that (1.10) only uses iterated commutations according to the Campbell Hausdorff formula. One
has in the sense of formal series:
e−ΦS(Z)AeΦS(Z) =
∞∑
m=0
(−1)m
m!
(
adΦS(Z)
)m
A.
Inserting this equality in (1.5) and in (1.8), one then obtains an expression for the Weyl and anti-Wick symbol
of A with an integral using only iterated commutations. To be specific, for the possible anti-Wick symbol G of
an operator A, if the integral is absolutely converging, one has:
G(X) = (2pi)−n
∫
R2n
〈
e−ΦS(Z)AeΦS(Z)ΨX ,ΨX
〉
e−
1
2
|Z|2dZ. (1.12)
One can also give a result (see below) specific to the finite dimension, close to the Beals characterization theorem
[2]. Denote by V1, . . . , Vn the canonical basis of R
n and set a(Vj) = xj + ∂xj . For all multi-indexes α and any
bounded operator A from S(Rn) to S ′(Rn), set (ad a(V ))αA = ada(V1)
α1 . . . ada(Vn)
αnA.
3
Proposition 1.5. For any operator A from S(Rn) to S ′(Rn) with iterated commutators (ad a(V ))αA bounded
in L2(Rn) when |α| ≤ 2n+ 1, one has:∫
R2n
| < AΨX+Z ,ΨX−Z > |dZ ≤ Cn
∑
|α|≤2n+1
‖(ad a(V ))αA‖ (1.13)
where the constant Cn depends on the dimension n but not on the operator A.
We then recover in particular a well known result of R. Beals [2] for the Weyl symbol F of an operator A:
sup
X∈R2n
|F (X)| ≤ Cn
∑
|α|≤2n+1
‖(ada(V ))αA‖.
We also mention that there is a result of C. Rondeaux [12] where above, the supremum bound is replaced by
the L1 norm and the operator norm is replaced by the trace class norm.
Theorem 1.1 and Theorem 1.3 rely on a inversion result for the heat operator (Theorem 2.1) that is proved
in Section 2. On the basis of this result (Theorem 2.1), Theorems 1.1 and 1.3 are proved in Sections 3 and 4.
Equality (1.11), Theorem 1.4 and Proposition 1.5 are proved in Section 5.
2 Inversion of the heat operator.
For each λ > 0, the heat operator Hλ is defined for all bounded continuous function F on R
2n by:
(HλF )(z, ζ) = (2piλ)
−n
∫
R2n
F (x, ξ)e−
1
2λ
(
(x−z)2+(ξ−ζ)2
)
dxdξ (z, ζ) ∈ C2n
where z2 = z21 + · · ·+ z
2
n for all z = (z1, · · · zn) ∈ C
n. This function is holomorphic on C2n.
The purpose of Theorem 2.1 is to prove that the image of the operator Hλ contains some specific space playing
a role in the following sections. We also use another function SλF on C
2n defined by:
(SλF )(z, ζ) = (HλF )(iζ,−iz). (2.1)
That is:
(SλF )(z, ζ) = (2piλ)
−n
∫
R2n
F (x, ξ)e−
1
2λ
(
(x−iζ)2+(ξ+iz)2
)
dxdξ (z, ζ) ∈ R2n. (2.2)
Theorem 2.1. Let Φ be a holomorphic function on C2n. Set λ > 0 and suppose that:
sup
(x,ξ)∈R2n
(2piλ)−n
∫
R2n
|Φ(x+ iξ + z + iζ, x− iξ − z + iζ)|e−
|z|2+|ζ|2
2λ dzdζ <∞. (2.3)
Define the function F on R2n by:
F (x, ξ) = (2piλ)−n
∫
R2n
Φ(x+ iξ + z + iζ, x− iξ − z + iζ)e−
|z|2+|ζ|2
2λ dzdζ. (2.4)
Then, F is a bounded continuous function on R2n satisfying:
(HλF )(z, ζ) = Φ(z + iζ, z − iζ) (z, ζ) ∈ C
2n (2.5)
(SλF )(z, ζ) = Φ(z + iζ,−z + iζ) (z, ζ) ∈ C
2n. (2.6)
Proof. The fact that F is well defined, bounded and continuous, is a direct consequence of hypothesis (2.3).
For all (x, ξ) ∈ R2n, let Ψ(x,ξ) be the holomorphic function on C
2n defined by:
Ψ(x,ξ)(Z1, Z2) = Φ(Z1, Z2)e
1
2λ
(
Z1Z2+x
2+ξ2−x(Z1+Z2)+iξ(Z1−Z2)
)
.
4
Set ϕ the mapping from R2n to C2n defined by ϕ(s, t) = (s+ it,−s+ it). Equality (2.4) can then be written as:
F (x, ξ) = (2piλ)−n
∫
R2n
Ψ(x,ξ)
(
(x+ iξ, x− iξ) + ϕ(s, t)
)
dsdt.
We then apply Lemma 2.2 below with n replaced by 2n, E = {(x + iξ, x − iξ), (x, ξ) ∈ R2n}, together with
the above functions ϕ and Ψ = Ψ(x,ξ). According to hypothesis (2.3), for all compact sets K of R
2n, with (x, ξ)
being fixed:
sup
(y,η)∈K
∫
R2n
|Ψ(x,ξ)
(
(y + iη, y − iη) + ϕ(s, t)
)
|dsdt <∞.
Consequently, hypothesis (2.7) of Lemma 2.2 is satisfied. According to that Lemma, one has:
F (x, ξ) = (2piλ)−n
∫
R2n
Ψ(x,ξ)
(
ϕ(s, t)
)
dsdt.
This equality can be written as:
F (x, ξ) = (2piλ)−n
∫
R2n
Φ(z + iζ,−z + iζ)e−
1
2λ
(
(z−iξ)2+(ζ+ix)2
)
dzdζ.
Set:
G(z, ζ) = Φ(z + iζ,−z + iζ)e−
|z|2+|ζ|2
2λ H(x, ξ) = F (ξ,−x) e−
|x|2+|ξ|2
2λ .
Hypothesis (2.3) with (x, ξ) = (0, 0) shows that the function G belongs to L1(R2n). The above equality reads
as:
H(x, ξ) = (2piλ)−n
∫
R2n
G(z, ζ)e−
i
λ
(x·z+ξ·ζ)dzdζ.
Thus, H is the Fourier transform depending on the parameter λ of G. Since F is bounded and continuous then
H ∈ L1(R2n). Hence,
G(x, ξ) = (2piλ)−n
∫
R2n
H(z, ζ)e
i
λ
(x·z+ξ·ζ)dzdζ.
This equality is equivalent to (2.6) for real (z, ζ). Equality (2.6) then follows for (z, ζ) ∈ C2n using the
holomorphic properties of the two hand sides. Equality (2.5) then holds according to (2.1). 
The Lemma below would be in the particular case of the dimension one, the result for changing integration
contours with holomorphic functions when these integration contours are parallel lines.
Lemma 2.2. Set E a n−dimensional real subspace of Cn. Let ϕ be a linear map from Rn to Cn satisfying
detϕ′ 6= 0. Assume that E ⊕ Imϕ = Cn. Set Ψ a holomorphic function on Cn. Suppose that, for any compact
set K of E:
sup
a∈K
∫
Rn
|Ψ(a+ ϕ(t))|dt <∞. (2.7)
Set:
I(a) =
∫
Rn
Ψ(a+ ϕ(t))dt
for any a ∈ E where dt is the Lebesgue measure on Rn. Then I is independent of a ∈ E.
Proof of the Lemma. For all R > 0, set:
KR = {t ∈ R
n, |tj | ≤ R, 1 ≤ j ≤ n}.
Set ∂KR the boundary of KR with the canonical measure dµR. For all k ≤ n, we have:∣∣∣∣
∫
KR
∂
∂tk
Ψ(a+ ϕ(t))dt
∣∣∣∣ ≤
∫
∂KR
|Ψ(a+ ϕ(t))|dµR(t).
Since Ψ is holomorphic: ∣∣∣∣∣∣
n∑
j=1
∂ϕj
∂tk
∫
KR
(∂jΨ)(a+ ϕ(t))dt
∣∣∣∣∣∣ ≤
∫
∂KR
|Ψ(a+ ϕ(t))|dµR(t).
5
As the determinant of the matrix
∂ϕj
∂tk
is non vanishing, one gets for all j ≤ n:
∣∣∣∣
∫
KR
(∂jΨ)(a+ ϕ(t))dt
∣∣∣∣ ≤ C
∫
∂KR
|Ψ(a+ ϕ(t))|dµR(t)
with C > 0. Using that Ψ is holomorphic, there exists another constant C > 0 such that, for all Z ∈ Cn:
|Ψ(Z)| ≤ C
∫
B(Z,1)
|Ψ(W )|dW. (2.8)
Consequently, with another constant C and another ρ > 0:
∫
∂KR
|Ψ(a+ ϕ(t))|dµR(t) ≤ C
∫
BE(a,ρ)×F (∂ΓR,ρ)
|Ψ(a′ + ϕ(t))| dµE(a
′)dt
where BE(a, ρ) is the ball of E centered at a with radius ρ, µE is the canonical measure on E and F (∂ΓR, ρ)
is the set of all points in Rn whose distance to ∂ΓR is smaller than ρ. One then deduces that, for all a and b in
E, for any R > 0:
∣∣∣∣
∫
KR
(
Ψ(a+ ϕ(t)) −Ψ(b+ ϕ(t))
)
dt
∣∣∣∣ ≤ C
∫
FE([a,b],ρ)×F (∂ΓR,ρ)
|Ψ(a′ + ϕ(t))| dµE(a
′)dt
where FE([a, b], ρ) is the set of all points in E whose distance to the interval [a, b] is smaller than ρ. The right
hand side tends to zero (the constants C and ρ are independent of R) as R goes to infinity. One then concludes
that I(a) = I(b) which proves the Lemma. 
Let us also mention another property of the operator Sλ. Denote by Mλ the following multiplication operator:
(MλF )(x, ξ) = e
− 1
2λ
(|x|2+|ξ|2)F (x, ξ).
One then sees that Mλ SλF = Tλ MλF where:
(TλF )(z, ζ) = (2piλ)
−n
∫
R2n
F (x, ξ) e
i
λ
(z·ξ−x·ζ)dxdξ.
One notes that Tλ is an isometry from L
2(R2n) into itself, whose square is the identity operator. It is the
symplectic Fourier transform with parameter (see [6]). Hence, Sλ is an isometry from E = {F,MλF ∈ L
2(R2n)}
into itself, whose square is the identity. These properties are not further used in this work.
3 Weyl symbol.
It is knwon ([7], page 139) that, for any bounded operator A from S(Rn) to S ′(Rn), there exists an homomorphic
function B(A) on C2n such that, for all X = (x, ξ) and Y = (y, η) identified with elements of Cn:
< AΨX ,ΨY >
< ΨX ,ΨY >
= B(A)(x + iξ, y − iη). (3.1)
Set A a bounded operator in L2(Rn) satisfying (1.4). Assumption (1.4) then reads as:
sup
X∈R2n
pi−n
∫
R2n
∣∣B(A)(X + Z,X − Z)∣∣ e−|Z|2dZ <∞.
That is, the function Φ = B(A) satisfies the assumption of Theorem 2.1 with λ = 1/2. According to that
Theorem, the function F defined by (2.4), that is to say by (1.5) when λ = 1/2 and Φ = B(A), is continuous
and bounded on R2n and verifies (2.6) with λ = 1/2. Namely:
(S1/2F )(Z) = B(A)(Z,−Z). (3.2)
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Inverting the transform in (1.1), one associates with F some tempered distribution on R2n which is the kernel
KA′ of some operator A
′, bounded from S(Rn) to S ′(Rn), whose Weyl symbol is F . In view of the Lemma
below, one has for all Z ∈ Cn:
B(A′)(Z,−Z) = (S1/2F )(Z). (3.3)
We recall Proposition 1.69 in [7]. If G is a holomorphic function on Cn×Cn and if G(Z,−Z) = 0 for all Z ∈ Cn
then G is entirely vanishing. Indeed, all the ∂αG are vanishing at the origin by iteration. Thus, from (3.2)
and (3.3), B(A − A′) is identically zero. Then, < (A − A′)ΨX ,ΨY >= 0 for all X and Y in R
2n proving that
A−A′ = 0. Therefore F is the Weyl symbol of A.
Lemma 3.1. Set F a bounded continuous function on R2n. Let A′ be the bounded operator from S(Rn) to
S ′(Rn) with F as Weyl symbol. Then, (3.3) holds where S1/2 is defined in (2.2).
Proof of the Lemma. In view of (1.1), the operator A′, bounded from S(Rn) to S ′(Rn)) with a Weyl symbol
equal to F , satisfies for all X and Y in R2n:
< A′ΨX ,ΨY >= pi
−n
∫
R2n
F (Z) < ΣZΨX ,ΨY > dZ (3.4)
where ΣZ for each Z = (z, ζ) ∈ R
2n is the operator acting in L2(Rn) defined by:
ΣZf(u) = e
2i(x−z)·ζf(2z − x) f ∈ L2(Rn).
In particular:
ΣZΨX = e
iσ(X,Z)Ψ2Z−X
and therefore, using (1.2):
< ΣZΨX ,Ψ−X >= e
2iσ(X,Z)−|Z|2 . (3.5)
One deduces from (3.1), (1.2), (3.4), (3.5), and (2.2):
B(A′)(Z,−X) =
< A′ΨX ,Ψ−X >
< ΨX ,Ψ−X >
= e|X|
2
< A′ΨX ,Ψ−X >
= pi−ne|X|
2
∫
R2n
F (Z) < ΣZΨX ,Ψ−X > dZ
= pi−n
∫
R2n
F (Z)e|X|
2+2iσ(X,Z)−|Z|2dZ = S1/2F (X)
which proves the Lemma. 
4 Anti-Wick symbol.
Proof of Theorem 1.2. If A = OpAW (G) then, according to (1.3):
< AΨX ,ΨY >= (2pi)
−n
∫
R2n
G(Z) < ΨX ,ΨZ >< ΨZ ,ΨY > dZ.
Using (1.2):
< AΨX ,ΨY >= (2pi)
−n
∫
R2n
G(Z)e−
1
4
(
|X−Z|2+|Y−Z|2
)
+ i
2
σ(X−Y,Z)dZ. (4.1)
From the parallelogram identity:
| < AΨX ,ΨY > | ≤ (2pi)
−n
∫
R2n
|G(Z)|e−
1
2 |Z−
X+Y
2 |
2
− 1
8
|X−Y |2dZ.
One then obtains (1.6). 
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Proof of Theorem 1.3. Set a bounded operator A in L2(Rn) satisfying (1.7). That is, the function B(A)
defined by (3.1) satisfies the assumption of Theorem 2.1 with λ = 1. According to that Theorem, the function
G defined by (2.4) with λ = 1 and Φ = B(A), or equivalently by (1.8), is bounded and continuous on R2n and
satisfies (2.6) with λ = 1. In other words:
(S1G)(Z) = B(A)(Z,−Z).
One can define an operator A′ = OpAW (G) bounded in L2(Rn) with the function G since G is bounded and
continuous. In view of the Lemma below, one has B(A−A′)(Z,−Z) = 0, for all Z ∈ Cn. One finishes the proof
similarly to the one of Theorem 1.1. 
Lemma 4.1. Let G be a bounded continuous function on R2n and set A′ = OpAW (G) (bounded operator in
L2(Rn)). Then:
B(A′)(Z,−Z) = (S1G)(Z). (4.2)
Proof of the Lemma. From (4.1) with A replaced by A′, one has, for any X ∈ Cn:
< A′ΨX ,Ψ−X >= (2pi)
−n
∫
R2n
G(Z)e−
1
4
(
|X−Z|2+|X+Z|2
)
+iσ(X,Z)dZ.
From (3.1), (1.2) and (2.2) with λ = 1, one then obtains (4.2). 
5 Iterated commutators.
Proof of (1.11). We first note that Ψ0(u) = pi
−n/4e−
1
2
|u|2 , and that, as ΦS(X) is the operator defined in (1.9),
we have:
eΦS(X)Ψ0 = e
1
2
|X|2ΨX
and:
eΦS(Z)eΦS(X) = e−
i
2
σ(Z,X)eΦS(Z+X).
Thus, one gets (1.11). 
Proof of Theorem 1.4. From (1.11):〈
e−ΦS(Z)AeΦS(Z)ΨX ,ΨX
〉
= e|Z|
2−iσ(Z,X) < AΨX+Z ,ΨX−Z > .
With equality (1.2):
< ΨX+Z ,ΨX−Z >= e
−|Z|2+iσ(Z,X).
These two equalities prove Theorem 1.4. 
Proof of Proposition 1.5. One has ΨX =WXΨ0 with
(WXf)(u) = f(u− x)e
iu·ξ− i
2
x·ξ. (5.1)
Thus:
< AΨX+Z ,ΨX−Z >=< WZ−XAWZ+XΨ0,Ψ0 > . (5.2)
Denote by V1, . . . , Vn the canonical basis of R
n. Set a(Vj) = uj + ∂uj and a
⋆(Vj) = uj − ∂uj . One checks that:
[a(Vj),Wx,ξ] = (xj + iξj)Wx,ξ.
For all X = (x, ξ), set ϕj(X) = xj + iξj. Let A be a bounded operator in L
2(Rn) such that, the right hand side
of (1.13) is well defined. Since a(Vj)Ψ0 = 0:
< WZ−XAWZ+XΨ0, a
⋆(Vj)Ψ0 > =< [a(Vj),WZ−X ]AWZ+XΨ0,Ψ0 >
+ < WZ−X [a(Vj), A]WZ+XΨ0,Ψ0 >
+ < WZ−XA[a(Vj),WZ+X ]Ψ0,Ψ0 >
= 2ϕj(Z) < WZ−XAWZ+XΨ0,Ψ0 > + < WZ−X [a(Vj), A]WZ+XΨ0,Ψ0 > .
8
By iteration and using (5.2), one gets, for all multi-indices α:
ϕ(Z)α < AΨX+Z ,ΨX−Z >=
∑
β+γ=α
cα,β,γ < WZ−X(ad a(V ))
βAWZ+XΨ0, (a
⋆(V ))γΨ0 > .
One set above ϕ(Z)α =
∏
ϕj(Z)
αj and similarly for (a⋆(V ))γ . Thus, there exists Cn such that:
| < AΨX+Z ,ΨX−Z > |
∑
|α|≤2n+1
|ϕ(Z)α| ≤ Cn
∑
|β|≤2n+1
‖(ad a(V ))βA‖.
One then gets (1.13) since the inverse of the left hand side belongs to L1(R2n). 
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