Abstract
Introduction
The applications of hyperspectral images (HSI) are no more limited to remote sensing and space research. Nowadays it has been widely used in material identification, crime scene investigation, high throughput in-line inspection, optical biopsy, drug spectroscopy, border protection, Unmanned Aerial Vehicles (UAV) surveillance, mineral mapping, LCD quality control, document inspection, semiconductor operations and many other fields. For most of the applications, real-time solutions are needed, which should be fast and reliable. HSI has a huge data set and sometimes huge data set will reduce the effectiveness of the data mining. Some attributes in data may not contribute to a meaningful model. The irrelevant attributes often adds noises and processing time, which affects the model accuracy and real-time processing performance. Some attributes in data may represent the same feature, which adds skewness in the logic of algorithm and results in affecting the model accuracy as well. Apart from this, higher the dimensionality of processing space, higher the computational cost. Sometimes to minimize the effects of noise, correlation and high dimensionality, dimension reduction methods including linear and nonlinear ones need to be conducted as a preprocessing step for hyperspectral data mining [1] [2] [3] .
Feature Extraction (FE) and dimensionality reduction are important tasks in many fields where signal processing and analysis is involved [4] . FE is performed by combining bands into a smaller number of new features. It provides the compressed version of the original data set. Each band in the original data set has contribution determined by the
Selected Linear Feature Extraction Methods
In this paper we have studied the well-known linear feature extraction techniques, such as Principal Component Analysis (PCA), Partial Least Square-SB (PLS-SB), Partial Least Square (PLS), Orthogonal Partial Least Square (OPLS), Canonical Correlation Analysis (CCA) and Maximum Noise Fraction (MNF). PCA [10] is an unsupervised feature extraction method as it depends only on the input. It transforms data into new coordinates such that the greatest variance in data lies on the first coordinate and the second greatest variance on the second and so on. PLS [11] comes in the families of bilinear factor models as it uses both X's (the predictor variables) and Y (the dependent variable) data to project it into new space. PLS finds the linear regression model by projecting the predicted variables and the observed variables into the new space. There are many other variants of PLS [12] , such as OPLS [13] . OPLS removes the unwanted variation of X's which is not correlated with Y, while large data 
blocks are integrated. CCA [14] maximize the correlation between the projected input and the output data. MNF [15] is basically the same as PCA. The main difference is how it normalizes the raw input spectra for noise before the PCA. If X and Y are taken as the column wise-centered input and target data matrices then the input data sample covariance matrix is given as   . Table 1 describes the summery of the linear feature extraction methods used in the experiments. The objective is to maximize the first row with constraint to the second row; the last row represents the maximum number of features. Vector u is the column vectors in matrix U and r(.) is the rank of a matrix [4] .
Image Noises
In the experiments, three different types of noises named: Salt-and-Pepper (S&P), Gaussian (Gau) and Speckle (Spe) are studied.
Salt-and-Pepper Noise
It is called impulsive, spot or peak noise. It appears randomly as white or black spot in image.
are two uniformly distributed random variables.
Gaussian Noise
Gaussian noise is a statistical noise having probability density function equals to the normal distribution. Gaussian   , n i j is a random variable with distribution
where  is the mean and  is the variance.
Speckle Noise
Speckle is the granular noise that inherently exists to degrade the image. It is also called the multiplicative noise.
where u is the randomly distributed noise with zero mean and varying variance.
In the experiments, influences of noises with varying variances on classification accuracy are illustrated. The types of noises and their mixtures studied in the experiments are shown in Table 2 
Experimental Results
The classical 220 bands hyperspectral Image of Indian Pine Scene generated by the AVIRIS instrument in 1992 is used for the test. It consists of 145  145 pixels and 16 ground-truth classes, ranging from 20 to 2468 pixels in size [16] . We remove 20 noisy bands covering the region of water absorption, and work with 200 spectral bands. We are using all 16 classes and 50% pixels from each class are randomly chosen to make training set. Average results are taken after repeating each experiment 5 times. For our experimentation we use PC with specifications: Processor Intel(R) Core(TM) i5-2400 CPU @ 3.10GHz, 4 Core(s) with 4.0 GB RAM. The criteria used to compare classification results involve Overall Accuracy (OA), Time (s) and the kappa coefficient (k).The time mentioned in our experiment is the time for the SVM to build model and to predict the final Overall Accuracy (OA). Table 3 represents the case when no noise is imposed on HSI. We get best OA when no FE technique is used compare to other FE techniques. Table 4 summarizes the case when we use the SNR of 5.7dB for different noises. Compared with the result without Feature Extraction (No FE), there is obvious improvement in overall accuracy when PCA, PLS-SB and PLS LFE methods are used. The difference is more prominent when the noises get severe. The case where all three noises are used together i.e. S&P+Gau+Spe with PLS method, there is a 20% improvement in accuracy and the processing time is 33 times faster. Overall PLS and PLS-SB methods perform better than the other LFE methods in terms of overall accuracy because they are bilinear factor models. MNF method performs the best in terms of time, as it pre-processes the noisy data. Table 5 summarizes the results when we use the SNR of -4.3dB for different noises. The case when no FE is used, SVM saturates at the accuracy of 23.80% and the kappa coefficient becomes zero mostly. We get good improvement in accuracy and tremendous reduction in time when LFE are used. PCA performs best in terms of accuracy, as it is variance dependent and OPLS and MNF perform best in terms of time.
In Figure 1 Figure 3 , shows the Classification maps using different linear feature extraction techniques when mix-noise Salt-and-Pepper + Gaussian is used with the SNR of 5.7dB. Comparing the top left side of the classification maps of PCA, PLS-SB and PLS with No FE classification map we can see clearly that classification maps improves when LFE methods are used.
Conclusion
In this paper, the performance of different linear feature extraction techniques are compared considering classification accuracy and computation cost. HSI is contaminated by different types of noises and then classification is performed by using SVM. The experimental results have shown that FEs before classification with PLS and PLS-SB perform the best no matter what the SNR is chosen. Additionally, when SNR is very low i.e. in minus, FEs before classification with PCA performs the best. The processing time for all FEs studied is much shorter than that of without FEs, and the speed with MNF is the fastest. It is also observed that classification maps are improved when LFE methods are used on noisy HSI. FE is no doubt the critical step if HSI is used in real-time applications as all sorts of noises may emerge. FE generally compresses the original data set into a few new features, which results in improvement in classification accuracy and the processing speed.
