Transmission of block-coded images through error-prone radio mobile channel often results in lost blocks. Error concealment (EC) techniques exploit inherent redundancy and reduce visual artifacts through post-processing at the decoder side. In this paper, we propose an efficient quantization index modulation (QIM)-based data hiding scheme using dual-tree complex wavelet transform (DTCWT) for the application of image error concealment. The goal is achieved by embedding important information (image digest) as watermark signal that is extracted from the original image itself and is used to introduce sufficient redundancy in the transmitted image. At the decoder side, the extracted image digest is used to correct the damaged regions. DTCWT offers three-fold advantages viz.
Introduction
Transmission of digital data over unreliable network, particularly through radio mobile channel, is vulnerable to transmission error. As a matter of fact, image and video coded data suffer from block loss leading to the severe degradation on visual quality.
1 Forward error correction (FEC), automatic repeat request (ARQ) and hybrid FEC/ARQ schemes may not be the preferable choice especially for the real time applications subject to transmission over channels with high error rates and/or with high propagation delay. Alternatively, error concealment (EC) techniques, through post-processing rather than suffering from the burden of retransmissions and consequent delay, may be adopted to reduce image distortion. A large number of different methods for image and video error concealment are reported in literature. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] Error concealment is normally done either in spatial or in transform domain-like discrete cosine transform (DCT), discrete wavelets transform (DWT) etc. The wavelet transform, multiresolution analysis, and other space-frequency or space-scale approaches now become standard signal-processing tool for detection, denoising, compression of multimedia signals, transient detection, turbulence analysis, waveform coding, geometric representation and sharp image transition such as edges and texture segmentation etc., a few applications to mention. [22] [23] [24] [25] [26] Research work is also going on to develop newer wavelets bases like bandlet, 25 curvelet, 27-28 ridgelet, 29 divergence and curlfree wavelets 30 etc. in order to make them suitable for various typical applications. Due to its various attributes and introduction of new members in the family day-by-day, wavelets also become a natural choice from the beginning of digital watermarking research. [31] [32] [33] [34] [35] [36] Recently, Maity et al. 37 reported the scope of various wavelets in performance improvement of spread spectrum watermarking. We mention here only non-data hiding and data hiding-based error concealment methods. Pixel domain interpolation (PDI), 2 directional interpolation (DI), 3, 4 projection onto convex sets (POCS), 5 maximally smooth recovery (MSR), 6 block matching, 7 and neighborhood regions partitioned matching 8 or spectral domainlike DCT and DWT 9 are the few well known techniques for error concealment that do not use data hiding. Those schemes are not suitable where the decoder may not have sufficient computation power or is done in online.
10
On the other hand, data hiding-based schemes embed important features such as edge information 11 and motion vectors for onward error concealment. Liu and Li 10 extract the important information in an image, like the DC (direct current) component of each 8 × 8 block, and embed it into the host image. Gir et al. 12 propose an error concealment technique utilizing DWT for embedding macro-blockbased best-neighborhood-matching (BNM) information. Nayak et al. 13 claim that the use of projection on convex sets (POCS) together with watermarking give better result in EC than the result obtained by applying individual one. Carli et al. 14 propose an EC technique where multiple copies of the watermarks are embedded within the MPEG stream prior to entropy coding and without increasing bit rate.
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Adsumilli et al. 15 propose a robust EC algorithm of image and video frame using spread spectrum (SS) watermarking. Lin et al. 16 propose a joint best-neighborhoodmatching (BNM) and watermarking technique to restore lost blocks in the regionof-interest (ROI) and region-of-background (ROB), respectively. Wang et al. 17 use
Lagrangian relaxation and dynamic programming to design a data hiding scheme that improves the error resiliency of object-based video by adaptively embedding the shape and motion information into the texture data. It is reported in several works that the processing of data inside our visual cortex resembles filtering by an array of Gabor filters of different directions and scales.
38
The characteristics of human visual system are also studied a lot based on DCT or DWT. However, DCT as well as DWT suffer from the lack of directionality and shift invariance. The poor directional selectivity for diagonal features of DWT is evident from the impulse responses of the filters of individual subbands (see Fig. 1(a) ). The Gabor-like nature of the complex wavelet transform (CWT) filters approximate the human visual perception well, which allows the watermark energy to adapt closely to the host image's local activity and results in imperceptible watermarking. 39 Moreover, the dual tree complex wavelets transform (DTCWT) allows higher capacity, for a given embedding distortion, than both the spatial and DWT domains. 40 The increased data hiding capacity in DTCWT can be exploited to embed large amount of important information in the host data. Subsequently this leads to the perfect reconstruction of the missing data. Lastly, DTCWT also does not suffer from blocky artifacts, which are present in block-based transform like the DCT. This paper proposes an EC scheme for digital images using quantization index modulation (QIM)-based data hiding in DTCWT. QIM is chosen for data hiding as it provides considerable performance advantages over spread-spectrum (SS) and low-bit(s) modulation in terms of the achievable performance trade-offs among distortion, rate, and robustness. 41 Moreover, popular correlation-based detector of SS watermark is not effective in the presence of fading-like operation. 42 Fading is always present and causes the loss of blocks during transmission of image or video signal over the radio mobile channel. The goal of EC is achieved here by embedding some important information (image digest) extracted from the original image itself.
Halftoning technique is applied to obtain image digest from the low-resolution version of the image. The main contributions of our work are: (1) Selection of DTCWT transform for watermark embedding that leads to lower perceived error, since it resembles most closely to human visual system (HVS) than conventional DWT, (2) high embedding capacity due to redundancy offered compared to DWT leading to an improved performance for the better EC. Simulation results duly support those claims and is also tested in Rayleigh-fading wireless channel. The rest of the paper is organized as follows: Basic principles and the key features of DTCWT are outlined in Sec. 2. The proposed EC scheme is introduced in Sec. 3. Some simulation results are presented in Sec. 4. Finally, the paper is concluded in Sec. 5.
Basic Principles and Key Features of DTCWT
There are two drawbacks associated with DWT, namely,
(1) Lack of shift invariance which means that small shift in the input signal can cause major variation in the distribution of energy between DWT coefficients at different scales. This causes poor performance in watermark detection. (2) Poor directional selectivity for diagonal features, because the wavelet filters are separable and real. This implies that the watermark may be optimally adapted to the local image activity, which reduces the maximum allowable watermark energy.
Dual tree complex wavelet transform (DTCWT) [43] [44] [45] is a particularly valuable solution when dealing with signals that have more than one dimension. Figure 1 (a) shows the two-dimensional impulse responses of the reconstruction filters for the 2D (two-dimensional) DWT, while Fig. 1(b) shows the same for DTCWT. DTCWT achieves the shift invariance property with a redundancy factor of only 2 k for k-dimensional signals, which is substantially lower than the undecimated DWT. Moreover, the computation complexity of DTCWT is of O(z), where z is the number of signal points. Figure 2 shows the filter bank structure for three-level DTCWT of a signal "X". Instead of having one wavelet tree with complex coefficients, the DTCWT uses two wavelets trees with real coefficients operating in parallel to give the real and imaginary parts of the wavelets coefficients. Each level of the transform produces complex coefficients that correspond to the output of six directional filters. If the level or scale of the filter outputs are denoted by s and the direction of the filter is denoted by r , the set of highpass complex wavelet coefficients at level s can be written as where "N " and "M " are the row and the column size of the 2D multimedia signal like video frame/image. The variables u s and v s specify the location of the complex coefficients in each subband. Figure 3 shows the output structure for the six directional subbands at each level of two-level decomposition of DTCWT. The mathematical form described in "2.1" for DTCWT allows creation of correlation among different subbands. This form of correlation may be beneficial for data hiding on the coefficients and leads to better image visual quality of the watermarked data. To support the above argument, we calculate the entropy of different subbands for traditional DWT and DTCWT. The results are shown in Table 1 . Numerical values are obtained as an average value of 100 independent experimentations conducted over large number of benchmark images having varied image characteristics. The equal and relatively higher numerical values of entropy for different orientations (subbands) of DTCWT-based decomposition indicates that there exists lower correlation among the coefficients of subbands in DTCWT than the traditional DWT. In other words, a large entropy value indicates high randomness and leads to higher data hiding capacity.
In QIM data embedding, the feature vectors of host data X, is quantized using a quantizer Q ∆ (·), that is chosen from a family of quantizer based on the message bit (m) to be embedded. 41 The watermarked feature vector i.e. the watermarked coefficientsX is then given by:
where the symbol ∆ is a fixed quantization step size, d(·) is dither used for embedding watermark bit. The dither is generated using following rule.
where the symbol n is a pseudorandom sequence. In general, d(m) can be represented as:
where the symbol a is the scaling factor. The watermarking process can be analyzed as communication channel, where the watermark is the signal and the host image is the noise. The simplest communication model is the additive white Gaussian noise (AWGN) channel that has the capacity C defined by 40, 46 :
where S (watermark here) and N (host image here as form of noise or interference) are the signal-and-noise variance, respectively. Unfortunately in a common watermarking scenario, the statistics of the noise is not Gaussian and the embedding rule is not always additive in nature. In QIM scheme, the watermark is scaled before being added to the host signal. From "2.2", we can writẽ
and "2.7" can be represented in additive watermarking form as:
The channel then becomes additive in nature. Then the modified (i.e. inversely scaled) coefficients can be modeled as a two-Gaussian mixture with proportions p and 1−p. The capacity is then given by 40 : the real and the imaginary parts are modeled separately as two-Gaussian mixture and the capacity are averaged. Table 2 lists both theoretical and experimental capacity for images in different domains. 40 We can see that the DTCWT domain has higher watermarking capacity than the DWT domain. Another reason for selecting DTCWT over traditional DWT is the better robustness over different common image and signal processing operations. It has been shown that the bit error rate (P e ) in binary watermark decoding is related to the standard deviation of the cover image coefficients 47 as follows:
where d 0 indicates step size (∆), T indicates the total number of different step sizes, σ 2 X is the variance of an image block, Υ(·) indicates the complimentary error function and L is the number of cover signal points over which a single watermark bit is embedded. It is seen from the simulation results (Table 3 ) over large number of images that the variance of DTCWT coefficients is much lower than the same statistical parameter for DWT coefficients. This in turn lowers the P e for watermark decoding. Table 4 lists the comparative robustness performance in terms of normalized cross correlation (NCC) for traditional DWT and DTCWT. Numerical values in Table 4 indicates that DTCWT offers better robustness over DWT. 48 Moreover, it is also seen from the results of Table 3 that the change in variance value due to data embedding for traditional DWT is, on an average 1063, while 12.73 dB. It is seen experimentally that the same change in variance value due to data embedding is possible to achieve in DTCWT domain using step size 43, i.e. watermark power (WP) of 12.73 dB. The results validate the fact that the fidelity of watermarked image in DTCWT domain is high compared to traditional DWT domain for the same watermark power. The curves in Fig. 4 highlight the variation of variance values for different watermark powers.
Proposed Image Error Concealment Scheme
The overall EC scheme consists of two stages: the data embedding stage at the transmitter and the watermark decoding followed by concealment operation at the receiver. The block schematic representation is shown in Fig. 5 .
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Data embedding at transmitter
The inputs to the encoding process are the gray scale image, the owner key (K ), and a secret key for the generation of dither that is used for watermark bit embedding. The encoding process is performed in different steps as follows:
Step 1:
The whole image is not inserted into the host due to capacity, fidelity and robustness trade-off. This in other way suggests embedding of an image digest, which is a compressed version of the original image. The image digest is generated using the following steps:
(a) The original image is resized so that its height and the width become half of the original one. (b) A halftoned image is then generated from the reduced size image using FloydSteinberg diffusion kernel D FS given by 50,51
where P is the current pixel position and D FS is typically applied on each (3 × 3) block of the reduced size image (h r ). The resulting halftoned image is denoted by "W " which is of size (N/2 × N/2). The symbol "N " denotes the number of row/column of the original image. (c) The halftoned image (W ) is permuted to get a noise-like image digest (W ) using a secret key (K).
Step
2: Image transformation
The original image is decomposed using l -level 2D-DTCWT. The number of levels of wavelet decomposition is implementation dependent; however, two (2) levels are demonstrated here for the experimentation. Figure 6 (a) shows two-level DWT of the 8-bits/pixel house image tile, while Fig. 6(b) shows the same using DTDWT decomposition. The ability of the DTCWT to separate the two diagonal directions is evident in the figure.
Step 3: Data (image digest) embedding
The image digest (W ) is embedded into the DTCWT coefficients of the original image using the steps as described below:
(a) Selection of step size and generation of binary dither : Two dither sequences, each one of length L, are generated pseudo randomly using a key with step size (∆) as follows:
where (key) is a random number generator. In the present scheme, the value of "L" is chosen six(6), as one bit of image digest is embedded by modifying one coefficient of each orientation as shown in Fig. 1 as experimentally it is seen that the embedding of watermark in this part makes the scheme very fragile. The qth watermarked DTCWT coefficient S q is obtained as follows:
where X q is the qth DTCWT coefficient of the original image, Q is a uniform quantizer (and dequantizer) with step size ∆. After watermark embedding, inverse 2D-DTCWT (iDTCWT) is applied and the watermarked image (h ) is formed.
Error concealment at receiver
The decoding process is just reverse to that of the encoding process. The inputs to the decoder are the received watermarked image and the secret keys. The keys are the same that were used at the time of watermark embedding for the generation of dither and permutation of image digest (watermark). In exigency of some blocks of the received signal (h ) lost during transmission, the errors of image can be found and is concealed at the receiver using different steps as described follows:
Step followed in 3(a) of the encoding process is performed at the decoder. The same key " (key)" is used for the generation of the dither that is used at the time of image encoding.
Step 2: Generation of mask A binary mask (BM) of size (N × N ) is generated from the received watermarked image with lost blocks. The usage of mask identifies the location of the lost pixel in a block. If BM (i, j) = 1, the pixel in the mask is white. The location, where BM (i, j) = 1, represents the lost pixel in the image. Now, its two-level 2D-DTCWT is performed.
3: Watermark extraction
Received watermarked (h ) image is decomposed by two-level 2D-DTCWT to get h r l , where r is the orientation/direction and the level l ∈ {1, 2}. The image digest is extracted from the respective subbands that are used at the time of embedding. A watermark bitW is decoded by examining real part of six DTCWT coefficients in different orientations of first level using
where Y q is the qth DTCWT coefficient of the received signal. The watermark bit W (i, j) corresponding to a group of selected coefficients is now decoded using the following rule.W
4: Spatial rearrangement of decoded watermark bits
The extracted watermark (W ) bits are then reverse permuted using key K that was used at the time of encoding. This way the decoded watermark (Ŵ ) is obtained. Step
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5: Generation of low resolution image
Low resolution image (h r ) is generated by applying inverse Floyd halftoning usinĝ W and the resized error image (N/2 × N/2) as inputs. Then h r is resized to the size of original host image i.e. (N × N ) and is decomposed into one-level 2D-DTCWT.
6: Error concealment
The error concealment is done in two steps i.e. recovery of real lowpass subband and six complex highpass subbands for each level.
(a) Recovery of real lowpass subband : The real lowpass subband is recovered using the following rule.
where h L R is the recovered real lowpass subband, h L is the real lowpass subband of the error image, BM L is the real lowpass subband of the binary mask (BM) generated by Step 1, and is the array multiplier. (b) Recovery of complex highpass subbands: Afterward we zoom h L R to the size of the original image and then its two-level 2D-DTCWT is performed. The error coefficients in the highpass subband of different orientation/direction of the received image are corrected using the following rule.
9)
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Performance Evaluations
This section presents performance of the proposed error concealment scheme. Simulation is performed over a large number of benchmark images. However, results are reported here for eight popular test images; Lena, fishing boat, baboon, cameraman, pepper, opera, Pueblo bonito and F16 52 as shown in Fig. 7 . All the test images are of size (512 × 512), 8-bit/pixel gray scale image. The value of step size (∆) taken into consideration is 20, i.e. watermark power (WP) is 15.23 dB. Peak signal-tonoise-ratio (PSNR) 53 and mean-structure-similarity-index-measure (MSSIM) 54 are used here as distortion measure for the watermarked image under inspection with respect to the original image. Figure 8 shows the image digest (halftoned images) extracted from the respective host image. Figure 9 shows the watermarked images after embedding image digest to the respective host images, while Fig. 10 shows the extracted watermark (image digest) from the corresponding watermarked image. It is clear from Fig. 9 that the quality of the watermarked image in terms of PSNR is almost same for various test images. However, it is also seen that a given watermark power yields high numerical values of structural similarity for the images having high texture regions like Baboon and Pueblo bonito.
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In the first set of experiments, we have studied the performance of the proposed error concealment scheme for lost or error blocks of different sizes like (8 × 8) and (16 × 16) . Number of lost blocks are varied for experimentation from 50 to 150. Performance results of the proposed error concealment scheme are given in Table 5 . Numerical values shown in Table 5 indicate that the improvement in PSNR values due to the proposed error concealment method are, on an average, 12 dB, 13 dB, 14 dB, 15 dB and 16 dB for the number of loss blocks 50, 75, 100, 125 and 150, respectively with the size of loss block (8 × 8) . Similar improvement in PSNR values are of the order of 15 dB, 15.5 dB, 16 dB, 16.5 dB and 17 dB for the number of lost blocks 50, 75, 100, 125 and 150, respectively with the size of loss block (16 × 16) . Numerical values highlight that the proposed error concealment scheme is quite effective even for the large number of lost blocks with large size. This improvement is achieved due to the redundancy in number of subbands and sparse characteristics in DTCWT coefficients. We also test our scheme for continuous block loss over a region. Figure 13(a) shows the error image having continuous block loss, while Fig. 13(b) shows the error concealed image of Fig. 13(a) . It is clear from Figs. 13(a) and 13(b) that proposed scheme recovers image effectively even for the continuous block loss.
In order to show the effectiveness of the proposed error concealment method over fading channel, we simulate our test for different channel conditions. Data transmission is accomplished using multicarrier code division multiple access (MC-CDMA) 55, 56 through Rayleigh fading with different SNR. Rayleigh fading is considered as it is the widely used frequency selective fading model. The small value of SNR represents that the channel is under deep fade, while high value of SNR represents the reverse. Different bit error rate (BER) values at SNR = 1 dB, SNR = 3 dB and SNR = 7 dB under Rayleigh fading are shown in Table 6 . In wireless transmission, harsh conditions 57 are often occurred due to very high BER in the order of 10 −1 to 10 −3 . Performance results of the proposed error concealment scheme are given in Table 7 . Numerical values show that relatively high degree of improvement in quality i.e. PSNR (dB) and MSSIM values are possible to achieve through error concealment, when wireless channel condition is poor (i.e. high BER or low SNR). It is reasonable as better wireless channel condition offers better quality of the received image signal, which in turn does not provide scope of further improvement through error concealment. Figures 14(a) suggest that the proposed error concealment scheme is quite effective for the slow fading as well as for the wireless channel suffered by deep fades. The algorithm developed can be made use to design an adaptive transmission scheme through the estimation of channel parameters (embedded watermark acts as pilot signal without effecting bandwidth and synchronization problem like the existing pilot-based system). The quality of the extracted image digest will indicate the current status of the channel condition. When the quality of the error concealed image goes below the acceptable level (which is also reflected by the relative quality of the extracted image digest), a feedback information from the receiver to the transmitter to be sent indicating that the channel is under deep fade and current data rate is not well suited. The data transmission rate may be lowered for sometimes so long as the quality of the error concealed image goes above the acceptable threshold level. In fading, corrupted pixels are shown by white and black spots. The present scheme uses two-stage error detection technique proposed in Ref. 58 to find corrupted pixel.
We have also studied the performance of the proposed scheme when image digest is embedded both in traditional DWT and DTCWT domain. obtained as the average value of 100 independent experimentations conducted over large number of benchmark images. Figures 15 and 16 show the effectiveness of DTCWT for error concealment. This is due to the fact that DTCWT can distinguish between opposing diagonal features, because there are separate filters oriented at ±45 degree. In other words, good directional selectivity for diagonal features of DTCWT offers low distortion due to data embedding at the edge point. When the edge orientations are of ±15 or ±75 degrees, the DTCWT offers better results than the DWT. This can also be visualized through a close look on P1 This can also be visualized through the subjective close look on Fig. 18 (P1) and Fig. 19 (P1) . The effectiveness of the proposed scheme is also studied in case of scalable transmission. At the time of simulation, the watermarked image is coded at different bit
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Image Error Concealment Based on QIM Data Hiding Fig. 15 . Quality in term of PSNR (dB) for the error concealed image using DWT and DTCWT. rate (bit/pixel) and is transmitted over the channel. Figure 20 shows the effectiveness of the use of DTCWT over DWT when 150 (8 × 8) blocks are received with error. We also study the effect of different watermark powers (WP) on the relative gain/loss in performance for error concealment. The watermark power 49 is defined as: where the symbol ∆ corresponds to the step size used for watermarking. Table 8 shows the relative visual qualities of the watermarked images for different watermark powers obtained through different step sizes. Respective MSSIM values are also reported in order to have an idea about the loss in structural information due to the variation of watermark powers. Figures 21 and 22 show the graphical representations of PSNR and MSSIM values, respectively for the watermarked images with different number of lost blocks along with their various sizes. Figures 23 and  24 show the relative improvement in quality after error concealment with respect to PSNR (dB) and MSSIM for different watermark power. Graphical representations reflect the fact that when watermark embedding power is relatively high and the size of the lost block is also large, the proposed data hiding-based error concealment offers improvement in visual quality of ∼15 to ∼17 dB. Figures 23 and 24 depict the fact that a given watermark power and a fixed size of loss block, may not reflect the relative improvement in visual quality (in PSNR) with the increase in number of lost blocks varying from 50 to 150 but significant improvement in structural information is found with the loss of more number of blocks.
A. Relative performance of non-data hiding and data hiding-based error concealment
Performance of the proposed method is compared with both non-data hiding 4, 7, 19, 21 and data hiding-based 12,18,20 methods intended for the application of error concealment. It is observed from the results of Table 9 that our method offers
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Image Error Concealment Based on QIM Data Hiding better PSNR values even if packet loss rate (PLR) increases to 30%. From Table 9 it is clear that when PLR is low, non-data hiding-based error concealment methods offer similar performance like data hiding-based approaches. But the former (non-data hiding-based) results in low improvement in quality at high burst error condition, as most of the surrounding blocks may be lost. Data hiding-based scheme takes the benefits of redundancy, conceals the error quite effectively in burst error condition, and improves overall quality. Similarly, we also compare the result of the proposed method with the work reported in Refs. 12, 18 and 20. It is observed from the results in Table 9 that our method offers better results at high data loss condition as DTCWT offers high embedding capacity due to more number of subbands compared to normal DWT. Numerical results shown in Table 9 suggest that the proposed error concealment scheme may be thought as a viable alternative of continuous bit error as well as burst error to improve reliability in data transmission over radio mobile channel, which we mention at the beginning.
Conclusions
An image error concealment scheme based on QIM watermarking is proposed using DTCWT. This scheme provides better capability of error concealment than that of traditional watermarking-based method, as DTCWT offers more redundancy than conventional DWT. More number of subbands in DTCWT improves the embedding capacity, which leads to the better reconstruction of the missing data. Moreover, good directional selectivity property of DTCWT offers better reconstruction of edge information of error concealed image. Simulation results show that proposed error concealment scheme shows better performance of quality improvement even when PLR reaches 30%, compared to that of existing non-data hiding and data hidingbased error concealment methods. Simulation results also demonstrate that the proposed scheme provides significant improvement in terms of objective evaluations especially for high burst error condition due to fading. Finally, the proposed error concealment scheme can be made use for design of an adaptive data transmission scheme through the estimation of wireless channel condition using the extracted image digest.
