Despite surveillance systems becoming increasingly ubiquitous in our living environment, automated surveillance, currently based on video sensory modality and machine intelligence, lacks most of the time the robustness and reliability required in several real applications. To tackle this issue, audio sensory devices have been incorporated, both alone or in combination with video, giving birth in the past decade, to a considerable amount of research. In this article, audio-based automated surveillance methods are organized into a comprehensive survey: A general taxonomy, inspired by the more widespread video surveillance field, is proposed to systematically describe the methods covering background subtraction, event classification, object tracking, and situation analysis. For each of these tasks, all the significant works are reviewed, detailing their pros and cons and the context for which they have been proposed. Moreover, a specific section is devoted to audio features, discussing their expressiveness and their employment in the above-described tasks. Differing from other surveys on audio processing and analysis, the present one is specifically targeted to automated surveillance, highlighting the target applications of each described method and providing the reader with a systematic and schematic view useful for retrieving the most suited algorithms for each specific requirement.
INTRODUCTION
The monitoring of human activities has never been as ubiquitous and massive as today, with thousands of sensors deployed in almost every urban area, industrial facility, and critical environment, and increasing rapidly in terms of both amount and scope. As a consequence, studies on automated surveillance have grown at a fast pace, with hundreds of algorithms embedded in various commercial systems. In general, surveillance systems are based on one or more sensors able to acquire information from the Authors' addresses: M. Crocco Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org. c 2016 ACM 0360-0300/2016/02-ART52 $15.00 DOI: http://dx.doi.org/10.1145/2871183 surrounding environment. Whereas the first generation of surveillance systems [Raty 2010] implied monitoring activity by a human operator in order to detect anomalous situations or events, recently developed automated systems try to perform this task using computer vision and pattern recognition methodologies. The advantages of this perspective lie essentially in cost saving, especially with the decreasing price of sensors and processing units and the ability to cope with huge amount of data (e.g., from tens or even hundreds of different sensors per surveillance system), which cannot be handled by human operators, not even for a short time.
The early automated surveillance systems were based on one or more video cameras, and such sensor typology continues to be the most widespread today. However, relying solely on visual data allows for considerable error (e.g., limited performance of video cameras in adverse weather conditions and their sensitivity to sudden lighting changes, reflections, and shadows) [Valera and Velastin 2005] . Moreover, standard video cameras are almost useless at night due to scarce illumination and car headlights. To overcome these drawbacks, other kinds of sensors have been designed, used either alone or jointly with the video signal. In particular, near infrared or far infrared (thermal) cameras can substitute for or assist video cameras during night-time, considerably improving overall performance; in particular, thermal cameras are suited for the detection of hot objects against a colder background, such as people or moving vehicles [Dai et al. 2005] . At the same time, infrared technology is highly dependent on temperature, and the separation between background and foreground objects can be problematic.
In this article, we focus on the use of audio information for surveillance purposes. These data are less popular than the other modalities, especially in public surveillance systems, likely due to privacy issues, but audio information has been considered in many prototypical and research approaches [Pham and Cousin 2013] . Recording an audio stream provides a rich and informative alternative sensory modality in both indoor and outdoor scenarios, where audio surveillance is starting to play a notable role. Home interiors [Zieger et al. 2009; Vacher et al. 2004] , offices [Harma et al. 2005; Atrey et al. 2006b ], elevators [Radhakrishnan et al. 2005b; Chua et al. 2014] , public transport vehicles [Pham et al. 2010; Vu et al. 2006 ], railway stations [Zajdel et al. 2007 ], public squares [Valenzise et al. 2007] , and car parks can be cited as particularly relevant for surveillance tasks where audio can contribute significantly. With respect to video sensors, audio sensors (as microphones) have several appealing features:
-Audio stream is generally much less onerous than video stream in terms of bandwidth, memory storage, and computation requirements due to its one-dimensional nature (time) as apposed to the three-dimensional nature of video stream (width × heigth × time). 1 This fact encourages both the deployment of a higher number of audio sensors (also thanks to a lower unitary cost) and a more complex signal processing stage. -Whereas standard cameras have a limited angular field of view, microphones can be omnidirectional (providing a spherical field of view). -Due to the bigger involved wavelength, many surfaces allow for specular reflections of the acoustic wave, thus permitting us to acquire audio events even when obstacles are present along the direct path (although this can be a drawback in sound localization tasks). -Illumination and temperature are not issues for audio processing. -Several audio events important to the surveillance task, such as shouts or gunshots, have little or no video counterpart.
Although automated audio surveillance is at an early stage, in the past decade a considerable amount of works have been published, and this article contributes by providing the first systematic review. Several different taxonomies can be proposed to organize all the methods and approaches based either on the algorithmic nature of a method or its particular applicative scenario. In this article, we organize the review by considering the different tasks where audio information can be exploited in a typical surveillance framework. Borrowing from the more established and widespread video surveillance literature, which organizes methods starting from low-level to highlevel processing, four typical tasks have been identified: background subtraction, event classification, object tracking, and situation analysis, as depicted in Figure 1 . Background subtraction is usually the first stage in a surveillance system, and it aims at filtering the raw data, pruning away useless information, and separating expected data (the background) for interesting/unexpected items (the foreground). In video surveillance, background subtraction usually highlights moving objects, suppressing the visual content of the scene [Cristani et al. 2010 ]. The goal of audio background subtraction is analogous (i.e., to discard the expected audio signal while highlighting interesting audio events that can be successively modeled and classified [Cristani et al. 2004] ). Whereas in video surveillance the background is often mostly static or slowly varying, the audio background exhibits a higher degree of variability due to the intrinsic time-varying nature of many sounds. Moreover, the audio signal is more complex due to the overlap of several audio sources and to multipath propagation that results in echo and reverberation effects. Whereas in video analysis background subtraction typically generates pixel masks evidencing the foreground, here the task can be much more complex since it incorporates source separation and filtering issues. Furthermore, the Signal to Noise Ratio (SNR) is typically lower in an audio signal than in a video one, especially if the microphone is not very close to the acoustic source. All these issues make the audio background subtraction problem a challenging task.
Once the foreground is extracted, the second stage in a surveillance system consists in characterizing the atomic entities lying therein. In video analysis, this operation consists in the classification of objects of interests into a set of predefined categories, like pedestrians, vehicles, animals, and so on. This occurs usually by employing a heterogeneous set of features fed into statistical classifiers. In the audio domain, basic entities of interests are called events, defined by temporal windows and characterized by a particular spectral blueprint. Apart from the surveillance context, classification and separation of audio signals in a given environment is known as Computational Auditory Signal Analysis (CASA) [Bregman 2005 ].
The third typical task in video surveillance is localization and tracking of a moving object or person in a scene, thus producing spatial trajectories that can be employed later for analyzing structured activities. In the audio context, spatial tracking can be carried out only if spatialization is performed. The use of multiple microphones placed in different locations allows us to spatially sample the audio wavefield and recover spatial information about the direction of arrival of an audio wavefront [Choi et al. 2005] , the location of an audio source [Huang et al. 2001] , or even an acoustic map of the environment. In the latter case, the microphone array is used as an acoustic camera in order to obtain two-or even three-dimensional images of the acoustic intensity [O'Donovan et al. 2007 ] present in a scene. In this way, the tracking problem can be decomposed in a sequence of spatial localization tasks, in which a particular sound source is localized over short temporal windows. Alternatively, localization can be considered as an input for a standard tracking algorithm, like Kalman or Particle filters, which relies on an underlying model of the source location dynamics and measurement noise. Multipath propagation and low SNR make the localization and tracking problem harder than the related video counterpart, and the spatial resolution usually achieved cannot reach the video one.
Finally, once multiple significant sounds are detected, classified, and possibly tracked, all the information can be combined into a higher analysis stage in order to understand the nature of the monitored scenario. In video surveillance, this step is characterized by activity analysis: Once objects have been characterized and tracked, this step provides a global characterization of what is happening in the monitored scene.
In the audio counterpart, this step is strictly linked to Computational Auditory Scene Recognition (CASR) [Peltonen et al. 2002] , Cowling and Sitte [2003] , aimed at the overall interpretation of an acoustic scene rather than the analysis of individual sounds-a task usually known as situation analysis. This topic, due to its inherent complexity, has been addressed by relatively few approaches in the literature, but it represents the final goal for an automatic surveillance system able to extract semantic information from the monitored scene.
The choice of a proper set of audio features is a crucial step, affecting all four tasks just described. The complex nature of the audio signal has encouraged the use of more sophisticated features in comparison to the video case. This led to a proliferation of cues mostly targeted to specific sounds or acoustic environments, but so far it is not clearly established what set of features performs best in a general case. This fact is due partly to the lack of audio datasets taken as benchmarks by the audio community on which features can be tested and partly to the fragmentation of the topic in the scientific literature among different fields (e.g., acoustic signal processing, pattern recognition, multimedia, etc.).
As the information gathered by audio sensors is in large measure complementary to other modalities, a multimodal surveillance system can provide a more accurate and reliable performance. In this article, in addition to audio-only surveillance tasks, we will also address multimodal, mostly audio-video, surveillance applications. Multimodal tasks will be presented exploiting the taxonomy previously introduced since crossmodal fusion can also happen at different processing levels. In addition, different sensory modalities can be generally fused at three different stages [Atrey et al. 2010] : raw data level, feature level, or decision level. Our taxonomy will take into account this categorization, too, in order to give the reader a precise snapshot of how the audio information interacts with the other modalities. Nevertheless, it is worth noting that, in the audio and video fusion, raw data-level fusion is seldom addressed due to the extreme difference between the two signal properties.
The present survey is structured as follows. Sections 2-5 describe methods devoted to background subtraction (Section 2), audio event classification (Section 3), audio source localization and tracking (Section 4), and situation analysis (Section 5). In Section 6, audio features often common to these tasks are classified in a general taxonomy and described in detail. In Section 7, open problems characterizing the four tasks, as well as specific issues like privacy and adversarial settings, are exposed, suggesting possible future research directions. Finally, conclusions are drawn in Section 8.
BACKGROUND SUBTRACTION
Analogously to video [Cristani et al. 2010] , audio background can be identified by the recurring and long-lasting audio feature that is prevalent over a segment of signal. Foreground sounds can be defined by the deviation from the typical background features. Background subtraction approaches can be divided into those techniques that perform a simple thresholding on the energy signal, implying that the distribution of audio features assumed as background is monomodal, and those approaches that perform a multimodal analysis, assuming that the audio background could be formed by different audio patterns that are repeated over time (see Figure 2 ).
Background Subtraction by Monomodal Analysis
The most simple and intuitive parameter that can be used to discriminate a foreground sound is the signal energy. Many sounds of interest, especially impulsive ones like gunshots, door slams, and cries, cause an abrupt change in audio volume with respect to the typical auditory scenario. Following this principle, some works propose segmenting the audio stream into fixed-length windows and discarding all windows whose energy is below a predefined threshold [Azlan et al. 2005; Smeaton and McHugh 2005] . Obviously, a criterion is needed to fix such a threshold. The simplest way is to analyze a long portion of audio stream containing only background and fix the threshold so as to capture louder sound signals [Azlan et al. 2005] , or, alternatively, fix the threshold proportionally to the average energy level [Smeaton and McHugh 2005] . If the background average energy is known to vary deterministically (e.g., during nightime or daytime), the threshold can be tuned accordingly [Smeaton and McHugh 2005] . On the contrary, if the background energy variation in time is not predictable, it is necessary to adopt an adaptive threshold. In Dufaux et al. [2000] , the signal energy estimated over a number of temporal windows is median-filtered, and the filter output is subtracted from the energy. The result is normalized, thus enhancing the relevant energy pulses. Finally, an adaptive thresholding dependent on the standard deviation of a past long-term windowed energy sequence is applied [Dufaux et al. 2000] . A scheme summarizing the BG subtraction by thresholding is shown in Figure 3 .
To cope with foreground signals of variable duration and bandwidth, in Moragues et al. [2011] , energy thresholding is applied in the time-frequency domain; that is, in parallel at different time scales and on different frequency bands. A foreground signal is considered detected if, in at least one of the scale-frequency bins, the energy is higher than the threshold. The previous methods adopt signal segmentation in blocks of fixed length: This fact may chop a significant audio event into two adjacent blocks thus making more difficult the subsequent processing stages. To avoid this drawback, in , an Autoregressive Gaussian model is employed to predict the current audio sample on the basis of the previous ones: If the prediction error is higher than a certain value, it is assumed that somewhere around that sample a different sound arose and the temporal window boundary is fixed. Subsequently, each temporal window is classified into background or foreground on the basis of an adaptive threshold. Energy thresholding yields, in general, limited performance in complex environments where high-energy sounds may periodically appear yet be part of the background (e.g., car engines in a car park). In these cases, to improve background subtraction, it is useful to extract other features from the signal in addition to energy and examine the departure of their values from the typical ones in order to detect foreground events. A comprehensive exposition of acoustic features employed in audio Table I 
. Features Employed in Background Subtraction

Class
Short Description Reference Time ZCR [Couvreur et al. 2007; Moncrieff et al. 2007 ] Waveform min and max [Ntalampiras et al. 2011 ] Autocorrelation coefficients [Couvreur et al. 2007 ]
Frequency
Fourier coefficients [Harma et al. 2005 ] Fundamental frequency [Ntalampiras et al. 2011 ] Spectral flatness [Ntalampiras et al. 2011 ] Cepstrum MFCC [Radhakrishnan et al. 2005a; Moncrieff et al. 2007; Ito et al. 2009; Ntalampiras et al. 2011; Chu et al. 2009b; Zhang et al. 2005 [Chu et al. 2009b] 
Energy
Signal energy over a fixed window [Azlan et al. 2005; Smeaton and McHugh 2005; Dufaux et al. 2000; Kemp et al. 2000; Cristani et al. 2004; Ito et al. 2009; Moncrieff et al. 2007 ] ILD , ] Biologically or perceptually driven Spectral features based on Gammatone filter bank [Couvreur et al. 2007] TEO based features [Ntalampiras et al. 2011 ] HLAC [Sasou 2011 ] Summary of features for background subtraction: first column indicates the feature class according to the taxonomy defined in Section 6, second column reports feature names, and third column reports references of works where they are employed. surveillance can be found in Section 6. In Table I , features employed in background subtraction are classified according to the taxonomy described in Section 6, and the corresponding references are reported. Similar tables are reported in subsequent sections for the other tasks. In Table I , one can observe that cepstrum and energy-based features are the most frequently adopted cues for background subtraction. This is because cepstrum features have a long tradition in the audio literature beyond surveillance and are effective in compactly encoding salient aspects of the audio signal; energybased cues, on the other hand, are intuitively understood and have a clear perceptual motivation.
In Istrate et al. [2006] , wavelet coefficients are extracted from the signal, and the energy of the upper coefficients, corresponding to the higher frequencies, is compared with an adaptive threshold. The rationale is that background noise has mostly lowfrequency components whereas the foreground tends to be more impulsive. In Harma et al. [2005] , the differences between the frequency bins of the Fourier transform of the current window and the mean Fourier transform are calculated. Then, in order to improve the detection of narrow-band audio events, the difference between the maximum peak and the variance of the incremental frequency bins are evaluated and compared to a threshold. In Couvreur et al. [2007] , the selected features are mainly drawn from psycho-acoustical findings on the human auditory attention system; three alternative normalization methods are proposed, and a final threshold is adaptively determined by minimizing the sum of intraclass variance over a given temporal window, where the two classes represents background and foreground sounds.
Background Subtraction by Multimodal Analysis
In highly complex audio environments, the assumption that feature values related to the background are spread around a single value (i.e., that background feature values can be modeled as a unimodal distribution) may no longer hold. In such a case, background modeling with multimodal distributions may provide better results in terms of background/foreground discrimination.
A widely used multimodal model is the Gaussian Mixture Model (GMM): Given a vector of features extracted from the signal, their joint probability density function can be modeled as a sum of multidimensional Gaussian functions with different mean vectors and covariance matrices. The underlying idea is that each sound source corresponds to a Gaussian distribution of the mixture. Usually, to cope with an adaptive background, the mixture parameters are updated at each iteration using the current feature vector. Different criteria have been proposed to both update the mixture parameters and to discriminate between background and foreground, given the mixture model.
In Radhakrishnan et al. [2005a] , the GMM is trained over a background audio sequence using the Minimum Description Length method; subsequently, the probability of the current feature vector conditioned to the background GMM is calculated and compared to a predefined probability threshold. If the probability is lower than this threshold, the observation is judged to be generated from a different probability distribution and is classified as foreground. Otherwise, if the current observation is classified as background, the GMM is updated by building a second GMM on the base of the most recent observations and fusing together the two GMMs by pairing and merging the most similar mixture components.
In Cristani et al. [2004] , the most likely mixture component that matches the current observation is found by choosing among a set of Gaussian components that are ranked in descending order with respect to their weight and divided by their variance. If the sum of the weights until the matched component is higher than a threshold, the observation is labeled as foreground. If no match is found because the observation is too far from every component, a new component is created substituting the one with the lowest weight. The parameters of the matched component and all the weights are then updated, irrespective of the BG/FG classification. Differing from Radhakrishnan et al. [2005a] , the GMM in Cristani et al. [2004] models explicitly both the background and the foreground. Another difference is that, in Cristani et al. [2004] , a unidimensional GMM is used for each feature (in that case, the energy in a given frequency band), and the background/foreground classification is carried out independently for each feature. This choice allows a computational advantage but assumes the features to be independent from each other, which is typically a strict assumption.
In Moncrieff et al. [2007] , a multidimensional GMM is employed analogously to Radhakrishnan et al. [2005a] , but some solutions are proposed to deal with quite complex background environments. First, fragmented background states are unified by means of an entropy-based approach in order to avoid erroneous foreground classifications. Then, the number of states is adaptively tuned according to the background complexity, and, finally, a cache is introduced to retain in memory those background components related to rapidly changing sounds.
In Ito et al. [2009] , the problem of rarely occurring background events is faced by means of a multistage GMM approach. In the training phase, the first-stage GMM is trained over all the background samples available: Those samples with resulting lower likelihood are used to train the second-stage GMM, and so on. In the testing phase, a sample is definitely classified as foreground only if it is classified as foreground in each of the GMM stages.
A problem not addressed by these preceding methods is the case of a slowly varying and gradual foreground, like a plane passing overhead. In such a case, adaptive methods tends to classify foreground as background because the sound persists. To overcome this drawback, in Chu et al. [2009b] , a semi-supervised method is adopted. First, both background and foreground are trained offline by exploiting previous knowledge of specific foreground sounds; second, a different model for detecting background modifications is integrated with the offline audio prediction models, which act as prior probabilities, to decide on the final foreground/background discrimination.
A different semi-supervised model that specifically addresses the problem of detecting rare and unexpected foreground audio events is proposed in Zhang et al. [2005] . Usual events (i.e., the background) are used to train offline a Hidden Markov Model (HMM); unusual events are learned online by iteratively adapting the usual event model to unusual events by means of the Bayesian Adaptation Technique. In this way, it is possible to overcome the scarcity of unusual events in the offline training phase.
A more challenging situation is faced in Ntalampiras et al. [2011] , where the class of anomalous events is assumed to be unbounded, and only normal events (i.e., the background) are available in the training phase. Under the hypothesis that abnormal events differ significantly from normal ones, this approach does not model explicitly the former but labels as abnormal each event whose likelihood is lower than the lowest likelihood of the normal events belonging to the training set. Modeling of the normal event class is performed by means of three methods: GMM, HMM, and GMM clustering. In the latter, several GMMs, each one corresponding to an audio recording of normal events, are modeled. A matrix of distances between the GMMs is computed using the Kullback-Leibler similarity measure, and the GMM with the minimum distance from all the others is chosen as representative of the whole class of normal events. This approach showed better performance in the case of complex environments with many different normal sounds with respect tostandard GMM and HMM.
The same scenario from Ntalampiras et al. [2011] is faced in Lecomte et al. [2011] , where a one-class Support Vector Machine (SVM) with Radial Basis Function (RBF) kernel is employed to model the background sound scene and to detect the onset of anomalous events. One-class SVM builds a hyperplane separating the feature space into background and foreground regions. Since only background is available in the learning phase, the optimization criterion consists of a tradeoff between the empirical classification error on the background class and the volume of the feature space corresponding to the background. The smaller the volume, the simpler the background model and the lower the structural risk of false background classifications. As with GMM, one-class-SVM with RBF models the PDF over the feature space related to the background class as a mixture of Gaussian functions but has better generalization properties thanks to the volume penalty, automatically learns from data the proper number of mixtures, and does not suffer from local minima in the learning phase. However, if online learning is required one-class-SVM is less suited than GMM, mainly due to the higher computational load.
See Figure 4 for a graphical summarization of models that assume the BG is multimodal. In addition to energy changes, audio events deserving attention are often characterized by a rapid movement of the sound source location, whereas audio background has a more static spatial characterization. Based on this principle, in , sound source location is estimated by looking at Interaural Level Difference (ILD) between a couple of microphones; the sound source velocity is estimated as the difference of ILDs between subsequent audio frames ( ILD). To cope with multiple objects moving in different directions, the ILD is evaluated at several frequency bands, and a final threshold is set by multiplying the ILD mean by the ILD variance. 
AUDIO EVENT CLASSIFICATION
The recognition of audio events depends usually on a classification strategy: first, features are extracted from class-labeled audio signals to learn a specific classifier in an offline fashion; second, the trained classifier is employed to recognize unseen audio samples. A simple taxonomy, displayed in Figure 5 , subdivides classification methods into generative and discriminative; in the former case, each class of audio events has its own classifier, trained on samples of the same class. Usually, generative classifiers are defined into a Bayesian context, so that the classification score assigned to a test sample is a posterior probability. Given a test sample, multiple classifiers are evaluated (one for each class), and the highest a posteriori probability determines the chosen classifier and thus the chosen class. Concerning generative models, GMM and HMM are the most widespread in the audio classification field. In particular, HMMs are suited to model the temporal variation of the feature vector over consecutive frames, allowing a more accurate modeling of each sound class. Transient sounds, such as gunshots or screams have typical temporal signatures that can be captured with left-right HMMs [Rabaoui et al. 2009 ], whereas stationary sounds can be efficiently modeled by ergodic HMMs.
On the other hand, discriminative models try to directly construct the best hypersurface of separation in the feature space, dividing it into subspaces segregating the most training samples for each class. Artificial Neural Networks (ANN) and SVMs are the most widespread discriminative models employed in the audio classification task. Concerning audio event classification, the state of the art is far from conclusive in moving toward a common scheme, as opposed to, for example, speech or speaker recognition, for which the classifier and the feature set are quite defined (i.e., GMM and HMM classifiers and variations of spectral features [Ntalampiras et al. 2009b] ). In fact, the direct application of state-of-art techniques for speaker or musical instrument recognition to environmental sounds provides generally poor performance [Cowling and Sitte 2003] . The challenge lies here in the fact that it is difficult to foresee all the kinds of sounds that could be present in a given environment, and often very few samples of unusual sounds are available to properly train a classifier. Furthermore, differing from speech, generic sound events may have very different characteristics of duration, spectral content, and volume with respect to background noise. Finally, microphone(s) can be located far from the acoustic source, therefore implying strong echoes and reverberations (especially in indoor environments) and low SNR at the received signal. For these reasons, the findings from works not explicitly devoted to surveillance tasks [Guo and Li 2003; Lin et al. 2005; Lu et al. 2002; Li 2000 ] cannot be straightforwardly extended to the audio surveillance field, although useful ideas can certainly be borrowed.
In audio surveillance, several works recently presented dealt with a limited set of sound classes. In Ellis [2001] , an ANN is used to detect the presence of several alarm sounds, treated as a single class against generic ambient noise. In such a case, audio classification closely resembles background subtraction, where foreground is predefined offline and encompasses a specific sound type.
A similar task was faced by Clavel et al. [2005] in which the audio events of interest are gunshots. Two approaches are adopted: In the first, a couple of GMMs are trained offline to model shot class and "normal" audio class; in the second, several GMMs, one for each kind of shot (e.g., gunshot, rifle shot etc.), are trained offline and used to implement a series of binary classifiers (normal sound vs. specific shot), and the final decision on shot is taken if at least one of the classifiers detects a kind of shot. The latter approach allows us to significantly improve the recall at the expense of a slight decrease in precision. In , two classifiers based on GMMs run in parallel to detect scream and gunshot, respectively, against normal sound, and the detection of a harmful event (either scream or gunshot) is based on the logical OR of the classifiers.
A comparative analysis of several classifiers, including Learning Vector Quantization (LVQ), GMM, ANN, Dynamic Time Warping, and Long-Term Statistics, coupled with different features, was performed in Cowling and Sitte [2003] . The best results with 70% of samples correctly classified were obtained with Dynamic Time Warping, but the small size of training and test sets does not allow us to draw a general conclusion.
If the number of classes increases, a hierarchical scheme made of several levels of binary classifiers generally improves the results yielded by a single-level multiclass classifier . Following this principle, in Atrey et al. [2006b] , five sound classes (talk, cry, knock, walk, run) are discriminated by a GMM classification tree whose intermediate nodes comprehend vocal events, nonvocal events, and footsteps. A similar approach was used in Ntalampiras et al. [2009a] .
Moving to the discriminative classifers, hierarchical approaches were followed in Zhao et al. [2010] using binary SVMs and in Abu-El-Quran et al. [2006] using ANN. The same hierarchical scheme is employed in , but in this case only two final classes shout/non-shout are considered. The tree is aimed at progressively excluding background noise, nonvoice sound, and non-shout voice, thus yielding a consistent improvement in precision (lower false alarm rate) with respect to a singlelevel classification. In Choi et al. [2012] , the first-level classifier subdivides sounds into harmonic and nonharmonic ones. The former are subsequently classified into voice and nonvoice, and the latter are classified into low brightness (like glass breaking) and high brightness (like gunshots).
Because SVM classification was originally developed for binary discrimination, the extension to multiclass classification has been achieved by a set of one-against-one or one-against-all strategies: In the former case N · (N − 1)/2 SVMs, N being the number of classes, are trained with data related to each couple of classes; in the latter case, N SVMs are trained taking into account all data available. In both cases, the final classification is achieved by a voting procedure. An interesting alternative is reported in Rabaoui et al. [2008] , where N one-class SVMs are trained with data belonging to just one class for each SVM. In the testing phase, a dissimilarity measure is calculated between the current signal and each one-class SVM, and the signal is assigned to the class yielding the lowest dissimilarity value. Other than the computational advantage in the training phase, this approach provides a natural way to classify as unknown a given data item. If the dissimilarity measure is higher than a predefined threshold for all One-Class SVMs, the data are classified as not belonging to any one of the predefined classes.
The complementary strengths of generative and discriminative models can be exploited by hybrid strategies. For example, in Zieger and Omologo [2008] , a GMM-SVM couple is instantiated for each class. Given a data sample, a combined score is produced by each GMM-SVM couple by a weighted sum of normalized scores related to GMM and SVM, with weights inversely proportional to the classification error rate. Finally, the classification is performed on the basis of the highest combined score. A more elaborate scheme is proposed in Zhuang et al. [2010] for joint segmentation and classification of an audio stream. The first stage, composed of an ANN and an HMM in cascade, provides segment boundaries and Maximum a Posteriori (MAP) probabilities for each class. The probabilities are used to train a GMM model whose parameters are finally fed to an SVM that provides a refined estimation of the class labels for each segment.
The recorded sounds of interest are normally superimposed on environmental and electronic noise, which determines a given SNR. If the classification is aimed at distinguishing between background noise and a given sound type, the SNR in training phase can affect a tradeoff between precision and recall in the testing phase: High SNR yields a statistically better precision at the expense of recall and vice-versa, as shown in Clavel et al. [2005] . Moreover, the change of SNR between training and testing phases can negatively impact on the overall classification performance. To overcome this drawback, in Dufaux et al. [2000] several noise levels were superimposed on the training sound samples to build an array of classifiers (GMM or HMM), each one targeted to a particular SNR. In the testing phase, after a coarse SNR estimation, the classifiers with the nearest SNR level were applied. A similar approach to the problem was pursued in Rabaoui et al. [2009] and Choi et al. [2012] , where a single classifier was trained by replicating data with different SNRs (so-called multi-style training). In Table II , a summarizing scheme that focuses on several different audio events (so far described) and related classification methods is reported. In Table III , features employed for audio event classification and related references are displayed. Contrary to that observed in Table I , energy-based features play a minor role in the classification of audio events mainly because they are sensitive to the distance of the source, and this problem obviously affects their classification. Instead, frequency-based features, particularly those capturing the shape of the spectrum, are nearly invariant to the distance and, at the same time, very descriptive. The same applies to cepstrum features. It is worth noting that perceptually driven features are a subject of growing interest in recent years.
SOURCE LOCALIZATION AND TRACKING
Audio Source Localization
When localizing a sound source, a single microphone samples the whole propagating wavefield in the scene, producing a one-dimensional electric signal as output. Therefore, different from a video sensor, the spatial location of the source emitting the sound cannot generally be inferred. 2 Therefore, it is mandatory to rely on multiple sensors, either homogeneous or heterogeneous. In the first case, a number of microphones is deployed in a given spatial configuration, thus obtaining a microphone array or a microphone network to spatially sample the acoustic wavefield. From the set of acquired signals, a panoply of techniques [Van Trees 2002; Johnson and Dudgeon 1992] based on array signal processing can be adopted to estimate the source location. In the latter case, the single microphone is associated with a natively spatial sensor, typically a video camera, and tries to infer the sound source spatial location by exploiting temporal correlations between pixel changes in the visual image likely caused by the object emitting sound and sound cues. The two previous approaches can be combined, fusing the spatial information provided by microphone arrays and video cameras to achieve an increased robustness and performance. A general taxonomy of source localization methods is summarized in Figure 6 .
Concerning sound source location estimation by a microphone array, an essential taxonomy is reported here describing the pros and cons of each methodology. A first partition individuates the time-delay, energy-ratio, and learning-based methods. The first class, by far the richest and most investigated, exploits the fact that signal delay of arrival is proportional, in free space, to the distance between each microphone and the Rabaoui et al. 2008 Rabaoui et al. , 2009 Cowling and Sitte 2003] TEO based features [Ntalampiras et al. 2009a] Summary of features for audio event classification: first column indicates the feature class according to the taxonomy defined in Section 6, second column reports feature names, and third column reports references of works where they are employed. sound source. The second one relies on signal energy attenuation, which is inversely proportional to the square of the distance from the source. Finally, the last one does not assume a particular propagation model but tries to extract features from the set of audio signals in order to learn a regression function linking the feature vector and the sound location. Time-delay-based methods can be in turn subdivided into three categories, as summarized in Figure 7 : Steered Beamforming, High-Resolution Spectral Estimation, and Time Difference of Arrival (TDOA) [Brandstein and Silverman 1997 ].
-Steered Beamforming. A beamformer or beamforming algorithm denotes a technique devoted to spatially filter a wavefield originating from one or multiple sources. More specifically, the beamformer tries to attenuate as much as possible all the signals coming from different directions while leaving unaltered the signal coming from the direction of interest, known as the pointing or steering direction. In its simplest version [Van Trees 2002] , known as delay-and-sum beamforming, the signal at each microphone is delayed to compensate for the propagation delay related to a given steering direction; after that, all signals are summed to produce the beam signal (i.e., the beamformer output). The signal components related to the source in the steering direction will sum coherently due to the delay compensation, whereas all other components will sum incoherently. Therefore, the beam signal will be representative of the signal of interest plus a residual sum of all other signals attenuated. Steered Beamformer-based methods evaluate the beam signal energy on a grid of directions covering all the space of interest and search for the maxima, which should correspond to the direction of arrival of the sounds. With a linear microphone array (the most commonly used), localization is limited to a single angle (e.g., elevation); whereas, with planar or volumetric arrays, the direction of arrival can be estimated in terms of both azimuth and elevation. If sources are located in the near field of the array, their distance from the array also can be estimated, allowing a complete 3D localization.
A set of variants to this method have been proposed, including Filter-and-Sum beamforming [Crocco and Trucco 2014] , where each signal is filtered by a predefined FIR filter; Phase Transform (PHAT) [DiBiase et al. 2001] , consisting in a sort of frequency whitening aimed at improving robustness toward reverberation; and Maximum Likelihood reformulations [Zhang et al. 2008 ]. The main advantage of Steered Beamformer-based methods is the robustness against environmental noise and reverberation, allowing acceptable performance even in complex scenes. The main drawbacks are the relatively poor spatial resolution and the significant computational cost, especially working with big arrays (50-100 microphones) and fine grid discretization.
-High-Resolution Spectral Estimation. This class of methods [Choi et al. 2005; Chen et al. 2002] takes as input the cross-correlation matrix of the signals acquired by the array and directly extracts the directions of arrival or location of the signals via Autoregressive (AR), Minimum Variance (MV) or eigen-analysis techniques [Johnson and Dudgeon 1992] . The main advantage of these methods is the high spatial resolution achieved in comparison with the Steered Beamforming techniques. However, a series of drawbacks, including sensitivity to reverberation, the limited number of sources that can be localized at the same time, and the need for long time windows over which the signals should be statistically stationary make their use in the surveillance scenario quite limited. -Time Difference of Arrival-Based. In this class of methods [Huang et al. 2001; Brandstein and Silverman 1997] , the procedure is split into two steps. First, the TDOAs at each couple of microphones are estimated, typically by peak search in cross-correlation functions; second, these TDOAs are employed to infer the source positions, typically by geometric methods based on curve intersections or rank constraints of the matrix of microphone sources distances. TDOA-based methods are computationally undemanding since the first step can be accomplished on onlya subset of microphone couples, whereas the second one is intrinsically lightweight. Moreover, just the estimated TDOAs have to be sent to a central processing unit, while the first step can be performed in a distributed manner close to each microphone couple. Finally, TDOA methods can be adapted to work in complex environments, where a subset of microphones may be occluded with respect to the source due to architectural barriers [Crocco et al. 2012; Gaubitch et al. 2013] . Such features make TDOA-based methods particularly suited for microphone networks, where a set of microphones is deployed at considerable distance from each other and without a predefined geometric layout. In a surveillance scenario, microphone networks often represent a more practical and cost-saving solution with respect tomicrophone arrays, where microphones are densely packed in a costly, ad-hoc built, single device with a specific geometric structure. One issue related to microphone networks is the network geometric calibration: To this end, recent approaches have been developed that allow joint source localization and network calibration [Crocco et al. 2012 ]. The main drawback of TDOA methods is the information loss intrinsic to the two-step procedure, which may result in a suboptimal solution. Moreover, some of the previous methods are based on the minimization of nonlinear functions that are prone to local minima, especially in the presence of multiple sources. -Energy Ratio-Based Methods. These methods [Blatt and Hero 2006; Sheng and Hu 2005] are conceptually similar to the TDOA-based methods. In a first step, the signal energy ratio at each couple of microphones is evaluated; second, the source location is estimated by exploiting the relation between energy ratios and relative distances between microphones and source. Such techniques are generally adopted with microphone networks where the intermicrophone distances are sufficiently broad to allow substantial differences in signal energies. Although their precision is generally inferior compared to the previously described three classes based on propagation delays, and although they are sensitive to reverberation, some practical advantages make their use quite common in the surveillance context: Energy evaluation does not require high sampling rates, thus decreasing the burden of data transfer in wireless sensor networks, and it is robust toward synchronization mismatch. Moreover, if sounds are narrowband, energy ratio-based methods can consistently improve the performance of TDOA-based methods [Ho and Sun 2008] . -Learning Based-Methods. This class of methods is based on a learning stage in which a set of features is extracted from the sound collected by the microphones and a classifier is trained to estimate sound location. Such methods are comparatively less popular due to the difficulty in acquiring and annotating a reliable database of sounds encompassing all the range of possible locations, especially in uncontrolled environments. Moreover, the training phase needs to be repeated whenever the microphone array is moved to a different location. Nevertheless, learning-based methods allow users to cope with complex environments that may have strong reverberations, occlusions, nonlinear effects, deviations from the nominal parameters of the microphones, and in general all the deviations from the simple propagation and transduction model assumed by all other methods. Moreover, local minima problems, arising in many of the previous methods, can be avoided by a learning strategy. The most common features adopted are ILD and Interaural Time Difference (ITD), corresponding to energy ratio and TDOA between a couple of microphones [Weng and Guentchev 2001] . A common approach [Youssef et al. 2012; Willert et al. 2006; May et al. 2011 ] inspired by the human auditory system consists in preprocessing the signals with a gammatone filter bank or cochleogram, mimicking the human cochlea frequency response, and subsequently extracting ITD, ILD and Interaural Phase Difference (IPD) on each single output of the filter bank. Such bio-inspired approaches typically work with just a couple of microphones and consequently limit localization to the horizontal plane [May et al. 2011 ] unless elevation-dependent frequency distortion induced by the reflections of a synthetic human head is taken into account [Youssef et al. 2012; Willert et al. 2006 ].
In Figure 8 , a 2D diagram illustrates the optimal working conditions for each class of localization methods based on the previously described microphone arrays. Finally, in Table IV , the set of features employed for audio localization is reported together with the related references.
Audio-visual Source Localization
Single-microphone localization techniques work in synergy with an optical imaging device: Many environmental sounds (including voices, car engines, breaking glass, barking dog) have a visual counterpart: The image region depicting the sound source usually experiences pixel changes that are temporally correlated with the sound emission (a clear example is given by a moving car). Exploiting such correlation, it is possible to filter out the image background and the foreground not associated with the acquired sound, thus localizing on the image the target sound source. A widely used methodology is Canonical Correlation Analysis (CCA), aimed at projecting audio and video signals onto a common subspace in which their correlation is maximized; by inverting the process, it is possible to recover the pixels associated with the sound source. CCA has been improved by imposing sparsity constraints [Kidron et al. 2007] or working on intermediate feature representations [Izadinia et al. 2013 ] (MFCC for audio and pixel velocity and acceleration for video), rather than raw audio samples and image pixels. In Hershey and Movellan [2000] , sound location is performed by looking at the image regions for which the mutual information between video stream and audio signal is maximized. In Smaragdis [2003] , Principal Component Analysis (PCA) and Independent Component Analysis (ICA) are applied in sequence to a compound vector of pixels and audio power spectra so that the audio-video stream is segmented into independent components, each one corresponding to a different sound source. Another approach performs sparse-coding using joint audio-visual kernels [Monaci et al. 2009] in order to learn bimodal informative structures from which the sound target location can be inferred. Finally, in Barzelay and Schechner [2010] , a matching pursuit procedure is devised to localize multiple audio-video events: The adopted criterion is the temporal coincidence of audio and video onsets, the latter being evaluated by means of audio-visual features capturing strong temporal variations. The main limitation of these approaches is the audio-video matching ambiguity when multiple sounds and multiple moving objects occur at the same time. Moreover, they are unfeasible when no visual counterpart is present (e.g., a pipeline loss or a phone ring). It is interesting to note that the approaches just described can be considered as a particular kind of audio-video raw data fusion: The output of the fusion process is a pixel mask, function of time, that selects the "sounding" pixels.
Audio Source Tracking
Tracking of an audio target can be performed in a naive way, simply updating the target position detected at each audio frame according to the output of the localization algorithm. This procedure is obviously not robust with respect to localization errors due to interfering sounds and is adopted only in the context of audio-visual tracking [Beal et al. 2003 ].
By contrast, standard tracking algorithms take into account the dynamic of the source and recursively estimate the source location on the basis of previous and current measurements or observations [Arulampalam et al. 2002] . In particular, at frame t the source location is predicted according to the evolution of the state dynamic, taking as initial condition the estimation at frame t − 1 (prediction step). Subsequently, the predicted location is updated with the observation at frame t (update step). The simplest tracking algorithm is the Kalman filter, which, under assumptions of Gaussian noise and linear functions with regard to to the state for both dynamic and measurement, provides statistically optimal estimations. Unfortunately, such conditions are rarely fulfilled in the audio context. For example, in Strobel et al. [2001] , the observation is given by the estimated azimuth angle and range provided by a microphone array, which are clearly nonlinear with respect to the cartesian coordinates of the source location.
For this reason, switching to the Extended Kalman filter is suggested, based on local linearization of the observation function [Strobel et al. 2001 ]. In strong reverberation conditions or in the presence of impulsive disturbing sounds, the Gaussian assumption on the measurement noise no longer holds. In fact, the observation function given by a localization algorithm will likely return a location quite far from the real source in a significant number of frames. In such a case, it is necessary to move to other algorithms that are able to handle arbitrary PDFs of the measurement noise. Among them, Particle Filtering [Arulampalam et al. 2002] has been widely used in the audio localization context [Ward et al. 2003; Levy et al. 2011] . The underlying principle is to approximate the likelihood function, defined as the probability of obtaining the current observation from a given state, using a Monte Carlo simulation of a set of samples or particles. Each particle at time t is weighted according to the observation, and the weights determine how many particles at time t + 1 will be generated around each particle at time t. Finally, the estimated position is taken as the centroid of the particles. Thus, particles are forced to crowd around those coordinates that are more likely to be close to the true target position. Moreover, if a measurement is quite far from the previous estimation, it will likley fall in a particle-free zone and will not be taken into account in the update stage, thus naturally filtering out reverberations and disturbing sounds.
Audio-visual Source Tracking
Despite the encouraging results demonstrated in ad-hoc and controlled setups, audioonly tracking methods have until now rarely been implemented in surveillance systems in real environments due to their lack of robustness in complex sound scenarios. In such a context, joining audio and visual devices allows each modality to counterbalance the drawbacks of the other, thus boosting overall performance. For example, whereas a visual tracker may mistake the background for the target or lose it due to occlusion, an audio-visual tracker could continue focusing on the target by following its sound pattern. Conversely, an audio-visual tracker could help where an audio-only tracker may lose the target as it interrupts emitting sound or is masked by background noise. The main issue to be faced in audio-visual localization and tracking is the fusion of information from the single devices, which can be placed at different processing levels: at the feature extraction level, the feature level, or at the decision level. In the former case, a single tracker, typically a particle filter, is instantiated and the fusion occurs when building the likelihood function. In particular in Aarabi and Zaky [2001] , the final likelihood function is proportional to the sum of the two likelihood functions related to audio and video measurements, whereas in D'Arca et al. [2013] the final likelihood function is proportional to the product. These two fusion strategies can be extended to multiple cameras and multiple microphone arrays [Kushwaha et al. 2008 ]. More advanced fusion policies for the likelihood function are weighted sum [Gerlach et al. 2012] or exponentiation of the two likelihoods with different coefficients prior to sum [Gerlach et al. 2012] , in order to take into account the different reliability of the two modalities. In Beal et al. [2003] , fusion is implicitly achieved by a Bayesian Graphical Model in which observed variables, here two microphone signals and the video pixels, are modeled as depending from hidden variables denoting the target positions and the audio and video noise. Considering the decision-level fusion scheme, in Strobel et al. [2001] , audio and video data are processed separately by two independent Kalman filters; next, the two localization outputs are fed to a fusion stage that provides a final joint estimation. Interestingly, the fusion stage can be conceptually divided into two inverse Kalman filters, recovering the audio and video measurements, and a joint Kalman filter that takes as input the audio-video measurement vectors and yields the final estimation. In Megherbi et al. [2005] , audio and video localization outputs are fused together using Belief Theory [Ayoun and Smets 2001] . Moreover, Belief Theory has the advantage of being able to handle the problem of associating multiple audio and video data to multiple targets.
Beyond collaborative modality, audio and video devices can be exploited also in a master-slave configuration. When the master role is played by the microphone array, the slave is usually a Pan Tilt and Zoom (PTZ) camera that is rotated and focused on the location from which an interesting or alarming sound has been emitted [Chen et al. 2013; Q. N. Viet and Seol 2013] . By contrast, when the interest is focalized toward the direction where visual activity has been detected, the slave role is played by a microphone array [Menegatti et al. 2004 ] that is electronically pointed or simply by a single directional microphone mechanically moved analogously to the PTZ camera.
SITUATION ANALYSIS
With respect to the previously described tasks, situation analysis, also known as scene analysis, deals with audio data at a higher level of abstraction, trying to extract complex semantic concepts from the previous intermediate processing stages. Situation analysis generally involves the temporal and spatial integration of multiple data often acquired from several heterogeneous sensors. As an example, a relevant situation for surveillance, such as human aggression, involves several agents-at least an aggressor and an attacked subject-exhibiting anomalous behaviors (e.g., running, hitting, shouting) whose cues can be detected through audio and video modalities.
One-Layer Systems
Although conceptually different from sound classification or foreground extraction, situation analysis can be undertaken using similar statistical approaches. The most straightforward one consists in defining a finite set of states characterizing a given environment (e.g., normal traffic, queue or accident on a road, or normal activity and aggression in a public space) and inferring such states directly from a set of features extracted from the audio stream or audio-video stream through machine learning algorithms. According to this strategy, situation analysis is formally treated as a sound classification problem, where single sounds signals are substituted with more general scene descriptions. The approach was first addressed in the context of Computational Auditory Scene Recognition(CASR) [Peltonen et al. 2002] and [Eronen et al. 2006 ]. Differing from the typical CASR application (i.e., a moving device recognizing the different environments crossed), in situation analysis each state is defined by a different situation related to a single environment where fixed sensors are deployed (e.g., normal traffic or car crash in the same route). The complexity of audio signatures related to each situation or environment is greatly increased with respect to single sound sources because very different sounds may characterize, either alternatively or jointly, a single situation (e.g., siren and crashing in a car accident), and the same sound can be shared by different scenes (e.g., sound of running people can occur either in a normal situation or in a threatening one). For these reasons, performance is generally worse in comparison to the sound classification task.
Hierarchical Systems
A different approach exploits the inherent hierarchical structure of a scene, detecting first the single elements composing the scene, notably the single sound sources or the individual objects in a video case, and subsequently trying to fuse them in according to a given policy. The fusion stage can be addressed either by (i) explicit rules incorporating human knowledge about the relationship among single sound events in a given scene or (ii) a machine learning approach.
An example of the first strategy can be found in : First, basic audio events are modeled by a set of HMMs; second, audio events that are likely to occur simultaneously in an audio frame are grouped together defining a priori the transition probabilities among them and, assuming that each basic audio event can belong to multiple groups, each one identifying a different structured audio scene.
In Atrey et al. [2006a] , the detection of compound events is addressed by fusing information coming from multiple sensors. In particular, three fusion levels are defined: media stream level, atomic event level, and compound event level. In the first, features extracted from the data stream related to each sensor are stacked together (feature fusion level) and fed into a classifier in order to detect atomic events (e.g., walking, shouting, etc.). Second, each detector, related to just one sensor, yields a probability of detection for each atomic event. Such probabilities are fused together (decision fusion level) with a policy that considers both the different confidence levels of each sensor and the average level agreement of different sensors with respect to each atomic event. Third, probabilities of each compound event (e.g., a person running while another one shouts) are estimated by fusing the probabilities of the subset of atomic events that define a priori the given compound event (decision-level fusion). Detection of compound events is performed by a thresholding operation on the final probabilities. Such late thresholding policy allows one to achieve higher accuracy, exploiting all the information available, in comparison to early thresholding that discards atomic events with low probability or sensors with low confidence.
An example of the second strategy, which does not incorporate prior knowledge, can be found in Xiaoling and Layuan [2008] , where situation recognition is performed by a hierarchical Dynamic Bayesian Network (DBN), whose three hidden levels correspond, in descending order, to Situation event, Group event, and Single events, and the visible layer corresponds to audio and video cues. Since events at a given level can be regarded as the cues of the events at higher levels, all the statistical dependencies among different levels can be learned by a training procedure.
A hybrid approach, in which learned inferences are tuned according to prior knowledge, can be found in . In this work, scene semantic content is extracted by means of a two-layer neural network. Single sound events are detected through HMMs, and their duration and frequency in the audio sequence is used to calculate an input vector feeding the first layer of the neural network corresponding to the single event level. Then the weighted sum of the inputs gives the probability of occurrence of each scene in the second layer. Finally, weights are adjusted on the base of the a priori judged importance of the related events for the given scene.
Differing from the vast majority of CASR applications where multiple audio contexts have to be recognized, scene analysis in the surveillance field is often devoted to distinguishing between a normal situation and a specific relevant situation strongly related to a single environment. For example, detection of aggression in a public space [Zajdel et al. 2007; Andersson et al. 2010] or human intrusion in a private indoor space [Menegatti et al. 2004; Zieger et al. 2009 ] have been addressed in the literature. In greater detail, in Zajdel et al. [2007] an aggression detection system in a railway station has been devised based on a combined audio-video system. The audio part distinguishes normal speech from speech under strong stressing emotions, analyzing the pitch and spectral tilt of the audio sequence. The video part tracks pedestrians and calculates their body articulation energy, which is used as a visual feature of aggression. A separate system detects passing trains in order to exclude false alarms. Audio and video cues of aggression are subsequently fed into a DBN that encodes the probabilistic dependency between the aggression level of the scene and the aggression cues (feature level fusion). The output of the DBN is the estimated time-dependent aggression level in the scene.
In Andersson et al. [2010] , a sensor set including two video cameras, a thermal camera, and an array of microphones is employed to detect fights in outdoor urban environments. Audio and video streams are first processed separately: Two HMMs modeling normal and abnormal audio events, together with audio features specifically targeted for abnormal vocal reactions, are employed to reveal human sound associated with panic or aggression. Conversely, video streams, both visual and thermal, are used to estimate crowd size and activity. Information on crowd state and human voice are used as observations by a further HMM whose states model calm motions or slightly increased activities (i.e., normal situations). Hence, low likelihood values for a given observation set denote abnormal, aggression-like situations.
In Giannakopoulos et al. [2010] , audio and video features are extracted and fed separately into two Bayesian networks whose outputs give the probability associated with two video classes (normal and high activity) and seven audio classes (including violent and nonviolent ones). Subsequently, such probabilities are considered as higher level features and fed into a nearest-neighbor classifier, which yields the final classification between violent and nonviolent activity. The fusion strategy in Andersson et al. [2010] and Giannakopoulos et al. [2010] can be considered halfway between featureand decision-level fusion since the output of the first-stage classification represents both the decision related to a given class (semantically different from the final ones) and the higher level features for the final classifier. In Menegatti et al. [2004] , intruder detection in a dynamic indoor environment (e.g., the storage room of a shipping company) is addressed by means of audio and video static sensors and a mobile robot. The static cameras detect a moving object in the image, communicating its position to the robot and the static microphone arrays. Microphones arrays are electronically steered toward the moving object, and footsteps of the likely person are recorded and analyzed by a set of HMMs aimed at distinguishing between several known persons or an unknown one. The person is then tracked by microphone arrays, and the information on the person's location from both audio and video static sensors is fused together (feature fusion) and used to guide the robot toward the target person. In Zieger et al. [2009] , a heuristic strategy is devised to distinguish an actual intrusion in a room from false alarms generated by both ground noise coming from outside the room (road traffic, trains) or noise generated by static objects in the room (fridge pump, heating system). A network of microphones pairs is deployed in the room; each couple is able to measure the sound direction of arrival within a limited range. If a sound energy increase is detected but no definite direction of arrival can be measured by any of the microphone pairs, the sound is discarded as likely to be diffused from outside the room. On the contrary, if a clear direction of arrival is measured, a counter is incremented. Each microphone couple can increment the counter just once, so that a sound produced by a static object within the pair's range causes just one increment of the counter. When the counter exceeds a predefined threshold, becoming higher than the maximum number of noisy objects in the room, an intrusion is detected.
Intrusion detection is also addressed in Castro et al. [2011] using a heterogeneous sensor network composed of microphones, video cameras, and proximity sensors. The focus of this work is on the integration of mid-level single-sensor output, such as people tracking, glass breaking detection, and the like by means of ontologies, fuzzy logic, and expert systems in order to get a semantic interpretation of the scene and trigger an alarm that also signifies its degree of confidence and other useful cues.
Other environment-specific methods concern security in public transportation, in particular small vehicles [Kim and Ko 2011] and trains [Pham et al. 2010; Vu et al. 2006 ]. In Kim and Ko [2011] , a system for detecting abnormal situations in small vehicular environments is proposed. A first processing stage classifies each audio frame into a given class drawn from two subsets of normal and abnormal events. Next, an abnormal situation is detected if the ratio of abnormal events in the whole audio sequence is higher than a predefined threshold. The method proposed in Pham et al. [2010] is aimed not only at detecting an alarming event occurrence but also at identifying the person causing the event. To this end, an audio-video sensor network is deployed in a train coach: A set of microphones located along the ceiling of the coach detects and locates alarming audio events such as shouts or spray bombs, sending a warning to the human operator together with the image of the video camera closest to the audio event. After the human operator has selected the suspected person in the image, he is automatically tracked from video. When the person approaches a frontal camera, a further image is sent to the operator to permit face identification. A priori knowledge on the geometry of the environment is exploited for both audio localization and video tracking. Because the system involves interaction with a human operator to identify the person to be tracked, it cannot be considered truly automated. By contrast, in Vu et al. [2006] , a fully automatic surveillance system based on audio-video sensor networks is proposed. The audio module detects alarming audio events while the video module identifies and tracks all people and moving objects in the scene. The situation analysis is performed by heavily relying on a priori knowledge of the environment, including 3D geometry, static objects positions, physical properties, and functionalities. Furthermore, a set of composite events is explicitly defined including the physical objects involved; the sub-events constituting the compound event; the sub-events not allowed during the compound event; and a set of logical, spatial, and temporal constraints among all events. Compound event detection is achieved by searching all the possible combinations of objects and sub-events detected and checking whether the given combinations satisfy the defined constraints. However, to avoid computationally unfeasible combinatorial explosion of sub-events, compound events are limited to the combination of at most two sub-events, this fact representing the major limitation of this promising approach.
A very specific task is addressed in , the detection of kidnapping from a vehicle of a given person (supposedly a "Very Important Person"). The framework is very preliminary and implies an extended network of heterogeneous sensors, including a Bluetooth wearable device that triggers the alarm when removed from the car, thermal and video cameras monitoring the scene, and acoustic devices that detect and localize shouts and abrupt impulsive sounds like gunshots. An alarm is finally delivered to a human operator, thus joining all the multimodal cues (decision level).
An overall summary of the taxonomy for situation analysis methods is displayed in Figure 9 . In Table V, a summarizing scheme that focuses on the several different audio situations (reported in the papers so far described) and related classification methods are reported. Finally, in Table VI , the set of features employed for situation analysis is reported together with the related references. As for the classification task, frequencyand cepstrum-based cues play a definitely major role due to their descriptive power, whereas other kinds of features seem to be of marginal use. It is worth noting how biologically inspired features concern mainly nonverbal signals (emotions) encoded in speech.
AUDIO FEATURES
As mentioned in the introduction, a plethora of audio features has been devised in the past decades in the field of sound detection and classification. A large part of these was developed for specific tasks such as speech recognition [Hunt et al. 1980 ], speaker recognition [Reynolds 1994 ], music classification [Tzanetakis and Cook 2002] , or music/speech discrimination [Scheirer and Slaney 1997] , and a relevant subset was later transferred to the audio surveillance context. To guide the reader through such a vast feature landscape, we rely on the comprehensive survey recently proposed in Fig. 9 . Taxonomy for situation analysis methods, with pros and cons added for each category of approach. Mitrovic et al. [2010] . In this survey, a taxonomy is devised to describe audio features in a task-independent manner. Here, we focus on the feature subsets actually employed in audio surveillance, detailing their use in the four macro-tasks so far discussed (background subtraction, audio events classification, source localization and tracking, situation analysis) and discussing several related issues such as computational load, expressivity, redundancy, robustness to noise, and others.
Generally speaking, audio features are aimed at encoding a high dimensional signal (typically an audio frame is made up of hundreds or even thousands of samples) into a small set of values that encapsulate information useful for the detection or classification task while discarding noise and redundancies. The taxonomy adopted in this survey subdivides audio features into six classes, namely temporal, spectral, time-frequencybased, cepstrum-based, energy-based, and biologically or perceptually driven.
The classification criterion for the first four classes is based on the intermediate signal representation from which features are extracted. In particular, temporal features are directly extracted from the signal samples or, more generally, from a time domain representation of the signal, such as the autocorrelation function. Spectral features are extracted from the signal spectrum, typically from its power modulus. Time-frequency features are extracted from a bidimensional representation function of time and frequency, like a spectrogram, or time-and-scale, like wavelets. The 2D representation provides a rich amount of structure, useful, for example, when looking at spectral variation over time. Moreover, the 2D representation of the signal has recently encouraged the application of features borrowed from the image analysis domain. 
Event typology
Reference Celebration HMM combination ], Two-layer neural network ] Excitement HMM combination ] Dynamic Bayesian Network [Zajdel et al. 2007 ], Two-layer neural network ] Greetings Dynamic Bayesian Network [Zajdel et al. 2007 ] HOME: bathroom GMM [Peltonen et al. 2002] , HMM [Eronen et al. 2006 ], K-NN [Peltonen et al. 2002 ] OFFICES/MEETING ROOMS/QUIET PLACES: Office, lecture, meeting, library, multi-person motion activity, multi-person speaking activity, using the projector, human presence activity, intrusion GMM [Peltonen et al. 2002] , HMM [Eronen et al. 2006; Menegatti et al. 2004] , dynamic Bayesian Network [Xiaoling and Layuan 2008] , K-NN [Peltonen et al. 2002] OUTDOORS: street, road, nature, construction site GMM [Peltonen et al. 2002] , HMM [Eronen et al. 2006 ], HMM combination ], K-NN [Peltonen et al. 2002] , Two-layer neural network ] PUBLIC/SOCIAL PLACES: restaurant, café, supermarket GMM [Peltonen et al. 2002] , HMM [Eronen et al. 2006 ], K-NN [Peltonen et al. 2002] REVERBERANT: church, railway station, subway station GMM [Peltonen et al. 2002] , HMM [Eronen et al. 2006 ], K-NN [Peltonen et al. 2002] VEHICLES: car, bus, train, subway train, traffic accident GMM [Peltonen et al. 2002] , HMM [Eronen et al. 2006 ] HMM combination ], K-NN [Peltonen et al. 2002] , Two-layer neural network ] VIOLENCE: Aggression, fight Dynamic Bayesian Network [Zajdel et al. 2007 ], HMM [Andersson et al. 2010 ], Bayesian Network [Giannakopoulos et al. 2010 ], K-NN [Giannakopoulos et al. 2010 ] Vocal events VS non vocal event GMM for basic events + aggregation and thresholding [Atrey et al. 2006b ] Situation typologies and related classification strategies adopted in the literature. Names in capital letters indicate scenarios where multiple situations have been taken into account with the same framework.
Cepstrum-based features are grounded on cepstrum, a nonlinear transformation of the spectrum that allows one to compactly represent the spectrum envelope, discarding fine variations across close frequency bins (e.g., the exact location of the harmonics in a periodic signal). Energy-based features deserve a separate class since their calculation is typically not associated with a given signal representation (energy can be extracted from a time signal, spectrum, cepstrum, and so on). Energy-based features are more involved in the foreground extraction or tracking task, whereas they tend to be discarded for classification since, generally, they cause an increase in intraclass variation. Finally, biologically or perceptually driven features represent a class orthogonal to the previous ones: They can be grounded on temporal, spectral, time-frequency, or cepstral representations but share a common inspiration from the psychophysiology of the human auditory and/or vocal apparatus. In particular, they can be subdivided into three subclasses: (i) features mimicking the processing of the human auditory system, in particular cochlear filtering; (ii) features reproducing the psychological perception of auditory cues; and (iii) features built according to the physical behavior of the human vocal tract, the latter being limited to encoding vocal sounds. Since the same audio features are often shared by the four macro-tasks defined in the previous sections, we unify their description in the following. However, a set of four tables is displayed for each of the four tasks in the corresponding sections of this article. In each table, just the 
Class
Short Description Reference Time ZCR Eronen et al. 2006; Giannakopoulos et al. 2010 ] Waveform min and max [Andersson et al. 2010 ] Frequency
Spectral centroid Eronen et al. 2006; Clavel et al. 2008 ] Spectral Roll-off [Eronen et al. 2006; Giannakopoulos et al. 2010 ] Band energy ratio (BER) Eronen et al. 2006 ] Bandwidth Eronen et al. 2006 [Clavel et al. 2008] Summary of features for situation analysis: First column indicates the feature class according to the taxonomy defined in Section 6, second column reports feature names, and third column reports references of works where they are employed.
features employed for the specific task are reported, organizing them by the taxonomy just defined and reporting the related references for each item.
Finally, a large number of the features here described has been previously gathered into two large corpora of audio features aimed at encoding generic sounds: the MPEG-7 standard [Chang et al. 2001 ] and the CUIDADO project [Vinet et al. 2002] . In this review, the possible inclusion of each feature in these corpora will be highlighted.
Time
-Zero Crossing Rate (ZCR): Number of times the sign of the signal changes in a given frame. It captures information on the dominant frequency within the frame. Strongly correlated with the spectral centroid. Used jointly with more complex features (e.g., MFCC, Wavelets). Size = 1. -Autocorrelation Coefficients: Samples of the autocorrelation function calculated by convolving the signal by itself. Autocorrelation is often employed as an intermediate representation from which other features can be extracted (see below). Size depends on the autocorrelation window. -Correlation-based Features: Periodicity, correlation slope, decrease, and rolloff. Periodicity is calculated as the maximum local peak of normalized signal autocorrelation. Useful to discriminate between periodic signals (e.g., periodicity of a sinus wave = 1) and aperiodic signals (e.g., periodicity of white noise = 0). Slope, decrease, and roll-off are similar to the corresponding spectral features but calculated from the autocorrelation rather than the spectrum. They are suited for describing the distribution of the energy over several time lags. For impulse-like noises (e.g., gunshots), energy is concentrated in the first time lags, whereas for harmonic sources (e.g., screams) energy is distributed over a higher number of time lags ]. Size of each feature = 1. -Pitch Range Features: Features extracted from the autocorrelation function evaluated on subsequent time windows. From each autocorrelation function, the pitch is estimated as the inverse of the delay between the first and second highest positive peaks. Pitch range is then calculated as the ratio between the maximum and minimum pitch or the ratio between pitch standard deviation and pitch mean value. Pitch information is complementary to MFCC that encodes a spectrum envelope; therefore their joint use seems to considerably boost performance, especially on non-speech sound classification [Uzkent et al. 2012 as the amount of decrease in the spectral amplitude with frequency. Computed by linear regression of spectral amplitude. Spectral decrease is the perceptual version of spectral slope. Spectral tilt is similar to spectral slope but is calculated as the ratio of energies in the spectrum's lower portion (e.g., below 500Hz) and higher portion [Zajdel et al. 2007 ]. Included in CUIDADO corpus. Size = 1. -Spectral Roll-off: Frequency below which a fixed ratio of the power spectrum is present (typically 95% percentile). Useful to discriminate between voiced and unvoiced speech. Size = 1. -Spectral Flatness: Measure of noisiness/sinusoidality of the signal. Calculated as the ratio of the geometric mean to the arithmetic mean of the spectrum energy. Size = 1. -Pitch Ratio or Harmonicity: In a fully periodic signal, the spectrum energy is located at the fundamental frequency (the pitch) and its multiples (the harmonics), whereas in an aperiodic signal, energy is spread over all the signal band. This feature measures the degree of periodicity in a signal. Size = 1. -Fundamental Frequency: In a periodic signal, this is equal to the inverse of the period. In a general signal, this is correlated with spectral centroid and ZCR. Included in MPEG-7 corpus. Size = 1.
-Interaural Phase Difference (IPD): Difference in the phase of the spectra of two signals acquired by a couple of microphones. If the two signals are generated from a single audio source, phase difference is proportional to the delay in the sound time of arrival at the two microphones. Mainly used for localization and tracking tasks. Size = number of frequency bins.
Most of the previous spectral features that model spectrum shape are used jointly with higher size features (e.g., MFCC, DWT). Poor performance is expected if each is taken alone due to its intrinsically low dimensionality.
Cepstrum
-Mel Frequency Cepstral Coefficients (MFCC):
The cepstrum is the Discrete Cosine Transform of the log-magnitude of the signal spectrum. The Mel-cepstrum is calculated on the outputs of a Mel-frequency filter bank rather than directly on the spectrum. A Mel-frequency filter bank is built according to the Mel scale, a nonlinear frequency scale corresponding to a perceptually linear pitch scale, and is characterized by a linear portion at low frequencies and a logarithmic portion at high frequencies.
MFCCs are the first coefficients of the Mel-cepstrum (typically excluding the first one that accounts for the signal energy). MFCCs provide a compact representation of the spectral envelope (formant structure), discarding fine cues like positions of the spectral peaks (harmonic structure). Originally proposed in the context of speech-speaker recognition and successfully adapted to environmental sound recognition, MFCCs are not suited for modeling noise-like flat spectrum sounds, like rain or insects. High-order coefficients usually include more information regarding environmental signals in comparison to speech [Kim and Ko 2011] . Often used in combination with simpler spectral and temporal features (ZCR, spectral centroid, roll-off, etc. [Hoiem et al. 2005; Cowling and Sitte 2003]: Fourier transform applied to subsequent (possibly overlapped) frames. PCA is used in Cowling and Sitte [2003] to reduce feature space dimensionality. In Hoiem et al. [2005] , STFT is used as intermediate representation to extract more synthetic features (e.g., mean and standard deviation [ST of each frequency bin, bandwidth, number of peaks in a time window, etc.). -Wavelet Coefficients: Wavelet transform produces a joint time-frequency representation of the signal, allowing frequency-dependent time resolution. Thus, it is possible to locate the onset of a given frequency band at a given time in the signal. Wavelet coefficients as well as the other time-frequency features generally have high cardinality. To reduce the feature space, PCA is usually applied [Cowling and Sitte 2003; Rabaoui et al. 2008] or coefficients are pooled over time (e.g., extracting mean, STD, number of peaks), discarding in this way the temporal structure of the signal [Rabaoui et al. 2008 [Rabaoui et al. , 2009 [Istrate et al. 2006; Vacher et al. 2004] ). [Clavel et al. 2008] . Prosodic Group includes Pitch, Intensity Contour, and Duration of Voiced Trajectory; Voice Quality Group includes jitter (pitch modulation), shimmer (amplitude modulation), unvoiced rate (proportion of unvoiced frames in a sequence), and Harmonic-to-Noise Ratio (HNR) (proportion of periodic vs. nonperiodic signal).
-Narrow Band Autocorrelation Features: Features extracted from narrowband autocorrelation functions. Signal is first filtered by a filter bank whose central frequencies are spaced according to the Mel scale (mimicking the perceptual pitch). An autocorrelation function is calculated for each filter output, and four features are extracted from each autocorrelation. The four features are the intensity of the first positive peak, the time delay between first and second peak, the intensity of the second positive peak, and the duration of the envelope at −10 dB. They are related to four primary perceptual qualities of the sound, respectively: loudness, pitch, timbre, and duration. Overcomes both MFCC and DWT features on a small-scale classification task of non-speech signals [Valero and Alias 2012a] . Size = 4 times size of filterbank.
Feature Selection and Feature Learning
The current state of art in audio surveillance and more generally in pattern recognition problems applied to audio signals does not allow one to draw an ultimate conclusion on the best feature or the best feature set to use in detection and classification tasks irrespective of the kind of audio sources involved. The naive idea of stacking together as many features as possible to boost performance clashes against the well-known curse of dimensionality. To solve this issue, the dimensionality of the feature space can be reduced with standard techniques like PCA or ICA [Cowling and Sitte 2003] , or a feature selection process can be instantiated. To this end, in Zhou et al. [2008] , Zhuang et al. [2010] , and Hoiem et al. [2005] the Adaboost meta-algorithm is employed to select an optimal subset of features. In detail, each single feature is associated to a weak-learner, and the final strong-learner output is given by a weighted sum of the weak-learners outputs. After the training phase, selection of the best N features is performed by simply looking at the highest N weights. The rationale is that if a weak learner is associated with a high weight, the corresponding feature will play an important role in the classification or detection task. With respect to feature space reduction techniques like PCA and ICA, feature selection has the advantage of being a supervised method that takes into account data labels. Beyond reduction and selection, a more principled way to optimize the feature set consists in learning features from scratch directly from the data. Concerning audio data, it has been noticed that audio events with a semantic meaning (e.g., human voice) are often composed of a sequence of nonsemantic atomic units with a stable and well-defined acoustic signature. In practice, atomic units are easier to classify but do not correspond to meaningful classes from a human-interpretative point of view. Moreover, audio events are much harder to classify due to the fact that audio units generally do not occur in a predefined order (think of the phonemes in a human voice). An interesting way to cope with this issue is to learn audio units from the data, for example by some clustering procedure, and subsequently evaluate the number of occurrences in the audio stream for each audio unit and then use such number as a high-level feature. The approach is very similar to the bag-of-words [Grauman and Darrell 2005] method, widely adopted in computer vision, where a codebook of visual words is learned by clustering the set of image patches extracted from the image dataset. Next, a histogram of word occurrences is calculated by increasing, for each patch, the histogram bin of the word closest to the patch itself; finally, the histogram is fed to a standard classifier. The bag-of-words approach is directly translated into bag-of-aural-word in Carletti et al. [2013] , where the role of the patches is played by audio segments, allowing one to cope with complex audio sequences made of multiple distinct audio units whose order is unknown. Moreover, robustness is achieved in the presence of background noise since the classifier can learn to ignore the corresponding words. The study is focused on a limited set of classes of interest in an audio surveillance context (scream, gunshot, breaking glass) mixed with background noise. A more complex approach is devised in Kumar et al. [2012] , where the inner temporal structure of each audio segment also is taken into account. In particular, a set of audio units is modeled in an unsupervised way by a set of HMMs able to translate the audio stream into a sequence of audio units whose histogram is fed to a random forest classifier.
In Conte et al. [2012] , each audio segment is directly classified into a predefined set of classes by the LVQ algorithm, and the degree of confidence is estimated for each classification. At the sequence level, only the frames with a high confidence are taken into account and the final label is assigned on the base of the majority voting among the high-confidence frames. Moreover, if the winning class is close to the second, winning the whole sequence is classified as uncertain. Unlike the previous approaches, here each audio segment is associated with the same set of semantic concepts (the classes) under which the whole audio sequence is classified.
A completely unsupervised approach suited for event detection is devised in Chin and Burred [2012] . The audio sequence is transformed into a multidimensional sequence of symbols extracted by a dictionary learning procedure (either by PCA or Nonnegative Matrix Factorization). From this sequence, audio events, represented as recurring onsets of audio structures immersed in background, are detected by adopting a Motif Discovery algorithm borrowed from analysis of DNA sequences.
Finally, in some approaches, the codebook is not learned from the data but fixed a priori, typically as a set of time-frequency-scale bases. For example, in Rabaoui et al. [2009] , the dictionary is composed of Gabor atoms: For each audio sequence, the atom subset best approximating the signal is found by matching pursuit. Final features are then extracted as the mean and variance of frequency and scale of the atom subset. A fixed dictionary provides better generalization properties with respect to a learned dictionary at the cost of an overcomplete dictionary of greater size.
OPEN PROBLEMS
Audio surveillance is a relatively novel field and so are the problems that come with it. In this final section, we take into account the open issues related to the four previous tasks characterizing audio surveillance, as well as more specific problems including fusion of audio and video, privacy and encryption, and adversarial settings. For each argument, we tried to highlight not only the unsolved issues but also possible solutions, suggesting to the community future research directions often based on knowledge transfer from other topics related to audio, video, and signal processing.
-Background Subtraction: The issue of the background subtraction, despite received a considerable attention in the literature (as reported in Section 2), cannot be considered solved. As mentioned in the introduction, the main challenges concerning audio background subtraction are the rapidly varying, nondeterministic nature of audio signals and the fact that foreground sounds are often temporally overlapped with background when acquired from a single microphone. Concerning a persistent audio background, we have to distinguish between two specific subtasks: Remove the background signal from the overall acquired signal leaving only the possible foreground signals and detecting the presence of foreground immersed in background. The first subtask is definitely more challenging and can be considered solved only for very specific nearly deterministic background sounds like the low-frequency hum of machinery [Boll 1979 ]. By contrast, for nondeterministic sounds like rainfall, we can try to either adaptively filter the overall signal, suppressing the frequency components where background is dominant [Chen et al. 2006] , and/or apply source separation techniques that exploit prior knowledge on background and foreground statistics to decouple them [Roweis 2000 ]. However, even state-of-art methods on source separation and filtering have limited effectiveness in the presence of high-energy spread spectrum signals (like rainfall or wind). The second subtask (i.e., the detection of foreground immersed in background) is less critical, but it requires that background and background + foreground statistics are sufficiently diverse in some domain. This requirement can be hard to fulfil in the presence of a high-energy background (e.g., rainfall or highly congested roads).
Concerning intermittent background ambient noise, the accuracy of background subtraction is mainly limited by two factors: the amount of available data needed to reliably model the statistics of background and foreground sounds (either by offline or online learning) and the intrinsic diversity of foreground and background. More generally, a limiting factor in evaluating the performance of background subtraction methods is the absence of available large public datasets delivered to the community as shared benchmarks. In fact, each new published method [Ntalampiras et al. 2011; Ito et al. 2009; Lecomte et al. 2011; Chu et al. 2009b ] is typically evaluated on a restricted, ad hoc dataset with no more than ten or twenty classes and limited to specific domains (urban outdoor, apartments, etc.) that don't allow one to draw general conclusions. Instead, a shared, large-scale benchmark dataset would make clear what events could effectively be absorbed in a background model and which events could be detected even when immersed in a noisy environment. Once such a dataset is published, the open challenges and the solved problems will be clearer. -Audio Classification: Open problems affecting audio are partially overlapped with those related to background subtraction. First, differing from video and image classification, no large database corpus has been defined as a shared benchmark to test the different classification methods on a high number of audio classes reflecting a realistically complex environment. As a consequence, it is very difficult to rank the various methodologies proposed in literature. Second, the great part of methods assumes that just one event is present in a given time window, possibly overlapped with generic noise. However, in almost all real situations, the audio signal is a mixture of many overlapped sounds. The use of microphone networks can achieve some degree of spatial separation using techniques seen in Section 4, but, in complex environments characterized by multiple sources close each other, this is not sufficient.
An alternative two-step approach relying on a single microphone could be employed, first unmixing the overlapped sources by means of source separation techniques [Roweis 2000; Benaroya et al. 2006 ] and next classifying each signal obtained from the unmixing procedure. This approach, however, could be suboptimal due to the signal distortions introduced by the unmixing step. An attractive option based on a more recent trend in classification is given by so-called multilabel classification [Tsoumakas and Katakis 2006] . In multilabel classification, each sound signal used for training is associated with a vector of labels [0, 1] or positive numbers indicating the absence/presence of a given sound class or its quantitative contribution to the overall sound signal. Therefore, in the testing phase, the classifier provides in a natural way a multiple classification, revealing the set of sound sources contributing to the audio signal in the current time frame, without requiring an explicit separation stage. Multilabel classification has been already applied to sounds in restricted domains, like music [Trohidis et al. 2008] or bird [Briggs et al. 2012] classification. However, to the best of our knowledge, this approach has never been applied to mixtures of heterogeneous sounds typical of audio surveillance. -Audio Source Localization and Tracking: Localization and tracking in audio surveillance often has to cope with highly complex setups from an acoustic point of view. Some relevant examples are given by detection and monitoring of harmful events like fights or vandalism in a crowded and noisy large space such as a concert venue or during a sport event in a stadium. In this kind of situation, multiple nonstationary sound events occur together and close each other, often with a relevant degree of reverberation and immersed in high-energy diffuse environmental noise. Thus, localization and tracking of a given target or event becomes extremely challenging, requiring at the same time high spatial resolution, robustness to reverberation and environmental noise, and the ability to deal with multitarget localization of spatially and temporally overlapped sources. To the best of our knowledge, no current method is able to fulfil all these requirements at the same time, and even state-of-art works on audio localization and tracking are tested on setups that are far simpler than the -mentioned ones.
In this context, a promising research direction is given by multimodal localization, exploiting the complementary information of microphone, standard video cameras, and other sensors such as thermal cameras or near-infrared cameras. -Situation Analysis: Since semantic interpretation of a scene is the ultimate goal of every automated surveillance system, the related open issues are generally placed on a more abstract level than the concrete sensory modality adopted. Moreover, given the challenging complexity of the task, the greater part of situation analysis methods exploits the complementary capabilities of multimodal sensors, whereas methods based on audio only constitute a minor research trend.
The main limitation of current research in this field is the extreme fragmentation of approaches, leading to ad hoc solutions often based on heuristics tailored to particular applications like intrusion in private indoor space [Menegatti et al. 2004] , security in public transportation [Pham et al. 2010] , or even kidnapping ]. All these approaches lack generalization capability and likely require careful tuning of several parameters by a human operator, thereby raising doubts on their practical application. From this point of view, advancements could be given by recent proposals not closely related to audio for robust semantic scene understanding in surveillance. Among them, hierarchical semantic processing with multiple-layer networks [Bruckner et al. 2012] , semantic context mining [Zhang et al. 2013] , and ontology-based methodologies [Fernández et al. 2011 ] could be cited as promising approaches.
A second issue, strongly related to the previous one, is the difficulty in ranking and comparing method performance. This problem has multiple causes: Among them, the lack of large-scale multimodal datasets made available to the research community, the ambuiguity inherent to the semantic interpretation of a scene, and the difficulty in defining quantitative metrics of evaluation shared across methods.
-Audio-Video Fusion: The main open issue concerning audio-video fusion is given by the heterogeneous nature of the two data that forces fusion to be performed at a higher level of abstraction (feature fusion ordecision fusion) than the raw data level. This could cause information loss and affect the precision of subsequent steps in the surveillance chain. An interesting option is given by acoustic cameras that produce a 2D map of sound intensity. Since a different acoustic map can be produced for each frequency band (or even for each frequency bin), an audio signal can be transformed into a 4D structure in which the first two dimensions are the image coordinates, the third one is given by the frequency bins, and the last denotes the sequence of time frames. This structure is analogous to a multichannel (e.g., RGB) video stream. By a geometric mapping [O'Donovan et al. 2007] , it is possible to achieve a pixel-to-pixel correspondence between an audio image from the acoustic camera and a video image from a standard optical camera, thus obtaining a multichannel acoustic-optic image in which the channels are given by RGB plus the audio frequency bands. In this way, sound and video can be naturally fused together at the data level.
Despite the great potential, the use of commercially available acoustic cameras [http://www.norsonic.com/en/products/acousticcamera; http://www.gfaitech.com/de/ products/akustische-kamera.html] is mainly limited to industrial testing or soundlevel measurements in architecture, and their employment in surveillance has not been investigated yet.
-Privacy and Audio Encryption: A major problem related to audio surveillance is that of privacy, an issue far less explored than the privacy problems that affect imagery: The fact is that placing microphones in public places may certainly trigger privacy debates, which in turn may restrain the diffusion of audio surveillance technology. (Interception and disclosure of wire, oral, or electronic communications is prohibited under US Federal Law, Title 18, Part 1, chapter 19, section 2511, 2012.) Microphones may potentially acquire a person's voice which, together with his way of speaking, is commonly considered a unique characteristic of an individual [Pathak et al. 2013 ]. The issue of audio signals and privacy became a hot topic in the early years of audio processing for surveillance, with a seminal book by Petersen [2002] . The crucial node of the debate is that, in general, the surreptitious acquisition of personal data from ordinary citizens without their explicit consent is generally prohibited. In many states of the US, citizens who audio record parties without consent may be subject to arrest or prosecution. If video recording collects audio, it is subject to these same statutes (Kaminski, Margot E., Drone Federalism: Civilian Drones and the Things They Carry (April 26, 2013) . 4 California Law Review Circuit 57 (2013)). Obviously, these restrictions are different in the case of law enforcement subjects, where certain permissions are required to allow the collection audio signals, but, in any casem these aspects still represent hot topics of discussion in the law community [Carolan 2012 ]. The presence of audio in social networks and the use that third parties can make of it is another case that further complicates the situation, in practice redefining the concept of privacy [Odoemelam 2015] . It is worth noting, however, that the emphasis is on the use of the raw audio signal as acquired by the microphones, whereas the use of the audio signal after it has been processed in some way is a new matter for law studies [Schwartz and Reidenberg 1996; Nissenbaum 2010] . In particular, privacy concerning audio signals can assume two different meanings. In the first, less restrictive one, the informative content of speech is preserved but the speaker is made not unrecognizable. This can be achieved as a by-product of speakerindependent speech recognition methods in which an intermediate processing step extracts features that allow utterances to be decoupled from vocal cues characterizing the speaker [Cohen et al. 1995; Zhao 1994 ]. In the second case, the meaning of the speech content is removed. To this end, some methods have been proposed [Chen et al. 2008 ] to dramatically decrease speech intelligibility while preserving environmental sounds. Apart from specific methods devoted to obscuring speaker identity or speech informative content, note that a number of features commonly used for audio surveillance do not allow the listener to recover the original signal and thus speech information. This is certainly true for very simple features, like energy or ZCR, whereas it is questionable for more informative features like MFCC or ensembles of simple features. The problem of determining which ensembles of features allows speech recovery remains an open issue. More generally, the focus of interest is on understanding the methods that certainly can anonymize the audio signal; to the best of our knowledge, this problem received scarce attention in the literature despite many patents on the subject having already been published [McFarland and Jain 2012] . Provided that these methods exist and can be easily applied, it is necessary either for the processing of the audio signal to be contemporary to its source to avoid the transmission of sensible data [Bharucha et al. 2006] or that robust encryption mechanisms [Nichols and Lekkas 2002; Pathak et al. 2013; Cichowski and Czyzewski 2012] are employed during transmission. To this end, audio scrambling methods may be an attractive option for secure audio data transmission [Yan et al. 2008; Madain et al. 2014; Oo and Onoye 2014] . -Adversarial Setting: Another open problem is represented by adversarial settings that may fool the audio surveillance system. To the best of our knowledge, no study dealing with the acoustic medium has been published so far, apart from those approaches that focus on voice imitation [Zetterholm 2003 [Zetterholm , 2009 ]. Therefore, we may only speculate on potential threats. A first adversarial setting is characterized by intentional damage to audio devices. While surveillance cameras are enclosed in protective shells to prevent damage from vandalism, the same approach is not so easy for microphones. In fact, materials that are both acoustically transparent and resistant to attacks are, to our knowledge, not available. Therefore there will be a tradeoff between the degree of protection of the acoustic device and the unavoidable decrease in sensitivity due to loss of energy experienced by the acoustic wave as it propagates through the protective shell. A different solution could be to place the microphones in a safe zone, sufficiently far from potential attacks, but, again, this will result in a decrease of SNR since the acoustic wave loses energy with distance due to spherical propagation.
Another possibility for the adversary is to produce sounds that fool the surveillance system. Three options are possible. The first is to produce a very loud noise that saturates the acoustic sensor, making it temporarily unable to detect and localize other sounds. This is similar to pointing a strong light at a camera, thus blinding it to the scene. In the case of a camera, however, the abnormality of the event can be easily identified and a generic alarm can be launched even if the exact location of the malicious agent is not available. A second, more sophisticated option is to generate multiple distracting noise sources, possibly placed at different locations in order to make the sound environment more difficult to deal with. In this second case, the ability of the malicious agent lies in mimicking a normal, yet complex acoustic setting in order to prevent not only the localization of the source of interest but also the detection of an abnormal sound landscape. A third option, similar to camouflage in video, could be simply to minimize the sound self-produced by the intruder by making its intensity lower than the environmental noise. The feasibility of this option is strongly dependent on the kind of environment being monitored. Isolated and silent premises are far more challenging for the potential intruder than a crowded urban place or a high-traffic road.
Note that a number of works address adversarial settings on a more abstract level that can be decoupled from the actual device employed. For example, in Singh and Kankanhalli [2009] , Barni and Pérez-González [2013] , and Barni and Tondi [2013] , adversary-aware surveillance is studied in the game theory framework, formulating it as a noncollaborative game in which a player (e.g., the intruder) has to trespass a forbidden zone or steal something by fooling the surveillance system, and another player, the surveillance system, has to identify or locate the intruder to prevent him from performing his malicious task. Given the high level of abstraction, such approaches could be in principle applied to audio surveillance, providing that concrete actions available for audio devices have been defined.
CONCLUSIONS
In this article, we presented an overview of automated surveillance methods based on or including audio devices.
This work has two relevant features that make it different from and attractive with respect to other literature reviews on similar topics. First, it proposes a global taxonomy encompassing all the typical tasks of a surveillance systems, from the low-level ones like background subtraction to the semantic analysis of a whole scene. This has never been done before for the audio sensory modality. Second, it is application oriented: For each proposed method, pros and cons are discussed with respect to the needs and challenges that characterize a surveillance scenario. Moreover, although the majority of the described methods were originally proposed for surveillance and monitoring applications, this review includes also more general works that may likely have an impact on future developments in the field. Beyond the general taxonomy, a set of tables and diagrams provides the reader with quick hints concerning the best methods to adopt for very specific tasks or operating conditions. In conclusion, we hope that this application-oriented analysis may help speed up advances in audio-based automated surveillance and lead to the design of complete systems able to face all the discussed tasks simultaneously and provide, at the same time, convincing and robust performance.
