We develop a new approach for the Anderson localization problem. The implementation of this method yields strong numerical evidence leading to a (surprising to many) conjecture: The two dimensional discrete random Schrödinger operator with small disorder allows states that are dynamically delocalized with positive probability. This approach is based on a recent result by Abakumov-Liaw-Poltoratski which is rooted in the study of spectral behavior under rank-one perturbations, and states that every non-zero vector is almost surely cyclic for the singular part of the operator.
Introduction
In 1958 P. W. Anderson [Anderson 1958 ] suggested that sufficiently large impurities in a semiconductor could lead to spatial localization of electrons, called Anderson localization. Although many physicists consider the problem solved, many mathematical questions with striking physical relevance remain open. The field has grown into a rich mathematical theory (see [Germinet-Klein-Schenker 2007] and [Ghribi-Hislop-Klopp 2007] for the study of different Anderson models; for refined notions of Anderson localization see [del Rio-Jitomirskaya-Last-Simon 1986] and [Last 2007]) .
We consider the discrete random Schrödinger operator in dimension d which is given by the selfadjoint operator
Here δ i ∈ l 2 (Z d ) assumes the value 1 in the i−th entry, i = (i 1 , i 2 , . . . , i d ), and zero in all other entries (see equation (4) below for an example in two dimensions). The random variables ω i are i.i.d. with uniform distribution in [−c, c] , i.e. according to the probability distribution P = (2c) −1 Π i χ [−c,c] dx.
The Laplacian describes a crystal with atoms located at the integer lattice points Z d . Adding the random part can be interpreted as having the atoms being not perfectly on the lattice points, but randomly displaced.
This paper pertains to one of the "weaker" definitions of localization which is equivalent to the property that the spectrum of the operator is almost surely purely singular.
It is known that for d = 1, Anderson localization is produced by random disorders of any strength and at all energies (analytic proof, see e.g. [Cycon-Froese-Kirsh-Simon 1987] , [Carmona-Lacroix 1990] , or [Figotin-Pastur 1991] ).
For d ≥ 2, localization is proved analytically for disorders c above a certain dimension-dependent threshold c d . The first result of this type can be found in [Fröhlich-Spencer 1983] . Simpler proofs and better constants can be found in [Aizenman-Molchanov 1993] as well as [Simon 1994B] .
Diffusion may hence only occur for small disorder c. This is precisely the question we are addressing: Does the two dimensional discrete random Schrödinger operator exhibit Anderson localization for small disorder with non-zero probability?
The main contribution of this paper is the introduction of a new numerical approach, and its implementation for the two dimensional discrete random Schrödinger operator. This application supports the following conjecture which overthrows the widely spread belief that localization takes place for random disorders of any strength. Conjecture 1.1 (Delocalization conjecture). For disorder c 0.7, the two dimensional discrete random Schrödinger operator does not exhibit Anderson localization with positive probability; in the sense that it has non-zero absolutely continuous spectrum with positive probability. In particular, we do not have dynamical localization with positive probability for small disorder.
While this conjecture is based on deep analytical results, we included an explicit statement of the main tool, see Corollary 3.3, so that the applied numerical sections 4 through 7 are essentially self-contained. We would like to point out the important feature of this Corollary which makes a numerical experiment feasible: It suffices to track the evolution (under the random Hamiltonian) of just one vector! In Section 2, we introduce Anderson-type Hamiltonians, a very general notion of Anderson model which includes many of those studied in literature. The methods described within this paper can be extended to most Anderson-type Hamiltonians. We further explain the notion of singular and absolutely continuous spectrum, as well as the corresponding parts of the operator. In Section 3 we state an improvement, Theorem 3.1, of a result by Jaksic and Last concerning the cyclicity of vectors for the Anderson-type Hamiltonian. We further explain how analytic results are used to prove the main tool, Corollary 3.3. Section 4 is devoted to a description of the numerical experiment. A summary of numerical results and the conclusions can be found in Section 5. In Section 6 we verify the performance of the method in many examples, e.g. for large disorder, for the free/unperturbed two dimensional discrete Schrödinger operator, for the one dimensional discrete random Schrödinger operator. We further include an investigation of the distribution of energies after repeated application of the random operator of a wave packet initially located at the origin. We briefly remark on computing and memory requirements in Section 7.
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Preliminaries

Anderson-type Hamiltonians, discrete Schrödinger operator
While the numerical experiment within pertains to the discrete random Schrödinger operator, we define so-called Anderson-type Hamiltonians which were first introduced in [Jakšić-Last 2000] . The advantage of making this general definition is that this notion is a generalization of many Anderson models discussed in literature. In particular, the method described within this paper can be applied to many other interesting Anderson models.
For n ∈ N consider the probability space Ω n = (R, B, µ n ), where B is the Borel sigma-algebra on R and µ n is a Borel probability measure. Let Ω = ∞ n=0 Ω n be a product space with the probability measure P on Ω introduced as the product measure of the corresponding measures on Ω n on the product sigma-algebra A. The elements of Ω are points in R ∞ , ω = (ω 1 , ω 2 , ...) for ω n ∈ Ω n . Let H be a separable Hilbert space and let {ϕ n } n∈N be a countable collection of unit vectors in H. For each ω ∈ Ω define an Anderson-type Hamiltonian on H as a self-adjoint operator formally given by
Except for degenerate cases, the perturbation V ω is almost surely a non-compact operator. It is hence not possible to apply results from classical perturbation theory to study the spectra of H ω , see e.g. [Birman-Solomjak 1986] and [Kato 1980 ].
In the case of an orthogonal sequence {ϕ n }, this operator was studied in [Jakšić-Last 2000] and [Jakšić-Last 2006] . Probably the most important special case of an Anderson-type Hamiltonian is the discrete random Schrödinger operator on l 2 (Z d )
Singular and absolutely continuous parts of normal operators
Recall that an operator in a separable Hilbert space is called normal if T * T = T T * . By the spectral theorem operator T is unitarily equivalent to M z , multiplication by the independent variable z, in a direct sum of Hilbert spaces
where µ is a scalar positive measure on C. The measure µ is called a scalar spectral measure of T .
If T is a unitary or self-adjoint operator, its spectral measure µ is supported on the unit circle or on the real line, respectively. Via Radon decomposition, µ can be decomposed into a singular and absolutely continuous parts µ = µ s +µ ac . The singular component µ s can be further split into singular continuous and pure point parts. For unitary or self-adjoint T we denote by T ac the restriction of T to its absolutely continuous part, i.e. T ac is unitarily equivalent to M t ⊕ H(t)dµac(t) . Similarly, define the singular, singular continuous and the pure point parts of T , denoted by T s , T sc and T pp , respectively.
Theoretical background and the main tool
Let us explain how the main theoretical tool used to indicate delocalization, Corollary 3.3, is deduced from the following theorem. Let us remind the reader that we use the term delocalization to mean the existence of absolutely continuous spectrum almost surely, and that such delocalization implies dynamical delocalization.
A sequence {ϕ n } ⊂ H is called a representing system, if every vector ϕ ∈ H can be represented as a series ϕ = a n ϕ n that converges with respect to the norm of H. Note that, bases are representing systems. However, unlike in the case of a basis, a representation of a vector need not be unique.
We use the following Theorem, see [Abakumov-Liaw-Poltoratskiȋ 2012] .
Theorem 3.1. Let H ω be the Anderson-type Hamiltonian introduced in equation (1). Suppose that the probability measure P is a product of absolutely continuous measures and {ϕ n } is a representing system in H. Assume that there exists a vector ψ ∈ H that is cyclic for H ω , P-almost surely. Then any non-zero ϕ ∈ H is cyclic for H ω , P-almost surely.
It is well-known that if an Anderson-type Hamiltonian H ω is purely singular almost surely then it is cyclic almost surely. Equivalently, if such an operator is not cyclic with positive probability, then there are energies which are diffusive with non-zero probability. A proof of almost-sure cyclicity of the singular part (H ω ) s and almost-sure cyclicity of certain specific vectors can be found in [Jakšić-Last 2006] and for the discrete Schrödinger operator in [Simon 1994A] . Together with the latter theorem and the fact that the δ n form a basis of l 2 (Z d ) we obtain the following result. The following two statements were formulated by A. Poltoratski (private communications). In other words, fix 0 = f ∈ H. If H ω has purely singular spectrum almost surely, then for all v ∈ H with norm v H = 1 the distance from the vector v to the span of the orbit of f under the operator is zero with respect to P-almost surely, i.e. with respect to P-almost surely
More specifically, we will apply the following immediate consequence.
Corollary 3.3. Consider the discrete random Schrödinger operator given by equations (1) and (2) in dimension d = 2. Let ω i , i ∈ Z 2 , be i.i.d. random variables with uniform (Lebesgue) distribution on [−c, c], c > 0. To prove delocalization (i.e. the existence of absolutely continuous spectrum with positive probability), it suffices to find c > 0 for which the distance
with positive probability.
Remark 3.4. The converse of Corollary 3.3 is not true. Hence we cannot draw any conclusions, if the distance between a fixed (unit) vector and the subspace generated by the orbit of another vector tends to zero. In particular, we cannot conclude that there must be localization. Even if we show (3) for many or 'all' vectors (instead of just δ 11 ), it could be possible that the absolutely continuous part has multiplicity one and that δ 00 is cyclic, that is,
Method of numerical experiment
Let us explain the computational approach used to indicate diffusion. Consider the discrete Schrödinger operator given by (1) and (2) with random variable ω distributed according to the hypotheses of Corollary 3.3. Fix the vectors δ 00 ∈ l 2 (Z 2 ) and δ 11 ∈ l 2 (Z 2 ), that is 
Notice that D n ω,c := dist(δ 11 , span{H k ω δ 00 : k = 0, 1, 2, . . . , n}) simply describes the distance between the unit vector δ 11 and the subspace obtained taking the closure of the span of the vectors δ 00 , H ω δ 00 , H 2 ω δ 00 , . . . , H n ω δ 00 . In virtue of Corollary 3.3, we obtain delocalization, if we can find c > 0 for which (3) happens with non-zero probability.
In the numerical experiment, we initially fix c and fix one computer-generated realization of the random variable ω (with distribution in accordance to the hypotheses of Corollary 3.3). We then calculate the distances D n ω,c for n ∈ {0, 1, 2, . . .}. In Subsection 4.2 (below) we describe the numerical approach used to compute D While those results at this point looked fairly promising, they were not yet satisfactory. Most of all they do not provide a reliable estimate for the limit D ω,c . In order to obtain such an estimate for D ω,c , we re-scaled the horizontal axis in Figure 1 by a negative power n −a (power of the reciprocal, so that the horizontal axis is reverted) and approximated the resulting graph by a line.
The re-scaled graph is shown in Figure 2 . Subsection 4.3 contains information about the choice of the re-scaling factor and explains why, for appropriately small disorders, the graph does not decay to zero, e.g. logarithmically. The subtleties of choosing the re-scaling parameter a are the reason why we do not expect delocalization with probability one in the Delocalization Conjecture 1.1, but rather with non-zero probability. This decision is explained further in Subsection 4.3
The value of D ω,c is estimated by the y−intercept y ω,c of the approximating line.
Since the re-scaled graphs in Figure 2 were sometimes rather noisy (e.g. a line through the steeper sections of the graph has a lower y−intercept), we decided to include a lower estimate L ω,c for y ω,c given by the minimum y−intercept of the lines passing through any two consecutive points.
Summarizing the last few steps, we have
Finally, we repeat the experiment for many values of c and many computer-generated realizations for the random variable ω. Concerning the different realizations, throughout we took the minimum of y ω,c and L ω,c over all the different computer-generated realizations of ω. Roughly the goal is to show that for some c > 0, the limits D ω,c are bounded away from zero for many realizations ω. 
When to fix the realization ω
In the experiments described here, we had fixed c and ω at the beginning. For fixed c = 0.1, we also computed several cases for which we chose a different realization ω each time we applied he random operator. In other words, for c = 0.1 we fix countably many realizations of ω each independently distributed and each in accordance with Corollary 3.3. Let those realizations be denoted by ω i , i ∈ N. Then we compute the distance between δ 11 and the closure of the span of the vectors δ 00 , H ω1 δ 00 , H ω2 (H ω1 δ 00 ), H ω3 (H ω2 H ω1 δ 00 ), etc. The results obtained from this setup agreed very well with the ones described in Section 5 below.
Computing the distance
For fixed n and ω let us briefly explain the computational approach to obtain D Let us find an orthonormal basis for X n+1 . According to the Gram-Schmidt orthogonalization process, we define m n+1 to be the unit vector in the direction of
The following proposition says that all but the two last terms in the sum are zero. We learned this fact and its proof from a conversation with M. Hastings. This simplification reduces the required memory by the order n (from O(n 3 ) to O(n 2 )).
Proposition 4.1. The vector H ω m n is orthogonal to m l for all l = 0, 1, 2, . . . , n − 2.
Although this result seems to be well-known to the physics community, we include the short proof by mathematical induction on n.
Proof. Consider n = 2. Assume that we have computed the orthonormal vectors m 0 , m 1 and m 2 (via the Gram-Schmidt orthogonalization process). Since the operator is self-adjoint, we have < H ω m 2 , m 0 >=< m 2 , H ω m 0 >. Since m 1 = H ω m 0 − < H ω m 0 , m 0 > m 0 and because m 2 is orthogonal to m 0 and m 2 , we obtain
Assume that the statement of the proposition is true for some n − 1 ≥ 2. It remains to show that the statement is true for n. Assume that we have computed an orthonormal sequence m 0 , m 1 , . . . , m n . For l ≤ n − 2, it suffices to show that < H ω m n , m l >= 0. By following the argument for the base case, we obtain < H ω m n , m l >=< m n , H ω m l >= m n , m l+1 + < H ω m l , m l > m l . The latter expression equals zero, because we assumed l ≤ n − 2 and the orthogonality assumption on m 0 , m 1 , . . . , m n .
According to the latter proposition we take m n+1 to be the unit vector in the direction of
ω,c of the vector δ 11 to the subspace X n+1 equals the Euclidean norm
ω,c = e n+1 2 with e n+1 = δ 11 − P n+1 δ 11 ,
and where P n+1 denotes the orthogonal projection from l 2 (Z 2 ) onto X n+1 . A little more analysis allows us to simplify the latter expression. The following expression is closely related to the dimensionless scaling parameter that occurs in the so-called Thouless criterion. Proof. By the definition of the m n 's, the vectors e k are recursively given by e 0 = δ 11 and e n+1 = e n − < e n , m n+1 > m n+1 .
We use this same recursive definition for e n in the inner product and the fact that the m n form an orthonormal sequence to obtain e n+1 = e n − < (e n−1 − < e n−1 , m n > m n ), m n+1 > m n+1 = e n − < e n−1 , m n+1 > m n+1 .
Repeated application of this argument yields that
e n+1 = e n − < e 0 , m n+1 > m n+1 = e n − < δ 11 , m n+1 > m n+1 .
We proceed to replace e n by its recursive definition and so on, until we obtain
The proposition follows from equation (6) and the Pythagorean Theorem, since the m l form an orthonormal sequence and all of them are orthogonal to e n+1 . Also notice that δ 11 2 = 1.
Choice of the re-scaling parameter
For each fixed c and ω, the re-scaling exponent a is chosen so that the re-scaled graph of the distance function (see Figure 2) satisfies the least square property; that is, the error when approximating the graph by a line is minimal. With this exponent we then find the corresponding linear approximation for the re-scaled distance function.
We include an extract of the table of best re-scaling exponents a which satisfy the least square property for our data. As the values for y ω,c were not very sensitively dependent on the precise value of a, we used a rather coarse mesh a = 0.05 : 0.05 : 0.85 and refined using a = 0.01 : 0.01 : 0.05, if the best re-scaling exponent was below 0.05. Each entry in the table corresponds to a different realization of the random variable ω. The N/A indicates that for this particular realization, even the re-scaling parameter a = 0.02 yields a concave graph. For this realization, we do not obtain any information. For values of c 1.2 many realizations did not yield a reasonable best fit parameter a. No statement can be made for such disorders.
Since we can only investigate finitely many randomizations, and one of the realizations for a fairly small value of c = 0.15 yielded an inconclusive result, we decided to conjecture delocalization with non-zero probability in the Delocalization Conjecture 1.1, rather than almost surely.
The existence of a positive re-scaling factor implies that the graph in Figure 1 will not decay to zero, e.g. logarithmically. Indeed, if we use a re-scaling factor smaller than the one in the table will result in a 'globally concave' graph for the distances D n ω,c . In this case, the y−intercept of the line lies below the value expected for D ∞ ω,c .
Conclusions
As mentioned in Section 4, for a fixed c we chose many realizations ω. We took the minimum of the resulting quantities for L ω,c and y ω,c (the y−intercept of the approximating line and the minimum y−intercept of the lines passing through any two consecutive points, respectively). Figure 3 shows L ω,c and y ω,c as a function of c. Being rather cautious, we say that a negative value for y ω,c indicates that the orbit of δ 00 may not span the whole space. Hence the final conclusion of this numerical experiment is precisely the Delocalization Conjecture 1.1.
As it was explained in the remark following Corollary 3.3, we cannot conclude localization even if y ω,c < 0. Therefore, the experiments do not imply localization for larger values of c.
Further supporting the credibility of the method and the numerical experiments
Apart from the usual tests (the program is running stably, checking all subroutines, many verifications for small n) , we have also tested the code and versions for other models: the free/unperturbed two dimensional Schrödinger operator and the one dimensional random Schrödinger operator. We briefly summarize the results, in order to provide verification for the correctness of method and code. Further, we provide information of the energy distribution in terms of the distance from the origin of the evolution of the vector δ 00 , describing how a wave packet which was initially located at the origin changes as time progresses. 
Free discrete two dimensional Schrödinger operator
When we apply the free discrete Schrödinger operator H = H 0 to the vector δ 00 , it immediately becomes clear that Hδ 00 as well as all vectors H n δ 00 , n ∈ N ∪ {0}, are symmetric with respect to the origin. In dimension d = 2, it is not hard to see that the distance between δ 11 and the orbit of δ 00 under H is at least √ 3/2 ≈ 0.8660. Indeed, we have dist(δ 11 , clos span{H n δ 00 : n ∈ N ∪ {0}}) > min
where 
In the experiments for the free discrete two dimensional Schrödinger operator we obtained a y−intercept of the approximating line approximately equals 0.8867. The re-scaled graph of distances still had a very convex shape, so the actual distance as n → ∞ would be bigger. In fact, we have extracted from Figure 
Verifying localization for the one dimensional random Schrödinger operator
Consider the discrete random Schrödinger operator in one dimension, see e.g. equations (1) and (2) with d = 1. For this operator, it is well known that localization occurs for random disorders of all strengths (in particular, for small values of c) and at all energies. We have adopted and applied this computational approach for the discrete random Schrödinger operator in one dimension. Figure 5 shows a typical re-scaled graph of the distance While we know by the remark following Corollary 3.3 that this experiment does not allow us to conclude that there is localization, the result still provides support for the credibility of the method at hand as well as the numerical design.
Diffusion of energy for small values of c
We present the distribution of energies of a wave packet initially located at the origin as the random operator is repeatedly applied. By distribution of energies, we mean how much of the energy is located at which 'distance' from the origin.
For example, in order to obtain how much energy of the vector m k (defined in Subsection 4.2) is at 'distance' 2 from the origin, we use the elements of m k which are located on the diamond for which 
has entries equal to 2. The energy E(2, k) of the vector m k at 'distance' 2 from the origin is equal to the Euclidean norm over the elements in this diamond. In general, we have
for the energy E(l, k) of the vector m k at 'distance' l from the origin. Here (m k ) i,j refers to the (i, j)−entry of the 2 × 2− matrix m k . By small modifications of our programs, we have extracted the location of the energy the vector δ 00 evolves under the random Hamiltonian for the values c = .1, c = 1 and c = 5 of disorder, see Figure 8 . In accordance with our Delocalization Conjecture 1.1, the energy for small disorder is far away from the origin whereas it is concentrated close to the origin for large disorder.
Figures 6 and 7 shows the energy distribution of H n ω δ 00 for n = 2999 for values of c ranging from c = .1 to c = 1. Again, the fact that the energy for small disorder is far away from the origin whereas it shifts much closer to the origin as the disorder increases, supports Delocalization Conjecture 1.1.
Both figures are the averages obtained from two realizations for each value of c. And again, Figure 6 : For c = 0.05 we show E(l, n), i.e. the evolution of the energy distribution of H n ω,c δ 00 for the diamonds at distance l from the origin. Notice that the energy travels far out from the origin (the diagonal is the farthest possible). 
Precision
The results are not a phenomenon of numerical errors (e.g. round off errors that sum up over time). Indeed, we compared our results with those of a double precision computation. The results agreed very well.
On computing and memory requirements
The implementation uses memory rather efficiently, so that the numerical experiments were mainly limited by the length of the computation. On the rather small machines available to us, it took 8 1/2 hours to complete one realization for one value of c. Since we need to include many realizations of the random variable and many values of c, it took even several units a considerable time to finish all the computations.
In order to compute D n ω described in Section 4, our code requires order n 2 (i.e. O(n 2 )) memory. Indeed, in order to carry out the Gram-Schmidt orthogonalization process described in Subsection 4.2, we must store matrices of size O(n) × O(n). The corresponding code for the d−dimensional discrete random Schrödinger operator will require memory size of order O(n d ). The random Schrödinger operator on the (dyadic) tree uses memory of O(2 n ). With the resources available to us, memory restrictions would only allow us to compute up to n ≈ 27 for the tree. In this case, we cannot produce sufficient data to support the fact that the discrete random Schrödinger operator on the tree does indeed exhibit delocalization.
