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Abstract—Potential of electrical loads in providing grid ancil-
lary services is often limited due to the uncertainties associated
with the load behavior. A knowledge of the expected uncertainties
with a load control program would invariably yield to better
informed control policies, opening up the possibility of extract-
ing the maximal load control potential without affecting grid
operations. In the context of frequency responsive load control,
a probabilistic uncertainty analysis framework is presented to
quantify the expected error between the target and actual load
response, under uncertainties in the load dynamics. A closed-
form expression of an optimal demand flexibility, minimizing the
expected error in actual and committed flexibility, is provided.
Analytical results are validated through Monte Carlo simulations
of ensembles of electric water heaters.
I. INTRODUCTION
In the electrical power grid, any imbalance in the generation
and load results in a change in the system frequency (excess
supply increases frequency while excess demand reduces it).
Grid operators employ various frequency control resources
(e.g. speed governors, spinning reserves) that can act at
different time-scales (e.g. sub-second to minutes) to arrest
any changes in the frequency, and restore normalcy. With an
increase in the penetration of renewable generation, the impor-
tance of adequate (and cost-effective) frequency response ac-
tions is expected to grow even further [1], [2]. Electrical loads
can often provide a much faster, cleaner and less expensive
alternative to the traditional frequency responsive resources.
The use of demand flexibility for frequency response has been
explored both in the academia and the industry [3]–[13].
Of particular interest to this article is the decentralized
control of loads to provide primary frequency response. Tra-
ditionally generators are equipped with speed governors that
use a ‘droop curve’ to increase (/decrease) the mechanical
torque into the generator rotor when the frequency is less
(/greater) than desired, thereby increasing (/decreasing) the
generator electrical power output. Because of the short time of
response (of the order of 1-10 s), any load control algorithm
providing primary response is likely to be distributed (and,
possibly, hierarchical) in nature, whereby each load in an
ensemble monitors the grid frequency and decides to change
its power consumption (e.g. switch on/off) autonomously. Note
that a completely decentralized and autonomous response by
the loads in an ensemble to a frequency event can easily lead
to synchronization thereby causing potential instabilities in the
grid. Thus often a hierarchical distributed control architecture
is conceptualized in which a supervisor (e.g. a load aggregator)
is tasked with dispersing the response of the loads across the
ensemble so that some desirable collective behavior is attained.
Dispersion of load response can be achieved in multiple ways,
e.g. dispersion in time (by assigning to each load specific time-
intervals in which to respond [14]), or dispersion in frequency
(by assigning to each load specific frequency thresholds to
respond to [15]–[18]). The frequency dispersion method has
certain advantage as it can be designed to achieve certain
power-frequency droop-like response thereby allowing easier
integration of such frequency-responsive resources in the grid
planning operation.
However, load behavior, unlike spinning reserves and other
traditional frequency control resources, is usually uncertain
and unpredictable. While spinning reserves are always ready
to respond to frequency events, loads are expected to supply
certain local demand, which determines their availability for
frequency response. ‘Energy-driven’ loads, such as any type
of thermal loads (air-conditioners, electric water-heaters), for
which the local demand is reliant on the energy consumption
over a duration, offers greater flexibility and availability for
frequency response. Availability of these loads to respond to
frequency events is strongly influenced by their dynamics. A
grid operator needs to be aware of such uncertainties regarding
the load dynamic behavior in order to appropriately dispatch
a mix of frequency responsive resources (spinning reserves,
responsive load ensembles) during operations.
In this article, we consider an ensemble of electric water-
heaters offering frequency response services to the grid op-
erator. In a hierarchical framework a load aggregator assigns
to each participating device a frequency threshold in order
to coordinate the ensemble response to frequency events.
The goal of this article is to analyze the uncertainties in
such schemes arising due to load dynamic behavior. Sec. II
describes the systems and the control problem. Sec. III presents
the a way to estimate the ensemble response under load
uncertainties, while Sec. IV presents the numerical simulation
results. Finally we conclude the article in Sec. V.
II. SYSTEM DESCRIPTION
A. Load Model
In this article, we consider electric water-heaters (EWHs)
as the example of flexible loads providing frequency response.
EWHs offer an attractive option for flexible demand response,
due to several reasons, including 1) strong correlation between
EWH demand profile and the usual daily load patterns; and
2) the relatively high percentage of domestic electrical loads
that the EWHs represent. Depending on the requirements,
the water temerature dynamics of an EWH can be modeled
at varying details [19]. For our purpose, it suffices to use
the ‘one-mass’ thermal model which assumes the temperature
inside the water-tank is spatially uniform (valid when the tank
is nearly full or nearly empty) [20]:
T˙w(t) = −a(t)Tw(t) + b(s(t), t) , (1)
where, a(t) :=
1
Cw
(m˙(t)Cp +W ) ,
& b(s(t), t) :=
1
Cw
(s(t)Qe + m˙(t)Cp Tin(t) +W Ta(t)) .
Tw denotes the temperature of the water in the tank, and s(t)
denotes a switching variable which determines whether the
EWH is drawing power (s(t) = 1 or ‘on’) or not (s(t) = 0
or ‘off’). The rest of the notations are listed in Table I, along
with (the range of) their typical values used in this paper.
Unless otherwise specified, the parameters are assumed to be
uniformly distributed in the given range of values, except the
hot water-flow rate (m˙) which is assumed to follow certain
typical water draw profiles [20]. The state of the EWH (‘on’
or ‘off’) is determined by the switching condition:
s(t+) =


0 , if Tw(t) ≥ Tset + δT/2
1 , if Tw(t) ≤ Tset − δT/2
s(t) , otherwise
, (2)
where Tset is the temperature set-point of the EWH with a
deadband width of δT . The electric power consumed by the
EWH is a function of its operational state, given by s(t)P
where P denotes the (constant) power the EWH draws in its
‘on’ state. Typical values of the parameters Tset, δT and P
are also listed in Table I.
The EWH keeps switching between the two operational
states - ‘on’ and ‘off’ - to maintain the water tempera-
ture within the specified temperature deadband. If the initial
conditions and the parameters of the EWHs are randomly
distributed, the amount of the time an EWH spends in the
‘on’ state is also randomly distributed.
Definition 1: Let us denote by ∆on and ∆off the random
variables that represent the lengths of an ‘on’ and ‘off’ time-
period, respectively.
B. Ensemble Frequency Response
Consider an ensemble of N number of EWHs, such that
the i-th EWH, i∈{1, 2, . . . , N} , consumes power si(t)Pi at
any time t , where si(t) and Pi denote its switching variable
and power rating, respectively. The total power consumed by
the ensemble is
∀t : PΣ(t) :=
∑N
i=1
si(t)Pi =
∑
{∀i:si(t)=1}
Pi (3)
When this ensemble commits to an under-frequency re-
sponse, it is expected to decrease its power consumption by
turning off some of its devices if the frequency falls. Since
there are other frequency control mechanisms in-place, any
such ensemble of loads will be expected to respond to events
when the frequency is in a specific range. Thus a typical under-
frequency response curve would look like Fig. 1, where ωu and
ωl denote the upper and lower limits of the frequency range
assigned to the ensemble, and ω0 is the nominal frequency
(60Hz). Clearly, ωl < ωu ≤ ω0 . The target frequency
Fig. 1. Illustration of a power-frequency response curve.
response curve is a smooth line whose slope is determined
based on the number (and power consumption) of the EWHs
available to switch their states from ‘on’ to ‘off’. The actual
control is implemented by assigning frequency thresholds to
each EWH, such that each EWH can turn ‘off’ by monitoring
the frequency on its own (see [17], [18] for details). An over-
frequency response policy can be constructed in a similar way.
Remark 1: From hereon, let us focus our discussion to
the under-frequency response, with the understanding that an
extension to the over-frequency would be trivial.
In order to better explain the response policy, let us assume
that any given time t , St = {d1, d2, . . . , d|St|} represents the
set of indices of the ‘on’ EWHs, while |St| denotes the number
of ‘on’ EWHs. Without any loss of generality, let us assume
that the corresponding frequency thresholds {ωci (t)}
|St|
i=1 are
chosen in an ordered way so that,
ωl ≤ ω
c
|St|
(t) < · · · < ωc2(t) < ω
c
1(t) ≤ ωu.
One possible way to choose the frequency thresholds to
produce the target response curve in Fig. 1 is to assign
∀i ∈ {1, . . . , |St|} : ω
c
i (t) := ωu −
ωu − ωl
PΣ(t)
i∑
j=1
Pdj .
The available EWHs obey the following response policy:
∀i ∈ {1, . . . , |St|} : si(t
+) = 0 , if ω(t) ≤ ωci (t) , (4)
where si(t) = 1∀i ∈ {1, . . . , |St|} . Note that we have ignored,
for simplicity, any finite time-delay in the response. The
total power consumption of the ensemble under this response
policy, as illustrated in Fig. 1, is given by,
∀t : PΣ(t
+) = PΣ(t)−
∑
{∀di∈St:ωci (t)≥ω(t)}
Pdi . (5)
The key point here is that the values of the frequency
thresholds depend on the availability of the EWHs to turn
TABLE I
EWH MODEL PARAMETERS
Parameter Description Value (Range) Unit
Ta room temperature 75 ± 2.5 [oF]
Tin inlet water temperature 60 ± 2.5 [oF]
Tset temperature set-point 130 ± 5 [oF]
δT width of temperature hysteresis deadband 20 [oF]
Cw thermal capacitance of the water in the tank 417.11 [BTU/ oF]
Cp specific heat capacity of water 1 [BTU/ (lb-oF)]
W thermal conductance of the tank shell 3 ± 0.25 [BTU/ (oF-hr)]
Qe heating capacity of the resistor 15360 ± 1706 [BTU/ hr]
m˙ hot water flow rate – [lb/ hr]
P electric power consumed in ‘on’ state 4.5 ± 0.5 [kW]
‘off’ during a frequency event. However, continuous moni-
toring of the EWH states in an ensemble has high telemetry
requirements, along with potential privacy concerns (for the
EWH owners). A more viable option is to acquire and update
the EWH states information once (at the start of) every fixed
control time window, while using that information to estimate
the availability of the responsive EWHs during the control
window. Furthermore, if the control window is sufficiently
short (say, 5-15min), the probability that there are more than
one frequency events during a control window is negligibly
small. Therefore, in this paper, we will focus on the scenario
when the ensemble of EWHs will have to respond to at most
one frequency event in each control window.
C. Problem Statement
Consider a control window C = [t0, tf ) . At the start of
the control window, t = t0 , each EWH i ∈ {1, 2, . . . , N}
communicates to the load aggregator its power consumption
si(t0)Pi . Based on this information, the aggregator commits
to the grid operator certain flexibility (PΣ) for frequency re-
sponse over the control window. For under-frequency response
(Fig. 1), this amounts to committing to reduce the aggregate
power consumption by a maximum amount of PΣ over some
frequency range [ωl, ωu] in the form of a droop-curve.
The objective of this paper is to determine the ‘optimal’
value of the committed flexibility (denoted by PΣ
∗
) which
minimizes the maximal expectation of the squared relative
difference between the actual and committed flexibility during
a control window. Thus we seek the following:
PΣ
∗
:= argmin
P
Σ
[
sup
t∈C
E
{
ξ(t|t0)
2
}]
, (6a)
where, ξ(t|t0) :=
∣∣PΣ(t)− PΣ∣∣
PΣ
. (6b)
III. OPTIMAL FLEXIBILITY
The set of EWHs that are in the ‘on’-state at the start of a
control window C = [t0, tf ) is given by St0 ⊆ {1, 2, . . . , N} ,
with |St0 | being the number of ‘on’ EWHs at t = t0. Let us
define the probability that a randomly selected EWH is ‘on’
at any time t ∈ C by,
∀i : pon(t) := Pr (i ∈ St) = Pr (si(t) = 1) ∀t ∈ C . (7)
Clearly, pon(t0) = |St0 | /N . Let us assume that,
A1 The random variables representing the initial conditions
and parameters of the EWHs are: 1) drawn from the same
distribution, and 2) independent with each other.
Based on A1 we argue that the natural (driven by unforced
dynamics) ‘on’ and ‘off’ time-periods (∆on and ∆off , re-
spectively) of each EWH in the ensemble follow the same
probability density functions f∆on (·) and f∆off (·), respec-
tively. Let us assume,
A2 The length of the control window is sufficiently small
such that the EWHs can change their state of operation
at most only once during a control window.
Lemma 1: Probability that an EWH is ‘on’ at t ∈ C:
pon(t)=
|St0 |
N
−(t−t0)
[
αon
|St0 |
N
−αoff
(
1−
|St0 |
N
)]
, (8)
where αon :=
∫∞
tf−t0
f∆on (τ)dτ
τ
and αoff :=
∫∞
tf−t0
f∆off (τ) dτ
τ
.
Proof As per A2, there can be at most only one switching
(‘on’-to-‘off’ or ‘off’-to-‘on’). Thus pon(t) is given by,
pon(t0)Pr (i∈St | i ∈ St0)+(1−pon(t0))Pr (i∈St | i /∈ St0)
= pon(t0) · Pr
(
si(t˜)=1 ∀t˜∈(t0, t] | i ∈ St0
)
+ (1−pon(t0))·
(
1−Pr
(
si(t˜)=0 ∀t˜∈(t0, t] | i /∈ St0
))
,
where the first term denotes the probability that an EWH has
been ‘on’ throughout the time interval [t0, t] ; while the second
term denotes the probability that an EWH was ‘off’ at the start
but has switched once from ‘off’-to-‘on’ during the interval
(t0, t) .
Let us denote by τ0,i the random variable representing the
length of time the i-th EWH (i ∈ St0 ) had already spent
in the ‘on’ state at the start of the control window. Based
on the assumptionA1, it can be argued that the conditional
distribution of τ0,i , given the ‘on’ period ∆on,i = τ , is
uniform over the length of the ‘on’ period, i.e.
∀i : Pr (τ0,i ≤ v |∆on,i = τ ) = v/τ ∀v ∈ [0, τ ]
Therefore Pr
(
si(t˜)=1 ∀t˜∈(t0, t] | i ∈ St0
)
is given by,∫ ∞
t0−tf
Pr (τ0,i+t−t0 ≤ τ |∆on,i=τ ) f∆on(τ) dτ
=
∫ ∞
t0−tf
τ − t+ t0
τ
f∆on(τ) dτ = 1− (t− t0)αon ,
where the lower integral limit follows from A2, i.e. f∆on(τ) =
0 ∀τ < tf − t0 . Following similar arguments, we can argue
that the probability Pr
(
si(t˜)=0 ∀t˜∈(t0, t] | i /∈ St0
)
= 1−(t−
t0)αoff . This completes the proof.
Remark 2: Note that the probability of an EWH being ‘on’ is
affine in time, with a slope that depends on the values of αon
and αoff . While in some cases, with the exact knowledge
of the EWH models and parameters, it may be possible to
calculate αon and αoff analytically, it is likely that their values
would be estimated based on measurements. In this paper, we
will assume that αon and αoff are estimated online.
Lemma 2: The expected squared relative error between the
actual and committed flexibility, for any t ∈ C , is given by
E{ξ(t|t0)
2}=
N
N−1
[
1−
〈
P 2
〉
2PΣ 〈P 〉
−pon(t)(N−1)
〈P 〉
PΣ
]2
−
N
N−1
(
1−
〈
P 2
〉
2PΣ 〈P 〉
)2
+ 1 , (9)
where 〈P 〉 := E [Pi] ∀i and
〈
P 2
〉
:= E
[
P 2i
]
∀i .
Proof Note that E{ξ(t|t0)
2} =
E{P
Σ
(t)2}
P
Σ
2 − 2
E{P
Σ
(t)}
P
Σ
+ 1 ,
where
E{PΣ(t)}=
∑N
i=1
E{si(t)Pi}=N pon(t) 〈P 〉 ,
& E{PΣ(t)
2}=E
{∑N
i=1
si(t)P
2
i +
∑
i6=j
si(t)sj(t)PiPj
}
=N pon(t)
〈
P 2
〉
+N(N−1) pon(t)
2 〈P 〉
2
.
Here we use the fact that si(t)
2 = si(t) . The rest of follows
after simple algebraic manipulations.
Lemma 3: E
{
ξ(t|t0)
2
}
≤supt={t0,t−f }
E
{
ξ(t|t0)
2
}
∀t∈C .
Proof Note that ∂2E
{
ξ(t|t0)
2
}
/∂t2 is given by:
2N(N−1) 〈P 〉2
PΣ
2
(
αon
|St0 |
N
− αoff
(
1−
|St0 |
N
))2
≥ 0 .
Therefore the maximum of E
{
ξ(t|t0)
2
}
must occur either at
t = t0 or as t→ t
−
f .
We now present the main result of this paper:
Theorem 1: In (6), the optimal value of PΣ is given by,
PΣ
∗
=
〈
P 2
〉
2 〈P 〉
+ (N − 1)
(pon(t0) + pon(tf ))
2
〈P 〉. (10)
Proof We prove this by showing that the optimal solution of
(6) is attained when, for some PΣ , the values of E{ξ(t|t0)
2}
at t = t0 and t = t
−
f are same. In order to see that, first note
that twice differentiating E{ξ(t|t0)
2} w.r.t. PΣ , we get
∂2E
{
ξ(t|t0)
2
}
∂PΣ
2 =
2N pon(t) 〈P 〉
PΣ
3 > 0 . (11)
For every t , there exists a unique value of PΣ such that,
∀t : PΣ
t
:= argmin
P
Σ
[
E
{
ξ(t|t0)
2
}]
=
〈
P 2
〉
〈P 〉
+(N−1) pon(t)〈P 〉.
Also note from Lemma1 that pon(t) is affine in t , implying
that the values of PΣ
t
are distinct for every t .
We will now argue that, for any choice of PΣ so that
E{ξ(t0|t0)
2} 6= E{ξ(t−f |t0)
2} , there exists a better choice of
PΣ . To do that, let us consider the following scenarios:
• CASE 1: PΣ < min{PΣ
t0
, PΣ
t
−
f } . From (11), we see
that as we increase PΣ towards min{PΣ
t0
, PΣ
t
−
f } , the
values of both E{ξ(t0|t0)
2} and E{ξ(t−f |t0)
2} decrease
monotonically. Therefore optimal value of PΣ must be at
least as large as min{PΣ
t0
, PΣ
t
−
f } .
• CASE 2: PΣ > max{PΣ
t0
, PΣ
t
−
f } . In a similar way as
above, using (11), we can argue that the optimal value of
PΣ cannot be larger than max{PΣ
t0
, PΣ
t
−
f } .
• CASE 3: min{PΣ
t0
, PΣ
t
−
f } ≤ PΣ ≤ max{PΣ
t0
, PΣ
t
−
f } .
In such scenarios, if we increase (or, decrease) PΣ the
values of E{ξ(t0|t0)
2} and E{ξ(t−f |t0)
2} change in the
opposite directions. Because of continuity of the func-
tions, therefore, we argue that the optimal value of PΣ
lies between min{PΣ
t0
, PΣ
t
−
f } and max{PΣ
t0
, PΣ
t
−
f } ,
for which E{ξ(t0|t0)
2} = E{ξ(t−f |t0)
2} .
Based on the arguments above, the value of PΣ
∗
in (6) is
obtained by solving the following equation,
E{ξ(t0|t0)
2} = E{ξ(t−f |t0)
2}
=⇒
[
1−
〈
P 2
〉
2PΣ
∗
〈P 〉
−pon(t0)(N−1)
〈P 〉
PΣ
∗
]2
=
[
1−
〈
P 2
〉
2PΣ
∗
〈P 〉
−pon(tf )(N−1)
〈P 〉
PΣ
∗
]2
=⇒ PΣ
∗
=
〈
P 2
〉
2 〈P 〉
+ (N − 1)
(pon(t0) + pon(tf ))
2
〈P 〉.
This completes the proof.
IV. NUMERICAL RESULTS
Let us make some observation regarding the effect of water-
flow rates on the dynamics. Since the inlet water temperature is
lower than the temperature of the water in the tank (Table I),
the time an EWH spends in the ‘on’ state increases as the
inlet water-flow rate increases. In fact, if the water-flow rate is
high enough then the temperature in the water-tank decreases
even when in the ‘on’ state, and is likely to fall below the
hysteresis deadband [Tset−δT/2, Tset+δT/2]. Typical water-
heater usage profiles, as used in [20], are shown in Fig. 2). For
most of times (94.6%) the water-flow rates are zero (less than
50 lb/hr for 95% of the time). Furthermore, the high water-flow
5 10 15 20
time of day [hr]
0
1000
2000
3000
w
a
te
r-f
lo
w 
[lb
/hr
]
high usage
low usage
Fig. 2. Typical daily inlet water-flow profiles (high and low usage).
rates are usually intermittent and do not sustain for long. Thus
it is reasonable to assume that the EWHs commit for under-
frequency response only when the is water-flow rates are very
low (almost 95% of time), and the water temperature in the
tank is within the hysteresis deadband. Hence, for simplicity,
we assume that, for the participating EWHs, the water-flow
rates are zero and the tank water temperatures lie within the
hysteresis deadband.
Fig. 3 shows examples of how the ensemble size and the
fractions of EWHs initially ‘on’ affect the time evolution
of total power consumption over a window of 15min. In
Figs. 3(a)-3(c), all the EWHs were initially ‘on’, while the
ensemble size was varied from 10 to 1000. Note that as
the population size increases, the relative variability in the
power consumption (w.r.t. the power consumption at t = 0)
decreases. Figs. 3(d)-3(f) illustrate the evolution of total power
starting from varying fractions of EWHs that were initially
‘on’. When all EWHs were ‘on’ initially, the total power
decreases monotonically, but as the fraction of initially ‘on’
EWHs decreases the total power decay rate reduces, even
showing signs of increase in Fig. 3(f).
Based on these simulations, we can estimate the probability
of an EWH being on at any time instant over the control
window. Note from (8) that the probability of an EWH being
‘on’ at any point in time is a function of the fraction of EWHs
that were ‘on’ at the start and the distribution of ‘on’ and ‘off’
time-periods, but does not depend on the ensemble size. Fig. 5
shows the plot of evolution of the probability of an EWH
being ‘on’ (pon(t)) at any time during a control window, for
varying fractions (e.g. 1, 0.65, 0.3) of EWHs that are ‘on’ at
the start. The results are generated from an ensemble size of
50, although the curves are independent of the ensemble size
(recall (8)). Moreover, from these plots, we can estimate the
values of αon and αoff , by first computing the value of αon
from the line corresponding to pon(0) = 1 , and then use that
value to compute αoff from either of the other two lines. Thus
we calculate the following values,
αon = 0.019min
−1, αoff = 0.009min
−1. (12)
Finally, we present some plots on the mean (expected)
squared relative error, with respect to varying levels of flexibil-
ity commitment (towards frequency response) by an ensemble.
Fig. 4 shows the plots of mean squared relative errors at
varying levels of commitment, for three different ensemble
sizes (and different probabilities of being ‘on’ at the start),
computed numerically from 200 instances. From Fig. 4(a), we
observe that, at an aggressive level of commitment at 100%,
the mean squared relative error monotonically increases from
zero (at t = 0) to close to 10% towards the end of the
control window (at t = 15min). On the other hand, if the
load aggregator bids conservatively at 75%, the error value
is high (over 10%) at the start but monotonically decreases
until the end of the control window. The same pattern is
also observed in Figs. 4(b)-4(c). Results are also shown for
the optimal value of the committed flexibility (Theorem1),
calculated using the values of αon and αoff from 12. Both
the error values - 1) obtained from the analytical expression
in 2 and 2) computed numerically from 200 instances, are
shown in Fig. 4. We observe that the analytical and numerical
values match closely. Further, the maximal error is lowest at
the optimal flexibility level, at which level the error values
at both ends of the control window are (almost) equal, as
predicted in Theorem1.
V. CONCLUSION
In this paper we discuss a hierarchical control framework
whereby a load aggregator managing an ensemble of flexible
EWHs commits certain frequency responsive reserve to the
grid operator. At the start of a control window, each EWH
communicates its state of operation (‘on’ or ‘off’) to the
load aggregator. The load aggregator’s task is to estimate an
optimal commitment level such that the maximal expected
error between actual available reserve and the committed
reserve over the control window is minimal. We provide a
closed-form expression for the optimal flexibility that the load
aggregator should commit for frequency response services.
Simulation results are provided to validate the accuracy of
the theoretical findings. Future work will focus on extending
this analysis to wider class of flexible electrical loads.
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