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a b s t r a c t
Došlić and Måløy (2010) [2] obtained the extremal 6-cactus chains with respect to the
number of matchings and of independent sets. Motivated by the prior paper, in this paper
we give recurrences for matching polynomials of ortho-chains andmeta-chains, and show
that they are the h-cactus chains with the most matchings.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The objects nowadays known as cacti appeared in the scientific literaturemore than half a century ago. Their introduction
was motivated by papers of Husimi [10] and Riddell [12] dealing with cluster integrals in the theory of condensation in
statistical mechanics [14]. Besides statistical mechanics, where cacti and their generalizations serve as simplified models of
real lattices [11,13], the concept has also found applications in the theory of electrical and communication networks [16]
and in chemistry [9,15]. Farrell obtained a series of results on the matchings of cacti [4–7].
A cactus G is a connected graph in which each edge lies on at most one cycle. Therefore, each block in G is either an edge
or a cycle. An h-cactus is a cactus in which each block is an h-cycle. An h-cactus chain is an h-cactus in which each block
contains at most two cut-vertices and each cut-vertex lies in exactly two blocks. The number of blocks in an h-cactus chain
is the length of the chain.
Let G be an h-cactus chain of length n. If n > 1, then G has two end-blocks that each contains a unique cut-vertex; the
other blocks are internal. If C is an internal block in an h-cactus chain, then C is an ortho-cycle if the cut-vertices contained
in C are adjacent, and C is a meta-cycle if the cut-vertices have a common neighbor on the cycle. An h-cactus chain is ortho
ormeta if its internal blocks are all ortho or meta, respectively.
A subset M of the edges of a graph G is a matching of G if no two edges of M are incident in G. A matching of size k is a
k-matching. We denote by φk(G) the number of k-matchings of G, and consider φ0(G) = 1 and φk(G) = 0 if k > ν(G)where
ν(G) is the maximum size of a matching in G. The polynomial m(G; x) =∑ν(G)k=0 φk(G)xk, due to Hosoya [8], is the matching
polynomial of G. The number m(G; 1) of all matchings of G is the Hosoya index of G in chemical terms. The best review on
matching polynomials can be seen in [1].
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Fig. 1. On (ai−12 = ai1, i = 2, 3, . . . , n).
Došlić andMåløy [2] obtained the extremal 6-cactus chains with respect to the number of matchings and of independent
sets. Motivated by the prior paper, in this paper we give recurrences for matching polynomials of ortho-chains and meta-
chains, and show that they are the h-cactus chains with the most matchings.
2. Main results
A vertex u in a graph G is covered by a matching M in G if it is incident with an edge in M . The number of vertex in
G not covered by M is the deficiency of M . Denote by Nd(G) the number of matchings of G with deficiency d. Obviously,
φk(G) = Nn−2k(G). In this section, we denote by On andMn the ortho-chains and meta-chains of length n, respectively. The
following theorem explicitly gives the coefficients of the first three terms in the matching polynomial of On andMn.
Theorem 1. If Gn is On or Mn, then we have
(1) N(h−1)n+1(Gn) = 1;
(2) N(h−1)n−1(Gn) = hn;
(3) N(h−1)n−3(Gn) = h2n2−3hn−8n+82 .
Proof. Since Gn has n(h − 1) + 1 vertices and hn edges, (1) and (2) are clearly true. Let ε be the number of paths of
length 2 in Gn. Note that Gn has n − 1 vertices of degree 4, and the remaining n(h − 2) + 2 have degree 2. Therefore
ε = (n− 1)

4
2

+ n(h− 2)+ 2 = n(h+ 4)− 4, and (3) follows from simplifications of

hn
2

− ε. 
Let e and u be an edge and a vertex in G, respectively. We will denote by G − e the graph obtained from G by removing
edge e, and by G−u the graph obtained from G by removing vertex u (and all its incident edges). The following four lemmas
are due to Farrell [3] and will be used repeatedly.
Lemma 2. If v is a vertex in a graph G and N(v) is the set of the vertices adjacent to v, then m(G; x) = m(G − v; x) +
x
∑
u∈N(v)m(G− v − u; x).
Lemma 3. If G is a graph and uv ∈ E(G), then m(G; x) = m(G− uv; x)+ x ·m(G− u− v; x).
Lemma 4. If G is a graph with components G1, . . . ,Gk, then m(G; x) = m(G1; x) · · ·m(Gk; x).
Lemma 5. If Pn is a path on n vertices, then
(i) m(Pn) = m(Pn−1)+ xm(Pn−2);
(ii) m(Pm+n) = m(Pm)m(Pn)+ xm(Pm−1)m(Pn−1);
(iii) m(Pn; x) =∑⌊n/2⌋k=0  n−kk  xk.
We often writem(G) form(G; x) unless confusion arises. For n = 0, 1, 2 we can verify that the matching polynomials of
On andMn are equal, that is
m(O0) = m(M0) = 1;
m(O1) = m(M1) = m(Ch);
m(O2) = m(M2) = m(Ch)m(Ph−1)+ 2xm(Ph−1)m(Ph−2).
Theorem 6. If n ≥ 2, then
(1) m(On) = [2m(Ph−1)−m(Ph−2)]m(On−1)+ [2xm2(Ph−2)− xm(Ph−3)m(Ph−1)]m(On−2);
(2) m(Mn) = [2m(Ph−1)−m(Ph−3)]m(Mn−1)+ [2xm(Ph−2)m(Ph−3)− xm(Ph−1)m(Ph−4)− xm(Ph−1)m(Ph−3)]m(Mn−2).
Proof. Suppose that the h-cactus chain On is as in Fig. 1, where Ci is its ith block and ai1 and a
i
2 are the first and second
cut-vertices on Ci (2 ≤ i ≤ n− 1). If n = 2 then we can easily verify that (1) is true. So we next assume n ≥ 3. Deleting the
edge an1a
n
2 of Cn, Lemmas 3 and 4 yield
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Fig. 2. An .
m(On) = m(On − an1an2)+ xm(On − an1 − an2) = m(On − an1an2)+ xm(Ph−2)m(On−1 − an−12 ).
Note thatm(On − an1an2) = m(Ph−1)m(On−1)+ xm(Ph−2)m(On−1 − an−12 ). We have
m(On) = m(On−1)m(Ph−1)+ 2xm(Ph−2)m(On−1 − an−12 ). (2.1)
Further note thatm(On−1 − an−12 ) = m(Ph−2)m(On−2)+ xm(Ph−3)m(On−2 − an−22 ). We have
m(On) = m(On−1)m(Ph−1)+ 2xm2(Ph−2)m(On−2)+ 2x2m(Ph−2)m(Ph−3)m(On−2 − an−22 ). (2.2)
(1) follows from (2.1) and (2.2). Similarly, we can prove that (2) is also true. 
Next we determine the h-cactus chains having most k-matchings. We first use Lemmas 3 and 5 to prove Lemma 7, from
which we obtain Corollary 9 and Theorem 10. Finally, we prove our main results using the two corollaries.
LetAn be a set of h-cactus chains of length n. For An ∈ An, let C be the last block, and let v1, . . . , vh denote the vertices
of C in order, with v1 = (sn−1) being the cut-vertex on C , as in Fig. 2. If j ∈ {4, . . . , ⌊ h2⌋} then by Lemmas 3–5, we have
m(An) = m(Ph−1) ·m(An−1)+ 2xm(Ph−2)m(An−1 − v1); (2.3)
m(An − v2) = m(Ph−2) ·m(An−1)+ xm(Ph−3)m(An−1 − v1); (2.4)
m(An − v3) = m(Ph−3) ·m(An−1)+ [xm(Ph−4)+ xm(Ph−3)]m(An−1 − v1); (2.5)
m(An − vj) = m(Pj−2)m(Ph−j) ·m(An−1)+ [xm(Pj−2)m(Ph−j−1)+ xm(Pj−3)m(Ph−j)]m(An−1 − v1). (2.6)
Let f (x) = ∑nk=0 akxk and g(x) = ∑nk=0 bkxk be two polynomials in x. We write f (x) ≼ g(x) if ak ≤ bk for all k; and
f (x) ≺ g(x) if the polynomials are not equal.
Lemma 7. For n ≥ 2, if An is as in Fig. 2, and j ∈ {4, . . . , ⌊ h2⌋}, then m(An − v3) ≺ m(An − vj) ≺ m(An − v2).
Proof. By the above (2.4)–(2.6) and Lemmas 3 and 5, we have
m(An − vj)−m(An − v3) = m(An−1)[m(Pj−2)m(Ph−j)−m(Ph−3)] +m(An−1 − v1)
×[xm(Pj−2)m(Ph−j−1)+ xm(Pj−3)m(Ph−j)− xm(Ph−4)− xm(Ph−3)]
= m(An−1)[xm(Ph−4)− xm(Pj−3)m(Ph−j−1)] +m(An−1 − v1)
×[xm(Pj−3)m(Ph−j−1)− xm(Ph−4)]
= [xm(Ph−4)− xm(Pj−3)m(Ph−j−1)][m(An−1)−m(An−1 − v1)]
= x2m(Pj−4)m(Ph−j−2)[m(An−1)−m(An−1 − v1)];
m(An − v2)−m(An − vj) = m(An−1)[m(Ph−2)−m(Pj−2)m(Ph−j)] +m(An−1 − v1)[xm(Ph−3)
− xm(Pj−2)m(Ph−j−1)− xm(Pj−3)− xm(Ph−j)]
= xm(Pj−3)m(Ph−j−1)m(An−1)− xm(Pj−3)m(Ph−j−1)m(An−1 − v1)
= xm(Pj−3)m(Ph−j−1)[m(An−1)−m(An−1 − v1)].
The result follows fromm(An−1)−m(An−1 − v1) ≻ 0. 
The following two corollaries are the direct consequences of Lemma 7.
Corollary 8. If n ≥ 2 and On is as in Fig. 1, then for j ∈ {4, . . . , ⌊ h2⌋},
m(On − an3) ≺ m(On − anj ) ≺ m(On − an2).
Corollary 9. If n ≥ 2 and Mn is as in Fig. 3, then for j ∈ {4, . . . , ⌊ h2⌋},
m(Mn − an3) ≺ m(Mn − anj ) ≺ m(Mn − an2).
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Fig. 3. Mn (ai−13 = ai1, i = 2, 3, . . . , n).
Now we can prove the following theorem which contains the results that we want.
Theorem 10. If An ∈ An(n ≥ 3), then we have
(i) m(Mn − an3) ≼ m(An − anj ) ≼ m(On − an2), j ∈ {2, 3, . . . , ⌊ h2⌋};
(ii) m(Mn) ≼ m(An) ≼ m(On).
Proof. Note first that if An = Mn or An = On then the equalities in (i) and (ii) hold by Corollaries 8 and 9. Hence we assume
below that An ≠ On and An ≠ Mn. We use the induction on n. Suppose n = 3. Then we have
m(A3 − vj) = m(Pj−2)m(Ph−j)+ [xm(Pj−2)m(Ph−j−1)+ xm(Pj−3)m(Ph−j)]m(A2 − s2);
m(M3 − a33) = m(Ph−3)m(M2)+ [xm(Ph−4)+ xm(Ph−3)]m(M2 − a23);
m(A3 − vj) = m(Pj−2)m(Ph−j)+ [xm(Pj−2)m(Ph−j−1)+ xm(Pj−3)m(Ph−j)]m(A2 − s2);
m(O3 − a32) = m(Ph−2)m(O2)+ xm(Ph−3)m(O2 − a22).
Thus by Corollaries 8 and 9 and Lemma 2, we know
m(A3 − vj)−m(M3 − a33) = [m(Pj−2)m(Ph−j)−m(Ph−3)]m(M2)+ [xm(Pj−2)m(Ph−j−1)
+ xm(Pj−3)m(Ph−j)]m(M2 − s2)− [xm(Ph−4)+ xm(Ph−3)]m(M2 − a23)≻ [m(Pj−2)m(Ph−j)−m(Ph−3)]m(M2)+ [xm(Pj−2)m(Ph−j−1)
+ xm(Pj−3)m(Ph−j)− xm(Ph−4)− xm(Ph−3)]m(M2 − a23)
= x2m(Pj−4)m(Ph−j−2)[m(M2)−m(M2 − a23)] ≻ 0;
m(O3 − a32)−m(A3 − vj) = [m(Ph−2)m(O2)+ xm(Ph−3)m(O2 − a22)] −m(Pj−2)m(Ph−j)m(A2)− [xm(Pj−2)m(Ph−j−1)+ xm(Pj−3)m(Ph−j)]m(A2 − s2)
≻ [m(Ph−2)−m(Pj−2)m(Ph−j)]m(O2)+ [xm(Ph−3)− xm(Pj−2)m(Ph−j−1)]m(O2 − a22)
= xm(Pj−3)m(Ph−j−1)[m(O2)−m(O2 − a22)] ≻ 0.
We also note
m(A3) = m(Ph−1)m(A2)+ 2xm(Ph−2)m(A2 − s2)
= m(Ph−1)m(M2)+ 2xm(Ph−2)m(M2 − s2) orm(Ph−1)m(O2)+ 2xm(Ph−2)m(O2 − s2);
m(M3) = m(Ph−1)m(M2)+ 2xm(Ph−2)m(M2 − a23);
m(O3) = m(Ph−1)m(O2)+ 2xm(Ph−2)m(O2 − a22).
By Corollaries 8 and 9, we know thatm(M2 − s2) ≻ m(M2 − a23) andm(O2 − s2) ≻ m(O2 − a22). Hencem(A3) ≻ m(M3) and
m(A3) ≺ m(O3).
Next we assume n ≥ 4. Note that any An of An can be obtained from an appropriately chosen graph An−1 ∈ An−1
by attaching to it a new h-cycle C , as in Fig. 2. By the inductive hypothesis that m(An−1 − v1) ≻ m(Mn−1 − an−13 ) and
m(An−1) ≻ m(Mn−1);m(An−1 − v1) ≺ m(On−1 − an−12 ) andm(An−1) ≻ m(On−1), we have
m(An − vj)−m(Mn − an3) = m(Pj−2)m(Ph−j)m(An−1)+m(An−1 − v1)[xm(Pj−2)m(Ph−j−1)
+ xm(Pj−3)m(Ph−j)] −m(Ph−3)m(Mn−1)− [m(Mn−1 − an−13 )][xm(Ph−4)+ xm(Ph−3)]
≻ [m(Pj−2)m(Ph−j)−m(Ph−3)]m(Mn−1)+m(Mn−1 − an−13 )×[xm(Pj−2)m(Ph−j−1)+ xm(Pj−3)m(Ph−j)− xm(Ph−4)− xm(Ph−3)]
= x2m(Pj−4)m(Ph−j−2)[m(Mn−1)−m(Mn−1 − an−13 )] ≻ 0;
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m(On − an2)−m(An − vj) = [m(Ph−2)m(On−1)+ xm(Ph−3)m(On−1 − an−12 )] −m(Pj−2)m(Ph−j)×m(An−1)− [xm(Pj−2)m(Ph−j−1)+ xm(Pj−3)m(Ph−j)]m(An−1 − v1)
≻ [m(Ph−2)−m(Pj−2)m(Ph−j)]m(On−1)+ [xm(Ph−3)
− xm(Pj−2)m(Ph−j−1)]m(On−1 − an−12 )
= xm(Pj−3)m(Ph−j−1)[m(On−1)−m(On−1 − an−12 )] ≻ 0.
Thus (i) is finished.
By the formula (2.3) we know
m(An) = m(Ph−1)m(An−1)+ 2xm(Ph−2)m(An−1 − v1);
m(Mn) = m(Ph−1)m(Mn−1)+ 2xm(Ph−2)m(Mn−1 − an−13 );
m(On) = m(Ph−1)m(On−1)+ 2xm(Ph−2)m(On−1 − an−12 ).
By (i) we knowm(Mn−1− an−13 ) ≺ m(An−1− v1). Therefore, by the inductive hypothesis thatm(Mn−1) ≺ m(An−1), we have
m(An) ≻ m(Mn). Similarly, we can also provem(An) ≺ m(On). 
As a consequence of Theorem 10, we have
Theorem 11. If An ∈ An then φk(Mn) ≼ φk(An) ≼ φk(On). In addition, for all k, φk(Mn) ≺ φk(An) ≺ φk(On) unless An = Mn
or An = On.
The following theorem is equivalent to Theorem 11.
Theorem 12. For An ∈ An, we have
(i) If An ≠ Mn then m(An, 1) ≻ m(Mn, 1);
(ii) If An ≠ On then m(An, 1) ≺ m(On, 1).
Acknowledgements
We use the terminology in the paper by Došlić and Måløy [2], and would like to thank the anonymous referees too.
References
[1] D. Cvetkovic, M. Doob, I. Gutman, A. Torgasev, Recent Results in the Theory of Graph Spectra, North-Holland, Amsterdam, 1988.
[2] T. Došlić, F. Måløy, Chain hexagonal cacti: matchings and independent sets, Discrete Math. 310 (2010) 1676–1690.
[3] E.J. Farrell, Introduction to matching polynomials, J. Combin. Theory Ser. B 27 (1979) 75–86.
[4] E.J. Farrell, Matchings in hexagonal cacti, Internat. J. Math. Math. Sci. 10 (1987) 321–338.
[5] E.J. Farrell, Matchings in rectangular cacti, J. Math. Sci. (Calcutta) 9 (1998) 163–183.
[6] E.J. Farrell, Matchings in pentagonal cacti, J. Math. Sci. (Calcutta) 11 (2000) 109–126.
[7] E.J. Farrell, Matchings in triangular cacti, J. Math. Sci. (Calcutta) 11 (2000) 85–98.
[8] H. Hosoya, Topological index, Bull. Chem. Soc. Japan 44 (1971) 197–210.
[9] H. Hosoya, K. Balasubramanian, Exact dimer statistics and characteristic polynomials of cacti lattices, Theor. Chem. Acc. 76 (1989) 315–329.
[10] K. Husimi, Note on Mayer’s theory of cluster integrals, J. Chem. Phys. 18 (1950) 682–684.
[11] J.L. Monroe, The bilayer ising model and a generalized Husimi tree approximation, Physica A 335 (2004) 563–576.
[12] R.J. Riddell, Contributions to the theory of condensation, Ph.D. Thesis, Univ. of Michigan, Ann Arbor, 1951.
[13] P. Serra, J.F. Stilck, W.L. Cavalcanti, K.D. Machado, Polymers with attractive interaction on the Husimi lattice, J. Phys. A: Math. Gen. 37 (2004)
8811–8821.
[14] G.E. Uhlenbeck, G.W. Ford, Lectures in Statistical Mechanics, AMS, Providence, RI, 1956.
[15] B. Zmazek, J. Zerovnik, Computing the weighted Wiener and Szeged number on weighted cactus graphs in linear time, Croat. Chem. Acta 76 (2003)
137–143.
[16] B. Zmazek, J. Zerovnik, Estimating the traffic on weighted cactus networks in linear time, in: Ninth International Conference on Information
Visualization, IV’05, London, 2005, pp. 536–541.
