Abstract-The delivery of quality video service often requires high bandwidth with low delay or cost in network transmission. Current routing protocols such as those used in the Internet are mainly based on the single-path approach (e.g., the shortest-path routing). This approach cannot meet the end-to-end bandwidth requirement when the video is streamed over bandwidth-limited networks. In order to overcome this limitation, we propose multipath routing, where the video takes multiple paths to reach its destination(s), thereby increasing the aggregate throughput. We consider both unicast (point-to-point) and multicast scenarios. For unicast, we present an efficient multipath heuristic (of complexity ( 3 )), which achieves high bandwidth with low delay. Given a set of path lengths, we then present and prove a simple data scheduling algorithm as implemented at the server, which achieves the theoretical minimum end-to-end delay. For a network with unitcapacity links, the algorithm, when combined with disjoint-path routing, offers an exact and efficient solution to meet a bandwidth requirement with minimum delay. For multicast, we study the construction of multiple trees for layered video to satisfy the user bandwidth requirements. We propose two efficient heuristics on how such trees can be constructed so as to minimize the cost of their aggregation subject to a delay constraint.
I. INTRODUCTION
T HE Internet in recent years has migrated from the best-effort service model to an integrated service network for voice, data, and video applications. As high-bandwidth applications such as video conferencing and movie delivery become increasingly popular, supporting their quality-of-service (QoS) requirements become increasingly important. Several recent advances in QoS architectures such as integrated services (Intserv), differentiated services (Diffserv), and multiprotocol label switching (MPLS) can potentially transform the Internet into an infrastructure supporting QoS guarantees in terms of, for example, bandwidth, delay, or cost. Given a certain set of end-to-end QoS requirements, routing protocols have to be devised to support it. This is the so-called routing with QoS constraints, or simply QoS routing.
In traditional data networks, routing primarily focuses on connectivity. The network is usually characterized by a single cost metric such as hop-count or delay, and routing tables are built with the objective of minimizing the cost of each path. For some multimedia applications such as video applications, a certain minimum end-to-end bandwidth with bounded start-up delay have to be guaranteed in order to offer high user satisfaction. For example, in an MPEG-I video-on-demand system, a streaming bandwidth of about 1.5 Mb/s has to be guaranteed [1] . In a bandwidth-limited network such as the Internet today, such a high end-to-end bandwidth usually cannot be offered when the traditional single-path approach is used, leading to a degradation in video quality. In order to meet the QoS requirements, a multipath approach can be adopted, where the source (i.e., the server) delivers the data to its destinations via multiple paths, thereby supporting an aggregated transfer rate higher than what is possible with any one path [2] , [3] . In this paper, we investigate such routing protocols and their related scheduling issues for video applications, in both unicast and multicast environments.
For unicast, we seek a routing algorithm, which finds a multipath set with the following properties: 1) a certain minimum end-to-end aggregate bandwidth has to be guaranteed; 2) the startup delay is minimized over all the feasible paths satisfying 1.
Since single-path routing is a special case of multipath routing, our proposed multipath routing algorithms reduce to shortestpath routing when single-path bandwidth is sufficient.
As an example, we show in Fig. 1 a network with six routers labeled from to , interconnected by a number of links. Each link has its link state indicated by the duple , where is the link bandwidth (e.g., in unit of 100 kb/s) and is the propagation delay (e.g., in unit of 10 ms). (Note that we do not assume that the network metrics have to be stable during the entire video delivery session. If the metrics change, the algorithm can be rerun to meet the bandwidth requirement.) Suppose that a video stream with a bandwidth requirement of 1.5 Mb/s is to be transmitted from node to node . Note that for single-path routing, the maximum bandwidth that can be provided is only 10 units [i.e., 1 Mb/s, along the path ], less than the bandwidth required. On the other hand, when multipath routing is used [indicated by paths and ], a high end-to-end bandwidth of 15 units (or 1.5 Mb/s) can be achieved. Note that since the lengths of the paths are different in multipath routing, the end host needs to do reassembly, hence increasing the end-to-end delay (for the same reason, the buffer requirement at the end-host is also increased). In order to reduce the delay (and, hence, the buffer requirement), we propose a scheduling algorithm for stored video at the source based on the knowledge of the path lengths. In this algorithm, video data are segmented and multiplexed in a specific manner over different paths so that the end-host can assemble the data and play back the video at the earliest time. We prove that our scheduling algorithm achieves the theoretically minimum delay possible, i.e., no other scheduling algorithm can achieve lower delay than ours given the set of path lengths. We show that the delay is very close to the shortest-path algorithm. With the above example, the start-up delay using our video scheduling scheme can be reduced from 280 to 260 ms (the shortest-path delay is 250 ms), and user buffer is reduced from 30 to 10 kbits.
It is difficult to derive a general and exact solution for the multipath problem, therefore, we present in this paper an efficient heuristic, which can be easily applied to today's Internet. The heuristic is shown to achieve high end-to-end bandwidth with a delay close to the shortest path. Under the special case of a network with unit bandwidth in each link, multipath routing reduces to edge-disjoint path routing, where flows do not share links (but can share nodes) [4] . In such a case, with our video scheduling algorithm at the source, an exact and efficient solution (of complexity , where is the number of routers in the network) can be obtained. Refer to Fig. 1 but with unit link bandwidth, two shortest-disjoint paths and with delay 260 and 280 ms can be found. By applying the video scheduling scheme discussed in Section III, the user delay can be further reduced from 280 to 270 ms.
When delivering video to a group of users, multicasting is generally employed to achieve bandwidth efficiency. Obviously, the traditional single-tree approach which offers a rate equal to the minimum bandwidth of the links in the tree is no longer sufficient to offer quality video. Therefore, we study the aggregation of multiple trees to achieve it. Different optimization goals can be used in multicast to define what constitutes a good multicast tree. One such goal is to guarantee the minimum delay from the source to the destinations in the tree, which is important for delay-sensitive multimedia applications, such as real-time teleconferencing. Dijkstra's shortest-path algorithm can be used to compute such a shortest-path tree in polynomial time. Another optimization goal is to minimize the cost of the multicast tree, which is important in managing network resources efficiently. The computation of such minimum cost tree (known as minimum Steiner tree) is NP-hard.
A more interesting direction is to minimize both delay and cost, assuming that delay and cost functions are identical. Schemes have been proposed to balance a minimum spanning tree and a shortest-path tree [5] , [6] . Recently, there have been increased interests in good algorithms for computing low-cost delay-constrained multicast trees. Parsa et al. proposed an algorithm which refines a shortest-path tree to a low-cost delay-constrained multicast tree by iteratively replacing the most expensive super-edge by a less expensive path, without violating the delay constraints [7] , [8] .
Furthermore, the users in the multicast environment may even have heterogeneous bandwidth requirements depending on their classes. A natural way to address this problem is to use layered encoding. In such a system, the video is encoded into a base layer and a number of enhancement layers, which are all transmitted along the multicast trees. The users in the network join the base layer and as many enhancement layers as their end-to-end bandwidth require [9] - [12] . In such an environment, the cost of the multicast trees taken becomes an important issue. We investigate, given a network with its link bandwidth, delay and cost, the construction of multicast trees so as to meet the user bandwidth requirements with minimum cost and a delay constraint of the aggregation. We formulate the problem and, as the problem is NP-hard, propose and compare two heuristics for tree construction, one based on multiple trees, while the other one based on point-to-point multipath algorithm.
Note that for point-to-point video applications, we have considered bandwidth and delay as our performance parameters as they are in general regarded as important to offer quality service. For multicast applications, we have introduced the cost metric, i.e., we have addressed the problem of finding trees with bandwidth and delay constraints as well as cost optimization. Although our simulation uses an Internet topology, our multipath routing can be applied as well to other networks such as corporate networks, virtual private networks, mobile ad hoc networks and multihop wireless networks, etc., [13] . For example, multipath routing protocols have been proposed in the ad hoc network seeking to support image and video applications [14] , [15] .
The routing algorithms proposed in this paper have the following properties.
1) Efficient-Our algorithms have similar complexity as the shortest-path routing algorithm and exhibit fast route convergence. 2) Achieving high bandwidth-The algorithms achieve high end-to-end bandwidth, up to the max-flow of the network. 3) Amendable/Implementable-The current Internet routing algorithms can be easily extended to implement our algorithms. There are, hence, three contributions of this paper. 1) We propose an efficient heuristic for point-to-point video transmission to meet user bandwidth requirements by means of multipath routing.
2) We present a scheduling algorithm for a stored video sequence, which achieves the theoretical minimum delay given a multipath set. The scheduling algorithm, when combined with disjoint-path routing, provides an exact solution of multipath routing with a network with unit link bandwidth. 3) We present multicast heuristics based on multiple trees to meet the user bandwidth requirements with minimum cost and a delay constraint.
Multiple path transport schemes have been proposed in the past for increased connection capacity, as well as for reliability. Much of the previous work on multipath routing focuses on data replication, addressing its reliability issue or path delay issue [16] - [19] . Our approach differs from theirs in considering data aggregation (instead of replication) to meet user bandwidth requirements with low user delay. While some other work has considered joint constraints on bandwidth and delay [20] - [23] , it focuses on single path instead of multiple paths. The issue of resource allocation in multipath routing has been discussed in [24] and references therein. All these studies consider a point-topoint system (i.e., with a single source and a single destination) without considering meeting the bandwidth requirements of the users, and, hence, cannot be directly extended to the multicast case we consider here. Multipath traffic engineering schemes are also proposed for MPLS networks in which delay is not considered [25] . Packet scheduling is proposed to minimize the reordering overhead at the end-host in [26] . Our work differs from [26] in that we focus on the scheduling of video to minimize the start-up delay.
The design of multicast algorithms has been studied extensively. Traditionally, the focus was on how to minimize the cost of the tree [27] , [28] . These algorithms are mostly heuristic in nature as the problem is NP-hard. Recently, QoS multicast has been gaining attention, focusing on routing to meet a certain QoS requirement (in terms of, for example, the delay or bandwidth) with minimum cost [7] , [8] , [23] , [29] - [31] . Most of this previous work has focused on building a single multicast tree, which clearly limits the probability of meeting the QoS requirements of all the users. Our work overcomes this limitation by considering multiple multicast trees with minimum aggregated cost.
A moderate amount of recent work has been dedicated to use content distribution networks (CDNs) and overlay networks to support value-added network service [32] - [34] . CDNs are a mechanism to deliver content to end users on behalf of origin servers. Content distribution offloads work from origin servers by serving some or all of the contents [35] . An overlay network is formed by a subset of underlying physical nodes. As the overlay applications are usually built at the application layer, it can effectively use the Internet as a lower level infrastructure to provide higher level services to end users [34] . Our routing scheme can be extended to CDNs and overlay networks if the network topology and delay is known, and node-to-node bandwidth is reserved by the service providers.
Network state information in fact can be measured and exchanged by, e.g., link-state routing protocol. Our algorithms are based on the existence of such information. How to precisely measure and exchange such information has been extensively discussed in the literature (e.g., see [36] ) and is beyond the scope of this paper.
The rest of our paper is organized as follows. We first formulate the multipath routing problem for unicast (point-to-point) transmission and propose a heuristic based on max-flow and shortest-path algorithms in Section II. In Section III, we discuss the theoretical minimum delay achievable given a multipath set and propose a video scheduling algorithm to achieve it. Using the scheduling algorithm, we show in Section III-C an exact and efficient solution of the multipath routing problem with unit link bandwidth. The issue of multicast networks is dealt with in Section IV, and heuristics are proposed to minimize the aggregate tree cost. We conclude in Section V.
II. MULTIPATH HEURISTIC FOR POINT-TO-POINT TRANSMISSION
In this section, we formulate the multipath routing problem for point-to-point (unicast) video transmission and present an efficient heuristic to solve it.
A. Problem Formulation
We model the network as a graph , where is the set of nodes in the network and is the set of links or edges. Each link has two associated positive metrics.
• The available bandwidth in some appropriate unit determined by the granularity of traffic splitting (say, in 100 kb/s).
• The link delay also in some appropriate unit (say, in 10 ms). In general, the link delay has two components, the queuing delay and propagation delay. Our algorithm is general enough that it is independent of the relationship between link bandwidth and link delay. Although we use delay as our optimization metric in this paper, such metric can also be another addictive metric such as loss or jitter. A (simple and loop-free) path in is defined as a list of nodes such that , , , and no node appears more than once. Denote by and the bandwidth and delay of path , respectively. Define the bandwidth of a path as the minimum of the residual bandwidth of all links on the path (the so-called "bottleneck bandwidth"). We clearly have (1) and (2) Further define the set of multiple paths (termed "multipath set")
, where is the number of paths taken. The aggregate bandwidth of the paths is, therefore The video is streamed via the paths. If we consider that the end-host plays back the video after the data from the longest path arrive, the start-up delay is then equal to , where
Generally, those data received before playback have to be buffered and the corresponding buffer requirement to buffer the difference in path-lengths is obviously
The multipath routing problem can now be presented as follows.
Definition 1: Bandwidth-constrained delay-optimized multipath (BDM) problem: Consider a network represented by a graph and a bandwidth constraint , find a multipath set from the source node to the destination node such that:
is minimized over all feasible paths satisfying 1. In the following, we first present a heuristic to solve the BDM problem, followed by some numerical illustrative results of its performance.
B. Multipath Heuristic
In this section, we present a multipath heuristic given arbitrary bandwidth and delay of each link (the general case). The heuristic is based on max-flow and shortest-path algorithms. First of all, we find, via the preflow-push algorithm, the maximum aggregate bandwidth from the source to the destination . If such bandwidth is less than the video bandwidth required, then no route is available to meet the end-to-end bandwidth requirement. Otherwise, we can use the following multipath heuristic to find the path set , which meets the bandwidth requirement with low delay.
Algorithm 1 A Multipath Heuristic
• Step 1) Let the multipath set be empty initially, i.e., .
• Step 2) Run the preflow-push algorithm on network to compute the max-flow . We assume in the following that . Add up all the augmenting paths to form the max-flow graph . • Step 3) Take the shortest path in and add to (6)
• Step 4) Subtract the bandwidth of the shortest path from the available bandwidth of each link along in , i.e.,
• Step 5) Repeat Steps 3) and 4) until the total bandwidth offered by is sufficient for the video application, i.e., .
Note that since each iteration increases the end-to-end bandwidth, the algorithm converges in at most steps, i.e., .
We *analyze the complexity of the heuristic as follows. First of all, observe that the preflow-push algorithm in
Step 2) is of complexity [37] . Given , the shortest-path algorithm in Step 3) is of complexity . Since it iterates times, where is the number of paths, the complexity of Step 5) is given by . As a result, the complexity of our heuristic is given by . As a simple example, consider the network in Fig. 1 again with a bandwidth requirement of 15 units (i.e., Mb/s). We obtain the following.
Step 1) The multipath set is empty.
Step 2) The max-flow graph of the network in Fig. 1 is shown in Fig. 2(a) , where the max-flow units.
Step 3) We show the shortest path obtained from in Fig. 2 
(b).
Step 4) Subtract the bandwidth of the shortest path from the available bandwidth of each link along path in . The residual graph is then shown in Fig. 2 (c).
Step 5) From Fig. 2(b) , the bandwidth offered by is 10 units, which does not meet the bandwidth requirement. Hence, we repeat Steps 3) and 4) to yield the shortest path in the relabeled , which is shown in Fig. 2(c) . Since the total bandwidth is equal to , the algorithm terminates with the resultant multipath shown in Fig. 2(d) . The total delay in this case is the longest path in the set , i.e., 28 units (or 280 ms).
C. Illustrative Simulation Results
To evaluate the performance of the multipath routing over the Internet, we generate the Internet topology by GT-ITM, which models the topological structure of internetworks [38] . There are two hierarchies in the network: AS level and intra-AS topologies. The network generator places a certain number of nodes on a 10 000 10 000 plane. The propagation delay of a link between two connected nodes is defined as the distance (in miles) over light speed. The residual bandwidth of each link is uniformly distributed between 1 and 10 units. The source and destination are randomly chosen and the bandwidth requirements of the users are 5 units. Using the network model described above, we generate a number of networks with 4000-12 000 routers and compare the performance of the multipath routing with single-path routing in terms of the bandwidth achieved, delay, and the probability of finding sufficient bandwidth for the application (i.e., the success rate). The single-path routing algorithms considered are the shortest-path algorithm and the shortest-feasible path algorithm [23] . For the shortest-feasible path, we first filter out the links with capacity less than the bandwidth requirement, and then run shortest-path algorithm on the residual network.
We compare in Fig. 3 , the success rate of the algorithms versus network size (number of routers in the plane). Clearly, the success rate of multipath and shortest-feasible path routing increases with the network size, due to the higher chance of finding paths with high bandwidth. On the other hand, the success rate of the shortest path remains more or less the same, because the routing mechanism does not consider the bandwidth issue. It is obvious that shortest-path routing is not appropriate to meet the bandwidth requirement, and the multipath heuristic achieves much higher success than the shortest-feasible path routing. The overall success rate of our heuristic is quite high (more than 90%), showing that it is much more able to find paths than the single-path approach. Actually, given a network and a source-destination pair , we can prove that 1) the shortest path has a bandwidth of at least implies that the shortest-feasible path exists and 2) the existence of a shortest-feasible path implies the success of the heuristic algorithm.
Our multipath heuristic in general achieves much larger bandwidth than the single-path routing algorithms. In Fig. 4 , we plot the average bandwidth achieved by the three routing algorithms versus network size. Clearly, the bandwidth obtained by the multipath heuristic is very close to the bandwidth requirement and increases when the network size increases, while that of the single-path approaches remain low. We can prove that the bandwidth of the heuristic algorithm is not less than the bandwidth of the shortest-feasible path, and the bandwidth of the shortest path is less than the bandwidth of the shortest-feasible path.
We show in Fig. 5 the corresponding average end-to-end delay of the algorithms versus network size. Since the plane size remains the same (the Euclidean distance between two nodes is constant), the delay of the shortest-path is more or less constant. On the other hand, the delay of the multipath and shortest-feasible path decreases with network size, mainly because alternate paths with a higher bandwidth are more likely to be found. The shortest-feasible path sacrifices much delay to achieve higher bandwidth, while our multipath heuristic achieves a delay comparable to the shortest path, showing that it does not compromise the high bandwidth attained with delay. For the end-to-end delay, we can easily prove that 1) the shortest path has the minimum delay and 2) when the shortest-feasible path exists, the heuristic algorithm will find the shortest-feasible path, therefore, the delays are the same; when the shortest-feasible path does not exist, the heuristic algorithm may find a set of paths but the delay of the longest path is longer than the delay of the shortest path.
III. VIDEO SCHEDULING ALGORITHM TO ACHIEVE THE MINIMUM DELAY
In multipath routing, the start-up delay of the user can be as long as the longest path. Furthermore, since the end-host has to buffer the data due to the path difference, the buffer requirement is correspondingly increased. We propose a video scheduling algorithm for stored video as implemented at the source given the knowledge of the path-lengths to reduce the start-up delay (and, hence, the buffer requirement). Although the buffer requirement is calculated at the server, such information can be sent to the client along with the data requested so that the receiver knows about it. With our scheduling algorithm, the end-to-end delay is reduced to the theoretical minimum achievable, i.e., no other algorithm can achieve a lower delay than it. With this algorithm, we show that an exact and efficient solution for the BDMP problem can be obtained when the link bandwidth is of unit capacity. Before explaining the algorithm, we first discuss the theoretical minimum achievable delay given the set of path lengths.
A. Theoretical Minimum Achievable Delay
We discuss here the theoretical minimum achievable delay given a set of path lengths. In the simplest "naive" case, given paths , where , with aggregate bandwidth , the video can be divided into substreams with bandwidths and transmitted along the paths , respectively. The end-host does the reassembly and plays back the video. We plot in Fig. 6 the buffer occupancy at the destination versus time, and the received bandwidth versus time for a video stream starting at the source at time 0
. After a time , the first substream arrives with a bandwidth of [and, hence, the buffer increases with slope ], followed by the second substream with a path length of and bandwidth , and so on. The end-host buffers all the data from the paths with shorter delay and, hence, its buffer requirement increases until the last substream arrives (at time ), when the video is played back. The start-up delay is clearly equal to the delay of the longest path in the multipath set . It is not difficult to see that the buffer requirement at the end-host is equal to the shaded area, which is given by (8) Fig. 7 . Data production and consumption versus time at the end-host.
To achieve the theoretical minimum delay, one important observation to make is that, if we can guarantee playback continuity, the start-up delay in fact can be reduced by a time . Therefore, the theoretical minimum start-up delay is given by (9) is, hence, the minimum start-up delay achievable without buffer starvation. We illustrate this case in Fig. 7 for , where we show the data production curve (solid line) and consumption curves (dashed lines with slope ) versus time at the end-host (the video is started at time 0). The simplest case corresponds to playback point at time
, where the buffer requirement stands at its maximum at . When the start-up delay is reduced, the consumption curve moves to the left until it touches the data production curve (as shown by the arrow). Further reduction is not possible without affecting playback continuity. Clearly, such minimum start-up delay is given by the intersection of the consumption curve with the time axis, as shown in (9) . Obviously, the buffer requirement at is the bold vertical line, which is the lowest achievable buffer requirement, and the buffer occupancy, given by the difference of the production and consumption curves, is zero at time . The buffer requirement at can be obtained by (10) where is an indicator function where if otherwise (11)
B. Video Scheduling Algorithm to Achieve the Minimum Delay
In order to achieve , the server has to transmit the video in a specific manner so that the video can be played back at the time , while guaranteeing continuity. The way to do that is to divide the video file into segments and transmit these segments along the paths in such a way so that the end-host does not need to wait for all the substreams to arrive before playback. This is illustrated in Fig. 8 , where we show a video sequence being divided into segments in time , where is the number of paths with . Each of the segments is transmitted along the paths as indicated in a multiplexed manner, and data are transmitted in different paths in parallel (i.e., segments of are transmitted at the same time with the segments of , even though the segments of correspond to video sequence s later). Clearly, this transmission "pushes" the beginning segments of the video into the shorter paths, so that the video can be played back earlier.
To guarantee continuity, 's have to be chosen appropriately according to (12) for , and . The scheduling algorithm can then be stated as follows.
Algorithm 2 A Video Scheduling Algorithm
• Step 1) Segment the video from the beginning according to (12); • Step 2) For , multiplex video segment into paths given by according to the bandwidth ratio , i.e., segment is transmitted along path , and segment is transmitted along paths and in the ratio of , and so on. The segment after is multiplexed along the paths with bandwidth ratio .
In the following, we prove that using our scheduling algorithm, data of the same segment transmitted along different paths arrives at the end-host at the same time, so that the video can be played back with continuity. Consider the segment , where . Since it is transmitted along paths, the transmission time for it is given by (13) The portion of the segment transmitted along path arrives at the end-host at time (taking into account all the previous data transmitted along the path) (14) Therefore, the arrival time for the video segment is . Since the end-host gets the prefix of the video earlier, it does not need to wait till but can start the playback at with continuity.
C. Exact Solution for Networks With Unit Link Capacity
We show in this section that, using the scheduling algorithm and under the case that each link in the network is of unit capacity, an exact and efficient solution for the BDM problem can be obtained. Clearly, if the bandwidth requirement is units, paths is needed to deliver the video. Since the links are of unit bandwidth, the paths found are disjoint. Therefore, the BDM problem is reduced to finding a set of edge-disjoint paths with minimum start-up delay. We show that, with our video scheduling algorithm, the -shortest-disjoint paths ( -SDP) is the optimal solution for the BDM problem ( -shortest-disjoint paths are disjoint paths with the shortest total path length). The algorithm of finding the -shortest-disjoint paths is well known. Interested readers may refer to [19] for more detail.
Theorem 1: The -shortest-disjoint paths with video scheduling minimize the start-up delay.
Proof: Consider a network and -shortest-disjoint paths . For any other -disjoint paths in , we have . The start-up delay of the -shortest-disjoint paths with video scheduling is [see (9)]. Therefore, we have (15) i.e., the start-up delay of the -shortest-disjoint paths with video scheduling is never larger than that of the other path sets with or without video scheduling. This completes the proof. Using the aforementioned network simulation model with the same parameters (except for unit-capacity links), we compare the delay of disjoint path routing with shortest-path routing. We have used the bandwidth requirements of 2-4 units, i.e., 2-4 disjoint paths are needed, respectively. We compare in Fig. 9 , the end-to-end delay versus network size of the SDP without scheduling (and, hence, the delay of the longest path), SDP with video scheduling, and the shortest-path algorithm. Clearly, the delay of the shortest-path algorithm does not change much with respect to the network size. When the number of paths required increases, the delay of SDP increases accordingly since the additional path is always longer than the previous selected path. However, the scheduling algorithm reduces the start-up delay of SDP to be comparable to that of the shortest-path. The SDP algorithm with video scheduling, therefore, provides a substantially larger bandwidth at the cost of slightly higher delay. The trend of the success rate of SDP is very similar to that of multipath (Fig. 3) and, hence, would not be reproduced here. One point to note, though, is that given the same number of paths, the success rate of SDP is slightly lower because of its stronger "disjoint" constraints.
IV. MULTICAST EXTENSION OF MULTIPATH ROUTING
In this section, we consider the use of multiple trees to meet user bandwidth requirements. In multicast, the management or monetary cost of the trees is usually an important concern, therefore, we seek to minimize the cost of the tree-aggregate (which is essentially an irregular "mesh") subject to a delay constraint. We propose two heuristics to address the problem, one of which is based on the point-to-point multipath heuristic. Both heuristics are shown to achieve much better QoS with slightly higher cost than the single-tree approach.
A. Problem Formulation
Our video multicast problem can be formulated as follows. Given a network , with each link characterized by its bandwidth , delay , and a (positive) cost , where . A source in the network transmits video to users given by the set with corresponding bandwidth requirements units, where . Clearly, each is upper bounded by the total video bandwidth . Let be the number of trees constructed to meet the bandwidth requirements of the users, and be the multiple multicast trees constructed. Further denote as the union of the trees, or simply the "treeaggregate." Then, the cost of is given by (16) The bandwidth of a tree is the bandwidth of the bottleneck link, i.e., (17) The aggregated bandwidth provided to a user is the sum of the bandwidth of all paths from to it, i.e., (18) ( 19) The delay of a tree-aggregate is the longest delay from the source to the users in , i.e., (20) The multipath routing problem for video multicast is, therefore, posed as follows.
Definition 3: Video multipath multicast (VMM) problem: Find: ; To minimize: ; Subject to:
and a delay bound . Note that since the VMM problem is an extension of the delay-constrained minimum Steiner tree problem, it is NP-hard. We, hence, propose the following two efficient heuristics (of complexity and , respectively).
B. Multicast Heuristics
The first heuristic is based on the point-to-point multipath algorithm. It starts with constructing individual multipaths from the source to each destination in the multicast group to meet the bandwidth requirement subject to the delay constraint. Based on the sets of multipaths obtained, the algorithm then constructs multiple multicast trees for the video.
Algorithm 3 Multipath Extension
• In Algorithm 3, Steps 1) and 2) correspond to the low cost delay-constrained multipath construction. We show in Fig. 10(a) an example to demonstrate the tree construction procedures of
Step 3). There are two path sets and from the source to the destinations and , where with bandwidth 3 and 2 units as labeled, and with bandwidth 3 and 2 units, respectively. In Fig. 10(b) , we show the tree construction procedure by the resultant and after each repetition in Step 2).
1) Initially, is and is not changed. 2) Path intersects with the most links and its bandwidth is larger than that of the tree. According to
Step 2ii), add to and subtract the bandwidth of from . 3) There is only which does not cover . The two paths in do not intersect it. Therefore, add any one of them to . Here is added to . Its bandwidth is smaller than that of . According to Step 2iii), break into two new trees with bandwidths 1 and 2 units and add to the new tree with a bandwidth of 1 unit and remove it from . 4) Add path to and remove it. Then, is empty. This ends the algorithm. Note that since the multipath algorithm is of complexity , the multipath construction cost for users is then . Clearly, the cost of multicast tree construction is because the number of paths and trees are both bounded by . Therefore, the complexity of the heuristic is . However, is usually a very small number such as 5 such that is much larger than . Therefore, the complexity of the heuristic is . Clearly, the heuristic tries to meet the bandwidth requirements of the clients first before minimizing the cost. Therefore, it achieves good success rate at the expense of some increase in cost. We propose in the following yet another heuristic based on the idea of constructing multiple low-cost delay-constrained trees successively in order to meet the bandwidth requirements: 
Algorithm 4 Low-Cost Delay-Constrained Tree Extension
• Step 1) Initially, let and ; • Step 2) Find a minimum-cost tree spanning all the nodes in the given network ; • Step 3) Check the delay leading to each destination in tree . If the delay violates the delay constraint, replace the path in by the shortest path from to . . Add destinations with insufficient bandwidth to the partial tree by the nearest destination first (NDF) algorithm to form a new tree [39] . Goto Step 3).
Algorithm 4 takes advantage of the constructed partial tree and new branches after each iteration, increasing the end-to-end bandwidth of some clients. Every new tree formed this way can be a layer tree. The cost of the NDF algorithm is [39] . Since there are at most trees to be constructed, the complexity of the algorithm is . After constructing the multicast trees, if the users have heterogenous bandwidth requirements, the video can be encoded into layers and transmitted along the multiple trees according to Algorithm 5 . Otherwise, the video is multiplexed along the trees and reassembled at the clients.
Algorithm 5 Bandwidth Assignment of Layers
• Step 1) Group the trees spanning the same set of users; • Step 2) Arrange these groups according to decreasing number of users covered. Note that for our tree construction, the previous set of users is the superset of the latter; • Step 3) The aggregate bandwidth of the first tree-group is the bandwidth of the base layer. The aggregate bandwidth of the second group is the bandwidth of the enhancement layer 1, and so on.
In our simulations, we typically construct multicast trees in order to meet the bandwidth requirement. Clearly, the number of video layers is no more than . If there are trees covering the same set of users, we merge them to serve the same video layer such that the number of video layers is reduced.
C. Illustrative Simulation Results
In this section, we show some illustrative numerical results to compare the two heuristics and the single-tree approach based on the low-cost delay-constrained tree in terms of bandwidth achieved, total tree cost and the success rate (i.e., the probability of meeting all the requests' requirements). We also use GT-ITM to generate routers and links on a 10 000 10 000 plane. The delay and bandwidth definition of a link are defined as aforementioned. The cost of the links is a uniform distribution in (0,1). The source and users are randomly chosen to form a multicast group. We have used , a delay constraint of ms and the bandwidth requirements of the users are 3 units. Fig. 11 plots the corresponding success rate of the three algorithms to meet the bandwidth and delay requirements in different network sizes represented by the number of routers in the plane. The multipath extension is better than the aggregate trees. Both of them achieve substantially higher success rate than the single-tree approach, which fails to meet the bandwidth requirements in 80% of the cases considered.
In Fig. 12 , we plot the average bandwidth achieved by the three tree construction algorithms versus network size. Clearly, our heuristics achieve much larger bandwidth than the singletree approach. The bandwidth obtained by the multipath extension is close to the bandwidth requirement and increases with the number of routers because of higher connectivity. We show in Fig. 13 the average cost of the aggregated trees of the three algorithms. Clearly, the cost of the single-tree approach is the lowest. As expected, the cost of the aggregated trees is lower than that of the multipath extension.
After the multicast trees are constructed, those who cover the same users are merged together to transmit the same video layer so that the number of layers can be reduced. We vary the bandwidth requirement of the users from two to six to see the reduction between the number of trees and layers. Fig. 14 shows the average number of trees constructed and video layers in the above simulations. Clearly, the number of layers is reduced significantly due to the merge of trees. When the number of trees increases, the trees are more likely to span the same users and to be merged. The difference is, hence, enlarged.
Our results show that the multiple-tree heuristics achieve substantially better performance than the single-tree approach. Multipath extension performs better in terms of success rate and bandwidth achieved, while low-cost delay-constrained tree extension achieves lower cost. Therefore, there is a tradeoff between high bandwidth and low cost in this multicast setting.
V. CONCLUSION
In order to offer high video quality, a certain minimum end-to-end bandwidth has to be provided. In bandwidth-limited networks, it is difficult to guarantee such a bandwidth with a single path. To meet the bandwidth requirement, a multipath approach can be used, where the video data is transmitted over different paths and reassembled at the end-host(s). Such multipath algorithms have to be designed with low network delay or cost.
The multipath problem can be formulated as finding multiple paths to meet a certain aggregate bandwidth requirement with minimum delay. For the point-to-point case, under the general case where bandwidth and delay of the links are arbitrary, we present an efficient heuristic for the problem based on max-flow and shortest-path algorithms. The complexity of the algorithm is only , where is the number of nodes. The heuristic is shown to offer sufficient bandwidth with much higher probability as compared with the single-path approaches such as the shortest path and shortest-feasible path. The delay of our heuristic is also close to that of the shortest path.
Given a set of path-lengths, we also propose a video scheduling algorithm at the server and show that it achieves the theoretical minimum delay (i.e., no other algorithms can achieve a lower delay than ours). In the algorithm, the source partitions the video into segments and transmits different segments along different paths in a manner such that the end-host can play back the video at the earliest time with continuity. Our results show that such algorithm is able to reduce the delay of the multipath scheme to be close to that of the shortest-path algorithm. With this algorithm, we show that the multipath problem has an exact and efficient solution when each link in the network is of unit bandwidth.
To meet the bandwidth requirements of clients in multicast networks, we consider constructing multiple trees with low aggregated cost and delay constraint. We propose two heuristics to address the problem, one of which is a multicast extension of our point-to-point multipath algorithm, while the other is based on the NDF algorithm. Simulation results show that both heuristics, as compared with the single-tree approach, achieve higher bandwidth with some increase in cost.
