Abstract. We analyze a renormalization group transformation R for partially analytic Hamiltonians, with emphasis on what seems to be needed for the construction of nonintegrable xed points. Under certain assumptions, which are supported by numerical data in the golden mean case, we prove that such a xed point has a critical invariant torus. The proof is constructive and can be used for numerical computations. We also relate R to a renormalization group transformation for commuting maps.
Introduction
Renormalization group methods for Hamiltonian ows were introduced rst in 1,2], as a tool for explaining the breakup of certain smooth invariant tori. Our aim here is to make these methods precise, in a domain where the breakup is expected to occur, and to obtain information about invariant tori in the borderline (critical) case.
We are particularly interested in invariant tori for rotation vectors ! 2 R A renormalization group (RG) transformation associated with T will be a transformation R, acting on a space of Hamiltonians H = H(q; p), such that R(H) = H T 1 (mod G) :
Here, G is some group (ideally) of transformations that preserves rotation vectors, up to multiplication by a scalar. This includes coordinate changes, H 7 !H U , with U canonical (symplectic) and homotopic to the identity. In addition, we will allow a scaling of the action variables, H 7 ! ?1 H( : ; : ) , and a re-normalization of the energy, H 7 ! H ? . This leads to the following general form of R: R(H) = H 00 U H 00 ; H 00 = H 0 U 0 ; H 0 = H T ? ; (1:2) where , and are allowed to depend on H. In what follows, is taken to be zero. U 0 is some xed canonical transformation, introduced for convenience later on. The canonical transformation U H 00 will be described below. It is similar to the one introduced in 11], but di ers signi cantly from those used in earlier renormalization schemes 1{6]. The problem that needs to be dealt with is that the map H 7 ! H 0 involves a loss of regularity in the direction (!; 0), due to the fact that T expands this direction. (All other directions are contracted, if # 1 j j < 1.) Denote by @ 3 H the directional derivative of H in the direction (0; ! 0 ), where ! 0 is the eigenvector of T for the eigenvalue # 1 , normalized such that ! ! 0 = 1. In this paper, we will only consider Hamiltonians H that satisfy @ 3 H = 1. In other words, ! 0 q can be regarded as \time". Consequently, we need to choose = # 1 in equation (1.2) , which ensures that @ 3 H 0 = 1. Furthermore, in order for the renormalized Hamiltonian R(H) to satisfy the same condition, we will restrict the choice of U 0 and U H 00 to canonical transformations that leave ! 0 q invariant.
Before de ning R more precisely, let us mention a connection between the transformation (1.2), and the RG transformations for commuting maps, considered e.g. in 13, 14] for the golden mean case, where d = 2, and T = h ;k cos( q)( p) k ; (1:5) where I = Z d N. We de ne the resonant part of such a Hamiltonian H (or h) to be the function I + H (or I + h), which is obtained by restricting the sum in (1.5) to the index set I + = ( ; k) 2 I : j! j j j or j! j k ; (1:6) where and are xed but arbitrary positive real numbers. Notice that a Hamiltonian that depends on p only is resonant, in the sense that it agrees with its resonant part. (1:7) and de ne A to be the a ne space H 0 + B with the metric given by the norm on B .
The functions H 2 A are continuous on the subset of R d+2 characterized by j pj < 2 , and H(q+s ; p) can be analytically continued to jIm sj < 1 and j pj < 2 . This domain will be denoted by D .
Remarks. A proof of this theorem is given in Section 2, for a more general class of quasiperiodic Hamiltonians. The solution of (1.8) is based on a Nash-Moser type iteration, and the convergence of this iteration imposes an upper bound on the size of ", as a function of the parameters , , a and 00 . Aside from the condition A < 1, which appears naturally, Theorem 1.3 imposes no other constraints on these parameters.
By combining Theorem 1.3 with Proposition 1.2, we immediately get the following. The most extensively studied example is that of the golden mean. Numerically, the non-integrable xed point in this case determines a scaling = 0:2304601966125 : : :, which is one of the universal constants that can be observed during the breakup of golden invariant tori. We refer to 10] for more detail, including a discussion of the critical !-torus.
In 9] we have started to investigate the golden mean version of R, near an approximation for the expected non-integrable xed point. A suitable domain for R was determined by rst solving the xed point problem for a numerical implementation of R, using U 0 = I. This yields an approximate xed point H 1 2 A + , and an approximation for the generating function of the corresponding canonical transformation U H 00 1 . Then, for an RG analysis in a neighborhood of H 1 , we choose U 0 to be the canonical transformation generated by . One of our observations so far is that Theorem 1.3 and Corollary 1.4 apply perfectly well to this situation.
In order to make the connection with observable phenomena, it is necessary to show that a (nontrivial) xed point of R has a (critical) invariant !-torus. A proof of this theorem, and of Proposition 1.1, is given in Section 4. In Section 3 we show that, under some additional assumptions, the equation (1.13) has a solution de ning an invariant !-torus for H . This solution is of class C r , for some r > 0. If we assume also that H is nontrivial, in the sense that # 2 is not an eigenvalue of D (? (0; 0)), then it is clear from equation (1.13) that the torus ? cannot be of class C 1 , i.e., that it is \critical". All these assumptions are supported by numerical results (and seem to be veri able) in the golden mean case.
Near-resonant quasiperiodic Hamiltonians
In this section we prove Theorem 1.3, for a class of Hamiltonians that are not necessarily periodic in the variables q 1 ; : : :; q d .
It is convenient to perform a canonical change of coordinates (q; p) = L(x; y) with x 1 = ! 0 q, x 2 = 0 q, : : :, and y 1 = ! p, y 2 = p, : : :. In these coordinates, admissible maps like U H 00 only depend on x and y 2 , and only change x 2 and y. Since all but the coordinates (x 1 ; x 2 ) and (y 1 ; y 2 ) enter in a trivial way, we will only present the case d = 2 here. An extension to d > 2 is purely a matter of notation, and does not a ect any estimate or result. We will simplify (abuse) notation further by writing h(x; y) instead of (h L)(x; y), and h 2 B instead of h L 2 B , etc.
In these new coordinates, the Fourier-Taylor series and norm of h 2 B are given by h(x; y) = In addition to the spaces B of functions that are even in x, we will also need the corresponding spaces C of functions that are odd in x. The analogue of (2.1) for these spaces is obtained by replacing the cosine by the sine, and excluding terms with v = 0 from the sums. Denote by F the direct sum of B and C . The functions in F are de ned in the complex domain D characterized by Im(x 1 ) = 0, jIm(x 2 )j < 1 , and jy 2 j < 2 , where they are continuous, and analytic in x 2 and y.
We start by stating some basic properties of these spaces. In accordance with our previous de nition, we denote by @ k h the partial derivative of u 7 ! h((u 1 ; u 2 ); (u 3 ; u 4 )) with respect to u k , for k = 1; 2; 3; 4. where V s;f;g (x; y) = ((x 1 ; x 2 + sf(x; y)); (y 1 ; y 2 ? sg(x; y))), using Cauchy's formula with contour jsj = s 0 .
The following is one of the main motivations behind our de nition of I . Let h 2 B 0 . The third inequality in (2.14) now follows from (2. Clearly, if " > 0 is su ciently small, then the sequence of numbers " n = f n ("), for n = 0; 1; 2 : : :, converges to zero, and the sum P 2" n r converges to a limit = O("). The sums of the values b(" n ) and A(" n ), described in (2.14), converge as well, to some positive real numbers S b = O(" 
Construction of an invariant !-torus
The discussion in this section is based on the assumption that the transformation R, The right hand side of this (formal) equation is independent of 3 .
Given that u and have zero component in the expanding direction of of T , we expect N to be a contraction, if the derivative of u is not too large. To be more precise, we also have to take into account the composition with T ? we get a factor j# 2 j ?r , and the factor c (j# 2 j ?r R)k k 0 is a bound on the tangent map of ; both are obtained directly from Proposition 3.1. Finally, the given inequalities involving R ensure that N maps the ball B into itself, and that K < 1.
Thus, the restricted xed point problem has a unique solution ( 2 ; 4 ) in B.
The missing component 3 is now given by the right hand side of equation (3.2) , with = i( 2 ; 4 ). The sum in this equation converges in B 0 , due to our assumption on ; this follows from part (ii) of Proposition 3.1.
We note that the results obtained in this section do not change if we include an additional factor exp j v 1 j in the de nition of our norms (2.1) and (3.3) . This can be used to prove the di erentiability assumption in Theorem 1.5 on the curve t 7 ! ? (t!; 0).
Using methods of the type described in 10], we have computed a numerical approximation H 1 (over 10000 nonzero Fourier-Taylor coe cients) for the expected non-integrable xed point H for the golden mean version of R, with U 0 = I. The same computation also yields an approximation for the canonical transformation U . Then we iterated the transformation N a large number of times, starting with = 0, to obtain a numerical approximation 0 (over 3000 nonzero Fourier coe cients) for the invariant !-torus for H . The parameters used in this computation were = (0:9; 0:15), = 0:79, = 2 , b = 6:5, and the approximate value of given in the introduction. Additional data can be found in 15]. Numerically, the assumptions of Lemma 3.2 are satis ed with a comfortable margin (e.g. k 0 k 0 < 0:4 and K < 0:82). We have used r = = 0, but since the norm of a Fourier-Taylor polynomial is continuous in these parameters, the same holds for small r; > 0.
Remaining proofs
Proof of Proposition 1.1. It should be noted that the functions considered here are not subject to the restrictions imposed after Proposition 1. Concerning the second part, notice that the unstable manifold of T 1 (acting on R d f0g) at the xed point (0; 0) is the orbit of this xed point under the ow . Similarly, as equation (4.3) shows, the unstable manifold of (acting on R d R , and are continuous, and since the orbit of (0; 0) under the ow is dense in this torus, the identity ? t = t ? holds on all of T d f0g.
This shows that ? de nes an invariant !-torus for H , as claimed.
