We study an inverse scattering problem for a generic hyperbolic system of equations with an unknown coefficient called the reflectivity. The solution of the system models waves (sound, electromagnetic or elastic), and the reflectivity models unknown scatterers embedded in a smooth and known medium. The inverse problem is to determine the reflectivity from the time resolved scattering matrix (the data) measured by an array of sensors. We introduce a novel inversion method, based on a reduced order model (ROM) of an operator called wave propagator, because it maps the wave from one time instant to the next, at interval corresponding to the discrete time sampling of the data. The wave propagator is unknown in the inverse problem, but the ROM can be computed directly from the data. By construction, the ROM inherits key properties of the wave propagator, which facilitate the estimation of the reflectivity. The ROM was introduced previously and was used for two purposes: (1) to map the scattering matrix to that corresponding to the single scattering (Born) approximation and (2) to image i.e., obtain a qualitative estimate of the support of the reflectivity. Here we study further the ROM and show that it corresponds to a Galerkin projection of the wave propagator. The Galerkin framework is useful for proving properties of the ROM that are used in the new inversion method which seeks a quantitative estimate of the reflectivity. * One can also consider truncation of the whole space, as long as the medium is known and non-scattering on one side of the array of sensors. P(q) = cos τ L(q)L(q) T .
Introduction.
Consider an inverse scattering problem for a hyperbolic system of equations in symmetric form satisfied by the wave u(t, x), where t denotes time and x is the spatial variable in the domain Ω ⊂ R d in dimension d ≥ 1, with piecewise smooth boundary ∂Ω. The information about the medium is in the operator L(q) and its adjoint L(q) T , defined on spaces of functions satisfying some homogeneous boundary conditions. Both L(q) and L(q) T are first order partial differential operators in the variable x, with affine dependence on the unknown coefficient q(x), called the reflectivity. The inverse problem is to determine q(x) from data gathered by a collection (array) of sensors. This probes the medium with incident waves, determined by the initial condition b(x), and measures the backscattered waves. Problem (1.1-1.3) arises in inverse scattering for sound, electromagnetic and elastic waves in isotropic media, as explained in [6, sections 3-5] . In acoustics, u(t, x) is related via some transformation to the scalar valued acoustic pressure, whereas in electromagnetics and elasticity, u(t, x) is related to the vector valued electric field and displacement velocity, respectively. The medium is modeled by variable coefficients in the wave equations: the wave speeds and wave impedances. Depending on the data acquisition setup, these coefficients affect in a different way the measurements at the array. Our definition of the reflectivity q(x) takes this into account, as we now explain. FIG. 1.1 . Illustration of the setup: An array of sensors (indicated with crosses) lying near the accessible boundary ∂Ωac probes an unknown medium with incident waves and measures the backscattered waves. The inaccessible boundary ∂Ω inac is far enough from the sensors, so that it has no effect during the duration of the measurements.
We consider the setup illustrated in Figure 1 .1, where Ω is a cube in R d , obtained via truncation of a half space occupied by the unknown medium * . Assuming that the sensors record over the duration t ∈ [0, T ], and using that the wave speed is finite, we let the cube Ω have large enough side length, so that the measurements are not affected by the medium outside Ω. The boundary ∂Ω = ∂Ω ac ∪ ∂Ω inac is the union of the accessible boundary ∂Ω ac , which is a subset of the boundary of the half space, and the inaccessible boundary ∂Ω inac . The name accessible means that the array of sensors can be placed in the immediate vicinity of ∂Ω ac . The inaccessible boundary is fictitious and has no effect on the measurements, so the backscattered wave is due entirely to reflectors contained in Ω. The initial condition in (1.2) is a vector valued function b(x) = b (1) (x), . . . , b (m) (x) , (1.4) where b (s) (x) is the wave emitted by one sensor. This wave is supported in the vicinity of the sensor, think of it as an approximation of the delta function, and the index s = 1, . . . , m counts the sensors and possibly the polarization of the wave. The array measures the scattering matrix (the data), modeled by [6, sections 3-5] D j = b, u(jτ, ·) = Ω dx b(x) T u(jτ, x), j = 0, . . . , 2n − 1.
(1.5)
The s th column of this symmetric m × m matrix corresponds to the wave generated by b (s) (x) and evaluated at all the sensors in the array, at time instant jτ , where τ > 0 is chosen consistent with the Nyquist sampling rate of the wave. The wave u(t, x) and therefore the data (1.5) depend in a complicated, nonlinear way on the coefficients (wave speed and impedance) of the wave equation. The low spatial frequency component of the wave speed determines the kinematics of the wave [20, 4] , since time of travel is a path integral of the slowness (the reciprocal of the velocity). The estimation of this smooth part (aka the kinematic model) is of great interest in geophysical exploration [20] . It is a difficult problem in the backscattering setup considered here and at high frequencies used in applications, because nearby models can give travel time discrepancies that exceed the short period of oscillation of the wave. Thus, unless data have low temporal frequencies, typical least squares data fit optimization formulations [22] are not amenable to solutions by Newton-type methods [23] . Other approaches have emerged [19] , and they use redundant data sets to separate the estimation of the kinematic model and the rough, backscattering part of the medium, called the reflectivity. We assume that the kinematic model is known † and is such that the wave front advances forward (there are no lensing effects). Then, the study in [2] shows that if the depth of the reflectors is larger than the diameter of the array, backscattering is mostly due to relative variations of the wave impedance. This motivates our definition of q(x) as the logarithm of the impedance [6, sections 3-5] .
The estimation of the reflectivity from backscattering data i.e., inverting the mapping q → {D j , j = 0, . . . , 2n − 1}, (1.6) has applications in nondestructive testing [18] , ultrasound for medical diagnostics [21] , radar [8] , geophysical exploration [20] , underwater sonar [10] , and so on. It is a nonlinear inverse problem, even though L(q) is affine in q(x), as can be seen by solving (1.1-1.3) 7) and substituting the solution in the data model (1.5) D j = b, cos jτ L(q)L(q) T b , j = 0, . . . , 2n − 1, (1.8) where the square root and cosine are defined as usual, using the spectral decomposition of the self-adjoint, nonnegative-definite operator L(q)L(q) T . Basically all existing algorithms search for the reflectivity with a least squares data fit optimization formulation, and in many applications the mapping (1.6) is linearized i.e., q(x) is estimated by the solution of the normal equation. The normal operator is not invertible in general, but in many setups it has the property that it preserves approximately the location of non-smooth features of q(x), like jumps [20] . Therefore, popular methods like reverse time migration [9, 3, 4] and the related backprojection [1, 8] use the right hand side of the normal equation as an image i.e., an estimate of the support of q(x). These imaging methods work well if the reflectivity q(x) is weak, but they are qualitative. A quantitative estimate of a general reflectivity requires inverting, in an appropriate sense, the nonlinear map (1.6). We propose a method for estimating q(x) based on a reduced order model (ROM) of the self-adjoint wave propagator operator 2. We use the ROM to develop a novel, quantitative inversion method for estimating q(x). The data are fit implicitly in our method, and the inversion is formulated as a minimization of the discrepancy between the data-driven ROM and the ROM calculated for the search reflectivity. This optimization problem turns out to be almost linear i.e., it can be solved in very few iterations, and it is better conditioned than the classic least squares data fit approach.
The paper is organized as follows: In section 2 we describe the ROM in the Galerkin framework and analyze its properties, which are then used in section 3 to introduce the new inversion method. We assess the performance of the method with numerical simulations in section 4. The presentation in section 2 does not depend on the expression of the operator L(q) and its adjoint, so we work with the generic hyperbolic system (1.1-1.3). However, the inversion algorithm requires specifying L(q), so in sections 3-4 we use the operator derived from the acoustic wave equation. We end with a summary in section 5.
2. The Galerkin framework. To introduce the Galerkin framework, consider the approximation space
are the solution snapshots, with components
We begin in section 2.1 with an exact time stepping scheme satisfied by these snapshots, which shows the role of the propagator operator (1.9). The ROM is defined from the Galerkin approximation of this time stepping scheme, as explained in section 2.2. Note that the approximation space X is not known in inversion, because the data (1.5) correspond to the snapshots evaluated at the locations of the sensors, and not inside the medium. Nevertheless, it is possible to compute the ROM, as explained in section 2.3. The properties of the ROM are stated in section 2.4 and are proved in appendices A-D. In section 2.5 we explain that there is a family of ROMs that share these properties, and that they are connected by special orthogonal transformations. We also give in section 2.6 an intuitive, finite differences interpretation of the ROM, which is then used in section 3 to motivate the inversion algorithm.
2.1. The propagator and time stepping. Let us introduce the notation
and obtain from the definition (2.2-2.3) and the trigonometric identity satisfied by the cosine, that the snapshots satisfy the time stepping scheme
(2.7)
This justifies calling P(q) the wave propagator operator, because it is used to map the wave at consecutive time instants (j − 1)τ and jτ , to the wave at future time (j + 1)τ .
Note that (2.5) is the three term recursion relation satisfied by the orthogonal Chebyshev polynomials T j of the first kind [17] and indeed, definitions (1.9) and (2.2-2.3) give
Note also that if we subtract 2u j (x) from equation (2.5) and divide the result by τ 2 we obtain the second order time stepping scheme
where L(q) is the square root of the self-adjoint, non-negative definite operator 12) and I denotes the identity. Equations (2.9-2.11) are an exact time stepping scheme for the hyperbolic problem (1.1-1.3), with boundary conditions taken into account in the definition of L(q) and L(q) T . The derivative ∂ 2 t u(jτ, x) is replaced in (2.9) by second order centered differences, and the O(τ 2 ) error is absorbed in the operator L(q) which approximates L(q). That is to say, L(q)L(q) T has the same eigenfunctions as L(q)L(q) T , and the eigenvalues
where θ > 0 denotes an eigenvalue of L(q)L(q) T . The larger part of the spectrum corresponds to more oscillatory eigenfunctions ‡ , so the restrictions of L(q)L(q) T and L(q)L(q) T on the space of functions that oscillate at smaller spatial frequency 1/(c o τ ), where c o is a reference wave speed, are approximately the same.
Galerkin approximation.
We define the ROM using the Galerkin approximation of (2.5-2.7), under the following assumption: ASSUMPTION 2.1. The solution snapshots (2.2-2.3) are linearly independent up to time nτ . This implies that the approximation space (2.1) has dimension nm.
The linear independence of the snapshots can be ensured initially by having sufficiently well separated sensors in the array (recall that the components of (1.4) are approximations of the delta function at the sensor locations). However, depending on the kinematic model, the waves may focus at later time in some region of the domain, or they may turn around, and the snapshots can become linearly dependent. We assume in the analysis that the medium is nice enough such that Assumption 2.1 holds, but in the ROM construction and inversion we can deal with a lower dimensional approximation space using an SVD truncation.
Let us gather the first n snapshots in the quasimatrix
with nm linearly independent columns that span the approximation space (2.1). Using linear algebra terminology, we write
14) ‡ For the purpose of the explanation, we may think of L(q)L(q) T as the negative Laplacian multiplied by c 2 o . 5 and we call henceforth the components of quasimatrices like (2.13) block columns. The Galerkin approximation of the snapshots is
where g j ∈ R nm×m is the matrix of Galerkin coefficients. These are calculated so that when substituting (2.15) in (2.5), the residual is orthogonal to the space (2.14)
where we recall the definition of ·, · from (1.5). By construction, the approximation (2.15) is exact for j = 0, . . . , n − 1, so 20) with mass matrix
and stiffness matrix
Again, we use linear algebra notation, where for all W (x) = (w 0 (x), . . . , w n−1 (x)) lying in the same space as U (x), we denote by U T W the nm × nm matrix with m × m blocks
2.2.1. Definition of the ROM. We conclude from Assumption 2.1 and definition (2.21) that the mass matrix is symmetric and positive definite, so we can take its square root using the block Cholesky factorization [14, Chapter 4] , 
The ROM propagator is the nm × nm symmetric matrix 
(2.31)
The nm columns of this quasimatrix are organized in the blocks v j (x) = U (x)R −1 e j , j = 0, . . . , n − 1, (2.32) and they form an orthonormal basis of the approximation space (2.14) . This follows from definitions (2.21), (2.32) and the Cholesky factorization (2.24),
33)
where I nm is the nm × nm identity matrix and we used the linear algebra notation (2.23). Therefore, the block columns (2.32) of V (x) are called the orthonormal snapshots.
We now see that the ROM propagator is the projection of P(q) on the approximation space (2.1), written in the basis of the orthonormal snapshots, 
The importance of this remark will become clear in sections 2.4 and 2.6, where we show how the causality preserving definition of the ROM induces properties of P ROM (q) that are useful for solving the inverse scattering problem.
Data-driven ROM.
In inverse scattering we do not know the snapshots, so how can we use the definition (2.29-2.30) of the ROM? We now explain that, in fact, the mass and stiffness matrices can be calculated from the data (1.8) . Consequently, we can compute the ROM from (2.29-2.30) and we can also get the ROM snapshots via the time stepping scheme (2.25-2.27). Furthermore, we can use equation (2.28) to calculate the Galerkin coefficients in the approximation (2.15), without knowing the approximation space (2.1).
Here we recall the calculation of mass and stiffness matrices from the data introduced in [5, 12] that we repeat for the convenience of the reader. Let us rewrite the data model (1.8) in terms of the propagator, using equation (2.8)
The blocks of the mass matrix are, by definition (2.21) and equation (2.8),
where the last equality is because P(q) is self-adjoint. The Chebyshev polynomials of an arbitrary argument z have the multiplicative property
so using this property in (2.39) and recalling (2.38) we obtain
The calculation of S is similar. Starting with its definition (2.22) and using equation (2.8), we have
where by the multiplicative property (2.40),
Substituting in (2.43), using (2.40) one more time, and recalling (2.38), we get
Properties of the ROM. We state here the theorems that describe the properties of the ROM. To lighten the presentation, we write the proofs in the appendixes.
Data fit.
We saw in the previous section how the ROM is calculated from the data. The next theorem, proved in appendix A, states that the ROM fits exactly these data. THEOREM 2.3. The ROM snapshots (2.28) can be written as Chebyshev polynomials of the ROM propagator, similar to (2.8), 
Recall from section 2.2 that the first n snapshots are represented exactly in our Galerkin scheme. Therefore, it is not surprising that the ROM fits the data for the first n time instants. The interesting point of the theorem is that the data are fit for the remaining n time instants. The physical reason this holds is because the waves received at the array up to time (2n − 1)τ can only sense the medium up to the depth traveled in half the time. Therefore, all the information is contained in our approximation space (2.14).
ROM factorization.
Just as we did in section (2.1), we can subtract 2u ROM j from equation (2.25) and divide the result by τ 2 to obtain the ROM equivalent of the second order time stepping scheme (2.9-2.11),
with matrix L ROM (q) defined by the block Cholesky factorization
This is the ROM analogue of the factorization
where the approximation is as discussed in section (2.1). The next theorem, proved in appendix B, gives that the ROM propagator is a block tridiagonal invertible matrix. We return to this point in section 2.6, where we explain that the block tridiagonal L ROM (q)L ROM (q) T can be viewed as a finite difference approximation of the second order partial differential operator L(q)L(q) T . THEOREM 2.4. The ROM propagator P ROM (q) is symmetric, block tridiagonal and the matrix I nm − P ROM (q) is invertible. Therefore, the Cholesky factor L ROM (q) is an invertible matrix with lower block bidiagonal structure.
Galerkin-Petrov projection.
We now show that L ROM (q) is a Galerkin-Petrov projection of the operator L(q) on the subspace X defined in (2.1) and the subspace
of the first n dual snapshots denoted by the hat. The dual snapshots are defined using the first order system formulation of the time stepping scheme (2.9-2.11),
(2.56) 9 Indeed, it is easy to check that (2.53-2.56) implies (2.9-2.10) and the initial condition (2.11) follows from
The first dual snapshot is obtained from (2.54) evaluated at j = 0 and (2.56),
The half time step in this equation shows that (2.53-2.56) is a leap-frog scheme, where the dual wave is evaluated at the time instants (j + 1/2)τ , and the primary wave is evaluated at the time instants jτ , for j ≥ 0. Similarly, we can use the first order system formulation of the ROM time stepping scheme (2.47-2.49) to define the dual ROM snapshots u ROM j ,
and obtain as above that
The orthogonalization of the dual snapshots and their use in the Galerkin-Petrov projection of L(q) are in the next theorem, proved in appendix C. THEOREM 2.5. Denote by U (x) = u 0 (x), . . . , u n−1 the quasimatrix of the first n dual snapshots, which span the space X defined in (2.52). The following statements hold:
(i) There exists an orthonormal basis of the space X, the columns of the quasimatrix
where R is the matrix of the first n ROM dual snapshots
This is the analogue of equations (2.31), (2.37), and R is block upper triangular. (ii) The matrix L ROM (q) defined in the Cholesky factorization (2.50) is the Galerkin-Petrov projection of the operator L(q) defined in (2.12), on the spaces X and X,
Similar to Remark 2.2, we note that definition (2.63) of V (x) is the Gram-Schmidt orthogonalization of the dual snapshots, which gives the causal ROM dual snapshots gathered in the block upper triangular matrix R. 
That is to say, the matrix Y T R is also nm × nm block upper triangular, and satisfies
68)
which has all the properties described in section 2.4. The quasimatrix of orthonormal snapshots is transformed to
69)
and for the dual snapshots we have, similarly,
The Galerkin-Petrov projection (2.65) becomes
Here Y is another arbitrary orthogonal transformation of the form (2.66), and Λ ROM (q) is block lower bidiagonal. In equations (2.68-2.71) we use greek letters for the transformed ROM and the orthonormal snapshots. These depend on Y and Y , but we suppress this dependence in the notation.
2.6. Connection to finite differences. To interpret the ROM matrix L ROM (q) as an approximate finite difference scheme for the operator L(q), we write it here explicitly using the following assumption:
74)
and with m × m symmetric matrix coefficients
75)
does not break down for j = 0, . . . , n − 1. That is to say, the columns in each ϕ j (x) and ϕ j (x) remain linearly independent, so the matrices (2.75) are defined.
We explain in appendix D that this assumption is basically the same as saying that the first-order block Lanczos procedure (2.72)-(2.75) for calculating orthogonal bases of the spaces X and X does not break down. If this is the case, we have the following result, proved in appendix D. THEOREM 2.7. Under the Assumption 2.6, there exists a choice of the square roots of the coefficients (2.75), 
Moreover, the block entries of the ROM matrix L ROM (q) are defined by these square roots as
Recall from section 2.1 that L(q) is an approximation of the first order partial differential operator L(q). Equation (2.72) shows that this operator is captured by the ROM as a finite difference scheme, where each step corresponds to a time instant indexed by j ≥ 0. The "steps" are m × m matrices, due to the fact that there are m source excitations. As the time index increases, the iteration (2.72-2.74) and definition (2.77) generate orthonormal snapshots that satisfy the causality relations (2.36) and (2.63). Initially, these snapshots are in the range of u 0 (x) = b(x) and u 0 (x) = b(x), respectively, and are supported near the array. At the next time instant the wave front advances to a depth of the order c o τ , so u 1 (x) will have large entries around depth c o τ . Due to causality and orthogonality, v 1 (x) should peak around this depth. The same holds for the dual orthonormal snapshots. Arguing this way, we expect that the peak values of the orthonormal snapshots follow the progression of the wave front inside the medium. This is confirmed by numerical simulations in [5, 6, 13] . REMARK 2.8. Every ROM matrix Λ ROM (q) related to L ROM (q) by (2.71) has the finite differences interpretation (2.72-2.74), (2.78-2.79), and it is the Galerkin-Petrov projection of the operator L(q) in the orthonormal bases
This non-uniqueness is due to the multiple choices of the square roots of γ j and γ j ,
The block entries of Λ ROM (q) are given by
which is precisely (2.71) written block-wise.
Assumption 2.6 and Theorem 2.7 are written as if we knew the operator L(q), which is not the case in the inverse problem. Their purpose is to interpret the ROM as a finite difference scheme, which we use in the next section to motivate the new inversion method. However, matrices {γ j , γ j } 0≤j≤n−1 can be determined from the data, from the equation
Substituting the expression of Λ ROM (q) described in Remark 2.8, for a given convention of the matrix square root, and equating block-wise, one obtains an iteration which defines sequentially γ j , γ j , starting with γ 0 = b, b −1 , and also the diagonal blocks of Y .
3. Inverse scattering. We now use the ROM for solving the inverse problem. The proposed method generalizes to all linear waves in isotropic media, in the backscattering setup described in the introduction. Nevertheless, to make the presentation explicit, we focus attention on inverse scattering for sound waves.
We refer to [5, 6] for the derivation of the hyperbolic problem (1.1-1.3) from the acoustic wave equation, where u(t, x) is related to the pressure and the operators L(q) and L(q) T are given by
The dot in (3.1) denotes the inner product in R d and the vector-valued function u(t, x) is related to the acoustic velocity as in [5, 6] .
Here c(x) is the assumed smooth wave speed, the known kinematic model, and the unknown reflectivity is defined by
in terms of the acoustic impedance σ(x). As explained in the introduction, the model (3.1-3.3) arises when separating the estimations of the kinematic model (assumed known here) and the reflectivity. It applies to the backscattering setup, where as shown in [2] , the reflections recorded at a small array are due mainly to relative variations of the impedance. The main idea of our inversion method is that instead of using the conventional nonlinear least squares data fit minimization formulation, it is better to fit the difference of the ROM matrices L ROM (q) − L ROM (0), where L ROM (0) is defined as in (2.50), but for the reference medium with zero reflectivity. We motivate this optimization formulation in section 3.1, with a discussion based on the results in sections 2.4-2.6. The inversion algorithm is described in section 3.2.
3.1. ROM parametrization of the reflectivity. There are two ways of understanding how the ROM encodes information about the unknown reflectivity (3.3). The first is based on the finite difference interpretation described in Theorem 2.7. The second is based on the Gram-Schmidt orthogonalization of the snapshots. 13 3.1.1. Finite differences interpretation. We see from definition (3.1) that the operator L(q)−L(0) depends linearly on q(x). Here we explain why the ROM version of this operator, the matrix L ROM (q) − L ROM (0), is expected to inherit approximately this linear dependence.
Let us use Theorem 2.7 for the reference medium with zero reflectivity. We obtain the analogue of the finite difference scheme (2.72-2.74),
where the superscript (0) indicates that the reflectivity is zero, and the steps {h j , h j } j≥0 are the analogues of (2.75),
The square roots of these steps
define the block lower bidiagonal ROM matrix L ROM (0), with entries given by the analogues of (2.78-2.79),
We now have two exact finite differences schemes: For the operator L ROM (q), as given in (2.72-2.74), and for the operator L ROM (0), as given in (3.4-3.7). To compare the two, let us use the transformation
so that φ j (x) and φ j (x) are normalized as in (3.8)
We also introduce the matrices
which will be interpreted below as approximations of the square root of the impedance. Substituting (3.12-3.13) in (2.72) and using definition (3.14) , we obtain
where the matrices 
The second term in the left hand side in (3.15) looks like the finite differences approximation of −L(0) in equation (3.4) , although there the operator acts on a different space, spanned by the snapshots in the reference medium. The right hand side in (3.15) looks like a finite difference approximation of the operator
The discretization corresponds to time stepping, so we can view h j and h j as primary and dual grid steps for discretization in range. These steps depend on the kinematic model c(x) which is the same in the reference and the unknown medium. The matrices σ j can be viewed as approximations of σ(x) on the primary grid and dual grid, respectively, and the matrices (3.16) can be viewed as approximations of c(x)∇q(x)·, up to some factors which add up as in (3.17) .
It remains to study the difference of the block lower bidiagonal ROM matrices L ROM (q) and L ROM (0), using the expressions (2.78-2.79) and (3.10-3.11) of their entries. We obtain that
and
Therefore, L ROM (q) − L ROM (0) is linear in the matrices Q ± j defined in (3.16) , which are expected to approximate the gradient of the reflectivity, as explained above.
3.1.2. Gram-Schmidt orthogonalization interpretation. Recall Remark 2.2 on the causal construction of the orthonormal snapshots, via the Gram-Schmidt orthogonalization (2.31), and the similar result in section 2.4.3 for the orthonormal dual snapshots. We now explain that this construction leads to projection matrices V (x) and V (x) should be nearly independent of the unknown reflectivity. In light of Theorem 2.5, this implies that L ROM (q) has approximately the same affine dependence on q(x) as L(q) ≈ L(q), and gives another motivation for the inversion based on L ROM (q) − L ROM (0).
For simplicity of the argument, we assume in this section only that the kinematic model is constant c(x) = c o . The extension to arbitrary c(x) is straightforward in one dimension, where we can use the travel time transformation x → x 0 ds c −1 (s) to eliminate the wave speed from the wave equation. In higher dimensions the extension is not easy and may not even be true, unless the medium is nice enough, so that the wave progresses forward at each time step and there are no lensing effects, as we have assumed so far.
One dimension:
We begin with the case d = 1, where the domain Ω is an interval. This is easier to understand because there is only one sensor (m = 1) and there are no block linear algebra calculations. 15 The Gram-Schmidt orthogonalization (2.31) is
where now R is n×n upper triangular and we do not use bold symbols because the snapshots and x are real valued. Let us evaluate this equation at the locations x j = c o jτ of the wavefront at the first n time instants jτ of the measurements, for j = 0, . . . , n − 1, and gather the results in the linear system
The first factor in the right hand side is a nearly orthogonal matrix, because
Here the integral is approximated by a Riemann sum and the integrand is supported in the interval [0, min{x i , x j }] ⊆ [0, x n−1 ] ⊂ Ω, by the causality relation (2.36). We conclude that (3.21) is basically a QR factorization [14, Section 5.2], which seeks an orthonormal basis that transforms the left hand side to upper triangular form. But the left hand side is already upper triangular by construction u j (x) = 0 for x > x j , j = 0, . . . , n − 1, so there is no transformation to be made, and
up to ± sign ambiguity on the diagonal. This matrix has exactly zero entries below the diagonal, by the causality of the orthonormal snapshots, so the approximation applies only to the upper triangular part. The quasimatrix V (x) of the orthonormal snapshots is an interpolation of the entries in (3.23), so it is approximately independent of q(x). The same argument applies to the quasimatrix V (x) of orthonormal dual snapshots. REMARK 3.1. We expect from (3.22-3.23) that the approximation of the quasimatrix V (x) and its dual analogue V (x) by a multiple of the identity improves when we decrease the time sampling interval τ . This is the case up to a point, because if τ is too small, then the snapshots become linearly dependent (up to machine precision) and the mass matrix (2.21) is no longer invertible. A good strategy for choosing τ is according to the Nyquist criterion which takes into consideration the temporal period of oscillation of the wave.
Higher dimensions: Here we have the block Gram-Schmidt orthogonalization
24)
where R is nm × nm block upper triangular, with m × m blocks. 16 To write equation (3.24) as a block QR factorization, the analogue of (3.21), consider the system of coordinates x = (x, x ⊥ ) ∈ Ω, with origin at the center of the array, where x ∈ [0, x max ] is the depth (range) coordinate orthogonal to the array and x ⊥ is the crossrange in the plane of the array. Then, we can evaluate (3.24) at points
for some appropriate {x ⊥ s } 1≤s≤m . Using the block notation
Again, by construction,
so the left hand side in (3.26) is block upper triangular. The products of the block columns in the right hand side are, similar to the one-dimensional case,
27)
where the left hand side is a Riemann sum approximation of the integral and the integrand is supported in [0, min{x i , x j }] ⊆ [0, x n−1 ] ⊂ Ω, by the causality relation (2.36). Writing more explicitly (3.27),
28)
where dx = dxdx ⊥ , K is a constant, and the accuracy of the last approximation depends on the points {x ⊥ s } 1≤s≤m and on how the wave propagates. Intuitively, the points {x ⊥ s } 1≤s≤m should be near the m sensors in the array, and the approximation (3.28) should hold at least if n is not too large, meaning that for j = 0, . . . , n − 1, the wave u j (x) has not spread out much in cross-range, but propagates downward like a beam.
If the approximation (3.28) holds, then we have the analogue of the result in one dimension, where (3.26) is the block QR factorization of the block upper triangular matrix in the left hand side and the first factor in the right hand side is a multiple of the identity. The quasimatrix V (x) is the interpolation of this matrix and is therefore approximately independent of q(x). The approximate independence of the quasimatrix V (x) on q(x) follows similarly.
The numerical simulations in [6, 5, 13] confirm this statement, and they also show that the approximation deteriorates for larger n. This is why in our inversion method we do not rely on the assumption that L ROM (q) − L ROM (0) is linear in the reflectivity, and formulate instead a nonlinear minimization problem that is solved iteratively.
Inversion method.
The classic way of solving the inverse problem is to estimate q(x) using least squares data fit optimization
where · F denotes the Frobenius norm and we used equations (1.5) and (2.8) to write the mapping of the guess reflectivity q S to the data. The search space is 
may be poorly conditioned, which means that (3.29) should be regularized. Following the geophysics literature [15, 11] we refer to the inversion procedure for solving (3.29) with a Gauss-Newton iteration as the least squares reverse time migration (LS-RTM).
In contrast to the conventional approach (3.29), we estimate the reflectivity by the solution of the minimization problem
because as discussed in the previous section, the matrix L ROM (q) − L ROM (0) is expected to be approximately linear in q(x). This is confirmed by the numerical results, which show that the Gauss-Newton iteration [16, Section 10.3] converges in a few steps. For the sake of brevity we refer to such iteration for solving (3.32) as ROM-GN.
Parametrization and resolution.
For noisy data, regularization is needed in both the construction of the ROM (see [6] ) and in the inversion. In the numerical simulations we regularize the Gauss-Newton method using a truncated SVD approach. But regardless of the noise, the basis functions of the sample space (3.29) should be defined based on a resolution study, to avoid over parametrizing the unknown reflectivity. This ensures that we have a well conditioned Jacobian.
For the given excitation b(x), the resolution depends on the location in Ω, as we now explain. Let δ j (x) be a non-negative function which integrates to one and has support centered at x j ∈ Ω, of diameter λ/2, the Rayleigh resolution limit [7, Chapter VIII] for imaging with waves at central wavelength λ. We may think of δ j as an approximate Dirac δ(x − x j ). From sections 2 and 3.1 we know that
Here we denote ∆L ROM (δ j ) = L ROM (δ j ) − L ROM (0), ∆L(δ j ) = L(δ j ) − L(0) and ∆L(δ j ) = L(δ j ) − L(0), and similarly for the adjoints ∆L ROM (δ j ) T , ∆L(δ j ) T and ∆L(δ j ) T . The quasimatrices V (0) (x) and V (0) (x) contain the primary and dual orthonormal snapshots calculated in the known reference medium with zero reflectivity. The dot denotes the inner product in R d and is understood component-wise, i.e.,
Therefore, we have
in the ROM space, and in the physical space we get
Here
is the orthogonal projector on the space of the first n snapshots in the reference medium, which takes any ϕ(x) in the space of the snapshots and returns
is the orthogonal projector on the space of the first n dual snapshots in the reference medium.
Equation (3.33 ) is the ROM approximation of the operator in
which acts as point-wise multiplication. Therefore, we define the resolution (point spread) function at point x j by
where · 2 is the Euclidian norm in the space of row-vectors R 1×nm . We will see from the display of the point spread function (3.36) in the numerical section that its support grows with the distance (range) x j of the point x j = (x j , x ⊥ j ). Moreover, the spreading is mostly in the cross-range direction, as expected from the classic resolution limits of imaging methods [7, Chapter VIII] . We choose the basis {ψ j (x)} 1≤j≤N S of the search space (3.30) as the continuous, piecewise linear (hat) functions on a mesh defined as follows: The discretization in range is determined by the range support of (3.36), which is basically unchanged throughout the domain if the background wave speed does not have large variations. Let N r be the number of range points. Then, for any given range x j , with j = 1, . . . , N r , we discretize in cross-range at steps determined by the support of (3.36). This can be achieved for example by seeking an approximate partition of unity using the point spread function (3.36) in the range direction and the cross-range direction, respectively. The result is a non-uniform (deformed rectangular) mesh with N S points, which we then triangularize to define the hat functions.
Numerical results.
In this section we present two dimensional numerical results for configurations of scatterers modeled by the reflectivity in figures 4.1 and 4.7. All lengths are normalized by , the step size of the square mesh used to discretize the true medium in the time domain finite differences simulations for generating the synthetic data. The accessible boundary is modeled as sound hard and the inaccessible boundary as sound soft. Time is normalized by the sampling step τ . The initial wave b(x) is defined as in [6, Equation ( 95)] in terms of the pulse emitted by the sensors, which is a Ricker wavelet. The central wavelength calculated at the reference wave speed c o = 1.8 /τ is λ = 8.9 and the smallest wavelength, at 5% (i.e. -25dB) cut-off, is 4.5 .
The first results, presented in section 4.1, are with noiseless data. The second set of results, in section 4.2, is for noisy data. 
Inversion with noiseless data.
In the first numerical experiment we seek to estimate the reflectivity displayed in Fig. 4.1 . The kinematic model is constant c(x) = c o = 1.8 /τ, and the array has m = 50 sensors separated by 4 , displayed as triangles in the figure. The time sampling of the data is at interval τ chosen such that the smallest period of oscillation in the probing pulse, at 5% cut-off, equals 2.5τ . The data are collected at 2n = 110 time steps, which leads to a data cube of dimension 110 × 50 × 50.
We display in the left plot of Fig. 4.2 the point spread function defined in (3.36), for various points in the search region, shown with green dots. Note how its cross-range support spreads deep inside the medium. The parametrization
of the guess reflectivity is given by the continuous piecewise linear hat functions ψ j (x) defined on the mesh shown in the right plot of Fig. 4.2 . This mesh has the uniform spacing c 0 τ in range and the points in the cross-range are calculated using an approximate partition of unity with the functions (3.36) . That is to say, at any given range x r , we solved the minimization problem
where α is the vector of components α j , the coefficients of the point spread function at the points in the search cross-range interval. Due to the loss of resolution with depth, we have fewer points deep in the domain. In this example we used the tolerance of 2%.
The data obtained with the excitation from the center sensor in the array are displayed in the left plot in Fig. 4.3 . Note that to save computational time, we made the domain Ω smaller than assumed in the analysis. Therefore, the fictitious boundary ∂Ω inac causes reflections that are visible at the bottom corners of the plot. In the right plot we display the data processed with [6, Algorithm 1], which is designed to return an approximation of the Born (single scattering) linear data model,
Here D j (0) are the data simulated for the reference medium with no reflectivity and the right hand side is calculated using We begin the comparison between the conventional LS-RTM and the proposed ROM-GN with a study of Jacobians of the corresponding mappings. As shown in Fig. 4.4 q → L ROM (q). Consequently, while LS-RTM required regularization via SVD truncation, we did not use regularization in ROM-GN ¶ .
In Fig. 4 .5 we compare the inversion results for both LS-RTM and ROM-GN approaches. For LS-RTM (top plots) we performed a single Gauss-Newton iteration using as input both the raw data {D j } 0≤j≤2n−1 (top left plot) and the processed (Born) data (4.2) (top right plot), which is intended to transform the problem into linear least squares. The image with the latter is better, as expected, because the multiple scattering effects have been removed approximately. Nevertheless, we observe image artifacts, due to the ill-conditioning of the Jacobian of the mapping q → {D Born j } 0≤j≤2n−1 . In our experience, performing more Gauss-Newton iterations does not lead to an improved image, mostly because the transformed data (4.2) are a very good approximation of the linearized (Born) data.
The reflectivity obtained with ROM-GN is shown in the bottom two plots in Fig. 4 .5 both after a single (bottom left plot) and five (bottom right plot) Gauss-Newton iterations, where convergence was achieved. Note that the shape of the scatterers is recovered well, because the operator (3.1) depends on the gradient of the reflectivity. Thus, it is easier to get the jumps of q(x) than its smooth part. However, after five iterations the magnitudes of the scatterers are also recovered very well, as clearly seen in the range and cross range slice plots shown in Fig. 4.6 . Thus, we observe a clear advantage of our ROM-GN approach at recovering both the shapes and magnitudes of scatterers compared to the conventional LS-RTM.
4.2.
Inversion with noisy data. The second numerical experiment is motivated by the application of non-destructive testing, and seeks to estimate multiple fractures modeled by the reflectivity displayed in Fig. 4.7 . The excitation is the same as in the previous experiment, except that the array has 32 sensors separated by 8 and the kinematic model is no longer constant. The data are displayed in the left plot of Fig. 4.8 and are contaminated with 5% additive, white Gaussian noise. They are sampled at 2n = 170 time steps, at interval τ calculated so that the smallest period of oscillation in the probing pulse, at 5% cut-off, equals 2τ . The transformed data (4.2) are displayed in the right plot of Fig. 4 .8. We note in particular the multiple echo around time 90τ that is suppressed after the transformation. We display in Fig. 4 .9 the point spread function Ψ j (x) defined in (3.36), at different locations x j in the search domain, indicated by the dots. Note that the spread function looks different than in Fig. 4.2 due to the variable kinematic model. The mesh calculated as explained in the previous section is shown in the right plot in Fig. 4.9 .
We compare the inversion results for LS-RTM and ROM-GN with noisy data in Fig. 4.10 . We observe that the LS-RTM inversion results are better than in the previous experiment because the reflectivity contrast is not as strong. Nevertheless, even when given the transformed (Born) data (top right plot in Fig. 4.10) , the LS-RTM does not recover the two bottom cracks very clearly. A much better inversion result is obtained with ROM-GN after five iterations which resolves all cracks, as shown in the bottom right plot in Fig. 4.10 . Note that both LS-RTM and ROM-GN methods were regularized with a truncated SVD of the Jacobian. 
Summary.
We introduced a novel method for the inverse scattering problem, where the goal is to estimate reflective structures in a medium from data gathered by an active array of sensors. These sensors emit waves that propagate through the medium and measure the backscattered returns at 2n time instants separated by an appropriately chosen interval. The new algorithm is based on a reduced order model (ROM) of the wave propagator operator. This operator maps the wave from one time instant to the next, and is unknown in inverse scattering. However, the ROM can be calculated from the measurements at the array. We described the ROM for a generic hyperbolic system and showed that it corresponds to a Galerkin projection of the propagator operator on the space spanned by the wave at the first n times instants. We analyzed the ROM in the Galerkin framework, and used the results to motivate the new inversion method. We described the implementation of the method in the context of inverse scattering for sound waves, and assessed its performance with numerical simulations. Compared to the conventional nonlinear least squares data fit minimization, the new inversion method is almost unaffected by the multiple scattering effects. It recovers robustly the locations, shapes and magnitudes of scatterers in a very small number of iterations. term recurrence relation for Chebyshev polynomials
valid for any argument z.
To prove (2.46), we observe that (2.8) implies that the approximation subspace
is a block Krylov subspace. Since X = range U (x) = range V (x) , any polynomial Q i (P(q))b(x) of degree i ≤ n − 1 is represented exactly in X, i.e.,
Any Chebyshev polynomial T j (z) of degree j = 0, . . . , 2n − 1 can be represented uniquely (via polynomial division) as
for some polynomials Q i (z), R k (z) of degrees i, k ≤ n − 1. Setting z = P(q), and using the facts that Q i (P(q)) is self-adjoint and Q i (P ROM (q)) is symmetric, we obtain
for all j = 0, . . . , 2n − 1.
Appendix B. Proof of Theorem 2.4. The symmetry of the ROM propagator follows immediately from equation (2.34), because P(q) is self-adjoint.
To prove that P ROM (q) is block-tridiagonal, it suffices to show
From definition (2.32) of the orthogonal snapshots and the fact that the inverse R −1 of the block upper triangular R is also block upper triangular, we get v j (x) = j i=0 u i (x)R −1 i,j , j = 0, . . . , n − 1.
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We also have from the time stepping equation (2.5) that
and therefore
where the last equality is because R = V T U . Since R is block upper triangular, the right hand side in this equation is non-zero if the index j ≥ i satisfies j +l ≤ i+1 or j +l ≤ |i−1|. This is impossible for l ≥ 2, so result (B.1) holds and P ROM (q) is block tridiagonal. It is clear from the definition (1.9) of the propagator operator P(q) that its eigenvalues must lie in the interval [−1, 1]. Since P ROM (q) is the Galerkin projection (2.34) of the propagator, its eigenvalues also lie in [−1, 1]. We now prove that
which implies that
Indeed, consider any element in X, written as
for m × m diagonal matrices α j , and suppose that it lies in the kernel of I − P(q),
We wish to show that α j = 0, for j = 0, . . . , n − 1. Using (2.5)-(2.7) in (B.3), we get
and reordering the terms and using the initial condition (2.11) we have
The wave snapshots are linearly independent up to time nτ by Assumption 2.1, so we can equate the coefficients in this equation to 0. Starting with α n−1 = 0 and solving backward, 27 we get that α j = 0, for all j = 0, . . . , n − 1. This shows that (B.2) holds and completes the proof of the theorem.
Appendix C. Proof of Theorem 2.5.
We obtain from definitions (2.12), (2.34) and (2.50) that
where L ROM (q) is an nm × nm block lower bidiagonal, invertible matrix by Theorem 2.4. We use it to define the quasimatrix
and write
Note that we used in (C.1) the fact that L ROM (q)
This can be seen from
where (·, ·) is the inner product in R nm . Since (C.4) holds for any ϕ ROM , ϕ ROM ∈ R nm , we indeed have
a counterpart of (C.3).
Returning to the quasimatrix V (x), we observe that it has orthonormal columns
and we now show that it satisfies the statement of the theorem. Recall from (2.37) that the ROM snapshots u ROM j , for j = 0, . . . , n − 1, form the block upper triangular matrix R. Since L ROM (q) T is block upper bidiagonal, we get from (2.62) that
where the right hand side defines the m × m matrix R 0,0 . The next dual snapshot is obtained from equation (2.59),
and continuing this way we get (2.64), with block upper triangular R.
Next, we show that
Indeed, using that V V T is the orthogonal projector on range( V ), we calculate
where the last equality is because V V T is the orthogonal projector on the space (2.1) to which b belongs. The right hand side simplifies by equation (C.1), and (C.7) holds because Then, equations (2.36) and (2.53) and (2.72) for j = 0 give that v 1 (x) ∈ span{u 0 (x), u 1 (x)}, ν 1 (x) ∈ span{u 0 (x), u 1 (x)}, so the columns of ν 1 (x) and v 1 (x) are orthonormal bases of the same space, the orthogonal complement of span{u 0 (x)} in span{u 0 (x), u 1 (x)}. Therefore, they must be related by an orthogonal transformation Y 1 ∈ R m×m ,
Iterating this way we obtain the relations (2.69) and (2.70). Using these orthogonal block diagonal transformations Y = diag Y 0 , . . . , Y n−1 and Y = diag Y 0 , . . . , Y n−1 , we can now define the matrices
which are also square roots of γ j and γ j , = ϕ j (x) γ j Y T j = ϕ j (x)Γ j , and the block lower bidiagonal ROM matrix L ROM (q) follows from (2.71) and (D.11-D.12),
This completes the proof of the theorem.
