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Abstarct	  
 
This report wants to be the theoretical tool used to collect the necessary information to 
subsequently joining a Channel Shortening working group at the Bejiing Instiute of 
Technology. 
 
Multi-Carrier Modulation has been chosen as the physical of the wide variety of a 
digital communication systems. As a result I started my previos theorical studies 
searching about the basis of this Modulation.For them,I have reviewed the prinicpales 
necessary concepts, such as, coherence bandwidth, Fourier Transform or Cyclic Prefix. 
 
Once this is understood, I studied a particular Multicarrier Modulation called 
Orthogonal Frequency Division Multiplexing . I have seen its main features, the 
difference and the importance of orthogonality and its advantages. After analyze 
schemes both in reception and in transimison, through the channel model.  
 
In turn, I have reviewed Multiple Input Multiple Output systems to realize the 
importance and improvement that can make working together on systems such as 
Orthogonal Frequency Division Multiplexing, reviewing concepts such as multipath, 
peak data rate or system capacity.  
 
To finish, we understand the problems with the length of CP, we introduce the concept 
of channel shortener and we review the main approaches found in the literature, 
dividing them into two sub-groups based on time or frequency domain. 
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Glossary	  	  
AWGN   Additive White Gaussian Noise 
BER Bit Error Rate 
BPSK Binary Phase Shift Keying 
CP Cyclic Prefix 
DFT Discrete Fourrier Transform 
DMT Discrete Multi-Tone 
FDM Frequency Division Multiplexing  
FEQ Frequency-domain Equalizer 
FFT Fast Fourier Transform 
FIR Finite Impluse Response 
IEEE Institute of Electrical and Electronics Engineers 
ICI Inter-Carrier Interference 
IDFT Inverse Discrete Fourrier Transform 
IFFT Inverse Fast Fourier Transform 
IIR Infinite Impulse Response 
IR Impulce Response 
ISI Inter Symbol Interference 
LTE Long Term Evolution 
LOS Line Of Sight 
LS Least Squares 
MBR Maximum Bit Rate 
MC Multi-Carrier 
MCM Multi-Carrier Modulation 
MERRY Multicarrier Equalization by Restoration of RedundancY 
MGSNR Maximum Geometric Signal to Noise Ratio 
MIMO Multiple Input Multiple Output 
Min-ISI Minimum ISI 
MISO Multiple Input Single Output 
MMSE Minimum Mean Square Error 
NLOS No Line Of Sight 
OFDM Orthogonal Frequency Division Multiplexing 
PTEQ Per Tone EQualization 
QAM Quadrature Amplitude Modulation 
QPSK Quadrature Phase Shift Keying 
SAM Sum-squared Autocorrelation Minimization 
SIMO Single Input Multiple Output 
SISO Single Input Single Output 
SNR Signal to Noise Ratio 
SSNR Signal to Interference and Noise  
TEQ Time-domain Equalizer 
WiMAX Worldwide Inter-operability for Microwave Access 
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1	  Introduction	  	  Actually,	  next-­‐generation	  of	  wireless	  networks	  have	  to	  be	  able	  to	  support	  target 
peak data rates of up to 100 Mbit/s for high mobility applications and up to 1 Gbit/s for 
low mobility such as local wireless access, for that as 802.16m, mobile version of 
WiMax (Worldwide Interoperability for Microwave Access), and LTE (Long Term 
Evolution)technologies as is being developed in order to support the quality of service 
and data rate requirements imposed by further advance of existing applications, this are 
considered as the first available 4G alternative. 
 
Moreover, the Multi-Carrier Modulation was selected to be the basis for the physical 
layer because its able to handle with most common Radio Frequency Distorsions 
without the need for complex equalization techniques. 
 
MCM is already an extremely successful access technology chosen to be deployed in a 
number of Digital Subscriber Loop standards, such as ADSL (Asynchronous DSL), 
ADSL2+ and VDSL (Very high bit rate DSL). 
 
Focusing on the extremely efficency and well work between OFDM and MIMO 
systems, this improve over more the behavoir of MCM systems and same time solve the 
problem of high peak data rates using multidiveresity concept. 
OFDM works as a perfect basis for this kinds of systems due his matrix expresions. 
 
To improve this requeriments, channel estimation as a well known usefull tool. 
Moreover , channel shortening techniques as been extended studied in the literature and 
have been proved as a succes techique to solve the problem with de CP lenght. 
 
Differents approaches aims to equalize TEQ using supervised methods or blind methods 
using the knowledge of the channel properties. 
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2 Multicarrier Modulation 
 
In this chapter, we will explain the basic concepts Multi-Carreir (MC) Modulation 
technique. Thus, important concepts such as cyclic prefix, Fourier Transform or flat 
fading. 
 
Multicarrier Modulation, has been chosen as the physical layer standard for a diveristy 
of basic systems, however, this technique was used for first time at 50’s for military 
purposes.  
From 1990, Multicarrier Modulation has been used in various applications, whether 
wireless or not, including audio broadcasting, DSL (Digital Subcriber Line) or wireless 
LAN ( Local Area Network ). 
 
The principle of MCM is to divide the information transmited in a  given number of 
subcarriers and then, send it in different subchannels, it means, divide the available 
channel band into a number of equal-bandwidth subchannels where the bandwidth of 
each channel is sufficiently narrow for ensure that the frequency response 
characteristics of the each subchannels are nearly equal . 
 
Typically the subchannels are orthogonal, always under ideal propagation conditions. 
The information contained subchannels is extremely lower than the total amount of 
information, and therefore, the bandwidth for each subchannel will much less than the 
total bandwidth of the system. The number of subcarriers is not a random parameter, but 
is chosen such that ensures that each subchannel has a lower bandwidth than the 
bandwidth channel coherence, so that we can consider subchannel as relatively flat or 
flat fading. 
Fulfilling these parameters ensures that Intersymbol Interference ( ISI ) associated with 
each subchannel will be small. 
Additionally, MC can be digitally implemented efficiently. In this implementation 
discreet called Orthogonal Frequency Division Multiplexing (OFDM), using a cycle 
prefix (CP), ISI can be practically removed but we will see in detail during the report. 
 
Although multicarrier modulation was invented in the early 50s, modulators and 
demodulators that required were very complex system for running times. However, 20 
years later, with the development of simple and inexpensive implementations Discrete 
Fourier Transform (DFT) and Inverse DFT made possible the use of this modulation in 
many existing systems. The idea is to divide the frequency band into orthogonal 
subchannels by means of the low cost implementation of Fast Fourier Trasnform (FFT). 
In this section, after reviewing the basic properties of the DFT, we will see the 
implementation of OFDM system which implements multicarrier modulation using the 
DFT and IDFT. 
 
Once we have seen the basic idea of the MC, let's define some concepts that will be 
helpful to understand some of the ideas that appear later. 
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2.1 Coherence bandwidth 
 
Assuming a particular case of wireless communications channel, time invariant and 
only two replicas, we obtain the following impulse response: 
 ℎ ! = ! ! + ! ! − !  
 
If we now apply the Fourier transform in equation, gives the following expression 
 ! ! = 1+ !!!!!"!! = !!!!!"!! !!!!!"!! + !!!!!"!! = !!!!!"!!2 cos(!"#) 
 
In this case having only two replicas of the same amplitude, we can consider that T is 
equivalent to the delay spread of the channel.  
The figure shows the relationship between the delay spread and the distance between 
zeros: a longer delay spread, the less distance between zeros. 
This frequency separation is called the coherence bandwidth. 
 
 
 
Figure 2.1: Delay Spread effect in coherence bandwidth 
 
 
The coherence bandwidth is defined as the frequency separation minimum for which the 
channel response may be considered flat. The expression that defines  he coherence 
bandwidth is as follows 
 !! = 1! 
 
where T is the delay spread of the channel. The fact that the channel response is 
be considered flat is very interesting, because if we consider that are transmitting a 
signal with a bandwidth less than the width of coherent bandwidth ! ≪ !! , then the 
signal fading that will suffer will be the same for all the bandwidth of the signal, a 
phenomenon known as flat fading. 
On the other hand if the bandwidth of the signal is greater than the coherence bandwidth 
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! ≫ !! , then the amplitude values for the channel frequencies which are separated by 
a value greater than the bandwidth consistency shall be independent. Then channel 
amplitude varies over the bandwidth of the signal. In this case it is considered that the 
channel is frequency selective. 
2.2 Properties of DFT 
 
Is ! ! , 0 ≤ ! ≤ ! − 1,  discrete-time sequence. N points that form DFT is obtained 
according to the equation: 
 !"# ! ! = ! ! ≡ 1! !!!!!!! ! !!!!!!"! , 0 ≤ ! ≤ ! − 1 
 
The DFT is the equivalent, in discrete time, of the Fourier Transform continuous, ! !  
characterizes the frequency component of the time samples ! ! . From the sequence ! !  we can recover ! !   using the IDFT: 
 
 !"#$ ! ! = ! ! ≡ 1! ! !!!!!!! !!!!!"! , 0 ≤ ! ≤ ! − 1 
 
When sending a sequence ! !   through a linear channel, discrete and invariant ℎ ! ,  the 
output ! ! , is the result of the linear convolution channel input to the channel impulse 
response: 
 ! ! = ℎ ! ⋇ ! ! = ! ! ⋇ ℎ ! = ℎ !  ! ! ! − ! ! 
 
Furthermore, the N-point circular convolution between ! !   and  ℎ !  is defined as 
follows: 
 ! ! = ℎ ! ⨂  ! ! = ! ! ⨂ℎ ! = ℎ !  ! ! ! − ! !   
 
By definition of the properties of the DFT, circular convolution in time equals 
frequency multiplication: 
 !"# ! ! = ! ! ⨂ℎ ! = ! ! ! ! , 0 ≤ ! ≤ ! − 1 
 
The property described in equation is very interesting, if the input channel are circularly 
convolved, then if is ℎ !  known at the receiver, the original sequence sent, ! !  can be 
recovered easily using IDFT of ! ! ! ! , 0 ≤ ! ≤ ! − 1. 
Unfortunately, the channel output is not a circular convolution, it is a convolution 
linear. However, the linear convolution between the original sequence and the channel 
impulse response can become circulated by prefixing original special sequence called 
cyclic prefix (CP). 2.3	  Cyclic	  prefix 
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Consider a sequence ! ! = ! 0 ,… , ! ! − 1 , length N, and channel discrete with a 
finite impulse response (FIR) ℎ ! = ℎ ! ,… , ℎ ! , of length ! + 1 = !! !!, where !!is the delay spread of the channel and !! is the sampling time associated with the 
discrete time sequence.   
 
The cyclic prefix for ! !  is defined as ! ! − ! ,… , ! ! − 1 . Consists of taking the 
last ! values of the sequence ! ! . For each input sequence of length !, is copied the 
last ! samples and placed at the beginning of the sequence. 
 
Then we have a new sequence ! !  of lenght ! + ! where ! −! ,… , ! ! − 1 =! ! − ! ,… , ! ! − 1 , ! 0 ,… , ! ! − 1    as we can see in the following figure.  
From this definition, we can see that ! ! = ! ! ! for −! ≤ ! ≤ ! − 1, implying that ! ! − ! = ! ! − ! !    for −! ≤ ! − ! ≤ ! − 1.  
 
 
 
Figure 2.2: Cyclic Prefix Insertion 
 
 
 
Now suppose that ! !  is the input of a discrete channel response impulse ℎ ! . The 
channel output ! ! , 0 ≤ ! ≤ ! − 1  will be: 
 ! ! = ! ! ⊗ ℎ ! = ℎ !!!!!!! ! ! − ! = ℎ ! ! ! − ! ! =
!!!
!!! ! ! ⨂ℎ !  
 
where the expression part of fact that for 0 ≤ ! ≤ ! − 1, ! ! − ! = ! ! − ! ! for 0 ≤ ! ≤ ! − 1. 
Considering the absence of noise and do the DFT of the channel output ! !  
obtain that: 
 ! ! = !"# ! ! = ! ! ⨂ℎ ! = ! ! ! ! , 0 ≤ ! ≤ ! − 1 
 
The input sequence ! ! , 0 ≤ ! ≤ ! − 1,can be recovered, knowing ℎ ! ,  from the 
channel output ! ! ,  applying the IDFT: 
 ! ! = !"#$ ! !! ! = !"#$ !"# ! !!"# ℎ !  
 
Notably, ! ! , ! ≤ ! ≤ ! − 1, has length! + !, then the first ! samples are not 
necessary to recover the original sequence because originally did not belong to this 
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sequence. If we considered that the input ! !  is divided into data blocks of size ! with 
a cyclic prefix added to each block to form ! !  then the first µ samples ! !  will shield 
us to a possible corruption of data resulting from the ISI associated with the latest ! 
samples ! ! of the previous block, as we can see in Figure. The cyclic prefix addition 
to providing circular convolution, also serves to eliminate the ISI between the data 
blocks as the ISI affects ! samples the first block, as already mentioned, are not 
necessary for obtaining x [n]. In time-domain it would be equivalent to using a guard 
band !!duration (delay spread of the channel) after each block of ! symbols in 
length!"!. 
 
 
 
 
Figure 2.3: ISI between channel output blocks 
 
 
The disadvantage of CP insertion is a significant reduction of the transmission 
throughput, which turns out to be negligible if the duration of CP is negligible 
compared to the MC symbol but in practice, the number of subcarriers cannot 
excessively increased so the CP cannot be also increased. 
Therefore, in case that CP is not long enough, the recived signal will be corrupted by 
Inter-Symbol and  Inter-Carrier Interference ( ISI and ICI ) , with dramatically worsen 
the system performance. 
However, in an OFDM communication system, channel shortening is 
necessary whenever the channel impulse response is longer than the cyclic prefix. 
Another important drawback is the power required to send these extra samples. 
 
OFDM uses this technique. The data entry form are divided into blocks of size N and 
are called OFDM symbols. In each OFDM symbol is added to a cyclic prefix to achieve 
circular convolution of the input and the channel impulse response. At the receiver, 
affected samples are discarded by the ISI between OFDM symbols, since this sample 
are not required to recover the original sequence. 
Finally DFT is applied to the remaining samples to recover the original sequence we 
had at the entrance. 
In the next point we will see in more detail a discreet OFDM system design. 
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2.4 Fading in subcarriers 
 
Multicarrier modulation has the advantage that each subchannel is relatively narrow 
band, which significantly reduces the effect of delay spread. However, each subchannel 
will experience flat fading, which can cause high rates of BER (Bit Error Rate) in some 
of these subchannels. In particular, if the power of a subcarrier i is Pi, and the subcarrier 
fading is  !!, then the received SNR is: 
 !! = !!!!!!!!! 
 
where !! is the bandwidth of each subchannel. If !! is small, the received SNR in 
subchannel i will be quite low, which can result in a very high BER in that subchannel. 
In addition, in wireless channels, !! change with, causing serious degradation. Since the 
flat fading can degrade seriously the performance of each subchannel, an important task 
will be to try compensate. To do this there are different techniques such frequency 
equalization ,precoding, adaptative loading, coding across and coding interleaving. 
Let’s do a fast review and see how this techniques works. 
 
2.4.1 Coding Interleaving 
 
The basic idea of coding with interleaving is first encode bitstreams and then swap it, in 
means, vary the order in which they are originally and later transmit through different 
subchannels, ensuring that each block of interleaved bit will affected by independent 
fades. If most of subchannels has a high SNR, most of the coded bits are received 
correctly, and the few errors that may have occurred will corrected. Deep fades can 
cause large error bursts,many consecutive incorrect bits, so that the coding is not 
sufficient. By using the interlace these burst errors are not true, since in reception 
interleaving undone and thus undoes the burst, thus being dispersed error burst, 
providing that the coding can correct. In the figure we can see and example of coding 
interleaving with one packet loss: 
 
 
 
Figure 2.4: Coding Interliving process  
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2.4.2 Frequency Equalization 
 
In the frequency equalization technique in the !! flat fading in subchannel i, basically is 
invested in the receiver. The received signal is multiplied by 1 !!     resulting in signal 
strength: 
 !!   !!!!!   = !! 
 
The main drawback is that although can eliminate flat fading,increases noise, since 
noise is also scaled by 1 !!   , so thus the noise power becomes: 
 !!  !!!!!    
 
Then the SNR i subchannel resulting, after equalization in frequency is the same as 
before equalization. 
 
2.4.3 Precoding 
 
Precoding uses the same idea as in the frequency equalization, except that instead of 
reversing the flat fading in the receiver, is reversed at the transmitter. 
This technique requires that the transmitter knows each !!   subchannel gains. 
The improvement of this technique requires that improve the SNR, because the 
inversion takes place in the transmitter instead of the receiver, the noise power remains 
unchanged. 
 
2.4.4 Adaptive Loading 
 
The technique is based on adaptive modulation techniques. Is normally used in slow 
variation channels, given the ease with which it can estimate the channel in the 
transmitter. The basic idea is to vary the data transmission rate (data rate) and the power 
allocated to each subchannel by gain. As in the case of precoding, channel information 
is required in the transmitter. In this technique, potency and daa rate will be adapted in 
each subchannel in order to maximize the transmission rate of the system using adaptive 
modulation. 
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3 MIMO-OFDM 
 
The quality of a wireless link can be described by three basic parameters, namely the 
transmission rate, the transmission range and the transmission reliability. 
Conventionally, the transmission rate may be increased by reducing the 
transmission range and reliability. By contrast, the transmission range may be extended 
at the cost of a lower transmission rate and reliability, while the transmission reliability 
may be improved by reducing the transmission rate and range. 
However, with the advent of MIMO assisted OFDM systems, the above-mentioned 
three parameters may be simultaneously improved.  
Initial ﬁeld tests of broadband wireless MIMO-OFDM communication systems have 
shown that an increased capacity, coverage and reliability is achievable with the aid of 
MIMO techniques. 
Furthermore, although MIMO’s can potentially be combined with any modulation or 
multiple access technique, in studies suggests that the implementation of MIMO aided 
OFDM is more efﬁcient, as a beneﬁt of the straightforward matrix algebra invoked for 
processing the MIMO OFDM signals. 
 
3.1 OFDM (Orthogonal Frequency Division Multiplexing) 
The technology to which we refer by OFDM (Orthogonal Frequency Division 
Multiplexing) can be viewed as a collection of techniques of transmission. When 
applied in a non-wired, as is the case of broadcasting, are usually referenced as OFDM. 
However, wired media, the term DMT (Discrete Multitone) is more usual. 
The Orthogonal Frequency Division Multiplexing arises to compensate for problem of 
introducing dispersive media overcomplicate the system avoiding the hardware aspect. 
The transmission between points without direct vision occurs when between the 
receiver and transmitter are reflections or removal of the signal which leads to a 
degradation of the received signal which is manifested through the following effects: 
flat attenuation, frequency-selective attenuation or intersymbol interference. 
In figure we can see the significant differences between the spectrum of a conventional 
multicarrier transmission technique and the one which uses a modulation with 
orthogonal carriers: 
 
Figure	  3.1:	  Diferences	  between	  MCM	  and	  OFDM.	  Overlapping.	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OFDM is a digital modulation technology, a special form of multi-carrier modulation 
considered the backbone of the next generation of products and services of high speed 
RF for both personal and corporate use. The spread spectrum technique OFDM 
distributes data in a large number of carriers spaced apart and located at certain specific 
frequencies. This separation prevents the demodulators frequency consider frequencies 
other than their own.	  
OFDM has high spectral efficiency, the RF interface resistance and lower multipath 
distortion. 
 
To create a platform for the broadcasting of multimedia applications, it is necessary to 
use a minimum transmission various Megabits per second. This data rate is associated 
with a problem in radio transmission, because in this type of transmission channels 
characterized by multipath reception. 
The transfer function of the propagation medium varies with frequency which 
produces an amplitude and phase distortion in the transmitted signals that have a 
significant effect on the quality of reception. For speeds of several Megabits per 
second occurs that the effect of multipath, because the time delay of the reflected 
signals is more than one symbol period, is very important. 
As discussed, the main problem in the reception of radio signals is the spread caused by 
fading. Among the models proposed for the transmission medium the most general is 
called MultiEcho, and takes into account the direct ray and rays or multipath echoes. 
These signals are the result of wave reflection earthly obstacles such as mountains, hills 
or trees or obstacles such as people, vehicles or buildings. 
Multipath fading is characterized by a channel impulse response (CIR). Figure shows a 
typical example of CIR multipath environments. From the point of view of time shows 
that the impulse response of the channel has memory, ie, the received signal at an 
instant dependent on the transmitted signal at that instant and the value it had in the past 
instants. This causes ISI. Keep in mind that the ideal situation is that the CIR be a delta 
(no memory). From the point of view often some frequencies are emphasized while 
others are attenuated. 
 
To correct the channel response may use an adaptive equalizer and the channel response 
to vary in time. The problem is that for high bit rates (Mbit / s) to obtain a good 
equalizer with an acceptable cost is difficult. 
To recover the transmitted signal received from the need to store various successive 
symbols and equalizing the received data sequentially, which implies a large 
computational load which increases the implementation of the equalizer. 
 
In summary we have seen that OFDM, appears to eliminate the problems presented by 
the media as dispersive multipath channels without using an overly complex hardware. 
OFDM can be viewed as a collection of parallel transmission technology that reduces 
the influence of multipath fading and complex equalization becomes unnecessary. 
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3.1.1 OFDM system model 
 
As we have explained to the MC, the basic idea is to divide the available spectrum into 
various subchannels. Having narrowband channels causes each subchannel having a flat 
fading which facilitates equalization. 
To obtain high spectral efficiency, the frequency response of the subchannels are 
orthogonal and are overlapped, hence the name OFDM. The orthogonality between the 
subcarriers makes channel interference is minimized. 
A symbolic illustration of the spectrum of an OFDM signal is shown in Figure. One can 
observe that when a subchannel peaks, adjacent channels have a minimum. 
 
 
 
Figure 3.2: OFDM Subcarriers in Time domain 
 
 
The fact of the existence of a multipath channel causes ISI in the receiver as a symbol is 
affected by previous symbols echoes. To avoid, OFDM use the addition of the cyclic 
prefix, also solved the problem of ISI ad the orthogonality problems in the receiver. 
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OFDM trasnmiter 
 
Figure shows the schematic of an OFDM transmitter. The input data stream is 
modulated by a M-PSK or M-QAM modulator, resulting in a chain of complex symbols ! 0 ,! 1 ,… ,! ! − 1 . 
This chain passing through a serial-to-parallel converter, the output of which is a set of ! parallel PSK or QAM symbols. Each of the symbols corresponds to each of the 
subcarriers. In this way these N symbols to the output of serial-to-parallel are discrete 
components in OFDM transmitter frequency. 
 
 
 
 
 
 
Figure 3.3: Block Diagram OFDM transmiter 
 
 
 
With the aim of generating s (t), these frequency components are converted into 
temporal samples using the inverse DFT on these N symbols, efficiently implemented 
using the IFFT algorithm. With the IFFT subcarriers we will get a parallel sequence like ! ! = ! 0 ,… , ! ! − 1  of length N, which ,each one ,contain data of each of the 
subcarriers: 
 ! ! = 1! ! ! !!!!"#!!!!!!! , 0 ≤ ! ≤ ! − 1 
 
 
The sequence corresponds to a MC signal where each sample ! ! containing an amount 
of QAM symbols ! ! , each one modulated by the carrier frequency !!!!"# !! , ! =0,… ,! − 1. Then adds the cyclic prefix to the OFDM symbol, and the resulting time 
samples, ! ! , pass through parallel-to-serial converter and through 
digital-to-analog converter (D/A), thereby obtaining OFDM signal in baseband !(!). 
Finally this signal is modulated in the carrier frequencie !! : 
 ! ! = ! ! cos  (2!!!!) 
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Physical channel 
 
The transmission in parallel reduces the rate of symbols on each subchannel, which 
increases the symbol period. The result of increasing the period is that ISI caused by the 
reflected signals decreases. 
OFDM avoids ISI in two ways: by increasing the symbol period of each subcarrier and 
introducing a guard period. 
 
Multipath is the propagation phenomenon that results in radio signals reaching the 
receiving antenna by two or more paths. 
 
 
 
Figure 3.4: Multipath channel  
 
In radio propagation channels, usually not only a transmitted signal is distorted by 
multipath fading, but it is also corrupted by noise. 
 
 
Figure 3.5: Channel Model 
 
 
OFDM reciver  
 
Once the transmitted signal passed through the channel and has been affected by noise, 
the signal reaching the receiver will be of the form: 
 ! ! = ! ! ∗ ℎ ! + !(!) 
 
where n (t) is the noise contribution. As we can see in Figure, the first thing to do in 
reception is return the signal to baseband, using a demodulator followed by a low pass 
filter (LPF or Low Pass Filter), with the aim to eliminate components outside of the 
passband. 
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Figure 3.6: Block Diagram OFDM reciver 
 
 
Then the signal passes through the A / D converter, obtaining as result ! ! = ! ! ∗ℎ ! + ! ! ,−! ≤ ! ≤ ! − 1.  The next step is to remove the first µ samples, it means, 
the cyclic prefix will be removed. As a result we get N time samples, whose DFT, in the 
absence of noise, is: 
 ! ! = ! ! ! !  
 
These temporal samples pass through the converter serial-to-parallel, then by block FFT 
(Fast Fourier Transform). FFT block output through the parallel-to-serial converter. 
Finally the serial signal passing through a M-PSK or M-QAM demodulator for 
recovering the original sequence as well. 
 
The OFDM system decomposes, effectively, the channel bandwidth into a set of 
orthogonal narrowband subchannels, by which sends a different PSK or QAM symbol. 
To achieve this it is necessary to know the channel gain for each subcarrier, ! ! , ! =0,… ,! − 1, in the same way that a continuous channel in time with a frequency 
response ! !  can be divided into orthogonal subchannels without needing to know ! !  dividing the total bandwidth of the signal in non-overlapping subcarriers. The 
demodulator may use the channel gain to recover the original PSK or QAM symbols, 
using the properties of the Fourier transform, this process is called equalization: 
 ! ! = ! !! !  
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OFDM systems generally have the following advantages: 
 
• Robustness against frequency selective fading. 
• Making efficient use of spectrum. 
• Elimination of the effects of ISI and canal intersimbólicas interference (ICI) due to the 
insertion of the CP 
• using a certain channel coding and interlacing the system can respond to data loss 
during transmission 
• equalization is simpler than in single carrier systems 
• It is computationally efficient because of the use of the FFT. 
 
Importance of Ortogonality 
The main concept of the OFDM signals is the orthogonality of the subcarriers. If we use 
sinusoidal carrier signal, the area of a period is zero since the positive part of the signal 
is canceled in the negative. This statement is easily verified in Figure  
 
Figure 3.7: Sinusoidal signal zero area 
Consider a sine wave of frequency m, and we multiplied this one by other of frequency 
n, n and m being integers. The integral of the area under this product is given by: ! ! = sin !"# sin(!"#) 
 
Figure 3.8: Result of multiplying a sinusoidal signal for his harmonic 
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Based on a simple trigonometric rule we can write: 
! ! = sin !"# sin !"# = 12 cos ! − ! − 12 cos ! + !  
Each of these two components is also a sinusoid, so that the integral under the area is 
zero. We conclude therefore that in general for all integers n and m frequency sinusoidal 
signals n and m are orthogonal to each other. This concept is key OFDM orthogonality 
allowing us to simultaneous transmission in a narrow range of frequencies without 
causing interference between them. 
Optimal number of Subcarriers and duration of guard interval 
When the symbol transmission rate, the temporal and frequency selectivity of the 
channel are restrictions, benefits in the transmission becomes more sensitive to temporal 
selectivity. The higher the number of subcarriers, because the greater width of the 
symbol duration makes the system more sensitive to noise random FM while become 
poor when the number of subcarriers decreases, since the width of the power spectrum 
of each subcarrier makes the system less robust to frequency selectivity. 
Furthermore, transmission performance becomes poor when the guard interval length is 
increased, since the transmission of the signal in the guard interval introduces a power 
loss, whereas it becomes more sensitive to selectivity frequency when the length of the 
guard interval decreases as being shorter that keeps it less robust to delay caused by the 
widening. 
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3.2 Communications system MIMO 
 
The letters indicate MIMO (Multiple Input Multiple Output) is associated with the use 
of multiple antennas in reception and transmison to leverage diversity at both ends and 
get a multiplexed spacing. 
Many wireless standards which incorporate MIMO, such as IEEE 802.11n, IEEE 
802.16e, 3rd Generation Partnership Project – Long Term Evolution (3GPP LTE), and 
IEEE 802.20, use orthogonal frequency division multiplexing (OFDM) due to its 
simplified equalization and resilience in multipath effects. 
 
3.2.1 Signal Modeling 
 
We define a MIMO radio channel !×!  as that established in a communication system 
consisting of N transmitting antennas and M receiving antennas, transmitting all 
simultaneously and in the same waveband. 
 
 
 
Figure 3.9: MIMO Channel model 
 
As seen in Figure, sets a total !×!  of subchannels between the N antennas of the 
transmitter and receiver antennas M, so that an adequate description of the MIMO 
channel (discrete-time baseband) can be given in matrix form, as shown below: 
 
! = ℎ!! ℎ!"ℎ!" ℎ!! ⋯ ℎ!!⋯ ℎ!!⋮ ⋮ℎ!! ℎ!! ⋱ ⋮⋯ ℎ!"  
 
Each of the entries ℎ!" of the matrix ! defining the subchannel between the !!!  transimision antenna and the !!! antenna transmission of the !×! MIMO channel 
reception. We consider that each of the ℎ!"  entries represents a complex communication 
channel such that a multipath delay spread is larger than the symbol period,equivalently, 
the coherence bandwidth is less than the transmission bandwidth of the signal, which 
implies that there is intersymbol interference (ISI). Therefore, each of these discrete 
channel equivalent sampled symbol period containing more than one element (P 
elements generically). 
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Considering the above description of the ℎ!" entries of the matrix channel H, we can 
express the matrix as the resulting sequence to sample it at symbol period, obtaining P 
submatrices, as shown below: 
 ! = ! 0 ! 1 …! ! − 1  
 
! ! = ℎ!! ! ℎ!" !ℎ!" ! ℎ!! ! ⋯ ℎ!! !⋯ ℎ!! !⋮ ⋮ℎ!! ! ℎ!! ! ⋱ ⋮⋯ ℎ!" !  
 
 ! = 0,… ,! − 1 
 
After defining the generic structure of the MIMO channel matrix, we pass to 
particularize the expressions for some conditions particular propagation: 
 
Line of Sight/No line of Sight (LOS/NLOS) : The MIMO channel matrix H is composed 
of a component of sight LOS (Line Of Sight) !!"# and no direct vision component 
NLOS (Non Line Of Sight) !!"#$. Rice K also defined as the ratio between the powers 
of the component LOS on NLOS as follows: 
 ! = !1+ !!!"# + 11+ !!!"#$ 
 
The components ℎ!"   of !!"# are deterministic, complex and module unit, according to 
the geometry may generate a matrix statistically highly correlated, which means that the 
range of the same tens to 1. 
Moreover, the compopnents ℎ!"   of !!"# are modeled from a Rayleigh distribution and 
generate a matrix complex statistically noncorrelated, which means that the range of the 
same tends to maximum. 
 
3.2.2 Transfer fuction 
 
Once we know the MIMO communication channel with N antennas reciving and M 
transmitting, we can establish the transfer function, understood as the mathematical 
relationship transforms the input signal into the output signal 
We define the input vector ! !   and output vector ! ! as: 
 
! ! = !! !!! !⋮!! !  , ! ! =
!! !!! !⋮!! !  
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Then the fuction transfer, 
 ! ! = ! !!!!!!! ! ! −!  
 
such that each of M components of the output vector ! !  is composed of the 
contributions of the N subchannels formed between the N transmitting antennas and this 
antenna in reception, taking into account, additionally, there are ! − 1 additional 
multipath components for each of these contributions, particularly 
 !! ! =   !!!! ℎ!" ! !! ! −! = ℎ!" 0 !! ! +⋯+ ℎ!" ! − 1 !! ! − ! + 1!!!!!!!!!!  
 
Finally, it is necessary to consider the equivalent noise receiver considered additive 
white and Gaussian (AWGN) with !(0,!!!) in form of ! !  resulting the expression as 
follow: 
 ! ! = ! ! ! ! −! + ! !!!!!!!  
 
3.2.3 Capacity 
 
Capacity is defined as the maximum rate of information that can be transferred by a 
communications system to reliably. This parameter is highly important because defines 
the system performance by an upper limit of its performance. Capability studies began 
with the work of Shannon for SISO channels. Equivalent results to MIMO channels 
showed a very significant increase of the capacity for this kind of systems. 
 
Simplified expressions capacity (measured in bits / s / Hz) in SISO systems, MISO, 
SIMO and MIMO, for a SNR, mean equal to ρ and A being the minimum between the 
number transmit antennas (N) and receiving (M) are respectively 
 !!"!# = log!(1+ !) !!"#$ = log!(1+ !) !!"#$ = log!(1+!") !!"!# = Alog!(1+ !) 
 
The highlight of the above expressions is increased capacity of MIMO systems 
compared to SISO, MISO and SIMO as we can see in Figures 
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Figure 3.10: Capacities for SISO, MISO, SIMO and MIMO systems 
 
 
Now, we will do a more detailed analysis of the mathematical expression of the MIMO 
channel capacity and we will talk to the spatial multiplexing and the optimal solution. 
This allows us to obtain a physical interpretation of the increase in capacity compared to 
traditional systems, and to determine the optimal strategy to achieve it. 
We start from the general expression of the capacity of a MIMO system: 
 ! = !! log! !"# !! + !!"!!!!!!  
 
where !!   denotes the expectation with respect to the channel matrix H, N is the number 
of antennas at the transmitter, M is the number of antennas at the receiver, !!" is the 
total transmit power, !! is the noise power at the receiver and !! is the identity matrix 
of size !×!. 
We can perform a Singular Value Decomposition (SVD) of the channel matrix H, by 
expressing it in terms of unitary matrices U and V of singular vectors and diagonal 
matrix Σ  with singular values as 
 ! = !Σ!! 
 
we rewrite the capacity as: 
 ! = !! log! !"# !! + !!"!!! !ΣΣ!!!    
 
Now the channel capacity is expressed in terms of matrices unitary and diagonal can be 
verified that the total capacity is the sum of a number of parallel SISO channels with 
additive white Gaussian noise. The L number of parallel channels is equal to the rank of 
the matrix H.  
 ! = !ℎ ! ≤ min !,!  
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Now, we expres the capacity as follows 
 ! = !! log!(1+ !! !!"!!! !!!)!!!!    
 
where !! are the singulars values of H. 
 
 
 
Therefore, the high capacity attainable by MIMO systems is due to the existence of a 
number of parallel channels acting each one like SISO channels that can carry separate 
data streams, once the receiver can be separated if carried out spatiotemporal processing 
appropriate. 
The spatial multiplexing is one of the most important characteristics of MIMO systems 
and refers to this increased capacity by creating parallel communications channels, 
which leads to an huge increase of espectral efficiency, because all the data streams 
being transmitted simultaneously in the same frequency band. 
The conditions necessary to achieve an increase in the capacity are the following: 
 Must be conducted spatiotemporal processing suitable for both at the transmitter and at 
the receiver, the minimum number of antennas, transmitter or reciever, marks the 
maximum possible number of subchannels and the channel matrix H should have a high 
range. 
 
Closing the MIMO chapter we will talk about the Diversity. 
Diversity techniques are aimed at improving the quality of the system, in terms of Bit 
Error Rate (BER), by processing the replicas of the same signal to reach the receiver, 
considered statistically independent, facing fading. Traditionally, SISO systems, 
techniques have been used diversity: 
 
Temporal diversity: Transmitting instants separated by an interval greater than the 
coherence time of the channel. 
 
Frequency diversity: Transmitting simultaneously in separate frequency bandwidth over 
the channel coherence. 
 
Spatial diversity: By providing a separation between antenna receptor such that each 
receive an independent channel. 
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4 Multicarrier channel shortening 
 
As seen above, the interference can cause serious problems in the system behavior, so 
one of the main objectives must be to mitigate interference. 
We use equalization, typically ,inserting the CP between successive symbols. 
  
Throughout the previous study steps, we notice that, when the channel impulse respone 
is smaller than the CP, the MC technique divides the channel into N independent flat 
subchannels. 
 
Furthermore, a one-tap FEQ per subchannel is suficient to compensate the channel's 
amplitude and phase. Otherwise, when the channel impulse respone exceeds the cyclic 
prefix, the interferences arise. To cope with these interferences, one could lengthen the 
CP. However, a longer CP represents a larger eficiency loss. Another solution could be 
useful is to reduce the efective channel length by means of a FIR filter before 
demodulation. 
This is known as time domain equalization. Thus, if a TEQ can be founded, this 
effectively reduces the channel's length to the length of the CP ( !! = !), so 
interferences can be avoided. 
The system model of time domain equalitzation is shown in Figure. 
 
 
Figure 4.1: Block diagram for time domain equalization 
 
 
The received sequence !! is generated by passnig the transmitted data !!  throgh a length !! + 1channel h and adding samples of the noise !!  and then the equalizaed data !! is 
obtained by filtering the recived data with !! + 1 taps TEQ, yields in 
 !! = !!!!!! = !!!!!!!!!  
 
where ! = !!,!!,… ,!!! !are finite in duration, and !! = !! , !!!!,… , !!!!! !. The 
effective channel, ! = ℎ ∗ !, is of lenght !! + 1. 
We precive that the major goal of the TEQ is to shorten the effective channel to the 
length of the CP and then to increase the bit rate of the MC system by minimizing 
interferences. 
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In this chapter we will study the main techniques of channel shortening , dividing into 
time-domain based TEQs and frequency-domain based TEQs. 
The first group incorporates channel shortening designs which are established on the 
basis of time-domain characteristics of channel and signals. However, the second 
category of families focus onfrequency-domain context to develop channel shortening 
approaches with the aim of maximizing each subchannel SINRn and the channel bit 
rate. For the aforementioned classification, both supervised and non-supervised, i.e. 
blind, methods will be reviewed. 
 
4.1 Time-domain based channel shortening approaches 
 
4.1.1 Supervised time-domain TEQ designs 
 
 
• Minimum Mean Square Error ( MMSE )  
 
In this method, TEQ design is based on a channel shortening method to decrase the 
complexity of Viterbi decoders. The goal is minimize the mean square error. 
In the figure, we can see the block diagram of this method. 
 
 
Figure 4.2: Block diagram used for MMSE channel shortener 
 
 
 
In the upper path, SIR, transmitted signal !! is passed through the channel filter h and is 
equalized by the TEQ w while the equalizer output is compared with the input signal 
filtered by the target filter t and delayed with A. The diference is then minimized in the 
mean square sense with respect to w and t, it means, given TIR ( lenght L ) find t, A, 
and TEQ w . The cost function can be expressed as: 
 !!!"# = ! !! ! = ! !!!! − !!!!!! !  
 
Where  ! = !!, !!,… , !! !are finite in duration ,!!!! = !!!! , !!!!!!,… , !!!!!! !. 
We will reformulate the cost function and defining !! = ! !!!!!  , !! = ! !!!!!!!!!  
and !!" = ! !!!!!!! .  
 !!!"# = !!!!!∗ − !!!!"!∗ − !!!!"!!∗ + !!!!!∗ 
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Then, taking the gradient of  !!!"# with respect to w and setting to zero yields: 
 !!"# = (!!!!!!")∗! 
 
The trivial all-zero solution can be avoided by adding a constrain on the TEQ, w, or the 
TIR, t . The new cost fuction, adding a Lagrangian unit norm constrain on t will be: 
 !!!"# = !!!!∗ + !(1− !!!) 
 
where ! = !! − !!!"!!!!!!" . The gradient ∨! !!!"# = 0 if and only if !, ! are an 
eigenpair of !  which is a definite matrix. Then, the tarjet filter t is the eigenvector of 
norm one associated to the minimum eigenvalue !. Therefore, the optimal channel 
shortener, !!"#, can be computed with respect to optimal value of t. 
 
• Maximum Shortening SNR ( MSSNR ) 
 
The MSSNR technique aims to minimize the energy outside a window containing ! + 1 
consecutive samples of effective channel c, constraining the energy of the effective 
channel presented in the desired window to one. 
This method directly minimizes the part of the upper load that causes ISI, notice than 
this method is more effective to reduce ISI than others based on MSE. 
 
To understand the behaivor we define !!"##, as the matrix corresponding to the 
undesirable part of the channel and other one called !!"# defined as a desired part of 
the channel.  
 
 !!"# = ℎ! … ℎ!!!!⋮ ⋱ ⋮ℎ!!! … ℎ!!!!!!  
 
 
Then ,the energy statment of the channel taps outside and inside the desired window can 
be written as: 
 !!!"##!!"## =   !!!!!"##!!"##! 
 !!!"#!!"# =   !!!!!"#!!"#! 
 
 
 
Where the whole expresions has been reformulated using this criteria: 
When !! < ! the matrix ! = !!!"#!!"# of dimensions !! + 1 × !! + 1  will be 
positivedefinite and can be descomposed using Cholessky descomposition into ! = ! !! . Then ! = !!! and ! = ! !!!!!"##!!"# !! !! . By satisfying 
the constraint !! ! !!! = !!! = 1, the minimization technique wich introduces 
directly the following fuctional  
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!!""#$ = !!!" + ! 1− !!! . 
 
Hence, the correspoding optimal filter ! !"    is the eigenvector of norm one assotiated to !!"#, in means, channel shortener coefficients are optimized as: 
 !!"# = !! !! !!"# . 
 
4.1.2 Blind time-domain TEQ designs 
 
Once the training sequence is unvailable, we have to make appeal of the presence of 
known properties in the trasnmitted signal. Thereafter, an equalizer can be designed in 
order to restore such properties in the equalized data.  
For MC channel shortening, the algorithms making use of MC signal properties will be 
explained as follow. 
 
• Multicarrier Equalization by Restoration of Redundancy (MERRY) 
 
This method use the knowledge of CP addition techique for design the TEQ.  
After the addition of the CP, the last samples are identical to the first ones in the 
trasmitted MC. Therefore, to restore the property above, this blind channel shortening 
algorithm, which forces the last sample in the equalized CP to be equal to the last 
sample in the equalized symbol. The cost fuction will be as: 
 !!"##$ = ! !!"!!!! − !!"!!!! !  
 
The MERRY algorithm performs a stochastic gradient descent of this expresion, with a 
norm constraint directed to avoid the trivial solution ! = 0. 
 ! ! + 1 = ! ! − ! !!!"##$!"  
 
where ! denotes the positives scalar step size controlling the convergence of the 
adaptative process and !!! = 1.  
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• Sum-squared Autocorrelation Minimization (SAM) 
 
The short autocorrelation of the effective channel i a property that is degraded by a long 
channel IR. Meanwhile, a blind adaptative channel shortening algorithm aims to 
minimize the sum of the effective channel squared autocorrelation to restore the this 
property, then , the cost function will be: 
 !!"# = !!! ! !!!!!!!!  
where !!! ! = !!!∗!!!!!!!!  is the autocorrelation of the effective channel IR. 
 
 
4.2 Frequency-domain based channel shortening approaches 
 
4.2.1 Supervised frequency-domain TEQ designs 
 
• Maximum Geometric Signal-to-Noise Ratio (MGSNR) 
 
In MC system, the geometric SNR (GSNR) is definened as: 
 !"#$ = Γ (1+ !"#!Γ )!"#
!! − Γ 
 
 where ! is the size of the set of used subchannels. By maximizing the GSNR one may 
maximize the MC channel bit rate which is rewritten as follows 
 ! ≈ ! log! 1+ !"#$Γ  
 !"#! = !!!! ℎ!!!!! ! = !!!! ℎ! ! !!!!!! !! ! ! ≈ !!!! !!!!!! !! !! 
 
Approaches of GSNR , assumed !"#! ≫ Γ for all n, then, the GSNR expresion is: 
 
!"#$ ≈ !"#! !!!∈! = !!!! !!!!!! !! !!
!!
!∈!  
 
Now, for maximizing this expresion is approximately equivalent to maximizing the log 
of this numerator which delas with the following cost fuction 
 !!"#$% = 1! ln !! !!∈! = 1! ln !!!!!!∈!  
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where !! = !!!!!and  !!!is the first ! + 1 elements of the n row of the FFT matrix, !!    = !! 1, !!!!!!!, !!!!!!!! ,… , !!!!!!"! !.  
 
In here we will have a impractical solution of an infinite gain TIR, in order to maximize !!"#$%, and we avoid it imposing additional constrain on t. Hence, such constrain is the 
unit energy constrain !!! = 1. Then, the optimal TIR t in terms of the maximum GSNR 
will be 
 !!"#$% = 1! ln !!!!!!∈! + !(1− !!!) 
 
subtject to the constrain !!!! ≤ !"#!"# where ! same than defined in MSE 
approach.  
This is a nonlinear constrained optimitzacion problem which does not have an analytical 
closed-form solution for t. However, starting from certain initianl condition, we can 
arrive at a locally-optimum solution by using numerical methods. Once the optimal TIR 
is found, the corresponding TEQ w follows. 
 
 
• Maximum Bit Rate (MBR)  
 
 
In MBR TEQ desing we will optimize directly the channel capacitty. By introducing a 
newterm of interference in the formulation of the subchannel !"#! model: 
 !"#! = !!!! !!"#,! !!!!! !!"##,! ! + !!!! !!"#$%,! ! 
 
where !!"#,!is defined as an effective channel gain inside the window of widht ! + 1, !!"#$%,! is the ISI path gain corresponding to the n subchannel. 
We have to reformulate the !"#! and define some new parameters in order to find the 
cost function and then derivate it to finally find the TEQ which maximizes the above !"#!. 
The gains !!"#,!,  !!"##,! and !!"#$%,!, are expresed, in the following, as a fuction of the 
TEQ taps. Let us define the vector !" = !! 1, !!!!!!!, !!!!!!!! ,… , !!!!!(!!!)!! !such as 
the inner product of !!!with an N-point vector gives the n FFT coeficient of that vector. 
The !× !! + 1  matrix !!"#$ is defined as the first N rows of the convolution matrix 
of the channel 
!!"#$ =
ℎ! 0⋮    ⋯ 0   ⋮ℎ!! ℎ!!!!⋮⋮ℎ!!! ⋱⋮ℎ!!!
⋯ ℎ!  ⋱⋯ ℎ!⋮ℎ!!!!!!
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Now, we can expres the different channel gains in the n subchannel in fuction of ! = !"#$ 0!×!,1!× !!! ,0!× !!!! !!! ,  and ! = !"#$ 1!×!,0!× !!! ,1!× !!!! !!! ,  are !×! diagonal matrices representing 
the window functions. The !× !! + 1  matrix T is defined as ! = !!!!!, 0(!!!!!!)×(!!!!) !: 
 !!"#,! = !!!!!!"#$! !!"##,! = !!!!!!"#$! !!"#$%,! = !!!!" 
 
and now we can rewritte the !"#!expression as follows 
 !"#! = !!!! !!!!!!"#$! !!!!! !!!!!!"#$! ! + !!!! !!!!" ! 
 
Then, the cost fuctional expresion finally is given by 
 !!"# = log! 1+ 1Γ !!!!!!!!!!!∈!  
 
where !! = !!"#$!!!!!!!!!!!!!!!"#$  and !! = !!!!!!!!!!!! + !!"#$!!!!!!!!!!!!!!!"#$  
 
In the literature, they use many methods to find the optimal TEQ that maximizes the 
cost fuctional epxresion , for exemple, the use of the nonlinear optimization methods 
such as the quasi Newton, conjugate gradient, or simplex algorithms. 
 
 
• Minimum Inter-Symbol Interference (Min-ISI) 
 
The min-ISI method, presents a generalitzation of the MSSNR method in the frequency 
domain. Minimizing the distorsion power in each subchannel is equivalent to 
minimizing the sum of the distorsion powers over all subchannels which is stated by 
 !!"#$ = !!!!!!"#  
 
where !!is same than defined in MSB approach. After normalizing by !!!! and 
applying Parseval’s theorem to the squre sum of the N-point FFT coefficients of w 
which is equal to the square sum of the coefficients of w, one has the following method 
 !!"#$ = !!! + !!!!"#$!!! !! !!!!!!!! !!! !!!"#$!!"#  
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While minimizing the distorsion power, a constrain is required to prevent the 
minimization of the signal power as well.Therefore, the Min-ISI cost fuction can be 
defined as 
 !!"#!!"! = !!!!"#$!!!!"!!"#$! + !(1− !!!!"#$!!!!!!"#$!) 
 
where ! = !! !!!!!!!! !!!!"#  . The constrain !!!!"#$!!!!!!"#$! = 1 
 
also ensures that the norm of the signal path impulse response is one. Hence, the output 
signal power is equal to the inout signal power. Althoug, the Min-ISI optimitzacion 
ptoblem with this constrain can be cast into the general problem formulation of 
Lagrangian problem which is typically solved as the MSSNR approach. 
The Min-SI method resulted from applying a simplification to the MBR method to 
make the approach tractable. Howeverm it still suboptimal in terms of bit rate 
performance. 
 
• Per Tone EQualization (PTEQ)  
 
Since the traditional TEQ equalizes all subchannels in a combined fashion, 
which may limit the equalization performance, some works attempt to remove 
interference in each subchannel separately. 
The PTEQ scheme is based on the idea that the TEQ filtering and the demodulating  
DFT can be interchanged as a result the equalizer is implemented after the FFT, hence it 
can be considered as frequency domain equalization. 
For each of the used subchannel, the MMSE-FEQ is founded, for a particular choice of !, by minimizing the following cost function: 
 
 
	  
	  	  	  	  	  	  
	  
	  
	  
	  
	  
 
!!"#$ !! ! ! !! !! ! !! !! ! ! ! !! !!! !! ! !! !! !  !
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