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For a commutative subspace lattice L in a von Neumann algebraN
and a bounded linear map f : N ∩ algL → B(H), we show that if
Af (B)C = 0 for allA, B, C ∈ N ∩ algL satisfyingAB = BC = 0, then
f is a generalized derivation. For a unital C∗-algebra A, a unital
BanachA-bimoduleM, and a bounded linearmap f : A → M, we
prove that if f (A)B = 0 for all A, B ∈ Awith AB = 0, then f is a left
multiplier; as a consequence, every bounded local derivation from
a C∗-algebra to a BanachA-bimodule is a derivation. We also show
that every local derivation on a semisimple free semigroupoid alge-
bra is a derivation and every localmultiplier on a free semigroupoid
algebra is a multiplier.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let H be a separable complex Hilbert space and let B(H) be the set of all bounded linear operators
on H. By a subspace lattice on H, we mean a collection L of subspaces of H with 0 and H in L such that
for every family {Mr} of elements of L, both ∩Mr and ∨Mr belong to L. For a subspace lattice L of H,
we use algL to denote the algebra of all operators in B(H) that leave members of L invariant; and for a
subalgebraA of B(H), we use latA to denote the lattice of all subspaces ofH that are invariant under all
operators in A. We also disregard the distinction between a subspace and the orthogonal projection
onto it. A totally ordered subspace lattice is called a nest. A subspace lattice L is called a commutative

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subspace lattice (CSL) if it consists of mutually commuting projections. If L is a commutative subspace
lattice in a von Neumann algebra N , then N ∩ algL is called a CSL algebra in N . If L is a CSL in B(H),
then we call algL a CSL algebra.
For notation, we use lower case letters to represent elements of algebras in the abstract setting and
capital letters to represent elements of subalgebras of B(H).
A linear map δ from an algebra A to an A-bimodule M is called a derivation if for all a, b ∈ A,
δ(ab) = δ(a)b + aδ(b) and δ is called a local derivation if for any a ∈ A there is a derivation δa : A →
M (depending on a) such that δ(a) = δa(a). A linear map δ from a unital algebraA to anA-bimodule
M is called a generalized derivation if for all a, b ∈ A, δ(ab) = δ(a)b + aδ(b) − aδ(1)b, where 1 is the
unit ofA. A linear map δ fromA toM is called a local generalized derivation if for any a ∈ A there is a
generalized derivation δa : A → M (depending on a) such that δ(a) = δa(a).
There have been many papers in the literature investigating when local (generalized) derivations
are (generalized) derivations, see [1,2,9–11,13,15,17,18,20,22]. In this paperwe take a different approach
to this by studying when annihilator-preserving maps are multipliers, motivated by Proposition 1.1
below.
Let A be an algebra and M be an A-bimodule. For any s ∈ A, deﬁne the left annihilator of s by
ALs(M) = {m ∈ M : ms = 0}. Similarly, we deﬁne the right annihilator of s by ARs (M) = {m ∈ M :
sm = 0}.
Let M1 and M2 be A-bimodules and f be a linear map from M1 to M2. We say that f is left-
annihilator-preserving if for any s ∈ A, f
(
ALs(M1)
)
⊆ ALs(M2) and f is right-annihilator-preserving if
f
(
ARs (M1)
)
⊆ ARs (M2).
For a unital algebra A with unit 1, an A-bimodule M is called a unital A-bimodule if 1m = m1 =
m, ∀m ∈ M. For a Banach algebraA, anA-bimoduleM is called a BanachA-bimodule ifM is a Banach
space and there exists a positive constant K such that ‖am‖ K‖a‖ ‖m‖ and ‖ma‖ K‖m‖ ‖a‖, for
allm ∈ M, a ∈ A.
Note that A is an A-bimodule itself, in this paper we study maps from A to an A-bimodule M. A
linear map f from a unital algebra A to M is called a left (resp. right) multiplier if f (a) = f (1)a (resp.
f (a) = af (1)), for every a ∈ A. A linearmap f fromA toM is called a local leftmultiplier if for any a ∈ A
there exists a left multiplier ma (depending on a) such that f (a) = ma(a). Similarly, we can deﬁne
local right multipliers. Local multipliers are studied in [7,8,10,13]. Clearly, (local) left multipliers are
left-annihilator-preserving and (local) right multipliers are right-annihilator-preserving. With certain
hypotheses on A and A-bimodule M, we show that multipliers are the only annihilator-preserving
maps fromA toM. When this happens, we have the following simple proposition, which can be used
to generalize some of the results in the literature with much simpler proofs.
Proposition 1.1. LetA be a unital (Banach) algebra andM be an (Banach)A-bimodule such that the only
(bounded) linear left-annihilator-preservingmaps fromA toM are leftmultipliers and the only (bounded)
linear right-annihilator-preserving maps fromA toM are right multipliers. Then for any (bounded) linear
map δ from A toM, the following are equivalent.
(i) δ is a generalized derivation.
(ii) δ is a local generalized derivation.
(iii) aδ(b)c = 0, whenever a, b, c ∈ A such that ab = bc = 0.
Proof. Clearly, (i) 
⇒ (ii).
To see (ii) 
⇒ (iii): Let δ be a local generalized derivation from A toM. For any a, b, c ∈ A such
that ab = bc = 0, choose a generalized derivation δb such that δ(b) = δb(b). By deﬁnition, δb(ab) =
aδb(b) + δb(a)b − aδ(1)b. It follows that aδb(b)c = [δb(ab) − δb(a)b + aδ(1)b]c = 0.
To see (iii) 
⇒ (i): Suppose δ satisﬁes (iii). Fix a, b ∈ Awith ab = 0, deﬁne a map f (depending
on a and b) from A to M by f (t) = aδ(bt), for any t ∈ A. For any c, d ∈ A with cd = 0, we have
abc = bcd = 0. Since δ satisﬁes (iii),wehave aδ(bc)d = 0. Thus f (c)d = 0, that is, f is left-annihilator-
preserving. By the hypotheses, f is a left multiplier; that is, f (s) = f (1)s, for any s ∈ A. Thus
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aδ(bs) − aδ(b)s = 0, for any s ∈ A. (1.1)
Fix any s ∈ A, deﬁne a map g from A to M by g(t) = δ(ts) − δ(t)s. Then we can rewrite (1.1) as
ag(b) = 0. Since a and b in (1.1) can be arbitrary elements of A with ab = 0, g is right-annihilator-
preserving. By the hypotheses again, g is a rightmultiplier; that is, for any t ∈ A, we have g(t) = tg(1).
It follows δ(ts) = δ(t)s + tδ(s) − tδ(1)s. 
Note thatonecouldgetanadditiveversionofProposition1.1 similarlybydeﬁningadditiveannihilator-
preserving maps and additive generalized derivations from a unital ringR to anR-bimoduleM.
In Section 2, we show that ifA is a CSL algebra in a von Neumann algebra on a Hilbert space H and
M = B(H), orA is a unital C∗-algebra andM is a unital BanachA-bimodule, then multipliers are the
only bounded linear annihilator-preserving maps fromA toM. Combining these with Proposition 1.1,
we have that all bounded local (generalized) derivations from A to M are (generalized) derivations.
In addition, we study local derivations and local multipliers on a class of graph algebras. Since these
algebras may contain only trivial idempotents, we can not apply our approach to CSL algebras and von
Neumann algebras to these algebras directly.
2. The main results
In this section, we assume that A is a unital algebra over C, M is an A-bimodule and f is a linear
map from A toM.
Let Sf = {a ∈ A : f (a) = f (1)a}. Clearly f is a left multiplier if and only if Sf = A.
Lemma 2.1. Suppose that M is a unital A-bimodule. If f is a linear left-annihilator-preserving map from
A toM, then Sf contains the subalgebra of A generated by the idempotents of A.
Proof. For any idempotent u ∈ A, (1 − u)u = u(1 − u) = 0. Since f is left-annihilator-preserving,we
have f (1 − u)u = 0 and f (u)(1 − u) = 0. It follows that f (u) = f (1)u, i.e. u ∈ Sf .
For any a ∈ A, deﬁne a linear map fa from A to M by fa(b) = f (ab), for any b ∈ A. If b, c ∈ A
satisfy bc = 0 then abc = 0. Since f is left-annihilator-preserving, f (ab)c = 0. Thus fa(b)c = 0, i.e. fa
is left-annihilator-preserving also. For any idempotents u, v ∈ A, applying the previous paragraph to
f and fu yields f (uv) = fu(v) = fu(1)v = f (u)v = f (1)uv. Thus uv ∈ Sf . The conclusion now follows
by induction and linearity of f . 
Corollary 2.2. Suppose thatA is a unital Banach algebra and B is a closed subalgebra ofA generated by its
idempotents. If f is a bounded linear left-annihilator-preservingmap fromA to a unital BanachA-bimodule
M, then B ⊆ Sf .
Remark 2.3. Many Banach algebras are topologically generated by their idempotents [10]. IfA is such
an algebra, by Corollary 2.2 every bounded linear left(right)-annihilator-preserving map from A into
a unital Banach A-bimoduleM is a left (right) multiplier.
Theorem 2.4. Suppose N is a von Neumann algebra on a Hilbert space H and L is a subspace lattice of
commuting projections inN . IfA = N ∩ algL,M = B(H), and f is a bounded linear map fromA toM.
Then
(i) f is a left multiplier if and only if f is left-annihilator-preserving.
(ii) f is a right multiplier if and only if f is right-annihilator-preserving.
Proof. For (i), we only need to show if f is left-annihilator-preserving then f is a left multiplier.
Deﬁne I = span{PTP⊥ : P ∈ L, T ∈ A}. It follows that I is an ideal of A. For any T ∈ A and any
projectionE ∈ A,ETE⊥ = E − (E − ETE⊥)andE − ETE⊥ is an idempotent, inparticular everyelement
inI is a linear combination of idempotents inA. Thus ETE⊥ ∈ Sf andI ⊆ Sf by Lemma2.1. LetQ be the
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projectiononto the closureof the linear spanof {PTP⊥H : P ∈ L, T ∈ A}. It is easy to see thatQ ∈ latA.
It follows that for any P ∈ L ⊆ A, PQ = QPQ = (QPQ)∗ = QP, that is, Q ∈ L′, the commutant of L.
Since PTP⊥ commuteswith elements in the commutant ofN , it followsQ ∈ N . ThusQ ∈ L′ ∩ N ⊆ A.
Take any S ∈ A. We will show S ∈ Sf .
Write S = QSQ⊥ + Q⊥SQ⊥ + SQ . Clearly, QSQ⊥ ∈ Sf .
Next, we show SQ ∈ Sf . Since I is an ideal of A generated by idempotents in A, for any T in A and
any P ∈ L, SPTP⊥ ∈ I. By Lemma 2.1 and its proof, we have
f (I)SPTP⊥ = f (SPTP⊥) = fS(PTP⊥) = fS(I)PTP⊥ = f (S)PTP⊥.
Thus, [f (S) − f (I)S]PTP⊥ = 0, which implies [f (S) − f (I)S]Q = 0. Therefore,
f (SQ) − f (I)SQ = fS(Q) − f (I)SQ = fS(I)Q − f (I)SQ= f (S)Q − f (I)SQ = 0.
That is, SQ ∈ Sf .
It remains to show Q⊥SQ⊥ ∈ Sf .
For any P ∈ L, since Q , S ∈ A, we get
Q⊥SQ⊥P = PQ⊥SQ⊥P. (2.1)
On the other hand,
Q⊥SQ⊥P⊥ = Q⊥PSP⊥Q⊥ + Q⊥P⊥SQ⊥P⊥
= 0 + Q⊥P⊥SQ⊥P⊥ = P⊥Q⊥SQ⊥P⊥. (2.2)
It follows from (2.1) and (2.2) that Q⊥SQ⊥P = PQ⊥SQ⊥; so Q⊥SQ⊥ ∈ L′.
Therefore Q⊥SQ⊥ ∈ L′ ∩ N , a von Neumann algebra contained in A.
Thus, Q⊥SQ⊥ ∈ Sf , by Corollary 2.2.
To prove (ii), let L⊥ = {P⊥ : P ∈ L}. Deﬁne f ∗(A∗) = (f (A))∗ for any A∗ ∈ N ∩ algL⊥. Note that
A∗ and B∗ belong to N ∩ algL⊥ and A∗B∗ = 0 if and only if A and B belong to N ∩ algL and BA = 0.
Therefore f is a right-annihilator-preserving map from A to M if and only if f ∗ is a left-annihilator-
preserving map from A∗ toM∗. The conclusion now follows from Part (i). 
The following result is similar to [20, Theorem 1].
Corollary 2.5. Let A be a CSL algebra in a von Neumann algebra and let δ be a bounded linear map from
A to itself such that
δ(L ∩ R) ⊆ L + R
whenever L is a closed left ideal of A and R is a closed right ideal of A. Then δ is a generalized derivation.
Proof. Suppose that a, b, c ∈ A with ab = bc = 0. Let L = {x ∈ A : xc = 0} and R = {y ∈ A : ay =
0}. By the hypothesis, we have that aδ(b)c = 0. It follows from Proposition 1.1 and Theorem 2.4 that
δ is a generalized derivation. 
Theorem 2.6. Suppose A is a CSL algebra in a von Neumann on a Hilbert space H and M = B(H). Then
every bounded local generalized derivation from A to M is a generalized derivation and every bounded
local derivation from A toM is a derivation.
Proof. The ﬁrst part of the conclusion follows from Proposition 1.1 and Theorem 2.4. For the second
part, note that if δ is a local derivation then it is a local generalized derivation and δ(I) = 0. 
Theorem 2.6 generalizes several results in the literature, including [2, Theorem 2.7], [9, Theorem
2.7], and [22, Theorems 2.1 and 3.1].
J. Li, Z. Pan / Linear Algebra and its Applications 432 (2010) 5–13 9
Corollary 2.7. SupposeA is a CSL algebra in a von Neumann algebra on a Hilbert space H,M = B(H), and
δ is a bounded linear map from A to M. If δ(A)B + Aδ(B) − Aδ(I)B = 0 for all A, B in A with AB = 0
then δ(AB) = δ(A)B + Aδ(B) − Aδ(I)B.
Proof. For any A, B, C ∈ A with AB = BC = 0, we have δ(A)B + Aδ(B) − Aδ(I)B = 0; which gives
Aδ(B) = Aδ(I)B − δ(A)B. Thus Aδ(B)C = [Aδ(I)B − δ(A)B]C = 0. The conclusion now follows from
Proposition 1.1 and Theorem 2.4. 
A special case of Corollary 2.7 is the main result of [23]. Corollary 2.7 also generalizes [12, Theorem
4].
Theorem 2.8. Suppose thatA is a unital C∗-algebra,M is a unital BanachA-bimodule, andφ is a bounded
linear map from A toM. Then
(i) φ is a left multiplier if and only if φ is left-annihilator-preserving.
(ii) φ is a right multiplier if and only if φ is right-annihilator-preserving.
Proof. (i) Only one direction requires proof, so suppose φ is left-annihilator-preserving. Let a be a non
zero selfadjoint element in A and let σ(a) denote the spectrum of a. Identify the C∗-subalgebra of A
generated by a and I with C(σ (a)). Suppose that f is any continuous function on σ(a) and let f˜ be a
continuous extension of f on [−2‖a‖, 2‖a‖]. For any positive integer n, if k = −n, deﬁne
Xn,k =
[
2k‖a‖
n
,
2(k + 1)‖a‖
n
]
∩ σ(a),
if −n + 1 k n − 1, deﬁne
Xn,k =
(
2k‖a‖
n
,
2(k + 1)‖a‖
n
]
∩ σ(a).
Choose tn,k ∈
(
2k‖a‖
n
,
2(k+1)‖a‖
n
]
, deﬁne
hn(t) =
n−1∑
k=−n
f˜ (tn,k)χXn,k .
where χ
Xn,k
is the characteristic function of the Borel set Xn,k . Then hn(t) converges uniformly to f (t)
on σ(a). For the two disjoint nonempty sets Xn,k and Xn,j , there exist two sequences {fm} and {gm} in
C(σ (a)) such that fm → χXn,k , gm → χXn, j pointwise on σ(a) and fm+p gm = 0 form, p = 0, 1, 2, . . ..
Let φ∗∗ be the second adjoint operator of φ. By the assumption, it follows
φ∗∗(fm+p gm) = φ∗∗(fm+p) gm = 0.
Let p → ∞, since φ∗∗ is weak∗ continuous, we have that
φ∗∗(χ
Xn,k
gm) = φ∗∗(χXn,k )gm = 0.
Letm → ∞, we have that
φ∗∗(χ
Xn,k
χ
Xn, j
) = φ∗∗(χ
Xn,k
)χ
Xn, j
= 0. (2.3)
By
∑n−1
k=−n χXn,k = 1 for any t ∈ σ(A), and (2.3), we have that
φ∗∗(χ
Xn,k
(1 − χ
Xn,i
)) = φ∗∗(χ
Xn,k
)(1 − χ
Xn ,i
) for k /= i
and
φ∗∗(χ
Xn,k
) = φ∗∗(χ
Xn,k
)χ
Xn,k
. (2.4)
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Since
φ∗∗(f 2) = lim
n→∞φ
∗∗
⎛
⎝
⎛
⎝ n−1∑
k=−n
f˜ (tn,k)χXn,k
⎞
⎠
⎛
⎝ n−1∑
j=−n
f˜ (tn,j)χXn, j
⎞
⎠
⎞
⎠
= lim
n→∞φ
∗∗
⎛
⎝ n−1∑
k=−n
f˜ 2(tn,k)χXn,k
⎞
⎠ ,
by (2.3) and (2.4) we have that
limn→∞ φ∗∗
(∑n−1
k=−n f˜ (tn,k)χXn,k
)∑n−1
k=−n f˜ (tn,k)χXn,k = φ∗∗(f )f
= limn→∞
(∑n−1
k=−n f˜ 2(tn,k)φ∗∗(χXn,k )
)
χ
Xn,k
= limn→∞ φ∗∗
(∑n−1
k=−n f˜ 2(tn,k)χXn,k
)
= φ∗∗(f 2).
(2.5)
Let x be a selfadjoint element in A. By (2.5), we have that
φ
(
(I + x)2
)
= (φ(I + x))(I + x) = φ
(
I + 2x + x2
)
= φ(I) + 2φ(x) + φ(x)x.
Hence φ(x) = φ(I)x, for any selfadjoint element x in A. For x = a + bi with a and b selfadjoint in A,
we obtain φ(x) = φ(I)x. So φ is a left multiplier.
Similarly, we can prove (ii). 
It should be noted that one could also obtain Theorem 2.8 using [1, Lemma 2.1].
Combining Proposition 1.1 and Theorem 2.8, we have
Corollary 2.9. Suppose thatA is a unital C∗-algebra andM is a unital Banach A-bimodule. Then for any
bounded linear map δ from A toM, the following are equivalent.
(i) δ is a generalized derivation from A toM.
(ii) δ is a local generalized derivation from A toM.
(iii) aδ(b)c = 0, whenever a, b, c ∈ A such that ab = bc = 0.
Corollary 2.9 improves [9, Theorem 2.17] and [1, Corollary 3.2].
Similar to the proof of [1, Corollary 3.3], for any C∗-algebra A, we can show
Corollary 2.10 [13]. Suppose A is a C∗-algebra and M is a Banach A-bimodule. Then all bounded local
derivations from A toM are derivations.
We call an ideal I of A a separating set of M if for any m, n in M, mI = {0} implies m = 0 and
In = {0} implies n = 0.
Proposition 2.11. Let A be a unital Banach algebra with an ideal I such that I can be linearly spanned
by idempotents in A. If f is a linear left (right)-annihilator-preserving map from A into a unital Banach
A-bimoduleM and I is a separating set ofM, then f is a left (right)multiplier. In particular, f is bounded.
Proof. We only show that if f is a left-annihilator-preserving map, then f is a left multiplier.
LetE beany idempotent inA. ThenALE(A) = A(I − E) = {A(I − E) : A ∈ A}andALE(M) = M(I −
E) = {M(I − E) : M ∈ M}.
Since f is left-annihilator-preserving, it follows that for any idempotent P ∈ Awe have
f (AP) ⊆ MP, and f (A(I − P)) ⊆ M(I − P).
Thus for any idempotent P and for any A in A,
f (A)P = [f (AP) + f (A(I − P))]P = f (AP). (2.6)
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Since I is an ideal of A and I can be linearly spanned by its idempotents, for any A, B in A and for
any T in I, by (2.6) we have that
f (ABT) = f (AB)T = f (A)BT .
Thus
[f (AB) − f (A)B]T = 0. (2.7)
Since I is a separating set ofM, f (AB) − f (A)B = 0. 
Deﬁnition 2.12. LetLbea subspace latticeonaHilbert spaceH and letJL = {L ∈ L : L /= 0, L− /= H}.
A subspace lattice L is called a J -lattice if it satisﬁes the following:
(1) ∨{L : L ∈ JL} = H,
(2) ∩{L− : L ∈ JL} = (0),
(3) L ∨ L− = H for every L ∈ JL,
(4) L ∩ L− = (0) for every L ∈ JL.
When L is a J -lattice, we call algL a J -lattice algebra [19].
Corollary 2.13. Let L be a J -lattice. Then
(i) Every linear left (right)-annihilator-preserving map from algL into itself is a left (right) multiplier.
(ii) Every local generalized derivation from algL into itself is a generalized derivation.
Proof. (i) Let I be the ideal of algL generated by all rank-one operators in algL. By [9, Lemmas 2.10
and 2.11], I is the linear span of its idempotents and I is a separating set of algL.
(ii) Apply Part (i) and Proposition 1.1. 
In the following, we discuss a class of algebras which may contain only trivial idempotents. First
we give a few deﬁnitions and some properties of this class of algebras.
Let G be a directed graph with countable directed edges E(G) and countable vertices V(G) and let
F+(G) be the free semigroupoid determined by G; that is, F+(G) consists of the vertices and allowable
paths in G, with the natural operations of concatenation of allowable paths. A graph G is transitive if
there is a path fromeach vertex in the graph to every other.We say thatG is transitive in each component
if every edge lies on a cycle.
A representation of G is a homomorphism λ from F+(G) into B(H) for some Hilbert space. In this
paper, we only study the left regular representation λ of G on l2(F+(G)).
For each edge e ∈ E(G) and vertex k ∈ V(G), deﬁne
λ(e)ξω =
{
ξeω , if eω ∈ F+(G),
0, otherwise
and
λ(k)ξω =
{
ξkω , if kω ∈ F+(G),
0, otherwise.
The free semigroupoid algebraLG is theWOT-closed algebra generated byλ(F+(G)) and the tensor
algebra I+(G) of G is the norm closed algebra generated by λ(F+(G)). LG is called the left regular
representation of G. If G is a graph with a single vertex and n distinct loop edges, then LG is the
noncommutative analytic Toeplitz algebrasLn, for n 2. By [5, Theorem1.7],we know thatLn contains
only trivial idempotents.
A representationofLG onH is calledanest representation, if itmapsLG ontoaWOT-dense subalgebra
of a nest algebra on H.
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Lemma 2.14 [4]. If G is a countable directed graph, then the ﬁnite-dimensional irreducible bounded
representations of LG separate points of LG if and only if G is transitive in each component if and only
if LG is semisimple.
Lemma 2.15 [21]. A continuous Jordan derivation on a Banach algebra leaves invariant the primitive ideals
in the algebra.
Theorem 2.16. If LG is semisimple, then every local derivation from LG into itself is a derivation. In
particular, δ is bounded.
Proof. By Lemma 2.14, let {πλ : λ ∈ 
} be a family of ﬁnite-dimensional irreducible bounded repre-
sentations of LG that separate the points of LG . Note that a ﬁnite-dimensional irreducible representa-
tion of an algebra gives rise to the entire set of operators on the ﬁnite-dimensional space by Burnside’s
theorem for matrix algebras.
Let Jλ = ker πλ, λ ∈ 
 and let δ be a local derivation on LG . Then for any A ∈ Jλ, there is a
derivation fromLG into itself such that δ(A) = δA(A). By [14], every derivation on a semisimple Banach
algebra is continuous; since LG is semisimple, δA is bounded. Since Jλ is a primitive ideal of LG , by
Lemma 2.15, we have that δA(A) ∈ Jλ, for any λ ∈ 
. Hence δ(Jλ) ⊆ Jλ. By [10, Theorem 2.11], it
follows that δ is a derivation.
Since LG is semisimple, δ is bounded by [14]. 
By [6, Corollary 2], we have that if G is an n-cycle, then every derivation from LG into itself is inner.
Corollary 2.17. If G is an n-cycle, then every local derivation on LG is an inner derivation.
By [4], we have that if G is transitive in each component, then I+(G) has a family of ﬁnite-
dimensional irreducible bounded representations that separate the points of I+(G). Similar to the
proof of Theorem 2.16, we can show the following result.
Theorem 2.18. If G is transitive in each component, then every local derivation from I+(G) into itself is a
derivation.
Theorem 2.19. For any countable directed graph G, every local left (right)multiplier on LG is a left (right)
multiplier. Thus, every local multiplier on LG is a multiplier.
Proof. By [4, Corollary 4.8], we have thatLG has a countable family {πn : n ∈ N} of ﬁnite-dimensional
bounded nest representations that separate the points in LG .
Let Ji = ker πi, i ∈ N. Then Ji is a closed ideal of LG . Let f be a local left multiplier. Then for any
A ∈ Ji, f (A) = fA(A) = fA(I)A ∈ Ji, where fA is a left multiplier of LG .
For any i ∈ N, f induces a local left multiplier on LG/kerπi.
Since πn is a ﬁnite-dimensional bounded nest representation, by [9, Lemma 2.3], we have that
πn(A) is a linear span of its idempotents.
By the proof of Lemma 2.1, we have that f (A) − f (I)A ∈ Ji. By∩∞i=1Ji = {0}, it follows that f (A) =
f (I)A.
Similarly, we can show that every local right multiplier on LG is a right multiplier. 
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