Abstract. Information theorists frequently use the ergodic theorem; likewise entropy concepts are often used in information theory. Recently the two subjects have become partially intertwined as deeper results from each discipline nd use in the other. A brief history of this interaction is presented in this paper, together with a more detailed look at three areas of connection, namely, recurrence theory, blowing-up bounds, and direct sample-path methods.
1 A brief history.
In the early days of information theory, sources were modeled as memoryless processes and analysis was based on the law of large numbers. Soon it became clear, however, that, at least for the source coding problem, memoryless or even Markovian models did not t real data very well, and the more general model of a stationary random process came into use, with the law of large numbers replaced by the ergodic theorem. A triumph of this more general point of view was the entropy-rate theorem (which information theorists call the asymptotic equipartition property or AEP), proved for ergodic nite-alphabet processes by McMillan, in the convergence-inprobability sense, and by Breiman, in the almost-sure sense, 1 Partially supported by NSF grant INT-9515485. 39, 6] . A proof of the entropy-rate theorem based on recent developments is given in Section 4, see Theorem 6. The entropyrate theorem was later extended to densities and to the lossy coding rate-distortion function, 3, 2] , see also 4, 9, 12] .
The ergodic theorem and the entropy-rate theorem suggest the concepts of frequency-typical and entropy-typical sequence, respectively, both of which have become powerful conceptual and theoretical tools in information theory; see, for example, Cover's extension of the Slepian-Wolf theorem from memoryless processes to general ergodic processes , 7] . The ergodic theorem also leads to the representation of a stationary process as an average of ergodic processes, an idea put to good use by Gray and Davisson in their work on source coding, 15] , and for variable-rate lossy coding in 42].
These early uses of ergodic theory in information theory were con ned to borrowing results, such as the ergodic theorem, to establish theorems of interest to information theorists, but there was little interaction between the ideas of the two disciplines. One reason is that, while the two disciplines share a common interest in stationary, nite-alphabet processes, they view such processes in a quite di erent way. 2 In a short digression from the historical discussion, the next three paragraphs summarize this di erence in viewpoint.
To an information theorist, a nite-alphabet process is a sequence fXng of random variables with values in somenite set A. The process is speci ed by its joint distributions, Prob(X n m = a n m ), where a n m denotes the sequence am; am+1; : : : ; an, and the process is stationary if the joint distributions do not depend on the time origin. In many cases, only nite sequences and joint distributions are needed. In more complicated settings, the Kolmogorov model is useful. In this model, the process is represented as the sequence of coordinate functions on the product space A 1 0 = fx 1 0 g, together with the measure P on A 1 0 which is de ned by requiring that P(fx 2 A 1 : x n m = a n m g) = Prob(X n m = a n m ); for all a n m : In this model, stationarity is the statement that P(C) = P(T ?1 C), for any Borel set C, where T is the shift on A 1 0 , that is, (Tx)n = n + 1, x 2 A 1 0 , n = 1; 2; : : :.
If you ask an ergodic theorist \what is a process?" the likely answer will be \a measure-preserving transformation and a partition." Ergodic theory is concerned with the orbits x;Tx; T 2 x; : : : of a transformation T: X 7 ! X on some given space X. In many interesting cases there is a natural probability measure preserved by T, relative to which information about orbit structure can be expressed in probability language. A triumph of this point of view is Birkho 's ergodic theorem, 2 In my rst conversationswith Bob Gray and Dave Neuho about ergodic theory and informationtheory in 1970, this di erence in view was a source of confusion. Ergodic theorists describe a process by naming the transformation whereas to information theorists it seems much more natural to name the measure, because the transformation is usually just the canonical shift. To add to the confusion, ergodic theorists often use the word \shift" even when they focus on a variety of transformations. Other confusions are indicated in footnote 3, below. The e ort we put into understanding each other drew me into information theory and led to ergodic theory contributions by both Bob and Dave, as well as to my more than 20 years of collaboration with Dave. a major generalization of the law of large numbers. To the ergodic theorist, nite measurements, which correspond to nite partitions of X, give rise to stationary processes. Suppose T preserves a probability measure P and = f a: a 2 Ag is partition of X into measurable sets. A stationary process fXng, which the ergodic theorist calls the (T; )-process, is de ned by selecting a point x 2 X at random according to the measure P and de ning Xn(x) to be the label of the member of the partition to which T n x belongs, that is, Xn(x) = a if and only if T n x 2 a: (1) The joint distribution of this process is given by the formula Prob(X n m = a n m ) = P n \ i=m T ?i a i : (2) In particular, the mapping that sends x 2 X into the sequence fXn(x)g de ned by (1) carries T onto the shift on the space A 1 0 and the given measure P onto the Kolmogorov measure de ned by (2) . In summary, for the information theorist, stationary processes serve as models for data, the emphasis is on the joint distribution, and, given the source alphabet, the shift is always the same transformation. For the ergodic theorist, on the other hand, transformations arise in many quite di erent settings, the focus is on properties of transformations (e. g., xed points, chaotic orbits), and measures and processes are used as tools of analysis, in particular, the emphasis is often on the construction of partitions with nice properties, such as Markov partitions.
Remark 1 In the case when T is the shift, when P is a Tinvariant probability measure on A 1 0 , and when = f ag is the time-0 partition de ned by a = fx: x0 = ag, the (T; )-process is the same as the process de ned by the coordinate functions on A 1 0 . For a more complete discussion of the transformation/partition concept of process the reader is referred to 55] Now to return to the historical discussion. The rst real interaction between information theory and ergodic theory came in the late 50's when Kolmogorov and Sinai adapted Shannon's entropy idea, along with the entropy-rate theorem, to obtain an isomorphism invariant for measure-preserving transformations, 28, 66] . Isomorphism is a natural analogue of the physics idea that properties of objects should not depend on the choice of coordinates. Two measure-preserving transformations are isomorphic if there is an invertible mapping from the space of one to the space of the other that carries one measure onto the other and one transformation onto the other, see 5] for a nice discussion of isomorphism.
Kolmogorov de ned the entropy of a measure-preserving transformation T as the supremum of the entropy-rates of the (T; )-processes as ranges over all the nite partitions of X. Kolmogorov A stationary coding function F, or equivalently, its time-0 map f, is said to be a nite or sliding-window coder if there is a positive integer w such that f(x) = f(y) whenever x w ?w = y w ?w ; the smallest such w yields the window width, 2w+1. Stationary codes are a natural generalization of nite-state codes (which can be regarded as sliding-window codings of Markov chains with window width one), as well as of convolutional codes, see 13] .
A simple geometric representation, called the RohlinKakutani tower, was used by Ornstein to convert block codes into stationary codes, see 46] . A sequence formulation of the technique has been very useful in information theory, for example, it can be used to show that stationary coding performs as well as block coding, 41], and to build counterexamples to various string matching and redundancy questions, 62, 65] . A key feature of stationary coding is that properties such as ergodicity, mixing, and trivial-tail are preserved, all of which are destroyed by the block coding methods of information theory, 56]. Stationary coding has been useful in the study of channels and channel coding, to obtain a joint source/channel coding theorem, 18], to construct processes whose in nite sample paths can be fully reconstructed after passing through a noisy channel, 19], and to model channels with memory, 43].
A stationary coding of a memoryless process is called a B-process. An important feature of Ornstein's proof of the 3 Much confusion was caused in my rst conversations with Gray and Neuho , see footnote 2, above, by the di erent meanings we attached to the word \code." To me, as an ergodic theorist, a code is just a measure-preserving mapping from one probability space to another that carries a transformation on one space to a transformation on the other, while to Bob and Dave, as information theorists, a code is a mapping from nite blocks to nite blocks, where the blocks can have xed or variable lengths. Another confusion was that information theorists (or at least source coders) are generally trying to code to reduce entropy, while the challenge in isomorphism theory addressed by ergodic theorists is to code without reducing entropy.
isomorphism of equal entropy memoryless processes was that his ideas can be extended to provide a complete theory of Bprocesses. This theory now includes several characterizations and a plethora of names for such processes, including nitely determined, very weak Bernoulli, almost block-independent, extremal, and almost blowing-up. The rst of these, and still the most important, is the nitely-determined concept, in part because it has a robustness avor, and in part because it has statistical meaning, 51, 49] . An ergodic process fXng is nitely determined if any ergodic process close enough to fXng in entropy-rate and joint distribution must also be d-close to fXng.
A key step in the proof that equal entropy memoryless processes are isomorphic was the proof that memoryless processes are nitely determined; this is stated as Lemma 2 in Section 3, below, where its connection to recent ideas is discussed. Ornstein and others showed the quite surprising fact that many interesting processes, such as aperiodic Markov chains and aperiodic regenerative processes, are in fact B-processes, as are many of the processes studied in physics, such as geodesic ows on manifolds of negative curvature and ows de ned by convex billiards, see 46, 55] .
The Ornstein theory, by the way, extends to countable alphabet and continuous-alphabet processes, as well as to continuous-time processes. A nice set of tools for doing this was provided by Feldman, see 11], particularly his concept of -entropy, the growth-rate in the minimum number of sets of n-sequences of diameter whose union has probability 1 ? .
Thus -entropy is a kind of operational rate-distortion function, except that it uses diameter rather than radius. Feldman establishes an equipartition theorem for -entropy via an application of the packing and counting ideas discussed in Section 4, below. His ideas suggested the proof in 48] that it is not possible to almost-surely compress more than the rate-distortion function allows with a sequence of codes in which most source words are within a xed per-symbol Hamming distance of code words, see also 25], which uses a di erent organization of the same proof technique.
The d-distance is an extension to distributions and random processes of the Hamming distance between sequences. In the case when both processes are ergodic it is just the limiting density of changes needed to convert a typical sequence from one process into a typical sequence for the other. Its nite form de nes the distance between two distributions dn(P; Q) on nsequences to be the minimum of per-letter expected Hamming distance over joinings of P and Q, a joining being a distribution R on A n A n that has P and Q as respective marginals. For processes the d-distance is de ned as the limit of dn(P;Q) as n ! 1, a limit that exists if the processes are stationary, see More will be said about d-distance and its relationship to information theory and probability theory in Section 3 in the context of blowing-up ideas.
Another branch of ergodic theory focuses on topological rather than probabilistic concepts. A topological version of Markov process, called a shift of nite type or constrained source, is the restriction of the shift on sequences to the set of all sequences in which some speci ed nite list of blocks never occur. Entropy carries over to this setting, topological entropy being the rate of growth in the number of n-length sequences compatible with the restrictions. This topological entropy is equal to the maximal entropy-rate of shift-invariant measures whose support is con ned to the set of compatible sequences; the maximal entropy process, in fact, turns out to be Markov. In the late 70's, Adler developed a stronger concept of isomorphism that required some continuity properties and showed that mixing shifts of nite type with the same entropy are isomorphic in his stronger sense. A modi ed form of this isomorphism concept has turned out to be exactly the tool needed for studying data storage in magnetic media, see the early paper, 1], the recent book, 30], or other papers in this special issue for a discussion of these ideas.
In addition to the borrowing by ergodic theorists of the concept of entropy, there are several other ways in which information theory has in uenced ergodic theory. Using information theory ideas, two quite di erent proofs have been given that the class of nitely determined processes is closed in the d-metric, one viewing a joining as a channel, see 70] or 55, Lemma IV.2.11], the other using relative entropy ideas, 26]. A theory of channels with memory led to the concept of almost blockindependence, which, in turn, led to a new characterization of the class of B-processes, 43, 57] . Also, motivated by the need for a rigorous theory of nite-state coding and other types of coding, Gray and Kie er developed and applied a theory of asymptotically mean stationary processes, a topic to which ergodic theorists had paid scant attention, 16, 14] . Recently, by taking a more careful look at a key lemma in Ornstein's original paper, Marton produced an information theoretic bound on dn(P;Q) when Q is memoryless; this is discussed in more detail in Section 3.
An important information theory development in the mid-70's was the creation by Lempel and Ziv of what are now called LZ algorithms. These are sequential coding procedures based on the idea of coding blocks by describing where they occurred earlier, 76, 75] . Ziv showed in 77] that an in nite memory version of LZ is universal, that is, it compresses almost surely to entropy in the limit for any ergodic process, hence, in particular, it provides an almost surely consistent procedure for estimating entropy as sample path length goes to in nity. Ziv's proof introduced an interesting new concept of the entropy of an individual sequence, a concept to which I gave the name Ziv entropy.
The complexity h(x) is the rate of growth in the number of n-sequences that occur anywhere in x, as n ! 1; h(x) is, in fact, just the topological entropy of the restriction of the shift to the smallest shift-invariant set that includes x. The 16] , for an earlier use of Kac's theorem in information theory. Kac's theorem, in the ergodic case, asserts that the expected time between occurrences of a symbol is the reciprocal of the probability of that symbol. The Kac theorem and a related conditional form are discussed from an ergodic theory point of view in Section 2.
Ornstein and Weiss developed in 1979 a remarkable new proof of the entropy-rate theorem as part of their e ort to extend isomorphism theory to random elds and even more general amenable group actions, a setting in which Breiman's martingale-based proof could not be used, 50]. The new proof was based on two simple combinatorial ideas, a way to extract packings from coverings and a conditional method for counting the number of sequences with given packing properties. These new techniques, which are much closer in spirit to the information theory focus on sequences, have had a signi cant e ect on both ergodic theory and information theory. The packing part of the proof, for example, leads to a simple proof of the ergodic theorem, 59], and has since been used to establish other ergodic theorems, 67, 27] . The counting part of the proof is in essence a coding argument; in fact, packing and counting ideas can be used to show directly that limiting almost-sure compressibility cannot be smaller than limiting expected compressibility, from which the entropy-rate theorem follows immediately, 60].
The packing and counting ideas were extended in later work by Ornstein and Weiss to obtain results about the empirical distribution of overlapping and nonoverlapping k-blocks that have applications to statistical modeling and to entropy estimation, 51]. The modeling parts were sharpened in later work, 49], while the entropy ideas led to new universal coding results, valid in both the lossless and lossy cases, 48, 44, 25] . The empirical distribution results led to sharper connections between joint distribution estimation and entropy for processes with sufcient decay of memory, 35]. Further discussion of packing and counting and some general principles for sample path analysis, as well as a proof of the entropy-rate theorem and empirical entropy results, will be given in Section 4.
Motivated by the LZ algorithm, Wyner and Ziv took a careful look at recurrence and waiting time ideas. They proved a recurrence-time theorem and a waiting-time theorem. Their recurrence-time theorem asserts that, for any ergodic process, the time until the rst n terms of a sample path are seen again grows exponentially at a rate asymptotically equal to entropy, in the sense of convergence in probability. Their waiting-time theorem asserts that for Markov and some related processes, the time until the rst n terms of one sample path appear in an independently chosen sample path also grows at a rate asymptotically equal, in probability, to entropy, 73]. Ornstein and Weiss obtained an almost-sure form of the recurrence-time theorem (again by utilizing the covering and packing ideas of their earlier work), and Marton and Shields established almost-sure forms of the waiting-time theorem for larger classes of processes and obtained an approximate-match waiting-time theorem for B-processes, 52, 36] .
LZ algorithms not only exploit recurrence, but focus on making the words as long as possible. In their e ort to understand LZ algorithms, Ornstein and Weiss developed interesting results about the parsing of nite sample paths into distinct and repeated blocks, again by utilizing the covering and packing ideas of their earlier work, 52]. They showed that, eventually almost surely, in any partition of a sample path into distinct words, word length must grow at least as fast as (1=h) log n, while in any partition into words seen before, word length cannot grow faster than (1=h) log n. These ideas lead to alternative proofs that in nite memory forms of LZ compress to entropy in the limit.
Some comment should also be made on the cutting and stacking method, which has recently been used to construct counterexamples for questions of interest in information theory and probability theory. The cutting and stacking method was invented by von Neumann and Kakutani around 1940 and has long since been part of the ergodic theory bag of tricks, though it is seldom used and little understood outside ergodic theory, in part because, as mentioned earlier, the ergodic theory model for a stationary process is quite di erent (though equivalent) to the standard Kolmogorov model used in information theory and probability theory. The cutting and stacking method produces processes by constructing transformations on the unit interval that preserve Lebesgue measure. Such constructions are done in stages, each stage specifying a collection of disjoint subintervals and linear maps, the latter being pictured by stacking intervals into columns with the linear maps being the upward maps. The next stage is obtained by cutting columns into subcolumns and restacking. The power of the method is that preservation of Lebesgue measure is automatic and hence the user is freed to focus on the properties desired. The method easily constructs any renewal or regenerative process, and in fact, can be viewed as a kind of generalized regenerative construction. For a detailed discussion of the method the reader is referred to 55, Section I.10] and 58].
Using cutting and stacking, an example was constructed of a binary ergodic process Q such that the limiting divergence rate D1(PkQ) = lim sup n!1 1 n X a n 1 P(a n 1 ) log P(a n 1 )
Q(a n 1 )
is 0 for unbiased coin-tossing P, yet Q 6 = P, 63] . Recently, Shaogang Xu, 74] , used the method to show the existence of an ergodic process Q (which even be can be taken to be a Bprocess) such that D1(PkQ) = 0; for every stationary P.
Such a Q provides an ergodic process for which the ShannonFano code is universal in the sense that it compresses any stationary process to entropy in the limit. (The Shannon-Fano code assigns to a n 1 a word of length d?log Q(a n 1 )e.) It has been known since the early days of universal coding, see 54] , that the mixture Q of all the processes that are Markov of any order satis es (3), but this process is not ergodic. Xu's quite surprising result is still not well understood, though the interpretation of (3) in terms of hypothesis testing is not so surprising, namely, the process Q cannot be distinguished from any other process P with exponential decay of type II error for xed type I error.
(The type II error always goes to 0 for a xed type I error, but, as these constructions show, it need not go to 0 exponentially fast.) Other cutting and stacking constructions produce processes with poor waiting-time behavior or explosive growth in the number of future distributions, 64, 37].
Remark 2 Many interesting topics have not been included in this brief history, such as continuous-alphabet and continuoustime processes or the important subclass of Gaussian processes, the substitution/deletion metric which is used in the study of synchronization and in the branch of ergodic theory called equivalence theory, 47] , and to the huge and ever growing subject of image compression, which interacts strongly with the ergodic theory of random elds. Also some topics have been treated in a too cursory manner. These omissions and too-short treatments are partly due to space considerations, but are also due to my lack of expertise in the omitted areas, which made me nervous about discussing them.
2 Ergodic theory and recurrence theory.
Recurrence theory for stationary nite-alphabet processes plays a central role in the analysis of LZ-type coding methods. An important tool is Kac's return-time theorem, 23]; recently a conditional version of Kac's theorem has been developed and used, 22, Lemma 5.1]. In this section it will be shown how such conditional versions can be reduced to the unconditioned form by using some ideas from ergodic theory. The proof is similar in spirit to the proof given in 22], the only real di erence is the simpli cation in both concept and proof gained by focusing directly on the shift transformation and using the ergodic theory idea of induced transformation. A more detailed and more abstract version of the discussion given here can be found in 55, Section I.2].
Let fXng be a stationary process with nite source alphabet A. Given that X0 = a, let = (a) be the minimum n 1 such that Xn = a. The conditional theorem, in its simplest form, assumes that X0 = b and X1 = a and focuses on the expected number of b's that occur before b is again followed by a. Given that X0 = b and X1 = a, let 1 = 0 and let f j: j > 1g be the random sequence of subsequent times when Xn = b, that is, j+1 is the least n > j such that Xn = b. Let (ajb) be the least n 1 such that X1+ n = a. The conditional theorem follows from a general result about observing a stationary process at a subset of its possible values. The key idea is that such a contracted process is itself a stationary process, which, furthermore, is ergodic if the original process is ergodic. To formulate this precisely, let fXng be a stationary process with source alphabet A, x a set B A, and assume X0 2 B. Put 0 = 0 and let f j: j 1g be the (random) sequence of subsequent times when Xn 2 B, that is, j+1 is the minimum n > j such that Xn 2 B. The process fYng de ned by Yn = X n ; n = 0; 1; 2; : : : ; (4) will be called the contraction of fXng to the times when Xn 2 B.
Theorem 3 (The contracted-process theorem.)
The contracted process fYng is stationary and is ergodic if fXng is ergodic. Furthermore, Prob(Y0 = b) = Prob(X0 = bjX0 2 B); b 2 B: (5) Before proceeding to the proof of the contracted-process theorem it will be shown how it can be used, along with Kac's theorem, to establish the conditional return-time theorem.
Proof of Theorem 2. The idea is to apply the contracted-process theorem to the overlapping-block process fZn = (Xn; Xn+1)g, with A replaced by A A and B replaced by fbg A. The process fZng is stationary, so that, conditioning on Z0 2 B, the contracted process fYng is stationary. , then look at successive past occurrences of y until followed by z.
Their lemma reduces to the unconditioned Kac theorem by applying the contracted-process theorem to the overlappingblock process Zn = (X?n?j?`+1; X?n?j?`+2; : : : ; X?n), with B = fyg A0. Other conditional return-time theorems can be obtained by using the appropriate overlapping-block process.
From the point of view of ergodic theory the contractedprocess theorem has a simple proof. The simplicity results from focusing on the shift transformation as a measure-preserving transformation. In this setting the analogue of contracting a process is the transformation that only considers returns to B, the so-called induced transformation. It is not hard to show that the induced transformation preserves the conditional measure and is ergodic if the original process is ergodic. The argument is completed by noting that the transformation/partition de nition of process, using the induced transformation and the partition de ned by B, is just the contracted process. Details of this sketch are given in the following paragraphs.
Let fXng be a stationary, ergodic process with nite source alphabet A and Kolmogorov measure P. To simplify the discussion the two-sided Kolmogorov representation will be used, that is, P is taken to be the shift-invariant Borel probability measure on the space A Z of doubly-in nite A-valued sequences x 1 ?1 de ned by requiring that P(a n m ) = Prob (Xi = ai: m i n); for all m n and all a n m . The (left) shift T is the mapping de ned for x 2 A Z by the formula Tx = y, where yn = xn+1, for all n 2 Z. The properties of T that will be used are that it has an inverse mapping (namely, the right shift) and that it preserves the measure P, that is, P(C) = P(TC) = P(T ?1 C), for any Borel set C A Z . (6) follows from the ergodic theorem for it guarantees that for almost all x each symbol occurs in both the past and future of x with limiting relative frequency equal to its probability.
The (future) return-time function is the function n(x) dened for x 2 e B by the formula n(x) = minfn 1: xn 2 Bg: (7) Note that n(x) can also be de ned by the formula n(x) = minfn 1: T n x 2 e Bg; (8) that is, the time of rst return to e B under the action of the shift transformation T. For In other words, the induced transformation just shifts the sequence x leftwards to the next place where a symbol in B occurs. The induced transformation idea is due to Kakutani, 24] , see 55, Section I.2] for a more complete discussion of the idea.
Let P( jB) denote the measure conditioned on X0 2 B, that is, the measure on A Z de ned for ?1 < m n < 1 by the formula P(X n m = a n m jB) = Prob(X n m = a n m jX0 2 B); a n m 2 A n m :
The following theorem is the transformation form of the contracted-process theorem.
Theorem 4
The induced transformation e T preserves the conditional measure P( jB), and is ergodic if fXng is ergodic.
Proof. First note that e T ?1 is also de ned for all x 2 e B, since it was required that xn 2 B for in nitely many negative n.
Furthermore, P( e BjB) = 1, by formula (6). Thus it is enough to show that P( e TC) = P(C) for any Borel subset C e B. This completes the proof of the induced-transformation theorem.
All that remains is to convert the induced-transformation theorem into the contracted-process theorem by using the fact that a measure-preserving transformation and partition de ne a stationary process, via the formula (1). In the current setting the transformation is e T , the space is e B equipped with the measure P( jB), and the partition = fPb: b 2 Bg is de ned by the formula Pb = fx 2 e B: x0 = bg: In other words, the ( e T ; )-process is just the process fXng observed at the times when its values belong to B. The process de ned by a measure-preserving transformation and a partition is always stationary and is ergodic whenever the transformation is ergodic, hence the induced-transformation theorem implies that the contracted process is stationary, and, furthermore, is ergodic if the original process fXng is ergodic. This completes the proof of the contracted-process theorem.
Remark 4 The set B in the contracted-process theorem can be replaced by any measurable subset of A Z of positive measure, that is, the question of whether Xn is to be retained or deleted can be allowed to depend on all past and future values. This more general result reduces to Theorem 4 by considering the pair process f(Xn;Wn)g, where Wn is 1 or 0, depending on whether or not x 2 B, and replacing A by A f0;1g and B by A f1g. 3 Blowing-up Properties.
Of interest in a wide range of settings, including combinatorics, information theory, ergodic theory, and probability theory, is the size of a Hamming neighborhood of a set B of n-sequences, given the size of B. In this discussion, size will be measured in terms of probability and per-symbol Hamming distance dn(a n 1 ; b n 1 ) = jfi 2 1; n]: ai 6 = bigj n ; will be used. The -blowup, or -neighborhood, of a set B A n is denoted by B] and consists of all y n 1 for which there is an x n 1 2 B such that dn(x n 1 ; y n 1 )
. The complement of the blowup is denoted by B] c .
In a 1974 paper Margulis gives bounds on the cardinality of the set of sequences not in B that di er in one coordinate from some member of B, 31 ]. An extension shows that sets that are not too small must have large blowups, a fact that plays an important role in multi-user information theory, see 8, Section 1.5 and Chapter 3]. By now there are many di erent results that assert that for memoryless sources (or sources with suitable decay of memory), sets that do not have too small probability must have a large blowup, see Corollaries 2 and 3, below, for two such results. The idea that not-too-small sets have large blowup actually appears in disguised form as a key lemma about memoryless processes in Ornstein's earlier work on the isomorphism problem, see Lemma 2 below. A careful look by Marton at the proof of that lemma led to an information theoretic bound on the dn-distance between two distributions when one of them is memoryless, 32, 33] . A special case of Marton's inequality yields basic results about small sets with large blowup, including a blowup bound obtained by other methods by Talagrand, 69] . A careful statement of the original Ornstein lemma and a sketch of his proof, followed by a discussion of Marton's inequality, will be given in the following paragraphs. The following lemma is Ornstein's key lemma. It is a precise formulation of the nitely determined property for memoryless sources, namely, that an ergodic process close enough in entropy-rate and rst-order distribution to a memoryless process must also be d-close.
Lemma 2
Given a memoryless process fXjg and > 0, there is a > 0 such that dn(X n 1 ; Y n 1 ) < ; n = 1; 2; : : : ;
for any ergodic process fYjg that satis es the two conditions, (a) kX1 ? Y1k ; (b) 2n : (17) Proof. Pinsker's inequality, (13) (Talagrand.) If P is the distribution of a memoryless process fXig then for any n and any set B A n ,
Proof. Put = k=n, let Y n 1 be X n 1 conditioned on B, and let Z n 1 be X n 1 conditioned on B] c , the complement of the blowup of B. These two random vectors are always at least apart, so that dn(Y n 1 ; Z n 1 ) , and the triangle inequality yields, dn(Y n 1 ; X n 1 ) + dn(X n 1 ; Z n 1 ): An application to each term of the set form of Marton's inequality, (18) , followed by a use of concavity of the square root, yields Remark 6 Talagrand, in his invited paper, 69], established (19) by using an exponential bounding technique related to the Chernov bounding method. He derived several other blowingup inequalities using similar methods and showed how such bounds can be used to obtain large deviations results in a wide variety of settings. His general name for the blowing-up phenomena is \concentration of measure." By the way, the bound (20) follows from a bound obtained in 68] and earlier in 38]. Recently, Dembo has shown how to obtain many of Talagrand's bounds by an extension of Marton's technique, 10].
Corollary 2 raises the question of which processes have the (asymptotic) property that any set of n-sequences that is not exponentially too small must have a large blowup? The answer is the subclass of B-processes that have large deviations bounds, 34]. If it is only required that sets of \typical" n-sequences that are not exponentially too small have large blowups, the answer is precisely the class of B-processes, a result that can then be used to show that B-processes have good approximate-match waiting-time properties, 36]. The basic connection between blowing-up and large deviations is sketched in the following paragraphs.
An ergodic process has the blowing-up property if given > 0 there is a > 0 and an N such that n N; B A n ; Pn(B) 2 ?n =) Pn( B] ) 1 ? : (21) Processes with the blowing-up property must also have large deviations properties. 
The ergodic theorem guarantees that pk( jx n 1 ) ! Pk, in probability, so (23) 
for any > 0, for any process with the blowing-up property.
A process satisfying the large deviations property (22) for all k and > 0 is said to have exponential rates for frequencies, and a process satisfying (24) for every > 0 is said to have exponential rates for entropy. The preceding argument shows that processes with the blowing-up property have exponential rates for frequencies and entropy. With somewhat more e ort it can be shown that processes with the blowing-up property are B-processes, and with considerably more e ort it can be shown that the processes with the blowing-up property are precisely the B-processes that have exponential rates for frequencies and entropy, 34], see also 55, Section IV.3].
Many processes are known to have the blowing-up property. ?w(x) = y w(x) ?w(x) . Of, course, in the case when w(x) is constant such a code is called a nite code. Not every B-process has the blowing-up property. For example, all mixing renewal processes are known to be B-processes, but it can be shown that if the distribution of the waiting time between 1's is too long-tailed, then the process will not have exponential rates. Also, it can be shown that an ergodic process Q with exponential rates for frequencies and entropy must have the positive divergence property, that is, D1(PkQ) = 0 implies that P = Q, hence the B-processes constructed in 63, 74] can not have exponential rates. 4 Direct sample path methods.
The ergodic theorem guarantees that for xed k and large enough n, most n-length sample paths will be k-block frequency-typical, that is, the empirical distribution of nonoverlapping k-blocks will be close to the true distribution. Likewise, the entropy-rate theorem (AEP) guarantees that most such sample paths will be entropy-typical, that is, have probability roughly 2 ?nh . The ideas introduced by Ornstein and Weiss in their proof of the entropy-rate theorem and in subsequent work by them and others have led to a series of ner results about \typical" sample paths. Many of these results are useful in ergodic theory and information theory.
To give the reader a taste of these developments, four of the new techniques will be described along with examples showing how they are used. The four techniques are expressed here as four lemmas, which, for want of better names, are called the packing lemma, the counting lemma, the doubling lemma, and the strong doubling lemma. The rst two are strictly combinatorial results. The second two are extensions of the ergodic theorem which are used so often that it seems appropriate to give them names; the word \doubling" comes from the fact that they usually depend for their success on some other limit theorem, a convergence-in-probability theorem for doubling and an almost-sure theorem for strong doubling. Except for the counting lemma, which requires some argument, the lemmas are quite simple. A detailed discussion of most of these ideas, using somewhat di erent terminology, is given in 55].
Packing and counting.
The packing technique is a method for building \almost" packings of intervals from \almost" coverings by subintervals whose left end points already cover most of the interval. In this and later sections, intervals are taken to be integer intervals, that is, k; m] denotes the set of integers`such that k ` m.
Three properties of collections C of subintervals of 1; N] will be of interest, a strong form of \almost" covering, an \almost" packing property, and a boundedness property. Proof. The idea is to condition on the locations of the blocks that belong to B then use that fact that a location of length m can be lled in at most 2 m(h+ ) ways with blocks from Bm.
For a xed set of locations this gives a bound which is only a small exponential factor more than 2 n(h+ ) , since each member of GN is mostly built-up from B. This is then multiplied by the number of possible skeletons, which is also exponentially small since M is large.
The details are as follows. A skeleton is a disjoint collection P are at most jAj N ways to ll the places that do not belong the union of P. Putting these two facts together yields the bound jGN(P)j 2 N(h+ ) jAj N : (25) Each interval in a skeleton has length at least M, so at most 2N=M points can be endpoints of its intervals. Thus the number of possible skeletons is upper bounded by
by the standard bound, see 55, Lemma I. 5.4] . The set GN is the union of the sets GN(P) over all skeletons P, so the cardinality of GN is upper bounded by the product of the two bounds, (25) and (26), that is, log jGNj N(h + ) + N log jAj + NHb(2=M): This is bounded by N(h+2 ) if Hb(2=M) =2 and log jAj =2.
Doubling.
The simple form of doubling starts with a set Bk A k of large probability. (In the usual applications, such a set is provided by some convergence-in-probability limit theorem.) The doubling lemma asserts that, eventually almost surely, most indices in x n 1 are starting places of k-blocks that belong to Bk.
Lemma 5 (The doubling lemma.) If P(Bk) > 1? =2, then, eventually almost surely as n ! 1, (In applications, such a sequence is provided by some almostsure limit theorem.) Condition (27) is replaced by the much stronger requirement that every one of the conditions x i+k?1 i 2 Bk; x i+k i 2 Bk+1; : : : ; x N i 2 BN?i+1; (28) holds for a large fraction of indices i n?k+1. Note that (28) requires that every block in x N 1 that starts at i and has length at least k belongs to j k Bj. there will be at most n=2 indices in the interval n ?k + 1; n].
Thus, if (29) holds and n 2k= , then for x n 1 , the strongdoubling condition (28) must hold for at least (1 ? )n indices i 2 1; n ? k + 1] . This proves the lemma since (29) holds eventually almost surely, as n ! 1.
An application to entropy.
The packing, counting, and doubling lemmas lead to a proof of the entropy-rate theorem (AEP). If a process is ergodic then, except in trivial cases, the probability P(x n 1 ) decreases to 0 as n ! 1: The entropy-rate theorem asserts that the rate of decrease is a constant h with probability 1. This is summable in n, so the Borel-Cantelli principle implies that x n 1 6 2 Vn, eventually almost surely, which, since x n 1 2 Gn, eventually almost surely, implies that P(x n 1 ) 2 ?n(h+3 ) , eventually almost surely. This, however, means that h = lim sup(?1=n) log P(x n 1 ), with probability 1, from which the entropy-rate theorem follows.
To prove the lemma it must be shown how L M can be chosen so that x N 1 2 GN, eventually almost surely. Towards this end, note that the condition (30) implies almost sure niteness for the the random variable n(x) that speci es the least integer n M for which x n 1 2 Bn. Thus L M can be chosen such that n(x) L, with probability at least 1 ? =4. This The fact that there is a set of k-sequences that has both large probability and cardinality 2 kh , is, of course, the signi cance of Shannon's entropy concept for communications theory. Two results of this type for the empirical distribution will be established, the rst for overlapping k-block distributions using strong doubling, the second for nonoverlapping k-block distributions using doubling.
The empirical distribution of overlapping k-blocks in x n The ergodic theorem implies that pk(Bkjx n 1 ) ! P(Bk), almost surely as n ! 1, so that if P(Bk) > 1 ? =2; then pk(Bkjx n 1 ) > 1 ? ; eventually almost surely. In other words, the set of entropy-typical sequences also has large probability with respect to the empirical measure. The surprising fact is that such a result holds even if k is allowed to grow linearly in n. The proof illustrates the use of strong doubling. At rst glance a nonoverlapping result would appear to be a trivial extension of Theorem 7, but this is not the case, for the set of multiples of k is at most a (1=m)-fraction of 1; n], so all of the indices (j ? 1)k + 1 could be starting places of k-blocks that do not belong to Bk. One could argue that for some shift s 2 0; k?1], the probability qk(Bkjx n s+1 ) is large, which is true, but this seems unsatisfactory. By allowing a somewhat weaker notion of entropy typicality, the doubling lemma produces a satisfactory result for the nonoverlapping case.
The entropy-rate theorem provides`and a set C A`of large probability and cardinality roughly 2`h. The doubling lemma implies that eventually almost surely, most places in an n-block are starting places of blocks that belong to C. If k `, the Markov inequality implies that most of the x jk (j?1)k+1 have the property that most of their indices are starting places of blocks in C. If k is enough larger than`, such k-blocks must be almost built-up from C, by the packing lemma. In other words, if \typical" now means \mostly built-up from C," then the qk( jx n 1 ) probability of \typical" k-blocks must be large.
The precise formulation of this new typicality idea is as follows. The entropy-rate theorem provides an`and a set C As uch that P (C These lower bound results, in conjunction with Theorems 7 or 8, provide an entropy estimation theorem, for they show that (1=k)H(p k(n) ( jx n 1 )) ! h, almost surely, as n ! 1, for any unbounded sequence fk(n)g for which k(n) (1=h) log n; with comparable results for the nonoverlapping block distribution.
Remark 8 The packing lemma, along with elementary probability facts, can be used to prove ergodic theorems, yielding, in particular, an especially simple proof for the binary, ergodic form of Birkho 's ergodic theorem that extends to the general result, see 59], as well as to a nice proof of the subadditive ergodic theorem, 67]. The strong doubling idea has been used to study the growth of pre x trees, see 55, 61] , and in conjunction with a martingale theorem to obtain joint distribution estimation theorems for weakly-dependent processes, 35]. Versions of the packing and counting lemmas, in conjunction with doubling or strong doubling, have been used in numerous recent settings, including -entropy, 11], universal coding, 48, 60, 25] , and more general ergodic theorems, 27]. Doubling, in conjunction with the built-up set idea, was used by Ornstein and Weiss to show that, eventually almost surely, in any partition of a sample path into distinct blocks, most of the path must be covered by blocks of length at least (roughly) (1=h) log n, 52 ]. Finally, it should be noted that the packing lemma actually extends to random elds and some more general structures, see 50] . Of course, the simple proof given here does not extend as it uses the order structure of the natural numbers, so a more sophisticated argument is needed.
