A single hyperspectral imaging sensor can produce frames with spatially-continuous rows of differing, but adjacent, spectral wavelength. If the frame sample-rate of the sensor is such that subsequent hyperspectral frames are spatially shifted by one row, then the sensor can be thought of as a parallel (in wavelength) push-broom sensor. An examination of data compression techniques for such a sensor is presented. The compression techniques are intended to be implemented onboard a space-based platform and to have implementation speeds that match the date rate of the sensor. Data partitions examined extend from individually operating on a single hyperspectral frame to operating on a data cube comprising the two spatial axes and the spectral axis. Compression algorithms investigated utilize JPEG-based image compression, wavelet-based compression and differential pulse code modulation. Algorithm performance is quantitatively presented in terms of root-mean-squared error and root-mean-squared correlationcoefficient error. Implementation issues are considered in algorithm development.
INTRODUCTION
Hyperspectral imaging sensors employ electro-optics to obtain data which is typically in the visible and near-infrared portions of the spectrum. Hyperspectral data, as well as multispectral data, is threedimensional data with two dimensions corresponding to spatial position and the third to wavelength. Tens to hundreds of contiguous spectral bands are resolved in hyperspectral sensors to produce a detailed profile of the electromagnetic spectrum. This differs from multispectral imaging sensors that measure relatively fewer bands which are commonly non-contiguous.
Hyperspectral imagery (HSI) can be used in applications that include: global environmental monitoring, mapping, charting, geodesy, and land use planning'. Readily accessible. data can aid in forestry, agriculture, water quality monitoring, and wildlife habitat management. The large number of adjacent spectral bands allows for the measurement of water depth and condition, mapping terrain features, and measuring small differences in crop types. With greater access to larger numbers of data sets and access to near real-time imagery, applications can be extensive including ones as mission specific as fighting the import and production of illegal drugs.
Current advances in camera technology, both in optics and electronics, can produce a sensor with narrow spectral bands and large spatial coverage. Such a sensor would provide an enormous amount of data with a high degree of spectral isolation. Space-based hyperspectral-imagery systems that implement image compression would provide timely and manageable data.
A satellite-based hyperspectral imaging instrument without data compression would require large storage and/or transmission bandwidths in order to obtain time-continuous data of appreciable duration. In addition to the desire to recover an appreciable time duration of data, the ever increasing demand is to acquire the data in a timely fashion, if not inspection in real time. With both large-bandwidth communications and mass-storage flight hardware being expensive solutions, on-board data compression is a practical solution. Compressed data requires less communications bandwidth to relay the data back to earth and can be stored in-flight with less burden until ground station fly over.
The presented material deals with quantitatively assessing the performance of three compression techniques which can be practically implemented in flight hardware. The formidable amount of data generated by a hyperspectral sensor requires that the data be highly compressed, which in turn means a lossy compression. In addition, the compression technique must insure the integrity of the data and not introduce artifacts that detract heavily from either the spatial or spectral information. HSI is correlated among the two-dimensional spatial and the one-dimensional spectral domains. Exploiting the correlation in all three dimensions would minimize loss but, for some algorithms would require that the flight hardware, although feasible, perhaps be impractical. The algorithmic selection depends on what can be reasonably implemented in flight application-specific hardware. The major constraint of this posed hyperspectralimage-compression problem is that the hyperspectral sensor used is a is a parallel push-broom sensor.
PARALLEL PUSH-BROOM SENSOR
A parallel push-broom sensor generates matrices of pixels at some fixed rate in the same fashion as many of today's common digital imaging sensors. From a single parallel push-broom sensor, it is assumed that the HSI would be presented to the compression hardware in the form of hundreds of pixel rows that are spectrally and spatially adjacent. Thus, a frame from the sensor shows change in the x spatial direction in one axis (across a row) and both y spatial change and A spectral change in the other axis (down a such that the forward movement of the satellite progresses one row of a frame as shown in Figure 2 .
Hundreds of temporally adjacent frames would be needed to construct a hyperspectral portrayal of an area of the earth comprised of hundreds of images with each image being of a different observation wavelength, but corresponding to the same area of earth. Thus, frames from the sensor must be area with different wavelengths. These hundreds of monochromatic images compose a data cube. The data cube can be visualized as varying spatially in the x and y directions and spectrally in the z direction as shown in Figure 3 . The term cube is used loosely, since it would most likely be rectangular with the y spatial direction and X spectral direction being of equal size. Tens of megabytes of temporary, dataprocessing storage capacity would be needed to collect the raw-pixel data cube required to perform a three-dimensional compression. Such a large capacity would significantly add to the complexity of the hardware.
COMPRESSION TECHNIQUES
The compression technique implemented must be designed with consideration for information integrity, hardware complexity, and implementation speed. Correlation is present among all three dimensions of a data cube, and thus compression could exploit the correlation among all three dimension or between any two dimensions. Both implementation speed and hardware complexity have a direct impact on the power and weight needed by the compression electronics. Whether a compression technique compresses in two or three dimensions has an impact on the complexity of hardware with three-dimension compression requiring more hardware complexity. Three compression techniques are examined in this paper. The first two techniques deal with compressing only in the two spatial dimensions and ignoring the spectral direction. The third technique compresses the data taking advantage of the correlation of all three dimensions.
JPEG compression of octal-manipulated frames
Approaching the compression problem using a standardized algorithm leads to the uses of JPEG compression. The most commonly implemented two-dimensional image-compression techniques are transform coding schemes, i.e., methods in which a transform of the image data is effected followed by compression of the nearly uncorrelated transform coefficients. The most commonly used transform is the discrete cosine transform (DCT) which has found widespread use in image compression and is also part of the widely used JPEG still-image compression standard2. Application specific hardware is available that implements JPEG compression.
The JPEG compression standard will block encode an image and then independently transform each block with the block size typically being 8x8 pixels. A simplistic JPEG-compression implementation with parallel push-broom data would be the JPEG compression of frames produced by the sensor. However, in the 8x8 blocks the change in the three dimensions would be compressed together, since y spatial and spectral change occur together in the rows of a sensor frame. This would cause an extensive corruption of the integrity of the data.
Considering eight time-sequential sensor frames, the frames can be manipulated such that eight monochromatic rows are assembled adjacent to each other. The resulting eight new manipulated frames would be comprised of eight-row monochromatic bands with adjacent eight-row bands being spatial adjacent in the y direction. Thus the original frames are dissembled by removing every eighth row from the frame as components for a single new frame. Some additional hardware is needed to construct the manipulated frames. However, since the JPEG algorithm operates on 8x8 blocks, block transforms are only performed on monochromatic blocks, which are most likely more correlated than blocks that are not monochromatic. This manipulation of frames allows for the new frames to present the spatial data on both directions without discontinuities and to provide spectral information with some integrity.
The eight new octal-manipulated frames would then be compressed using the standard JPEG algorithm. After the 8x8 blocks of a frame has been transformed, scalar quantization of the coefficients is performed followed by zero-run length coding and Huffman encoding. The entire JPEG compression can be implement in as single integrated circuit3. Aside from the interface and control hardware, the only additional hardware required for this compression technique is the hardware required to manipulate the frames.
Image-by-image discrete wavelet transform (DWT) compression
The JPEG compression standard block encodes an image which produces severe block-boundary artifacts for images with substantial spatial frequencies content at moderate compression levels.
Transforming the entire image, instead of just image blocks, would eliminate the block-boundary artifacts. However, the computational burden of two-dimensional DCT is great. To ease computational burden, other transformation techniques that use subband coding and the discrete wave transform (DWT) are investigated. Since subband coding is performed on an entire image, the data cube constructed from sensor frames is the data structure used for compression. For the DWT technique, the monochromatic spatial images of the data cube are individually transformed using subband coding and the DWT. After the transformed images are quantized, zero run-length coding and entropy coding is applied to the transformed images to complete the compression process.
Wavelet transforms have received significant attention recently in the area of image compression4.
The discrete wavelet transform (DWT) used in subband coding provides a time-efficient method of transforming an entire image. By hierarchically decomposing an input image into a series of successively lower-resolution reference sub-images and their associated detail sub-images, the DWT can regulate the amount of computation needed to transform an image. The wavelet transform is implemented by filtering one-dimensional sequences with related low-pass and high-pass finite-impulse response (FIR) filters and then down sampling the filter outputs by a factor of two. These filtering operations are separable; thus, first the rows are filtered and down sampled and then the columns of the image. The low-pass, low-pass (LL) subimage can then be transformed in a similar fashion to create subimages of subimage. An octaveband decomposition5 is performed by repeated transforming of the LL subimages. The number and constellation of the subbands can be tailored for the specific application. Therefore, by using the DWT, a computationally-efficient transform can be designed for a specific input image and the desired results.
The kernels of the low-pass and high-pass FIR filters have been investigated6 with a possible kernel option being one that is composed of integer coefficients. This paper utilizes a fifth order low-pass filter and a third-order high-pass filter that have integer coefficients for its filter pair. The reference to integer coefficients disregards the gain of the filters which can be redistributed between the compression and reconstruction operations. Other higher-order filter pairs would produce better results. However, these higher-order filter pairs rely on floating-point operations. The integer-coefficient filter pair was chosen because it presented a more feasible hardware implementation. The z-domain transfer functions of the lowpass,H0(z), and high-pass, H1(z) analysis filters are given as H0(z) =(/)(_z2 +2z+6+2z' -f2) H1(z) = ()J(_2z2 +4z-2) and the corresponding low-pass G0 (z) and high-pass G1 (z) synthesis filters are
The DWT is implemented by simultaneously high-pass and low-pass filtering an image with the cutoff frequencies at the midpoint of the spectrum. Four sub-images remain after the first filtering. They are the low-pass, low-pass; the low-pass, high-pass; the high-pass, low-pass; and the high-pass, high-pass sub-images. The low-pass, low-pass sub-image can be regarded as the reference sub-image, and the three sub-images with high-pass components can be regarded as associated detail sub-images. Additional filtering can be applied to any of the sub-images in accordance to the importance of the information contained in each. Commonly, the low-pass, low-pass sub-image is iteratively filtered several times to decompose the original image into unequal sub-images. Such convolutional processing could make use of commercially available hardware7.
As in all transformed-based compression techniques, the transformed image values are quantized to provide the compression. The level of quantization can and should be different for each component of the transformed image. Thus for the DWT image, each sub-image would be quantized with a different value with more sever quantization being performed on the sub-images at the top of the hierarchy. Quantization is the operation that causes the compression technique to be lossy. The loss in manifested in blurring of edges and to some extent imposing a "ringing" artifact about the edges.
Mter quantization, many of the coefficients in the detail sub-images will have a value of zero. With so many values in an image being zero after transforming and quantizing, further compression can be obtained by zero run-length coding (ZRLC). Basically this amounts to replacing zeros with the number of zeros that occurred in succession. Entropy coding can then be applied to the zero-run lengths and the remaining non-zero amplitude values. A variable-length entropy coding technique, such as Huffman encoding, uses fewer bits to represent values that occur frequently than values that occur infrequently.
Hybrid DPCM/DWT compression
For the mage-by-image DWT technique, the monochromatic spatial images of the data cube are individually transformed using subband coding and the DWT. After the transformed images are quantized, differential pulse code modulation (DPCM)8 can be applied in the spectral direction to completely transform the data cube. Zero run-length coding and entropy coding is applied to the transformed data cube to complete the compression process.
The above compression algorithm can be referred to as a hybrid DPCM/DWT compression technique. The compression problem is decomposed into spatial compression and spectral compression. A SP!E Vol. 2758 / 337 two-dimensional lossy-compression technique is implemented in the spatial domain using the DWT, and a one-dimensional lossless-compression technique is implemented in the spectral domain using DPCM.
DPCM, the spectral-domain compression technique, capitalizes on the fact that spectrally-adjacent images in the data cube are highly correlated. After transforming and quantizing each image in the data cube, the spectrally-adjacent images are even more so correlated since high-frequency spatial variation have been reduced by quantization. Lossless differential pulse code modulation (DPCM) can be applied in the spectral direction of the data cube to complete compression in all three dimensions. DPCM basically involves successive subtraction of adjacent images. The resulting difference values are highly uncorrelated and are much smaller than the original amplitude values, with many of the difference values being zero. Spectral integrity is maintained since the first image is unaltered and successive transformed images below it in the data cube can be reconstructed without degradation. 
Data preparation
In an effort to simulate the data that would be produced by a parallel push-broom sensor, each pixel of the data was linearly converted from a signed sixteen-bit integer to an unsigned eight-bit integer. Of course this conversion resulted in a distortion of the data, causing some images to appear near uniform. Since for a parallel push-broom sensor, the number of image rows must equal the number of spectral wavelength, the images were cropped to a size of a 384 pixels by 224 rows. Figure 4 shows a typical image of the data cube after byte scaling and cropping. The cropping of pixels from 614 to 384 was performed to reduce computational burden. For JPEG compression the data was ordered into octal- 
Algorithm implementation
JPEG compression was implemented using the function provided with the interactive analysis software IDL1° on a Unix workstation. The compression ratios for the JPEG compressed images were calculated with the JFIF-header bytes subtracted from the compressed-file size. No attempt was made to customize the quantization tables or the Huffman encoding tables for the JPEG compression. DWT-based compression was implemented in custom C program. The quantization of the wavelet coefficients used a simple scheme based on powers of two. As the hierarchy of subbands descends, the subimages with highpass components are quantized by factors of 64, 32, and 16. The least low-pass, low-pass subimage was scaled by a factor of 4. These quantization factors were adjusted with a common scaling factor to achieve different compression ratios. Huffman encoding of DWT images used the same encoding as JPEG compression with the modification that zero runs of 32, 64, 128, 256,512 and 1024 could be encoded with a single Huffman codeword.
Performance metrics
Compression performance is measured with two metrics in this paper. The first metric is the widely used root-mean-squared error (RMSE)'1'12. RMSE does not always correlate well with perceived image quality, but it does provide some measure of relative quality. The second metric is related specifically to multispectral'3 and hyperspectral imagery and can be referred to as root-mean-squared correlationcoefficient error (RMSCCE). This metric involves first determining the correlation coefficient between each pair of images in the original data cube. Then a similarly correlation-coefficient matrix is computed from the reconstructed data and the square root of the average squared difference between the correlationcoefficient matrices provides the metric value. RMSCCE provides some measure of how well spectral fidelity has maintained through the compression process. Figure 5 shows that over most of the compression range, the hybrid DPCM/DWT technique performed the best and the image-by-image DWT technique performed the worst. The overall poor performance of the image-by-image DWT technique may be improved with adjustments to the quantization scheme used. Even with a simple quantization scheme, at the highest compression level the image-by-image DWT technique appears to perform better than the image-by-image JPEG compression at the extremely high compression ratio.
RESULTS

Each
RMSCCE for the three compression techniques was calculated for a single compression value of approximately 40:1 (0.2 bits/pixel/band). As might be expected, hybrid DPCM/DWT performed the best. However, image-by-image DWT compression performed better than image-by-image JPEG compression even though at this compression ratio JPEG compression has a better RMSE performance. 
SUMMARY
This paper presented three data-compression techniques with the intent that they be performedon the hyperspectral data provided by a parallel push-broom sensor. Algorithm selection was governed to some extent by the practicality of implementing the algorithms in hardware onboard a space-based platform. Using real-world data, performance measurements were presented for the three compression techniques. The best performing technique in terms of both overall distortion, (RMSE), and spectral 340 I SPIE Vol. 2758 fidelity, (RMSCCE), was the hybrid DPCM/DWT technique. Image-by-image JPEG compression performed better than image-by-image DWT for all but the most extreme compression ratio. This difference may be overcome with more research into quantization and entropy encoding of the DWT images. For the compression ratio examined, the JPEG-based compression performed poorest in terms of spectral fidelity. The information in this paper provides some benefit in quantitatively examining the tradeoffs in placing a hyperspectral parallel push-broom sensor in space.
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