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Recent years have seen a surge of interest in studies of hydrodynamic transport in electronic
systems. We investigate the electron viscosity of metals and find a new component that is closely
related to Coulomb drag. Using the linear response theory, viscosity, a transport coefficient for
momentum, can be extracted from the retarded correlation function of the momentum flux, i.e.,
the stress tensor. There exists a previously overlooked contribution to the shear viscosity from the
interacting part of the stress tensor which accounts for the momentum flow induced by interactions.
This contribution, which we dub drag viscosity, is caused by the frictional drag force due to long-
range interactions. It is therefore linked to Coulomb drag which also originates from the interaction
induced drag force. Starting from the Kubo formula and using the Keldysh technique, we compute
the drag viscosity of 2D and 3D metals along with the drag resistivity of double-layer 2D electronic
systems. Both the drag resistivity and drag viscosity exhibit a crossover from quadratic-in-T behav-
ior at low temperatures to a linear one at higher temperatures. In conclusion, we discuss candidate
material systems where drag viscosity may dominate hydrodynamic transport.
I. INTRODUCTION
Hydrodynamics is an effective description of dynamics
of system at length and time scales large compared with
that of local equilibration processes. It is governed by the
conservation laws, and the hydrodynamics equations can
be derived from the continuity equations along with the
constitutive relations which connect the conserved cur-
rents with the hydrodynamics variables. It is useful to
a wide variety of systems, but is usually not relevant to
electron liquid in solids due to momentum relaxing pro-
cesses such as electron-impurity, Umklapp, or electron-
phonon scattering. However, if the dominant scatter-
ing process is due to electron-electron interactions, the
electron liquid can be described hydrodynamically as it
reaches local equilibrium at the scale of electron-electron
scattering length which is much smaller compared with
that of momentum relaxing processes. In recent years,
hydrodynamic behavior of electrons has attracted a lot
of interest [1–20], and has been observed experimentally
in graphene [21–23], Weyl semimetals [24, 25], ultrapure
PdCoO2 [26], PtSn4 [27] and GaAs [28]
In the hydrodynamics equations, the underlying micro-
scopic physics is encoded by transport coefficients which
measure a fluid’s resistance to velocity or thermal gra-
dient. Viscosity is a transport coefficient for momentum
and enters the Navier-Stokes equation. For a fluid with
inhomogeneous flow velocity, the transverse velocity gra-
dient induces a friction force which acts between the adja-
cent layers of fluid and resists their relative motion. The
shear viscosity is defined as the ratio of induced force per
unit area over the velocity gradient, see Ref. [29] for a
review. There exists another momentum transport coef-
ficient named bulk viscosity which also enters the Navier-
Stokes equation but will not be considered in the present
paper. The ratio of shear viscosity to entropy density
has been considered as a measure of fluid’s interaction
strength, with a lower bound conjectured by Kovtun et
al. [30]. Using linear response theory, viscosity can be
extracted from the Kubo formula which relates viscosity
with the correlation function of momentum flux, or stress
tensor (see Sec. II for details).
The viscosity of a 3D Fermi liquid was first studied by
Pomeranchuk [31] who found a 1/T 2 temperature depen-
dence through the dimensional analysis. This result was
later confirmed by Abrikosov and Khalatnikov [32, 33]
using the kinetic equation approach, and is in good agree-
ment with the 3He experiment (see review [34]). It can
be recovered from a “Drude”-type diagram which corre-
sponds to the correlation function of the noninteracting
part of stress tensor [20].
As emphasized by Nishida and Son [35] as well as Link
et al. [36], there exists an additional contribution to shear
viscosity from the interacting part of the stress tensor. As
shown in the present paper, this contribution is related
to the interaction induced drag force, and will be called
drag viscosity in the following. Interactions between two
distant layers of fluid with different transverse velocities
give rise to the drag force that acts between the two lay-
ers and tends to reduce their relative motion, and the
corresponding contribution to shear viscosity is the drag
viscosity.
The frictional force giving rise to drag viscosity is also
responsible for Coulomb drag, which was first proposed
by Pogrebinskii [37] and later by Price [38, 39] in an at-
tempt to separate electron-electron scattering from other
scattering processes and to study the direct effect of in-
teractions on the transport properties. In a standard
setup, one considers two closely spaced electronic layers,
to one of which a current IL is applied. Interlayer inter-
actions induce a drag force which acts on the electrons
of the second layer and drags them along. If no current
is allowed to flow in that layer, this leads to an induced
voltage VR such that the resulting electric force cancels
with the drag force. The ratio of the induced voltage VR
to the applied current IL is known as the drag resistance
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2RD = VR/IL.
Since the pioneering experiment by Gramila et al. [40]
on Coulomb drag of a double-layer 2D electron gas
(2DEG) system, there have been extensive studies inves-
tigating the underlying mechanism (see reviews [41, 42]
and references therein). It has been found that, in the
ballistic limit and in the temperature region where the
plasmon contribution is unimportant, the temperature
dependence of drag resistivity crosses over from quadratic
in T [43–45] to linear in T [46–48] as T increases. The
plasmon contribution becomes important at higher tem-
perature leading to a deviation from the linear behav-
ior [44, 48–50]. For strongly correlated systems with
large dimensionless interaction parameter rs  1, a hy-
drodynamics approach has been employed by Apostolov
et al. [18, 19] to study the drag resistivity which is then
expressed in terms transport coefficients such as viscosity.
In this paper, we study drag viscosity along with
Coulomb drag, both of which result from the interac-
tion induced drag force, with our emphasis placed on the
close resemblance between them. We recover the pre-
viously obtained results for Coulomb drag in the clean
limit [43–48] using the Keldysh technique. We then com-
pare it with the drag viscosity computed in an analogous
manner, and find that they exhibit the same temperature
dependence (with different values of crossover tempera-
ture).
The rest of the paper is organized as follows. In Sec. II,
we present the Kubo formula connecting the correlation
function of the interacting stress tensor with drag vis-
cosity, and compare it with the one connecting the cor-
relation function of the drag force with drag resistivity.
The derivation of the interacting part of the stress tensor,
which describes the interaction induced momentum flow,
is also presented in this section. Starting from the Kubo
formula and using the Keldysh technique, in Sec. III,
we derive the general expressions for the drag viscosity
of clean electronic systems in 2D and 3D along with the
drag resistivity of double-layer 2DEGs. The latter is con-
sistent with the result previously obtained in Ref. [48] us-
ing the Boltzmann-Langevin kinetic theory. In Sec. IV,
we present and analyze the results in different temper-
ature regions. Finally, in Sec. V, we conclude with a
brief summary together with a discussion of open ques-
tions and directions for future studies. In Appendix A,
we provide an alternative diagrammatic approach for the
derivation of the correlation function of the interacting
stress tensor and that of the drag force. In Appendix B,
the explicit expressions for the polarization operator from
Refs. [51, 52] are presented.
II. KUBO FORMULAE FOR DRAG VISCOSITY
AND DRAG RESISTIVITY
A. Drag Viscosity and Interacting Stress Tensor
Hydrodynamics is governed by the conservation of par-
ticle number, energy and momentum. The dissipation
which affects the flux of these conserved quantities is de-
scribed in terms of the transport coefficients. One of
them is the viscosity which measures the rate of momen-
tum transport. The corresponding conservation equa-
tion, i.e., the continuity equation for momentum is given
by
∂tgα(r, t) + ∂βTαβ(r, t) = 0. (1)
Here, gα(r, t) represents the momentum density at po-
sition r and time t in the α-direction, and Tαβ(r, t) de-
notes the stress tensor (or the momentum flux). We have
employed the convention of summation over repeated in-
dices.
The equation above suggests that the stress tensor is
essential to the calculation of viscosity. Using the linear
response theory, it has been found that the shear viscosity
η can be obtained from the following Kubo’s formula [53–
56],
η = lim
ω→0
lim
q→0
−1
ω
ImG(R)T (q, ω), (2)
where G(R)T (q, ω) indicates the retarded correlation func-
tion of the stress tensor Txy,
G(R)T (q, ω) = − i
∫ +∞
−∞
dt
∫
dDr eiωt−iq·rΘ(t)
×〈[Txy(r, t), Txy(0, 0)]〉 .
(3)
The stress tensor is composed of a non-interacting part
T (0) accounting for the single-particle contribution to the
momentum flow, and an interacting part T (int) associ-
ated with the momentum transport induced by interac-
tions. The latter contribution to shear viscosity is absent
in the case of contact interactions and is usually over-
looked in previous studies. In this section, we present a
brief derivation of the interacting part of the stress ten-
sor. Only its zero momentum Fourier component (spa-
tial average) Tαβ(Q = 0) =
∫
r
Tαβ(r), which enters the
Kubo’s formula for shear viscosity η (Eqs. 2 and 3), is
derived here. See Ref. [57] for the complete expression of
the stress tensor and the corresponding derivation, and
Ref. [58] for an alternative approach.
Consider a fermionic system described by the following
Hamiltonian,
H =
∫
r
1
2m
∇ψ†σ(r, t) ·∇ψσ(r, t)
+
1
2
∫
r,r′
ψ†σ(r, t)ψ
†
σ′(r
′, t)V (r− r′)ψσ′(r′, t)ψσ(r, t),
(4)
where ψσ indicates the fermion with spin σ, and V (r −
r′) = V (|r−r′|) is the interaction potential. Throughout
this paper, we work with the units ~ = kB = 1.
3The momentum density g(r, t) is given by
gα(r, t) =
1
2i
[
ψ†σ(r, t)∂αψσ(r, t)− ∂αψ†σ(r, t)ψσ(r, t)
]
.
(5)
Using the equation of motion
i
∂
∂t
ψσ(r, t) = − 1
2m
∇2ψσ(r, t)
+
∫
r′
ψ†σ′(r
′, t)V (r− r′)ψσ′(r′, t)ψσ(r, t),
(6)
the time derivative of the momentum density can be ex-
pressed as
∂gα(r, t)
∂t
= −∂βT (0)αβ (r, t)
−
∫
r′
ψ†σ(r, t)ψ
†
σ′(r
′, t)
∂V (r− r′)
∂rα
ψσ′(r
′, t)ψσ(r, t),
(7)
where
T
(0)
αβ (r, t) =
1
2m
{
∂αψ
†
σ(r, t)∂βψσ(r, t)
+∂βψ
†
σ(r, t)∂αψσ(r, t)−
1
2
δαβ∇2
[
ψ†σ(r, t)ψσ(r, t)
]}
.
(8)
Here the first term on the right-hand side of Eq. 7
arises from the non-interacting part of the Hamiltonian,
whereas the second term is from the interacting part.
From the continuity equation for momentum (Eq. 1),
one can deduce that the non-interacting part of the stress
tensor is given by T
(0)
αβ (r, t) defined in Eq. 8. The interact-
ing part T
(int)
αβ (r, t) is subject to the following condition
∂βT
(int)
αβ (r, t)
=
∫
r′
ψ†σ(r, t)ψ
†
σ′(r
′, t)
∂V (r− r′)
∂rα
ψσ′(r
′, t)ψσ(r, t),
(9)
whose Fourier transform is
QβT
(int)
αβ (Q, t) =
∫
k,k′,q
ψ†σ(k+ q−Q, t)ψ†σ′(k′ − q, t)
×qαV (q)ψσ′(k′, t)ψσ(k, t).
(10)
Here we have used the shorthand notation
∫
k
≡ ∫ dDk
(2pi)D
with D being the spatial dimensions.
In the calculation of shear viscosity, only the zero mo-
mentum Fourier component of the stress tensor Txy(Q =
0) is needed (see Kubo’s formula Eqs. 2 and 3). We thus
expand the right-hand side of Eq. 10 around Q = 0. At
the zeroth order in Q, the integrand is an odd function
of q and vanishes after integration. The first order term
is given by
−Qβ
∫
k,k′,q
∂qβψ
†
σ(k+ q)ψ
†
σ′(k
′ − q)qαV (q)ψσ′(k′)ψσ(k)
= Qβ
∫
k,k′,q
ψ†σ(k+ q)∂qβψ
†
σ′(k
′ − q)qαV (q)ψσ′(k′)ψσ(k)
+Qβ
∫
k,k′,q
ψ†σ(k+ q)ψ
†
σ′(k
′ − q)∂qβ [qαV (q)]ψσ′(k′)ψσ(k),
(11)
where we have suppressed the time argument of the
fermionic field ψ for brevity, and applied an integration
by parts. Through a change of variables, it is easy to
prove that the first term on the right-hand side of the
equation above can be rewritten as
Qβ
∫
k,k′,q
∂qβψ
†
σ(k+ q)ψ
†
σ′(k
′ − q)qαV (q)ψσ′(k′)ψσ(k),
(12)
which equals the negative of the left-hand side of Eq. 11.
Using Eqs. 11 and 12, one obtains the first order term
in Q on the right-hand side of Eq. 10
1
2
Qβ
∫
k,k′,q
ψ†σ(k+ q)ψ
†
σ′(k
′ − q)∂qβ [qαV (q)]ψσ′(k′)ψσ(k).
(13)
Comparing it with the left-hand side of the same equa-
tion, we arrive at the zero momentum Fourier component
of the interacting stress tensor
T
(int)
αβ (0, t) =
1
2
∫
k,k′,q
[
δαβV (q) +
qαqβ
q
V ′(q)
]
×ψ†σ(k+ q, t)ψ†σ′(k′ − q, t)ψσ′(k′, t)ψσ(k, t).
(14)
From this result, one can see that the off-diagonal com-
ponent (α 6= β) of the interacting part of the stress
tensor T
(int)
αβ is vanishing for contact interactions since
V ′(q) = 0. We note that the expression for interacting
stress tensor only depends on the interacting part of the
Hamiltonian (Eq. 4) and is therefore valid for dispersion
other than parabolic.
In this paper, we investigate the contribution to the
shear viscosity from the interacting stress tensor T
(int)
xy .
In particular, we focus on the part associated with the
correlation function of T
(int)
xy , which will be called the drag
viscosity ηD in the following,
ηD = lim
ω→0
1
ω
Im
∫
r,t
eiωtiΘ(t) 〈
[
T (int)xy (r, t), T
(int)
xy (0, 0)
]
〉 .
(15)
4There is an additional contribution from the correlation
function of the non-interacting and interacting parts of
the stress tensor 〈[T (0)(r, t), T (int)(0, 0)]〉, which has been
thoroughly studied in Ref. [36] for intrinsic graphene in
the collisionless regime at zero temperature. Here we
ignore this contribution as our emphasis is placed on the
similarity between the drag viscosity ηD and Coulomb
drag.
B. Drag Resistivity and Drag Force
The drag viscosity discussed in the previous subsection
measures the transverse momentum transport induced by
long-range interactions. It is closely related to Coulomb
drag which arises from momentum transfer between two
electronic layers in the presence of interlayer Coulomb
scatterings.
In Ref. [43], Zheng and MacDonald employ the mem-
ory function formalism to investigate Coulomb drag, and
convert the Kubo formula relating the current-current
correlation function and drag conductivity into the one
which connects the force-force correlation function and
drag resistivity:
ρD = − ρL,Rxx =
1
nLnRe2
lim
ω→0
1
ω
ImG(R)F (ω),
G(R)F (ω) = − i
∫ +∞
−∞
dt eiωtΘ(t) 〈[F Lx (t), FRx (0)]〉 . (16)
Here the drag force is defined as
FL/R(t) = ±
∫
k,k′,q
iqVLR(q)ψ
†
σ,L(k+ q, t)ψ
†
σ′,R(k
′ − q, t)
× ψσ′,R(k′, t)ψσ,L(k, t).
(17)
L and R denote the layer indices, and nL/R indicates the
density of electrons in layer L/R.
The drag force F (Eq. 17) which enters the Kubo’s
formula for drag resistivity acquires a form analogous to
that of interacting stress tensor T
(int)
xy (Eq. 14) whose cor-
relation function gives the drag viscosity (Eq. 2). In the
following, we calculate the drag viscosity and drag resis-
tivity in parallel and show the close resemblance between
the two.
III. DERIVATION OF DRAG VISCOSITY AND
DRAG RESISTIVITY
A. Keldysh Formalism
In this section, we derive general expressions for drag
viscosity and the drag resistivity expressed in terms of
polarization operator Π and bare interaction potential
V . The starting point is the partition function in the
Keldysh formalism
Z =
∫
D (ψ¯, ψ) exp (iS0 + iSint) ,
iS0[ψ] = i
∫
x,x′,t,t′
ψ¯(x, t) G−10 (x, t;x
′, t′) ψ(x′, t′),
iSint[ψ] = − i
2
∑
a=1,2
∑
i,j=R,L
ζa
∫
t,x
Vij(x− x′)
×ψ¯ia,σ(x, t)ψ¯ja,σ′(x′, t)ψja,σ′(x′, t)ψia,σ(x, t).
(18)
Here the fermionic field ψ resides on a closed Keldysh
contour that goes from t = −∞ to t = +∞ and back
to t = −∞, and its index a = 1 (a = 2) corresponds to
the forward (backward) part of the contour. ψ carries
an additional spin index σ ∈ {↑, ↓}, as well as a layer
index i ∈ {L,R} for the double-layer system considered
in the calculation of drag resistivity. As for the drag
viscosity problem, the layer index i and the summation
over it should be ignored. ζa is a sign factor that takes
the value of +1 (−1) for a = 1 (a = 2).
G0 stands for the non-interacting single-particle
Green’s function defined on the Keldysh contour:
G0(x, t;x
′, t′) = −i 〈Tc ψ(x, t) ψ¯(x′, t′)〉0 . (19)
Here Tc denotes the contour ordering operator, and the
angular bracket with subscript 0 indicates functional av-
eraging that does not include the interactions. In the
Keldysh space, G0 assumes the following structure:
G0 ≡
[
G
(T)
0 G
(<)
0
G
(>)
0 G
(T¯)
0
]
, (20)
where G
(T)
0 , G
(T¯)
0 , G
(<)
0 and G
(>)
0 represent, respectively,
the time-ordered, anti-time-ordered, lesser and greater
Green’s functions.
The interaction potential V (q) is given by V (q) =
4pie2/q2
[
V (q) = 2pie2/q
]
for the calculation of viscos-
ity of a 3D (2D) electronic system. On the other hand,
for drag resistivity of a double-layer 2DEG, V (q) in the
layer space takes the form of
V (q) =
[
Vintra(q) Vinter(q)
Vinter(q) Vintra(q)
]
, (21)
where Vintra(q) = 2pie
2/q [Vinter(q) = 2pie
2e−qd/q] denotes
the intralayer (interlayer) interaction, with d being the
interlayer distance.
It is convenient to introduce a Hubbard-Stratonovich
5(H.S.) decoupling of the interaction:
eiSint =
∫
Dφ exp
 i
2
∑
a
ζa
∫
q,ω
φia(q, ω)V
−1
ij (q)φ
j
a(−q,−ω)
−i
∑
a,i
ζa
∫
ε,k
∫
ω,q
φia(q, ω)ψ¯
i
a,σ(k+ q, ε+ ω)ψ
i
a,σ(k, ε)
 .
(22)
Here φia is a bosonic field that carries a Keldysh index a
and a layer index i, and
∫
ω
is a shorthand for
∫∞
−∞ dω/2pi.
To further simplify the calculation, we apply a Keldysh
rotation for the H.S. decoupling field φ:
φcl ≡ (φ1 + φ2) /
√
2, φq ≡ (φ1 − φ2) /
√
2, (23)
as well as a nonunitary transformation to the fermionic
field ψ in the Keldysh space:
ψ(k, ε)→ τ3UKMF (ε)ψ(k, ε),
ψ¯(k, ε)→ ψ¯(k, ε)MF (ε)U†K.
(24)
Here τ , UK and MF (ε) are matrices that only act on
the Keldysh space. τ stands for the Pauli matrix in the
Keldysh space, while UK and MF (ε) are defined as
UK ≡ 1√2 (1 + iτ
2), MF (ε) ≡
[
1 tanh
(
ε
2T
)
0 −1
]
. (25)
The transformation defined by Eq 24 is a successive
application of a Keldysh rotation and a thermal rotation
which depends on the generalized fermionic distribution
function tanh
(
ε
2T
)
. After this transformation, the non-
interacting fermionic Green’s function becomes distribu-
tion function independent and diagonal in the Keldysh
space:
G′0 =
[
G
(R)
0 0
0 G
(A)
0
]
⊗ 1σ ⊗ 1L. (26)
Here 1σ and 1L represent, respectively, identical matri-
ces in the spin and layer spaces. G
(R/A)
0 is the non-
interacting retarded (advanced) Green’s function for the
fermionic field ψ and takes the from
G
(R/A)
0 (k, ε) = [ε− ξk ± iη]−1 , (27)
where ξk ≡ k2/2m− µ with µ being the chemical poten-
tial, and η is a positive infinitesimal. Under the transfor-
mations Eqs 23 and 24, the partition function changes to
Z =
∫
D (ψ¯, ψ)Dφ exp (iSφ + iSψ + iSc) , (28a)
Sφ[φ] =
∫
q,ω
φcl(q, ω)V
−1(q)φq(−q,−ω), (28b)
Sψ[ψ¯, ψ] =
∫
k,ε
ψ¯(k, ε)G′0
−1(k, ε)ψ(k, ε), (28c)
Sc[φ, ψ¯, ψ] = − 1√
2
∫
k,ε,k′,ε′
[
φicl(k− k′, ε− ε′)
× ψ¯iσ(k, ε)MF (ε)MF (ε′)ψiσ(k′, ε′)
+ φiq(k− k′, ε− ε′)ψ¯iσ(k, ε)MF (ε′)τ1MF (ε′)ψiσ(k′, ε′)
]
.
(28d)
As mentioned in Sec. II, the drag viscosity and drag
resistivity are given by the retarded correlation functions
of interacting stress tensor and drag force, respectively.
For simplicity, from now on we use a generalized force F˜
to indicate both the zero momentum Fourier component
of the interacting stress tensor T
(int)
xy (0) and the drag force
∓iF L/R. Prior to the transformation Eq. 24, F˜ assumes
the following form on branch a of the contour
F˜a(Ω) =
∫
q,ω
∫
k,ε
∫
k′,ε′
f(q)
[
ψ¯La,σ(k
′, ε′)ψLa,σ(k
′ + q, ε′ + ω + Ω)
]
× [ψ¯Ra,σ(k+ q, ε+ ω)ψRa,σ(k, ε)] ,
(29)
where f(q) is given by
f(q) ≡

qxqy
2q
V ′(q), F˜ (Ω) = Txy(0,Ω),
qxVinter(q), F˜ (Ω) = ∓iFL/Rx (Ω).
(30)
The calculation of the drag viscosity and drag resistiv-
ity reduces to the that of the retarded correlation func-
tion of F˜ :
G(R)
F˜
(Ω) = −i 〈F˜cl(Ω)F˜q(−Ω)〉 . (31)
Here F˜cl and F˜q stand for, respectively, F˜ ’s classical and
quantum components,
F˜cl ≡
(
F˜1 + F˜2
)
/
√
2, F˜q ≡
(
F˜1 − F˜2
)
/
√
2. (32)
After the transformation Eq. 24, they acquire the form
6F˜cl/q(Ω) =
1
2
√
2
∫
k,k′,ε,ε′,q,ω
f(q)
×{[ψ¯Lσ′(k′, ε′)MF (ε′)τ1MF (ε′ + ω + Ω)ψLσ′(k′ + q, ε′ + ω + Ω)] [ψ¯Rσ (k+ q, ε+ ω)MF (ε+ ω)M1MF (ε)ψRσ (k, ε)]
+
[
ψ¯Lσ′(k
′, ε′)MF (ε′)MF (ε′ + ω + Ω)ψLσ′(k
′ + q, ε′ + ω + Ω)
] [
ψ¯Rσ (k+ q, ε+ ω)MF (ε+ ω)M2MF (ε)ψ
R
σ (k, ε)
]}
.
(33)
Here, M1 andM2 are matrices acting only on the Keldysh
space, and are given by: M1 = τ
1 (M1 = 1) and M2 = 1
(M2 = τ
1) for the classical (quantum) component F˜cl
(F˜q).
B. Random Phase Approximation
It is useful to obtain first the dressed propagator of
the H.S. field φ. Integrating out the fermionic field ψ in
Eq. 28, we arrive at an effective action iSφ+〈(iSc)2 /2〉 to
the leading order in cumulant expansion. Here 〈(iSc)2 /2〉
denotes the expectation value of (iSc)
2
/2 (Eq. 28d) with
respect to the weight exp (iSψ) (Eq. 28c), and can be
expressed as
〈1
2
(iSc)
2〉 ≡
∫
D (ψ¯, ψ) eiSψ 1
2
(iSc)
2
= − i
2
∫
q,ω
φ(−q,−ω)Π(q, ω)φ(q, ω).
(34)
Π is the self energy of the H.S. field φ and possesses the
following causality structure in the Keldysh space
Π(q, ω) =
[
0 Π(A)(q, ω)
Π(R)(q, ω) Π(K)(q, ω)
]
. (35)
+
= +
+ ...
+=
FIG. 1. The Dyson equation for the dressed Green’s function
D of the H.S. field φ. The red wavy line with a solid dot (open
circle) in the middle refers to the dressed (bare) propagator
of the H.S. field φ. The black line with arrow corresponds to
the bare propagator G0 for the fermonic field ψ.
Its retarded component Π(R)(q, ω) is given by
Π
(R)
ij (q, ω) = − iδij
∫
k,ε
[
G
(R)
0 (k+ q, ε+ ω)G
(K)
0 (k, ε)
+ G
(K)
0 (k+ q, ε+ ω)G
(A)
0 (k, ε)
]
.
(36)
G
(K)
0 indicates the non-interacting Keldysh Green’s func-
tion of the fermionic field ψ, and is related to its re-
tarded and advanced counterparts (Eq. 27) through the
fluctuation-dissipation theorem (FDT):
G
(K)
0 (k, ε) =
[
G
(R)
0 (k, ε)−G(A)0 (k, ε)
]
tanh (ω/2T ) .
(37)
From Eq. 34, one can also prove that self energy’s ad-
vanced Π(A) and Keldysh Π(K) components are related
+++=
FIG. 2. The diagrammatic definition of the dressed interact-
ing stress tensor and dressed drag force. The dressed force
F˜ (d) is defined as the summation of all the diagrams on the
right-hand side of the equal sign, and the bare force F˜ is de-
scribed by the second diagram in this figure. The dressed
force F˜ (d) and bare force F˜ are differentiated by the solid and
open blue box in the middle. Note that the blue wavy line
with a box is used to characterize the vertex f(q) of the force
F˜ . The layer and spin indices carried by the fermionic fields
indicated by the black lines here are identical on the same
side of the blue wavy line.
7to the retarded one Π(R) through
Π(A)(q, ω) =
[
Π(R)(q, ω)
]†
,
Π(K)(q, ω) =
[
Π(R)(q, ω)−Π(A)(q, ω)
]
coth (ω/2T ) .
(38)
The last equation is a manifestation of the FDT relation
between the components of bosonic self energy.
The dressed propagator for φ can be deduced from the
effective quadratic action iSφ + 〈(iSc)2 /2〉:
Dab;ij(q, ω) ≡− i 〈φia(q, ω)φjb(−q,−ω)〉
=
[
D−10 (q, ω)−Π(q, ω)
]−1
ab;ij
.
(39)
D0 here represents the bare propagator for the H.S. field
φ and takes the form
D0(q, ω) =
[
0 V (q)
V (q) 0
]
, (40)
where the interaction potential V (q) is given by Eq. 21 in
the layer space. Inserting Eq. 35 into the Dyson Eq. 39,
one finds the D(q, ω) acquires the typical causality struc-
ture of a bosonic field’s propagator:
D(q, ω) =
[
D(K)(q, ω) D(R)(q, ω)
D(A)(q, ω) 0
]
, (41)
and its retarded D(R), advanced D(A) and Keldysh D(K)
components are given by, respectively
D(R)(q, ω) =
[
V −1(q)−Π(R)(q, ω)
]−1
,
D(A)(q, ω) =
[
D(R)(q, ω)
]†
,
D(K)(q, ω) =
[
D(R)(q, ω)−D(A)(q, ω)
]
coth (ω/2T ) .
(42)
As indicated by the last equation, the dressed φ propa-
gator D(q, ω) satisfies the FDT relation.
We note that the leading order cumulant expansion
performed above is equivalent to the random phase ap-
proximation (RPA) valid in the high density (rs  1)
limit. The dressed propagator D(q, ω) given by Eqs. 41
and 42 is the RPA interaction, and is represented dia-
grammatically by the Dyson series in Fig. 1. Hereafter,
we use the red wavy line with a solid dot (open circle) in
the middle to describe the dressed (bare) propagator of
the H.S. field φ. The bosonic self energy (or the polar-
ization operator) Π is given by the black bubble in Fig. 1
with black line representing the bare propagator of the
fermionic field ψ.
C. Retarded Correlation Function of Stress Tensor
and Drag Force
We now calculate the retarded correlation function
G(R)
F˜
(Ω) of the force F˜ (Eq. 31). The diagrammatic rep-
resentation of the bare force F˜ is given by the second dia-
gram in Fig. 2, where the blue wavy line with a open box
in the middle corresponds to the vertex f(q) (Eq. 30).
On the same (opposite) side of this line, fermionic fields
denoted by black lines carry identical (opposite) layer
and spin indices.
First, we introduce a source field J which couples to
the bilinear combination of the fermionic field ψ¯ψ in the
same way as the bosonic field φ. More specifically, we
apply the shift φ → φ + J in the part of the action Sc
(Eq. 28d) which describes the coupling between ψ and
φ, and leave the other two parts Sψ (Eq. 28c) and Sφ
(Eq. 28b) unchanged:
Z[J ] =
∫
D (ψ¯, ψ)Dφ exp{iSφ[φ] + iSψ[ψ¯, ψ] + iSc[φ+ J, ψ¯, ψ]} . (43)
Integrating out the fermionic degrees of freedom, one arrives at
Z[J ] =
∫
Dφ exp
 i2
∫
q,ω
φ(−q,−ω)D−10 (q, ω)φ(q, ω)−
i
2
∫
q,ω
[φ(−q,−ω) + J(−q,−ω)] Π(q, ω) [φ(q, ω) + J(q, ω)]
 .
(44)
The retarded correlation function G(R)
F˜
(Ω) can be obtained by taking the functional derivatives of Z[J ] with respect
8to the source field J and then setting J to zero,
iG(R)
F˜
(Ω) =
1
2
∫
ω,q
∫
ω′,q′
f(q)f(−q′)
{
δ2
δJLq (−q,−ω − Ω)δJRq (q, ω)
+
δ2
δJLcl (−q,−ω − Ω)δJRcl (q, ω)
}
×
{
δ2
δJLq (q
′, ω′ + Ω)δJRcl (−q′,−ω′)
+
δ2
δJLcl (q
′, ω′ + Ω)δJRq (−q′,−ω′)
}
Z[J ]|J=0.
(45)
Here we have utilized the fact that Z[J = 0] = 1. Using the RPA approximation, we argue that only the contributions
from q′ = q, ω′ = ω and q′ = −q, ω′ = −ω−Ω to the integral in Eq. 45 are important and will be considered in what
follows.
Each term in Eq. 45 (with q′ = q, ω′ = ω or q′ = −q, ω′ = −ω − Ω) is of the form
δ4Z[J ]
δJ ia(−q,−ω − Ω)δJjb (q, ω + Ω)δJmc (q, ω)δJnd (−q,−ω)
∣∣∣∣
J=0
= − [Π(q, ω + Ω) + Π(q, ω + Ω)D(q, ω + Ω)Π(q, ω + Ω)]abij [Π(−q,−ω) + Π(−q,−ω)D(−q,−ω)Π(−q,−ω)]cdmn
= − [D−10 (q, ω + Ω)D(q, ω + Ω)Π(q, ω + Ω)]abij [D−10 (−q,−ω)D(−q,−ω)Π(−q,−ω)]cdmn ,
(46)
where in the last equality, the Dyson Eq. 39 has been employed.
Combining the equation above with Eqs. 40, 35 and 41, we find iGF˜ reduces to
iG(R)
F˜
(Ω) = −aL
2
∑
i∈{L,R}
∫
ω,q
f(q)f(−ζiq)
[
V −1(q)
(
D(K)(q, ω + Ω)Π(A)(q, ω + Ω) +D(R)(q, ω + Ω)Π(K)(q, ω + Ω)
)]
Li
[
V −1(q)D(R)(−q,−ω)Π(R)(−q,−ω)
]
Ri¯
+
[
V −1(q)D(R)(q, ω + Ω)Π(R)(q, ω + Ω)
]
Li
[
V −1(q)
(
D(K)(−q,−ω)Π(A)(−q,−ω) +D(R)(−q,−ω)Π(K)(−q,−ω)
)]
Ri¯
 ,
(47)
whose imaginary part takes the form
ImG(R)
F˜
(Ω) =
aL
4
∑
i∈{L,R}
∫
ω,q
f(q)f(−ζiq)
[
coth
(
ω + Ω
2T
)
− coth
( ω
2T
)]
×
{[
V −1(q)
(
D(R)(q, ω + Ω)Π(R)(q, ω + Ω)−D(A)(q, ω + Ω)Π(A)(q, ω + Ω)
)]
Li
×
[
V −1(q)
(
D(R)(−q,−ω)Π(R)(−q,−ω)−D(A)(−q,−ω)Π(A)(−q,−ω)
)]
Ri¯
}
.
(48)
Here the sign factor ζi = 1 (−1) when i = L (R), and i¯ is defined such that L¯ = R and R¯ = L. The combinatorial factor
aL takes the value of 2 (1), for F˜ = Txy(0) (∓iF L/R). This factor accounts for the contributions from q′ = q, ω′ = ω
and q′ = −q, ω′ = −ω − Ω to the retarded correlation function of the interacting stress tensor (given by the integral
in Eq. 45).
The retarded correlation function G(R)
F˜
in Eq. 47 is rep-
resented by the diagrams in Fig. 3, which can also be
considered as the non-interacting correlation function of
the dressed force F˜ (d) and the bare force F˜ (see Eq. A1 in
Appendix A). The dressed force F˜ (d) is defined diagram-
matically in Fig. 2, and its explicit expression is given by
Eq. A2. The dressed and bare forces, illustrated respec-
tively as the first and second diagrams in Fig. 3, can be
distinguished by the box in the middle: the solid (open)
box corresponds to the dressed (bare) force. From Fig. 2,
i.e., the diagrammatic definition of the dressed force F˜ (d),
one can immediately see that the non-interacting corre-
lation function of the dressed and bare forces (see the
first diagram in Fig. 3) is equivalent to the summation of
diagrams shown on the right-hand side of the equal sign
in Fig. 3. Note that the red wavy line with a red solid dot
in the middle is the dressed propagator of the H.S. field
φ which is given by the infinite geometric series in Fig. 1.
As a result, G(R)
F˜
is also an infinite diagrammatic series
with repeated insertion of polarization bubbles. See Ap-
9pendix A for a diagrammatic derivation of G(R)
F˜
(Eq. 48).
D. General Formulae for Drag Viscosity and Drag
Resistivity
Substituting Eqs. 48 and 30 into the Kubo formulae
Eqs. 15 and 16, and expressing the dressed propagator
D in terms of the self energy Π and the bare propagator
D0 (Eq. 42), we find the general expressions for the drag
viscosity
ηD =
∫
q,ω
[
qxqy
2q
V ′(q)V −2(q)
]2
T sinh2
(
ω
2T
) [Im Π(R)(q, ω)]2{[
V −1(q)− Re Π(R)(q, ω)]2 + [Im Π(R)(q, ω)]2}2 , (49)
and for the drag resistivity
ρD =
1
2nLnRe2
∫
ω,q
[qxVinter(q)]
2
T sinh2
(
ω
2T
)
× Im Π
(R)
LL (q, ω) Im Π
(R)
RR (q, ω)∣∣∣−1 + [Π(R)LL (q, ω) + Π(R)RR (q, ω)]Vintra(q) + Π(R)LL (q, ω)Π(R)RR (q, ω) (V 2inter(q)− V 2intra(q))∣∣∣2 .
(50)
Here we have used the fact that the bosonic self energy Π(R) is diagonal in the layer space. In the case where the two
layers are identical, Π
(R)
LL = Π
(R)
RR , the expression for drag resistivity ρD reduces to
ρD =
1
2n2e2
∫
ω,q
[qxVinter(q)]
2
T sinh2
(
ω
2T
)
[
Im Π
(R)
LL (q, ω)
]2
∣∣∣1 + Π(R)LL (q, ω) (Vinter(q)− Vintra(q))∣∣∣2 ∣∣∣1−Π(R)LL (q, ω) (Vinter(q) + Vintra(q))∣∣∣2 . (51)
Hereafter, for simplicity, we consider only the case of two identical layers and use Π(R)(q, ω) to indicate the single
layer retarded polarization operator, which is previously denoted as Π
(R)
LL/RR(q, ω).
Eq. 51 was derived earlier by Chen et al. [48] through
the Boltzmann-Langevin approach, whereas Eq. 49 is ob-
tained for the first time for the drag contribution to vis-
cosity. We want to emphasize the close resemblance be-
tween these two expressions. Nowhere in the derivation
here have we used the specific forms of interaction po-
tential V (q) and that of the dispersion ξk. The general
formulae for drag viscosity and drag resistivity (Eqs. 49
and 51), are therefore applicable to other interacting
fermionic systems described by Eq. 18. Furthermore,
RPA approximation employed here is only valid in the
high density limit (rs  1). To go beyond PRA, one way
to estimate the result is by replacing the noninteracting
polarization operator Π(R) with the interacting one [59],
as in Ref. [48] for Coulomb drag. We note that the ex-
pression for the retarded correlation function G(R)
F˜
can
also be used to deduce the dynamical drag viscosity [60]
using ηD(ω) = − ImG(R)T (0, ω)/ω.
The general formulae for the drag viscosity ηD (Eq. 49)
and drag resistivity 2n2e2ρD (Eq. 51) can be rewritten as∫
q,ω
f˜2(q, ω)R(q, ω), (52)
where f˜(q, ω) acquires the form
f˜(q, ω) ≡

f(q)
∣∣∣∣D(R)(q, ω)V (q)
∣∣∣∣2 , for ηD,
f(q)
∣∣∣∣∣D(R)LR (q, ω)Vinter(q)
∣∣∣∣∣ , for ρD,
(53)
and R(q, ω) is defined as
R(q, ω) ≡
[
Im ΠR(q, ω)
]2
T sinh2
(
ω
2T
) . (54)
If one ignores the interaction correction to G(R)
F˜
(i.e., con-
sidering only the second diagram in Fig. 3 and neglecting
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the contribution from the rest), the resulting drag viscos-
ity and drag resistivity can also be expressed as Eq. 52
with f˜(q, ω) replaced by the bare vertex f(q) (Eq. 30).
Insertion of the single-particle fermionic Green’s func-
tion G0 (Eq. 27) into Eq. 36 leads to
Π(R)(q, ω) =
∫
k
tanh
(
ξk+q
2T
)
− tanh
(
ξk
2T
)
ω + ξk − ξk+q + iη ,
(55)
whose imaginary part can be expressed as
Im Π(R)(q, ω)
=2pi
∫
k
δ (ω − ξk+q + ξk)nF(ξk) [1− nF(ξk+q)]
(
e−
ω
T − 1)
= 2pi
∫
k
δ (ω − ξk+q + ξk) [1− nF(ξk)]nF(ξk+q)
(
1− e ωT ) .
(56)
Here nF(ξ) = 1/
(
eξ/T + 1
)
is the Fermi distribution
function. Making use of Eq. 56, one finds that R(q, ω)
can be written as [42]
R(q, ω) =
[
Im ΠR(q, ω)
]2
T sinh2
(
ω
2T
)
=
16pi2
T
∫
k1,k2
δ (ω + ξk1 − ξk1+q) δ (ω − ξk2 + ξk2−q)
× nF(ξk1) [1− nF(ξk1+q)]nF(ξk2) [1− nF(ξk2−q)] ,
(57)
which is therefore related to the phase space available for
interlayer scattering processes with momentum transfer
q and energy transfer ω. R(q, ω) is related to the num-
ber of particle-hole excitations with momentum q and
energy ω. In the present paper, we only consider suffi-
ciently low temperatures at which the contribution from
particle-hole continuum is dominant and that from the
plasmons can be ignored.
IV. RESULTS
To calculate the drag viscosity and drag resistivity us-
ing Eqs. 49 and 51, we still need the explicit expression
for the polarization operator Π(R). Its value at zero tem-
perature was calculated by Lindhard [52] and Stern [51]
in 3D and 2D, respectively. In both dimensions, the
zero-temperature polarization operator Π(R)(q, ω) can
be expressed in terms of two dimensionless parameters
u ≡ ω/vFq and z = q/2kF, with kF, vF = kF/m being the
Fermi momentum and Fermi velocity, respectively. See
Appendix B for the explicit expressions of Π(R)(q, ω). In
the following, we only consider sufficiently low tempera-
tures at which the polarization operator can be approx-
imated by its zero-temperature result. Using the finite
= +
+ +
FIG. 3. The retarded correlation function G(R)
F˜
of the force
F˜ is given by the non-interacting correlation function of the
bare force F˜ and the dressed one F˜ (d) which is defined dia-
grammatically in Fig. 2. It is equivalent to the summation of
the four diagrams shown on the right-hand side of the equal
sign in this figure.
temperature expression leads to a correction that is of
higher order in T/EF.
A. Drag Viscosity
Let us first consider the drag viscosity at temperatures
T/EF  α. α ≡ κ/kF is the ratio of the Thomas-Fermi
screening wavevector κ over the Fermi momentum kF. κ
takes the value of
√
4pie2ν0 (2pie
2ν0) in 3D (2D), with
ν0 = mkF/pi
2 (ν0 = m/pi) being the density of states at
Fermi level. In terms of dimensionless interaction param-
eter rs, α = (16/3pi
2)1/3
√
rs (α =
√
2rs) in 3D (2D).
Because of the screened interactions and the thermal
factor 1/ sinh2(ω/2T ), the most significant contribution
to the integral in Eq. 49 comes from small momentum
q . κ and small frequency ω . T . As a result, at low
temperatures T/EF  α, one may approximate the po-
larization operator Π(R)(u, z) by its value at u, z  1,
which leads to the following static limit (ω  vFq) ex-
pression for drag viscosity
ηD =
1
4
∫
q,ω
[
qxqy
q
V˜ ′(q)
]2 [Im Π(R)(q, ω)]2
T sinh2
(
ω
2T
) . (58)
Here V˜ (q) denotes the static screened Coulomb potential
V˜ (q) ≡ [V −1(q) + ν0]−1 =

1
ν0
κ2
q2 + κ2
, in 3D,
1
ν0
κ
q + κ
, in 2D.
(59)
Eq. 58 is obtained by replacing the retarded Green’s func-
tion for the H.S. field D(R)(q, ω) in Eq. 53 with the static
screened interaction V˜ (q) and making use of the fact that
V ′(q)V −2(q) = V˜ ′(q)V˜ −2(q).
Im Π(R)(u, z) is well approximated by −piν02 uΘ(1−|u|)
[−ν0uΘ(1− |u|)] in 3D (2D) for u, z  1. Inserting these
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expressions into Eq. 58, one obtains the drag viscosity:
η
(3D)
D =
1
240pi
κ4
v2F
∫ ∞
−∞
dω
ω2
T sinh2
(
ω
2T
) ∫ ∞
|ω|
vF
dq
q4
(q2 + κ2)
4
=
pi2
2880
κT 2
v2F
=
1
1280
(
pi7
12
) 1
3 1
r
5/2
s a30
(
T
EF
)2
,
(60a)
η
(2D)
D =
1
27pi2
κ2
v2F
∫ ∞
−∞
dω
ω2
T sinh2
(
ω
2T
) ∫ ∞
|ω|
vF
dq
q
(q + κ)
4
=
1
288
T 2
v2F
=
1
576
1
r2s a
2
0
(
T
EF
)2
,
(60b)
in 3D and 2D, respectively. Here in the last equality
of both equations, the drag viscosities are expressed in
terms of rs, dimensionless temperature T/EF, and Bohr
radius a0 = 1/me
2.
At higher temperatures T/EF & α which are still small
compared to the Fermi temperature T/EF  1, the dom-
inant contribution arises from z  1 and arbitrary u (as
long as Im Π(R)(u, z) is nonvanishing). For this reason,
we use the expression for the polarization operator at
z = 0 and arbitrary u, and find
η
(3D)
D =
1
60pi
κ4
kF
EF
T
∫ ∞
0
dx
∫ 1
0
du
1
sinh2
(
α
T/EF
ux
) u2x7{[
x2 + 1− u2 ln
(
1 + u
1− u
)]2
+
(
pi
2u
)2}2 , (61a)
η
(2D)
D =
1
32pi2
κ3
kF
EF
T
∫ ∞
0
dx
∫ 1
0
du
1
sinh2
(
α
T/EF
ux
) x4u2 (1− u2){
(x+ 1)
2 −
[
(x+ 1)
2 − 1
]
u2
}2 , (61b)
where x ≡ q/κ.
The thermal factor 1/ sinh2(αuxEF/T ) in Eq. 61 can
be approximated by (T/EFαux)
2 for T/EF  α, which
leads to the linear temperature dependence of ηD in both
dimensions:
η
(3D)
D = 0.0013κ
2kF
T
EF
= 0.0062
1
r2s a
3
0
T
EF
, (62a)
η
(2D)
D = 0.0022κkF
T
EF
= 0.0063
1
rsa20
T
EF
. (62b)
In Fig. 4 panel (a) [(b)], we depict the 3D (2D) drag
viscosity in units of a−30 (a
−2
0 ) as a function of dimen-
sionless temperature T/EF. As shown in this figure, at
sufficiently low temperatures T/EF  α the drag viscos-
ity exhibits a quadratic temperature dependence which
becomes linear as the temperature is raised to T/EF  α.
Apart from the explicit value of the crossover tempera-
ture (which equals EFα for drag viscosity and vF/d for
drag resistivity as will become apparent later), this tem-
perature dependence is also noted for the drag resistivity
of double-layered 2DEGs [40, 41, 46–48].
B. Drag Resistivity
In the following, we will compute the drag resistivity
in a manner analogous to that of drag viscosity. The
interlayer distance d is assumed to be much larger than
the Thomas-Fermi screening length κ−1. In this case, the
integral in Eq. 50 is dominated by momentum q . d−1
and frequency ω . T . At temperatures T/EF  (kFd)−1,
the main contribution comes from the region u 1, and
the drag resistivity (Eq. 51) is well approximated by its
static limit (ω  vFq) expression
ρD =
1
2n2e2
∫
ω,q
[
qxV˜inter(q)
]2 [Im Π(R)(q, ω)]2
T sinh2
(
ω
2T
) , (63)
(cf. the analogous static formula Eq. 58 for drag viscos-
ity). Here V˜ (q) denotes the static screened interaction
and is given by
V˜ (q) =
[
V −1(q) + ν01L
]−1
. (64)
For large enough interlayer distance d κ−1, one has
V˜inter(q) =
1
2ν0κ
q
sinh qd
, (65)
where κ = 2pie2ν0.
Combining Eq. 63 with the fact that Im Π(R)(q, ω) =
−ν0 ω
vFq
in the static limit ω  vFq, one finds the drag
resistivity of a clean double-layer 2DEG at temperatures
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FIG. 4. Temperature dependence of the drag viscosity ηD and drag resistivity ρD. Panel (a) shows the drag viscosity of a 3D
metal in units of a−30 , panel (b) illustrates the corresponding 2D result in units of a
−2
0 and panel (c) depicts the drag resistivity
of a double-layer 2DEG in units of e−2. They’re obtained from numerical computation of Eqs. 61a, 61b and 67 respectively.
Inset in each panel shows a zoom-in view of the drag viscosity or drag resistivity in the low temperature region. Both the
drag viscosity and drag resistivity exhibit a crossover from quadratic-in-T behavior at low temperatures and a linear one at
higher temperatures. In all panels, the dimensionless interaction parameter rs has been set to be rs = 0.2, and in panel (c) the
interlayer distance d is set to be 5a0.
T/EF  1/kFd [41, 43–45]:
ρD =
1
26pi2
1
n2e2κ2v2F
∫ ∞
−∞
dω
ω2
T sinh2
(
ω
2T
) ∫ ∞
|ω|
vFq
dq
q3
sinh2 qd
=
ζ[3]pi2
16
1
e2k2Fκ
2d4
(
T
EF
)2
=
ζ[3]pi2
128
r2s
e2
(a0
d
)4( T
EF
)2
.
(66)
For drag viscosity at T/EF  α and drag resistivity at
T/EF  1/kFd, f˜(q, ω) in Eq. 52 can be approximated by
f(q) with the bare interaction V (q) replaced by the static
screened one V˜ (q). Now f˜(q, ω) becomes frequency inde-
pendent, and the quadratic temperature dependence of
ηD and ρD comes entirely from the phase space
∫
ω
R(q, ω)
of the interlayer scattering with momentum transfer q.
At higher temperatures T/EF & 1/kFd, the static limit
result (Eq. 66) is no longer valid. Insertion of the expres-
sion for the polarization operator Π(R)(u, z) at z = 0 and
arbitrary u into Eq. 51 leads to
ρD =
1
32pi2
1
n2e2
vF
κ2d7
∫ ∞
0
dx
∫ 1
0
du
1
T sinh2
(
vFxu
2dT
)
×u2 (1− u2) x6
sinh2 x
.
(67)
Here x ≡ qd, and we have used the fact that κd 1.
Approximating 1/ sinh2
(
vFxu
2dT
)
with
(
vFxu
2dT
)−2
in
Eq. 67, one finds that the drag resistivity is given
by the following expression at temperatures T/EF 
1/kFd [40, 46–48]:
ρD =
pi4
180
1
e2κ2k3Fd
5
T
EF
=
pi4
1440
√
2
r3s
e2
(a0
d
)5 T
EF
. (68)
Using Eq. 51 derived from Kubo formula Eq. 16, we
have proved that the drag resistivity crosses over from
the quadratic behavior ρD ∝ T 2 for temperatures below
vF/d to a linear one ρD ∝ T for temperatures above vF/d,
see panel (c) of Fig. 4.
V. CONCLUSION
In this paper, we show the close resemblance between
the drag resistivity of double-layer 2DEGs and the drag
viscosity of clean metals in 2D and 3D. These two phe-
nomena both originate from frictional drag force induced
by Coulomb interactions. Using Kubo formula, we ex-
tract the drag resistivity and drag viscosity from the cor-
relation functions of drag force and that of momentum
flow induced by drag force, i.e., interacting part of the
stress tensor, respectively. Similar to the drag resistivity,
the drag viscosity exhibits a quadratic-in-T scaling be-
havior at low temperatures which crosses over to a linear
one at higher temperatures (which are still low enough
such that the plasmon contribution can be ignored). It is
therefore relatively small compared to the “Drude”-type
viscosity which results from the correlation function of
non-interacting stress tensor and has a temperature de-
pendence of 1/T 2 [31–33],
Even though drag viscosity is relatively small for clean
metals, it might be significant for electronic systems
with a different Fermi surface geometry, energy disper-
sion or type of interaction, especially for those with
strong Coulomb drag signal. Another system, where
the drag viscosity may have a more pronounced effect
is graphene close to charge neutrality in the hydrody-
namic regime [21–23]. It has been found by Mu¨ller et
al. [5] that the “Drude”-type viscosity has a tempera-
ture dependence of T 2 at charge neutrality, in contrast
to the usual Fermi liquid result of η ∝ 1/T 2 [31–33]. In
addition, due to the lack of screening, the interactions be-
come strong at the charge neutrality, resulting in a strong
drag force. As a consequence of particle-hole symmetry,
the leading order contribution to the drag resistivity of
a double-layer intrinsic graphene vanishes [61, 62]. How-
ever, it has been shown both experimentally and theo-
retically that application of a magnetic field generates a
giant magnetodrag for graphene at charge neutrality [63–
65]. Given the similarity between the drag resistivity and
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drag viscosity, it is reasonable to expect the drag viscosity
might be significant for graphene at charge neutrality in
the presence of a magnetic field. Another type of system
where the drag viscosity may dominate are quantum crit-
ical systems. The soft fluctuations near the critical point
there induce long-range forces, unscreened at criticality,
which may give rise to a noticeable viscous drag effect.
In particular, the drag viscosity may also play a role
in developing a better understanding of linear-in-T re-
sistivity of the strange metal phase of cuprates [66]. In
Ref. [67], Davison et al. present a mechanism to explain
the linear-in-T resistivity by connecting it with the elec-
tron viscosity. In particular, they consider a strongly
interacting quantum critical system which is weakly cou-
pled to impurities and can be described hydrodynami-
cally, and assume the theory is applicable to actual elec-
tronic systems such as cuprates. For this hydrodynam-
ics liquid, the resistivity is governed by the momentum
dissipation characterized by viscosity. They found a vis-
cous contribution to resistivity proportional to viscosity
ρ(T ) ∝ η(T ), see also Refs. [1, 68] where the same result
has been derived. Assuming the lower bound for the ratio
of shear viscosity to entropy density [30] is reached, they
conclude that the viscous contribution is proportional to
the electron entropy ρ(T ) ∝ s(T ) and therefore shows
a linear-in-T temperature dependence for strange metals
with entropy s ∝ T [69]. For a critical quantum liquid,
the drag viscosity might be dominant and therefore rele-
vant to the linear-in-T resistivity.
In summary, this paper has introduced a novel mecha-
nism for electronic viscosity, based on a drag effect origi-
nating from long-range forces. The drag viscosity shows a
cross-over from a quadratic T -dependence in the T → 0
limit to a linear-in-T behavior, which may result in a
linear-in-T conductivity [1, 67, 68]. This contribution
is shown to be small for regular Fermi liquids with a
isotropic Fermi surface. However, we show a nearly one-
to-one correspondence between the drag viscosity coeffi-
cient and the Coulomb drag resistance, thereby providing
guidance in search for systems where the intrinsic drag
effect may dominate and give rise to a pronounced linear-
in-T behavior of transport coefficients.
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APPENDIX A: Diagrammatic Derivation of the
Stress Tensor and Drag Force Correlation Functions
In this Appendix, we provide an alternative diagram-
matic approach to calculate the retarded correlation
function G(R)
F˜
of stress tensor Txy and drag force F
L/R,
which are represented by F˜ (Eq. 29) with different forms
of vertex f(q) (Eq. 30).
The correlation function G(R)
F˜
, depicted in Fig. 3, is
given by the non-interacting correlation function of the
bare force F˜ and dressed force F˜ (d)
iG(R)
F˜
(Ω) = 〈F˜ (d)cl (Ω)F˜q(−Ω)〉0 = 〈F˜cl(Ω)F˜ (d)q (−Ω)〉0 .
(A1)
Here the dressed force F˜ (d) is defined diagrammatically
in Fig. 2. Through a straightfoward calculation, we find
the classical components of the dressed F˜ (d) takes the
form
F˜
(d)
cl (Ω) =
1
2
√
2
∫
k,k′,ε,ε′,q,ω
f(q)V −1Li′ (q)V
−1
Rj′ (q)
[
0 1
] [D(A)i′i (q, ω + Ω) 0
D
(K)
i′i (q, ω + Ω) D
(R)
i′i (q, ω + Ω)
] [
ψ¯iσ′(k
′, ε′)MF (ε′)MF (ε′ + ω + Ω)ψiσ′(k
′ + q, ε′ + ω + Ω)
ψ¯iσ′(k
′, ε′)MF (ε′)τˆ1MF (ε′ + ω + Ω)ψiσ′(k
′ + q, ε′ + ω + Ω)
]
×uT
[
D
(A)
j′j (−q,−ω) 0
D
(K)
j′j (−q,−ω) D(R)j′j (−q,−ω)
] [
ψ¯jσ(k+ q, ε+ ω)MF (ε+ ω)MF (ε)ψ
j
σ(k, ε)
ψ¯jσ(k+ q, ε+ ω)MF (ε+ ω)τˆ
1MF (ε)ψ
j
σ(k, ε)
]
+
[
1 0
] [D(A)i′i (q, ω + Ω) 0
D
(K)
i′i (q, ω + Ω) D
(R)
i′i (q, ω + Ω)
] [
ψ¯iσ′(k
′, ε′)MF (ε′)MF (ε′ + ω + Ω)ψiσ′(k
′ + q, ε′ + ω + Ω)
ψ¯iσ′(k
′, ε′)MF (ε′)τˆ1MF (ε′ + ω)ψiσ′(k
′ + q, ε′ + ω + Ω)
]
×vT
[
D
(A)
j′j (−q,−ω) 0
D
(K)
j′j (−q,−ω) D(R)j′j (−q,−ω)
] [
ψ¯jσ(k+ q, ε+ ω)MF (ε+ ω)MF (ε)ψ
j
σ(k, ε)
ψ¯jσ(k+ q, ε+ ω)MF (ε+ ω)τˆ
1MF (ε)ψ
j
σ(k, ε)
]

,
(A2)
where uT =
[
0 1
]
and vT =
[
1 0
]
. The quantum component of F˜
(d)
q can also be obtained from Eq. A2 by inter-
changing u and v.
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Insertion of Eqs. A2 and 33 into Eq. A1 yields the retarded correlation function of F˜ ,
iG
(R)
F˜
(Ω) = −1
2
∫
ω,q
∑
i=L,R
f(q)f(−ζiq)
{[
uTWLi(q, ω + Ω)u
] [
uTWRi¯(−q,−ω)v
]
+
[
vTWLi(q, ω + Ω)v
] [
vTWRi¯(−q,−ω)u
]
+
[
uTWLi(q, ω + Ω)v
] [
uTWRi¯(−q,−ω)u
]
+
[
vTWLi(q, ω + Ω)u
] [
vTWRi¯(−q,−ω)v
]}
,
(A3)
where W is defined as
W (q, ω) ≡ V −1(q)τ1LD(q, ω)Π(q, ω). (A4)
τ1L is the Pauli matrix acting on the layer space.
Using the causality structures of dressed propagator
D(q, ω) (Eq. 41) and self energy Π(q, ω) (Eq. 35) of the
bosonic field φ, we find Eq. A3 can be further simplified
to Eq. 47 which is derived in Sec. III C through a different
approach that involves a source field.
APPENDIX B: Zero Temperature Polarization
Operator
The non-interacting polarization operator Π(R)(q, ω)
at zero temperature was calculated by Lindhard [52] and
Stern [51] respectively for a Fermi liquid in 2D and 3D.
In this appendix, we give the explicit expressions which
are needed for our calculations of drag viscosity and drag
resistivity.
In terms of dimensionless parameter u ≡ ω/vFq and
z = q/2kF, the real and imaginary parts of polarization
operator Π(u, z) for u > 0 in 3D are given by, respec-
tively,
Re Π(R)(u, z) = −ν0
{
1
2
+
1
8z
[
1− (z − u)2
]
log
∣∣∣∣z − u+ 1z − u− 1
∣∣∣∣
+
1
8z
[
1− (z + u)2
]
log
∣∣∣∣z + u+ 1z + u− 1
∣∣∣∣} ,
(B1)
Im Π(R)(u, z) = −piν0
{
1
2
uΘ (|1− z| − u)
+
1
8z
[
1− (z − u)2
]
Θ(1 + z − u)Θ (u− |1− z|)
}
.
(B2)
In 2D, the polarization operator Π(R)(u > 0, z) acquires
the form
Re Π(R)(u, z) = −ν0 {1
− sgn (z + u)
2z
√
(z + u)
2 − 1 Θ [|z + u| − 1]
− sgn (z − u)
2z
√
(z − u)2 − 1 Θ [|z − u| − 1]
}
,
(B3)
Im Π(R)(u, z) = ν0
1
2z
{√
1− (z + u)2Θ [1− |z + u|]
−
√
1− (z − u)2Θ [1− |z − u|]
}
.
(B4)
For u < 0, the explicit expressions for the polariza-
tion operator can be deduced from the equations above
using Im Π(u, x) = − Im Π(−u, x) and Re Π(u, x) =
Re Π(−u, x).
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