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Abstract
According to Karl Popper, economics and agricultural economics should be deemed scientiﬁ  c 
if the theories (hypotheses) are subject to strict tests. The testing of agro-economic theories goes back 
50 years in the USA, Canada, Europe, and Japan, and these methods are becoming increasingly part of 
educational research methodology. In fact, the author of this paper teaches this very subject at Debrecen 
University, and for this reason has endeavoured to provide an overview on current trends in this ﬁ  eld. 
The present overview ﬁ  rst discusses the role of testing in the research process (cognition), and 
then analyses the various classiﬁ  cation methods (types) of testing. It deals in detail with the application 
of the (microeconomic) production-theory in agriculture and discusses the potential and limits for 
measuring scientiﬁ  c progress in this ﬁ  eld. Finally it draws conclusions regarding future trends. 
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1. Introduction
Since 2002 I have been teaching ”Agricultural research methodology” at the University 
of Debrecen to Ph.D. students and consider it important to provide an international overview 
on the present state of this ﬁ  eld. Therefore, this paper is a type of “review paper” presenting 
the role and the types of testing as well as several application ﬁ  elds. The tests applied in 
agricultural economics chieﬂ   y analyse the microeconomic theories referring to market 
players’ behaviour (producers, consumers, traders). To understand and perform these tests 
it does not only require traditional agricultural economics, but also knowledge of science 
philosophy and econometrics. 
2.  The role of testing in the research process (cognition)
To introduce this section it is appropriate to quote the 19th century science philosopher, 
Henri Poincaré: 
“Science is facts. Just as houses are made of stones, science is made of facts. 
But a pile of stones is not a house and a collection of facts is not necessarily science.” 
(Poincaré, 1903)
The cognitive process starting from databases to understanding often requires a theory 
(-ies), model(s) and test(s) (Woodward and Ingram, 2005). These days conﬁ  rmation is also 
often added to the list. Therefore, the research process consists of the following main steps: 
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This is the general research process, or at least between paradigmatic steps, meaning 
during periods of “normal” scientiﬁ  c work (see Kuhn, 1962; Mészáros, 2006). However, this 
process (which is called “scientiﬁ  c method”) is not a single process but following feedback 
will become an iterative (cyclic) process. Wassily Leontief (1971), an American economist of 
Russian origin, expressed the same as follows: “True advance can be achieved only through 
an iterative process in which improved theoretical formulation raises new empirical questions 
and the answers to these questions, in their turn, lead to new theoretical insights.”
The process of scientiﬁ  c methods was ﬁ  rst developed by the English philosopher 
Francis Bacon (1620) in his book entitled “Novum Organon”. It was Karl Popper (1959), 
the British science philosopher of Austrian origin, who developed logical hypothesis 
testing termed “falsiﬁ  cation” and required the empirical sciences to test their theories by 
disafﬁ  rmation criteria.
Popper cast doubt on the justiﬁ  cation of statements (hypotheses) by facts, insisting 
that the scientiﬁ  c cognition (progress) requires disafﬁ  rmation of the various hypotheses 
(Tomcsányi, 2000). Thus it was essential to set up several hypotheses, an idea ﬁ  rst conceived 
of by Thomas Chamberlin (1897). American geologist John R. Platt’s testing method “Strong 
Inference” is based on this (Platt, 1964). This involves the following:
1.  Devising alternative hypotheses
2.  Devising a crucial experiment (or several of them), with alternative possible 
outcomes, each of which will, as nearly as possible, exclude one or more of the 
hypotheses;
3.  Carrying out the experiment so as to get a clean result [and]
4.  Recycling the procedure, making sub hypotheses or sequential hypotheses to 
reﬁ  ne the possibilities that remain..
The role of the experiments in economics is rather limited, but this is not the only 
reason why hypothesis and theory testing are problematic. Both economics and agricultural 
economics literature illustrate contradictory opinions on the potential for testing.
3.  The question of testing in economics and agricultural economics 
In econometrics Hendry (1980) stressed the importance of testing in his article entitled 
“Econometrics: Alchemy or Science” by creating the “golden rule of econometrics:” testing, 
testing and more testing. However, the opposition camp lead by the science philospher 
McCloskey did not waste time in attacking. In her book “Rhetoric of Economics” (1985) 
she attacked Hendry’s ideas, accusing the economists of “testing orgies” but she also tried 
to illustrate through two surveys that errors were made by the economists during testing; 
for example, mixing up statistical signiﬁ  cance with the magnitude of economic impact. 
However, two decades later, Hoover and Siegler (2005) succeeded in repelling this attack 
(I will return to this below). 
A comprehensive summary of the topic can be found in the Standford Encyclopaedia of 
Philosophy (Hausman, 2003). Hausman states that two contemporary scientists, Mark Blaug 
(1992) and Terence Hutchinson, support the testing requirement. Both men are Popper’s 
disciples. The arguments against testing are summarized by Hausman as follows: 7
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economic theories can only rarely be falsiﬁ  ed in a logical way;  • 
if they are falsiﬁ  ed, Friedman’s (1953) methodological principles prevent them  • 
from seriously tested; 
if they fail the test the tested theories are not often rejected;  • 
theories, which have not been adequately tested, can still be applied in economic  • 
policy. 
Blaug and Hutchison, Popper’s two major followers, consider the largest problem 
as being the requirement that supplementary hypotheses are necessary to make theories 
suitable for testing. Such hypotheses are the following: distribution, indices (indicators), 
proxies, the hypotheses concerning the absence of (e.g. governmental) intervention. In 
economics these are called the Duhem-Quine problem after the French philosopher Duhem, 
and the American Willand van Orman Quine. The Duhem-Quine problem’s main point is 
that the individual hypotheses cannot be tested separately from the other hypotheses or the 
supplementary assumptions. Therefore, economics is not able to apply the empirical data and 
information to verify the theory, and consequently it is not an exact science. The Duhem-
Quine theory’s validity is signiﬁ  cantly disputed. Sometimes the scepticism comes from the 
science philosophy side (Boylan and O’Gorman, 2003), and sometimes from others ﬁ  elds of 
economics. An example of the latter is Soberg (2002) working in experimental economics 
and McGovern (2006) in ﬁ  nancial economics. 
The American Journal of Agricultural Economics has also published a discussion on 
the scientiﬁ  c nature of economics and agricultural economics. The article, written by Leontief 
(1993), was entitled: “Can Economics be Reconstructed as an Empirical Science?” In this 
paper he mainly criticizes macroeconomic general equilibrium models and states that partial 
equilibrium models of agricultural economics are useful. His conclusion was the following: 
“transformation of economics into a truly empirical science would hardly be possible without 
substantial additional investment into empirical research and, in particular, systematic data 
gathering”. A biologist and economist named Rosenberg wrote a paper entitled Powers and 
Limits of Agricultural Ecnomics Responding to Leontief’s data collection requirement, 
Rosenberg emphasizes that beforehand one must establish speciﬁ  c hypotheses and indicate 
the coefﬁ   cients to be measured since otherwise the observations might be sporadic or 
meaningless. According to him “someone might argue that economic theory has perhaps not 
developed far enough to inform us as to what sort of data will test it adequately.” On the other 
hand, he discusses agricultural economics’ advantages, contrasting it with general economic 
theory, indicating that the farmers’ choice concerning production structure better corresponds 
to the theory of rational choice. Compared to the other ﬁ  elds of economics, agricultural 
economics provides opportunities which “make the empirical justiﬁ  cation easier, the data 
more reliable and the theory testing more unambiguous”. 
It is pertinent to mention that scientiﬁ  c selection from several theories can become a 
selection from models. Another opinion is that in normal conditions the hypotheses take the 
form of mathematical models (Wikipedia: Scientiﬁ  c method). In the ﬁ  elds of economy and 
evolution a paper entitled “Model Selection” was published (Johnson and Omland, 2004). 
In this paper the authors clearly emphasize that “the hypotheses, which are created in verbal 
or graphical forms have to be transformed into mathematical equations (into models) before 
adjusting them to the data”. In economics, this simply constitutes a natural requirement 
and an example of this is “Econometrics” by Ramanathan (2003), which discusses model 
selection within the framework of multiple regression. 8
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4.  Types and methods of testing
There are two categories for determining test types. In terms of volume there are :
tests of  •  individual hypotheses (statements) and 
tests of  •  entire theories
And testing methods can be:
logical methods, • 
mathematical methods (statistical, econometrical) •  .
In the relevant literature we ﬁ  nd that the classiﬁ  cation of testing can also be based 
on the purpose or motivation of testing. Paruolo (2005) lists the following motivations for 
testing based on econometrics work by Kim, De Marchi and Morgan (1995):
(1) theory falsiﬁ  cation
(2a) theory consensus building
(2b) model quality control
(2c) model characteristics in contrast to empirical data.
Keuzenkamp and Magnus (1995) illustrate four different economometrical testing 
purposes: 
theory testing ( the authors contend that this is the most far reaching purpose) • 
(model) validity testing • 
(model) simpliﬁ  cation testing • 
testing for decision-making • 
On the basis of the types of testing (in terms of expectations) Nerlove and Bessler 
(2001) distinguish between indirect and direct tests. The former are applied for theory 
testing and the latter are carried out on the basis of observation or data from experiments. It is 
necessary to point out that the indirect theory testing (and their consequences) is performed 
on the basis of of Popper’s falsiﬁ  cation logic while the direct tests (on the basis of logical 
positivists) strive to determine the extent of conﬁ  rmation. 
5.  Statistical testing of individual hypotheses 
According to Liu and Stone (1999) “the ability to conduct and correctly interpret the 
results of hypothesis tests is one of the most important skills that students can acquire in the 
introductory statistics course.” However, here it it necessary to highlight that this skill is 
among the most difﬁ  cult to acquire. This could explain why, in agricultural economics, it is 
not widely applied. However, as Daniel (1998) asserts: “statistical signiﬁ  cance testing has 
existed in some form for approximately 300 years”. It is also discussed in detail in Szűcs’s 
textbook for graduate students (Tóthné Lőkös, 2002). However, other scholars’ papers on 
testing have also been published: (Forgács, 2006; Popovics, 2006), and in some books it is 
also discussed (Fertő, 2006).9
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A brief review statistical hypothesis’ steps of statistical hypothesis tests are the 
following:
1.  The hypothesis has to be expressed in a mathematical or statistical form,
2.  A test-statistics has to be selected, in accordance with the hypothesis (e.g. F-test).
3.  For the sample the test statistics values are to be determined. 
4.  The critical range for accepting the hypothesis is to be determined (the alpha value 
indicates the probability of falling into this range.)
5.  A decision is to be made on the acceptance or rejection of the hypothesis depending 
on whether the test statistical value is within the critical range or not.
Of course, the steps depend on whether the hypothesis testing aims at a parameter, or 
adjustment, distribution, independence, or homogeneity etc. 
Dependent on these are the so-called null hypothesis and also, in contrast to it, the 
alternative hypothesis content. Therefore, the textbooks (e.g. Ramanathan, 2003) discuss 
hypothesis testing within the framework of various ﬁ  elds’ (sections) and also, for example, 
multiple regression, autocorrelation, and statistical testing of distributed lag models.
Moreover, in the relevant literature statistical testing is sometimes strongly criticized. 
For example, Daniel (1998) prepared a review paper on the erroneous application of the tests 
and the misinterpretation of the results obtained. On the internet Thompson (2005) published 
several sources which question the uncritical application of testing statistical hypotheses. 
The criticisms vary, ﬁ  rst of all asserting that modern hypothesis testing is a kind of hybrid of 
Fisher’s “signiﬁ  cance testing” and J. Neyman’s and E. Pearson’s “null hypothesis testing,” 
which focus on the same problem but with differing approaches (Thompson, 2005). Therefore, 
Spanos (1995) deﬁ  nes this as a textbook paradigm or textbook approach. 
McCloskey (publications, 1985 and 2005) criticizes statistical signiﬁ  cance testing on 
the basis of three main arguments: 1. For coefﬁ  cients the “size matters” even if the coefﬁ  cient 
is not signiﬁ  cant. 2. According to her, economists do not clearly indicate the hypotheses 
of null hypotheses and neglect type II errors and the power of the tests. 3. She feels that 
the statistical signiﬁ  cance is virtually outside economics (see Hoover and Siegler, 2005). 
McClosky endeavoured to back her arguments through questionnaire surveys (McClosky and 
Ziliak, 1996; Ziliak and McClosky, 2004). However, Hoover and Siegler (2005) countered 
this in a detailed article and proved through examples that this did not offer convincing proof 
that economists confuse statistical signiﬁ  cance with economic signiﬁ  cance. Signiﬁ  cance tests 
– if properly applied – are a “valuable tool for assessing signal strength, for assisting in model 
speciﬁ  cation, and for determining causal structure.” In order to lessen the problems Daniel 
(1998) recommended 10 items to editors of educational and social science journals. 
6. Scientiﬁ  c progress in agricultural testing of neoclassical production 
theory 
Scientiﬁ  c progress in theory testing over the last 50 years can be illustrated through 
an overview conducted following the example of agricultural testing of microeconomic 
production theory. Heady and Shaw’s 1954 publication is the major document regarding 
testing the production side (Paris et al., 1993). The authors calculated Cobb-Douglas-type 
production functions for crop production and husbandry in four areas of the USA. At that 10
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time, using the microeconomic enterprise theory, farms were considered as proﬁ  t maximizing 
and the numerical calculations were made mainly based on the primal theory of production 
functions. Identifying the equilibrium as an important assumption in the neoclassical 
paradigm, Heady and Shaw (1954) showed through testing the disequilibrium between the 
factors’ marginal productivity and their prices.
In the 1970s the publication of dual theory entailed important progress; the main 
point being that the production function, the cost function, and the proﬁ  t function can be 
derived from each other. At the national level one tended to utilise the direct econometric 
estimation of proﬁ  t function, and based on this the theory’s restrictions were tested. 
Noteworthy among early works are Rossi’s 1984 analysis of Italian agriculture 
using the duality theory and Lopez’s 1984 analysis of Canadian agriculture. By calculating 
a generalised Leontief-type proﬁ   t function and by testing the Hess matrix’s curvature 
characteristics, Lopez found that 75% of its elements were not convex. 
Dual theory models are relatively rare and as early as 1994 Fox and Kivanda 
were able to collect and test 70 agricultural models based on four of the theory’s major 
characteristics: homogeneity, monotony, curvature and symmetry. However, the test did not 
produce satisfactory results, meaning that in only one model out of 70 were all four theoretical 
requirements met. Fox and Kivanda’s 1994 work was also criticized by several authors. Paris 
et al. (1993) proved ﬁ  rst of all that the theoretical requirements tend be met over the long 
run rather than over the short run. Reziti and Ozanne (1999) listed several potential reasons 
for justifying the failure of testing: inappropriate aggregation (among the products, market 
players); the assumption of non-jointness of products and inputs; inappropriate function 
types and risk aversion. 
Following the introduction of duality there then occurred the second major theore-
tical/methodological break-through, coming in the form of new time series characteristics 
which were stationary or non-stationary cointegration. The principal architect behind this 
break-through was Clive W. J. Granger. 
Using these new time series characteristics, Reziti and Ozanne (1999) performed tests 
on Greek agriculture. Based on the 1961-1994 time series, the authors analysed the production 
side by a macroeconomic (national) approach. In terms of output, they focused on the two 
main sectors of crop production and husbandry which were aggregated from 66 products. In 
terms of input, they focused on three variable costs: labour, capital, and current expenses. 
They also focused on one ﬁ  xed cost, meaning land. Agricultural production which was 
described using a Cobb-Douglas function group translog type. Testing was performed from 
three directions: 1. testing the long-term equilibrium relations (unit root test); 2. in testing the 
model selection the models applied differed from each other in the way the time factor was 
evaluated; 3. For testing the theoretical restrictions derived from the production equilibrium, 
a comparison was made of ﬁ  ve different economic models: a statistical equilibrium model 
(a partial adjustment, an autoregressive and a distributed lag model) and an Error Correction 
Model (ECM). For the static model the theoretical requirement of both homogeneity and 
symmetry had to be rejected (with 1% signiﬁ  cance) but for the ECM, which proved to be the 
best, all 3 theoretical requirements were met. 
The authors published 11 tables of which 4 presented the parameters of the 4 models 
while the 7 other tables showed the test data! In comparing the results of the static and ECM 11
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models the authors concluded that in earlier works inadequate speciﬁ  cation of the applied 
models’ dynamic properties could have lead to the requirements not being met. 
Clark and Grant (2000) were able to monitor the testing results of Fox and Kivanda 
(1994) on the basis of the time series’ non-stationary character. They calculated Canadian 
agriculture’s factor demand functions, and had the foresight to apply the F values instead of 
the values of the F-test of tables. The F values were calculated by applying boostrapping 
techniques for testing the symmetry and homogeneity. By comparing the two different 
F-tests, they proved that Fox’s and Kivanda’s tests (1994) did not reject the neoclassical 
production theory but rather that the tests were unsuccessful due to inappropriate evaluation 
of the time series properties. 
Finally, we should mention the most recent works by Quirino Paris, in which he tested 
the technical progress occurring in US agriculture. First, the technical progress’s character 
was tested by calculating Cobb-Douglas type and translog production functions based on the 
data of 22 Californian cotton processing plants. They concluded that the cotton processing 
plants do not aim to maximise proﬁ  t but rather to minimise the costs and that technical 
progress is not generated by time factor but rather by input price changes (Caputo and Paris, 
2004). Later Paris extended the tests to the US agriculture’s (Paris, 2005) 80-year time-
series extending from 1910 to 1990. By this technique the author tested the theory based on 
Hicks’ assumption (1932) and by analysing the role of input prices. The econometric model 
to be used for estimation consists of 3 functions (production, input price and input demand 
functions) and of 3 error-equations. The production function (in three versions) contained 5 
different inputs: land, labour, fertiliser, machinery and R+D costs. As for the null hypothesis, 
the author applied the technical progress model devoid of input prices, which the test rejected 
outright. Despite the detailed analysis the author does not consider this result as perfect. 
7.  Discussion and conclusions
When we attempt to evaluate the scientiﬁ  c progress described above several questions 
arise: 
First, how can scientiﬁ  c progress be  •  measured in the ﬁ  elds of theory testing? 
(and what is the role of theory testing within scientiﬁ  c progress?) Of course, this 
is above all a science philosophy question, and the methods also exist in other 
scientiﬁ  c ﬁ  elds (Graham and Dayton, 2002; Ginzburg and Jensen, 2003; Krebs 
2006); here we can only attempt to give an answer regarding the production side. 
Regardless of the uncertainty of the measurements, we have to ask whether testing  • 
has become more important during the last 50 years, and what kind of phases 
can be seen in its development? 
Obviously we are still quite far from the ideal objective of obtaining an inventory- • 
like evaluation. This means being able to determine in the ﬁ  eld of agriculture which 
parts of microeconomic production theory were conﬁ  rmed by tests. However, 
research has been moving in this direction, and this has been bolstered by the efforts 
of Fox and Kivanda (1994). Regarding phases, Mundlak (2001) distinguishes 
between two different types: a phase prior to and then following duality. Since 
Granger’s invention new phases have been detectable and consequently two 
theoretical-methodological inventions led us to where we are today. 12
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We have to take also into consideration that testing’s success also depends on  • 
the state of the theories. Hendry (2003) showed that “the economic theory is 
not complete, correct, and immutable – and never will be”. In the theories 
ceteris paribus argumentation has an important role but the factors of variability 
(e.g. non-stationariness), which are gradually overtaken by econometric testing, 
are not included. Therefore, in the other scientiﬁ  c ﬁ  elds, theory-maturation is 
considered important (Loehle, 1987); Paris (2005) provided an example of this. In 
his work he deﬁ  ned precisely the theorem to be tested. 
However, theory testing’s main restrictions are shown in the  •  data; or rather the 
data’s observation-type (Spanos, 1995). In the econometric model of agricultural 
production inclusion of the technology is the major problem. Also problematic 
are the aggregation in terms of products, distinguishing between cutting edge 
and average technology, and also the interaction between behaviour and 
economic policy. This problem according to Just and Pope (2001) decreases 
the usefulness of testing in agricultural production. This explains why currently 
data acceptable model selection methods and data-mining − which are deemed 
part of good modelling strategy − are becoming more and more wide-spread 
(Du Plesis, 2006).
Conclusions can be summarized as follows:
Currently tests of neoclassical economic models (production, consumption, trade,  • 
price transmission, and convergence) mainly occur in US, Canadian, European 
and Japanese agriculture. 
The tests have conﬁ   rmed several fundamental principles of the neoclassical  • 
economic paradigm. An example is the validity of the Cobb-Douglas and the 
translog function group in production, cost, and income theory. 
This does not exclude the possible emergence of new paradigms that go beyond  • 
the neoclassical economic theory. An example of this phenomenon lies in the 
ﬁ  elds of institutional economy and most recently in biophysics-based economy 
(Hall and Klitgaard, 2006).
Completing the tests is an ambitious task fraught with many difﬁ  culties, among  • 
them inappropriate aggregation, invalid assumption of lacking non-jointness or 
jointness among the products and inputs, selection of an inappropriate function 
type, and a tendency toward risk aversion in an uncertain technological and market 
environment (Reziti and Ozanne, 1999).
Therefore, careful analysis is required to decide whether the  •  theory itself or any 
of its supplementary assumptions are erroneous (invalid). 
The categories applied by Davis (2004) in the theory reduction (entire theoretical  • 
model, partial theoretical model, empirical model, estimating model) can play an 
important role in recognising the transition between theory and practice. 13
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The application of computer-intensive methods might help to overcome testing  • 
difﬁ  culties. An example of this is in cotton processing analysis where 200 thousand 
repetitions (calculations) were performed for estimating the restriction probability 
for only one equation (Caputo and Paris 2004).
There is a strengthening in the agricultural economy’s empirical nature and  • 
coinciding with this theory testing may become increasingly signiﬁ  cant for the 
future careers of today’s Ph.D. students. However, equally important for today’s 
students are statistical and econometric tests for testing individual hypotheses.14
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