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Denn kein Sonnenaufgang, auch nicht der im Hochgebirge, ist pompös,
triumphal, herrschaftlich, sondern jeder geschieht schwach und zag-
haft wie die Hoffnung, es könne einmal noch gut werden, und gerade
in solcher Unscheinbarkeit des mächtigsten Lichtes liegt das rührend
Überwältigende.
Theodor W. Adorno
Keywords—Ultra Wideband, Impulse Radio, Communications, Low Power,
Low Data Rate, Performance Analysis.
6
Abstract
During the last decade, ultra wideband (UWB) systems gained a large in-
terest in the scientific world because of their suitability to realize among
others communication systems with tremendous data rates and accurate in-
door positioning and location systems. As a differing technology compared to
classical narrowband radio transmission systems, UWB requires some novel
approaches. Well established methods to develop and analyze narrowband
transmission systems remain essentially valid but are not always well tailored
or optimal to UWB systems. The need for novel approaches illuminates the
reasons why there are still some uncovered topics in the literature, mainly
related to the analyses of imperfections and perturbations during an UWB
transmission. Consequently, this thesis attempts to cover some of these top-
ics by theoretical studies, numerical simulations, as well as experimental
verification.
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List of Acronyms
ADC analog to digital converter
AH amplitude modulation (code)
AM amplitude modulation (data)
AWGN additive white Gaussian noise
BER bit error rate
CDMA code division multiple access
CMOS complementary metal-oxide-semiconductor
ECC electronic communications committee (http://www.ero.dk/ecc)
FCC federal communications commission (http://www.fcc.gov)
FWHM full width half maximum
IEEE Institute of Electrical and Electronics Engineers
(http://www.ieee.org)
IR impulse radio
MUI multiuser interference
OFDM orthogonal frequency division multiplex
PSD power spectrum density
RSD redundant signed digit
SIR signal to interference ratio
SNR signal to noise ratio
TH delay modulation (code)
TM delay modulation (data)
TOA time of arrival
UWB ultra wideband
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Nomenclature
Operators and Functions
∗ convolution operator
	N subtraction modulo N
⊕N addition modulo N
d differential operator
∂ partial differential operator
E[·] expectation operator
b·c floor operator
〈·〉 average operator
Q(α) Q-function
δ(t) Dirac distribution
U uniform distribution
Constant Values
k Boltzmann constant ≈ 1.38 · 10−23J/K
pi Ludolph’s number ≈ 3.14159
e Euler’s number ≈ 2.71828
ς pulse shape coefficient ς = 1/
√
piNm
i imaginary unit
Time Domain Description
A multiplicative factor of an amplitude
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Nomenclature
cj jth symbol of the spreading code
dk kth symbol of the data sequence
dˆk kth symbol reconstructed at the receiver
i(t) narrowband interference
M number of possible values for the code cj ∈ {0, . . . ,M − 1}
Nb number of bits per symbol
Nc number of chips per frame
Nf number of frames per symbol
Nˆf number of received TOAs
Ns number of symbols per burst
Nu number of users
p(t) pulse shape
pGm(t) mth derivative Gaussian pulse
pHm(t) mth order Hermitian pulse
p˘(t) passband pulse
q(t) received pulse
qˆn(t) receiver’s replica of the received pulse; pulse template
r(t) received signal
r sampled received signal
rˆn(t) receiver’s replica of the received signal; signal template
rd(t) signal r(t) defined at discrete times
s(t) generated signal
s sampled generated signal
t time
tburst burst duration
tc chip duration
tˆc receiver’s estimation or assumption of the chip duration
te sampling interval
tf frame duration
tˆf receiver’s estimation or assumption of the frame duration
ts symbol duration
tˆs receiver’s estimation or assumption of the symbol duration
t˜s receiver’s initial assumption of the symbol duration after startup
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tb bit duration
tn duration of the Gaussian pulse
tv duration of the windowing function v(t)
tw duration of the acquisition window
τj delay of the jth pulse
τˆj receiver’s estimation or assumption of the delay τj
v(t) duration limiting window function
χ(t) expected signal
Frequency Domain Description
Bc coherence bandwidth
Be equivalent bandwidth
Bf fractional bandwidth
Br relative bandwidth
B−10 dB −10 dB bandwidth
f frequency
fC center frequency, geometric mean
fH upper frequency bound
fL lower frequency bound
fc center frequency, arithmetic mean
fd maximal Doppler shift
fm frequency for which the spectrum is maximal
fb average channel data rate or signaling rate
P (ω) Fourier transform of the pulse shape p(t)
PGm Fourier transform of the mth derivative Gaussian pulse
PSD(ω) power spectrum density
PSDmax maximum value of the PSD
Q(ω) Fourier transform the received pulse q(t)
R(ω) Fourier transform of the signal r(t)
Rd(ω) Fourier transform of the signal rd(t)
S(ω) Fourier transform of the signal s(t)
ω angular frequency
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Nomenclature
ωc angular frequency of a carrier
ωe angular sampling frequency
ωi angular frequency of a narrowband interference
V (ω) Fourier transform of the windowing function v(t)
Power and Energy
Eb energy per bit
Ep energy per pulse
En energy of the nth symbol
N0 noise power density
Pη noise power
Pi narrowband interference power
Pr received power
Ps signal power
Pt transmitted power
P∆ω power measured at the output of an ideal filter with bandwidth
∆ω
Sr received power per unit area
Propagation and Reception
am amplitude of the mth multipath
Ar effective area of the receiving antenna
At effective area of the transmitting antenna
BT channel bandwidth
βm,n amplitudes in a Saleh-Valenzuela model
c speed of light
d transmission distance
d0 reference distance
D largest extension of an antenna
Gr gain of the receiving antenna
Gt gain of the transmitting antenna
γ path loss exponent
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γ power decay for the paths in the Saleh-Valenzuela model
Γ power decay for the clusters in the Saleh-Valenzuela model
h(t) channel impulse response
H(ω) Frequency response of a propagation channel (Fourier transform
of the channel impulse response h(t))
λ Decay in the probability density function for the path time of
arrival in the Saleh-Valenzuela model
λ wavelength
Λ Decay in the probability density function for the cluster time of
arrival in the Saleh-Valenzuela model
στ root mean square delay spread
Tc coherence time
τm delay of the mth multipath
τn cluster delays in a Saleh-Valenzuela model
τm,n delay of the mth path in the nth cluster in a Saleh-Valenzuela
model
v speed of a mobile transmission device
Acquisition and Processing
α time error between two clocks accumulated during a frame
duration.
bk intermediate result to minimize in the threshold receiver.
bi output signal from the analog to digital converter
cqqˆn cross-correlation value between q and qˆn. The nth element of the
observation vector
crs(τ) cross-correlation function between r(t) and s(t)
css(τ) autocorrelation function of s(t)
C sampled cyclic correlation
d˜k noiseless observation vector for the kth symbol
dk observation vector for the kth symbol
δk delay between transmitter and the receiver at the transmission
instant of the kth symbol
 difference between sampling interval and integer multiple of the
pulse repetition interval.
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Nomenclature
j timing error for the jth frame
G processing gain
GDC processing gain due to duty cycle
GPC processing gain due to pulse combining
η(t) noise
ηsum(t) summed noise
L loss of the received energy
N length of the received signal vector r
N total number of branches in a receiver
Nr number of bits (ADC)
qsum(t) summed received pulses
qsum digital summed signal
R system impedance
T temperature in Kelvin
{Tj,k} sequence of transmission times
{Tˆj} sequence of arrival times
τn delay in the nth branch of an autocorrelation receiver
u index identifying the users
vin input voltage
vth threshold voltage
va incremental voltage
vx voltage stored on a capacitor
φj phase for a narrowband interference
wj,k(t) acquisition window
wj,k sampled acquisition window for the jth frame
wk(t) summed acquisition window
wk sampled summed acquisition window
Synchronization
D distinction coefficient
ε(n) search order
Gε(n)(z) probability that the synchronization continues after bin n
Hε(n)(z) probability that the synchronization terminates at bin n
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K consecutive bins leading to a correct synchronization
L number of tests during the synchronization
N number of bins (acquisition)
Nfreq number of bins due to frequency synchronization
Ntime number of bins due to delay synchronization
p(L) probability that the search ends after L bins
Psync generating function for the expected synchronization time
piε(n) probability that the synchronization starts with bin n
tadd offset for which pulse combining possible
toff maximum difference between the symbol durations at the trans-
mitter and the receiver after startup
tscan scan time
tsync synchronization time
W maximum absolute amplitude
W maximal number of superposed pulses
Indices and counters with multiple applications
i index, counting the arrival times
j index, counting the frames during a symbol period
j index, counting the transmission times
k index, counting the symbols
m index, enumerating the derivative of the Gaussian pulse
m order of the Hermite pulses
m index, counting the multipaths
n index, enumerating the receiver branch
n index, counting the clusters of a Saleh-Valenzuela model
n index, counting the elements of a sampled signal
n undersampling factor
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Chapter 1
Introduction
Over the last decade UWB gained a lot of interest from both academical
and industrial research and development entities. At the Institute of Mi-
crotechnology of the University of Neuchâtel, the promising characteristics
of UWB systems for communications and location systems were first ana-
lyzed within a project in collaboration with the centre Suisse d’électronique
et de microtechnique (http://www.csem.ch), focusing on accurate indoor lo-
cation systems. Since then, many other related activities helped our lab-
oratory to immerse deeply in the topic of UWB systems. A preliminary
study led to a first project financed by the Swiss national science founda-
tion (http://www.snsf.ch), which was later extended. These SNSF projects
covered for example an investigation of impulse radio (IR) UWB receiver
architectures, a study of appropriate detection and estimation algorithms, a
performance analysis of UWB communication systems, and the realization
of low-power integrated circuits for UWB transceivers. Later, a mandate
from PX Group (http://www.pxgroup.com) supported the development of
an indoor location system. In parallel, a project supported by the Swiss
commission for technology and innovation (http://www.bbt.admin.ch/kti/)
aiming at the commercialization of a low power communication system for
medical applications also started.
All these activities were complementary. They included feasibility stud-
ies, mathematical modeling of the systems, numerical simulations, prototype
realizations, circuit implementations, and laboratory experiments. This the-
sis collects some results and outcomes of the performance analyses made for
21
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baseband1 UWB signaling within the different projects.
1.1 Motivation for UWB
UWB is a prospective technology for several technical reasons. The following
list of UWB characteristics is supplemented with potential applications that
may benefit from UWB signaling. It is noted that the following characteris-
tics may be mutually exclusive and may not all be exploited simultaneously
by a single device.
1. Due to the large bandwidth, the absorption or loss of the transmit-
ted signal at some frequency bands, typically narrow compared to the
bandwidth of the signal, due to obstructions will not result in an in-
terruption of the communication link. Therefore UWB communication
systems can be designed to be reliable in indoor propagation channels.
2. The channel capacity increases linearly with the bandwidth. For this
reason high data rate communication systems can be conceived and
UWB is a promising approach for applications such as wireless uni-
versal serial bus or a wireless transmission of high definition television
signals.
3. Due to the large bandwidth, UWB offers a high time resolution. There-
fore, an UWB system may isolate the individual multipath signals from
the received signal. This ability makes UWB an interesting technology
for indoor positioning and location systems.
4. The small scale fading due to multipath propagation is severely reduced
compared to narrowband signals. Due to the short duration, the super-
position of the signals from the different propagation paths does not
result in constructive or destructive interference and hence does not
alter the average received energy significantly.
5. For data rates smaller than the signal bandwidth a large processing
gain can be obtained. Therefore UWB systems can be designed to be
robust against intentional and non-intentional interferences including
multiuser access, narrowband and wideband systems, and jammers.
6. UWB has a large potential for building low power communication sys-
tems for moderate data rates due to the duty cycle in IR.
7. Being noise-like, an UWB communication is difficult to be detected
and intercepted.
1The signaling is considered to be baseband if the lower bound of the spectrum is
much smaller than the bandwidth of the signal.
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1.2 Ultra Wideband Signals
UWB signals are often defined in accordance with the UWB first report
and order [FCC02] of the federal communications commission (FCC) of the
United States of America. This report and order requires an UWB signal to
have a −10 dB fractional bandwidth of one fifth of the central frequency or
500MHz (see sections 1.4 and 2.2). The FCC does not stipulate any method
for generating the UWB signal as long as the emission mask, the minimal
bandwidth, and some other characteristics are respected. In this thesis only
IR—characterized by the transmission of very short duration pulses—will be
considered. However, the term UWB is used throughout the text, even if its
validity is restricted to IR.
UWB is one of the oldest methods for radio communication systems (see
section 1.3), but it had so many important shortcomings that it disappeared
with the invention of narrowband carrier-based communications. However,
thanks to the recent progress in fast signal processing and integrated circuit
design, novel concepts can be applied to overcome them.
Today, UWB can be applied for communication systems, for radio detec-
tion and ranging applications, and for indoor localization devices. Several
methods other than IR have been proposed in the literature for UWB sys-
tems. An extension to one of the most classical wireless communications,
the frequency modulation is proposed in [Ger03]. The modulation index is
selected to be extremely large compared to the bandwidth of the signal to
be transmitted. For radio detection and ranging, a chirped carrier has also
been proposed. Furthermore, code division multiple access (CDMA) schemes
with an extremely fast spreading code also result in an UWB signal. Finally,
another proposal is orthogonal frequency division multiplex (OFDM), where
a large number of subcarriers are used to transmit the data in parallel and
to cover a wide bandwidth. OFDM is in particular promising for high data
rate communications.
1.3 Historical Interlude
UWB gained tremendous attention from academic research and civilian in-
dustrial developments since about one decade. Nevertheless UWB can be
considered as the origin of all wireless radio communications. Marconi’s first
radio communication system, more than a century ago, was based on the
creation of short duration pulses using a spark gap transmitter [Sim96], and
23
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hence the signals occupied a large bandwidth compared to the data rate2.
The first receivers for the spark gap transmitters were based on coherers.
This detector consists of a capsule of metal filings between two electrodes.
Initially, the metal filling does not form a connection between the electrodes,
such that a large resistance is measured across them. Upon the reception of a
radio frequency signal, the metal filling may cohere and the resistance drops
to low values. To reset the device, normally a mechanical disturbance, e.g.,
tapping against the coherer, is used. The spark gap communication systems
suffered from several shortcomings. The data rate was very restricted, it was
not suited for an application like radio broadcast because a continuous recep-
tion of analogous signals was not possible and there was no reliable scheme
for multiuser access except time interleaving due to the strong emitted power
and wide bandwidth. Due to these reasons the spark gap transmission sys-
tems were replaced by narrowband radio communication systems. The UWB
approach then disappeared for some decades, until it was re-considered in
the 1960s, first for military applications. The theoretical background to treat
UWB systems started with the description of a linear time-invariant system
by its impulse response and the attempt to verify the analytical solution of
the transient behavior of microwave networks [Ben78]. The measurement
of short duration, repetitive signals became possible in the 1960s by the in-
troduction of sub-nanosecond resolution sampling oscilloscopes by Hewlett-
Packard and Tektronix. The basic designs and components for UWB systems
were available by the early 1970s [Bar00]. Since then, UWB systems have
been continuously developed.
For civilian applications, UWB only gained much attention during the last
decade. One driving force was the demand for always higher data transfer
rates, e.g., using CDMA or OFDM techniques. Other prospective applica-
tions are low data rate systems with low power consumption and localization
systems. The latter two applications can be covered by IR. The problems
related to the spark gap communication systems can be solved today thanks
to the recent progress in fast signal processing and integrated circuit design.
Meanwhile, data rates sufficient for the transmission of audio or video sig-
nals can be obtained. Multiuser access becomes possible by using individual
spreading codes for each user and advanced demodulation algorithms. At-
testing the recent civilian interest and progress in UWB systems, figure 1.1
presents the number of publications from the Institute of Electrical and Elec-
2The German word Funken still bears testimony to that epoch. When used as a noun,
it means spark, as a verb it stands for to radio.
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tronics Engineers (IEEE) and patents considering UWB since 1990. There
is approximately an exponential increase in both publications and patents
between 2000 and 2006. Note that the early contributions to UWB are under-
estimated in figure 1.1, because they were often published using a different
nomenclature than UWB such as baseband or carrier-free communications.
1.4 Frequency Allocation
The emission of electromagnetic waves at radio frequencies is subject to limi-
tations in most countries. A national frequency allocation plan lists the per-
mitted frequency bands for a given application. Due to the introduction of
novel applications or novel signaling schemes, the frequency allocation plans
need to be updated continuously. However, one of the primary goals of the
regulatory authorities is to ensure by the frequency allocation plans that the
performance of existing systems is not degraded by the introduction of new
systems. By definition, UWB signals cover intentionally a large bandwidth
and the protection of existing systems using a division in frequency bands
does not apply well. For this reason the adoption of UWB signaling in the
frequency allocation plans requires careful examinations. Meanwhile, many
countries have performed or are performing studies considering the interfer-
ence of UWB signals to narrowband systems. The recommendations and
the adoptions for UWB communication systems in the frequency allocation
plans differ between the countries. There are large efforts to harmonize the
national standards, such that UWB devices may be used worldwide. As an
international standard is not (yet) available, in the following the frequency
allocation plans for Europe, for the United States of America, and for some
Asian countries are considered. Considering the currently available regula-
tions, the most promising frequency band for a product that may be used
worldwide is between 6.0GHz and 8.5GHz.
1.4.1 Regulations in Europe
The limitations of the average transmission power density as a function of
the frequency is called an emission mask. The mask that will most prob-
ably be applied to devices in Europe is illustrated in figure 1.2 and is la-
beled as electronic communications committee (ECC) mask. Investigations
performed by the conférence Européenne des postes et télécommunications
have identified the frequency between 6GHz and 8.6GHz to be preferred
for UWB applications. The maximum power spectrum density (PSD) in
25
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Figure 1.2: The spectrum mask for indoor devices in Europe (ECC) and the United States of
America (FCC).
this band is −41.3 dBm/MHz. This has been adopted in March 2006 with
decision ECC/DEC/(06)04 [ECC06b]. Further studies were performed con-
cerning the power levels in the bands 2.7 GHz to 4.8GHz and 8.5GHz to
9.0GHz. In December 2006, the band 4.2GHz to 4.8GHz was allowed to
be used for first generation UWB devices until the end of year 2010. In the
ECC/DEC/(06)12 [ECC06a], the use of the band 3.1GHz to 4.8GHz was
allowed to be used with a low duty cycle mitigation technique3. Using detect
and avoid mitigation techniques, the bands 3.1GHz to 4.8GHz and 8.5GHz
3In the first release it was within the band 3.4GHz to 4.8GHz and has been extended
in later releases.
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to 9.0GHz are also allowed.
1.4.2 Regulations in the United States of America
For the United States of America, the emission mask is represented in fig-
ure 1.2 and labeled as FCC mask. The FCC limits the PSD for indoor
UWB communications to −41.3 dBm/MHz between 3.1GHz and 10.6GHz.
Between 0.96GHz and 1.61GHz the allowed PSD is only −75.3 dBm/MHz
to avoid any interference to signals for global positioning systems.
1.4.3 Regulations in Asia
Besides the already mentioned regions, emission masks are also available for
some Asian countries, i.e., for Japan, Korea, and China. In general, the
two frequency bands are allocated: a lower one requiring detect and avoid
mitigation techniques and an upper one without such limitations. The lower
frequency band covers 4.2GHz to 4.8GHz in China, 3.4GHz to 4.8GHz in
Japan, and 3.1GHz to 4.8GHz in Korea. The upper frequency band covers
6.0GHz to 8.5GHz in China and 7.25GHz to 10.25GHz in Japan and Korea.
In all cases, a maximum mean power spectrum density of −41.3 dBm/MHz
and a maximum peak power spectrum density of 0 dBm/MHz has to be
respected.
There may be restrictions in addition to the maximum power spectrum
density. For example in Japan a radio equipment not connected to the AC
mains power is only permitted to emit radio waves after having received a
signal from another radio equipment connected to the AC mains power. This
should ensure that the UWB devices are used indoors only. But it may have
implications even for indoor applications, such as a sensor network using
distributed, non-coordinated UWB transmitters.
1.5 Thesis Outline
This thesis is structured as follows. A theoretical background of the UWB
communication is given in chapter 2. The discussion starts with the time
domain representation of the signals and the Fourier transform is used to
calculate the frequency domain representation. After a short presentation
of the propagation channel models, the models for additive noise and inter-
ferences are shown. Chapter 3 considers the architectures and circuits to
build an UWB communication system. Some pulse generators are presented
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that may be used for a transmitter. The discussion of the receivers start
with a matched filter implementation. Using a series of small modifications
a simplified architecture with near optimal bit error rate (BER) performance
in an additive white Gaussian noise (AWGN) channel is derived. In chap-
ter 4 some aspects to be considered during the implementation of the UWB
communication system are illustrated. These aspects include an evaluation
of the required performance of the analog to digital converter (ADC), of the
burst mode for which the instantaneous data rate may exceed the average
data rate, and a link budget. In chapter 5, the performance of a receiver
architecture characterized by the coherent addition of limited duration ac-
quisition windows and a correlation with a locally generated template is
analyzed. It is assumed that the receiver is already synchronized with the
transmitter of interest. The chapter starts with a presentation of potential
performance benchmarks. The performance for the matched filter receiver
in an AWGN and a multipath propagation channel are presented afterward.
The performance is also evaluated in the presence of imperfections or pertur-
bations such as interferences or a mismatch between the pulse template and
the received pulse. The assumption that the receiver is synchronized with
the transmitter of interest is removed in chapter 6. Possible synchronization
procedures and the required synchronization times are considered. Finally,
chapter 7 provides some concluding remarks.
1.6 Contributions
As already mentioned, UWB requires a careful examination of the methods
known from narrowband communication systems to evaluate and benchmark
the performance of UWB systems. Some novel methods have been proposed
and published during the elaboration of this thesis. These methods have
been used in a large number of performance analysis. Their outcomes help
to obtain some insight into the complex interaction between the parameters
of an UWB communication system and finally have led to a proposal for
a novel receiver architecture. Selected contributions were presented at a
conference or published in a journal. The following list of contributions is
complemented with citations to the most relevant publications. A complete
publication list can be found in the Curriculum Vitae starting at page 197.
• Chapter 2: Conversion table between important time domain charac-
teristics of the Gaussian pulses.
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• Chapter 2: Conversion table between the duration and important fre-
quency domain characteristics of the Gaussian pulses.
• Chapter 3: Proposal of the timestamp correlation algorithm for the
implementation of a low-complexity incoherent receiver based on time
of arrival measurements.
• Chapter 3: Derivation and proposal of a receiver architecture with
coherent addition of the pulses and successive digital signal processing,
e.g., correlation with a template.
• Chapter 3: Proposal of a low-power implementation of such a receiver
using a set of time interleaved, modified redundant signed digit analog
to digital converters [Saa08b].
• Chapter 5: Derivation of an average performance loss in a multipath
channel compared with the AWGN channel.
• Chapter 5: Time domain analysis of a performance loss in the presence
of timing errors, such as a frequency difference and a jitter [Mer04b,
Mer07].
• Chapter 5: Analysis of the impact of non-matched templates for the
reception of UWB pulses [Mer04a].
• Chapter 5: Analysis of the impact of a narrowband interference to a
UWB communication system leading to a bound for which an error-free
transmission is possible.
• Chapter 5: Analysis of the impact of multiuser interference to a UWB
communication system [Saa08a].
• Chapter 6: Proposal of a synchronization scheme based on a frequency
difference between the transmitter’s and the receiver’s clock. Estima-
tion of the required synchronization time for this scenario.
• Chapter 6: Derivation of a distinction coefficient that indicates the
probability that the receiver synchronizes with the transmitter of in-
terest in the presence of interference. Calculations of the distinction
coefficients for amplitude and delay modulations [Mer05a,Mer05b].
• Appendix A: Introduction of an alternative, versatile notation of the
modulated UWB signaling. Application of the versatile notation to the
particular cases of amplitude and delay modulations.
1.7 Summary
UWB has gained a lot of interest for civil applications, in particular during
the last decade. It can be used for high data rate communications, for indoor
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positioning and location systems, or for low power communication devices.
Impulse radio applies mainly for the latter two applications. The spectral
masks for Europe, the United States of America, and some Asian countries
are settled and the power spectrum density can be up to −41.3 dBm/MHz
in selected frequency bands.
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Chapter 2
An Impulse Radio Primer
In this chapter, a theoretical background to UWB communications and an
introduction of the models and notations used throughout the rest of the the-
sis are given. The presentation starts with a time domain representation of
the UWB signals. By applying a Fourier transform a frequency domain rep-
resentation is found. After a short presentation of the propagation channel
models, the models for additive noise and interferences are discussed.
2.1 Time Domain Representation
Signals can be represented in the time domain or in the frequency domain.
The two representations are complementary as they illustrate and visualize
different aspects. But they are also redundant because a single representation
contains all information concerning the signal. While the frequency domain
representation often allows an intuitive understanding of the phenomena in
classical narrowband radio communication systems, both representations are
helpful for UWB systems.
2.1.1 Pulse Shape
The pulse shape defines among others the bandwidth of the signal, the cor-
relation property, the sensitivity against multiuser and narrowband interfer-
ence, and the processing gain1. It is therefore a fundamental and important
1The processing gain is limited by the ratio between the occupied bandwidth of the
signal and the data signaling rate (see section 5.4.1). The occupied bandwidth is mainly
a function of the pulse shape (see section 2.2).
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design aspect of an UWB system. However, only a relatively low number of
pulse shapes have been proposed for UWB in the literature.
Gaussian pulse: The Gaussian pulse and its derivatives are often used
in the theoretical analysis of UWB communications systems. It provides a
close approximation to physically generated pulses for commonly used pulse
generators. Some measured pulse shaped will be presented in section 3.2.3.
The mth derivative Gaussian pulse with a variance t2n is defined as
pGm(t) = A
∂m
∂tm
exp
(
− t
2
2t2n
)
, (2.1)
where A is selected such that the energy of the pulse is normalized. The
zeroth derivative Gaussian pulse is denoted as Gaussian pulse. For normal-
ization, we select the amplitude of the pulses such that the energy is
∞∫
−∞
p2Gm(t)
R
dt = 1 J, (2.2)
where R is the system impedance. This normalization results in volts as the
unit of the signal amplitude. The first four derivative Gaussian pulses are
pG0(t) = +
√
ςR
tn
exp
(
− t
2
2t2n
)
(2.3a)
pG1(t) = −
√
2ςR
t3n
t exp
(
− t
2
2t2n
)
(2.3b)
pG2(t) = +
√
4ςR
3tn
(
t2
t2n
− 1
)
exp
(
− t
2
2t2n
)
(2.3c)
pG3(t) = −
√
8ςR
15t3n
(
t3
t2n
− 3t
)
exp
(
− t
2
2t2n
)
(2.3d)
with ς = 1/
√
pi Nm. They are represented in figure 2.1 for a pulse duration
tn = 200 ps, a system with 50Ω impedance, and a pulse energy of 1 pJ.
tn is not the only possible characterization of the pulse duration. Other
characteristics may be more closely related to physical properties of the pulse.
E.g., the required duration to capture 90% and 99% of the pulse energy are
denoted t90 % and t99 % respectively. Another duration characterization is
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Figure 2.1: Gaussian pulse shapes for 1 pJ energy pulses in a 50 Ω system and tn = 200 ps pulse
width.
given by the duration at half the maximum pulse amplitude full width half
maximum (FWHM), denoted as tFWHM. While tFWHM is well-defined for
the Gaussian pulse, it is ambiguous for the mth derivate Gaussian pulse.
In the following, the FWHM is calculated using the envelope of the pulse2.
Finally, t−10 dB is defined as the time corresponding to the −10 dB bandwidth
that will be defined in section 2.2. Table 2.1 provides the conversion factors
between the above mentioned characteristics and tn. It is noted, that for the
mth derivative Gaussian pulses, the −10 dB bandwidth multiplied by the
tFWHM is approximately constant.
The Gaussian pulses are not limited in time. Therefore, all previous and
future pulses interfere at the moment when the pulse of interest is received.
This is called the inter-pulse interference. To estimate the impact of the
2The envelope is defined as the magnitude of the analytic signal; or
√
p2(t) + p˜2(t),
where p˜(t) is the Hilbert transform of the signal p(t).
Pulse shape t−10 dB/tn B−10 dBtn t99%/tn t90%/tn tFWHM/tn tFWHM×
B−10 dB
pG0 (t) 4.14 0.242 3.64 2.33 4.19 1.012
pG1 (t) 3.12 0.321 4.76 3.54 3.67 1.177
pG2 (t) 3.02 0.331 5.37 4.01 3.52 1.164
pG3 (t) 2.99 0.334 5.73 2.71 3.46 1.157
pG4 (t) 2.98 0.336 5.71 3.31 3.43 1.153
Table 2.1: Conversion factors between tn and other characteristics of the pulse duration for the
Gaussian pulse shapes.
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inter-pulse interference due to the unlimited time duration of the Gaussian
pulses, a linear medium is supposed such that all the interfering pulses can
be superposed. Furthermore, it is assumed that the received signal consists
of an infinite sequence of non-modulated pulses transmitted with a pulse
repetition period tf, i.e., the signal
r(t) =
∞∑
k=−∞
p(t− ktf) (2.4)
is received.
The inter-pulse interference as a function of the frame duration tf and
pulse duration tn is represented in figure 2.2. It is calculated as follows.
The mth derivative Gaussian pulses for even m (2.3a) and (2.3c) are defined
such that the pulses are centered at t = 0. Without inter-pulse interference
the amplitude of the received signal at time t = 0 is given by k = 0, i.e.,
r(0) = p(0). The inter-pulse interference IPI is defined as the amplitude due
to all the interfering pulses (k 6= 0) compared with the amplitude of the pulse
for k = 0 at the instant t = 0,
IPI =
∣∣∣∣r(0)− p(0)p(0)
∣∣∣∣ . (2.5)
It is noted, that for tf  tn the impact of inter-pulse interference is negligible.
Consequently, at typical values for a low data rate communication system
such as tf = 100 ns and tn = 0.2 ns, the inter-pulse interference will not need
to be considered for the AWGN propagation channel in any performance
analysis. For odd derivative Gaussian pulses, the inter-pulse interference is
zero for an non-modulated sequence because all the contributions from k
negative are compensated by the contributions from k positive.
Hermitian pulse: The Gaussian pulses are not orthogonal. For applica-
tions like pulse shape modulation or multiuser access by associating a dif-
ferent pulse shape to each user, orthogonal pulses have been proposed. One
example of orthogonal pulses is given by the modified Hermite polynomial
functions [Mic01]. The Hermite pulses have the interesting property, that
the pulse duration becomes nearly independent of the order [Gha02]. The
mth order Hermite pulse is defined as
pHm(t) = (−1)mA exp
(
t2
4t2n
)
∂m
∂tm
exp
(
− t
2
2t2n
)
(2.6)
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Figure 2.2: Interpulse interference for the mth derivative Gaussian pulse as a function of the
frame duration tf.
where A can be used to normalize the pulse energy. However, the orthogo-
nality property is lost when the two pulses are not received with a zero time
delay between them, i.e., when the transmitter of interest and the interferers
are not all perfectly synchronized. Independently of the synchronization, the
orthogonality is also lost in a multipath propagation channel.
Duration limited sinusoidal pulse: For both the Gaussian pulses (2.1)
and the Hermite pulses (2.6), the duration tn defines the center frequency
and the bandwidth. Because of the resulting dependency between the two
characteristics it may be difficult to respect the emission mask defined in
section 1.4. To respect the emission mask with baseband pulses it may be
required to reduce the transmitted power. However, this reduces also the
range for a data transmission and the channel capacity. A more promising
approach is to fit the spectrum of the pulse to the emission mask. The emit-
ter power can be maximized when the spectrum of the pulse is equal to the
emission mask. In [Luo03], the inverse Fourier transform of the emission
mask is calculated and presented. However, the resulting pulse shape may
be difficult to generate physically. The dependency between the center fre-
quency and the bandwidth can be eliminated by an amplitude modulation
of a sinusoidal carrier with a baseband pulse p(t), resulting in
p˘(t) = p(t) cos(ωct). (2.7)
The center frequency depends on the angular frequency ωc. The bandwidth
on the other hand depends on the pulse shape p(t). The two parameters
can hence be tuned individually. Commonly used baseband pulses are of
rectangular, triangular, or Gaussian shapes. For a rectangular baseband
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pulse with duration tn, the pulse shape is
p˘(t) ∝
{
cos(ωct) if |t| ≤ tn/2
0 otherwise.
(2.8)
For a triangular baseband pulse with duration tn, the passband pulse be-
comes
p˘(t) ∝
{
(tn/2− |t|) · cos(ωct) if |t| ≤ tn/2
0 otherwise.
(2.9)
Finally, for a Gaussian baseband pulse with standard deviation tn, the pass-
band pulse is
p˘(t) ∝ exp
(
− t
2
2t2n
)
cos(ωct). (2.10)
The Gaussian pulse has the advantage that the spectrum does not have
any side-lobes. As explained in the introduction, this thesis is restricted to
baseband impulse radio systems, such that the duration limited sinusoidal
pulses are not considered further. However, it is relatively straightforward to
extend the theory and the performance estimations presented in this thesis
to duration limited sinusoidal pulses.
2.1.2 Composition of a Burst
For a practical communication system we assume that Ns symbols are trans-
mitted using a sequence of pulses as represented in figure 2.3. The entire
sequence of pulses is called a burst and has a duration tburst. The burst
transmits Ns symbols, each one with a duration ts. One symbol corresponds
to Nb bits (e.g., Nb = 1) for a binary data transmission) and is composed of
Nf frames. Each frame contains exactly one pulse such that the frame dura-
tion tf is identical to the average interval between two consecutive pulses. The
instant when the pulse is generated compared to the beginning of the frame
can vary, e.g., as a function of the data or the identification of the transmit-
ter. The frame is decomposed in Nc chips with a duration tc = tf/Nc, such
that the instant of the pulse transmission can be associated with the index
of the corresponding chip. Examples of delay and amplitude modulations
are shown in the next section.
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t
1 burst contains Ns symbols
tburst = Nsts
t
1 symbol contains Nf frames; 1 symbol transmits Nb bits
ts = Nftf
t
1 frame contains Nc chips; Each frame contains one pulse
tf = Nctc
chip tc
Figure 2.3: Time representation of an impulse radio signal. The burst interval is composed by
Ns symbol intervals. Each symbol interval consists of Nf frame intervals and contains Nf pulses.
The frame is composed of Nc chips.
data 0 1
code 0 1 1 0 0 1 1 0
t
AH AM
t
AH TM
t
TH2 AM
t
TH2 TM
Figure 2.4: Time representation for exemplary modulated signals.
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2.1.3 Modulation
The kth data symbol to be transmitted is denoted as dk and is assumed to
be a binary value dk ∈ {0, 1}. The symbol dk is transmitted by modulating
Nf pulses. The modulation is the variation of one or several properties of
a signal, such as its amplitude, its central frequency, its shape, or its phase.
The detection of the variation of the signal property is called the demodu-
lation. The data symbol is then reconstructed in the receiver and denoted
as dˆk. The reception of the data symbol succeeded without error if dˆk = dk.
In this section, some promising modulations for IR are shown. A generic
representation of the possible modulations for IR is shown in appendix A. In
the generic representation the restriction to binary data dk ∈ {0, 1} is also
eliminated.
For a baseband pulse with a given shape, only two properties can be var-
ied directly: the pulse amplitude and the time of transmission. They result
in amplitude modulation (AM) and delay modulation (TM) respectively. It
is assumed that each transmitter uses a spreading code sequence {cj} with
length Nf that is repeated for the transmission of each data symbol dk. In
the following a selection of four modulations is listed. They are graphically
represented in figure 2.4. The used nomenclature describes the code modu-
lation (also called hopping) and the data modulation. For example AH TM
describes an amplitude code modulation combined with a delay data modu-
lation. For TH, the integer M denotes the number of admissible values for
the elements of the code sequence, i.e., cj ∈ {0,M − 1}.
• AH AM: Both the data modulation and the code modulation are made
using an antipodal amplitude modulation. It is assumed that the
spreading code is a binary sequence cj ∈ {0, 1}. The transmitted signal
is given by
s(t) =
Ns−1∑
k=0
Nf−1∑
j=0
(2dk − 1)(2cj − 1)p(t− jtf − kts). (2.11)
• THM TM: A delay modulation is used for the data symbol dk and the
transmission of the code cj ∈ {0,M − 1}. The transmitted signal is
written as
s(t) =
Ns−1∑
k=0
Nf−1∑
j=0
p(t− jtf − kts − (dk + cj)tc). (2.12)
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• THM AM: The data is transmitted using an antipodal amplitude mod-
ulation and the code cj ∈ {0,M − 1} using a delay modulation. The
transmitted signal is
s(t) =
Ns−1∑
k=0
Nf−1∑
j=0
(2dk − 1)p(t− jtf − kts − cjtc). (2.13)
• AH TM: The amplitude modulation is applied to the code sequence
cj ∈ {0, 1} and the delay modulation to the data symbol. For the AH
TM, the transmitted signal is
s(t) =
Ns−1∑
k=0
Nf−1∑
j=0
(2cj − 1)p(t− jtf − kts − dktc). (2.14)
It is noted that all the above modulations can be written as
s(t) =
Ns−1∑
k=0
Nf−1∑
j=0
d
(a)
j,kp(t− jtf − kts − d(t)j,ktc), (2.15)
where d(a)j,k defines the amplitude and d
(t)
j,k the delay of the individual pulses.
The values d(a)j,k and d
(t)
j,k are both functions of the data symbol dk and the
elements of the code sequence cj . For example the THM TM is denoted
by (2.15) when d(a)j,k = 1 and d
(t)
j,k = dk + cj . Other options are shown in
appendix A.
2.2 Frequency Domain Representation
Traditionally, the analysis of narrowband communication systems refers to
a frequency domain representation of the signals and the constituting ele-
ments of the system. The frequency domain representation allows intuitive
approaches and deepened understanding of the effects of the modulation and
demodulation. It contains an equivalent information concerning the signal
and the system as the time domain representation. For the signals and sys-
tems of practical interest it is possible to convert between the time represen-
tation and the frequency representation using the Fourier transformation3.
3General conditions for the existence of the Fourier transform are complicated to
state. Two sufficient but not necessary conditions are the following. The weak Dirichlet
condition states that the Fourier transform of x(t) exists if
∫∞
−∞ |x(t)| dt < ∞. The
strong Dirichlet conditions states that the Fourier transform of x(t) exists if the signal
has a finite number of discontinuities and a finite number of maxima and minima.
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For IR UWB systems, the frequency domain representation is less often used
than for narrowband systems. However, as the regulation authorities limit
the maximum or the average PSD, the frequency domain representation of
the UWB signals still needs to be estimated.
2.2.1 Definitions of the Spectrum
A signal can be characterized by applying it to a bandpass filter and mea-
suring the power at the output of the filter. The larger the filter bandwidth,
the more power will pass through the filter. By selecting an infinitely nar-
rowband filter, the previous method provides a mathematical definition of
the PSD
PSD(ω) = lim
∆ω→0
P∆ω
∆ω , (2.16)
where P∆ω is the measured power at the output of an ideal filter with band-
width ∆ω. A practical application of (2.16) will face a fundamental prob-
lem: The infinitely narrow filter requires an infinite measurement period. In
practical applications, such as spectrum analyzers, (2.16) is approximated
by selecting a filter with a finite bandwidth, typically between 1 kHz and
5MHz. The measured power is divided by the resolution bandwidth ∆ω to
obtain the average PSD. This approximation is valid if the spectrum can be
considered constant for the resolution bandwidth.
An alternative approach to obtain the spectrum is to relate the spectrum
to the Fourier transform of the signal s(t), i.e.,
PSD(ω) = S(ω)S
∗(ω)
2pi , (2.17)
where S(ω) =
∫∞
−∞ s(t)e
−iωt dt is the Fourier transform of the signal s(t)
and S∗(ω) is the complex conjugate of S(ω). The definition (2.17) re-
quires the Fourier transform to exist. To relax this conditions, it is often
more convenient to relate the PSD to the autocorrelation function css(τ) =∫∞
−∞ s(t+ τ)s(t) dt of the signal by
PSD(ω) =
∞∫
−∞
css(τ)e−iωτ dτ. (2.18)
The definition (2.18) does only require the signal s(t) to be a wide-sense
stationary process and can therefore also be applied to most random signals,
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including an UWB signal with an infinite duration. In contrast, a single
pulse is a transient signal and not wide-sense stationary. It contains a finite
amount of energy, such that the average power is zero. The PSD is therefore
also zero. For single pulses, the PSD will be calculated for a finite duration
interval of the signal containing the pulse. The outcome may be denoted in
form of an energy spectrum density. In the following, the term spectrum will
be used for both the power and the energy spectrum density.
2.2.2 Characteristics of the Spectrum
Some important characteristics of the signaling can be deduced from the spec-
trum. For a narrowband communication system, the two most important
parameters are the carrier frequency and the bandwidth. The bandwidth
can be defined as the difference between an upper frequency and a lower
frequency considered to demarcate the spectrum. For narrowband signals,
they are often defined as the frequencies for which the spectrum falls perma-
nently 3 dB below the carrier value. For UWB signals, the lower frequency
fL is defined as the maximal frequency smaller than the center frequency for
which the spectrum is 10 dB below its maximal value. Similarly, the upper
frequency fH can be defined as the minimal frequency larger than the center
frequency for which the spectrum is 10 dB below its maximum. The differ-
ence between the upper and the lower frequency is the −10 dB bandwidth of
the signal
B−10 dB = fH − fL. (2.19)
Several options are possible for the definition of a characteristic of the UWB
signaling corresponding to the carrier frequency of a narrowband signal.
Three options are considered in the following. A first definition is to cal-
culate the frequency fm for which the spectrum is maximal,
fm =
1
2pi arg maxω PSD(ω). (2.20)
Another common approach is the arithmetic mean of the upper and lower
frequency
fc =
fL + fH
2 . (2.21)
Finally, the geometric mean is defined as
fC =
√
fLfH. (2.22)
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The geometric mean is proposed to be taken to estimate the propagation
path loss or to calculate characteristics of an antenna [Sch05]. In the FCC
definition [FCC02], the bandwidth is compared to the arithmetic mean to
define the relative bandwidth Br and the fractional bandwidth Bf related by
Bf = 2Br = 2
fH − fL
fH + fL
= fH − fL
fc
. (2.23)
It is noted that the fractional and the relative bandwidths do not have a
unit. They depend on the pulse shape, but they become independent of the
pulse duration. For example the fractional bandwidth is 1.34 for a second
derivative Gaussian pulse independently of the pulse duration tn.
Finally, an equivalent bandwidth Be is introduced. It is defined, such that
the average power calculated in the frequency domain is given by the product
between the equivalent bandwidth and the maximum value of the spectrum
〈Pf〉 = BePSDmax. The average power calculated in the time domain is given
by the pulse energy Ep and the frame duration tf by 〈Pt〉 = Ep/tf. Because
of Parseval’s theorem 〈Pt〉 = 〈Pf〉 and it follows that the maximum value of
the spectrum can be calculated with
PSDmax =
Ep
tfBe
in W/Hz (2.24)
PSDmax = 90 + 10 log10
(
Ep
tfBe
1Hz
1W
)
in dBm/MHz (2.25)
when the equivalent bandwidth Be, the frame duration tf, and the pulse
energy Ep is known. (2.25) may hence be used to test the compatibility of an
UWB signal with the spectral mask. For the Gaussian pulses, the equivalent
bandwidths and other characteristics are given in table 2.2.
In the following a numerical example for a second derivative Gaussian
pulse with a pulse energy Ep = 1 pJ, a frame duration of 100 ns, and a
pulse duration tn = 200 ps is shown. Considering table 2.2 it follows that
the equivalent bandwidth is 1.954GHz. Using (2.25) it follows that the
maximum value for the spectrum PSDmax = −53 dBm/MHz. This value
is in excellent agreement with the maximum value of the spectrum for the
second derivative Gaussian pulse as it can be seen in figure 2.5.
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Pulse fLtn fHtn fctn fCtn fmtn B−10 dBtn Bf Betn
pG0 (t) 0.0000 0.2415 0.1208 0.0000 0.0000 0.2415 2.0000 0.2821
pG1 (t) 0.0311 0.3519 0.1915 0.1046 0.1592 0.3208 1.6750 0.3834
pG2 (t) 0.0821 0.4128 0.2474 0.1841 0.2251 0.3308 1.3368 0.3908
pG3 (t) 0.1266 0.4609 0.2937 0.2415 0.2757 0.3343 1.1381 0.3935
pG4 (t) 0.1658 0.5019 0.3339 0.2885 0.3183 0.3361 1.0067 0.3948
Table 2.2: Approximate characteristics for Gaussian pulses.
2.2.3 Spectrum of a Single Pulse
The Fourier transform for the first four Gaussian pulses (2.3a) to (2.3d) are
PG0(ω) =
√
2tnR
√
pi exp
(
−ω
2t2n
2
)
(2.26a)
PG1(ω) = +2iω
√
t3nR
√
pi exp
(
−ω
2t2n
2
)
(2.26b)
PG2(ω) = +2ω
2
√
2
3 t
5
nR
√
pi exp
(
−ω
2t2n
2
)
(2.26c)
PG3(ω) = −4iω3
√
1
15 t
7
nR
√
piexp
(
−ω
2t2n
2
)
(2.26d)
It is noted that the Fourier transforms are continuous functions and are either
real or purely imaginary functions. In figure 2.5, the spectra for (2.26a) to
(2.26d) calculated using (2.17) are traced for the mth derivative Gaussian
pulse with tn = 200 ps, Ep = 1pJ, and tf = 100 ns. Contrary to the Fourier
transform, the spectrum is real and non-negative.
2.2.4 Spectrum of a Burst
Infinite duration, non-modulated signal: In the following the spec-
trum of a non-modulated, repetitive sequence of pulses with infinite duration
is calculated. This sequence, denoted as burst, can be written as an infinite
sum of pulses
s(t) =
∞∑
j=∞
p(t− jtf). (2.27)
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Figure 2.5: Spectrum of single Gaussian pulses with tn = 200 ps and 1 pJ energy. The spectrum
is calculated with a frame duration of 100 ns. The characteristics fm, fC, fL, fH, fc are shown
for the second derivative Gaussian pulse.
Using the convolution operator ∗ and the Dirac distribution δ(t), the burst
can be written as
s(t) = p(t) ∗
∞∑
j=∞
δ(t− jtf). (2.28)
The Fourier transform S(ω) of s(t) is
S(ω) = P (ω) · 2pi
tf
∞∑
j=−∞
δ
(
ω − j 2pi
tf
)
, (2.29)
where P (ω) is the Fourier transform of p(t). It follows immediately from
(2.29) that the spectrum for the non-modulated, periodic burst is discrete.
The spectrum will hence not comply with any spectrum mask4.
Duration limited, non-modulated signal: When the transmission is
bounded in time, the burst can be written as
s(t) =
Nf/2∑
j=−Nf/2
p(t− jtf) =
p(t) ∗ ∞∑
j=−∞
δ(t− jtf)
 · v(t), (2.30)
4Except in the trivial case when P (ω) ≡ 0 which means that no pulses are transmitted.
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where
v(t) =
{
1 if − tv/2 < t < tv/2
0 otherwise
(2.31)
provides a rectangular shaping with duration tv. The Fourier transform
becomes hence
S(ω) = 12pi
P (ω) · 2pi
tf
∞∑
j=−∞
δ
(
ω − j 2pi
tf
) ∗V (ω). (2.32)
The bandwidth of V (ω) is smaller than 2pi/tf if the duration of the burst
is larger than the frame duration, i.e., more than one pulse is transmitted.
Therefore, S(ω) is a continuous functions, yet is composed of a series of
equidistant narrowband contributions. Their amplitudes are given by the
spectrum P (ω). An example of a measured spectrum where these narrow-
band contributions are clearly visible is given in the next section and illus-
tration in figure 2.6.
Modulated signals: It has been shown, that the spectrum of an non-
modulated signal, even when time limited, has peaks. The spectra of mod-
ulated signals are given for example in [Rid05,Rom02,Win99,Kis01,Chr03].
An extension to the spectra of the received signals in multipath channels is
presented in [Tah03]. In general, the presented spectra contains both discrete
and continuous components.
Measured spectrum: The pulse from an Avtech AVM-2-C pulse gener-
ator is upconverted using a mixer and a local oscillator at 3GHz. The
measurement results are shown in figure 2.6. The background noise, mainly
up to 500MHz and an interference from a mobile phone base station at
about 950MHz can be seen. By zooming around the frequency of interest
for the UWB pulse, the discrete nature of the spectrum becomes visible. The
frequency difference between two consecutive narrowband contributions cor-
responds to the constant pulse repetition frequency, which is 10MHz in this
example.
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Figure 2.6: Spectrum density seen by an LeCroy SDA6020 Oscilloscope with a complementary
flat bicone dipole antenna for the Avtech AVM-2-C pulse generator mixed with a 3 GHz carrier
in 3 m distance. The relevant UWB signal is between 2.5 GHz and 3.5 GHz. The signals below
1 GHz and the narrowband signals are due to interferences.
2.3 Propagation Channels
The propagation channel defines the information-theoretic performance lim-
itations for the communication and positioning system. Understanding the
channel is thus important for designing and improving UWB systems [Che04].
There exist a large number of different channel models for narrowband and
wideband communications. Narrowband channel models normally assume
that the channel is not frequency selective. This assumption may not be
valid for wideband communications. In this section, theoretical and empir-
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ical wideband channel models are presented and discussed. The received
pulse shape and its average power will be derived for the selected channel
models.
2.3.1 Literature
In the literature several aspects of the wideband propagation channel can be
found. There exist theoretical approaches leading to a channel model, such
as the geometric theory of the diffraction to explain the propagation [Qiu02],
or models based on experimental data. An overview of the experimental mea-
surement methods is given for example in [Bue02,Muq03]. Models for indoor
and outdoor propagations can also be found in [Bue04]. A huge number of
measurements, performed in the time domain and the frequency domain,
are also presented in the same document. In [SJ02], some results including
propagations through walls and material characterizations are resumed.
2.3.2 Measurement of the Propagation Channel
The measurements of the propagation channel can be made in the time do-
main or the frequency domain. When the channel is linear and time-invariant
(during the period of interest), then the impulse response h(t) and the fre-
quency response H(ω) of the channel are related by the Fourier transform.
Time domain measurements: The time domain measurements have tra-
ditionally been made using sampling oscilloscopes. During the last years,
sampling oscilloscopes have typically been replaced by digital storage oscil-
loscopes with high bandwidth (up to about 13GHz) and very fast sampling
rates (up to 40GS/s) for the measurements of propagation channels. A sem-
inal contribution was [Sal87], where a square law detector and a sampling os-
cilloscope were used to capture the pulses with a center frequency of 1.5GHz
and a duration of approximately 10 ns. The experiments were performed
in an office building and were used to propose a novel propagation model
(see the Saleh-Valenzuela model in section 2.3.4). Other time domain mea-
surements for UWB in office environments are presented in [Cra02,Win02].
In [Cra02] a CLEAN algorithm is applied to the measurement data to esti-
mate the parameters of a selected channel model. In [Win02] the measure-
ments are used to calculate the performance of a rake receiver in a realistic
environment.
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In a time domain description of a linear, time-invariant propagation chan-
nel, the received signal r(t) is related to the transmitted signal s(t) and the
channel impulse response h(t) by
r(t) = h(t) ∗ s(t). (2.33)
To estimate the channel impulse response (2.33) should be solved for h(t).
The solution r(t) = h(t) is found for s(t) = δ(t). In practical systems, it
may be sufficient to generate a sufficiently short duration pulse to measure
the channel impulse response directly5. Another approach would be to cal-
culate h(t) by inverting (2.33) using the inverse operation of the convolution.
This problem is well known in the literature under the name convolution,
because it arises in all situations where a signal s(t) should be estimated but
only a filtered signal r(t) can be measured. For example in terrestrial space
photography, the measured signal (incident light recorded as an image) is
filtered by the transmission through the atmosphere and the optical system
in the camera. In the context of radio astronomy the CLEAN algorithm
has first been proposed for decorrelation [Hög74]. A modified CLEAN algo-
rithm has also been proposed for time of arrival (TOA) estimation in UWB
applications [Lee02]. A more generic but numerically unstable solution for
the decorrelation is shown in the next section discussing frequency domain
measurements.
Frequency domain measurements: These measurements are typically
made using a network analyzer. Measurements in an indoor environment
are presented in [Hov02]. In [Cho04] the measurements are performed in
empty high-rise apartments. In [Gen05,Han03], the measurements are used
to calculate the power delay profile. Finally, in [Pah98], the TOA is calcu-
lated for a frequency-sweeped signal at frequencies between 900MHz and
1 100 MHz. Hence, this provides an estimation of the potential of UWB sys-
tems for a localization system. However, it would be interesting to compare
the outcomes with the ones using signals covering a larger bandwidth.
Converted to the frequency domain, (2.33) becomes
R(ω) = H(ω)S(ω). (2.34)
5E.g., when a multipath propagation channel should be measured, then the duration
of the pulse should be shorter than the minimum difference of arrival times from two
paths.
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The frequency responseH(ω) can now be calculated usingH(ω) = R(ω)S(ω)−1.
Unfortunately, this approach normally does not lead to accurate estimations
of the frequency response for wideband signals. It is numerically unstable
for frequencies for which S(ω) and therefore also R(ω) are small. The result
is thus sensitive to interference and noise. To make the estimation more
robust, a signal s(t) should be selected, such that |S(ω)| is non-negligible for
all frequencies. For example such that |S(ω)| is constant. This is the case for
s(t) being a Dirac pulse, a white noise, a swept sinusoidal signal, or another
wideband signal. The swept sinusoidal signal is used for example in network
analyzers. The phase terms in (2.34) can be eliminated by multiplying (2.34)
with S∗(ω). In this case
R(ω)S∗(ω) = H(ω)S(ω)S∗(ω) (2.35)
and the frequency response is
H(ω) = R(ω)S
∗(ω)
|S(ω)|2 . (2.36)
Also for an estimation using (2.36), s(t) should be a wideband signal, such
that |S(ω)|2 is non-negligible for all frequencies.
Time domain measurements revised: Based on (2.36), the time domain
measurements are revised. Using the inverse Fourier transformation
crs(τ) = h(τ) ∗ css(τ), (2.37)
is obtained, where crs(τ) is the cross-correlation between r(t) and s(t) and
css(τ) is the autocorrelation of s(t). To measure the channel impulse re-
sponse, it is sufficient that css(τ) = δ(τ). Again, this is the case for s(t) a
s(t) such that
css(τ) = δ(τ)
h(t)
×
delay by τ
∫
·dt
crs(τ) = h(τ)r(t)
s(t− τ)
Figure 2.7: Schematic representation of the measurement procedure of the channel impulse
response using a sliding correlator.
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Dirac pulse, a white noise, a swept sinusoidal signal, or another wideband
signal. A possible setup for such a measurement is represented in figure 2.7.
The channel impulse response is a function of τ , which can be adjusted accu-
rately. This approach is for example used in [And02] and is called a sliding
correlator. At the receiver, the delayed signal s(t − τ) is correlated with a
received signal r(t) and thus the value crs(τ) = h(τ) is obtained.
2.3.3 Free Space Propagation
The propagation of a radio signal from a hypothetical isotropic antenna,
which has a unit gain by definition, in the free space is described by a spheri-
cal wave. Due to the conservation of the energy, the received power per unit
area Sr is
Sr = Pt
1
4pid2 , (2.38)
where Pt is the transmitted power, and d is the distance between the trans-
mitting and the receiving antenna. Assuming that the distance is much larger
than the effective area of the receiving antenna d  Ar, the wave front can
be approximated by a plane wave and the received power Pr is
Pr = Pt
Ar
4pid2 . (2.39)
By definition, the effective area of a hypothetical isotropic antenna with no
heat loss is given by
At =
λ2
4pi , (2.40)
where λ = c/f is the wavelength of the radio signal in the propagation
medium. Combining (2.39) and (2.40) the Friis free-space transmission for-
mula is obtained [Fri46]
Pr
Pt
= ArAt
d2λ2
. (2.41)
Today, it is more common to replace the effective areas Ar and At with the
antenna gains Gr = 4piλ−2Ar and Gt = 4piλ−2At such that (2.41) becomes
[And03]
Pr
Pt
= GtGr
(
λ
4pid
)2
. (2.42)
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This model is valid in the far-field or Frauenhofer region of the transmitter
antenna. It is noted, that the power loss depends on the frequency of the
signal. For an UWB signal the geometric average frequency fC should be
taken as an approximation [Sch05]. Most often, a close distance d0 is taken
as a reference with 2D2λ < d0 < d where D is the largest extension of the
antenna. Typically, d0 = 1m for indoor systems. The received power is
given by
Pr(d) = Pr(d0)
(
d0
d
)2
(2.43)
or
Pr(d) [dBm] = 10 log10
(
Pr(d0)
1mW
)
+ 20 log10
(
d0
d
)
(2.44)
The Friis transmission formula is valid for free space propagation and does
not provide accurate results for frequency selective channels such a multipath
propagation channels.
2.3.4 Indoor Propagation
Log-distance path loss model: The log-distance path loss model is an
extension of the free space propagation model (2.43) by introducing a path
loss exponent γ
Pr(d) = Pr(d0)
(
d0
d
)γ
. (2.45)
The path loss exponent characterizes how fast the average received power
decreases with an increase in the transmission distance. The log-distance
path loss model does not include effects like shadowing or reflection and
does hence not provide a mean to calculate the shape of the received signal.
Nevertheless, it is useful to establish a link budget for a communication
system (see section 4.3). Typical values for path-loss exponents for UWB
indoor propagation are between 2.2 and 3.3 [Cra99] compared to 2.0 for free
space propagation.
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Multipath model: Multipath is a propagation phenomenon which results
in signals reaching the receiving antenna by two or more paths [And02]. A
geometric interpretation of the multipath propagation is to associate differ-
ent propagation paths between the emitter and the receiver due to reflection,
refraction, diffraction, ducting, and scattering of the electromagnetic wave.
The mth path has a real valued gain am and a propagation delay τm. Assum-
ing that no dispersion occurs within individual pulses and a linear behavior
of the propagation medium, the channel impulse response is real and is rep-
resented as a superpositions of the multipath components
h(t) =
∑
m
amδ(t− τm) (2.46)
where δ(t) is the Dirac delta function. As already mentioned, the received
signal r(t) is given by the convolution between the transmitted signal s(t) and
the channel impulse response h(t). For a time-invariant channel, i.e., am and
τm are independent of the time t, the propagation channel can be considered
as a linear, time invariant filter. As am and τm depend on the environment
and in particular on the locations of reflecting objects, the assumption of
the time invariance is not in general true for long durations. However, for
typical symbol transmission durations (100 ns to 100µs) the channel can be
assumed to be time invariant. The frequency response of the propagation
channel is given by the Fourier transform of h(t) and is
H(ω) =
∑
m
ame−iωτm . (2.47)
The amplitude response |H(ω)| is in general not constant, but a function of
ω. This means that the signal is more attenuated at some frequencies than
others because of the multipath propagation. Furthermore the attenuations
depend strongly on τm, i.e., the positions of the transmitter, receiver and
reflectors. At a given frequency, a small variation of the positions may result
in an important variation of the received power. This effect is called small-
scale fading and appears for narrowband communications. Being wideband,
the attenuation of a single frequency does not reduce the average received
power of an UWB communication significantly. Hence, the small-scale fading
is normally not important for UWB systems.
The channel impulse response h(t) or the frequency response H(ω) com-
pletely describe the propagation channel. Some characteristics can be ex-
tracted from the parameters am and τm. Directly related to the channel
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impulse response is the power delay profile, which is defined as [Xu00]
PDP = |h(t)|2 =
∑
m
|am|2δ(t− τm). (2.48)
The mean excess delay is given by the first moment of the power delay profile
〈τ〉 =
∑
m
a2mτm∑
m
a2m
, (2.49)
and the root mean square delay spread by the square root of the second
central moment of the power delay profile
στ =
√
〈τ2〉 − 〈τ〉2, where 〈τ2〉 =
∑
m
a2mτ
2
m∑
m
a2m
. (2.50)
The maximum excess delay is either maxm(τm) or the tm for which the ex-
pected value E[a2m] falls below a given threshold. The maximum excess delay
is an important property to characterize the impact of inter-pulse interfer-
ence.
The coherence bandwidth is the bandwidth over which the frequency
correlation function is above a given value. For a value of 0.9, the coherence
bandwidth is approximately [Rap02]
Bc ≈ 150στ . (2.51)
If we consider the root mean square delay spread to be about 10 ns for a
typical indoor propagation channel, the coherence bandwidth is
Bc ≈ 1500 ns = 2 MHz. (2.52)
With typical signal bandwidth in excess of 500MHz, the assumption that the
propagation channel should be considered frequency selective is confirmed.
The coherence time is the time for which the channel can be assumed to
not change significantly. It is related to the Doppler spread fd and therefore
to the movement of the transmitting and the receiving antennas or other
movements in the medium (reflectors). For a large signal bandwidth, the
broadening because of the Doppler spread is small. If the bandwidth of the
signal is much wider than 2fd, the degrading impact of Doppler spread on
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signal reception is negligible [She03]. Two approximations are common. The
first one is
Tc1 ≈ 1
fd
(2.53)
where fd is the maximum Doppler shift given by fd = v/λ and v is the radial
speed between the transmitter and the receiver. The second approximation
Tc2 ≈ 916pifd (2.54)
describes the coherence time over which the time correlation function is above
0.5. The geometric mean between (2.53) and (2.54) results in
Tc ≈
√
9
16pif2d
≈ 0.423
fd
(2.55)
and is often proposed as rule of thumb to estimate a coherence time [Rap02].
For example for v = 10 km/h and fC = 3.5GHz, the coherence time using
this rule of thumb results in Tc ≈ 13ms. For a data rate faster than about
100 symbols per second, the channel can be assumed slow fading.
Saleh-Valenzuela model: The Saleh-Valenzuela model starts with the
physical realization that the signal from different paths arrive in clusters
[Sal87]. It assumes that the clusters as well as the paths within each cluster
arrive at exponentially distributed inter-arrival times. The impulse response
of the Saleh-Valenzuela model is given as
h(t) =
∞∑
n=0
∞∑
m=0
βm,nδ(t− τn − τm,n), (2.56)
wherem is indexing the paths within a cluster and n the clusters. The delays
of the clusters are described by the probability density function
p(τn|τn−1) = Λ exp
(
−Λ(τn − τn−1)
)
, (2.57)
and the delays of the paths within a cluster by
p(τm,n|τm−1,n) = λ exp
(
−λ(τm,n − τm−1,n)
)
. (2.58)
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The magnitude of the mth path within the nth cluster is denoted by βm,n.
It is Rayleigh distributed with a mean given by [Foe03]
〈β2m,n〉 = 〈β20,0〉 exp
(
−τn/Γ
)
exp
(
−τm,n/γ
)
, (2.59)
where 〈β20,0〉 is the average power of the first arrival of the first cluster and
γ and Γ are parameters characterizing the attenuation.
IEEE 802.15.3a: The IEEE 802.15.3a tried to develop a common standard
for a novel high data rate communication system. It achieved to consolidate
23 individual contributions into two proposals: the Multi-Band Orthogonal
Frequency Division Multiplexing (MB-OFDM) supported by the WiMedia
Alliance, and the Direct Sequence-UWB (DS-UWB) supported by the UWB
Forum. As it was not possible to agree on a common proposal, the standard-
ization process was blocked in 2003. Finally, the members voted to withdraw
the project authorization request and hence to dissolve the IEEE 802.15.3a
committee.
For the IEEE 802.15.3a, four channel models have been proposed that
are based in the Saleh-Valenzuela model. The four models are denoted CM1
to CM4 [Foe03]. The CM1 describes a line-of-sight propagation between 0m
and 4m. The CM2 models a non line-of-sight channel for the same range.
CM3 is a non line-of-sight channel between 4m and 10m. Finally, the CM4
models an environment called “extreme non line-of-sight channel”. It may
be used to describe a communication in a building with a large number of
metallic reflectors and an obstructed direct propagation path.
The IEEE 802.15.3a channel model assumes that the rays from the mul-
tipath propagation arrive in clusters. The cluster and the rays within the
clusters are considered separately and have independent parameters. How-
ever, the cluster and the individual rays within the clusters are both modeled
by: 1) a delay described by a Poisson process; 2) a decay factor for the expo-
nential decrease of the average power delay profile; 3) a fading described by
a log-normal process. The resulting impulse response is normalized. Finally,
the total multipath energy is altered by considering a log-normal shadowing.
Some characteristics of the IEEE 802.15.3a channel models are resumed in
table 2.3 [Foe03]. A representative calculated signal using a CM3 model is
shown in figure 2.8. The IEEE 802.15.3a model has been developed for high
data rate systems. However, simulated channels using the IEEE 802.15.3a
model coincide well with the measurements that were made in our laboratory
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Model Characteristic CM1 CM2 CM3 CM4
Mean excess delay (ns) 5.0 9.9 15.9 30.1
RMS delay spread (ns) 5 8 15 25
NP10dB1 12.5 15.3 24.9 41.2
NP85%2 20.8 33.9 64.7 123.3
1 Number of paths within 10 dB of the strongest path.
2 Number of paths that capture 85% of channel energy.
Table 2.3: Characteristics of the IEEE 802.15.3a channel models.
for baseband UWB. It will be used for the numerical simulations in chapters
5 and 6.
IEEE 802.15.4a: The IEEE 802.15.4a has developed alternatives for low
data rate communications, e.g., for technologies that may complement Zigbee
in the future. The channel models to be used for the IEEE 802.15.4a are given
in [TG404]. The nine scenarios assumed are: 1) residental line-of-sight; 2)
residential non line-of-sight; 3) office line-of-sight; 4) office non light-of-sight;
5) outdoor line-of-sight; 6) outdoor non line-of-sight; 7) industrial line-of-
sight; 8) industrial non line-of-sight; and 9) open outdoor environment, such
as farm or snow-covered open area [DB07].
2.3.5 Body Area Propagation
Body area networks are one of the proposed applications for UWB communi-
cations. The body area propagation has been characterized in [For05,Wel02].
The propagation at the human head in particular is discussed in [Zas06,
Zas05]. An application for medical devices that requires transcutaneous
transmissions is presented in [Buc04].
2.4 Noise and Interference
The propagation channels in the previous section allow to calculate the av-
erage received power or even the shape of the received signal. They do not
model any additive noise or interference. However, in practical systems, noise
and interferences are always present and limit the achievable performance of
any communication system. It is therefore important to model them cor-
rectly. In this section common noise and interference models are discussed.
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Figure 2.8: Illustration of the resulting signal when a second derivative Gaussian pulse is trans-
mitted over one representative of the IEEE 802.15.3a, CM3 model.
First the difference between noise and interference should be clarified. A
noise may arise from natural or human sources and is considered to be ran-
dom. One example is the thermal noise in resistors present at any receiver
with a temperature above 0K. An interference results from a human source
and is deterministic. Of particular interest are interferences that are in the
same frequency bands as the signal of interest from the communication sys-
tem such that it can not be eliminated by simple filtering. Interferences can
result from many sources, including narrowband interferences from classical
communication systems, wideband interferences from other UWB devices us-
ing the same or another signaling, and wideband interferences from brush
sparking in electrical motors.
2.4.1 Wideband Noise and Interference
In this section, the AWGN and interferences from other UWB or wideband
devices are considered.
Additive white Gaussian noise: The AWGN models noise sources that
are white and have a Gaussian distribution of the amplitude. A noise is con-
sidered white if the spectrum is flat over the considered frequency bands. The
noise source may be external such as the black body radiation from an object
or internal such as the thermal (Johnson-Nyquist) noise of the receiver. The
AWGN model describes all these noise sources as one external source. The
AWGN model is normally combined with a propagation model and poten-
tially with models for interferences. The noise power due to thermal effects
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is given by
Pη = kTBT (2.60)
where k is the Boltzmann constant, T is the effective noise temperature of
the receiver in Kelvin, and BT is the receiver bandwidth in Hertz. For an
effective noise temperature of 15℃, the noise power density N0 = kT is
−114 dBm/MHz.
Multiuser interference: Multiuser interference is due to interfering users
which are using identical or similar devices. In a network where many iden-
tical UWB devices are deployed, the multiuser interference has to be consid-
ered. Spreading codes can be used to mitigate it. The BER performance in
the presence of multiuser interference will be considered in section 5.7. The
synchronization in the presence of multiuser interference will be considered
in section 6.4.
Interference from different wideband devices: Wideband interfer-
ence may also arise from other wideband or UWB devices. There is in general
no direct control over these devices. Hence, any UWB system should be able
to cope with the interferences that are expected to be present.
Other wideband noise and interference: Other sources of wideband
noise and interference are for example brush sparking from electric motors,
sparks from plasma cutting, arc welding, or other industrial processes. Also
this category of devices may be out of control for the UWB communica-
tion system, and may result in severe degradations of its performance if not
designed properly.
2.4.2 Narrowband Interference
Due to the omnipresence of radio communications, an interference from a
narrowband system may occur. In the most simple case, the narrowband
interference can be modeled as a single tone at a angular frequency ωi and
hence is
i(t) = cos(ωit+ φi). (2.61)
The interference is in general not synchronized with the signal from the user
of interest, such that the phase φi is arbitrary and uniformly distributed over
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[0, 2pi[. The BER performance in the presence of a narrowband interference
is considered in section 5.6. Figure 2.9 shows a measured UWB signal with a
strong narrowband interferer. The narrowband signal is due to the downlink
channel from a base station for mobile phones in the example. In general, the
narrowband interference may have large amplitudes compared to the UWB
pulse. For example, a mobile phone at about 900MHz that emits with 2W
at a distance of 5m from the UWB receiver will be received with −12.5 dBm
when the antenna gain is 1. The associated peak to peak amplitude for
a sinusoidal signal measured at 50Ω is 150mV. This may even result in
non-linearities in the analog front-end of the receiver and hence generate
harmonics or force the variable gain amplifier to reduce its sensitivity such
that the reception of the UWB pulse becomes more difficult.
2.4.3 Intersymbol and Interpulse Interference
In a frequency selective or a dispersive propagation channel, the received
pulse shape is normally altered compared to the transmitted pulse shape6.
When a broadening of the pulse occurs, it may happen that the duration
of the received pulse exceeds the pulse repetition interval. In this case, an
interpulse interference occurs. There are at least three options to counteract
or limit the interpulse interference. The most simple approach is to ensure
that the pulse repetition interval is larger than the maximum excess delay of
the propagation channel. This approach limits the maximum data rate, but
should be considered whenever the communication system should have a low
power consumption, a low complexity, or both. The second option assumes a
Nyquist channel, for which it is possible to transmit data without any inter-
pulse interference, given that the pulse repetition interval corresponds with
the periodical zeros of the channel impulse response. Unfortunately the wire-
less communication channel is in general not a Nyquist channel. The third
option considers the propagation channel as a linear filter, whose effects can
be compensated by an equalization filter at the receiver. The equalization
filter needs to be adjusted permanently to match the current propagation
channel. The implementation of the equalization filter and the parameter
estimation for its tuning increase the complexity of the receiver. The equal-
ization filter provides the best performance and is the best choice for high
data rate systems for which the complexity and the power consumption may
be less important.
6A counter-example are solitons which may exist when the nonlinear and the disper-
sive effects in the medium are mutually compensated.
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Figure 2.9: Pulse generated by AVM-2-C mixed with 3.5 GHz, 14 dBm carrier. Transmission
over 1 m line-of-sight channel. Acquired with SDA6020 with 6 GHz input filter bandwidth, 50 Ω
load, and 20 GS/s.
2.5 Summary
Impulse radio UWB relies on the generation and transmission of a signal
composed of short duration pulses. Commonly the generated pulses are
assumed to be of a Gaussian shape. The occupied bandwidth is mainly
defined by the pulse shape. Among others, amplitude and delay modulations
can be applied to UWB. A spreading code unique for each user may be used
and is repeated for the transmission of each data symbol. The spreading
code improves the robustness against multiuser and other interferences. A
multipath model combined with an additive white Gaussian noise provides
accurate predictions for realistic indoor propagation channels.
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Chapter 3
Architecture Selection
In this chapter, some selected architectures for UWB transmitters and UWB
receivers are presented. The transmitter architectures are presented as a lit-
erature survey. Due to the large number of proposed architectures for UWB
receivers, the discussion has to be restricted to a non exhaustive assortment.
The discussion starts with a short presentation of some incoherent receivers.
Afterwards some coherent receivers are considered. Their presentation starts
with a matched filter receiver. By applying a series of small modifications,
a digital receiver using a modified redundant signed digit (RSD) ADC is de-
rived. This receiver architecture is denoted as RSD receiver. Its performance
is analyzed in the chapters 5 and 6.
3.1 Communication System
A digital communication system can be decomposed into constituting blocks,
as represented in figure 3.1 [Pro01]. The source encoder reduces the redun-
dancy of the data sequence to maximize the data throughput of the com-
munication link. On the other hand, the channel encoder adds intentionally
some redundancy to allow a detection or a correction of possible transmis-
sion errors. The digital modulator adapts the signal to the properties of
the transmission channel. The receiver performs the inverse operations to
reconstruct the transmitted data.
For an optimal source encoder, the data sequence {dk} does not con-
tain any redundancy. In this thesis, the source encoder is not considered.
Nevertheless it is assumed that the data sequence {dk} at the input of the
67
Architecture Selection · 3
Information
Source
Source
encoder
Channel
encoder
Digital
modulator
Channel
+
Output
transducer
Source
decoder
Channel
decoder
Digital
demodulator
dk d
(a)
j,k
, d
(t)
j,k
s(t)
r(t) + η(t)
dˆk
cj
cˆj
Figure 3.1: Constituting blocks of a digital communication system.
transmission system has maximum entropy, respectively does not contain
any redundancy.
As mentioned in the section 2.1.3, the modulated signal (2.15) is entirely
defined by the two sequences {d(a)j,k} and {d(t)j,k}. These sequences are functions
of the data symbols {dk} and the spreading sequence {cj}. The spreading
sequence is in general selected to be unique for each user. It reduces the
sensitivity against different types of interferences, such as multiuser, wide-
band, and narrowband interference. Contrary to CDMA systems, where the
spreading sequence increases the occupied bandwidth of the signal, the band-
width is nearly independent of the sequence {cj} in IR, but is mostly defined
by the pulse shape. For each couple (j, k) the digital modulator generates
one pulse that is radiated by an antenna and propagates through the trans-
mission channel. At the receiver, the electromagnetic wave is captured by
an antenna. The antennas are not considered in this text. Theoretical and
practical considerations about antennas for UWB applications can be found
for example in [Sch05]. The captured signal is then processed by the digital
demodulator and the channel decoder. These two blocks will not be consid-
ered individually in the following, but are considered as a single unit. This
receiving unit outputs an estimation of the received data dˆk.
3.2 Transmitter Architecture and Implementation
A typical implementation of an UWB transmitter is shown in figure 3.2. The
clock provides a periodical signal to a microcontroller or another digital con-
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trol logic. The microcontroller generates an unmodulated, repetitive trigger
signal, and the control signals for the amplitude modulation and the delay
modulation of the individual pulses, d(a)j,k and d
(t)
j,k respectively. The trigger
signal is then delayed accordingly to d(t)j,k. Finally, the pulse generator pro-
vides the radio frequency signal by generating a pulse with an amplitude or
polarity that corresponds to d(a)j,k. All blocks, except the pulse generator, are
standard components widely available on the market. Commercial pulse gen-
erators for UWB applications are available but are still relatively expensive
devices at the moment. However, the technology for pulse generators is well
known from applications such as laser drivers or devices for electromagnetic
compatibility testing. In the next sections, some promising approaches to
build a pulse generator are considered.
3.2.1 Pulse Generator Specifications
To select an architecture, it is required to define the specifications corre-
sponding to the intended application. For a pulse generator, the basic char-
acteristics are the shape of a pulse (e.g. its duration and amplitude), the
pulse repetition frequency, and the output impedance.
Pulse duration: It has been shown in section 2.2, that the bandwidth is
inversely proportional to the pulse duration. For a communication system, a
short duration pulse compared to the pulse repetition period results in a low
duty cycle signal. The low duty cycle may reduce the power consumption as
several blocks of the transmitter or the receiver do not need to be enabled
all the time. For a location system, the high bandwidth results in a high
temporal and spatial resolution capability, important for an accurate location
estimation in multipath propagation channels.
Clock
Micro-
control.
Delay
Element
Pulse
Gen
Trigger
Delay d
(t)
j,k
Amplitude d
(a)
j,k
Delayed Trigger
data dk
Figure 3.2: Transmitter block representation.
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Pulse amplitude: The pulse amplitude is limited by the regulatory au-
thorities as mentioned in section 1.4. For example, the FCC limits the emis-
sion of intentional radiators to 500µV/m measured at a distance of 3m in a
1MHz bandwidth for frequencies between 3.1GHz and 10.6GHz, which cor-
responds to an emitted PSD of −41.3 dBm/MHz. For a signal with a band-
width of 750MHz and assuming that the spectrum uses the maximum PSD
over the whole band, the average power is approximately 56 µW. The max-
imum power assuming a constant amplitude for 750 ps and zero amplitude
for the remaining 99.25 ns is 7.5mW. For an antenna with 50Ω impedance,
the voltage has to be roughly 0.61V. While the assumptions used for this
estimation do not match a real device, e.g., it is not possible to have a flat
spectrum and a constant voltage, the order of magnitude of the pulse voltage
provides a useful estimation also for realistic pulse generators.
Pulse repetition frequency: Increasing the pulse repetition frequency
results in a higher maximum data rate. Furthermore, the synchronization is
faster and the requirements for the clock accuracy are reduced. On the other
hand, increasing the pulse repetition frequency results in a shorter inter-pulse
interval. If the inter-pulse interval becomes smaller than the maximum ex-
cess delay of the propagation channel, inter-pulse interference results. For
low data rate systems, the inter-pulse interference can be prevented by se-
lecting a sufficiently low pulse repetition frequency. E.g. for typical indoor
environments, a pulse repetition frequency of 10MHz will lead to negligible
amounts of inter-pulse interference.
Output impedance: The pulse generator should be compliant with the
laboratory devices for radio frequency. All of them have a 50Ω impedance.
3.2.2 Pulse Generator Technology
Pulse generators can be divided into power and low-power devices. Develop-
ment of modern pulse power devices begun in the 1960s, when radiography
sources based on Marx generators were built [Sch04]. For applications where
pulses with high peak power is required, e.g., in plasma physics, pulsed
power1 is widely used [Mar92,Age98, Sch04]. Pulsed power devices are gen-
erating pulses with a rise time in the order of 100 ps and voltages of more
1Pulsed power describes the science and technology of accumulating energy over a
relatively long period and releasing it quickly.
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than 500 kV [Age98]. In general, they are restricted to repetition frequencies
in the order of some Hz to kHz, and hence do not apply for short-range,
civilian UWB systems. The latter require larger pulse repetition frequencies
and lower pulse amplitudes. In the following, some pulse generation tech-
niques proposed for UWB communications are presented. The techniques
are classified for the following presentation in three categories. First, the di-
rect generation techniques, where the emitted pulse is directly generated by
sufficiently fast components. Second, the signal synthesis, where the pulse is
composed by the superposition of several generation functions. Third, the
up-conversion approach, where a baseband pulse is mixed with a carrier.
Direct generation: This category covers pulse generators, for which the
pulse is generated directly using sufficiently fast components. It may be fil-
tered subsequently to respect the regulatory spectrum restrictions. No local
radio frequency oscillator or mixer is used, which allows low complexity im-
plementations with low power consumption. In [Ger02], a second derivative
Gaussian pulse generator using the nonlinear tanh transfer function of a bipo-
lar transistor is proposed. In [Kim03], the vertical bipolar transistor available
in a complementary metal-oxide-semiconductor (CMOS) process is used to
generate a first and second derivative Gaussian pulse. A simulated peak to
peak amplitude of less than 10mV at 50Ω is reported. In [Mar03b,Mar03a]
a design with four CMOS transistors is presented. A two-input NAND gate,
for which one input signal is inverted compared with the other one, gener-
ates a pulse with a duration given by the delay of the inverter. In [Jun05]
the NAND gate is used with a subsequent pulse shaping circuit. It con-
sists of a high pass filter to eliminate the low frequency components of the
signal and a common source amplifier with a peaking inductor to improve
the exploitation of the FCC spectral mask. In [Sto04], two NAND gates
are used to generate two unipolar pulses. One of the pulses is delayed and
subtracted from the other to obtain an approximation of a first derivative
Gaussian pulse. In [Bag04], a triangular pulse generator generates a short
duration signal. This signal is shaped in an active pulse shaping network
to generate approximately a first derivative Gaussian pulse. The simulation
predicts a minimum pulse width of about 250 ps and a peak to peak volt-
age of about 200mV. A well known option for pulse shaping, building step
signals, and comb generators, is given by the fast transition time of a step
recovery diode [Hew84,Mit03,Han02,Rul04,Han06]. The step recovery diode
has also been used in conjunction with avalanche transistors as pulse shaping
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networks [Les94,Mia03,Han03]. This technique has been used in the heads
of some sampling oscilloscopes, such as the Tektronix S1. Finally, in [Che04]
an implementation of a passive UWB filter as irregular structured conductor
on a printed circuit board is presented. Further discussions of the non-linear
transmission lines can be found in [Cas93].
Signal synthesis: All signals of practical interest for UWB communica-
tions can be synthesized by the superposition of generating functions. The
generating functions may be selected to be orthogonal or not. Fourier syn-
thesis, i.e., the superposition of sinusoidal generating functions is proposed
in [Gil94]. Walsh generating functions are proposed in [Har68,Har69]. In gen-
eral, generating functions with an infinite duration may not be ideal to form
a finite duration pulse by superposition. A large number of generating func-
tions may be required to obtain the requested pulse signal. Furthermore, the
generated signal is deterministic. To allow a modulation of non-predictable
data, the generating functions may be time duration limited in practice. This
can be sinusoidal functions with a limited duration or different functions. For
example, in [Mat05] the UWB pulses are described as B-splines. In general,
pulse generators based on signal synthesis can provide high pulse peak power,
but are complex to implement.
Upconversion: For the generation of a bandpass pulse, the direct syn-
thesis may not be well suited because it may need a pulse shaping with an
associated loss of power. An alternative that avoids filtering is to upconvert a
baseband pulse using a local radio frequency oscillator and a wideband mixer.
This is an implementation corresponding to the mathematical formulation
of the duration limited sinusoidal signals in section 2.1.1.
The advantage of this method is that it is possible to control the band-
width by shaping the baseband signal and to adjust the center frequency
by controlling the oscillator’s frequency. The disadvantage is the increased
power consumption due to the need of a local radio frequency oscillator and a
wideband mixer. However the local oscillator is only operated during a short
period. Such a pulse generator with 2mW power consumption for pulses
with 1GHz bandwidth and 40MHz pulse repetition frequency has been pre-
sented by Imec [Ryc05a,Ryc05b]. It was implemented in a 0.18µm CMOS
process. In [Fan06], a pulse generator for the 3.1GHz to 5.1GHz band is de-
scribed. It is implemented in a 0.25µm SiGe:C BiCMOS process. The pulse
repetition interval is locked to the carrier frequency such that all pulses have
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a constant phase and the same shape. A pulse generator with 4.5GHz center
frequency and an adjustable bandwidth has been designed in our laboratory
and is currently under test.
3.2.3 Tested Pulse Generators
Experiments with laboratory equipment are performed during the execution
of this work for the following two reasons.
• The critical issues for a communications system that deserve a deep-
ened theoretical investigation can be identified.
• The developed theory and simulation models can be verified and im-
proved if necessary.
For the time domain measurements a digital storage oscilloscope LeCroy
SDA6020 and a fast pulse generator are used. The oscilloscope has a band-
width of up to 6GHz and a maximum sampling frequency of 20GS/s. The
advantage of the digital storage oscilloscope compared to a sampling oscillo-
scope is that transient, non stationary signals can be recorded and processed.
The minimal delay between two acquisitions can be significantly reduced
(from ms to µs) using a sequence mode. In the sequence mode the available
memory is filled with the signals acquired at several successive triggering
events before the signal is processed or shown on screen. Two pulse genera-
tors are available in our laboratory for the experiments and described below.
Both provide approximately a Gaussian pulse to the transmitting antenna.
Bipolar transistor pulse generator: The bipolar transistor pulse gen-
erator shown in figure 3.3 is based on a design presented in [Wil91] and im-
plemented in our laboratory. The bipolar transistor works in the avalanche
region to discharge a small capacitor in a very short duration. The shape of
a generated pulse from the bipolar transistor pulse generator is presented in
figure 3.4. Due to the time required to recharge the capacitor, the pulse rep-
etition frequency is limited to about 100 kHz. The pulse duration depends
on the transistor and the equivalent series inductance of the capacitor.
Avtech AVM-2-C: The AVM-2-C pulse generator is a commercial device
and produces pulses with a minimal rise time of about 100 ps and a pulse
duration between 250 ps and 2 ns. The pulse repetition frequency can be as
high as 25MHz. A typical pulse generated by an AVM-2-C is presented in
figure 3.5.
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Figure 3.3: Avalanche pulse generator. VDD is typically between 100V and 300V. Q1 may be
a device specified for avalanche operation or alternatively a low-cost device not specified for
avalanche operation such as a 2N2369 or 2N4401.
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Figure 3.4: A pulse generated by the bipolar pulse generator seen by a 50 Ω charge. Sampled
with the SDA6020 with a 6 GHz input filter bandwidth and 20 GS/s. The dashed line represents
a Gaussian pulse with tn = 321 ps.
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Figure 3.5: Pulse generated by Avtech AVM-2-C sampled with SDA6020 with 6 GHz input filter
bandwidth at 20 GS/s. The dashed line represents a Gaussian pulse with tn = 73.5 ps.
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3.3 Receiver Architecture and Implementation
All the receiver architectures considered in the next sections can be decom-
posed into three elements as represented in figure 3.6. The received signal
r(t) is obtained at the output of the high frequency circuit, composed of
a receiving antenna and an amplifier. A signal demodulator processes the
received signal and provides an observation vector dk[n]. Possible implemen-
tations of the signal demodulator are considered in the next sections. The
detector selects the most probable data symbol dˆk based on the observation
vector. Because of the assumption of the maximum entropy of the data se-
quence {dk} in section 3.1, all possible data symbols are equiprobable. For
a memoryless data transfer in AWGN and a correlation receiver it is shown
in [Pro01] that the optimal detector selects the index for which dk[n] is max-
imal and dk[n] is obtained by a correlation receiver as shown in section 3.3.2.
In the following, the general block representation of a communication sys-
tem is applied to incoherent and coherent receivers. The difference between
the receivers is the algorithm by which the observation vector dk[n] is calcu-
lated. The definitions of the terms coherent and incoherent are well known
for narrowband communications. A receiver is considered coherent, if it re-
quires phase synchronization [Raz98]. More precisely, a coherent receiver
determines the phase of the sinusoidal signal carrying the message and uses
the phase information to demodulate the message. If the receiver does not
require phase synchronization, it is considered to be incoherent. For UWB,
there may be no carrier and hence no phase information. The receiver is
defined to be coherent, if it needs an a priori information for the data de-
modulation and it acquires this information during a synchronization phase.
This can be an estimation of the received pulse shape, the phase of the
spreading sequence, a time delay information between the transmitter and
the receiver, or another property. The receiver is considered to be incoher-
ent if it does not require additional information to be estimated during a
Antenna
Amplifier
Signal
demodulator
Detector
propagated
signal
received
signal
observation
vector
data
symbol
r(t) dk [n] dˆk
Figure 3.6: Receiver block representation.
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synchronization phase.
3.3.1 Incoherent Receiver
In this section, the architectures of selected incoherent receivers are consid-
ered: the energy detection receiver, the rectifying receiver, the autocorrela-
tion receiver, and the threshold receiver. For the last one, a novel approach
for the data demodulation, called timestamp correlation algorithm, is pre-
sented.
Energy detection receiver: The energy detection receiver measures the
energy contained in the received signal during a given time interval. It can
be applied to delay modulated signals and to non-antipodal amplitude mod-
ulated ones. Figure 3.7 shows one of the possible implementations of an
energy detection receiver for a delay-modulated signal. The received signal
and the noise r(t)+η(t) is squared and fed to time domain integrators. Each
integrator estimates the received energy over one chip interval. The chip
during which the received energy is maximum is assumed to contain the
pulse. The number of branches N in the receiver corresponds to the number
of values that the data symbol dk can take, i.e., dk ∈ {0, . . . , N − 1}. To
limit the inter-pulse interference, the chip interval should be selected to be
larger than the channel excess delay to avoid capturing energy during the
following chips. For example, in the IEEE 802.15.4a standard [IEE07], the
chip duration has been selected to be half of the frame duration. For the
×
r(t) + η(t)
tc∫
0
(·) dt
Ntc∫
(N−1)tc
(·) dt
.
.
.
δ(t− ntf)
Select
the
largest
dk[0]
dk[N − 1]
Figure 3.7: Energy detection receiver for pulse delay modulation and equiprobable data symbols.
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energy detection receiver the elements of the observation vector are given by
dk[n] =
ntc∫
(n−1)tc
(
r(t) + η(t)
)2 dt = ntc∫
(n−1)tc
(
r2(t) + 2r(t)η(t) + η2(t)
)
dt, (3.1)
where n ∈ {0, N − 1} denotes the receiver branch.
Rectifying receiver: Closely related to the energy detection receiver is
the rectifying receiver. It is characterized by a half-wave or a full-wave
rectification of the received signal. Rectifying receivers have been proposed
using tunnel diodes and back diodes. A comparison of the sensitivity and
the power consumption between a rectifying receiver and an energy detection
receiver is presented in [Buc05,Buc04]. For the full wave rectifying receiver,
the elements of the observation vector are
dk[n] =
ntc∫
(n−1)tc
∣∣r(t) + η(t)∣∣ dt = ntc∫
(n−1)tc
√
(r(t) + η(t))2 dt. (3.2)
Autocorrelation receiver: An autocorrelation receiver for UWB com-
munication systems to receive transmitted reference signals was proposed
originally in [Hoc02]. Each symbol is transmitted by a pair of pulses. The
first pulse is not modulated while the second one is modulated by the data
symbol dk. The delay between the two pulses should be selected to be greater
than the channel excess delay and smaller than the channel coherence time.
In this case, the distortion of the two pulses can be assumed to be similar
and the pulses are correlated. The autocorrelation receiver uses the first
pulse as a reference for the demodulation of the second pulse. The signal
can be pulse-, delay-, or amplitude-modulated. An example of a receiver
for a delay-modulated signal is represented in figure 3.8, where the delays
are given by τdk . The autocorrelation receiver does not require a channel
equalization by adaptive filters or other means. Hence, it has a relatively
low implementation complexity. For the receiver shown in figure 3.8, the
elements of the observation vector are
dk[n] =
tf∫
0
[r(t) + η(t)] · [r(t− τˆn) + η(t− τˆn)] dt. (3.3)
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Figure 3.8: Autocorrelation receiver for a delay modulation between reference pulse and data
pulse and equiprobable data symbols.
For the transmitted data symbol dk and an AWGN propagation channel the
received signal is r(t) = p(t) + p(t − τdk ) plus additive noise. The noiseless
observation vector is
d˜k[n] =
tf∫
0
(p(t) + p(t− τdk ))(p(t− τˆn) + p(t− τˆn − τdk )) dt. (3.4)
or
d˜k[n] =
tf∫
0
(p(t)p(t− τˆn) + p(t)p(t− τˆn − τdk )+
+ p(t− τdk )p(t− τˆn) + p(t− τdk )p(t− τdk − τˆn)) dt
(3.5)
If the delays τn are larger than the pulse duration then (3.5) simplifies to
d˜k[n] =
tf∫
0
p(t− τdk )p(t− τˆn) dt =
{
REp if n = dk
0 if n 6= dk
. (3.6)
It is noted from (3.6) that it is required that τdk = τˆn for dk = n. This
means that the delay elements in the transmitter and the receiver need to be
matched. Any mismatch of the delays will deteriorate the performance. The
delays may be tuned once during the fabrication of the devices. It follows
furthermore from (3.6) that the orthogonality of the elements of d˜k[n] is
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invariant to a change of the time variable t → t + δt as long as the pulses
are still received during the integration interval. Hence, the autocorrelation
receiver does not require an accurate synchronization in the order of the pulse
duration (typically ≈ 1 ns), but only a data synchronization such that the
pulses are still received during the integration interval (typically ≈ 100 ns).
Presented in the most simple form the autocorrelation receiver has some
challenges to face. In the following, some of the them and ideas to improve
the characteristics of the autocorrelation receiver are sketched.
• Because of the transmission of two pulses for each data symbol, the
throughput is lower than for other receiver architectures. However, a
differential signaling can be used with the autocorrelation receiver to
increase the throughput. With differential signaling, each pulse trans-
mits a data symbol and serves also as a reference for the consecutive
pulse.
• The delays τdk and τˆn need to be adjusted accurately and are typi-
cally in the range of tens of nanoseconds. As the UWB radio signal
is applied to the input of the delay element, they need to have a wide
bandwidth. It is a challenging task to develop a delay element with all
the above mentioned characteristics in an integrated circuit. A simple
solution such as a coaxial cable with a given length is feasible. How-
ever this approach leads to a relatively large size of the receiver and an
important power consumption because of the need of buffers to drive
the cables. To avoid the delay element, alternative signaling schemes
for the autocorrelation receiver have been proposed. For example, the
reference pulse and the data pulse can be sent at the same time with
a small offset of the center frequency [Zha06].
• The BER performance of the autocorrelation receiver in AWGN is sub-
optimal. This is due to at least two reasons. A noisy template is used
for the correlation which increases the noise at the detector compared
with a receiver that applies a locally generated template. Due to the
non-linear transfer function, the autocorrelation receiver is suscepti-
ble to interference in general and intra- and inter-symbol interference
specifically [Rom05]. However, it is noted that the autocorrelation re-
ceiver has a low implemented complexity and offers a BER performance
comparable (in AWGN) or superior (immunity against narrowband in-
terference) to an energy receiver. Further performance improvements
are achievable at the cost of an increased complexity, e.g., by splitting
the correlation interval to a number of shorter duration correlations,
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which are then linearly combined [Leu05].
Threshold receiver: A threshold receiver detects when the received sig-
nal exceeds a given threshold voltage and triggers an event. The trigger-
ing event may be used to measure the TOA or another characteristic of
the received signal. A threshold receiver based on tunnel diodes for UWB
communication systems and for radio detection and ranging has been pro-
posed [Fon01,Fon98]. The ambient noise and interference level is monitored
and the bias of the tunnel detector adjusted to maintain a constant false
alarm rate. The same bias control is also used to time gate the receiver. By
adjusting the delay of the bias control with respect of the emission of an
impulse, the radio detection and ranging system is only sensitive for echoes
resulting from objects at a given distance.
A threshold receiver measuring the TOA can also be used for communi-
cation systems. It is assumed that the Nf pulses are coded using time de-
lays, i.e., the transmission times are given by the sequence {Tj,k(dk)}, with
j ∈ {0, . . . , Nf − 1} for the transmitter of interest. The receiver stores the
TOAs of the received pulses as a sequence {Tˆi,k}, with i ∈ {0, . . . , Nˆf} and
compares it with the reference sequences {Tj,k(n)} for all possible values of
n to select the most probably received data symbol dˆk. Nˆf is the number of
received pulses and can be different from the number of transmitted pulses
Nf. Interference may result in additional TOAs (Nˆf > Nf) or undetected
pulses (Nˆf < Nf). In the following, two algorithms are presented. The first
one uses a least squares estimation, the second one approximates a signal
correlation but requires only the TOAs.
The least squares estimation has been proposed in [Mis07]. For the dis-
cussion of the least squares estimations it is assumed that Nˆf = Nf. The least
squares estimation compares the sequence of the measured TOAs {Tˆj,k} with
the reference sequences {Tj,k(n)} for all possible values of n by calculating
bk[n] =
Nf−1∑
j=0
(Tˆj,k −∆T − Tj,k(n))2. (3.7)
In a first step, the constant delay offset ∆T is estimated such that bk[n] is
minimal. In a second step, the most probable received symbol dˆk will be
detected. The constant delay offset is obtained with ∂bk[n]/∂∆T = 0, which
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results in
∆T = 1
Nf
Nf−1∑
j=0
(Tˆj,k − Tj,k(n)). (3.8)
It is noted that the least squares estimation of the delay offset ∆T is given
by an arithmetic average. After inserting (3.8) in (3.7) the most probable
received data symbol dˆk can be estimated using dˆk = arg minn bk[n]. The
least squares approach offers good performance if Nˆf = Nf and the error
probability for the measurements Tˆj,k are Gaussian distributed. In this case,
the performance equals to the one of the maximum likelihood estimation.
However, both assumptions are not true in general.
In the following, an algorithm is presented that does neither require
Nˆf = Nf nor assume a Gaussian error probability. Because the algorithm
calculates an approximation of a signal correlation and is using the TOA es-
timations only, it will be called timestamp correlation algorithm. To derive
the timestamp correlation algorithm we assume that the reference signals
s[n] and the received signal r[n] with length N can be approximated by
binary signals
s[n] =
{
1 if n ∈ {bTj,k(dk)/tec}
0 otherwise
, r[n] =
{
1 if n ∈ {bTˆi,k/tec}
0 otherwise
(3.9)
as illustrated in figure 3.9. The interval te is a reference interval to convert
the arrival times to integer values and b·c is the floor operation. For time
discrete systems, te is typically set equal to the sampling interval. The cyclic
correlation2 between the received signal and the reference signals is defined
as a function of the offset m by
Csr[m] =
N−1∑
n=0
s[n]r[n	N m], (3.10)
where m ∈ {0, . . . , N − 1} and 	N is the subtraction modulo N . The
correlation sequences Cs0r[m] and Cs1r[m] for two exemplary reference se-
quences s0[n] and s1[n] are also represented in figure 3.9. The elements of the
observation vector are then calculated from the correlation sequences using
2The cyclic correlation reflects the repetitive nature of the code sequence for each
symbol.
81
Architecture Selection · 3
tref seq 0: s0[n]
code (1, 2, 0, 1) 1 7 10 16
tref seq 1: s1[n]
code (3, 1, 0, 2) 3 6 10 18
t
received seq: r[n]
3 9 12 18
τ
Cs0r [m]
0 4 9 14
τ
Cs1r [m]
0 4 9 14
Figure 3.9: Numerical example of the cyclic correlation resulting for signals composed of rect-
angular pulses.
dk[n] = maxmCsnr[m]. Instead of calculating the time domain correlation
between the signal r[n] and s[n] using (3.10) the correlation sequence can be
obtained directly from the TOAs with the following algorithm.
Initialize Csnr with zero values
for j = 0 to Nf − 1
for i = 0 to Nˆf − 1
Calculate m = Tˆi,k 	N Tj,k(dk).
Increment the value at Csnr[m]
end i
end j
The above algorithm is iterated for each admissible value of n. For the same
numerical example as given in the figure 3.9, the outcome of the algorithm
is
Cs0r[m] = (0, 0, 4, 0, 0, 1, 0, 1, 2, 0, 0, 2, 0, 2, 0, 0, 2, 1, 0, 1)
t, d[0] = 4
(3.11a)
Cs1r[m] = (2, 0, 1, 1, 0, 1, 2, 0, 1, 1, 0, 1, 1, 1, 1, 1, 0, 1, 0, 1)
t, d[1] = 2
(3.11b)
as expected. The advantages of the timestamp correlation algorithm com-
pared with the signal correlation are the following.
• The number of operations to calculate Csnr[m] is proportional to NˆfNf.
The required operations are one subtraction, one incrementation, and
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one modulo operation. In particular neither multiplications nor divi-
sions are required. The timestamp correlation algorithm can thus be
written for efficient execution on microcontrollers, field programmable
gate arrays, or integrated circuits.
• The timestamp correlation algorithm is robust against additional or
missing pulses due to interference or multipath propagation.
• The timestamp correlation algorithm uses only the TOAs of the pulses.
They can be stored and transfered to other devices using a few number
of bytes. Therefore, the algorithm applies well to applications where
the receiver sends the TOAs to an external device for the remaining
signal processing.
• The elimination of the received pulse shape by the approximation by
square pulses results in a performance loss in AWGN. In the presence
of a strong interference, the timestamp correlation algorithm may be
even more robust than a correlation receiver.
The timestamp correlation algorithm can be adjusted to specific situations.
For example the robustness against timing jitter can be improved by incre-
menting not only the value at the position m = Tˆi,k	N Tj,k(dk), but also the
neighboring values by an amount smaller than or identical to 1. Finally it is
noted that the values Tj,k(dk) and Tˆi,k may represent the TOAs of a burst of
several pulses. In that case a signal processing resulting in an improvement
of the signal to noise ratio (SNR) can be implemented prior to the threshold
operation.
3.3.2 Coherent Receiver
A coherent receiver may use a local estimation of the received pulse shape
or another property. Such a locally generated pulse shape is called the pulse
template. The correlation between the pulse template and the received signal
allows that the received signal energy is fully exploited and used for the
demodulation. Hence, the pulse template can be considered as a mean to
recollect the energy spread due to the multipath propagation channel. An
example of a coherent receiver is a rake receiver that estimates the delay
and amplitude of each of the multipath propagations using fingers. With
error-free estimations, this results in the matched filter receiver. It is well
known that the matched filter receiver and the correlation receiver minimize
the BER in AWGN [Pro01]. However, the complexity of a coherent receiver,
in particular the matched filter receiver, is greater than for the previously
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considered incoherent receivers. In this section, we will describe a series of
modifications to the correlation receiver leading to receiver with a moderate
complexity, a near minimal BER performance in AWGN, and a high potential
for a low power consumption implementation. A possible implementation
will be presented in section 3.4.
Time reversed communication: The idea of the time reversed commu-
nication is to use the properties of the propagation channel to simplify the
receiver architecture and implementation. In a first step the impulse re-
sponse h(t) of the propagation channel is measured. The transmitter then
uses a pulse shape p(t) = h(−t) for the communication. Without consider-
ing the noise, the received pulse shape is proportional to p(t) ∗ p(−t), which
corresponds to the autocorrelation of a real-valued symmetric pulse. When
the received signal is sampled at the correct instants, the measured ampli-
tude corresponds directly to one element of the observation vector dk[n] of
a correlation receiver (see next section). Hence, the time reversed commu-
nication requires an accurate time synchronization. The use of the propaga-
tion channel as a matched filter requires also an accurate measurement of
the channel impulse response and a highly accurate generation of arbitrary
pulse shapes. Thus, the reduced complexity of the receiver implementation is
traded against a more complex transmitter. More details of the time reversed
communications can for example by found in [Qiu07].
Correlation receiver: A possible realization of the matched filter re-
ceiver, the correlation receiver, is shown in figure 3.10. In this case, the
elements of the observation vector are given by
dk[n] =
∫
ts
[r(t) + η(t)]rˆn(t) dt−REn (3.12a)
=
∫
ts
r(t)rˆn(t) dt+
∫
ts
η(t)rˆn(t) dt−REn, (3.12b)
where En is the energy of the nth data symbol. In the first integral the
correlation value between the received signal r(t) and the reference signals
rˆn(t) is calculated for a time delay τ = 0. The correlation value is maximum
and equal to En for r(t) = rˆn(t). Hence, the maximum correlation value is
obtained for the receiver branch n that corresponds to the transmitted sym-
bol dk and for a synchronized system. For all other branches the correlation
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Figure 3.10: Correlation receiver. The received signal is correlated with a symbol duration
template.
value is smaller. It may be 0 for orthogonal communications, −En for antipo-
dal communications, or take another value. Often, all the signals rˆn(t) have
the same symbol energy. In that case, the subtraction of the energies En in
all branches of the receiver is void. Assuming furthermore a binary modula-
tion N = 2 the matched filter receiver can be simplified and is represented
in figure 3.11.
In (2.15) it is shown that the considered modulations (AH-AM, AH-TM,
THM -AM, THM -TM) can all be written as a sum of pulses. For the kth
data symbol, the received signal is
r(t) =
Nf−1∑
j=0
d
(a)
j,kq(t− jtf − d(t)j,ktc). (3.13)
The template signal in the nth branch of the receiver can be selected to be
rˆn(t) =
Nf−1∑
j=0
dˆ
(a)
j,nqˆn(t− jtˆf − dˆ(t)j,ntˆc). (3.14)
where dˆ(a)j,n and dˆ
(t)
j,n are the nth reference sequences and tˆf and tˆc are the
receiver’s durations for the frame and the chip respectively. In the following
an equivalent, yet novel, architecture is derived. To simplify the notation,
the noise term is not written during the development, but only re-introduced
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Figure 3.11: Variation of the correlation receiver for equiprobable binary data symbols with
equal energy.
at the end. The elements of the noiseless observation vector are
d˜k[n] =
ts∫
0
[
r(t)rˆn(t)
]
dt (3.15)
We assume that the accumulated timing error due to a difference between
tf and tˆf is smaller than the frame duration tf. In this case the result after
inserting (3.13) and (3.14) in (3.15) and keeping only the non-zero contribu-
tions is given by
d˜k[n] =
ts∫
0
Nf−1∑
j=0
d
(a)
j,kdˆ
(a)
j,nq(t− jtf − d(t)j,ktc)qˆn(t− jtˆf − dˆ(t)j,ntˆc)
dt (3.16)
For a synchronized system the code sequence at the receiver matches the one
from the transmitter and the outcome of d(a)j,kdˆ
(a)
j,n is either +1 for all j or −1
for all j. We assume without loss of generality that the pulse template qn(t)
is defined such that the multiplied amplitudes are all positive. In that case
the multiplied amplitudes d(a)j,kdˆ
(a)
j,n vanish. Because of the finite duration of
the pulses, the terms q(t)qˆ(t − j) for which the delay j is larger than the
pulse duration are zero and (3.16) can be written using two summations as
d˜k[n] =
ts∫
0
Nf−1∑
j=0
q(t− jtf − d(t)j,ktc)
Nf−1∑
j=0
qˆn(t− jtˆf − dˆ(t)j,ntˆc)
dt. (3.17)
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When applying a common time shift jtˆf + dˆ(t)j,ntˆc to both summations, all the
pulses are all located in the first frame. It is sufficient to integrate over the
first frame and (3.17) becomes
d˜k[n] =
tf∫
0
Nf−1∑
j=0
q(t− jtf − d(t)j,ktc + jtˆf + dˆ(t)j,ntˆc)
Nf−1∑
j=0
qˆn(t)
dt. (3.18)
The second sum is Nfqˆ(t) and hence
d˜k[n] = Nf
tf∫
0
qˆn(t)
Nf−1∑
j=0
q(t− jtf + jtˆf)− d(t)j,ktc + dˆ(t)j,n tˆc)
dt. (3.19)
Including the noise and using τj = jtf + d(t)j,ktc and τˆj = jtˆf + dˆ
(t)
j,n, the result
is
dk[n] = Nf
tf∫
0
Nf−1∑
j=0
q(t− τj + τˆj)

︸ ︷︷ ︸
summed signal
qsum(t)
qˆn(t) dt
︸ ︷︷ ︸
noisefree correlation value d˜[n]
+Nf
tf∫
0
Nf−1∑
j=0
η(t+ τˆj)

︸ ︷︷ ︸
summed noise
ηsum(t)
qˆn(t) dt
︸ ︷︷ ︸
colored noise
(3.20)
Assuming that η(t) is a white Gaussian noise process of zero mean and
variance N0/2, the summed noise ηsum(t) is also a white Gaussian noise
process of zero mean and variance NfN0/2.
The block diagram of the receiver architecture described by (3.20) is
shown in figure 3.12. The received pulses are first coherently combined and
subsequently correlated with the pulse templates qˆ0(t) and qˆ1(t). It is noted
that in a practical system it may not be required to implement two inde-
pendent branches for the two correlations. For antipodal amplitude modula-
tion (AM) where qˆ1(t) = −qˆ0(t) a single branch is sufficient. For orthogonal
time modulation (TM) it is sufficient to calculate a single correlation using
the template qˆ0(t) − qˆ1(t). In both cases, the sign of the correlation value
is used to detect the most probably received symbol. For clarity such op-
timizations of the implementation are not yet considered. The observation
vector is still updated at the symbol frequency. An implementation using
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analog circuits is difficult because memory elements are required to store the
intermediate results of the coherent addition of the pulses. Possible solu-
tions, such as an analog yet time discrete memory based on a charge coupled
device, have a high power consumption and may decrease the SNR.
Digital receiver: The memory elements required for the implementation
of a receiver described in (3.20) could be standard digital elements, if the
signal is digitized before. The block diagram of the resulting receiver is shown
in figure 3.13. However, this implementation requires a fast ADC with a high
sampling frequency and a fast memory. The high sampling frequency results
in an important power consumption of such a receiver. One approach to
lower the sampling frequency consists in combining the coherent addition, the
memory element, and the conversion unit into a single element. A modified
redundant signed digit (RSD) ADC is a promising candidate to incorporate
the coherent addition as a part of the analog to digital conversion algorithm.
In the following, a RSD receiver based on modified RSD ADC is shown.
3.4 RSD Receiver
In this section, the architecture and the working principles of the RSD re-
ceiver are presented. The RSD receiver is one possible implementation of
a receiver that coherently adds the received pulses before correlating the
summed signal with a pulse template. The performance of this category of
receivers is estimated in the chapters 5 and 6.
3.4.1 Architecture
The block representation of the RSD receiver is shown in figure 3.14. The sig-
nal processing, e.g., a correlation with a pulse template and the algorithms
for the decision unit, can be implemented on a central processing unit, a
digital signal processor, a field programmable gate array, or another digital
device. The corresponding block representation is shown in figure 3.15. The
element containing the ADC is denoted as the conversion block and will
be considered in section 3.4.3. Compared with the analogous correlation re-
ceiver, the digital processing unit may provide higher flexibility. For example
an arbitrary template for the correlation can be generated. The digital pro-
cessing unit may even have some reconfigurability, such that it can be used
for comparing the performance of different demodulation algorithms.
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Figure 3.12: Variation of the correlation receiver for equiprobable binary data symbols with
equal energy using an analog memory element and coherent pulse combining. The summed
signal is correlated with a frame duration template.
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Figure 3.13: Digital implementation of the correlation receiver using a coherent pulse combining.
3.4.2 Coherent Addition
The coherent addition of the pulses in (3.20) is
qsum(t) =
Nf−1∑
j=0
q(t− τj + τˆj). (3.21)
The working principle of a receiver using the coherent addition (3.21) is
illustrated in figure 3.16. In this example, the received signal r(t) is composed
of four pulses. The receiver is able to acquire and store the signal during a
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modif.
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Figure 3.14: A correlation receiver with coherent pulse combining using modified RSD ADCs.
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Figure 3.15: Digital implementation of a receiver using modified RSD ADCs.
short period, resulting in the acquisition windows wj,k(t). All the acquisition
windows wj,k(t) are then combined to obtain the summed signal
wk(t) =
Nf−1∑
j=0
wj,k(t). (3.22)
In the RSD receiver, the coherent addition is made as a part of the analog
to digital conversion algorithm (see section 3.4.4). For each sample during
the acquisition window one dedicated modified RSD ADC is used. During
the first acquisition window, the voltage of the input signal at the sampling
instant is transferred to a capacitor in the ADC. During the second and all
the following acquisition windows, the input voltage at the sampling instant
is added to the voltage already stored on the capacitor. Finally, the outcome
90
3.4 · RSD Receiver
of each ADC is one element of the summed signal
qsum[n] = wk[n] =
Nf−1∑
j=0
wj,k[n]. (3.23)
Considering (3.21) it is noted that the addition of the acquisition windows is
coherent only for τˆj = τj . This means that the instant when the acquisition
of the signal occurs needs to be accurately controlled. This instant depends
among others on the spreading code sequence {cj}. A possible implemen-
tation of the block containing the modified RSD ADCs is considered in the
next section.
3.4.3 Implementation of the conversion block
The conversion block in figure 3.15 receives the signal r(t)+η(t) and provides
the summed, sampled, digital signal qsum[n]. A possible implementation of
this block is shown in figure 3.17. The received signal is transferred to
several time interleaved modified RSD ADCs. Each ADC stores and adds a
sample with a given delay with respect to the beginning of the acquisition
window. At the end of the conversion each ADC contains one element of
the summed signal qsum[n]. The sampling interval is given by the delay te
of the internal clock CLKint between the ADCs. The internal clock provides
a trigger signal to mark the beginning of the acquisition window. This task
requires an information of the spreading code cˆj and the chip duration tˆc.
The external clock provides a signal at the frame rate. The external clock is
then delayed accordingly to the spreading code.
3.4.4 Implementation of a single converter
As already mentioned, several ADCs in a time-interleaved mode are used
for the receiver implementation. Each ADC has a memory element to store
one sample of the signal qsum[n]. The memory element is implemented as a
capacitor where a charge can be stored. Generally speaking, the RSD ADC is
a variant of the algorithmic ADC. The RSD algorithm performs a comparison
against two threshold levels and provides a ternary result (−1,0, and 1)
as result for each conversion step [Ust03]. The number of times that the
thresholds are exceeded is counted and converted in a digital representation
of the sampled voltage. In the following, two modes of operation of the
modified RSD ADC and their application to UWB are considered more in
detail.
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Figure 3.17: Implementation of the code demodulation and the coherent addition in a RSD ADC
receiver.
Adding mode: The adding mode is responsible for the coherent addition of
the received pulses. A flow diagram of the algorithm used during the adding
mode is shown in figure 3.18. For the initialization, the input voltage (after
a track and hold circuit) vin is transferred to the capacitor and stored as vx.
The voltage vx is then compared to a threshold voltage vth. When the thresh-
old is exceeded (vx/vth > 1) a given voltage va is subtracted from vx and
the output of the conversion cell provides a signal bi = 1. When a negative
threshold is exceeded (vx/vth < −1) a given voltage is added and the output
provides a signal bi = −1. If the voltage vx does not exceed any threshold,
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the output is bi = 0. As a next step the counter i is increased and a new input
voltage vin is added to the stored voltage vx. If all the pulses are added the
process stops. Otherwise the stored voltage is again compared against the
threshold and the acquisition and conversion operations are repeated. The
output sequence {bi} is measured for the average input voltage 〈vin〉 present
during the acquisitions. The average input voltage can be calculated using
〈vin〉 = va
Nf
Nf−1∑
i=0
bi (3.24)
if vth ≤ va ≤ 2vth. It is noted, that the average input voltage is proportional
to the average value of bi. Hence, to increase the resolution of the input
voltage measurement by one bit, Nf has to be doubled. Hence, for the
acquisition of 16 pulses the result is coded on 4 bit. The adding mode alone
may require a prohibitively large number of pulses to provide a sufficient
resolution. However, the adding mode may be used in combination with the
doubling mode described below. It is noted that the coherent addition of the
pulses does not require any hardware other then the one already available
by the ADC. Furthermore the modified RSD ADC allows to use a small
capacitor resulting in a good sensitivity without a reduction of the full scale
range.
Doubling mode: The doubling mode can increase the resolution of the
resulting digital value without the need to increase the number of pulses
per symbol. A flow diagram for the doubling mode algorithm is shown in
figure 3.19. It is noted that the algorithm is very similar to the adding mode.
It is assumed for the doubling mode that the voltage to be converted is
already transferred and stored on the internal capacitor. The main difference
compared to the adding mode is that for each cycle the internal voltage is
doubled vx ⇐ 2vx. The number of cycles I is independent of the number
of pulses per symbols. For each additional cycle the resolution increases by
one bit. The reconstruction of the voltage initially stored on the capacitor
is given by
vx = va
I−1∑
i=0
bi2−i. (3.25)
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end
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Figure 3.18: Flow diagram for the algorithm used in the RSD ADC during the adding mode.
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> 1 < −1
else
false
true
Figure 3.19: Flowchart for the algorithm used in the RSD ADC during the doubling mode.
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Throughput: The best strategy to maximize the throughput for a given
Nf is to use the adding mode for the reception of the Nf pulses and to switch
to the doubling mode until the required resolution is obtained. Table 3.1
shows the resulting maximum data throughput in kSymbol/s for a given
pulse repetition rate. The number of pulses Nf is arranged horizontally, the
required resolution in bits vertically.
3.5 Summary
A fast pulse generator is required for the implementation of a transmitter.
For typical average output power for UWB communications, a pulse gener-
ator may be implemented using a standard CMOS process resulting in low
cost and low power devices.
The receiver architectures can be classified into incoherent and coherent
ones. An incoherent receiver may result in a simplification of the synchro-
nization and tracking algorithms, but may typically not achieve a bit error
rate as low as the one of a coherent receiver. In this chapter, a receiver
architecture based on a modified redundant signed digit (RSD) ADC which
has a near optimal BER performance has been presented. It is tailored for
a low power consumption when implemented in a CMOS process.
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Chapter 4
Design Considerations
In this chapter, some aspects to be considered during the implementation
of the UWB communication system are illustrated. These aspects include
an evaluation of the required performance of the ADC, the burst mode for
which the instantaneous data rate may exceed the average data rate, and a
link budget.
4.1 Analog to Digital Converter
In this section, the impact of the limited sampling rate and the quantization
error due to a limited precision of the sample representation are considered.
4.1.1 Sampling Frequency
The sampling frequency should be selected as low as possible for practical
reasons. A low sampling frequency simplifies the implementation of the
receiver, reduces the required processing power, and decreases the power
consumption. In the following, the lower bounds for the sampling frequency
are estimated. The criterion for the lower bound is that the non quantized
samples should be sufficient to reconstruct the analog signal perfectly. The
discussion starts with a sampling at the Nyquist rate, considers the condi-
tions for which undersampling is possible, and finally replaces the notation
of the signal bandwidth with the rate of innovation one.
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Figure 4.1: Nyquist rate sampling
Sampling at the Nyquist rate: In the original formulation, the well-
known sampling theorem1 applies to signals with an upper frequency bound.
In [Sha49] the sampling theorem is stated as:
“If a function f(t) contains no frequencies higher than W cps
[cycles per second], it is completely determined by giving its or-
dinates at a series of points spaced 1/(2W ) seconds apart.”
It is noted that this statement relates the sampling interval to the maximum
frequency contained in the signal and not to its bandwidth. The maximum
frequency coincides with the bandwidth only for baseband signals. The sam-
pling theorem can be illustrated in an intuitive manner in the frequency
domain, for example with a representation as shown in figure 4.1. Rigorous
derivations can be found in the literature, e.g., in [Sha49]. Let the signal
r(t) be the signal to be sampled. Its Fourier transform R(ω) is limited by
an upper angular frequency ωH. We define a continuous signal rd(t) that is
zero everywhere except at the instants nte for which rd(nte) = r(nte). As
the signal rd(t) is non-zero only for the sampling instants, it contains the
same information as a sampled signal r[n]. The signal rd(t) can be written
as a multiplication of the signal r(t) and a train of Dirac pulses
rd(t) = r(t) ·
∞∑
n=−∞
δ(t− nte) (4.1)
1Named after Nyquist, Whittaker, Shannon, Kotelnikov, or combinations thereof.
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The Fourier transform Rd(ω) of the signal rd(t) is hence
Rd(ω) =
1
2pi
R(ω) ∗ 2pi
te
∞∑
n=−∞
δ(ω − n2pi
te
)
 (4.2a)
= 1
te
∞∑
n=−∞
R(ω − n2pi
te
) (4.2b)
The Fourier transform R(ω) is repeated around the multiples of the sampling
frequency ωe = 2pi/te. These frequency-shifted replicas R(ω−nωe) are called
aliases. If ωe ≥ 2ωH, then the aliases do not overlap and the original signal
r(t) can be reconstructed perfectly from rd(t). If ωe < 2ωH then the aliases
overlap and the signal cannot be reconstructed in general2. From the two
observations follows that the lowest possible sampling frequency is given by
the Nyquist rate.
Sampling at the Nyquist rate with prior signal filtering: To en-
sure the bandwidth limitation for arbitrary input signal a lowpass filter with
an angular cut-off frequency ωe/2 may be used prior to the sampling. This
avoids aliases but results in a modification of the signal, e.g., a modified pulse
shape. In figure 4.2, an UWB pulse is sampled with 1GS/s and 10GS/s. The
input bandwidth is 3GHz or 200MHz. For each configuration 8 acquisitions
are superposed. Figure 4.2 (c) may serve as a reference. In figure 4.2 (a) it
is noted that sampling at 1GS/s with an input bandwidth of 3GHz results
in large variations of the acquired signal shape. This configuration will not
result in a reliable reception of the pulses. When the input filter bandwidth
is reduced to 200MHz as in figure 4.2 (b) and (d) the signal is reliably re-
ceived. However a part of the signal energy is lost. The pulse has a reduced
amplitude and an increased duration.
Undersampling of bandpass signals: A signal is denoted as bandpass,
if the lower frequency ωL is larger than zero and a finite upper frequency ωH
exists. In this case, sampling at the Nyquist rate is still sufficient but not
necessarily required. For a bandpass signal, the condition is that a positive
n exists such that its Fourier transform R(ω) is zero for all ω outside of the
2There exist however signals for which a perfect reconstruction is nevertheless possible.
One class of such signals is considered later in this section.
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Figure 4.2: Impulse generated by a pulse generator using a bipolar transistor sampled with
SDA6020 with 3GHz and 200MHz input bandwidth with 1GS/s and 10GS/s.
band (
−n2ωe,−
n− 1
2 ωe
)
∪
(
n− 1
2 ωe,
n
2ωe
)
. (4.3)
The corresponding reconstruction filter is then given by
n sinc
(
nt
te
)
− (n− 1) sinc
(
(n− 1)t
te
)
. (4.4)
When n = 1, the criterion for baseband signal is found. For n > 1, the
sampling is below the Nyquist rate and is called undersampling. The effects
of the undersampling of passband signals are schematically represented in
figure 4.3. Undersampling architectures have also been proposed for UWB
receivers. For example, one design with subsequent analytical signal process-
ing is proposed in [Che03,Che04]. One of the issues of undersampling is that
the noise density increases. UWB signals occupy a large bandwidth and the
maximal undersampling factor is in general small [Che04].
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Undersampling of periodic signals: For particular baseband signals
undersampling may also be possible without loosing any information con-
tained in the signal. One element of that class of signals is a periodic signal3.
An example of a periodic signal is the non-modulated signal from an UWB
communication
r(t) =
∞∑
j=−∞
q(t− jtf). (4.5)
The undersampling of these signals is considered in the time domain and
illustrated in figure 4.4. With the sampling interval te, the samples are given
by
r[n] =
∞∑
j=−∞
q(nte − jtf). (4.6)
3For a constant sampling rate. An extension to modulated (non-periodic but repeti-
tive) signals is feasible assuming a non-constant sampling rate.
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The sampling interval is selected to be close (but not equal) to a multiple of
the pulse repetition interval tf, i.e.,
te = mtf + , (4.7)
where  tf and m is a positive integer. Without loss of generality the case
m = 1 is considered. The samples are obtained by
r[n] =
∞∑
j=−∞
q(ntf + n− jtf) =
∞∑
j=−∞
q((n− j)tf + n). (4.8)
Due to the limited duration of the pulse it is required that (n− j)tf +n ≈ 0
for the summand to be non-zero. For n < tf/, the term n is smaller than
tf and the only solution is obtained for n− j = 0. Hence, the nth sample is
r[n] = q(n) = q(n(te − tf)). (4.9)
The vector r[n] represents hence accurately the sampled pulse shape. The
time scale changes from t to te − tf.
To illustrate this result, some acquisitions using a SDA6020 oscilloscope
in the undersampling mode are shown in figure 4.5. The pulse seems to last
for about 100µs instead of 500 ps. This is due to an intentional misalignment
of the frequency of the pulse generator and the one of the oscilloscope of
5.56 ppm. Figure 4.5 (b) shows the result for 10MS/s or m = 1. The
acquired pulse shape has a lot of noise. This results from the fact, that
between two samples (100 ns) the time shift is only 0.556 ps. Hence a typical
timing jitter of some picoseconds results in a large variation of the acquired
amplitude. In figure 4.5 (c), the sampling frequency is 500 kS/s and hence
m = 20 and the time shift between two acquisitions is 11.1 ps. This is in the
same range as the typical timing jitter, such that additional noise can still be
perceived, but is largely reduced. In figure 4.5 (d), the sampling frequency
is 100 kS/s and m = 100. The time shift between two samples is 55.6 ps
and hence larger than the typical jitter, such that the noise due to jitter is
negligible.
Sampling at the rate of innovation: It is noted from the previous sec-
tions that the sampling frequency is decreased when more information con-
cerning the analogous signal is available. For the sampling at the Nyquist
frequency the knowledge of an upper bound of the covered spectrum is suf-
ficient. It is shown that sampling at a lower rate, or undersampling, may
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Figure 4.5: Impulse generated by AVM-2-C sampled with SDA6020 with (a) 20GS/s (b) 10MS/s
(c) 500 kS/s (d) 100 kS/s. The PRR is 10 MHz, the frequency offset between transmitter and
receiver is 5.56 ppm. A 100 µs measured duration in the undersampled signals (b) to (d) corre-
sponds to 556 ps in real time.
become possible if an upper and a lower bound of the spectrum are known.
The undersampling is also shown for periodic signals with known periodicity.
In the following, a lower bound for the sampling rate is presented based on
the entropy of the signal. Let’s assume an UWB signal (2.15) for the symbol
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k = 0,
s(t) =
Nf−1∑
j=0
d
(a)
j,0p(t− jtf − d(t)j,0tc). (4.10)
When the pulse shape p(t) and the frame duration tf are known, then the
signal s(t) is completely described by the 2Nf parameters d(a)j,0 and d
(t)
j,0
for j ∈ {0, . . . , Nf − 1}. This means that the signal s(t) can be recon-
structed unambiguously from 2Nf parameters independently of the occupied
bandwidth, upper frequency bound, or signal duration. Thus, at minimum
2Nf measurements are required for the extraction of the 2Nf parameters.
In [Vet02,Kus02,Kus03,Mar03,Mar04] the acquisition at this minimal sam-
pling rate is considered. The number of parameters to be estimated is called
the degree of freedom and the degree of freedom per unit of time is called
the rate of innovation. The minimal sampling rate is then given by the rate
of innovation. Sampling at the rate of innovation requires an appropriate se-
lection of the sampling kernel, i.e., the signal must be filtered appropriately
before the 2Nf measurements are taken. The estimation of the parameters
may be degraded in the presence of noise. In practical situations an over-
sampling compared to the rate of innovation may be applied to increase the
robustness against the noise.
4.1.2 Quantization Error
The ADC provides a numerical representation of the signal amplitude at its
input. The numerical representation uses a given number of bits Nr. The
constraining of the continuous amplitude to the discrete set of numbers is
called quantization. For this operation, the range of the possible amplitude
values is first divided into 2Nr slots, the nth slot is selected for input voltages
between vn and vn+1. For the reconstruction of the signal, the index n is
associated with an exact amplitude, e.g., (vn+1 + vn)/2. The difference
between the input amplitude and the reconstructed amplitude is called the
quantization error. The quantization error can be considered as an additional
noise. The SNR due to the quantization of given by the number of bits Nr.
For a uniform distribution of the limits vn the resulting SNR is
SNR (dB) = 1.76 + 6.02Nr. (4.11)
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for a sinusoidal input and
SNR (dB) = 6.02Nr. (4.12)
for triangular and sawtooth signals. For example forNr = 8, the quantization
noise results in SNR ≈ 50 dB for a sinusoidal signal. As other noises the
quantization noise can be reduced by the processing gain. For example, when
the received pulses are coherently added in the digital domain, the SNR can
be increased, i.e., the effective number of bits is increased. Another approach
to reduce the quantization noise is to select the limits vn non-uniformly. An
algorithm to calculate the limits vn to minimize the quantization noise is for
example presented in [Pro01].
4.2 Burst Mode
For a continuous transmission, the average channel data rate fb is related to
the pulse repetition duration tf, the number of bits transmitter per symbol
Nb and the number of frames per symbol Nf
fb =
1
tf
Nb
Nf
. (4.13)
For a numerical application, we assume that one symbol equals one bit (Nb =
1) and that four pulses are transmitted per symbol (Nf = 4). For a frame
duration of tf = 100 ns, the average channel data is 2.5Mbit/s and may
exceed the required useful bit rate for a low data rate communication system.
The options to obtain the required useful bit rate are the following.
1. The pulse repetition frequency is lowered. A low pulse repetition fre-
quency results in a more complex initial synchronization and a need of
higher accuracy for the clocks used in the transmitter and the receiver.
2. The number of pulses per symbol is increased. This increases the
complexity during the initial synchronization. The processing gain
increases.
3. Some symbols are used for the channel coding by increasing the redun-
dancy of the transmitted message. The probability of a transmission
error is lowered.
4. The transmission is not at a constant data rate. Bursts containing the
data are sent periodically with the maximum data rate. Between the
bursts, the transmission is interrupted and the devices may be disabled.
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The proposals 2. and 3. increase the processing gain but do not reduce the
average power consumption. The average power consumption is reduced
for proposals 1. and 4. In approach 4. it may be possible to disable some
blocks of the transmitter and the receiver between the bursts. Furthermore,
approach 4. does not require an increased accuracy of the clocks because the
coherent addition is still made using a 100 ns interval between the pulses.
However, it may be required to re-synchronize the receiver for each burst.
4.3 Link Budget
A link budget for a UWB communication is derived in this section. It is
presented using the signal energy Eb and the noise power density N0. The
channel bandwidth does not appear contrary to a link budget based on the
radio of the averaged signal power to the average noise power. In the latter
the channel bandwidth will once appear in the calculation of the average
noise power and a second time in a processing gain. These two effects will
mutually compensate.
The link budget is presented in table 4.1. It is divided into four sec-
tions. In the first section, the system specifications are given. These are
independent parameters, which need to be defined depending on the appli-
cation scenarios. In the shown link budget, a data rate of 100 kbit/s and
a signal bandwidth of 1GHz is assumed. For a second derivative Gaussian
pulse, this bandwidth corresponds to a pulse duration of tn ≈ 0.33 ns. The
limitation for the maximum value of the power spectrum density (PSD) is
given by the regulations. It is assumed that the spectrum should not exceed
−41.3 dBm/MHz.
In the second section, the noise power density is calculated. It consists of
the captured thermal noise and a increase of the noise power primarily due
to noise figure of the first amplifier.
In the third section, the signal energy per bit captured by the receiver is
derived. Therefore, all the losses during the transmission are considered and
subtracted from the transmitted energy. In the example, both antennas are
assumed to have a loss of 3 dB each. However, depending on the application,
directional antennas with a gain instead of a loss may be used. The energy
per bit at a reference distance (typically 1m for indoor systems) is then
calculated. This value is compared to the expected noise power density to
obtain the SNR at the reference distance. In the example, the SNR is 75.1 dB
at 1m.
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Parameter Equation Typical Value
System Specifications
Channel data rate fb 100 kbps
Channel and signal bandwidth BT 1GHz
Center frequency (arithmetic mean) fc 0.5GHz
Maximum PSD PSDmax −41.3 dBm/MHz
Noise Power Density
Noise power density at antenna kT −173.8 dBm/Hz
RX Amplifier Noise Figure NF 5 dB
Noise power density at detector N0 = kT + NF −168.8 dBm/Hz
Signal Energy per bit
Average Transmit Power Pt = PSDmax · BT −11.3 dBm
TX Antenna Gain Gt −3 dBm
Path Loss at 1m L1 = 20 log10(4pifc/c) 26.4 dB
RX Antenna Gain Gr −3 dBm
RX Power at 1m Pr = Pt +Gt +Gr − L1 −43.7 dBm
RX Energy per bit at 1m Eb(1) = Pr − 10 log10(fb) −93.7 dBm/Hz
Eb/N0 at 1m Eb(1)−N0 75.1 dB
SNR per bit
Path Loss at dm L2(d) = 10γ log10(d) γ = 2.0 γ = 3.3
Eb/N0 at 2m Eb(1)−N0 − L2(2) 69.1 dB 65.2 dB
Eb/N0 at 5m Eb(1)−N0 − L2(5) 61.1 dB 52.0 dB
Eb/N0 at 10m Eb(1)−N0 − L2(10) 55.1 dB 42.1 dB
Eb/N0 at 20m Eb(1)−N0 − L2(20) 49.1 dB 32.2 dB
Eb/N0 at 50m Eb(1)−N0 − L2(50) 41.1 dB 19.0 dB
Eb/N0 at 100m Eb(1)−N0 − L2(100) 35.1 dB 9.1 dB
Table 4.1: Link Budget (Approach using signal energy and noise power density).
In the forth section, the SNR is considered for some communication
ranges. The loss due to the communication range is considered using a
log-distance path loss model. Path loss exponents of γ = 3.3 and γ = 2.0 are
assumed. A path loss exponent of 2 correspond to a free space propagation
and a path loss exponent of 3.3 corresponds to a worst case assumption for
an indoor propagation channel as discussed in section 2.3.4. This assumption
may be overly pessimistic in particular for a line-of-sight propagation.
This SNR is related to the BER. For an AWGN channel the relation is
given by the Q-function (see section 5.2.1). For antipodal modulations, the
approximate BERs are 7.7 · 10−3 and 3.9 · 10−6 for 7 dB and 10 dB SNR
per bit, respectively. For orthogonal modulations, they are 1.3 · 10−2 and
7.7 · 10−3 for the same respective SNRs.
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To obtain the same BER in a CM3 transmission channel, the same SNR
as for AWGN is required4. However, the receiver may not be able to process
the entire bit energy due to imperfections. It will be shown in section 5.2.2,
that without any channel estimation – resulting in an unmatched correlation
template – an SNR margin of 9 dB may be required for a CM3 channel.
Furthermore, it is shown in section 5.3, that a limited duration acquisition
window may also lower the amount of the processed bit energy as compared
to the total received bit energy, e.g., by about 3 dB for a 10 ns acquisition
window and a CM3 channel.
4.4 Summary
For baseband signals with limited bandwidth the sampling at the Nyquist
rate is shown to be sufficient. Undersampling is shown to be possible for
passband signals with limited bandwidth and also for repetitive signals when
the repetition period is known. Finally, a lower bound on the sampling
frequency is shown to be related to the rate of innovation and not to the
bandwidth of the signal. A typical link budget for UWB communications
shows the feasibility of a data communication for ranges up to 100m for an
AWGN channel and about 50m for a typical indoor NLOS channel.
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Chapter 5
Performance Analysis
In this chapter, the performance of a receiver architecture characterized by
the coherent addition of limited duration acquisition windows and a corre-
lation with a locally generated template is analyzed. It is assumed that
the receiver is already synchronized with the transmitter of interest. This
assumption is valid during the communication but not during the synchro-
nization phase. The latter will be considered in chapter 6. The current chap-
ter starts with a presentation of potential performance benchmarks. The
BER for the matched filter receiver in an AWGN and a multipath propaga-
tion channel are estimated afterward. Finally, performances are evaluated
in the presence of imperfections or perturbations such as interferences or a
mismatch between the pulse template and the received pulse.
5.1 Introduction
5.1.1 Assumptions
Except otherwise noted, the following assumptions are made throughout the
chapter to obtain commensurable performance estimations and simulation
results.
1. The receiver architecture is characterized by a coherent addition of
limited duration acquisition windows and by a correlation between the
summed signal and a locally generated template. The template is not
necessarily matched to the received signal. One possible implementa-
tion is the RSD receiver presented in section 3.4.
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2. The receiver is assumed to be synchronized with the transmitter of
interest. The synchronization phase will be considered in chapter 6.
3. The transmitted pulse shape is a second derivative Gaussian with du-
ration tn = 200 ps.
4. The transmission channel is AWGN for free space communications and
the IEEE 802.15.3a CM3 (see section 2.3) for indoor communications.
The CM3 is selected because the theoretical signals using this model
predict accurately received signals measured at our laboratories.
5. The frame duration is 100 ns. The associated pulse repetition frequency
is sufficient for a typical low data rate system for example used in sensor
applications, yet low enough to prevent inter symbol interference in
indoor propagation channels.
6. A binary data modulation is used and results in a delay (TM) or a
reversal of the amplitude (AM) of all the Nf pulses transmitted per
symbol. A spreading code with length Nf exists and is applied to
modulate each one of the Nf pulses per symbol. The same spreading
code is repeated for each symbol. The code modulation results in a
delay (TH) or a variation of the pulse amplitude (AH). The TH may
be M -ary with M ∈ {2, 4, 8} and is denoted as THM . Only binary
code amplitude modulation is considered. The resulting combinations
are denoted as TH2 TM, TH2 AM, TH4 TM, TH4 AM, TH8 TM, TH8
AM, AH TM, and AH AM. The chip duration, i.e., the delay applied
for a delay modulation, is 2 ns.
5.1.2 Performance Benchmarks
Various performance evaluations are feasible and several benchmarks exist.
There is no universal or univocal benchmark and an appropriate one should
be selected depending on the property to be characterized. In the follow-
ing some benchmarks that will be used in this and the next chapter are
introduced.
Bit error rate: The BER indicates the probability that an error occurs
during the transmission of one bit. For an AWGN transmission channel, a
memoryless transmission, and a matched filter receiver, the BER is entirely
defined by the signal to noise ratio per bit Eb/N0. For other scenarios, some
mathematical derivations of the BER and a comparison with outcomes of
numerical simulations are provided in this chapter. To obtain the BER by
measurements or simulations, in general a large number of random, equiprob-
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able data is transmitted and the number of errors is counted. For simulations,
this approach can for example be implemented using a Monte Carlo method.
Signal to noise ratio: Two definitions of signal to noise ratios will be
used. The first one is the carrier to noise ratio Ps/Pη. The second one is the
signal to noise ratio per bit Eb/N0.
The carrier to noise ratio is calculated with the averaged signal power
Ps and the average noise power Pη at the antenna. For a thermal noise
and a channel bandwidth BT , the noise power is Pη = kTBT , where k is
the Boltzmann constant and T is the temperature in Kelvin. To calculate
the average signal power the time average over one symbol duration is used.
The signal power may also depend on the transmitted symbol such that the
ensemble average over all admissible data symbols has to be considered and
the carrier to noise ratio becomes
Ps
Pη
= 1
kTBT
E
 1
ts
ts∫
0
r2(t) dt
 . (5.1)
If the average signal power is independent on the transmitted symbol, it is
given by the product of the energy per bit Eb and the data signaling rate fb
in bits per second,
Ps = Ebfb. (5.2)
Introducing a noise power density N0 as the noise power normalized by the
channel bandwidth,
N0 = Pη/BT = kT, (5.3)
the signal to noise ratio per bit Eb/N0 becomes
Eb
N0 =
Ps
fb
1
kT
= Ps
fb
1
kT
BT
BT
= BT
fb
Ps
Pη
. (5.4)
The proportionality factor BT /fb between the carrier to noise ratio Ps/Pη
and the signal to noise ratio per bit Eb/N0 is known as the processing gain.
It is considered more in detail in section 5.4.
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Noiseless observation vector: The signal to noise ratio per bit Eb/N0
is shown in (5.4) to be related to the average power ratio by the processing
gain. For a memoryless transmission and a matched filter demodulator, the
signal to noise ratio at the input of the symbol detector (see also figure 3.6) is
also Eb/N0 and the noise distribution remains Gaussian. For other scenarios
the signal to noise ratio per bit can be calculated from the elements of the
observation vector dk[n]. Using a normalized correlation template, the noise
power density remains constant and it is sufficient to consider the noiseless
elements of the observation vector d˜k[n].
Maximum of the signal: The noiseless elements of the observation vector
scale linearly with the received signal amplitude if the pulse shape does not
change. It may be sufficient to estimate the signal amplitude, e.g., consider-
ing the maximum absolute amplitude of a signal wk(t) by
W = max
t
|wk(t)| (5.5)
Distinction coefficient: The maximum amplitude of the signal for a
scenario (a) is written as W(a). The ratio between W(a) and W(b) relates
the signals from scenario (a) and scenario (b). It is denoted as a distinction
coefficient
D =W(a)/W(b). (5.6)
The distinction coefficient characterizes among others the probability that
the receiver will detect a signal from scenario (a) and reject a signal from
scenario (b). It is therefore useful to estimate the performance during the
synchronization phase and will be used in chapter 6.
5.2 Bit Error Rate
The BER is estimated for an AWGN channel in section 5.2.1 and for a
multipath channel in section 5.2.2.
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5.2.1 BER in AWGN
The theoretical BER for AWGN, a memoryless transmission, and a matched
filter receiver is well known and can be found in most textbooks about digital
communication systems, e.g., in [Pro01]. It is
BERantipodal = Q
(√
2Eb
N0
)
, BERorthogonal = Q
(√
Eb
N0
)
(5.7)
for antipodal and orthogonal binary modulations, respectively. The Q func-
tion is defined as
Q(α) def= 1√
2pi
∞∫
α
exp
(
−x
2
2
)
dx = 12 −
1
2 erf
(
α
2
)
. (5.8)
The theoretical BERs for antipodal and orthogonal modulations are shown
in figure 5.1, where they are compared to the outcomes of numerical Monte
Carlo simulations for an UWB transmission with matched templates and
antipodal AM or orthogonal TM modulation, respectively. The outcomes
of the numerical simulation are in excellent agreement with the theoretical
BERs.
For the TM, a chip duration tc = 2 ns larger than the pulse duration has
been selected and the performance is orthogonal as expected. For shorter
chip durations, the BER may not correspond to the one of an orthogonal
modulation.
The optimal chip duration tc,opt that results in a minimum BER in an
AWGN transmission channel is calculated in the following. The noiseless
observation vector (3.19) is for a single pulse
d˜k[n] =
tf∫
0
q(t)qˆn(t) dt, n ∈ {0, 1}. (5.9)
For the delay modulation the transmitted signal is p(t− dktc) and the tem-
plate is qˆn(t) = p(t− ntc). Because of the AWGN assumption, the noiseless
received signal is proportional to the transmitted one, i.e., it has the same
shape. Writing the autocorrelation of the p(t) as cpp(τ) and assuming that
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Figure 5.1: BER in an AWGN transmission channel. The BER for orthogonal and antipodal
modulation and simulation results for AM and TM are represented.
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Figure 5.2: BER in an AWGN transmission channel for TM with optimized chip duration tc,opt.
The BER is in between the ones for orthogonal and antipodal modulations.
the pulses are received entirely within the acquisition windows, the different
outcomes of the noiseless observation vector are thus
d˜k[n] =
∞∫
−∞
p(t− dktc)p(t− ntc) dt =

cpp(0) if n = dk,
cpp(tc) if n = 0, dk = 1,
cpp(−tc) if n = 1, dk = 0.
(5.10)
The autocorrelation is symmetric cpp(−tc) = cpp(tc) and independent of
the transmitted data symbol. The two outputs of the receiver branches are
given by cpp(0) and cpp(tc). To minimize the BER, the distance between
these outcomes should be maximized. The chip duration that minimizes the
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BER is thus
tc,opt = arg max
tc
(
cpp(0)− cpp(tc)
)
. (5.11)
It is known that cpp(0) = Eb is constant. The optimal chip duration is hence
given by
tc,opt = arg min
tc
(
cpp(tc)
)
. (5.12)
The optimal chip duration depends thus on the pulse shape. For the Gaussian
pulses, the optimal chip durations normalized by the pulse duration tn are
listed in table 5.1. The BER when using TM with the optimal chip duration
is shown in figure 5.2. It is noted, that the resulting BER is in between the
ones for the antipodal and the orthogonal modulations and improves with
increasing order of the Gaussian pulse. In general tc,opt will not result in a
minimal BER for a multipath propagation channel.
5.2.2 Multipath Propagation
The BERs for antipodal and orthogonal modulation in AWGN are compared
with the BER in a multipath propagation channel considering the IEEE
802.15.3a CM3 model.
In AWGN, the received pulse is not distorted by the transmission channel
and hence can be assumed to be known. The receiver can apply a locally
generated template which is perfectly matched to the received pulse. For
a multipath propagation channel, the received pulse shape is in general not
known a priori. It can however be estimated during the reception of the
pulses. In this section, the discussion is limited to two cases. First, it is as-
sumed that the receiver has a perfect knowledge of the transmission channel.
Second, it is assumed that the receiver applies a replica of the transmitted
pulse shape as template.
Pulse shape tc,opt/tn cross-correlation cpp(tc,opt)
pG0 (t) ∞ 0
pG1 (t) 2.45 −0.4463
pG2 (t) 1.92 −0.6183
pG3 (t) 1.63 −0.7086
pG4 (t) 1.45 −0.7644
Table 5.1: Minima of the autocorrelation functions of Gaussian pulses.
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TM (dk = 0) AM
Channel Model Median Average Median Average
CM1 6.27 6.94 6.33 6.26
CM2 7.79 8.21 7.45 7.26
CM3 8.52 9.17 8.89 8.82
CM4 9.69 10.37 10.44 10.45
Table 5.2: Median and average performance losses (dB) due to a correlation with the AWGN
template for the reception over a multipath channel.
When the receiver has perfect knowledge of the transmission channel all
the energy received from the UWB signal is “collected” by the correlation
with the matched template. By definition the total energy per bit is Eb. It
is therefore expected that the BER is identical to the AWGN one. The out-
comes of a numerical simulation are shown in figure 5.3 and are in excellent
agreement.
It is noted that the energy per bit does not necessarily correspond to
the same transmission distance in AWGN and for a CM3 channel. Indeed,
if present, the energy received from a line-of-sight propagation may corre-
spond to the received energy in an AWGN channel. The contributions from
the multipaths may increase the received energy. Therefore, at the same
transmission distance a multipath propagation may even result in a higher
received energy per bit than an AWGN channel. The relation between the
transmission distance and the energy per bit is considered for the link budget.
The calculations presented in this chapter are independent of the transmis-
sion distance.
In the second scenario, the receiver does not have any knowledge about
the propagation channel and uses the transmitted pulse shape as template.
Because this minimizes the BER in an AWGN transmission channel, this
template is denoted as AWGN template. The application of the AWGN tem-
plate does not require any channel estimation and may hence result in low
complexity architectures. When the AWGN template is applied to a CM3
transmission channel, the elements of the observation vector change. In par-
ticular the element n = dk is reduced. The reduction of the received energy
(compared to the energy contained in the received signal including all the
multipath) is evaluated for 100 representatives of the CM3 channel and the
resulting cumulative distribution function for the SNR loss is illustrated in
figure 5.4. It is noted that the average performance loss is similar for AM
and TM. The variation of the received energy is smaller for AM. The aver-
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Figure 5.3: BER for CM3 transmission channels for different modulations, and perfectly matched
pulse template. The performance is identical to the result for a matched filter receiver in AWGN.
age performance losses are listed in table 5.2. For a numerical estimation of
the BER performance, a single transmission channel is selected to limit the
simulation time. The channel 91 has been identified as a typical representa-
tive with close to average loss. The energy loss for this channel is 8.18 dB
for AM and 8.31 dB for TM when the data symbol dk = 0 is transmitted.
In figure 5.5, the outcomes of a numerical simulation of the BER for the
channel number 91 are compared to the expected performance. It is noted
that the results are in excellent agreement for AM. For TM the results are
accurate for the transmitted data symbol 0 as expected. For the transmitted
data symbol 1, the performance is slightly different. This effect is due to an
asymmetry of the cross-correlation function between the template and the
received signal, i.e., the transmission of a given symbol may have a different
influence to symbols modulated with a positive delay than to symbols with
a negative delay.
The two considered cases—perfect channel estimation and no channel
estimation—result in an upper and a lower bound for the BERs to be ex-
pected for realistic communication systems. Typically a receiver may have
partial knowledge of the transmission channel characteristics.
5.3 Duration Limited Acquisition
A receiver may benefit from the low duty cycle signaling by acquiring the
signal only for the short duration during which a pulse is supposed to be
received. The RSD receiver in section 3.4 for example acquires the signal
during a short duration acquisition window instead of continuously. This re-
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Figure 5.5: BER in a CM3 transmission channel (number 91) for AM and TM modulation
calculated using the AWGN template.
sults in a substantial reduction of the power consumption. However, the short
acquisition window durations may result in a performance loss for position-
ing or communications. In the following a loss relevant for communications
is considered: the expected loss of signal energy acquired during the limited
duration. For positioning systems other characteristics such as the potential
to detect the direct propagation path even when the receiver is synchronized
with a multipath may be more relevant. The loss of signal energy is directly
related to the signal to noise ratio per bit Eb/N0 because the noise power
density N0 does not depend on the acquisition duration. It is hence sufficient
to consider the loss in the acquired bit energy Eb.
For an AWGN transmission channel and synchronized systems, the re-
duction of the received energy becomes important only when the acquisition
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window duration tw becomes smaller than the duration of the received pulse.
The loss of the received energy,
L = 1
REb
tw/2∫
−tw/2
q2(t) dt. (5.13)
is presented in figure 5.6. The window duration tw is normalized with the
pulse duration tn. It can be seen, that the loss in the received energy is
in general more important for higher derivatives Gaussian pulses. In typi-
cal systems tw  tn and the losses due to the limited acquisition window
duration are not relevant for an AWGN channel.
For a multipath propagation channel, where the energy is spread over
a much longer period, it is expected that the losses may become significant.
The results averaged over 100 implementations of CM3 propagation channels
are presented in figure 5.7. The acquisition window duration is normalized
with the pulse duration (in this example tn = 200 ps), because the outcomes
do not depend on the pulse duration but only on the delay spread of the
propagation channel. The time instant to place the acquisition window has
been selected to maximize the received energy, and the loss is obtained with
L = 1
REb maxτ
τ+tw/2∫
τ−tw/2
q2(t) dt. (5.14)
For example, for an acquisition window duration of 6 ns, the expected perfor-
mance loss in a CM3 channel is about 3.77 dB. This performance loss cannot
be compensated by other means than by increasing the acquisition window
duration.
5.4 Pulse Combining
The coherent addition of several received pulses is one of the options to in-
crease the SNR and hence obtain a processing gain. The discussion of the
coherent addition is divided into an introduction to the processing gain in
section 5.4.1, a calculation of the processing gain with experimental verifica-
tion for perfectly synchronized systems in section 5.4.2, and an estimation
of the processing gain in the presence of timing errors in section 5.4.3.
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Figure 5.6: Energy loss due to a limited duration of the acquisition window in AWGN.
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Figure 5.7: Energy loss due to a limited duration of the acquisition window in multipath chan-
nels.
5.4.1 Processing Gain
In a spread-spectrum communications system, the processing gain G is an im-
provement of the signal to noise ratio due to the de-spreading of the received
signal. It results from the increased occupied bandwidth of the transmitted
signal compared to the required bandwidth given by the data signaling rate
fb. The maximal processing gain (5.4) is given by the channel bandwidth
BT and the data signaling rate fb as
G = BT
fb
. (5.15)
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If the channel bandwidth BT is identical to the signal bandwidth, BT is
inversely proportional to the pulse duration tFWHM and the data signaling
rate fb is also inversely proportional to the bit duration tb = ts/Nb. The
bit duration depends on the number of bits per symbol Nb and the symbol
duration ts. The processing gain can also be written in the time domain as
G = tb
tFWHM
, (5.16)
and can be decomposed into two terms, i.e., as
G = tb
tFWHM
Nb
Nf︸ ︷︷ ︸
GDC
× Nf
Nb︸︷︷︸
GPC
. (5.17)
The first contribution, GDC, is due to the duty cycling of the communication,
i.e., the transmitted signal is non-zero only for a duration NftFWHM for the
transmission of one data symbol. The second contribution is due to the co-
herent addition of Nf pulses for each symbol. It can be seen, that the overall
processing gain G is independent of the number of pulses per symbol (as
long as Eb and ts are not altered together with Nf). Changing the number of
pulses per symbol Nf trades the duty cycle gain against the pulse combining
gain. However, in the non-ideal case, one of the processing gains may be lim-
ited or be non-proportional to Nf. In this case, the total processing gain may
be improved by a careful selection of Nf. The ratio of the processing gains
and the resulting BER is discussed in [Fis02,Opp04]. In [Gez03], the trade-
off between the processing gains is considered in presence of timing jitter.
The selection of Nf depends on many additional criteria. In the following,
the impact for a variation of Nf is considered under the assumption that the
symbol energy Es and the symbol duration ts are constant. The arguments in
favor of an increase of Nf or an increase of the number of pulses per symbol
are:
• The regulatory authority may decide to limit the peak power in ad-
dition to the maximum average power. It may become necessary to
distribute the symbol energy to several pulses.
• The peak power may be limited due to the implementation of the pulse
generator. For example by the maximum voltages that can be handled
by the selected technology.
• The increase of the number of pulses per symbol increase the length of
the spreading code and hence improves the robustness against interfer-
ences.
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• The duration between the pulses is reduced for a constant symbol rate.
A given frequency difference between the clocks at the transmitter and
the receiver results in a smaller timing error accumulated between two
pulses. Therefore, an increase of Nf results in a system that is less
sensitive against a clock frequency difference.
The arguments to decrease Nf are:
• Inter-pulse interference may be reduced or avoided for a given symbol
rate.
• The data synchronization is simplified due to a shorter spreading code.
• The spectrum (2.29) of the non-modulated signal is shown to be com-
posed of narrowband contributions that are separated by an angular
frequency 2pi/tf. The amplitudes of these contributions also scale with
2pi/tf. A decrease of Nf increases the frame duration tf for a constant
symbol duration. The narrowband contributions are therefore more
closely spaced and reduced in amplitude. Therefore less spreading by
the code modulation is required to respect the regulatory emission
masks.
• The exploitation of the duty cycle gain instead of the pulse combining
gain may result in simplified receiver architectures. E.g., an incoherent
threshold receiver may be sufficient to estimate accurately the arrival
times of the pulses.
5.4.2 Synchronized Systems
In this section, the theoretical pulse combining gain is estimated and com-
pared with the measured gain using an experimental platform. The summed,
received signal (3.21) is
qsum(t) =
Nf−1∑
j=0
q(t+ j), (5.18)
where j = τˆj − τj . For a perfect synchronization the delay is j = 0 for all j.
In that case, the summed signal is qsum(t) = Nfq(t) and the received signal
energy is proportional to N2f . The noise power for AWGN increases propor-
tionally to Nf such that a pulse combining gain proportional to Nf remains
as expected. In figure 5.8, the theoretical GPC is compared to a measured
gain by using a pulse generator and an oscilloscope LeCroy SDA6020. Up
to several thousands of combined pulses the measured pulse combining gain
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is in excellent agreement with the theoretical prediction. For high values
of Nf the measured pulse combining gain is limited due to the quantization
and deterministic noise correlated with the pulses. The deterministic noise
correlated with the pulses is not attenuated by the coherent addition. To cal-
culate the impact of the quantization noise, the representation of the digital
values in the oscilloscope is considered. For the LeCroy SDA6020, the input
voltages are sampled with 8 bit and the internal mathematical functions use
a 16 bit representation. The noise standard deviation of the input signal is
approximately given by the three least significant bits1. For an approxima-
tion of the maximum gain it is assumed that the noise is reduced until the
noise standard deviation corresponds to the least significant bit of the 16 bit
signal or
√
Nf = 216/26. This results in an upper limit of the pulse combining
gain of approximately 60 dB.
Both above mentioned noise contributions result in an upper bound for
the pulse combining gain. The bound is asymptotically approached for large
numbers of combined pulses. Other limitations of the pulse combining gain,
for example due to timing jitter, are negligible compared to the mentioned
phenomena.
5.4.3 Plesiochronous Systems
In a realistic system, the synchronization between the transmitter and the
receiver will not be perfect. There may be long term variations between
the clocks (wander, drift) or short term variations (jitter). In this section,
we consider the influence of the jitter and a frequency difference on the
pulse combining gain and the resulting BER. The jitter may be random or
deterministic.
In previous work, the effect of timing errors on the spectral density has
been studied in [Win99] and [Win02]. A comparison between the BER of
different UWB modulation schemes has been performed in the presence of
a uniform timing error in static and Rayleigh fading channels in [Güv03b].
The BER performance has been studied in correlated random timing error
in [Lin03]. Jitter models in delay locked loop and phase locked loop have been
used to evaluate the sensitivity of sampling and correlation in an UWB digital
receiver in [Pel03]. The BERs for several modulation schemes and various
conditions (multipath, multiple-access interference, narrowband interference,
1The measured standard deviations are 40mV for 10V full scale range, 4mV for 1V
full scale range, 480 µV for 100mV full scale range. For lower full scale ranges, the noise
remains at 480 µV.
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Figure 5.8: Pulse combining gain as a function of the number of coherently added pulses. The
measurements are very close to the theoretical results up to several thousands of added pulses.
and timing errors) have been evaluated in [Güv03a]. The influence of timing
errors on BER in the case of orthogonal Hermite pulse shapes has been
studied in [Mic01] and [For03]. Finally, using computer simulations, the
performance of UWB impulse radio in terms of throughput has been shown
sensitive to timing errors and tracking in [Lov02].
In contrast to the above literature, we investigate in the following the
influence on the received signal of the jitter and a frequency difference by
assuming that the received pulses are combined to increase the SNR. With
this approach, we can take into account the effect of the timing errors on the
coherent combining of the pulses. Based on this time domain analysis, the
BER performance is deduced in a second step. This alternative approach
complements the existing performance evaluations available in the literature.
In addition, lower bounds for the BER for a finite number of combined
pulses are derived. Some of the following results are published in [Mer04b]
and [Mer07].
Expected received signal: Again, the summed signal (3.21) is consid-
ered
qsum(t) =
Nf−1∑
j=0
q(t+ j) (5.19)
where the time difference term is j = τˆj− τj . The error term j can be used
to model different imperfections. In the following, a mathematical model is
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first established to calculate an expected received signal. Based on this signal,
the expected received energy is then calculated. The model is applied for a
frequency difference and Gaussian jitter. Finally, the results are compared
with outcomes of numerical simulations.
The delayed pulses in (5.19) can be written using the convolution integral
as
q(t+ j) =
∞∫
−∞
q(τ)δ(t+ j − τ) dτ = q(t) ∗ δ(t+ j). (5.20)
Using the linearity properties of the convolution, the summed signal can thus
be written as
qsum(t) =
Nf−1∑
j=0
[
q(t) ∗ δ(t+ j)
]
= q(t) ∗
Nf−1∑
j=0
δ(t+ j). (5.21)
At the limit Nf →∞, and assuming that j is mean ergodic2, we thus obtain
the expected, normalized, summed signal
χ(t) def= lim
Nf→∞
E
[
qsum(t)
Nf
]
= q(t) ∗E
 1
Nf
Nf∑
j=0
δ(t+ j)
 (5.22a)
χ(t) = q(t) ∗
 ∞∫
−∞
δ(t+ j)f(j) dj
 (5.22b)
χ(t) = q(t) ∗ f(−t) (5.22c)
where E[·] denotes statistical expectation and f(t) is the probability density
function for j . For sufficiently large Nf and f(t) an even function, we can
thus approximate qsum(t) as
qsum(t) ≈ Nfχ(t) = Nfq(t) ∗ f(t). (5.23)
2Note that assuming j to be mean ergodic is not a very restrictive assumption, as
it can be shown that a sufficient condition for a discrete-time white-sense stationary
random process j to be mean ergodic is C(0) < ∞ and limn→∞ C(n) = 0 where
C(n) is the covariance of j [Vin97].
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Based on the summed signal χ(t), we approximate the energy of the summed
signal as
Esum = 1
R
∞∫
−∞
q2sum(t) dt ≈ N
2
f
R
∞∫
−∞
χ2(t) dt def= Eχ (5.24)
It is also interesting to consider the pulse combining gain due to the ac-
quisition of Nf pulses. It is given by the ratio between the SNR per bit
measured using the received signal Eb/N0 and the one at the detector. The
energy of the summed signal is Esum and the noise power density increases
proportionally with Nf. The resulting pulse combining gain is
GPC =
Esum
NfN0
N0
Eb ≈
Eχ
NfEb =
Nf
REb
∞∫
−∞
χ2(t) dt (5.25)
For perfectly synchronized systems,
∫∞
−∞ χ
2(t) dt = REb and the gain due to
the pulse combining is GPC = Nf as expected. In the next section, analytical
results for χ(t) and GPC are given and compared with numerical results for
finite Nf.
5.4.4 Application to Gaussian distributed jitter
Expected received signal: In this paragraph, we assume that there is
no deterministic jitter but only a random one. Furthermore, it is assumed
that it is composed of several uncorrelated noise sources, such that by ap-
plying the central limit theorem, the resulting random jitter has a Gaussian
distribution. When the variance of the Gaussian distributed jitter is σ2, the
jitter distribution becomes
j ∼ f (G) (t) = 1
σ
√
2pi
exp
(
− t
2
2σ2
)
. (5.26)
The influence of the Gaussian jitter on the pulse combining gain is considered
for the second derivative Gaussian pulse (2.3c)
pG2(t) = +
√
4ςR
3tn
(
t2
t2n
− 1
)
exp
(
− t
2
2t2n
)
. (5.27)
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Using (5.22c), the expected summed signal for Nf →∞ is a second derivative
Gaussian pulse with duration
√
t2n + σ2, i.e.,
χ(t) =
√
4Rς
3
(
tn
t2n + σ2
)5 (
t2 − t2n − σ2
)
exp
(
−12
t2
σ2 + t2n
)
. (5.28)
Finally, the pulse combining gain (5.25) is proportional to the number of
combined pulses
G
(G)
PC ≈
(
tn√
σ2 + t2n
)5
Nf. (5.29)
The pulse combining gain is not bounded, but increases proportionally to the
number of combined pulses. We define a proportionality factor κ between
the pulse combining gain and the number of summed pulses as
κ
def= G
(G)
PC
Nf
≈
(
tn√
σ2 + t2n
)5
. (5.30)
The factor κ depends on the pulse duration and the variance of the jitter and
is between 0 and 1. In the absence of jitter (σ = 0), the proportionality factor
κ is independent of the pulse width and is 1. Pulses with a long duration
are more robust in the presence of a Gaussian jitter. Figure 5.9 represents
the proportionality factor κ as a function of the jitter standard deviation for
four values of the pulse duration tn. For example, the proportionality factor
κ is −2.42 dB for tn = 0.2 ns and σ = 0.1 ns.
Bit error rate for Gaussian jitter: The probability of an error during
a binary data transmission in a communication system using orthogonal
modulation in an AWGN transmission channel is given by the Marcum Q
function
P (cqqˆn(0, . . . , Nf−1),N0) = Q
(√
cqqˆn(0, . . . , Nf−1)
N0
)
. (5.31)
where cqqˆn is the cross-correlation value between q(t) and qˆn(t) and depends
on all the timing errors {j}. The BER of the data transmission with timing
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Figure 5.9: Theoretical proportionality factor κ for a second derivative Gaussian pulse with
duration tn and a Gaussian distributed timing jitter with standard deviation σ.
error is therefore given by
BER =
∞∫
−∞
· · ·
∞∫
−∞
P (cqqˆn(0, . . . , Nf−1),N0)
Nf−1∏
j=0
f(j) dj (5.32)
where f(j) is the distribution of the random variable j . In the following,
(5.32) is solved for a Gaussian jitter.
Large number of pulses: As the locally generated template qˆ(t) is matched
to the expected received signal χ(t), we expect that the BER for orthogonal
modulations is given by
BER = Q
(√
Eχ
N0
)
. (5.33)
To prove (5.33), we consider that the expected correlation value becomes
independent of the individual timing errors and is identical to the expected
energy per bit Eχ. Therefore, (5.32) can be expressed as
BER = P (Eχ,N0)
∞∫
−∞
· · ·
∞∫
−∞
Nf−1∏
j=0
f(j) dj . (5.34)
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If furthermore all the j are statistically independent, the BER is
BER = P (Eχ,N0)
Nf−1∏
j=0
∞∫
−∞
f(j) dj (5.35)
and because of the normalization of the probability density function
BER = P (Eχ,N0). (5.36)
Combining (5.36) and (5.31), the proposal (5.33) is shown to be correct.
As a consequence, the BER performance depends on the expected energy
Eχ. By the definition of κ, the expected energy Eχ is related to the bit
energy by κEb. In a logarithmic representation of the BER as a function
of the SNR, the factor κ appears as a shift toward the right side of the
BER. For the above scenario, the shift is illustrated in figure 5.10, where the
theoretical BER using (5.33) and (5.24) is represented and compared with
numerical results obtained by Monte-Carlo simulations for Nf = 50. The
numerical results are in excellent agreement with the analytical equations.
For example, the BER for σ = 0.1 ns is shifted toward the right side by
2.42 dB as expected. We note, that the BER is not bounded for high SNR
but tends toward 0.
Small number of combined pulses: For a small number of combined
pulses the behavior of the BER performance for high SNR is considered in
the following. The SNR is high if the BER is dominated by the timing errors
and the AWGN becomes negligible. The discussion leads to a lower bound
for the BER performance.
The probability that an error occurs during the transmission of one bit
is given in (5.31). For a noiseless transmission, (5.31) simplifies to the sign
of the correlation value and is
P (cqqˆn(0, . . . , Nf−1)) =
1
2
[
1− sign{cqqˆn(0, . . . , Nf−1)}
]
. (5.37)
It is noted that under the influence of the timing errors j , it is possible
that the cross correlation cqqˆn changes its sign even at high SNR. This result
is in contrast to the case of a high number of combined pulse, where the
BER tends towards 0 for high SNR. To calculate the BER we assume the
locally generated templates to be qˆn(t) = χ(t − ntc). In the absence of
timing errors these templates are identical to the templates qˆn(t) = q(t−ntc)
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Figure 5.10: BER as a function of the SNR in AWGN transmission channel for TM in the
presence of Gaussian jitter with standard deviation σ. The dashed lines represent the theoretical
results. The dots represent the outcomes of Monte-Carlo simulations for Nf = 50.
optimal for AWGN. In the presence of timing errors, the proposed templates
are matched for Nf → ∞. We have observed that the proposed template
χ(t − ntc) outperforms the AWGN template in the presence of a Gaussian
jitter also for limited Nf.
The results of an estimation of (5.37) introduced to (5.32) are represented
in figure 5.11 for 1 ≤ Nf ≤ 5. For example, for a single pulse (Nf = 1) and a
Gaussian jitter with standard deviation 0.1 ns, the BER is 2.44 · 10−2 even
for a noiseless transmission. For Nf = 2, the BER is reduced to 2.50 · 10−3.
Comparison with numerical simulations: The outcomes of Monte-
Carlo simulations are compared to the bound for high SNR. Figures 5.12,
5.13, and 5.14 represent the results for Nf = 1, Nf = 2, and Nf = 10, respec-
tively. As expected, the BER converges asymptotically to the lower bound
for high SNR provided in figure 5.11. For low SNR it is observed that the
performance estimation (5.33) provides an accurate prediction of the perfor-
mance even for limited Nf.
5.4.5 Application to Frequency Difference
A frequency difference occurs if the clock frequency at the transmitter is
different than the one at the receiver. The received pulses change their posi-
tion inside the acquisition windows. The addition of the pulses is hence not
coherent. It is uncoherent for a large frequency difference and partially co-
herent for a sufficiently small frequency difference. The frequency difference
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Figure 5.12: BER as a function of the SNR in an AWGN transmission channel for TM in the
presence of Gaussian jitter with standard deviation σ. Numerical results obtained for Nf = 1.
The dashed lines represent the bounds for high SNR and the theoretical performance for Nf →
∞.
is modeled with a linear error term j = (tˆf − tf)j. The time difference after
Nf additions is
Nfα = Nf(tˆf − tf) (5.38)
where α is the time difference between the two clocks accumulated during
one frame interval. The timing error can be defined by a probability den-
sity function. An asymmetry in the probability density function does not
influence the power spectral density of the signal [Win02]. According to Par-
seval’s theorem the energy is also independant of an asymmetry. We can
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Figure 5.14: BER as a function of the SNR in an AWGN transmission channel for TM in the
presence of Gaussian jitter with standard deviation σ. Numerical results obtained for Nf = 10.
The dashed line represent the theoretical performance for Nf →∞.
thus consider the following symmetric uniform probability density function
for the error term j without loss of generality
j ∼ U(t) =
{
1/∆t for −∆t/2 < t < ∆t/2,
0 otherwise.
(5.39)
Again the result for a second derivative Gaussian pulse is calculated. Using
(5.22c) and (5.25) it follows that the pulse combining gain G(U)PC is a function
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of Nf and the ratio α/tn,
G
(U)
PC =
4t2n
3Nfα2
+
(
2Nf
3 −
4t2n
3Nfα2
)
exp
(
−14
N2f α
2
t2n
)
. (5.40)
It is represented in figure 5.15 and it is noted that the pulse combining gain is
limited, hence it has a maximal value. Combining beyond the maximum will
even result in a decrease of the obtained gain, because the pulse combining
becomes incoherent. The maximum achievable gain G(U)max can be found by
solving ∂G(U)PC /∂Nf = 0 and is related to the pulse duration
G(U)max ≈ 0.9564 tn
α
(5.41)
obtained for
N (U)max ≈ 1.6102 tn
α
. (5.42)
In the following, a numerical example is given. Let us assume tn = 200 ps
and a required pulse combining gain of 20 dB. Using (5.41), the maximum
value for α to achieve the required gain is αmax ≈ 2 ps. For a frame duration
tf = 100 ns, this corresponds to a required accuracy of 20 ppm. A standard
quartz oscillator will thus be sufficiently accurate and stable for this scenario.
5.5 Unmatched Pulse Template
When the receiver uses a pulse template qˆ(t) which is not matched to the
received pulse q(t), the elements of the observation vector are modified and
the BER is altered. Moreover, a pulse template mismatch is likely for every
realistic communication system. This can be due to an imperfect channel
estimation, a pulse template containing some noise, or even be intentional
to improve other characteristics or lower the implementation complexity of
the receiver. In this section, the influence of a pulse template mismatch to
the SNR of the signal at the input of the detector is estimated for an AWGN
transmission channel. The results are compared to the SNR of a matched
filter receiver, and expressed in terms of a (negative) gain in SNR. With the
goal to lower implementation complexity, [Lee02] estimates the loss in perfor-
mance by using a receiver with a sinusoidal pulse template to receive second
derivate Gaussian pulses. In [Blá03], the SNR with a rectangular acquisi-
tion window to acquire rectangular, triangular, or Gaussian pulse shapes is
presented. The BER performance of a receiver with an unmatched template
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Figure 5.15: Pulse combining gain as a function of Nf in the presence of a frequency difference
for a second derivative Gaussian pulse with duration tn = 200 ps. The frequency difference is
measured as the difference between the frame durations α = tˆf − tf.
is analyzed in [Kul04b,Kul04a] and the results are compared to the trans-
mitted reference receiver. It is shown that a receiver with the unmatched
template is capable to outperform a transmitted reference receiver at the cost
of increased complexity. In this section, an approach is derived to generalize
for any template and received pulse shape. Some of the results have been
presented in [Mer04a].
5.5.1 Gain Definition
For the following performance analysis, we assume that the delay between
two pulses of the received signal is larger than the channel excess delay and
therefore that the inter pulse interference can be neglected. The analysis
of the SNR can thus be performed by considering a single pulse. Let the
received pulse of the user of interest be q(t). The received signal energy is
Eb. For a receiver with a matched template the SNR per bit is given by
SNRM =
Eb
N0 . (5.43)
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For a non matched template qˆ(t) 6= q(t), the SNR per bit is
SNRNM =
 tw/2∫
−tw/2
q(t)qˆ(t) dt

2
N0
tw/2∫
tw/2
|qˆ(t)|2 dt
, (5.44)
where tw is the acquisition window duration. The gain is defined as the ratio
between the SNR for a non-matched template and the one for a matched
template, i.e., as GNM = SNRNM/SNRM. A possible approach to estimate
the gain is represented in figure 5.16.
5.5.2 Pulse Template Models
The gain depends on the pulse template qˆ(t). The template can also be con-
sidered as the impulse response of a filter applied to the input signal. In the
following the gain is calculated for four typical templates and a second deriva-
tive Gaussian pulse shape. The templates are a second derivative Gaussian,
a sinc (corresponding to an ideal low-pass filter), a template corresponding
to a raised cosine filter, and a cosine (corresponding to a narrowband filter).
+
×
tw/2∫
−tw/2
(·) dt SNR
q(t)
η(t)
qˆ(t)
×
∞∫
−∞
(·) dt SNR
q(t)
/
SNRNM
SNRM
G
Figure 5.16: Estimation of the gain G as a function of the pulse template qˆ(t).
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Second derivative Gaussian: The template is given by
qˆ2(t) = A
(
4pi2t2f2o
ln(2) − 1
)
exp
(
−2pi
2t2f2o
ln(2)
)
(5.45)
with an arbitrary A. The multiplicative factor A can be used for normal-
ization but the gain is independent of the normalization. In the case of an
infinite acquisition window duration and an appropriate frequency fo, the
second derivative Gaussian becomes the matched template.
Ideal lowpass filter: The template corresponding to an ideal low pass
filter with cut-off frequency fo is given by
qˆLP(t) = 2Afo
sin(2pifot)
2pifot
(5.46)
and has an infinite duration.
Raised cosine filter: An equivalent to the raised cosine filter is obtained
for a template
qˆRC(t) = Afo
sin(pitfo)
pitfo
cos(piRtfo)
1− 4R2t2f2o (5.47)
where 0 ≤ R ≤ 1 is the roll-of factor.
Narrowband filter: The template corresponding to a narrowband filter
is
qˆNB(t) = A cos(2pifot) (5.48)
where fo indicates the center frequency. The bandwidth of the filter is defined
by the acquisition window duration.
5.5.3 Application to the Second Derivative Gaussian Pulse
The gain GNM is numerically estimated for a second derivative Gaussian
pulse with duration tn = 0.1 ns as a function of the integration duration tw
and the frequency fo of the filter. The outcomes are presented in figure 5.17.
It is noted that the gain is relatively insensitive to a change of the integration
time (as long as it is not shorter than about 1 ns) except for the narrowband
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filter. This is due to a vanishing amplitude of the templates (5.45) to (5.47)
for large t. For all the four proposed filters, the gain has a unique maximum.
The values for tw and fo resulting in the maximal gain are listed in table 5.3.
As expected, the maximal gain for a second derivative Gaussian filter is 0 dB.
For illustration, the templates for the values given in table 5.3 are shown in
figure 5.18.
5.6 Narrowband Interference
Wireless communication systems are ubiquitous nowadays. Several systems
have emerged in addition to more traditional devices like radio and television
broadcast. Today, widespread applications include among others wireless lo-
cal area networks for computers, mobile phones, cordless home telephones,
and personal area networks. An UWB system should not only cope with all
of the above communication systems, but it should also work in the presence
of many other possible—intentional or non-intentional—narrowband inter-
ferences up to reasonable interfering powers. On the other hand, the UWB
system should not disturb or interrupt the narrowband communication sys-
tems. This issue is covered by the emission masks and not considered in
this section. In the following, the robustness of UWB communications in the
presence of a narrowband interference is evaluated based on an estimation of
the variation of the elements of the observation vector. Other aspects, e.g.,
a narrowband interference that saturates the input amplifier which produces
non-linearities are not considered. Corresponding to a worst case scenario
the interference is first assumed to be synchronized with the UWB commu-
nication. The assumption of a synchronous interference is then removed and
the resulting BER is calculated. The summed signal in the presence of a
Input Filter fo (GHz) tw (ns) GNM (dB)
second derivative Gaussian Filter 2.0 ∞ 0
Ideal LPF 0.9 2.2 −0.75
Narrow-band Filter 0.5 3.0 −0.76
Raised Cos (R = 0.6) 1.7 2.4 −1.11
Table 5.3: Maximal achievable gain for a second derivative Gaussian pulse shape depending on
input filter.
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Figure 5.17: Gain GNM for various templates and a second derivative Gaussian pulse shape
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narrowband interference is
qsum(t) =
Nf−1∑
j=0
[
q(t) +Ai cos(ωit+ φj)
]
(5.49a)
= Nfq(t) +
Nf−1∑
j=0
Ai cos(ωit+ φj), (5.49b)
where Ai and ωi are the amplitude and the frequency of the narrowband
interference and φj is the phase modeling a delay.
5.6.1 Noiseless transmission
The receiver correlates the received summed signal with a local template.
Without noise and interference, the nth element of the observation vector
(normalized with the impedance R) is in the case of an antipodal AM and
for the transmission of a data symbol dk ∈ {0, 1}
d˜k[n]
R
= 1
R
tw/2∫
−tw/2
qˆn(t)qsum(t) dt = (2n− 1)(2dk − 1)Eb, (5.50)
hence it takes the values ±Eb. Because of the symmetry it is sufficient
to calculate the outcome of a single receiver branch to obtain the BER.
Without loss of generality the branch n = 0 and the data symbol dk = 1
are considered and the corresponding element of the observation vector is
d˜k[0] = −EbR. In the presence of a narrowband interference, the element
of the observation vector is altered. An error occurs, if the sign of the
element d˜k[0] changes due to the interference. In the following a lower bound
is calculated below which a narrowband interference will not result in a
transmission error. For narrowband interferences above the bound the BER
is shown to be a function of the spreading code. To obtain a bound a worst
case scenario is assumed, i.e., the narrowband interference has the largest
possible impact on the element of the observation vector
d˜k[0] = −EbR+
tw/2∫
−tw/2
qˆ0(t)
Nf−1∑
j=0
Ai cos(ωit+ φj) dt. (5.51)
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For real, symmetric templates qˆ0(t), it follows from (5.51) that in the worst
case all the phase terms φj are zero. No error occurs when
tw/2∫
−tw/2
qˆ0(t)
Nf−1∑
j=0
Ai cos(ωit) dt ≤ EbR. (5.52)
For a matched template qˆ0(t) = q(t) and assuming that the pulse is received
entirely inside the acquisition window, (5.52) becomes
∞∫
−∞
q(t) cos(ωit) dt ≤ EbR
NfAi
. (5.53)
In the following, a bound for the interference amplitude Ai is calculated such
that the terms in (5.53) are equal, i.e.,
∞∫
−∞
q(t) cos(ωit) dt =
EbR
NfAi
. (5.54)
It is well known that the average value of a function g(t) is equal to the
Fourier transform evaluated at zero frequency, i.e.,
∫∞
−∞ g(t) dt = G(0). The
Fourier transform of q(t) cos(ωit) is
1
2piQ(ω) ∗pi(δ(ω − ωi) + δ(ω + ωi)), (5.55)
and (5.54) can be represented as
1
2Q(−ωi) +
1
2Q(+ωi) =
EbR
NfAi
. (5.56)
Because of the assumption of a real, symmetric pulse, Q(ω) is also real and
symmetric and (5.56) becomes
Q(ωi) =
EbR
NfAi
. (5.57)
The amplitude of the narrowband interference Ai such that the bound for an
error-free transmission is obtained is a function of the interference frequency
and given by
Ai =
EbR
NfQ(ωi)
. (5.58)
146
5.6 · Narrowband Interference
To obtain a performance estimation that is independent of the frame du-
ration, a signal to interference ratio (SIR) is introduced by comparing the
average UWB signal power Eb/tb with the power of the narrowband interfer-
ence Pi as
SIR = Eb
tbPi
. (5.59)
Because the interference is assumed a sine wave, the SIR can also be written
as a function of the interference amplitude as
SIR = 2REb
tbA2i
. (5.60)
For a system with 50Ω, a bit duration tb = 100 ns, and a bit energy Eb = 1pJ,
(5.60) becomes in a decibel scale
SIR (dB) ≈ 20 log10(0.3162V/Ai). (5.61)
Table 5.4 provides a conversion between the narrowband amplitude and the
SIR for the above mentioned assumptions. As a reference, it is noted that a
second derivative Gaussian pulse with duration tn = 200 ps and a bit energy
Eb = 1pJ and Nf = 1 has a peak amplitude of about 0.43V. Combining
(5.60) and (5.58), the bound for the SIR for which the BER is zero is found.
SIR0(ω) =
2
tbEbN
2
f Q
2(ω). (5.62)
The bound is proportional to N2f Q2(ω). For a given bit energy Eb, the pulse
energy is divided by Nf or the signal amplitude is inversely proportional to
Ai (V) SIR (dB) Ai (V) SIR (dB)
0.1 −10.00 1 −30.00
0.2 −16.02 2 −36.02
0.3 −19.54 3 −39.54
0.4 −22.04 4 −42.04
0.5 −23.98 5 −43.98
0.6 −25.56 6 −45.56
0.7 −26.90 7 −46.90
0.8 −28.06 8 −48.06
0.9 −29.08 9 −49.08
Table 5.4: Conversion between the amplitude of the interference and the SIR assuming a bit
duration of 100 ns.
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Nf. Using Parseval’s theorem it follows that Q(ω) is also inversely propor-
tional to Nf. Hence N2f Q2(ω) is indeed independent of the number of pulses
per symbol for a given bit energy. The bound SIR0 depends on the spectrum
and is represented in figure 5.19. For example for a narrowband interference
with 500MHz carrier frequency no transmission errors occur for a noiseless
transmission when the SIR > −27 dB. For a SIR smaller than the bound,
transmission errors are possible. To evaluate the BER in the presence of
a narrowband interference a numerical simulation is made. The center fre-
quency of the narrowband interference is 500MHz and the phase is assumed
to be random with an uniform distribution φj ∼ U[0, 2pi[. The outcomes
of the numerical simulation are represented in figure 5.20. As expected the
BER drops to zero for SIR > SIR0. For SIR → −∞, the BER approaches
0.5 independently of the code length. In the region −∞ < SIR < SIR0 the
BER performance can be improved with a longer spreading code as expected.
This is due to the processing gain of the coherent addition. For increasing
spreading code lengths the probability that all the contributions from the
narrowband interference are combined coherently (i.e., that all phases φj are
close to zero) decreases.
5.6.2 AWGN transmission
In this section, the transmission is not considered to be noiseless. The BER
is evaluated for an AWGN transmission channel in the presence of a narrow-
band interfering signal. The phase of the interfering signal is again considered
to be random with an uniform distribution φj ∼ U[0, 2pi[. The performance
results shown in figure 5.20 are valid for the asymptotic behavior at high
SNR. For a single pulse Nf = 1 and a narrowband interference with center
frequency 500MHz the outcome of numerical simulations is represented in
figure 5.21. As expected the BER tends toward the bounds for noiseless
transmissions given in figure 5.20 for high SNR. The outcomes of numerical
simulations for Nf = 8 are represented in figure 5.22. It is noted that for
SIR . SIR0 the performance is less degraded than for Nf = 1. The bounds
shown in figure 5.20 are again approached for high SNR.
5.7 Multiuser Interference
In this section the multiuser interference is considered under the assumption
that the receiver is already synchronized with the user of interest. The syn-
chronization in the presence of multiuser interference is considered in the
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Figure 5.21: BER in the presence of a narrowband interference at 500MHz and random phase
for a UWB communication with Nf = 1and a bit duration of 100 ns
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Figure 5.22: BER in the presence of a narrowband interference at 500MHz with random phase
for a UWB communication with Nf = 8 and a bit duration of 100 ns.
section 6.4. Multiple access and interference have always been one of the pri-
mary concern of wireless communications even since the very first wireless
transmissions systems. Indeed, one of the reasons to forbid UWB signals
as used in early spark-gap transmitters was the difficulty in discriminating
the different transmissions at the receiver [Siw04]. With advances in signal
processing effective methods for code discrimination in UWB communication
systems have become applicable. Today, many extensive analyses of perfor-
mance loss due to multiuser interference have been conducted, in general in
terms of lowered signal to noise ratio (SNR) or increased BER. For exam-
ple, an early contribution (see [Sch93]) discusses the SNR for asynchronous
multiuser interference in an AWGN transmission channel, and introduces an
approximation using a Gaussian noise to model a large number of interfering
users. Same later contributions made by the same working team refine and
generalize the results [Win97, Sch97,RM98b,RM98a,Win98]. These results
are confirmed and generalized to BER in [Som02] and [Gez04]. Extensions
to the above results are proposed in [Dur03] using Gaussian quadrature rules.
With multiuser interference the distance estimation for positioning systems
may be degraded [Maz04]. At the University of Oulu, a simulator has been
developed to allow the numerical estimation of BER in various environments.
In particular, AWGN and multipath propagation channels as well as nar-
rowband and multiuser interference can be selected. Numerical results for
multiuser interference in modified Saleh-Valenzuela channels are presented
in [Tes04b] and [Tes04a]. Deterministic multiuser interference suppression
is proposed in [LM00b] and [LM00a] and discussed in [LM02]. In [Yan02],
the concept of deterministic multiuser interference suppression is extended
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to uplink operation and block-spreading is applied to eliminate the inver-
sion of large matrices. It is shown in [Yan04] that receivers based on deter-
ministic multiuser interference suppression outperform Rake receivers with
finite number of fingers, but rely on high sampling frequency and training
sequences. Finally, in [Ers01] the ability of a receiver to recognize a single
transmitting user in a non multipath propagation channel without assuming
a synchronization with the user of interest is analyzed.
5.7.1 Models and Assumptions
When Nu transmitters are simultaneously active and the medium is linear,
then the received signal is the superposition of all the individual signals
r(t) = η(t) +
Nu−1∑
u=0
r(u)(t). (5.63)
From (2.15) it follows that the signal from the uth transmitter is
r(u)(t) =
Nd−1∑
k=0
Nf−1∑
j=0
d
(a,u)
j,k q
(u)(t− jtf − kts − d(t,u)j,k tc + φ(u)j,k ), (5.64)
where φ(u)j,k represents an arbitrary delay between the users. The received
pulse shape q(u)(t) may be a function of the user u because a different prop-
agation channel may be associated to each transmitter.
5.7.2 Multiuser Interference in AWGN
The signals from all users are assumed to be received with equal power and
the receiver to be synchronized with the user of interest. As denoted in (5.64)
the pulses from the interfering users are assumed to arrive at random instants.
For the simulations, a uniform distribution during the frame φ(u)j,k ∼ U[0, tf[
and nine interfering users (Nu = 10) are assumed. The outcomes of the
numerical simulations are given for a delay data modulation in figure 5.23
and for amplitude data modulation in figure 5.24. The AWGN performance
without multiuser interference is shown as a solid line and it is noted that
the BER performance at low SNR (SNR < 5 dB) is close to the AWGN
limit. For high SNRs (SNR > 20 dB), the multiuser interference becomes
the predominant source of transmission errors and the BER depends on the
used code modulation. It is noted that TH8 modulation outperforms the
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Figure 5.23: Comparison of the BER performance for TH8 TM and AH TM in AWGN in the
presence of 9 interfering users.
AH one for code sequences Nf ≥ 2. This can be explained by the larger set
of admissible codes for TH8 than for AH.
5.7.3 Multiuser Interference in Multipath Propagation
All users are assumed to be received with equal power. The propagation
channel is individual for each user and selected randomly for the simulations.
The receiver uses the AWGN template and hence no a priori knowledge of the
received signal shape from the user of interest is assumed. If such information
is available it may improve the results in the presence of multiuser interfer-
ence. The exploitation of the information concerning the channel impulse
response from the user of interest is even proposed for secure communica-
tions and to detect intruders [Wil07]. The simulation results are shown in
figure 5.25 for delay modulation and in figure 5.26 for amplitude modulation
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Figure 5.24: Comparison of the BER performance for TH8 AM and AH AM in AWGN in the
presence of 9 interfering users.
in the presence of nine interfering users. As for the AWGN channel, the
BER is close to the theoretical performance limit for small values of SNR
(SNR < 5 dB) and presents a lower bound for large SNRs (SNR > 20 dB).
Again, the TH8 modulation outperforms the AH one when more than one
pulse per symbol is used (Nf ≥ 2).
5.8 Summary
The theoretical BERs for transmissions over AWGN channels, expressed as
functions of the SNR per bit, are also valid for UWB. They apply to both,
AWGN and multipath channels3. Due to imperfections of the receiver, the
3However, the same SNR per bit may not correspond to the same communication
range.
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Figure 5.25: Comparison of the BER performance for TH8 TM and AH TM in CM3 in the
presence of 9 interfering users.
processed energy per bit may be smaller than the received energy per bit,
resulting in a loss of the SNR per bit. The losses due to selected imperfections
are analyzed. When no channel estimation is performed and the receiver
uses the transmitted pulse as a template, a degradation of the SNR by about
9 dB as compared with the SNR obtained with a matched template should be
expected for a CM3 channel. Also for a CM3 channel, the received energy due
to an acquisition window duration of 10 ns is shown to be lowered by about
3 dB as compared to an infinite acquisition window. The total processing
gain is shown to be a function of the bandwidth and the data signaling
rate. It can be decomposed into a duty cycle gain and a pulse combining
gain. Without timing errors, the pulse combining gain increases linearly
with the number of pulses per symbol. It is shown that the pulse combining
gain is reduced in the presence of a Gaussian jitter or a frequency difference
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Figure 5.26: Comparison of the BER performance for TH8 AM and AH AM in CM3 in the
presence of 9 interfering users.
between the receiver and the transmitter. Accepting a small degradation of
the SNR, a non-matched template may be used by the receiver, for example
to lower its implementation complexity. Finally the BER in the presence of
narrowband and multiuser interference is shown. It is concluded that TH8
results in general in an improved robustness against multiuser interference
as compared to AH.
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Chapter 6
Synchronization
For the performance estimations in chapter 5 it has been assumed that the
receiver is already synchronized with the transmitter of interest. This as-
sumption is valid during data transmission, but objectionable during the
initial synchronization phase. In fact, during synchronization, the receiver
aims to estimate the frequency and the delay of the received signal to es-
tablish a reliable communication for the consecutive data transmission. In
this chapter, some aspects of the initial synchronization are considered. The
most important terms are defined in section 6.1. In sections 6.2 and 6.3 two
synchronization algorithms are presented. For each one, the required syn-
chronization time is estimated. Finally, in section 6.4, the probability that
an erroneous acquisition can be distinguished from the correct acquisition is
calculated. In particular, the probability measures the ability of the receiver
to reject an interfering transmitter during the synchronization phase.
6.1 Nomenclature
The initial synchronization after a cold start is composed of the frequency
synchronization, the frame synchronization, and the data synchronization.
Frequency synchronization: During the frequency synchronization, the
frame duration tf of the transmitter is searched by the receiver. The fre-
quency synchronization is a prerequisite for the coherent combining of the
received pulses. A difference in the frame durations between the devices oc-
curs because of the finite accuracy of the used clocks and depends among
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others on the temperature and the aging of the clocks.
Time synchronization (frame and data synchronization): The frame
synchronization and the data synchronization are both representatives of
time synchronization. During the time synchronization, a possible delay be-
tween the transmitter of interest and the receiver is compensated. The frame
synchronization compensates delays shorter than tf, while the data synchro-
nization applies delays that are multiples of tf. The frame synchronization is
successful when the instant of the pulse reception is known, i.e., the pulses
are received within the acquisition windows. There may still be an ambiguity
in which pulse corresponds to the first one during the transmission of the
symbol. This ambiguity is removed by the data synchronization. Assuming
that the length of the spreading code is identical to the number of pulses per
symbol Nf, the search for the first pulse of the symbol (data synchronization)
is equal to the search for the beginning of the spreading code (code synchro-
nization). The data synchronization is in general based on the code sequence.
However, it will be called data synchronization to avoid a confusion with a
code selection, i.e., with a search for the code sequence used by the user of
interest.
6.2 Intentional Frequency Difference
6.2.1 Working Principle
The synchronization compensates a potential frequency offset and delay be-
tween the transmitter and the receiver. However, the frequency and the
delay are interdependent. For example, a constant frequency difference be-
tween the transmitter and the receiver results in a linearly increasing delay
between the devices. Using this effect, it is possible to “scan” all the possible
delays by applying intentionally a frequency difference. An illustration of
the synchronization using an intentional frequency difference is illustrated
in figure 6.1. Initially the delay between the clocks is δ0. After a duration
corresponding to k symbol acquisitions, the delay between the clocks is de-
noted as δk. In the following the synchronization time, i.e., the expected
duration until the receiver is synchronized with the transmitter of interest,
is calculated. Finally, a frequency selection scheme for the receiver is pro-
posed to minimize the synchronization time. The selection scheme should
be independent of the transmitter’s frequency, because the receiver cannot
estimate it before the synchronization phase ends.
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Figure 6.1: Illustration of the working principle of the synchronization using an intentional
frequency difference. Due to the difference between tˆs and ts, the template may become aligned
with the received signal.
6.2.2 Scan time
Is ts the symbol duration at the transmitter and tˆs the one at the receiver.
The delay between the transmitter and the receiver is initially δ0. Due to
the difference of the clock frequency, the delay δk for the kth symbol is
δk = δ0 + k(tˆs − ts) (6.1)
as represented in figure 6.1. One symbol duration is “scanned” when δk − δ0
equals the symbol duration. From (6.1) it follows that one scan is finished
for a k such that
δk − δ0 = k|tˆs − ts| = ts. (6.2)
Each one of the k symbol acquisitions requires a duration tˆs to terminate.
The time required to test for all possible delays, called scan time tscan, is
thus
tscan = ktˆs =
tstˆs
|tˆs − ts|
. (6.3)
It follows from (6.3) that the scan time is reduced when the frequency differ-
ence and hence |tˆs − ts| is increased. However the coherent addition of the
pulses decreases with an increasing frequency difference and it may happen
that the pulse combining gain is not sufficient to detect the time synchro-
nization. In the next section a strategy to minimize not the scan time but
the synchronization time is deduced.
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6.2.3 Synchronization time
The synchronization time is calculated for two scenarios. First, the receiver
is assumed to know the frequency of the transmitter and the symbol duration
ts. This assumption is removed in the second scenario. For both assumption
a synchronization scheme is proposed that minimizes the synchronization
time.
Known frequency: It is assumed that the receiver knows the symbol
duration ts and is able to tune its symbol duration tˆs to obtain any requested
difference tˆs−ts. As seen in (6.3), the difference should be selected as large as
possible but is limited by the pulse combining gain. For the second derivative
Gaussian pulse, it has been shown in (5.41) that the maximum achievable
gain is limited to approximatelyGmax ≈ 0.9564tn/α, where α is the difference
between the frame durations. For a pulse duration tn = 200 ps and a required
pulse combining gain of 9.5 dB, the maximal value of α such that the gain
can still be achieved is
α ≈ 0.9564 · 200 ps/109.5/10 ≈ 20.13 ps (6.4)
and is obtained for Nmax ≈ 15.99 pulses. Taking Nf = 16 and a frame
duration of tf = 100 ns, the symbol duration is ts = 1.6 µs. Due to the
frequency difference, the symbol duration at the receiver is tˆs = ts +Nfα ≈
1.6µs + 322 ps and the scan time is
tscan =
tstˆs
|tˆs − ts|
≈ 8.5ms. (6.5)
The expected synchronization time is half the scan time and is 〈tsync〉 ≈
4.25ms.
Unknown frequency: Normally, the transmitter’s frequency is not known
by the receiver. However it can be assumed that the frequency difference is
within given limits. This assumption is in general true because the accuracy
of a clock, defined in first approximation by the temperature and the aging
coefficients, is provided in the specifications of the used oscillators. If t˜s is
the initial symbol duration at the receiver after enabling the device without
tuning the frequency, then the transmitter’s symbol duration can be assumed
to be within t˜s±toff. Figure 6.2 illustrates the situation. During the synchro-
nization phase the receiver selects one symbol duration tˆs within the given
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Figure 6.2: Illustration of the synchronization procedure for imprecise clocks.
range and “scans” the delays as described in the previous section. Either
the synchronization phase stops successfully because the signal of interest
is found or the search using the symbol duration tˆs is interrupted after a
timeout and a new symbol duration tˆs is selected. A failure to synchronize
can occur for two reasons. The difference between ts and tˆs may be too large
and the required pulse combining gain cannot be achieved. Another possible
source of failure is that the difference may be too small. In this case, it
may happen that the scan is interrupted before the receiver has a chance to
become time synchronized with the transmitter.
In the following the minimal synchronization and the corresponding strat-
egy to select tˆs are derived. The range within which the required pulse com-
bining gain can be obtained is denoted as [ts − tadd, ts + tadd] . The receiver
divides the interval [tˆs− toff, tˆs + toff] into (Nfreq−1) intervals selecting Nfreq
symbol durations tˆs. In the example shown in figure 6.2 three out of eleven
symbol durations may potentially lead to a successful synchronization. In the
following, the expected duration until synchronization 〈tsync〉 is minimized.
Is is
〈tsync〉 = 12Nfreqtscan. (6.6)
It is noted that tscan is also a function of Nfreq. The scan time tscan should
be selected such that at least one selection of tˆs leads to a synchronization
before the timeout. The longest duration for the scan is obtained for tˆs =
ts + tadd − 2toff/Nfreq and the scan time should be selected to be at least
tscan =
ts(ts + tadd − 2toff/Nfreq)
tadd − 2toff/Nfreq . (6.7)
Inserting (6.7) in (6.6) it follows that
〈tsync〉 = 12
N2freqt
2
s +N2freqtstadd − 2Nfreqtstoff
Nfreqtadd − 2toff . (6.8)
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The synchronization time is a function of Nfreq as expected. It is noted that
the validity of (6.8) is restricted to strictly positive values of the denominator.
This corresponds to an assumption that the difference of two neighboring
values of tˆs, obtained by 2toff/Nfreq, is smaller than the zone for which the
required processing gain can be achieved tadd.
The value Nfreq for which the synchronization time is minimized is
∂〈tsync〉
∂Nfreq
= 0 (6.9)
and is
Nfreq,min =
2toff(ts + tadd +
√
t2s + tstadd)
tadd(ts + tadd)
, (6.10)
obtained for
〈tsync〉 = toffts(ts + tadd +
√
t2s + tstadd)(ts +
√
t2s + tstadd)
t2add
√
t2s + tstadd
(6.11)
The synchronization time as a function of the number of test frequencies
Nfreq is illustrated for ts = 100 ns and tadd = 1ns in figure 6.3. The validity
of (6.10) and (6.11) is restricted to Nfreq  1. For example ts = 100 ns,
toff = 2.5 ns, and tadd = 1 ns, has a minimum of 201µs for the synchronization
time in the absence of a spreading code. The minimum is obtained for
Nfreq = 9.975 ≈ 10. In the presence of a spreading code sequence with
length 16, the symbol duration is ts = 1.6 µs and the synchronization time is
approximately 25.6ms.
In general it is noted that ts  tadd and hence ts ≈ ts + tadd. Inserting
this approximation in (6.10) and (6.11), we obtain
Nfreq,min ≈ 4 toff
tadd
, (6.12)
obtained for
〈tsync〉 ≈ 4 toff
t2add
t2s = 4
toff
t2add
N2f t
2
f . (6.13)
The synchronization time is proportional to the squared symbol duration
Nftf.
166
6.3 · Bin Hopping Algorithm
0 5 10 15 20 25
0
50
100
150
200
Nfreq
S
y
n
c
T
im
e
(µ
s)
b
b
b
b b b
b
b
b
b
b
b
b
b
b
b
b
b
b
b toff = 2.5 ns
toff = 2.0 ns
toff = 1.5 ns
toff = 3.0 ns
toff = 3.5 ns
Optimum
Figure 6.3: Expected synchronization time when using an intentional frequency offset. The
pulse repetition period is 100 ns, tadd is 1 ns and no spreading code is assumed.
6.3 Bin Hopping Algorithm
The search through bin hopping is a trial and error approach. A set of pa-
rameters, consisting of a code sequence, a delay, and a frequency, is selected.
When the signal from the transmitter of interest is detected using the current
set of parameters, the set is stored and the synchronization is successfully
terminated. When the signal is not detected, another set of parameters is
selected and the process is repeated. In figure 6.4 each set of parameters
is visualized as a bin. The intensity of the gray shading for each bin rep-
resents the probability that the synchronization stops because the signal of
interest is detected. The bins framed with a bold black line are considered
to lead to a correct acquisition. There may be several successive bins leading
to a correct acquisition due to a multipath propagation channel. The syn-
chronization procedure can be considered as an optimization problem in a
two-dimensional space (when the spreading code sequence is known) or in a
three-dimensional space (including the search for the correct spreading code
sequence). In the following, we will assume that the spreading code sequence
is known. First, the synchronization time is calculated for scenarios where
the probability to terminate the search is either 0 or 1. It is then shown that
the synchronization time depends on the search order for the bins, called the
synchronization scheme. Finally, the estimation of the synchronization time
is generalized to non-binary probabilities.
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Figure 6.4: Model to decompose the three-dimensional search into bins that can be tested indi-
vidually in a serial or parallel manner. The gray shading indicates the probability of acquisition
for a given bin.
6.3.1 Single shot acquisition
First, the receiver is assumed to be able to capture the signal during the
symbol duration ts. The search for the frequency and time synchronization
can be made entirely based on the acquired signal. Therefore, a single acqui-
sition is required until the receiver is synchronized. If the processing time
is negligible compared to the symbol duration, the synchronization time is
ts. Such a receiver requires large memories to store the signal and important
processing power to test all the bins rapidly.
6.3.2 Single bin, binary probability
The next scenario assumes that exactly one bin leads to a correct acquisition
and that the probability to terminate the synchronization is 1 for that bin
and 0 for all others. The synchronization time depends on the duration for
each test and the number of bins to be tested. The duration for each test
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is at least ts, when no additional processing time is required. The total
number of bins is N = NtimeNfreq where Ntime denotes the number of bins
due to the search for the delay and Nfreq the number of bins due to the
frequency synchronization. Nfreq depends on the clock accuracy, the pulse
width, and the pulse repetition frequency. For the RSD receiver presented
in section 3.4, only a short duration of the signal can be captured. The
corresponding interval is called the acquisition window and has a duration
tw. For the time synchronization, it is required to place the acquisition
windows at every possible instant during the symbol duration ts. For non-
overlapping acquisition windows, Ntime = ts/tw = Nftf/tw. The expected
number of bins to be tested until synchronization is
〈tsync〉
ts
= 1
N
N∑
n=1
n = N + 12 . (6.14)
For N  1, the expected synchronization time is hence
〈tsync〉 ≈ 12NfreqNtimeNftf =
Nfreq
2tw
N2f t
2
f . (6.15a)
The synchronization time is proportional to the squared symbol duration,
similar to (6.13) for the synchronization using an intentional frequency offset.
To reduce the symbol duration, the code length Nf may be selected as short
as possible. The result (6.15a) is independent of the search order. It is hence
not possible to find a better search strategy to reduce the synchronization
time.
For a numerical example, we assume Nfreq = 3, tf = 100 ns, and tw =
10ns. For Nf = 1 (N = 3 · 10 = 30) 〈tsync〉 = 1.55 µs and for Nf = 16,
(N = 3 · 16 · 10 = 480) 〈tsync〉 ≈ 385µs.
6.3.3 Consecutive bins, binary probability
When more than one bin leads to a correct acquisition, the search strategy,
i.e., the order to test the bins, becomes important. For a serial synchroniza-
tion algorithms, the bins are successively tested. In this section, it is assumed
that K consecutive bins lead to a successful and correct synchronization with
a probability 1. All other bins have a zero probability to terminate the syn-
chronization. This model is an approximation for a multipath propagation
channel that spreads the energy of the received pulse over several consec-
utive acquisition windows. The total number of bins is again denoted as
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N = NfreqNtime. In the following, several search orders are proposed and
discussed. The results for N = 64 are represented in figure 6.5.
Linear search: The linear search tests for all admissible bins in a strictly
increasing order, i.e., in the order indicated by the bin number in figure 6.4.
If no synchronization has been obtained, a new set of parameters is selected
and the process starts over.
Because no information about the initial delay and the frequency differ-
ence is given, the selection of the first bin is random and it is assumed that
all bins are equiprobable. The probability to terminate the synchronization
after the first test is hence K/N . For all the following tests, the probabil-
ity to successfully terminate the synchronization is only 1/N . The expected
number of bins to be tested is thus
〈tsync〉
ts
=
N−K+1∑
L=1
Lp(L) = K
N
+ 1
N
N−K+1∑
L=2
L = 3N −K + (N −K)
2
2N
(6.16)
where p(L) is the probability that the acquisition successfully ends after L
tests. The expected number of bins to be tested are illustrated in figure 6.5.
Random search: For the random search, the probability that the acquisi-
tions successfully ends after the Lth test is function of the probability that
the L− 1 previous tests are not successful and the Lth test is successful
p(L) =
(
1− K
N
)L−1(
K
N
)
(6.17)
and hence
〈tsync〉
ts
=
∞∑
L=1
Lp(L) = N
K
. (6.18)
For K = 1, the result is N and hence is worse than for every other syn-
chronization scheme. From figure 6.5, we conclude that the random search
should not be used when K is small.
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Figure 6.5: Comparison of the synchronization times for different synchronization schemes.
Jump by K: IfK is known this synchronization scheme results in a minimal
synchronization time. When the test for a bin k is not successful the next
test is made for bin k+K. The probability for the Lth tests to be successful
is K/N independently of L. The maximum number of tests is N/K. The
expected number of bins to be tested is
〈tsync〉
ts
= N
K
N/K∑
L=1
L = 12
(
1 + N
K
)
. (6.19)
It can be seen in figure 6.5 that the “jump by K” has the smallest synchro-
nization time of all presented schemes. However the “jump by K” requires
an a priori knowledge of K
Random permutation search: The random permutation search is similar
to the random search, but the already tested bins are excluded from all
further tests. The synchronization time for the random permutation search
is given in [Hom02] as
〈tsync〉
ts
= N + 1
K + 1 . (6.20)
The random permutation search results in nearly as low synchronization
times as the “jump by K” but does not require a priori knowledge.
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Bit reversal: The search order for the bit reversal scheme is calculated
using the following algorithm. The bin number n is written as a binary
number. The order of the bits is reversed and the resulting number provides
the search order of the corresponding bins. For example for N = 8 the search
order would be given by the sequence ε(n)
n decimal: {0, 1, 2, 3, 4, 5, 6, 7}
n binary: {000, 001, 010, 011, 100, 101, 110, 110}
ε(n) binary: {000, 100, 010, 110, 001, 101, 011, 111}
ε(n) decimal: {0, 4, 2, 6, 1, 5, 3, 7},
which means that bin 0 is tested before bin 4 followed by bin 2 and so on.
From figure 6.5 it follows that the expected synchronization time for a bit
reversal search is identical to the “jump by K” for K and N being powers
of 2. The bit reversal search does not require an a priori knowledge and has
a low implementation complexity.
Numerical Example: In the following the synchronization times for a
typical scenario are calculated. It is assumed that the frame duration is
tf = 100 ns and that the number of pulses per symbol is either 1 or 16. The
resulting symbol durations are 100 ns or 1.6 µs, respectively.
Because of the limited acquisition duration (tw < ts), only a part of the
received signal can be stored. We assume tw = 10 ns. Further, it is assumed
that due to the multipath the signal can be received during 40 ns, i.e., that
K = 4 consecutive bins lead to a successful synchronization. Finally we as-
sume Nfreq = 3 and Ntime = ts/tw. The total number of bins are N = 10 for
Nf = 1 or N = 480 for Nf = 16. The synchronization times are listed in the
following table.
Nf = 1 Nf = 16
Number of Synchronization Number of Synchronization
Method Acquisitions time ( µs) Acquisitions time ( µs)
linear search 3.1 0.310 237.5 380
jump by K 1.75 0.175 60.5 97
random search 2.5 0.250 120.0 192
rand perm search 2.2 0.220 96.2 154
It is noted that the expected synchronization times for the bin hopping are
significantly smaller than the ones for the intentional frequency difference
algorithm.
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6.3.4 Generalized synchronization time
In this section a generalized approach to calculate the expected synchroniza-
tion time for the bin hopping algorithm is presented. The serial search is
visualized with a flow graph [Hom03a,Hom03b,Suw05] as shown in figure 6.6.
The search scheme is defined by a map n→ ε(n) where n is the index of the
bin and ε(n) defines the search order. For each bin three probabilities are as-
sociated. piε(n) is the probability that the search starts with bin n, Hε(n)(z)
defines the probability that the synchronization is successfully terminated
after having tested bin n and finally Gε(n)(z) defines the probability that
the synchronization continues with the next bin. These probabilities can be
written in the z-Domain to include also a processing time. The expected
synchronization time is given by
〈tsync〉 = ts ∂
∂z
Psync
∣∣∣∣
z=1
, (6.21)
where the generating function is given by [Hom03a]
Psync =
∑N−1
k=0 piε(k)
∑N−1
i=0 Hε(i⊕Nk)(z)
∏i−1
j=0Gε(j⊕Nk)(z)
1−∏N−1
i=0 Gε(i)(z)
(6.22)
Equations (6.21) and (6.22) can be used to calculate the expected synchro-
nization times for any probabilities piε(n), Gε(n)(z), and Hε(n)(z). A particu-
lar case is given when at least one of the probabilities Gε(n)(z) is zero, i.e., at
least one bin leads to a synchronization with certainty. For this assumption
(6.21) is simply given by the derivative of the numerator of (6.22) and is
〈tsync〉 = ts
N−1∑
k=0
piε(k)
N−1∑
i=0
i−1∏
j=0
Gε(j⊕Nk)(z)
 · [(i+ 1)Hε(i⊕Nk)(z)]
∣∣∣∣∣∣∣
z=1
.
(6.23)
6.4 Synchronization Probability
In this section, the receiver’s ability to differentiate between the user of
interest and the interfering users during synchronization phase is analyzed
for the CM3 indoor multipath model and the case when the received pulse
shape equals the transmitted one (denoted as AWGN). As a benchmark, a
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Figure 6.6: Generalized flow graph to calculate the synchronization time.
distinction coefficient related to the probability of successful termination of
the initial synchronization is used. The distinction coefficient is defined in
section 5.1.2 and is (5.6)
D =W(a)/W(b), (6.24)
where W(a) and W(b) are the maximum values of the absolute received sig-
nals in scenarios (a) and (b) respectively. In all the examples, scenario (a)
corresponds to the favored one and scenario (b) should be rejected. As
such, a distinction coefficient above 1 would be sufficient for the identifica-
tion in a noiseless scenario. However in practical applications, a distinction
coefficient above 2 may be required. Another application of the distinction
coefficient is to estimate the maximum tolerable difference of the received
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powers due to near-far effect. Parts of the results in this section have been
published [Mer05a,Mer05b].
6.4.1 Unique Transmitter
Scenario: In this section, it is assumed that a unique transmitter exists
within the communication range of the receiver, i.e., no multiuser interference
is assumed. Thus, two scenarios may happen during the synchronization
phase.
(a) The receiver is synchronized with the user of interest. This scenario
serves as a reference.
(b) The transmission from the user of interest is captured, but the receiver
is not synchronized.
It is important that the receiver can differentiate between the scenarios (a)
and (b) for a successful synchronization. Both scenarios are illustrated in
figure 6.7. For (a), the summed signal wk has a maximum amplitude that is
Nf times larger than the maximum amplitude of an individual received pulse.
For (b), the maximum amplitude is expected to be smaller than for (a) and
to depend among others on the frequency and time difference between the
transmitter and the receiver, the code sequence, and the modulation. In the
following, the distinction coefficient is calculated for amplitude and delay
modulations.
Description for TH: As only the user of interest u = 0 is assumed to
transmit, the received summed signal is
wk(t) =
Nf−1∑
j=0
wj,k(t) =
Nf−1∑
j=0
q(0)(t− τ (0)j + τˆ (0)j ) (6.25)
and the delays are
τˆ
(0)
j − τ (0)j = c(0)j tc − cˆ(0)j tˆc + φ(0). (6.26)
It is assumed that the chip durations are sufficiently similar such that a
coherent addition of the pulses is possible, tˆc = tc and that the receiver
knows the spreading code sequence but not its beginning cˆ(0) = c(0)j⊕N∆j . The
additional delay φ(0) may be used to model a timing error. During the whole
chapter, φ(0) is assumed to be independent of j, i.e., the delay between the
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Figure 6.7: Coherent (a) and partially coherent (b) addition of limited duration windows for
the user of interest u = 0. In scenario (a) the applied spreading code for the pulse delays is
{0, 2, 1, 1} and the same code is used to place the acquisition windows wj,k. In scenario (b) the
applied spreading code is again {0, 2, 1, 1}. The receiver applies the correct code, but shifted by
one position (∆j = 1) and the code becomes {2, 1, 1, 0}. The distinction coefficient is D = 4/2
for the given example.
transmitter and the receiver does not change significantly during one symbol
acquisition. For scenario (a) the receiver is assumed to be synchronized.
It follows from the data synchronization that ∆j = 0 and from the frame
synchronization that φ(0) = 0. Without noise the maximum for scenario (a)
is
W(a) = Nf max
t
∣∣∣q(0)(t)∣∣∣ . (6.27)
For scenario (b), the receiver is not synchronized (not simultaneously ∆j = 0
and φ(0) = 0) and the maximum value is calculated using
W(b) = max
∆j 6=0
φ(0)
max
t
∣∣∣∣∣∣
Nf−1∑
j=0
q(0)(t+ (c(0)j − c(0)j⊕N∆j)tc + φ
(0))
∣∣∣∣∣∣ . (6.28)
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The maximum for scenario (b) is obtained when the pulses are received within
the acquisition windows. Without loss of generality, we can hence assume
frame synchronization (φ(0) = 0). As the receiver is not synchronized for
scenario (b), it follows that ∆j = {1, . . . , Nf − 1}. If the shifted pulses do
not overlap, i.e., the duration of q(0)(t) is smaller than tc, (6.28) becomes
W(b) = W(b)
∣∣∣∣maxt q(0)(t)
∣∣∣∣ (6.29)
where W(b) denotes the maximum number of solutions in j to
c
(0)
j − c(0)j⊕N∆j = l (6.30)
for any admissible ∆j and l [Ers01]. W(b) is referred to as the maximum
number of hits between the two delayed TH codes and is studied extensively
in [Ers01]. By definition, W(b) is a positive integer. The calculation of W(b)
can be done with the following algorithm.
for ∆j = 1 to Nf − 1
Initialize a[l] with zero values
for j = 0 to Nf − 1
Increment the element a[c(0)j − c
(0)
j⊕N∆j ].end j
store b[∆j] = maxl(a[l])
end ∆j
store W(b) = max∆ j b[∆j].
The distinction coefficient
D = W(a)W(b) =
Nf
W(b)
maxt |q(0)(t)|
maxt |q(0)(t)| =
Nf
W(b)
(6.31)
becomes independent of the pulse shape.
Theoretical bound for TH: The spreading code sequence has a length
Nf and each value is M -ary and denoted as c(0)j ∈ {0, . . . ,M − 1}. The
2M − 1 possible outcomes of the difference cj − cˆj are given by the set
{−M − 1, . . . ,M − 1}. Again, for the scenario (a), all pulses are coherently
added and W(a) = Nf maxt |q(0)(t)|. From (6.30) it follows, that W(b) is
minimal when the c(0)j − c(0)j⊕N∆j is uniformly distributed over the 2M − 1
admissible values of l. In this case
W(b) =
⌈
Nf
2M − 1
⌉
max
t
|q(0)(t)| (6.32)
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and hence the distinction coefficient is
D = Nf⌈
Nf
2M − 1
⌉ . (6.33)
Figure 6.8 represents the distinction coefficient as a function of Nf andM . As
expected, an increase ofM may result in a better distinction coefficient. The
maximal value of the distinction coefficient for a given M is Dmax = 2M − 1
and is obtained whenever Nf is an integer multiple of 2M − 1. It follows
that the best distinction coefficient may be obtained for a limited length of
the code sequence and that a code length equal to a power of 2 does not
necessarily result in the best performance.
Description for AH: For the antipodal amplitude modulation, the summed
signal is for tˆf = tf
wk(t) =
Nf−1∑
j=0
wj,k(t) =
Nf−1∑
j=0
c
(0)
j cˆ
(0)
j q
(0)(t+ φ(0)) (6.34)
Again, the worst case of scenario (b) occurs when the pulses are received
within the acquisition window and a frame synchronization is thus assumed
(φ(0) = 0). The outcomes are for scenario (a)
W(a) = Nf max
t
∣∣∣q(0)(t)∣∣∣ . (6.35)
and scenario (b)
W(b) = W(b) max
t
∣∣∣q(0)(t)∣∣∣ , (6.36)
where
W(b) = max
∆j 6=0
∣∣∣∣∣∣
Nf−1∑
j=0
c
(0)
j c
(0)
j⊕N∆j
∣∣∣∣∣∣ . (6.37)
Due to the absolute value W(b) is a non-negative integer. The distinction
coefficient
D = Nf
W(b)
(6.38)
is again independent of the pulse shape.
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Figure 6.8: Best distinction coefficient for TH with an M-ary code with length Nf.
Theoretical bound for AH: A theoretical bound for the distinction co-
efficient is given by D = Nf and is obtained when W(b) = 1. Unfortunately,
a code that achieves this bound does only exist for some code lengths Nf. An
example of such a code sequence for Nf = 7 is cj = {1,−1, 1,−1,−1,−1, 1}
for which the autocorrelation function is C∆j = {7,−1,−1,−1,−1,−1,−1}.
An extensive search for the best code with respect to the distinction coeffi-
cient has been performed for code lengths Nf ≤ 32. The results of this search
are illustrated in figure 6.9. It is noted that the performance depends on Nf
and that a power for Nf does not necessarily results in the highest possible
distinction coefficient.
Numerical evaluation for TH using (6.30) and AH using (6.37): A
random spreading code is assumed to calculate distinction coefficients that
can be expected in a realistic system. The distribution of the code symbol cj
is assumed to be uniform in the interval [0, . . . ,M − 1]. Hence, cj − cj⊕N∆j
is not uniformly distributed, but has a triangular probability distribution in
the interval [−M−1, . . . ,M−1]. The outcomes are illustrated in figure 6.10.
For the delay modulation, the distinction coefficient depends on the number
of admissible delays M . TH8 has a performance that is comparable with the
one obtained for AH.
Numerical simulation for TH using (6.28): The results from a numer-
ical simulation using second derivative Gaussian pulses are shown in fig-
ure 6.11. The outcomes using (6.28) are shown using dashed lines. They are
compared to the results from the former section based on (6.30) represented
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Figure 6.9: Best distinction coefficient that can be obtained for AH for a binary code with length
Nf.
with solid lines. The number of iterations for the numerical simulation is
limited to obtain admissible simulation durations. For this reason, the nu-
merical values have a large variance and only trends should be deduced from
them. In particular the variance is high for a small number of combined
pulses. In figure 6.11 it can be seen that for a sufficiently high number of
pulses, Nf ≥ 32, the numerical simulations are close to the predictions.
6.4.2 A Single Active Transmitter
Only one transmitter is assumed to be active at any time. However, several
transmitters may be within the range of communication. The number of
transmitters is denoted as Nu, and the uth transmitter is supposed to be
active. Without loss of generality, the transmitter of interest is u = 0. The
received summed signal is for TH
wk(t) =
Nf−1∑
j=0
wj,k(t) =
Nf−1∑
j=0
q(u)(t− τ (u)j + τˆ (0)j ) (6.39)
and the delays are
τˆ
(0)
j − τ (u)j = (c(0)j − c(u)j⊕N∆j)tc + φ
(u). (6.40)
Scenario: The following scenarios may happen during the synchronization
phase.
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[3]
[3] M = 2 log10(D) ≈ 0.0485 log10(Nf) + 0.1118
[2]
[2] M = 4 log10(D) ≈ 0.1121 log10(Nf) + 0.1884
[1]
[1] M = 8 log10(D) ≈ 0.2037 log10(Nf) + 0.2264
[0]
[0] M = 16 log10(D) ≈ 0.2850 log10(Nf) + 0.2542
(b) double-logarithmic representation
Figure 6.10: Linear (a) and double-logarithmic (b) representation of the expected distinction
coefficient for a unique transmitter with a white, uniform code sequence with length Nf.
(a) The transmission from the user of interest is captured (u = 0) and the
receiver is synchronized (φ(0) = 0, ∆j = 0). This scenario serves as a
reference.
(b1) The transmission from the user of interest is captured (u = 0), but the
receiver is not synchronized (φ(0) 6= 0 or ∆j 6= 0).
(b2) The user of interest is not transmitting and the transmission from an
interfering user u 6= 0 is captured.
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Figure 6.11: Distinction coefficient for random spreading codes and a unique transmitter. The
dashed lines are the outcomes of numerical simulations using second derivative Gaussian pulses.
The solid line represent the predictions from figure 6.10.
It is important that the receiver can differentiate between the case (a) and
the cases (b1) and (b2) for a successful termination of the search phase. For
the estimations, a perfect power control is assumed, i.e., the received power
from each transmitter is identical.
Numerical evaluation based on the codes: The maximum for all con-
figurations belonging to scenario (b) is obtained when the pulses from the
uth transmitter are received within the acquisition window (φ(u) = 0). By
analogy to (6.30), the maximum for
c
(0)
j − c(u)j⊕N∆j = l (6.41)
for any admissible ∆j, l, and u is calculated to find the distinction coefficient.
The results for a random code are given in figure 6.12. For each value of M
the results for 0, 1, 3, 7, and 15 interfering users are shown. For each addi-
tional interfering user the distinction coefficient is reduced. The reduction
of the distinction coefficient in a linear scale is relatively independent of the
code length Nf.
Numerical simulation based on the UWB signal: Again, numerical
simulations are made for a second derivative Gaussian pulse with a duration
tn = 200 ps, a frame duration 100 ns, and a chip duration of 1 ns. The
outcomes of the simulations are shown in figure 6.13 for TH8 using an AWGN
and a CM3 channel. As expected the distinction coefficient increases with
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(b) double logarithmic representation
Figure 6.12: Linear (a) and double logarithmic (b) representation of the distinction coefficients
obtained with random codes and Nu ∈ {1, 2, 4, 8, 16} transmitters and M-ary code modulation.
It is assumed that exactly one transmitter is active at any time.
the code length Nf and decreases with the number of users Nu. For scenario
(b), the receiver is not synchronized and the maximum value is calculated
using
W(b) = max
(b)
max
t
∣∣∣∣∣∣
Nf−1∑
j=0
q(u)(t+ (c(u)j − c(0)j⊕N∆j)tc + φ
(u))
∣∣∣∣∣∣ , (6.42)
where max(b) denotes the search for the maximum of all configurations be-
longing to scenario (b), among others testing for all admissible users u.
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Figure 6.13: Distinction coefficient for a random code and TH8. A single transmitter out of Nu
is active at any time.
6.4.3 Several Active, Frame Synchronized Transmitters
The distinction coefficient is now estimated under the assumption that the
signals from Nu transmitters are simultaneously received. The pulses from
the transmitters are again assumed to be received with the same power. The
received summed signal is for THM
wk(t) =
Nu−1∑
u=0
Nf−1∑
j=0
q(u)(t+ (c(0)j − c(u)j⊕N∆j)tc + φ
(u)) (6.43)
In this section the transmitters are assumed to be chip synchronized. As
a worst case scenario it is again assumed that the transmitters are frame
synchronized (φ(u) = 0). Because of this assumption the probability that
many interfering pulses are received within the acquisition window is high.
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Figure 6.14: Coherent (a) and partially coherent (b) addition of limited duration windows. The
spreading code from the user of interest is {0, 2, 1, 1}. In the illustrated example for scenario
(b), the receiver applies the correct code, but shifted by one position {2, 1, 1, 0}. The distinction
coefficient is D = 5/4.
Scenarios: The possible scenarios, illustrated in figure 6.14, are the fol-
lowing.
(a) The receiver is synchronized with the user of interest. This results in
a coherent addition of the Nf pulses from the user of interest and in a
incoherent addition of the (Nu − 1)Nf interfering pulses.
(b) The receiver is not synchronized with the transmitter of interest, i.e.,
∆j 6= 0.
Numerical evaluation based on the codes: Again the distinction coef-
ficient is calculated for random spreading codes and represented in figure 6.15.
It is noted that the degradation due to multiuser interference is severe for
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frame synchronized transmitters. The assumption of frame synchronized
transmitters is pessimistic. A more realistic assumption are asynchronous
transmitters. The outcomes for that scenario are presented in the next sec-
tion.
Numerical simulation based on the UWB signal: This synchronous
case is modeled with
W(b) = max
(b)
max
t
∣∣∣∣∣∣
Nu−1∑
u=0
Nf−1∑
j=0
q(u)(t+ (c(u)j − c(0)j⊕N∆j)tc + φ
(u))
∣∣∣∣∣∣ , (6.44)
where all the phases φ(u) are equal (and can be considered as 0). The out-
comes of numerical simulations using radio frequency signals are shown in
figure 6.16. For both the AWGN and the CM3 channel the numerical sim-
ulation results are slightly improved compared to the numerical evaluations
obtained above.
6.4.4 Several Active, Asynchronous Transmitters
The signals from Nu transmitters are assumed to be received simultaneously.
In contrast to the previous sections, all the interfering transmitters are as-
sumed to be asynchronous, modeled by an uniform distribution for the delays
φ(u) ∼ U[0, tf[. The frame duration is 100 ns.
Numerical simulation based on the UWB signal: The asynchronous
case is modeled with
W(b) = max
(b)
max
t
∣∣∣∣∣∣
Nu−1∑
u=0
Nf−1∑
j=0
q(u)(t+ (c(u)j − c(0)j⊕N∆j)tc + φ
(u))
∣∣∣∣∣∣ , (6.45)
with random phases φ(u). The outcomes from numerical simulations using
radio frequency signals are represented in figure 6.17 for AWGN and CM3.
It can be seen that the distinction coefficient is improved as compared to
frame synchronized transmitters and that a distinction coefficient of 2 can
be obtained for Nf = 16 up to about 10 simultaneously active transmitters.
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Figure 6.15: Distinction coefficient for Nu ∈ {1, 2, 4, 8, 16} synchronized, simultaneously active
transmitters.
6.5 Summary
Two synchronization algorithms are presented. It is shown that the “bin
hopping algorithm” results in general in shorter synchronization times than
the “intentional frequency difference” algorithm and should thus be preferred.
The search order can have an impact on the synchronization time. The “bit
reversal search” results in nearly minimal synchronization times, does not
require any a priori knowledge, and low complexity implementations are
feasible.
A distinction coefficient is introduced to benchmark the probability that
the receiver correctly terminates the synchronization. It is shown to be
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Figure 6.16: Distinction coefficient for a random code and TH8 in the presence of Nu synchro-
nized, simultaneously active transmitters.
a function of the spreading code length, the modulation, and the number
of interfering users. In general, TH8 offers similar or improved distinction
coefficients as compared to AH. Without multiuser interference, a distinction
coefficient larger than 2 can be obtained even for short spreading codes. In
an indoor propagation channel and for a random spreading code with length
Nf = 16, the receiver may be capable to synchronize with the transmitter of
interest in the presence of up to about 10 simultaneously active, interfering
transmitters.
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Chapter 7
Conclusion and Outlook
7.1 Conclusion
Impulse radio UWB relies on the generation and transmission of a signal
composed of short duration pulses and is promising for positioning and low
power communications. UWB has gained a lot of interest for civil appli-
cations, in particular during the last decade. It can be used for high data
rate communications, for indoor positioning and location systems, or for low
power communication devices.
The spectral masks for Europe, the United States of America, and some
Asian countries are settled and the power spectrum density can be up to
−41.3 dBm/MHz in selected frequency bands. The occupied bandwidth is
mainly defined by the pulse shape, which is often assumed Gaussian. Among
others, amplitude and delay modulations can be applied to UWB. A spread-
ing code unique for each user may be used and repeated for the transmission
of each data symbol. The spreading code improves the robustness against
multiuser and other interferences. A multipath model combined with an ad-
ditive white Gaussian noise can be used to provide accurate predictions for
indoor propagation channels.
A fast pulse generator is required for the implementation of a transmitter.
For typical average output power used for communications, a pulse generator
may be implemented using a standard CMOS process resulting in low cost
and low power devices.
The receiver architectures can be classified into incoherent and coherent
ones. An incoherent receiver may result in a simplification of the synchroniza-
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tion and tracking algorithms, but may typically not achieve a bit error rate
as low as the one of a coherent receiver. In this thesis, a receiver architecture
based on a modified redundant signed digit (RSD) ADC with a near opti-
mal BER in AWGN is presented. It is tailored for low power consumption
communications when implemented in a CMOS process. A receiver based
on this architecture is currently designed and will be fabricated in a 0.18 µm
CMOS process.
For baseband signals with limited bandwidth the sampling at the Nyquist
rate is shown to be sufficient. Undersampling is shown to be possible for
passband signals with limited bandwidth and also for repetitive signals when
the repetition period is known. Finally, a lower bound on the sampling
frequency is shown to be related to the rate of innovation and not to the
bandwidth of the signal. A typical link budget for UWB communications
shows the feasibility of a data communication for ranges up to 100m for an
AWGN channel and about 50m for a typical indoor channel.
The theoretical BERs for transmissions over AWGN channels, expressed
as functions of the SNR per bit, are also valid for UWB. They apply to
both, AWGN and multipath channels1. Due to imperfections of the receiver,
the processed energy per bit may be lower than the received energy per bit,
resulting in a loss of the SNR per bit. The losses due to selected imperfections
are analyzed. When no channel estimation is performed and the receiver
uses the transmitted pulse as a template, a degradation of the SNR by about
9 dB as compared with the SNR obtained with a matched template should be
expected for a CM3 channel. Also for a CM3 channel, the received energy due
to an acquisition window duration of 10 ns is shown to be lowered by about
3 dB as compared to an infinite acquisition window. The total processing
gain is shown to be a function of the bandwidth and the data signaling
rate. It can be decomposed into a duty cycle gain and a pulse combining
gain. Without timing errors, the pulse combining gain increases linearly
with the number of pulses per symbol. It is shown that the pulse combining
gain is reduced in the presence of a Gaussian jitter or a frequency difference
between the receiver and the transmitter. Accepting a small degradation of
the SNR, a non-matched template may be used by the receiver, for example
to lower its implementation complexity. Finally the BER in the presence of
narrowband and multiuser interference is shown. It is concluded that TH8
results in general in an improved robustness against multiuser interference
1However, the same SNR per bit may not correspond to the same communication
range.
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as compared to AH.
Two synchronization algorithms are presented. It is shown that the “bin
hopping algorithm” results in general in shorter synchronization times than
the “intentional frequency difference” algorithm and should thus be preferred.
The search order can have an impact on the synchronization time. The “bit
reversal search” results in nearly minimal synchronization times, does not
require any a priori knowledge, and low complexity implementations are
feasible.
A distinction coefficient is introduced to benchmark the probability that
the receiver correctly terminates the synchronization. It is shown to be
a function of the spreading code length, the modulation, and the number
of interfering users. In general, TH8 offers similar or improved distinction
coefficients as compared to AH. Without multiuser interference, a distinction
coefficient larger than 2 can be obtained even for short spreading codes. In
an indoor propagation channel and for a random spreading code with length
Nf = 16, the receiver may be capable to synchronize with the transmitter of
interest in the presence of up to about 10 simultaneously active, interfering
transmitters.
7.2 Possible Extensions
In this section, a non-exhaustive list of potential extensions to this research
is given.
• All the performed analyses are restricted to baseband signaling, i.e.,
to signals for which the lower bound of the spectrum is much smaller
than the bandwidth. An adaptation of the theoretical and numerical
performance estimations to passband signals would be a useful exten-
sion.
• The impact of the multiuser interference on synchronized communica-
tions is shown based on numerical simulations. The outcomes could
also be compared to the results from analytical or semi-analytical ap-
proaches.
• For the multiuser interference after and during the synchronization
phase, it has been assumed that all the interfering signals are received
with equal power. It would be interesting to consider scenarios that
include also a near-far effect.
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7.3 Future Development for UWB
During the last years, many market forecasts have announced a stunning
increase of both the number of available UWB products and the UWB chip
market. While a number of products have appeared indeed, the market
forecast expectations are by far not yet met. Hence, is UWB doomed to
remain a future technology forever?
In my opinion, the optimistic market forecast are partially due to exces-
sive expectations from UWB technology. UWB may have been considered
as a technology that solves several challenges simultaneously: high data rate,
accurate distance measurement, robustness against interference, simple ar-
chitecture – all in a single low power integrated circuit. Unfortunately, some
of these expectations may be mutually exclusive. Currently, there seem to be
a phase of disillusionment. This should be considered as a chance to review
the potential for UWB and focus the further product developments to the
most promising applications. In the following, some applications are listed,
for which I expect UWB to be used in the near future.
• Accurate indoor localization and positioning systems will be based on
UWB. To achieve a high accuracy, it is important to resolve the mul-
tipaths and to identify the signal received from the most direct prop-
agation path. The capability for high time resolution requires a large
bandwidth. First products for indoor localization and positioning using
UWB have appeared on the market. Currently, localization systems
are relatively costly and no common standard has been adopted yet. I
expect more systems to appear and the price to decrease. However, in
the near future, the applications may still remain limited to industrial
and professional purposes due to prohibitive costs of equipment.
• To transfer the ever increasing amounts of data rapidly, the bandwidth
used during the transmission may be increased. An imaginable applica-
tion is for example a wireless video transmission between a laptop and
an overhead projector. However, devices using UWB should not try
to replace but to complement the existing wireless networks. I expect
UWB, e.g., based on orthogonal frequency-division multiplexing to be
widely used in high data rate applications in the near future.
• I expect many of the approaches and technologies developed for today’s
UWB systems to be integrated in future millimeter-wave communica-
tions.
• Finally, UWB will remain the technology of choice for applications like
material characterization or through wall radar.
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Appendix A
Modulations
A general notation for the possible modulations of impulse radio is proposed
in this appendix. The well known modulation AH AM, TH AM, AH TM,
and TH TM are derived from the general notation as particular cases. The
nomenclature used in this appendix does not figure in the nomenclature list.
Pulse Shape Modulation
It is assumed that the data symbol dk is an element of the set D and that for
each admissible data symbol one sequence {d(p)j,k} with length Nf is associated.
Each value d(p)j,k is an element of the set P. The association is hence given
by a map f (p),
f (p) : D →PNf , dk 7→ {d(p)j,k}. (A.1)
The cardinality of the set P is denoted as |P| and it is assumed that |P|
pulses shapes are defined and can be addressed by p
d
(p)
j,k
(t). The generated
UWB signal is then given by
s(t) =
Ns−1∑
k=0
Nf−1∑
j=0
p
d
(p)
j,k
(t− jtf − kts + j,k). (A.2)
where j,k can be used to model any timing errors.
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Amplitude and Delay Modulation
Two cases are of particular interest. First, if pd(t) = ζdp0(t) for all d ∈ P,
the signal is said amplitude modulated. Second, if pd(t) = p(t − dtc), it is
called delay modulated. Using both AM and TM the generated signal can be
written as a function of the amplitude spreading sequence {d(a)j,k}, the delay
spreading sequence {d(t)j,k}, and a generic pulse shape p(t) as
s(t) =
Ns−1∑
k=0
Nf−1∑
j=0
d
(a)
j,kp(t− jTf − kTs − d(t)j,kTc + j,k). (A.3)
Writing the sets for the amplitude and the time modulation as A and T
respectively, the signal is defined by two maps
f (a) : D → A Nf , dk 7→ {d(a)j,k} (A.4a)
f (t) : D → T Nf , dk 7→ {d(t)j,k} (A.4b)
and a pulse shape p(t). It is noted that the cardinalities |A | and |T | can
be between 1 (no modulation) and the cardinality of the continuum c = 2ℵ0 .
The modulation is said to be binary for cardinality 2 and fluid for cardinality
c [Gia06]. It is noted that the fluid modulation is identical to a classic analog
modulation.
Time-Invariant, Separable Modulations
An important subset of all the imaginable modulations has the following two
properties.
1. A code sequence {cj} with length Nf exists and the sequences {d(a)j,k}
and {d(t)j,k} is a time-invariant function of the data symbol dk and the
code sequence {cj}.
2. The demodulation of the data dk and the code sequence {cj} are inde-
pendent and can be separated.
In the following, the modulations having the required properties are listed.
For the notation, the code functions f (a)c (cj) and f (t)c (cj) as well as the data
functions f (a)d (dk) and f
(t)
d (dk) are introduced. Selected code and data func-
tions are considered in the next section. First, some potentially1 separable
1The resulting modulations are separable for appropriate selections of the code and
data functions.
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modulations are listed. The following four separable modulations have been
considered throughout the thesis.
• AH TM: d(t)j,k = f
(t)
d (dk), d
(a)
j,k = f
(a)
c (cj).
• TH AM: d(t)j,k = f
(t)
c (cj), d(a)j,k = f
(a)
d (dk).
• TH TM: d(t)j,k = f
(t)
d (dk) + f
(t)
c (cj), d(a)j,k = const.
• AH AM: d(t)j,k = const., d
(a)
j,k = f
(a)
c (cj)f (a)d (dk).
Other separable modulations exists but they do not have practical signifi-
cance because they would result in increased complexity of the receiver.
• d(t)j,k = f
(t)
d (dk) + f
(t)
c (cj), d(a)j,k = f
(a)
c (cj).
• d(t)j,k = f
(t)
d (dk) + f
(t)
c (cj), d(a)j,k = f
(a)
d (dk).
• d(t)j,k = f
(t)
d (dk) + f
(t)
c (cj), d(a)j,k = f
(a)
c (cj)f (a)d (dk).
• d(t)j,k = f
(t)
d (dk), d
(a)
j,k = f
(a)
c (cj)f (a)d (dk).
• d(t)j,k = f
(t)
c (cj), d(a)j,k = f
(a)
c (cj)f (a)d (dk).
The subset of the separable modulations allows a receiver to use its knowledge
of {cj} independently of the transmitted data dk. Therefore in general only
separable modulations are of practical interest.
Selected Code and Data Functions
The selection of the code and data functions is one factor that define the
performance of the communication system. The functions need to be ad-
justed accordingly to the receiver architecture. For example, for an energy
detection receiver, an orthogonal amplitude modulation (e.g., on-off-keying)
is more appropriate than an antipodal amplitude modulation.
Amplitude Modulation
M -ary amplitude modulations are sensitive to variations of the received sig-
nal energy, and hence to effects like fading. The discussion is therefore re-
stricted to binary amplitude modulation. It can be orthogonal (A = {0, 1})
or antipodal (A = {−1, 1}). Sometimes the antipodal amplitude modula-
tion is called binary phase shift keying (BPSK) in analogy to narrowband
systems, where the inversion of the amplitude corresponds to a phase shift
of pi of the carrier. The antipodal amplitude modulation cannot be applied
with energy detection receivers but offers a good performance for coherent
receivers. For binary values dk ∈ {0, 1} and cj ∈ {0, 1}, an orthogonal
amplitude modulation can be obtained with
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• AH: d(a)j,k = cj ,
• AM: d(a)j,k = dk, and
• AH AM: d(a)j,k = dkcj .
An antipodal amplitude modulation can for example be obtained with
• AH: d(a)j,k = 2cj − 1,
• AM: d(a)j,k = 2dk − 1, and
• AH AM: d(a)j,k = (2dk − 1)(2cj − 1).
Delay Modulation
For the delay modulation, the instant when the pulse is emitted is delayed
with respect to the average pulse repetition interval. For the delay modula-
tion, the most simple data and code functions are given by
• TM: d(t)j,k = dk,
• TH: d(t)j,k = cj , and
• TH TM: d(t)j,k = dk + cj .
Recommended Modulations
It is recommended to apply an antipodal amplitude modulation if the value
is a binary and delay modulation if the symbol is M -ary. This general
rule is valid for the data value dk and the code value cj . Considering the
improved performance of antipodal AM compared to TM, it is recommended
to transmit binary data. Seen the improved robustness against multiuser
interference it is proposed to use TH8 for the code modulation. The code
length Nf may typically be between 1 and 32 depending on the application,
the required robustness of the communication link against interferences, the
maximum synchronization time, and the required data rate.
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