Abstract. We present a class of reductions of Möbius type for the lattice equations known as Q1, Q2, and Q3 from the ABS list. The deautonomised form of one particular reduction of Q3 is shown to be related to the q-Painlevé equation at the top of the Painlevé hierarchy, existing on the same rational surface, A
Introduction
Integrable lattice equations and mappings are discrete analogues of the well known integrable partial and ordinary differential equations. The integrability of discrete systems has been the focus of vigorous activity recently, from which it has emerged that geometry plays a central role. Of primary interest are lattice equations and discrete Painlevé equations, where the geometry manifests itself in various ways. In [1] , a set of lattice equations was constructed and classified by a property known as "three-dimensional consistency", this set of equations is known as the "ABS list" and has received much attention. These equations on quad graphs can be considered discrete analogues of integrable partial differential equations in 1+1 dimensions. The discrete Painlevé equations are discrete analogues of the continuous Painlevé equations, nonlinear second order differential equations possessing the Painlevé property: all moveable singularities are poles. It has been shown by Sakai [18] that discrete Painlevé systems arise naturally in the actions of Weyl (reflection) groups of affine type.
It was first found [12] that a discrete Painlevé equation arises as a similarity reduction of the lattice KdV equation much in the same way continous Painlevé equations can be derived as self-similar reductions of integrable PDEs. Since then, uncovering the connection between the ABS equations and Sakai's classification of discrete Painlevé equations became an area of intense interest in the integrable systems community. The main approaches for rSchool of Mathematics and Statistics, University of Sydney. qSchool of Mathematics and Statistics, University of Sydney. 1 obtaining reductions have been periodic constraints [5, 6, 16] , similarity constraints derived by the infinite matrix approach [12, 13] , group invariant solutions [22, 11] , and circle pattern interpretations [2] .
In this paper we present a class of periodic reductions for the equations Q1, Q2, and Q3 in the ABS list [1] . As a sufficient condition for the resulting reductions to be at most second order in the independent variable, we consider here the reductions of the form x(k, l + 1) = m(x(k + 1, l)), where m is a Mobius transformation. The invertibility of the reduction constraint means that it can be expressed naturally on any staircase in the Z 2 lattice. As we see in this paper, the condition that the resulting equation is second order allows us to use the algebro-geometric tools for mappings of the plane. The systematic approach allows us to give a complete description of reductions of the equations known as Q1, Q2, and Q3 (of the type x(k, l + 1) = m(x(k + 1, l))). Taking higher order reductions introduces several issues that the algebraic tools are not currently adequate to deal with. While some higher order reductions result in mappings that permit a reparametrisation into second order form, these are beyond the scope of this article. Similar Möbius type reductions exist for Q4, the resulting equations are all non-linearisable, and calculating the deautonomisation proves too complex to be considered in this article.
The main result of this paper is a q-Painlevé equation resulting from a deautonomised reduction of Q3, which is presented in Section 5. The deautonomisation is provided by singularity confinement [5] , which preserves the integrability of the reduction whilst allowing for the parameters to vary with the independent variable. The equation is shown to exist on the A (1) * 0 surface which sits at the top of the multiplicative type of surfaces in Sakai's classification of Painlevé systems [18] . To the authors' knowledge, this is the first example of such a equation being found as a reduction of an ABS equation.
For each reduction, we explore the integrability by examining the space of initial conditions, in the sense of [14, 18] . Initially we calculate the degree growth, or "algebraic entropy", as introduced in [4] . When the degree growth is linear, indicating linearisability of the reduction, we use the geometry of the space of initial conditions to provide an explicit transformation of variables which linearises the system.
In the remainder of Section 1, we provide some definitions which will be used throughout the article. In Section 2, we examine the set of reductions which are considered admissible for Q1, Q2 and Q3. In Section 3, we examine the reductions of Q1 and Q2, and show that in these cases all reductions are linearisable. We linearise the equations explicitly by constructing a birational transformation of the dependent variables which brings each reduction into a system of Riccati maps which may be solved in cascade, using the theory developed in [21] . This approach has the advantage of being an algorithmic process, in which the explicit linearisation can be found as opposed to ad hoc methods used previously, usually requiring guesswork based on knowledge of the linearisation of the autonomous forms of the equation, cf [10, 16] . In Section 4, we will consider reductions from Q3, where we observe three reductions which are shown to be linearisable. In Section 5, we show that there exists a periodic reduction (an involution) of Q3 which is shown to be quadratic in degree growth. For this mapping we provide a deautonomisation via singularity confinement, and show that the configuration of the base points is that of the A (1) * 0 surface in the classification of Painlevé systems [18] . Finally, we make some concluding remarks in Section 6.
1.1. Space of initial conditions. For each reduction, we will investigate its integrability properties by constructing the basepoint-free space of initial conditions, as first introduced in [14] and developed as a classification for discrete Painlevé systems in [18] . When the number of basepoints is infinite, the mapping does not pass the singularity confinement test. However, for these mappings it is seen that the degree growth is linear and may be lifted to an "analytically stable mapping", in the sense of [21] . Recast as a first order system in P 1 × P 1 , we investigate the basepoints by blowing up. In the proceeding, we refer to the surface of initial conditions (basepoint-free blown up space) as X, and the mapping (x, y) → (x,ȳ) as ϕ.
Definition 1.
A basepoint is a point (x, y) which is a singularity of the mapping ϕ or its inverse, ϕ −1 . It may be identified as a point which is the blow down of, or blow up to a line, or an indeterminacy in the discrete vector field.
(1.1)
Let : X → P 1 × P 1 denote the blow up of P 1 × P 1 at n base points p i , i = 1, 2, ..., n. Let the exceptional curve created by the blow up at b i be denoted by e i and let the linear equivalence classes of total transform of x = constant and y = constant be denoted by h x and h y , respectively. From [7] we know Pic(X), the Picard group of X is given by
The anticanonical divisor of X is given by
Definition 3. The algebraic entropy [4] of a mapping is given by the limit
where d n is the degree of the n-th iterate of the mapping in the initial data, in homogeneous coordinates.
It is known [23] that the algebraic entropy of the ABS equations is zero and the degree growth of their initial data is polynomial. For generic nonlinear equations, the algebraic entropy is greater than zero and the degree growth in their initial data of solutions is exponential. The decrease in the degree growth of the ABS equations comes from factorisations occurring in iterations of the equation. By performing a reduction, the family of solutions is restricted by the periodicity of the reduction, and thus we may find additional cancellations in the resulting mappings, possibly resulting in further decreased degree growth. Because of this, reductions from the integrable but not linearisable ABS equations may result in linearisable mappings.
We give a complete description of all the (integrable) reductions in the class we consider. It was observed [17] that mappings having low growth (either no growth or linear growth) can be linearised. Hence for each map a calculation of the degrees of the first few iterates is a good test to determine the linearisability of a mapping, we compute these for the reductions obtained in this paper.
Admissible reductions
This paper will consider the equations Q1, Q2, Q3 in the ABS classification of integrable lattice equations [1] possessing 3D consistency. These quad equations take the form:
where the parametrisation of Q3 δ is due to Hietarinta [9] . Here u = u(k, l), and the hat/bar notation used throughout isū = u(k + 1, l),û = u(k, l + 1). We investigate all possible reductions of the formû = m(ū) where m is a Möbius transformation. We call a reduction admissible if the reduced equation is consistent on the lattice, i.e. the solution to the reduction is Möbius invariant on the lattice. More specifically, the reduced equation on the quadrilateral Q = Q(u,ū,û,û) = Q(u,ū, m(ū), m(ū)) must be equal (up to a multiplicative constant) to the reduced equation on the quadri-
In this way, the reduced equation (without loss of generality written in terms of bars rather than hats) is the same on any infinite (1,1) staircase on the lattice.
2.1.
Reductions. By following the above proceedure, we find that the admissible reductionsû = m(ū) for the equation Q1 δ are
The only admissible reductionû = m(ū) for the equation Q2 is
3)
The admissible reductionsû = m(ū) for the equation Q3 δ are m(x) = ±x , for any δ ,
The reductionsû =ū of Q2 and Q3 were carried out in [10, 16] . The resulting mappings were shown to be linearisable. It is expected that higher order reductions could lead to nonlinearisable mappings, whose nonautonomous forms will be related to discrete Painlevé equations. As previously mentioned, the issue with taking higher order reductions is identifying the reduced equation. In some cases [8, 15] , one can integrate the reduction to a second order difference equation, but this proves difficult in general. The process of identifying a second order equation is problematic as one requires either that the equation is in a known form, or a transformation can be found that brings it into a known form, which is practically difficult. If one attempts to identify an equation by taking an appropriate continuous limit, one is faced with the problem that many discrete equations have the same continuous limit. Two equations can not be transformed to each other unless they share the same surface of initial conditions and their actions on the Picard group are conjugate to each other [19] . Only then is it theoretically possible to find a change of variables which will bring one equation to the other. For this reason, we study the surface of initial conditions and its action on the Picard group of that surface, so as to identify the equation in a way that is independent of its presented form.
For those cases where m is an involution, in taking reductionsû = m(ū), we are effectively taking a subcase of a higher order (2,2) reduction. The bonus is that instead of resulting in a fourth order equation which would need to be integrated twice (if possible) to bring it into a identifiable form, the equation is automatically second order. This allows one to use the algebro-geometric tools to identify the geometry of the reductions.
Reductions of Q1 and Q2
In this section, we examine the admissible reductions for the Q1 and Q2 equations, as stated in Section 2. In each case we show the reduced equation, some of which are clearly linear or linearisable, while others are not. In those cases where linearisation is not immediately obvious, the exact degree growth is calculated through the realisation of the space of initial conditions [20] . Although infinitely many blow ups are required for non-confined singularities, we may still obtain a great wealth of information from their explicit construction. That is, we can rigorously determine growth properties, as well as find pencils of invariant curves which determine linearising transformations by the theory developed in [21] .
3.1. Q1: Wherex = a +x. This leads to the equation
Upon the substitution y = u −ū we have
and as this is a discrete Riccati equation, the general solution for y can be easily obtained.
3.2. Q1: Wherex = a −x. This leads to the equation
where the a can be removed by a shift u → u + a/2, resulting in
By calculating the first degrees of (3.4) in the iterates of the mapping, we obtain the degree growth sequence 2, 4, 6, 8, 10, ..., which would suggest the mapping has linear degree growth, and thus is linearisable. It is not immediately clear what transformation will linearise (3.4) as was the case in (3.1). To find the linearising transformation, and to confirm the trend in degree growth, we construct the space of initial conditions, in the sense of [18] . Equation (3.4) is equivalent to the system
(3.5)
In P 1 × P 1 , this system has basepoints at
The surface Y obtained by the blow up, π, of P 1 × P 1 at p i , i = 1, ..., 5, is free of indeterminacy as a mapping from Y to P 1 × P 1 . We call F the blow up of p 1 , and similarly we call G, f, g, E the blow ups of p 2 , p 3 , p 4 , p 5 respectively, i.e.
We find however that the lines h y − E (given by the relation 1/y = 0) and h x − E (given by the relation 1/x = 0) are blown down by the mapping in the following way:
Upon
and so we must blow up p 8 π ← a 1 and p 9 π ← c 1 . In turn, the iterations of these lines are blown down to points, and we find we require an infinite sequence of blow ups to regularise the mapping, this is a case of unconfined singularities. Nevertheless, we find that the sequence is easily described, as in Figure 1 .
The action of the mapping on elements of the Picard group is shown in Figure 1 . The Picard group is given by
The actions on the basis elements of the Picard group are as follows
From (3.11) we find Figure 1 . The action of the system (3.5) on the elements of the Picard group. Dotted curved arcs represent infinitely many of the same type of blow up.
The degree of the n-th iterate in the initial data, (x 0 , y 0 ), is given by the maximum of the coefficients of h y or h x in ϕ n (h y ) or ϕ n (h x ). These coefficients are equal to the intersection of a generic degree one initial curve with the lines x = constant or y = constant, which is equal to the degree of the mapping, by Bézout's theorem. Given that ϕ n (h x ) = ϕ n−1 (h y ), and the degree is increasing, the maximum degree is given by the largest of the coefficients of h x and h y in ϕ n (h y ). In this case the degree of the n-th iterate of the mapping is indeed 2n (the coefficient of h y ), which agrees with the numerical evidence.
Although the system (3.5) has infinitely many basepoints, we can lift the mapping to an "analytically stable system" in the sense of [21] . An analytically stable system is one in which there are no singularity patterns of the type e → sequence of points → e where e is an effective divisor. In our case we find this is possible by only blowing up the points resulting in the curves f, F, g, G, E, and then This action leaves invariant a family of curves, C, whose representation in the Picard group is
that is ϕ(C) = C. This family is described by the pencil of curves
This is because C is a curve of degree 2 in both x and y, which passes through the points (3.7) p 1 , ..., p 4 and p 5 with multiplicity 1 and 2 respectively. The ratio c 1 /c 2 defines a pencil of curves isomorphic to P 1 . If we define
where we have chosen w such that w=constant intersects v=constant precisely once, so that the inverse transform is unique. The transformation, w, is found by finding another family of curves in Pic X, isomorphic to P 1 (and thus has self intersection 0), which gives a single intersection with (3.14). One candidate is W = h x + h y − f − E, which results in w. Hence the linearisation (3.16) effectively maps the coordinates (x, y) ∈ P 1 × P 1 to (v, w) ∈ S P 1 × P 1 , where the dynamics on v are simple, given by h v → h v . By taking the upshift of (3.16), substituting in (3.5) and then substituting in the inverse transform for x and y in terms of v and w, the system (3.5) is linearised as 17) where
Equations (3.17) are two discrete Riccati type equations which may be solved in cascade.
Q1: Wherex
This leads to a cumbersome equation which has degree growth 1,2,3,4,5,6,..., i.e. linear growth. To spare the reader unnecessarily complex calculations, in this Section we will consider only the sub-casex = a/x, which retains the essential features of the full reduction. This far simpler looking equation reads
Again the degree growth is 1,2,3,4,5,6,..., which suggests linear growth. As before we verify this by calculating the degree growth exactly and finding the linearising transform through the blown up space of initial conditions. We recast (3.19) as the system ϕ : (x, y) → (x,ȳ), where (x,ȳ) are given bȳ 20) where c 2 = a in (3.19) . This mapping is indeterminate at the points (x, y) = (±c, ±c). The blow up π at (c, c) π ← E and (−c, −c) π ← F lifts the mapping ϕ to a analytically stable mapping. There are, however, further indeterminate points, which arise due to the blow downs of the lines x = ±c by ϕ and y = ±c by ϕ −1 , which in turn result in an infinite sequence of blow downs as in Section 3.2. The explicit sequence can be observed in Figure 2 .
The action of the mapping on elements of the Picard group are shown in Figure 2 . The actions on the basis elements of the Picard group are as follows Figure 2 . The action of the system (3.20) on the elements of the Picard group. Dotted curved arcs represent infinitely many of the same type of blow up.
Thus the degree of the n-th iterate of the mapping is indeed n + 1 (the coefficient of h y ). The analytically stable map obtained by blowing up P 1 × P 1 at the points resulting in E and F will give a linearising transformation. In this case we find
From (3.23), there exists the invariant class of divisors
which is representative of the pencil of curves (isomorphic to P 1 ) 3.4. Q2, wherex =x. The reductionx =x was covered in [10] , where it was shown to be linearisable.
Reductions from Q3
4.1. Q3, wherex =x. This was discussed in [10] , where it was shown to be linearisable. The nonautonomous form of this reduction, deduced by singularity confinement, was found in [16] , where it was also shown to be linearisable. .., whereas for δ = 0 the degree growth is 1, 2, 3, 4, 5, 6, 7, ..., which suggests linearisability (owing to linear growth) in both cases. In P 1 × P 1 , we recast the equation (4.1) as the system ϕ : (x, y) → (x,ȳ), wherē
where we have made the change of variables α → γ − z, β → γ + z. In P 1 × P 1 , this system has basepoints at Interestingly, from a geometric standpoint, this set of basepoints is the same as that of the mapping of Section 3.2. In fact, geometrically we have the same infinite sequence of blow ups required to regularise the space of initial conditions. The action on the Picard group is the same as that of Section 3.2, and so we omit the calculations. We find that the pencil of curves
is preserved by the system (4.2). If we put
where
The system (4.6) can be solved in cascade, as Riccati equations.
4.3. Q3, wherex = cx, δ = 0.
This results in the equation
This equation has degree growth 1,2,3,4,5,..., and as a system where y = x, has a similar singularity structure to the equation in Section 3.3, where the basepoints here are at zero and infinity, rather that ±c. Hence a similar calculation of the linearisation ensues, and the linearising transform can be calculated in this way. However, by observation, if we divide (4.8) by xx and let w = x/x, then we arrive at sinh(α) c 2w w + 1 − c sinh(β)(ww + 1) − c sinh(α − β) (w + w) = 0 , (4.9)
which is a discrete Riccati equation.
Q3, wherex = a/x
This reduction presents a particularly interesting case. Here we find the only nonlinearisable mapping produced by the class of reductions considered in this paper, showing that indeed it is possible to achieve Painlevé type equations from Q3 using this method. Note that the a in the a/x can be scaled away by a change of variables x → √ ax, so we will restrict ourselves to the case where a = 1. In this case, the autonomous reduction is
The degree growth of this equation is 1, 2, 5, 8, 13, 18, 25, 32,..., which appears to be quadratic, and thus not linearisable. We will show that the nonautonomous form of (5.1) is related to a q-Painlevé equation. It is known [5] that singularity confinement can be used to find conditions on the parameters in an equation which permit de-autonomisation whilst preserving integrability. With the benefit of hindsight, we change parameters α n = γ n −z n , β n = γ n + z n . Surprisingly this is precisely the change of parameters which was carried out in [16] which led to deautonomisation. It would appear as though the difference and addition of the parameters in the Q equation naturally define the singular points in the reduction.
To carry out singularity confinement, we ask whenx is independent of x. This happens when x = x n is one of the four possible x = ±e ±z , in which case x n+1 = ±e ±γ , and x n+2 = ±e ±z where x n+3 is now free, so we have recovered the lost degree of freedom. In the nonautonomous case, the solution enters the singularity through x n = e zn , and leaves through x n+2 = e z n+2 . By calculating x n+1 from (5.2) and also from (5.2) n →n+2 (i.e the equation (5.2) where n → n + 2), we must have γ n = γ n+2 , so γ = γ e or γ o depending on whether n is even or odd. We find the condition on z n by considering the consistency of (5.2) around x n+1 . Writing x n = e zn =: y n , x n+1 = e γn =: a, and substituting this into (5.2) n →n+1 we arrive at The base points lie on the rational curve with a node given by
where y = x. This configuration of singular points is a degenerate case of the multiplicative A 
8 ) equation. It is degenerate in the sense that it does not have the full number of parameters expected of an equation coming from this surface. The (1,1) reductionx =x of Q4 in the ABS classification of 3D consistent equations was claimed to be an elliptic Painlevé equation in [16] , where in [3] this claim is explored by the theory of rational surfaces. In [3] , a method of constructing solutions to the reductions is presented, and it is argued that the nonlinearisable reductions of Q3 and Q2 would give rise to (multiplicative) q − W (E 
Conclusion
This paper has shown that for a wide class of reductions of Q1, Q2 and Q3, that of Mobius type, give rise to various second order mappings. All but one of these mappings were shown to be linearisable, and in each case the linearisation was given. The constructive methodology used has the advantage of not requiring any guesswork in finding the linearisation. For the remaining nonlinearisable mapping produced by a reduction of Q3, singularity confinement was applied to deautonomise the parameters while preserving integrability. The nonautonomous form of the equation was shown to be a q Painlevé equation, in the sense of [18] . This is the first case of an equation with the rational surface A (1) * 0 being found as a reduction of a lattice equation. The advantage of utilising the geometry of the space of initial conditions is that it enables a coordinate invariant description of the equation, that is, the identification of the equation without the need to find a transformation to some known example. Future work should carry out the analysis of Q4 from the ABS list, as well as exploring higher order staircase reductions of the ABS equations as a natural generalisation of the approach used in this paper.
