Recent results in output-feedback controller design make possible an efficient computation of static output-feedback controllers by solving a single-step LMI optimization problem. This new design strategy is based on a simple transformation of variables, and it has been applied in the field of vibration control of large structures with positive results. There are, however, some feasibility problems that can compromise the effectiveness and applicability of the new approach. In this paper, we present some relevant properties of the variable transformations that allow devising an effective procedure to deal with these feasibility issues. The proposed procedure is applied in designing a static velocity-feedback H ∞ controller for the seismic protection of a five-story building with excellent results.
Introduction
Limited access to the state variables information is a common problem in most practical control applications. In this context, static output-feedback controllers are a very interesting option [1, 2] . To synthesize static output-feedback controllers, a variety of multi-step numerical algorithms have been proposed, as those based on random search [3] , or those consisting in iterative procedures [4] [5] [6] . Typically, these methods require solving complex matrix equations or linear matrix inequality (LMI) optimization problems at each step. To avoid the high computational cost associated to the multi-step methods, some single-step strategies have also been proposed [7] [8] [9] [10] . These singlestep methods are based on a proper transformation of the state variables and formulate the static output-feedback controller design in terms of a single LMI optimization problem. Nevertheless, this second line of solution presents the drawback of being highly problem-dependent, in the sense that most controller designs require a complete derivation of the associated LMI optimization problem.
The latest trends in vibration control of large structures consider distributed control systems formed by a large number of sensors and actuation devices, together with a wide and sophisticated communications network [11, 12] . This kind of control systems present particularly challenging design characteristics, such as high dimensionality, severe information constraints and fast realtime operation requirements [13] [14] [15] [16] . Clearly, static output-feedback strategies can play a major role in this scenario. However, it also becomes apparent that effective numerical algorithms are of critical importance for the practical applicability of this approach to large scale control problems.
Following the ideas presented by Zečević andŠiljak [17] [18] [19] , a new control design strategy for seismic protection of large structures has been proposed in [20] [21] [22] . The new approach allows computing static output-feedback controllers by solving a single-step LMI optimization problem, which can be easily derived from the associated state-feedback LMI formulation through simple transformations of the LMI variables. In all these works, however, the LMI optimization problems associated to the output-feedback controller designs are initially reported to be infeasible by the MATLAB LMI optimization tools [23] , and a slightly perturbed state matrix has to be used to overcome this computational difficulty. Recently, more general transformations of the LMI variables have been proposed in [24] . In the present paper, an effective line of solution to the aforementioned feasibility issues is obtained by taking advantage of the additional design flexibility provided by these generalized LMI-variable transformations.
The paper is organized as follows: In Section 2, the fundamental elements of the new outputfeedback controller design strategy are provided. In Section 3, an accurate study of some relevant properties of the generalized LMI-variable transformations is presented, and a two-step design procedure is devised to deal with the feasibility issues. In Section 4, the effectiveness of the proposed two-step procedure is demonstrated by designing a static velocity-feedback H ∞ controller for the seismic protection of a five-story building. Finally, some conclusions and future research directions are presented in Section 5.
Theoretical background
Let us consider a control problem with state vector x(t) ∈ R n and control vector u(t) ∈ R m . A wide variety of advanced state-feedback control designs can be formulated as an LMI optimization problem of the form
where X ∈ R n×n is a symmetric positive-definite matrix, Y ∈ R m×n is a general matrix, η ∈ R p is a vector that collects the free entries not contained in X and Y , h is a real linear function, and F is an affine map that makes the matrix inequality F(X,Y, η) < 0 an LMI. In this case, an optimal statefeedback controller u(t) = G s x(t) is usually obtained by computing an optimal triplet X s ,Ỹ s ,η s for the LMI problem in Eq. (1), and by setting G s =Ỹ sX
−1
s . Let us now assume that the information available for feedback purposes consists in a vector of observed outputs y(t) ∈ R q with q < n, which can be expressed as y(t) = C y x(t) for a given observed-output matrix C y ∈ R q×n with full row-rank. To design a static output-feedback controller u(t) = K y(t), we can consider the state-feedback controller u(t) = G K x(t) with G K = KC y and solve the optimization problem
where M is the set of all pairs of matrices (X,Y ) for which there exists a matrix K ∈ R m×q that satisfies Y X −1 = KC y . A suitable LMI formulation for the output-feedback optimization problem P of can be obtained by using the following change of variables:
where X Q ∈ R (n−q)×(n−q) and X R ∈ R q×q are symmetric positive-definite matrices, Y R ∈ R m×q is a general matrix, Q ∈ R n×(n−q) is a matrix whose columns are a basis of ker(C y ), and R ∈ R n×q is a matrix of the form
where L ∈ R (n−q)×q is a given matrix, and C † y = C T y (C y C T y ) −1 is the Moore-Penrose pseudoinverse of C y . According to the results presented in [24] , if the LMI optimization problem
attains an optimal solution for the quartet X Q ,X R ,Ỹ R ,η c then, for the triplet X c ,Ỹ c ,η c with X c = QX Q Q T + RX R R T andỸ c =Ỹ R R T , the optimization problem P of given in Eq. (2) achieves a suboptimal solution with K =Ỹ RX
R . Note that the optimal valueh of of the problem P of must satisfy the inequalitỹ
whereh s andh c denote the optimal values of the problems P s and P c given in Eqs. (1) and (5), respectively.
The following lemmas will be used in obtaining the main results. The proofs of Lemma 1 and Lemma 2 can be found in [24] . The results presented in Lemma 3 are also used in [24] , but without a detailed proof, which has been included here for completeness. In what follows, we assume that I and 0 denote, respectively, an identity matrix and a zero matrix of appropriate dimensions. Lemma 1. For a given n × n symmetric matrixX, the following two conditions are equivalent:
(ii)X = Q X Q Q T , where X Q is a symmetric matrix with dimensions (n − q) × (n − q).
Moreover, if (i) and (ii) are satisfied, then (ii) holds with X Q = Q †X (Q † ) T , where Q † is the MoorePenrose pseudoinverse of Q, i.e. Q † = (Q T Q) −1 Q T .
Lemma 2. The matrix inequality QX Q Q T + RX R R T > 0 is equivalent to X Q > 0 and X R > 0.
Lemma 3. For a given n × q matrix R, the following two conditions are equivalent:
where L is a matrix with dimensions (n − q) × q.
Moreover, when (i) and (ii) hold, L = Q † R is the unique matrix that satisfies (ii).
PROOF. From C y C † y = I and C y Q = 0, we obtain C y (C † y + QL) = I and, consequently, (ii) implies (i). Let us now assume that C y R = I. In this case, we have 0 = C y R − I = C y (R − C † y ). As the columns of Q are a basis of ker(C y ), we can write R − C † y = QL for a suitable matrix L and, therefore, (i) implies (ii). Next, by observing that Q † C † y = 0 and Q † Q = I, we get
Main results
The controller designs for seismic protection of large structures presented in [20] [21] [22] are carried out by using the LMI-variable transformations given in Eq. (3) with R = C † y . This particular R-matrix can be obtained from the general expression in Eq. (4) by selecting a null matrix L. In all these works, however, the LMI optimization problem P c in Eq. (5) is initially infeasible, and it is necessary to use a slightly perturbed state matrix in order to complete the controller design. In this section, we will see how the generalized form R = C † y + QL proposed in [24] introduces additional design flexibility that can be conveniently used to provide a more effective line of solution to these feasibility issues.
Let us consider the set P n = {X ∈ S n×n : X > 0} of all n × n symmetric positive-definite matrices. The following theorem states some relevant properties of the variable transformations defined in Eqs. (3) and (4). Theorem 1. For any X ∈ P n , there exists a unique matrix L such that X = QX Q Q T + RX R R T holds, with R = C † y + QL, for suitable matrices X Q ∈ P n−q and X R ∈ P q . Moreover, L can be written in the form L = Q † XC T y C y XC T y −1 .
PROOF. For a given X ∈ P n , let us consider the matrix X R = C y XC T y . As X is positive-definite and C y has full row-rank, the matrix X R is non-singular. Let us also consider the matrix
which satisfies
and
From (8) and (9), we obtain
Next, by settingX = X − RX R R T in Lemma 1, we can affirm that there exists a symmetric matrix X Q such that X − RX R R T = QX Q Q T and, consequently, X can be written in the form X = QX Q Q T + RX R R T . Moreover, from Lemma 2, it follows that X Q > 0 and X R > 0. Considering Eq. (8) and Lemma 3, R can be written in the form R = C † y + QL. Finally, from Lemma 3 and Eq. (7), the matrix L admits the expression
To prove the unicity of matrix L, let us suppose that X can be written in the form
whereR is a matrix that satisfieŝ
for a suitable matrixL ∈ R (n−q)×q . From Eq. (12), we observe that C yR = I. Right-multiplying Eq. (11) by C T y and applying Q T C T y = 0 andR T C T y = I, we obtain
Left-multiplying Eq. (13) by C y and using that C yR = I , we getX R = C y XC T y . Hence, from Eq. (13), we can now derivê
which matches the expression in Eq. (7) and proves the unicity of matrix R. Finally, from Lemma 3, the unicity of matrix L also follows. Now, for a given matrix L ∈ R (n−q)×q , let us consider the set V L of all matrices X that can be expressed in the form X = QX Q Q T + RX R R T , where X Q ∈ P n−q , X R ∈ P q , and R = C † y + QL is the R-matrix corresponding to this particular choice of L. The following theorem shows that a classification of P n is induced by the L matrices.
PROOF. According to Lemma 2, for any matrix L, we have V L ⊂ P n . Moreover, from Theorem 1, every matrix X ∈ P n satisfies X ∈ V L X with
Hence, we have
In the previous section, we have seen how the variable transformations defined in Eqs. (3) and (4) can make possible the effective computation of an output-feedback gain matrix in the form K =Ỹ RX −1 R . However, this strategy also introduces additional constraints in the optimization problem. More precisely, after selecting a particular matrix L in Eq. (4), the problem P c in Eq. (5) is equivalent to the following optimization problem:
which constrains the X matrices of the problem P s to the variety V L , and the matrices Y ∈ R m×n to the form Y = Y R R T with Y R ∈ R m×q . Consequently, it becomes now apparent that a suitable choice of the matrix L can have a significant influence on both the feasibility and the optimality level of the solutions provided by the associated output-feedback design strategy. The choice R = C † y , used in [20] [21] [22] , corresponds to the case L = 0. Obviously, this election can be fully justified on the basis of mathematical simplicity, however, it has nothing to do with the specific properties of the considered control problem.
Using the superior insight of the variable transformations provided by Theorems 1 and 2, a better design strategy can be defined by selecting the L-matrix corresponding to the optimal X-matrix obtained in the state-feedback problem P s . Based on this choice, we can define the following two-step design procedure:
Step 1. Solve the state-feedback LMI optimization problem P s given in Eq. (1).
Step 2. If the problem P s in Step 1 attains an optimal valueh s for the triplet X s ,Ỹ s ,η s , compute the matrix
and solve the LMI optimization problem P c given in Eq. (5) using the R-matrix
Remark 1. The proposed design procedure requires solving the state-feedback optimization problem P s and, additionally, a second LMI optimization problem P c with similar computational complexity. Hence, from a computational point of view, this approach can be potentially applied to any control design where the state-feedback LMI formulation attains positive results.
Remark 2.
Step 1 in the design procedure can also be understood as an exploratory step. In fact, no further efforts should be invested in obtaining an output-feedback controller when no satisfactory solution is attained by the ideal full-state approach. Moreover, when
Step 1 produces positive results, the state-feedback controller can be used as a natural reference to assess the performance of the output-feedback design.
Remark 3. For the choice L =L, the X matrices of the optimization problem P˜L in Eq. (16) are constrained to the variety VL and, consequently, can take the optimal valueX s . In contrast, the additional constraint Y = Y RR T can produce suboptimal results or even infeasibility. However, when the optimal state-feedback control matrix G s can be factored in the form G s = KC y , we can writeỸ sX −1 s = KC y and obtaiñ
Hence, the matrixỸ s can be factored in the formỸ s = Y RR T with Y R = KX R and, in this particular case, the problem P˜L is always feasible and attains the optimal valueh s .
Remark 4. Heuristic approaches are mainly sustained by successful practical applications. In this sense, it must be highlighted that the proposed design procedure is currently being applied to ongoing investigations in the field of vibration control of large structures with excellent results. An example of this line of work is provided in the next section.
Aplication to structural vibration control
In this section, the proposed two-step design procedure is applied to synthesize a velocityfeedback H ∞ controller for seismic protection of a five-story building. In Subsection 4.1, a suitable state-space model for the building is provided. Next, a state-feedback H ∞ controller is designed in Subsection 4.2. As indicated in Remark 2, this state-feedback controller will be used as a reference in the performance assessment. In Subsection 4.3, the velocity-feedback controller is computed by using the transformations of LMI variables defined by the L-matrix proposed in Eq. (17) . Finally, in Subsection 4.4, numerical simulations of the building vibrational response are conducted to evaluate the effectiveness of the proposed velocity-feedback controller.
Building model
Let us consider the five-story building schematically depicted in Fig. 1 . The building motion can be described by the second-order differential equation
where M and C denote the mass and damping matrices, respectively. The stiffness matrix has been represented byK to avoid confusion with the notation used for the output-feedback control gain matrix K. The vector of displacements relative to the ground is
where q i (t), 1 ≤ i ≤ 5, represents the lateral displacement of the ith story s i with respect to the ground level s 0 . We assume that an actuation device a i has been implemented between the consecutive stories s i−1 and s i , 1 ≤ i ≤ 5. Each control device a i exerts a control action u i (t), which produces a pair of structural opposite forces as indicated in Fig. 1(b) . The vector of control actions is T u is the control location matrix, T w is the excitation location matrix, and w(t) ∈ R denotes the seismic ground acceleration. In the controller designs and numerical simulations conducted in the present paper, the following particular values of the matrices M, C,K, T u , and T w have been used: 
where masses are in kg, damping coefficients in Ns/m, and stiffness coefficients in N/m. The mass and stiffness values used in matrices M andK are similar to those presented in [25] ; the damping matrix C has been computed as a Rayleigh damping matrix with a 5% damping ratio on the first and fifth modes [26] . Next, we consider the state vector
and derive a first-order state-space model
with the system matrices
where [0] n×m represents a zero-matrix of the indicated dimensions, I n is the identity matrix of order n, and [1] n×1 denotes a vector of dimension n with all its entries equal to 1. For the building matrices in Eq. (23) and Eq. (24), the following first-order system matrices result: 
State-feedback H ∞ controller
Let us now consider the vector of interstory drifts
where r i (t) denotes the relative displacement between the stories s i−1 and s i , which can be computed as
Assuming that the objectives in the controller design are minimizing the interstory drift seismic response and the control efforts, we introduce the vector of controlled outputs
where 
and α > 0 is a suitable coefficient that trades-off the conflicting design objectives. The controlled output z(t) satisfies
and it can be used to compute a state-feedback H ∞ controller
The H ∞ control approach considers the largest energy gain from disturbance to controlled output
where
is the closed-loop controlled output corresponding to the state-feedback controller u(t) = Gx(t), w(t) denotes the input disturbance, and · 2 denotes the usual continuous 2-norm
Broadly speaking, the controller design consists in obtaining a gain matrix G s which produces an asymptotically stable closed-loop systeṁ
and, simultaneously, attains an optimally small γ-value γ G s . It is well known that these objectives can be achieved by considering the LMI
where * denotes the transpose element in the symmetric position, and solving the following LMI optimization problem:
P s : maximize η subject to X > 0, η > 0 and the LMI in Eq. (41).
If an optimal valueη s is attained for the matricesX s andỸ s , then the state-feedback gain matrix G s can be written in the form G s =Ỹ sX −1 s , and the optimal γ-value can be computed as γ G s =η −1/2 s . By solving the problem P s with the system matrices A, B, E given in Eqs. (28), (29) , and the matrices C z , D z defined in Eqs. (33), (34) , with α = 10 −7.3 , we obtain the following control gain matrix: with an associated γ-value
Remark 5. The optimization problem P s defined in Eq. (42) can be written in the form given in Eq. (1) by setting h(η) = −η and
4.3. Velocity-feedback H ∞ controller Now, let us assume that the information available for feedback purposes consists in the interstory velocities. We define the vector of observed outputs
which can be computed in the form y(t) = C y x(t), with
Following the design procedure proposed in Section 3, we can compute a velocity-feedback H ∞ controller u(t) = K y(t) by considering the matrices 1.0000 0.0000 0.0000 0.0000 0.0000 1.0000
1.0000 0.0000 0.0000 0.0000 1.0000
1.0000 1.0000 0.0000 0.0000 1.0000
1.0000 1.0000 1.0000 0.0000 1.0000
1.0000 1.0000 1.0000 1.0000
and the LMI
where A, B, E, C z and D z are the same matrices used in Subsection 4.2. In this case, the optimization problem P c : maximize η subject to X Q > 0, X R > 0, η > 0, and the LMI in Eq. (49),
produces the following velocity-feedback gain matrix: 
with an associated γ-value
whereη c denotes the optimal value obtained for the problem P c and G K = KC y .
Remark 6.
No feasibility issues appear when solving the optimization problem P c with the LMI optimization tools of the MATLAB Robust Control Toolbox [23] . This fact contrasts with the situation encountered when using the transformations of LMI variables corresponding to the choice L = 0 in [20] [21] [22] . In this case, it was necessary to use a perturbed state matrix to overcome the initial unfeasibility of the LMI optimization problem. only provides an upper bound of the γ-value attained by the velocity-feedback controller u(t) = Ky(t) (see [22] ). This fact, however, is not relevant in the present problem since the values in Eqs. (44) and (52) indicate that the obtained velocity-feedback H ∞ controller is practically optimal.
Numerical results
For the five-story building presented in Subsection 4.1, let us consider the following control configurations: (i) Uncontrolled. No control system is implemented in the building. (ii) Statefeedback. The building is equipped with the actuation system depicted in Fig.1(b) , which is driven by the state-feedback H ∞ controller u(t) = G s x(t) defined by the gain matrix G s given in Eq. (43). (iii) Velocity-feedback. The building is equipped with the same actuation system, but in this case the control actions are computed using the velocity-feedback controller u(t) = Ky(t) defined by the gain matrix K given in Eq. (51). For these three control configurations, numerical simulations of the building vibrational response have been conducted. Specifically, the full-scale North-South 1940 El Centro seismic record (see Fig. 2 ) has been taken as ground acceleration, and the corresponding vectors of interstory drifts r(t) and control efforts u(t) have been computed. To compare the performance of the different control configurations, we have considered the maximum absolute values:
where [0, T ] is simulation time interval. The maximum absolute interstory driftsr i are displayed in Fig. 3 , where it can be clearly appreciated that a significant reduction in the interstory drifts peak-values are achieved by the state-feedback configuration (blue line with circles) and the velocity-feedback configuration (red line with asterisks), when compared with the uncontrolled configuration (black line with squares). The percentages of reduction in the maximum absolute interstory drifts obtained by the controlled configurations with respect to the uncontrolled response are presented in Table 1 the velocity-feedback controller. The maximum absolute control effortsû i are collected in Table 2, and graphically displayed in Fig. 4 . Here, we can see that practically the same maximum control efforts are required by the controlled configurations. Table 2 : Maximum absolute control efforts (×10 6 N) corresponding to the state-feedback and velocity-feedback controllers.
Looking at the graphics in Fig. 3 , we can see that the uncontrolled configuration attains the largest interstory peak-value for r 2 (t). The data in Table 1 show that the controlled configurations also obtain the largest percentage of reduction for r 2 (t). To provide a more complete picture of the vibrational attenuation achieved by the velocity-feedback controller, the interstory drifts r 2 (t) obtained by the uncontrolled configuration (black line) and velocity-feedback controlled configuration (thicker red line) are presented in Fig. 5 . It has to be highlighted that the graphic of r 2 (t) corresponding to the state-feedback controller has not been included in Fig. 5 because it virtually overlaps with the velocity-feedback graphic. To supply a clear comparison of the time responses produced by these controllers, we can compute the difference d 2 (t) = r 
where r 2 (t) denote the values of the interstory drifts r 2 (t) obtained for the statefeedback and the velocity-feedback controller, respectively. The graphic of the difference d 2 (t) is displayed in Fig. 6 , where it can be appreciated that this difference is uniformly inferior to 0.1cm throughout the whole seismic event.
Remark 8. To prevent numerical errors, a relative accuracy of 10 −8 has been set in the options of the MATLAB function mincx() when solving the LMI optimization problems P s and P c given in Eqs. (42) and (50), respectively. 
Conclusions and future directions
In this paper, an effective two-step procedure to design static output-feedback controllers has been presented. The proposed design methodology can be applied to any control problem that admits a state-feedback LMI formulation. In the first step, a state-feedback controller is computed. Next, the static output-feedback controller can be obtained by solving a single LMI optimization problem, which can be easily derived from the state-feedback LMI formulation. To demonstrate the effectiveness of the proposed methodology, a static velocity-feedback H ∞ controller for the seismic protection of a five-story building has been designed with excellent results.
The new approach is based on recent results presented in [24] , and provides a suitable solution to the feasibility issues encountered in [20] [21] [22] . After having successfully removed this important limitation, further research effort should be addressed to explore the potential of the proposed design methodology in more complex control problems, such as networked control [27, 28] , switching systems [29, 30] , robust control [31] [32] [33] , fuzzy systems [34] , or simultaneous stabilization [35] .
