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SUMMARY
Model development and selection are crucial to the process of design and analysis. Ide-
ally, model selection would entail a rigorous quantitative approach, through comparison
of model data to truth data. However, if sufficient data were available to guarantee model
credibility and applicability, modeling would not be needed. As such, given a problem def-
inition, the enumeration of, and selection from, relevant modeling options relies on expert
opinion. These processes are typically performed ad hoc, relying as much on familiar-
ity and availability as on model fidelity, and the modeling options and justifications for
decision-making are rarely captured.
Additionally, even if a model could be proven to be complete and perfect representation
of the physical system, such a model would likely require an infeasible amount of time to
run. As such, compromises in fidelity must always be made in the interest of meeting cost,
or runtime, requirements. To address this, a framework is developed to provide a method
for capturing expert knowledge in initial comparison of multifidelity modeling options and
providing justification for decision-making in terms of both fidelity and efficiency.
Fidelity is a term that many have worked to define in a more usable manner. In the
literature, resolution and abstraction have been used to describe fundamental aspects of a
model that drive much of its behavior. In addition to those two attributes, scope, or how
much of the system the model represents, is presented in this work as the third fundamental
characteristic of fidelity. Through the comparison of these characteristics, an understand-
ing of the relative fidelity of models can be estimated, even before model data is available.
This understanding is represented by providing scores with respect to resolution, abstrac-
tion, and scope, and combining them using Kernel Density Estimation (KDE). The density
estimates are used to understanding the relative comparison between the models.
As model data becomes available, it should be used to update the magnitudes of the
relative fidelity assessments based on model agreement, and help to identify deficiencies
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that were not previously considered, or were overlooked in verification. Based on the
hypothesis that, especially for larger model sets, model agreement implies higher fidelity,
correlation and error metrics are used to generate additional scores. These scores are used
to update the prior density estimates using KDE.
Whether or not model data is available, the understanding of fidelity should be com-
bined with information regarding the efficiency of models to find the non-dominated set
of multifidelity combinations and compare them to the fidelity and efficiency of individual
models. This can be used to justify single or multi-model selection based on the current
set of fidelity and cost requirements, and should be revisited as more data is generated
or requirements change. A set of notional models is used to develop the initial methods
for when model data is not available. A set of I-beam finite element models (FEM) are
used to verify the methods and test how correlation and error metrics can represent model
agreement to adjust the fidelity estimates. From there, a full decision-making framework
is developed using these methods and applied to the problem of estimating primary wing
structural weight using FEM as wing aspect ratio is varied.
Using the three model sets, it is shown how fidelity should be described, relative model
fidelity can be quantified, and a more informed decision-making process can occur in the
early phases of a project. This also informs how models should be developed: any model
responses and information about the cost to generate, analyze, or post-process, can be used
in the manner described herein to justify continued model development. Additionally, the
modeling options and relative fidelity descriptions can be recorded, both to inform an initial
decision-making process and to allow for reconsideration if new models are considered,




As statistician George Box famously wrote in 1978, “All models are wrong but some are
useful[1].” Similarly, it could be said that building a model is difficult, but developing and
selecting the correct model is nearly impossible in a practical context.
1.1 Motivation
In the process of design and analysis of physical systems, models must be used to represent
the system as it does not yet exist and may require a large amount of time and money to
create. Designing aerospace vehicles are particularly difficult represent, even in models,
due to their complexity. This complexity comes from the difficult tasks they are required
to perform: carrying payloads into extreme environments via some combination of list and
propulsion. As such, every bit of mass, from the primary structures to the wiring, has to
buy its way onto the final product.
Due to some combination of altitude and speed, these vehicles must endure a wide
range of temperatures, pressures, and forces as they centure from sea level to, in some
cases, the vacuum of space. Due to these eextremes, there is not only a continual push
to incorporate new technologies that improve performance, but potentially revolutionary
conceptual changes that nullify the applicability of previously existing models.
The technological cutting edge and multidisciplinary nature of these systems makes it
that much more difficult to instill the level of confidence that is needed to make design
decisions. Any model that is used to aid the designer must be understood in great depth,
especially when there is little data in place to prove the model’s credibility. This problem
is even more glaring in early design.
In early conceptual design, models need to be predominantly fast. Evaluation of high
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level concepts, as implied by the name conceptual design, require thorough exploration
of the widest variable space. For example, at this point, the decision-maker may still be
weighing whether different wing-fuselage-tail configurations are appropriate, or even if a
cruise missile would complete the given task better than an aircraft. Models used at this
point rely less on physics or detailed logic, and are often primarily regressions of historical
data. These can be fast and accurate, but are limited to the assumptions of the training data.
This means that they can only interpolate, and, more than likely, if the model is used over
a long span of time, the assumptions and limitations of the underlying data will be lost.
As such, early conceptual models are used to make enough decisions to guide further
model development. To enable further decisions and move from conceptual to detailed
design, less efficient but higher fidelity models are developed and used to generate data.
This data, as well as the data from experiments, prototypes, etc., is used to make more and
more specific decisions. In addition, the higher fidelity and experimental data is used to
reduce uncertainty and validate previous decisions. Over time, evaluating similar concepts,
a series of models can be developed through experience, moving from an emphasis on
efficiency to an emphasis on fidelity as the process moves from early conceptual to late
detailed design.
However, as even non-revolutionary technologies are applied, such as a new material or
manufacturing process, the changes to the system can often be too much for the tools tradi-
tionally used in conceptual and even preliminary design. The aforementioned extreme con-
ditions and cutting edge technology infusion exacerbate this issue, especially in aerospace
applications. The physical and monetary scale of projects related to aerospace vehicles
mean that if a problem arises during testing late into the process, the project or even the
company could be in jeopardy.
Even when poor decisions are not an imminent threat to a project or company, there
will always be rework. Whether the design space was not thoroughly explored or an im-
portant attribute was not adequately represented by the model, a decision was made based
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on a misrepresentation of the system, which requires additional effort to correct. In fact,
according to JPL data, growth in the mass and power requirements of spacecraft has typ-
ically ranged from 25-40% due to a variety of causes: design changes to the mission or
the system, complexity, inheritance, technology infusion, quality of early estimates, and
available funding[2]. The quality of early estimates, as referenced in that work, leads to
selection of an “optimum” design, which is often later shown to be inefficient, ineffective,
or impossible to manufacture, resulting in cost overruns and schedule slippage[3].
1.1.1 Fidelity-Forward Design and Its Challenges
When the models being used prove to be inadequate, there are two aspects that must be
considered for improvement: whether the current model is understood thoroughly enough,
or whether the current model is the correct model. A model that causes rework in one case
might simply have been used for an assessment of behavior that was outside of its purview,
or trusted region of application. This is a similar statement to the above quote by George
Box, except in this case the takeaway is that while all models are wrong, each model was
presumably developed with some application or applications in mind. As such, the model’s
usefulness is limited to the applications that the developer intended and venturing outside of
that is not recommended. This is related to the other aspect of adequacy which is even more
difficult to assess; whether the current model is correct for any application. Vague terms
such as correct are not to be handled lightly, as they bring up long-debated philosophical
concepts of what constitutes reality. These debates, as well as the work that has been done
towards handling it in this context will be discussed in more detail in Chapter 3.
Instead of focusing on the inadequacies of early conceptual models, one of the philoso-
phies that has been applied in an attempt to preemptively eliminate rework is sometimes
referred to as “fidelity-forward” design[3]. This is often done by experience of seeing
where the process went wrong in the past. An example of this is in the case of determining
a manufacturing cost for an aerospace vehicle with new materials and/or manufacturing
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processes, such as metallic joining techniques such as friction stir welding, or advances in
the use of carbon composite laminates.
Typical low-fidelity models are based on interpolation, often with corrections, of his-
torical data. Since the models being used have an abundance of data for more traditional
concepts, the regressions are more readily believed. However, the estimated cost of man-
ufacturing a composite structure is based on a small amount of data gathered presumably
from early in the technology’s development cycle when the costs per unit would be higher.
To correct this, a more bottom-up cost estimation approach must be applied that accounts
for the individual fabrication and assembly steps, providing more granularity, and as such,
a better, more traceable estimate. This is referred to as Manufacturing Influenced Design
(MInD), and has been applied to both aircraft and launch vehicle examples[4, 5].
This is all well and good for the cost estimation, but increased granularity in the cost
model is representative of a more detailed expression of the manufacturing process in struc-
tural design, which is not available from the tools typically used during early design. As
such, a higher-fidelity evaluation of the structure must be performed to provide the ap-
propriate data for the new cost model[5]. This is a drastic increase in the complexity of
structural evaluation typically performed at that point, which has provided a benefit, but
has many drawbacks.
To execute the appropriate structural analysis and optimization, much more detail about
both the vehicle and the environment must be provided. The additional information about
the vehicle means that design decisions must be made that could previously have waited for
a later point. Environmental conditions, specifically the loading scenarios, are much more
detailed than those typically used, which requires another reevaluation of the model set.
In order to provide the newly required level of detailed loads, more information is
typically needed regarding the aerodynamics of the vehicle in flight, be it an aircraft or
launch vehicle. Additionally, the level of information related to the mission may have to be
increased, and even, potentially, further disciplines. Not only has this single re-evaluation
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trickled down into a complete reassessment of the entire multidisciplinary design space,
all of the linkages between the disciplines must be verified and potentially reworked. On
top of that, increasing the level of fidelity in every discipline could very easily cause an
infeasible level of growth in the required effort to set up, execute, and process all of the
models together. Because of this, the issues of model selection, development, combination,
and interaction must be thoroughly explored.
This discussion brings up the question of why the models used in early conceptual de-
signed were developed in the first place. Higher fidelity models that include the appropriate
detail, physics, and scope require “major design commitments[6].” An example given by
Lee is the design of a system to incorporate boundary layer ingestion in aircraft propul-
sion, where understanding the relevant flow characteristics requires specificying wing area,
number of engines, and other characteristics of the design that may not have, as of yet, been
specified.
In addition to design commitments, increasing fidelity can result in a dramatic increase
in dimensionality. If design decisions have not yet been made, or the appropriate experi-
ments performed, many of these dimensions must simply be defaulted. Setting many of the
parameters of a model to default values increases the uncertainty in the model, which acts
counter to the initial reason for bringing the model forward. As such, there is a time and a
place where every model may be the most appropriate for some aspect of understanding a
system. This makes it all the more difficult to justify what the most appropriate model is
for a particular application.
1.1.2 Multifidelity Considerations
In an ideal circumstance, model selection would a purely scientific undertaking, conducted
with quantitative rigor, through comparison of model data to truth data. However, if all
of the data was available a priori to provide absolute certainty in model validity, modeling
would no longer be necessary. In reality, even if a model can be proven to provide a
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complete and exact representation of a system, such a model would likely take an incredibly
long time to run. As such, fidelity is not the only factor to take into account.
When the desired level of fidelity is too costly on its own, a faster, lower fidelity, model
can be used in conjunction with the high fidelity model to find a compromise position.
Methods that incorporate multiple model evaluations into one source of knowledge can be
called multifidelity, variable-fidelity, or variable-complexity[7].
An important reason for continuing to use lower-fidelity evaluations is that it has been
shown that you can directly incorporate lower and higher fidelity models into the same
design environment. One way that multiple fidelity models can be used together in op-
timization is by using the result of a lower fidelity model to improve the initial guess of
the higher fidelity model. If the initial guess of higher fidelity optimization problem is im-
proved, less iterations should be required to achieve convergence. However, this requires
developing both models not only simultaneously, but in a directly connected manner. Ad-
ditionally, it is not always applicable, since it only applied to optimization routines using
similar-enough models.
As such, a more generally applicable multifidelity technique should allow for isolated
model development, only combining data from each model a posteriori. This is often
achieved through surrogate-enabled methods to increase efficiency through repeated eval-
uation of lower-fidelity models and evaluation of higher-fidelity models only as needed
for uncertainty reduction. The magnitude of the response surface is therefore driven by
the higher fidelity model, as it should be, while efficient interpolation is made possible by
inclusion of more evaluations of the lower fidelity model.
An added benefit of multifidelity evaluation is that the design phases are no longer hard
starting and stopping points. Put a different way, results are not generated using a single
tool, used to make a decision, then thrown out. Where possible, the understanding of the
system should blend directly from one phase of design into the next one: this is enabled by
multifidelity analysis and optimization methods. Experimental data, when available, can
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even be used to act as the highest level of fidelity in a multifidelity regression.
Some examples of multifidelity evaluations that have been proposed in the literature
follow. Courrier, Boucard, and Soulier proposed a method for using partially converged
solutions to improve efficiency in surrogate model building[7]. Many other works use
forms of Multifidelity Gaussian Process Regression, also called Co-Kriging. This includes
the work done by Le Gratiet[8], and is primarily built on the seminal work of Kennedy and
O’Hagan: a Bayesian approach to multifidelity analysis and optimization using Gaussian
process regression[9].
Some examples of applications of Co-Kriging to the field of aerospace engineering
include the work done by Allaire and Willcox[10] and Ng and Willcox[11] towards a struc-
tural wing-sizing problem, Alexandrov et al. to the application of aerodynamic sizing of
wings and airfoils in two and three-dimensions[12, 13], and the aerospace structural and
aerodynamic applications in March’s dissertation[14]. Throughout these works, the imple-
mented multifidelity approaches typically achieved between a 50% and 90% reduction in
computational evaluations of the higher fidelity models.
While multifidelity methods have been shown to provide a significant increase in effi-
ciency, they do not simplify the model selection process. As discussed previously, it has
always been difficult to find the appropriate model for a particular phase of design. As
issues arise from an “intolerable loss of accuracy[15],” models are moved forward from
their typical place in the process, changing the problem from development of a particular
type of model, to selection and development of any potential model that can address the
current problem definition. Incorporation of multifidelity considerations means that model
selection now entails consideration of selection and development of any single model or
combination of those models.
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1.2 Overarching Research Question and Overview
Overall, what is being stated here is that higher-fidelity tools are needed to decrease the
uncertainty inherent early in the design process. This is typically enabled by some combi-
nation of a more granular description of the problem and the more explicit incorporation
of mathematical representations of physical constraints. However, this creates a drastic in-
crease in the human and computational effort required to perform an evaluation, which does
not lend itself to the quick turnaround and wide-reaching trade studies usually undertaken
in early design.
One way of aiding in the efficiency of the generation of results when higher-fidelity
models are used is to use them in combination with lower-fidelity models using multifi-
delity techniques. While this has the potential to increase the efficiency of the process,
reducing the turnaround time, it has the opposite effect on the degrees of freedom in model
selection. It is troublesome, therefore, that now models need to be developed and selected
at various levels of fidelity, when it is still difficult to select and develop a model at a single
level of fidelity. This leads to the motivating question of this dissertation:
Overarching Research Question How can a model or models of the correct fidelity
and efficiency be developed and selected to be used in a multidisciplinary, multifidelity
design environment?
From this research question, there are three main terms that require further discussion:
modeling, fidelity, and what is meant by correct in this context. Chapter 2 consists of
a more thorough discussion of modeling, the types of models, and why models are used.
Chapter 3 discusses model credibility and understanding, the associated terms, and some of
the methods used to quantify model correctness. This includes the discussion of validation,
verification, calibration, accreditation, uncertainty quantification and sensitivity analysis.
The discussion of fidelity and its associated terminology is outlined in the Chapter 4. A
review of the descriptions of fidelity is presented as well as the development of a framework
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for the description of fidelity in the context of this work.
Following that, methods are developed in Chapter 5 to understand and score the fidelity
and efficiency of modeling options. These methods are developed using a set of four no-
tional models and a set of fifteen finite element model representations of an I-beam. The
methods are initially explored using the notional set, as the relative fidelity and efficiency
can be varied to verify that the methods capture the intended effects. This begins by using
the developed fidelity framework to allow experts to rank models, which is then used to cal-
culate the probability that each model is the highest fidelity model in the multifidelity set.
Then, a method is developed to leverage available data through comparative data analysis;
this allows for troublshooting, initial down-selection, and adjusting the fidelity probabilities
based on model data instead of just expert opinion. This method differs from other data-
infused methods for calculating the probability of highest fidelity in the literature since it
leverages model data even in the absence of validation data. The I-beam model set is pri-
marily used to develop the comparative data analysis methods, as it incorporates different
representations of a physical system while remaining geometrically and computationally
simple, easing the development and processing of the associated cases.
Once the model fidelity probability methods are in place, the cost, or relative efficiency,
of the models is assessed, and scoring methods are generated to compare single and multi-
model options. This is what enables model selection, since, as discussed previously, model
selection is dependent not just on fidelity, but on efficiency. Going to the highest fidelity
possible is overkill at early points in the design process, and an understanding of the time-
related costs help to make the decision-maker more aware of when cost is the limiting
factor. In the case where the model of the desired fidelity is too expensive, it can be com-
pared in terms of fidelity and efficiency to the other model options as well as multifidelity
combinations. The relative scores can be used to justify a modeling path forward.
Chapter 6 describes the application of the developed methods as a full decision-making
framework, examining a more realistic use case: a trade study examining the change in esti-
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mated wing weight as the wing aspect ratio of the NASA Common Research Model (CRM)
aircraft is deviated from its baseline value. The decision-making framework involves defin-
ing the problem of interest, enumerating the potential modeling options, making an initial
assessment of fidelity based on the fidelity descriptive framework developed herein, ad-
justing the understanding of fidelity based on available model data, understanding model
cost and effiency, and comparing single and multi-model combinations. The informed de-
cision enabled by this framework is inherently dependent on the current point in the design
process, as fidelity and efficiency limits can be imposed on the non-dominated single and
multi-model options to find the current most appropriate modeling options. From there, the
user can begin to understand what future cases need to be run based on the down-selected
model or models, their relative efficiency, and which design points have already been eval-
uated. As models are further troubleshooted, verified, validated, and evaluated, the user can
iterate back to update the understanding of fidelity and efficiency, adjust the requirements




The first primary topic of discussion is the development and categorization of models.
In the design of a system, there needs to be a way to evaluate aspects of that system.
That evaluation provides an insight into the behavior of the system, typically through a
quantitative representation, that can allow for design decisions to be made. This is typically
done through models, as interacting with the actual system is difficult and expensive even in
the case where it already exists. Section 2.1 describes in more depth the ways that a system
can be studied, what a model can represent, and a first pass at how it can be represented.
The next section, 2.2, gives insight into the way that models have been categorized and
described in literature. This is intended to develop the understanding of the types of models
in order to further discuss model credibility and fidelity in later sections and chapters.
The basic definition of a model is a representation of something else[16, p. 122]. Other,
more specific definitions of model have been given.
[16] A representation of an event and/or things that are real (a case study) or contrived (a
use-case), a representation of an actual system, or something used in lieu of the real
thing to better understand a certain aspect about that thing[p. 5]
[17] A device which is so related to a physical system that observations on the model may
be used to predict accurately the performance of the physical system in the desired
respect[p. 57]
[18] Mathematical or logical relationships that are used to try to gain some understanding
of how the corresponding system behaves[p. 1]
[19] A representation of a system or a part of a system in a mathematical or physical
form suitable for demonstrating the way the system or operation behaves or may
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be considered to behave[p. 107] or A qualitative or quantitative representation of a
process or endeavor that shows the effects of those factors which are significant for
the purposes being considered[p. 108]
[20] An idealization of part of the real world that aids in the analysis of a problem
2.1 Purpose of Modeling
Before any modeling and simulation is performed, there must be a need. There must be
some aspect of the real world that that requires investigation, either a single aspect or in its
entirety. This can be a single entity such as a vehicle or a system of entities together. The
subject of interest in modeling and simulation has multiple names and, as implied by the
definitions above, can be almost anything. These can be physical systems or processes, or
the components or subsystems of those systems and processes, which are in turn smaller
systems. Sometimes these levels have more specific names, an example of which is shown
in Table 2.1. The system being referred to by a model is called the prototype, simuland, or
just the system[16, 17, 18, 19, 20].







Figure 2.1 shows the ways to study a system as described by Law and Kelton[18]. What
follows is a further detailed discussion of these comparisons.
Experiment with the actual system vs. Experiment with a model of the system :
It is preferable when possible to manipulate the actual system, operating it under different
conditions, and observing the effects. Working with the actual system removes any question
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Figure 2.1: Ways to Study a System.[18]
to the relevance of the study. However, relying on manipulation of the actual system is a
poor choice for a variety of reasons: physical experiments are too costly, manipulation
could disrupt or damage the system, and especially in some circumstances, observing the
system changes its behavior. This last point, generally referred to as the observer effect,
can manifest in a few different ways depending on the exact scenario.
This is related to the uncertainty principle proposed by Heisenberg in quantum me-
chanics[22]. A change in a person’s behavior when they know they are under observation
is called the Hawthorne effect[23]. Similarly, the placebo effect occurs when someone
presumes an effect should take place and a physiological reaction occurs without a phar-
maceutical enabler[24]. The observer effect also comes into play in physical engineering
experiments, e.g. inserting an instrument into a flow to measure its characteristics disrupts
the flow field.
This type of effect even occurs in computer systems. Assessing computer systems or
code can change the behavior of what is being observed by further taxing the system or
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reassigning how processes are handled. This makes debugging or troubleshooting more
difficult[25].
Additionally, and of significance in the case of this work, investigation based on manip-
ulation of the physical system is often impossible, as the system being designed does not
yet exist. Due to this, the manipulation would involve building multiple varied instances
of the product which, for a large aerospace vehicle, is far too labor and cost-intensive to be
feasible. As such it is typically necessary to develop a model as a stand-in or surrogate for
the real system. The primary struggle with modeling lies in determining whether the model
accurately represents the system under the circumstances of interest. This is the discussion
of model validity which will be covered in greater detail in Chapter 3.
Physical model vs. Mathematical model :
Given that manipulation of the actual system is infeasible and a model must be developed,
there are still two primary types of models. Sometimes manipulation of a scaled represen-
tation of a system can be useful. One of the primary examples where a physical model can
be of help is in wind tunnel testing, whether the object of interest be a building, automo-
bile, aircraft, launch vehicle, etc. One of the main enablers of this type of comparison is
dimensional analysis[17]. Specifically pertinent to aerodynamics, the use of dimensionless
similarity parameters, such as Reynold’s number and Mach number, allow for a geomet-
rically scaled model to generate a similar flow to the full object[26]. However, physical
model tests still have some of the limitations of actual system tests. Experimenting with
physical models is still costly and time and labor intensive, and the observer effect must
still be taken into account. However, as with experiments on the actual system, the realism
answers some of the questions of validity. The monetary expense and time required for
physical testing, as well as increased computational power over time have led to an ever-
increasing interest in mathematical representations of the systems of interest to supplement
or supplant physical testing where possible.
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Analytical Solution vs. Simulation :
Once a mathematical model has been developed, Law and Kelton describe the implemen-
tation of that model as either analytical or a simulation. Analytical in this context refers
to a mathematical model that works in a straightforward manner to arrive at an exact, re-
peatable answer. Another term for this is a closed-form solution. Analytical solutions can
be simple enough to work through with pencil and paper, or in the instance of inverting a
large nonsparse matrix, they can require vast computing resources. The important point is
that the answer is known in principle.
A simulation model solution is required when the system is highly complex, which
leads to a complex mathematical approximation. In these cases, the model itself must
be exercised, simulating the conditions of interest to determine the relationship between
the inputs and the outputs, as they are nontrivial. This work is predominantly focused on
mathematical models used in the design of products; most notably aerospace vehicles. In
this investigation, it is not as important whether the model can be solved analytically or via
simulation, though each presents different challenges. Typically, analytical models provide
answers more quickly, but are representing the simuland as more simple than a simulation
model would.
Deciding how to model a system is a difficult challenge. In 1950, Murphy[17, p. 57]
spoke about how mathematical models are developed and used in engineering applications.
He states that there are three situations that typically arise:
1. Direct application of well-known laws based on equilibrium or other conditions of
state
2. Situations where number of variables or the complexity of the situation make the ap-
plication of the usual analytical procedures tedious and may lead to a mathematically
cumbersome solution
3. Problems where the general laws governing the behavior of the system are unknown
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and analytical prodedures have not yet been developed
Whether or not a general formula can be generated from well-known laws, a relationship
between design variables is needed. The applicable range for the variables is changed
depending on the generality of the relationship. As well as the variable ranges, a model
may be able to predict an entire scenario or maybe just one aspect.
Oftentimes models with narrower ranges or single-characteristic prediction are able to
provide results more quickly and cheaply, which is an important characteristic in model
selection. In other words, “more than one type of model may be useful in predicting the
behavior of a given prototype[17].” This brings to the forefront an important characteristic
about modeling; any given number of paths can be taken to arrive at an equivalent result.
Building a specific model falls somewhere between an art and a science of applying a
quantifiable relationship to represent a complex system. The art comes in because on top
of that, the result could be arrived at in a variety of different ways. As such, the type of
model needs to be described, and the way that validity is affected for that model needs to
be assessed, both quantitatively and qualitatively. The next section speaks to the first of
those points: How can the type of model being developed be categorized?
2.2 Types of Models
Models have been divided up into categories by many authors based on a variety of char-
acteristics. Murphy[17, p. 61] divided models into four categories:
1. True Models : All significant characeristics are reproduced to scale and restrictions
introduced by the design conditions are satisfied
2. Adequate Models : Accurate predictions of one characteristic may be made, but
predictions of other characteristics are not necessarily accurate
3. Distorted Models : Design condition is violated sufficiently to require correction
of the prediction equation, which usually pertains to different length scales within a
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single model
4. Dissimilar Models : Bears no resemblance to physical system (what Murphy refers
to as the prototype), but provides accurate predictions of behavior through analogies
An observation from how these categories are developed is that they predominantly speak
to the relationship between two aspects:
1. The amount of detail present/resemblance of model to prototype
2. Amount that the relevant physics have been included, simplified, or distorted
Another important perspective that can be established from this is that the relationship
between these two aspects and accuracy is not simple. Dissimilar models can provide
accurate predictions despite bearing no resemblance to the physical system. Additionally,
distorted models can provide accurate results despite an altered perception of real physics.
These aspects will come up again later in the discussion of fidelity in Chapter 4.
Alber[27] divides models into four different categories:
1. Best Guess
2. Back of the Envelope
3. Complex Math Model
4. Large Numerical Simulations
Best guess approximations, while they have their purpose, are too rough and subjective to
discuss with great rigor. The purpose of Alber’s text is to develop the “art” of producing
“back of the envelope,” or rough approximations based on basic understanding of a problem
to determine the order of magnitude of interest. This is a useful exercise to understand
the important aspects of the problem, make use of limited resources, and find a starting


























Figure 2.2: Relative Cost/Time to Develop an Answer to a Given Problem vs Resolution
or Certainty of the Resulting Solution. Circle Denotes Range of Techniques Covered in
Alber’s Book.[27, p. 5]
also include broad-sweeping assumptions, potentially leading to gross inaccuracies. The
latter two categories denote analytical or numerical methods that require computational
processing. While general, the categories do describe differences between models related
to accuracy and required effort; models that more accurately represent the incorporated
physics, have less broad-sweeping assumptions, and a more detailed description of the
system, generally produce results that are more certain. The caveat is that these models can
require significantly more time and effort to develop and evaluate, as notionally represented
in Figure 2.2.
Chestnut[19, p. 114] discusses models, both qualitative and quantitative, that are used
in systems engineering. The categories of models as well as a variety of purposes for those
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models are described in Table 2.2.
Table 2.2: Categories and Purposes of Models as Desribed by Chestnut[19]
Category Purpose
Overall Process Schematic diagram showing major elements of hardware
Functional diagram showing operation of system













He continues [pp. 125-127] by describing a system for classification of models through
three categories and a series of examples for each:
1. Resemblance to reality
• Isomorphic : Model which includes all of the operational features of the real
situation
• Homomorphic : The more common case where related variables are grouped
to represent general effects instead of a detailed representation of all effects;
this type of model should presumably be based on physical laws or grounded
techniques for describing the behavior of the pertinent phenomena
2. Type of models: structuring characteristics
• Iconic Models : Models which “look like” the subject but may be scaled to a
more manageable size, e.g. globes, wind tunnel test articles, and so forth
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• Analog Models : “Characterized by the use of a convenient transformation of
one set of properties for another set of properties in accordance with specified
rules,” such as converting a manufacturing process to a flowchart or equivalent
circuits
• Symbolic Models : Logical and mathematical representation of behavior of the
system or components of the system at hand
3. Method of solution
• Solution by analytic methods : Explicit determination of a result from a straight-
forward application of mathematical techniques which are typically applied to
relatively simple cases and can be tested against a real scenario
• Solution by numerical or deterministic methods : Typically an iterative process
involving computer solutions of models for testing specific states to determine
the critical conditions
• Solution by Monte Carlo methods : Another iterative process involving com-
puter solutions, but one that involves testing states of the model to determine
the probabilistic properties of the system instead of the deterministic behavior
Aside from describing how to study a system, Law and Kelton[18] discuss that the
specifics of their “simulation models” are described by categorization along three dimen-
sions:
1. Static vs. Dynamic : This dimension is summed up fairly succinctly as whether the
model is time-dependent or not. A static model is often what is used for the design
of vehicle structures since the structure remains roughly the same over time (barring
damage) To the contrary, the important behavior in system design is how it evolves
over time.
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2. Deterministic vs. Stochastic : If the system contains components with inherent ran-
domness, then they are stochastic. However, if the result is consistent, the model
is deterministic. Put a different way, once the inputs and the model relationships
have been put in place, the output is “determined.” There are pros and cons to this
characterization: reality always contains some amount of randomness, randomness
in computer modeling is difficult, and while modeling a stochastic system as such
is accurate, the results are just a single estimate of behavior, e.g. repeated trials and
post-processing are necessary.
3. Continuous vs. Discrete : The type of change of the “state variables” describe the
continuity of the system. In a discrete model the system attributes change instan-
taneously, or “at only a countable number of points in time.” A continuous model
describes how the system got from one state to the other, e.g. a description of traffic
flow as a whole instead of by the individual car.
The discrete-event simulation models of interest to Law and Kelton are typically discrete,
dynamic, and stochastic. However, the physics-based vehicle design models of interest here
are typically static and deterministic. Instead of quantifying behavior over time, snapshots
of scenarios the vehicle might go through are used as constraining cases. Randomness,
when it is included, is typically applied via safety factors, knockdown factors, and other
corrections based on probabilistic assessment of real-world behavior.
Dieter[20, pp. 247-249] describes models more in terms of their purpose for design.
Models, he states, are either descriptive or predictive. A descriptive model is a qualitative
decomposition, but does not describe the behavior in terms of extent. A predictive model,
on the other hand, provides a prediction of the system’s behavior in order to understand the
type and extent of its qualities. Models can also be classified in three other ways:
1. Static or Dynamic
2. Deterministic or Probabilistic
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3. Iconic-Analog-Symbolic
• Iconic : “Models that look like the real thing.” These are often intended more
to represent the entities than the phenomena. They are typically either two-
dimensional (e.g. maps and drawings) or three-dimensional (e.g. physical mod-
els, CAD) and can be further categorized
– Proof of concept model : “Minimally operative” model to represent basic
principle of design concept. Sometimes referred to as a “string and chew-
ing gum” model.
– Scale model : Dimensionally resized typically non-operational portrayal of
physical world, often used for discussion and visualization of basic concept
or interferences.
– Experimental Model : Model built to represent the function but often not
the aesthetic of the design concept in order to perform testing and design
modification.
– Prototype Model : Full-scale working model of the design. Similar if not
identical to final product in technical and visual aspects, but typically built
by hand as a single instance. This is the final selling point for a product to
go to full production.
• Analog : As the name states, these types of models are analogous to the actual
system. This means that they are able to predict the system behavior but may
look nothing like the actual system. Process flow charts are one example of an
analog model that is given.
• Symbolic : This is where mathematical models predominantly reside in this
categorization. The relationships between input and output parameters rep-
resented in a mathematical equation is a type of symbolic model. Symbolic
models lead to quantitative results via analytical, mathematical, and logical ex-
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ploration. They can also be further divided into two categories similar to the
scenarios put forth by Murphy above[17, p. 57]:
– Theoretical models : Based on “established and universally accepted laws
of nature.”
– Empirical models : Best approximate mathematical representations based
on existing experimental data.
As previously discussed, simulation is the process of exercising a complex model once
it has been developed. This aides in the understanding of the relationship between inputs
and outputs and analogously some semblance of the behavior of the real system under
investigation.
These categorical descriptions attempt to be general, but aspects of them are specialized
into two categories: descriptions of the time-dependent behavior of entities, such as in
discrete event simulations, or the physics-based description of the system for the purpose
of design and analysis. Put another way, the terminology used varies based on whether
the model is describing how entities behave from a detection/decision/reaction standpoint
or whether the model describes how the aspects of the system react due to the behavior
of materials, flows, etc. There is obviously much overlap between these two categories,
but the distinction makes it such that certain aspects of a categorical decomposition are not
generally applicable to all possible models.
Similarly to Alber’s categorization of models, an altered representation of generic model
description is presented, split into four categories.
1. Regression of Existing Data
2. Simple Analytical Approximations (e.g. Back of the Envelope)
3. Analytical Models
4. Discretized Numerical Methods (e.g. FEA, CFD)
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It should be noted that these categories are not necessarily in order by increasing accuracy.
Simple analytical approximations are “quick and dirty,” which is good to get a fast approx-
imation. In the presence of existing trusted data, fast approximations using regressive tech-
niques can be very accurate. The downside in that case is that you are limited to the scope
and assumptions of the training data set. Analytical techniques can be very true to physical
behavior but are also very limited by the requirement of explicit mathematical solutions.
Deriving a precise formulation gets more difficult as complexity increases. The benefit of
discretized numerical methods is not necessarily in accuracy as often these models require
calibration (e.g. dynamic finite element models and most computation fluid dynamic mod-
els). They are, however, quite useful for their flexibility. This flexibility comes at the cost
of a drastic increase in the amount of required data and runtime that scales relative to the
discretization and underlying equations.
Models are useful tools for thinking, communicating, predicting, controlling, training,
exploring, and designing. The increase in computing power has enabled the implemen-
tation of more and more advanced models that cannot be solved using classic analytic
methods. Modeling is and should be used “early and often” due to its capability to help sell
a product or concept by predicting behavior as well as providing a visual representation.
Moreover, mathematical models enable exploration of systems at a lower cost, in less time,
and when no physical instance yet exists. Throughout an engineers work, a “menu of mod-
els” are developed that are used throughout the thought process[20, pp. 249-250]. However,
the benefits of mathematical models must be weighed against their validity in describing
a given scenario when selecting the appropriate model from this “menu.” The following




The next main point of discussion is the use of the word correct with respect to modeling.
Determination of correctness or accuracy in modeling and simulation is related to a number
of terms that will be discussed here, such as verifiability, validity, credibility, accreditation,
and the field of uncertainty quantification. Another way to put it is the determination of
whether the model is valid[18]. This is especially important as design decisions are to be
made based on the results of the selected models. If the results are not trusted then the
decisions made based on them cannot be trusted.
To frame the problem, a discussion of the procceses required to believe that a model
is adequate is necessary. At the end of the day, whether or not a model is to be believed
comes down to a sales pitch of whether all parties involved believe the results: managers,
clients, analysts[18]. Since this is a technical field, credibility can be understood, to some
extent, in objective terms. This is why there are standards in various fields of study to be
able to quantify confidence in terms that an informed individual can understand. These and
other requirements attempt to guarantee that sufficiently thorough analysis was performed.
It is ultimately always a subjective matter as to how much is required to instill confidence.
Because of this, much research has been done to explicitly define the required steps.
This section provides some background into the basics of proving that a model makes
appropriate predictions for a given application. The provided background aims to denote
the difficulty in proving that a model is correct, especially in the case of early design when
available data is sparse. It also serves to denote the ways that uncertainties have been
described in order to facilitate further discussion of model fidelity in Chapter 4.
Some preliminary definitions must be provided here. The context of this work is to
provide insight in the development and understanding of models typically used for design
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and analysis of products such as aerospace vehicles and their systems. These types of mod-
els, incorporating physical laws through scientific models, are implemented into computer
software to allow for modern computational power to aide in the design and analysis pro-
cess. Once implemented, these models often fall into what is called computational science
and engineering (CS&E). Once a model has been implemented into software that can be
executed, those software systems are called codes. The product of the execution of these
codes can be called outputs, responses, or a calculation[28].
Figure 3.1: Timing and Relationships of Validation, Verification, and Establishing Credi-
bility[18]
Figure 3.2: Comparisons in Verification, Validation, and Accreditation[16]
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3.1 Benchmark
One of the required items to perform most of an evaluation of a model or code is a bench-
mark. The definition given by Trucano et al. follows:
• A choice of information that is believed to be accurate or true for use in verification,
validation, or calibration, one or more methods of comparing this information with
computational results, and logical procedures for drawing conclusions from these
comparisons[28].
This is a very interesting definition as a benchmark might typically just be thought of as a
model. However, Trucano et. al. make sure to note that the model is not useful as a bench-
mark unless it is accompanied by the methods of comparison and drawing conclusions from
the data from both the benchmark and that generated by the current model or code. It is
of further note that the benchmark is itself some abstraction of reality. This could include
an “analytic mathematical solution” based on fundamental physics and compared to a real
scenario or an experiment that is deemed to have low enough error for use in this purpose.
The choice of benchmark is also inherently dependent on the intended application, so the
process of justifying a benchmark is similar to the procedure for justifying the comparison
of a model to a particular benchmark.
3.2 Verification and Validation
Once a model has been implemented, that implementation, or code must be verified and
validated. These are two distinct processes but are usually grouped together in discus-
sion due to their necessity and interrelationships. A succinct description of these processes
states that verification is “solving the equations right” where validation is “solving the right
equations[29].” The difference between these two is subtle but important, and understand-
ing the exact meaning and process involved with each has been the focus of much research.
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3.2.1 Verification
The first step that must be performed upon generating a code is verification. The process
of verification is related to uncertainty quantification and has an influence on validation,
calibration, and whatever other processes follow it. There are multiple definitions put forth
for verification:
• (US Department of Energy’s Advanced Simulation and Computing program, ASC)
The process of confirming that a computer code correctly implements the algorithms
that were intended[28]
• (DoD) The process of determining that a model, simulation, or federation of models
and simulations implementations and their associated data accurately represents the
developer’s conceptual description and specifications[30]
• (American Institute of Aeronautics and Astronautics, AIAA) The process of deter-
mining that a model implementation accurately represents the developer’s conceptual
description of the model and the solution to the model[28]
Verification is a necessary process to assure that as much spurious behavior as possible
is weeded out prior to checking the code for accuracy to reality in any way. If verification
fails in some way then any decisions made on predictions after that could be based on the
skewed behavior of the model instead of its prediction of reality. One primary purpose of
verification is to prove that the chosen solution algorithms and implementations thereof are
correct. Assessment of applicability of a code must also be done in this phase. It must be
assessed whether the perspective model can provide the type of response needed for the
current application at all, regardless of its accuracy in doing so. In Figure 3.1 validation
is described as the process of establishing credibility through analysis and data that the
system is being represented by the conceptual model. This is also shown in Figure 3.2
as verification being the process of assuring that the conceptual model meets the current
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set of requirements. Many of the techniques used in verification are related to software
engineering and systems engineering[16].
3.2.2 Validation
Similarly to verification, there are multiple definitions put forth for validation:
• (ASC) The process of confirming that the predictions of a code adequately represent
measured physical phenomena[28]
• (DoD) The process of determining the degree to which a model, simulation, or fed-
eration of models and simulations, and their associated data are accurate representa-
tions of the real world from the perspective of the intended use(s)[30]
• (AIAA) The process of determining the degree to which a model is an accurate repre-
sentation of the real world from the perspective of the intended uses of the model[28]
Validation is the general process for determining that the code provides results that
accurately represent the physical response or responses of interest. This is important as
it is predominantly the aspect to which fidelity typically refers. Model fidelity relates to
the validation of the model assuming that sufficient verification has been performed and
appropriate calibration will be done given a referent. In Figure 3.2 validation is shown as
the comparison between the results and the simuland.
To be specific, validation is the assessment of the behavior of that response. This is
related to the discussion of accuracy and precision. In the case of archery, accuracy would
be hitting near to the center of the target, but precision refers to the ability to strike the
target repeatedly in the same region. In the case of a numerical model precision is typically
the preferred attribute. If the model can predict the trends of the behavior correctly and
repeatedly then the parameters can be adjusted to align those trends to the “center of the
target” to refer back to the archery example. This process of adjusting to an accurate
benchmark is called calibration.
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3.3 Calibration
• (Trucano et al.) To adjust a set of code input parameters associated with one or more
calculations so that the resulting agreement of the code calculations with a chosen
and fixed set of experimental data is maximized[28]
As mentioned above, calibration relates to the adjustment of parameters to “best match”
the code’s calculation to a trusted data set[31]. There has been much work done on the pro-
cess of calibration in the literature. One of the most commonly used traditional meth-
ods of calibration uses a least-square regression model[28]. Much of the more recent
work done has been based on the Bayesian calibration approach put forth by Kennedy
and O’Hagan[32]. Some examples of its usage include Sankararaman and Magadevan[33],
Lacaze and Missoum[31], and Heo et al.[34] among many others.
3.4 Accreditation
Whereas validation can be described as “did I build the thing right,” and validation is “did
I build the right thing,” accreditation can be described as “is it believable enough to be
used[35]?”
• (DoD) The official certification that a model, simulation, or federation of models and
simulations and its associated data are acceptable for use for a specific purpose[30]
Table 3.1 is adapted from the work of Balci and describes the general types of errors
that can occur in the process of selecting a model for use. Type I Error is also called the
Model Builder’s Risk. A Type I Error occurs when a relevant and valid model is developed,
but then not given accreditation and put into use. For one reason or another, not enough
validation is performed to assure the proper parties that the model is correct, so the model
is not chosen. The model provides credibility but any potential utility is lost. The time
and money that went into developing, verifying, and validating it also go to waste. The risk
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belongs to the builder of the model because any other negative effects are simply unfulfilled
benefits that could have been garnered from its use. This type of scenario predominantly
falls to the subjectivity of the situation, as it is caused by some combination of the developer
not selling his product adequately enough or the potential accreditor being unnecessarily
skeptical or cautious.
Type II Error can be referred to as the Model User’s Risk. This error occurs when
a model that is invalid is selected. Validation is performed incorrectly in some way but
sufficiently enough to erroneously persuade the accreditation process to continue. When
this occurs, improper results are believed and used for decision-making. This is the stan-
dard risk that the validation process attempts to plan against, as its occurrence can lead to
disastrous consequences if left unchecked.
Type III Error, or Model Accreditor’s Risk, must not be confused with Model User’s
Risk. A Type III error occurs when a model is used outside of its range of validity. This is
different from type II error because it refers to a model that is valid somewhere. The prob-
lem is that it is used for an application where it is not relevant. As stated by Petty, “Type III
errors are distressingly common; models that are successfully used for their original appli-
cations can acquire an unjustified reputation for broad validity, tempting project managers
eager to reduce costs by leveraging past investments to use the models inappropriately.”
The main trouble with Type III errors is that they are due to subjectivity, specifically
familiarity, similarly to Type I errors, but they have all the potentially catastrophic down-
sides of Type II errors. The only two correct scenarios are when a relevant and valid model
is used, or a model is not used due to irrelevance or invalidity. This is why there is such an
argument for understanding your model based on more than just the comparison to reality.
The description of the model is useful for the understanding of what it does and what
characteristics it contains. The relevant ranges and assumptions that went into its develop-
ment have to be maintained and any potential user must be informed lest decisions be made
using data of no relevance. Complex models will almost always have some range within
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which their predictions are appropriately accurate and ranges where they aren’t, sometimes
referred to as the bounds of validity[16, p. 135]. This is by no means a justification for dis-
qualifying its predictive capability outright. It is instead just a consideration in the selection
process. One of the contradictions in the process of model selection is that it would, at face
value, appear to a developer that being explicit about the limitations of the product would
not aid in the sales pitch. People do not like to think in the negative and focus on what
can’t be done instead of what can. However, not being forthright regarding constraints to
applicability is a dangerous proposition for the user.
3.5 Uncertainty
The discussion of uncertainty is a philosophical debate, focused on defining reality, its
inherently random nature, and human perception. Moving from that, it pertains to whether
an abstracted form is the reality itself and what those differences are. This discussion
has been particularly embroiled in the field of quantum theory related to the probabilistic
nature of reality, a point especially debated between Albert Einstein and Niels Bohr[36].
Generally speaking, at every level an abstraction occurred uncertainties were compounded;
any idealizations, mathematical representations, or deterministic computations make the
problem tractable but increase the level of justification required to prove that a model is
valid.
The field of uncertainty quantification is a rapidly changing landscape in recent years,
32
and much work has been done to evolve the methods used, make them easier to implement,
and work to spread their use in the industry. The ability to justify to a company that the
computer and person time required to evaluate uncertainty justifies the amount of informa-
tion gleaned from the exercise is a lofty but important goal. To make this justification, the
problem must be developed not only numerically but qualitatively, so that the topics can be
discussed in a way that is manageable to all parties.
Roy and Oberkampf provide many sources for the work in risk assessment that has
been done to categorize the types of uncertainty in computational analyses[37]. However,
they make the distinction that any description should refrain from confusing the nature,
essence, or essential type of uncertainty with the description of how or where it might oc-
cur in the process. The example provided is if randomness is one category and model form
uncertainty is another. “A sound taxonomy would only categorize uncertainty types accord-
ing to their fundamental essence, and then discuss how that essence could be embodied in
different aspects of a simulation[37, p. 51].”
The risk assessment community, led by the nuclear reactor safety community has de-
veloped one of the most workable, effective, and widely accepted descriptions of uncer-
tainty. This description breaks uncertainty down into two main concepts: aleatory and
epistemic uncertainty. Aleatory uncertainty, which has also been called intrinsic, inher-
ent, irreducible, or stochastic uncertainty or variability[38, 37]. The word aleatory derives
from the Latin alea, which refers to the rolling of dice[39]. This is to denote that aleatory
uncertainty has its basis in the inherent randomness of a situation.
The other category is epistemic uncertainty, which has also been called reducible un-
certainty, subjective uncertainty, state-of-knowledge uncertainty, or simply uncertainty[38,
37]. The word epistemic comes from the Greek επιστηµη (episteme), meaning knowl-
edge[39]. This infers that the uncertainty that can be described as epistemic is due to a lack
of knowledge. This can also include a lack of data.
The application of these definitions is not always straightforward, as some factors can
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move from one category to the other as design decisions are made. One example of this
is how as a material is selected, the stiffness of a structure goes from aleatory to epistemic
uncertainty. However, this is still somewhat ambiguous as there is random variation in real
materials due to processes such as fabrication and assembly.
As the definition describes, there will always be intrinsic or inherent aleatory uncertain-
ties related to any phenomenon being modeled. This work will predominantly be focused
on epistemic uncertainty and in some cases combinations of epistemic and aleatory un-
certainty. A minor reason for this is that the representation, aggregation, and propagation
of aleatory uncertainty is related to traditional probability theory and is a well established
field[38]. The more important reason is that this work is focused on uncertainties related to
models, specifically models used for design in the early phases. At that point in the design
phase, there is a great deal of reducible or epistemic uncertainty in general. Addition-
ally, most uncertainty related to model development and selection are forms of epistemic
uncertainty[2].
3.5.1 Types of Uncertainty: Robertson Dissertation[40]
One literature review on the types of places where uncertainty present themselves can be
found in Robertson’s dissertation. That review is aimed at identifying uncertainties in the
realm of space and launch vehicles, but includes an exploration of uncertainty in the fields
of ecology, conservation biology, civil engineering, structural engineering, systems engi-
neering, modeling and simulation, space architectures and systems, and the design of com-
plex systems. Of particular importance to that application is the differentiation between
endogenous and exogenous sources of uncertainty.
Endogeneous
Endogeneous sources of uncertainty are defined as follows:
• “Sources of uncertainty which can be traced back to sources with a program office’s
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control, traditionally from three factors
1. Assumptions about new technology performance
2. Assumptions in early design that are overly optimistic
3. Assumptions about subsystems that are typically omitted in early design”
Exogeneous
Exogeneous sources of uncertainty are defined as:
• “Sources of uncertainty whose origins can be traced to outside of a program devel-
opment office, primarily referring to uncertainties in requirements”
While both of these types of uncertainties have significant impacts on programs under de-
velopment by an organization, this work is predominantly concerned with the development
and selection of models that would occur within an organization. As such, this would fall
more under the category of endogenous uncertainty. Exogenous uncertainties from changes
in requirements or political instability would come into the probabilistic risk assessments
done using the models once they have been selected or developed, but the model itself is
much more concerned with the assumptions that went into its development.
Continuing with Robertson’s work[40], the taxonomic decomposition arrived at is shown
in Figure 3.3. Endogenous uncertainties, being uncertainties that are epistemic and within
the purview of the program’s office, can be reduced by the appropriation and application
of applicable resources. This process could be a risk mitigation program or it may just
occur through the natural progression of the design process. The epistemic, endogenous
uncertainties are further broken down into phenomenological uncertainties, human errors,
and design uncertainties. Much of the taxonomy put forth by Robertson is adapted from
Melchers[41] and Thunnissen[2].
Phenomenological uncertainty, as the name would suggest, refers to how phenomena
are represented. These could be physical phenomena or otherwise, and a lack of knowl-
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Figure 3.3: Taxonomy of Uncertainties in the Development of Space and Launch Vehi-
cles[40]
edge of a given phenomenon comes across as an inability to recognize potential risks or
opportunities that it could affect. These are typically referred to as “unknown unknowns”
or “unimaginable” phenomenon[41] and are most appropriately referenced in the develop-
ment of novel concepts. This is due to the fact that novel concepts are more likely to present
behaviors that have not been foreseen, as they have not been widely used and observed. For
more information on phenomenological uncertainty, see [42].
Human Errors are errors caused in the development by some mistake in the design pro-
cess that goes unnoticed. This type of error in the design, manufacture, test, or operation of
a system, can lead to anything from a small amount of rework to a loss of parts during op-
eration. These are issues that can only be addressed through organizational and behavioral
processes related to verification that are designed to minimize the ability of an issue to slip
through.
Design Uncertainty is the largest of the three subcategories of endogenous uncertain-
ties. Design uncertainties are due to a lack of knowledge in the design of the system in
question. The way that this type of uncertainty presents itself is related to the current point
in the design process. Design uncertainties are either due to assumptions made in previous
design phases or they are due to uncertainty in design decisions that have yet to occur. This
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category of uncertainty is further broken down into three subcategories: model, volitional,
and technological uncertainties.
The first type of design uncertainty is model uncertainty. This type of uncertainty has
in the past only referred to the epistemic uncertainty related to the fidelity of the analy-
sis tools being used. However, Robertson makes an interesting note that is related to this
work. Model uncertainty can also refer to the quality of the “fidelity level of the engineers’
and designers’ mental model of the system under development[40].” Put another way, the
model uncertainty is related not only to the fidelity of the model itself, but to the quality
of the data being passed to the model and the user’s understanding of the model and the
associated data. This is related to the concept of “garbage in, garbage out.” Since a model
representing reality always contains uncertainties and abstractions of that reality, then the
information given to the model also has uncertainties and abstractions based on the per-
spective of the person using the model[43]. In this way, modeling uncertainty refers not
to the fidelity of the model specifically, but of the overall fidelity of the implementation of
said model.
The next subtype of design uncertainty, volitional uncertainty, is “uncertainty due to the
decisions of actors within the design process of the system[40].” Where model uncertainty
in this context refers to the uncertainty relative to the fidelity of a single model, volitional
uncertainty is how that is expanded into the realm of multiple tools, models, and fidelities.
The variation included here is caused by the decisions of individuals or program offices
throughout the organization that is designing the product. Put more specifically he refers
to two primary ways that volitional uncertainty can present itself.
The first way that volitional uncertainty manifests is through the future inclusions to the
design process that add fidelity or refinement to the design. As detail is added to the design
through the development and use of higher-fidelity tools, information about subsystems are
added to the model information that was not previously included. If the subsystem was
not included in the lower-fidelity evaluation it could be that it was assumed to not be of
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great importance to that level of estimation. However, and what might be a cause of greater
uncertainty, is if a new subsystem is added to the design through the process of refinement
that wasn’t there previously, implicitly or otherwise. This could potentially change the
design, but the original method of approximation may be capable of representing the new
subsystem, creating uncertainty between the different levels of modeling.
The second way that volitional uncertainty presents itself is due to future design de-
cisions. As higher fidelity models are used and data is generated numerically or experi-
mentally, more informed design decisions occur. Volitional uncertainty occurs when these
design decisions contradict the previous understanding. One example of this is if the cho-
sen design architecture doesn’t meet the estimated level of performance, a change may be
made. Additionally, higher-fidelity analyses could show that the design is infeasible or un-
manufacturable, which would require some amount of redesign and rework. These issues
fall under the category of volitional uncertainty.
The third category of design uncertainty is technological uncertainty, which is uncer-
tainty caused by the inclusion of new technologies into the system being designed. New
technologies are often included in designs for a number of reasons: seeking a step-change
in performance such as the incorporation of carbon composite structures into the majority
of aircraft and even launch vehicle structures, to overcome a challenge, technical or other-
wise, or, as is the case with NASA, if part of the organizational motivation is to promote
and aid in the development of cutting-edge technologies for the purpose of improvement
our understanding and abilities as a society[44]. Due to the phase of development of the
technology in question, situations may arise where the performance of a technology falls
short of the optimistic projections set forth by the technological developer. Another situ-
ation could arise where a technology performed adequately but proved to be too difficult
to fabricate, assemble, or maintain. A subsystem containing a new technology could also
simply fail to work. Due to these types of shortcoming or some other type of failure to
perform, a subsystem may have to revert to a more conventional alternative which can have
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substantial effects on a design.
3.5.2 Types of Uncertainty: VUCA
A descriptive acronym that has gained wide usage in the business management and military
strategic decision making communities is VUCA: Volatility, Uncertainty, Complexity, and
Ambiguity.
Volatility describes when a good amount of information is known about a situation, but
there is still a challenge in the fact that the behavior is “unexpected or unstable and may be
of unknown duration[45].” It is related to the rate of change of the environment, which is
unknown[46]. Examples of this include: price fluctuations that may occur after a natural
disaster, the inability to predict exact weather conditions for a day-of-flight assessment of
aerodynamic and thermal characteristics, and any other difficulty in predicting the exact
operating environment[45]. These are purely aleatory uncertainties that can only be ac-
counted for through the inclusion of margin, which could also be called slack. As with
other aleatory uncertainties probabilistic analysis is required which is an area where much
research has been done.
Uncertainty in this more specific context is the inability to determine the cause of a be-
havior despite information about the behavior[45]. Put another way, observing a situation
does not necessarily provide you the insight to be able to predict the nature and effects of
change[46]. A business related example of this is how the pending release of a competi-
tor’s product creates uncertainty in the market and the future of the industry[45]. Theses are
unknowns about the intrinsic characteristics of the system and the environment but can neg-
ative affects can be hedged against using risk management and through the accumulation
of additional data.
Complexity relates to the “interconnected parts and variables” inherent to most any true
system. It can be difficult to understand the information about the environment either be-
cause of a lack of data or the inherently overwhelming nature of the factors at play[45]. Due
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to the highly interdependent nature of the actors, a lack of traceability works against your
understanding of the reasons for system behavior. This is a common occurrence in systems
of systems where emergent behaviors appear due to the interdependencies of the individ-
ual entities. The volume of potential options muddles the view of the possible outcomes
and presents an intrinsically difficult problem[46]. This is a situation of epistemic uncer-
tainty where a better understanding of the individual contributors via disciplinary expertise,
systems traceability, or other approaches can improve the understanding of the problem at
hand.
Ambiguity is the appearance of “unknown unknowns” where the “causal relationships
are unclear[45].” In military strategic planning this can refer to difficulties in gaining un-
derstanding due to cultural blindness, cognitive bias, or limited perspective[46]. This leads
to the possibility that a situation may be interpreted in more than one way at a point when
it is impossible to determine which of the paths is correct. This is a situation where little
information is known and the prediction of behavior is poor, so the typical strategy is sim-
ply to performing experiments to test the system so that both prediction and knowledge can
be improved[45].
3.5.3 Types of Uncertainty: Kennedy and O’Hagan[32]
This work is focused on the uncertainties that are caused by the model itself. Modeling-
induced uncertainties provide a slightly different perspective for the decomposition of
uncertainties. One such method of classifying uncertainty is put forth by Kennedy and
O’Hagan to describe the various sources found in the use of computer models[32], specif-
ically in the circumstances of Bayesian calibration of computer models. They decompose








Equation 3.1 shows the model used to represent the relationship between the observations,
process, and computer model used in the Kennedy and O’Hagan Bayesian calibration
method. In this instance, zi represents the ith observation, and the true process is repre-
sented by ζ . The true process is made up of η representing the computer model output,
dependent on the design variable vector xi and the calibration parameter vector θ, and the
model inadequacy δ. The ith observation error ei is represented by a random variable.
zi = ζ(xi) + ei = ρη(xi, θ) + δ(xi) + ei (3.1)
A more in depth description of the categories follows.
Parameter uncertainty is the uncertainty about the value a particular input parameter in
a model that is not known and is therefore a reason to perform calibration. The values of
inputs are intended to denote specific instances of the real world scenario. Because of this,
the input may have a specific value for a particular application context, the same value for
a range of instances of the scenario, or the same value over the full range of application for
that model.
Model inadequacy is related to the discussion of every model being wrong to some
extent. Even if the values of the inputs are known, there is still going to be some discrepancy
between the model and a more trusted data set due to inherent random variability. Model
inadequacy more specifically is defined as the difference between model response and the
true mean value in the real world. This brings up the additional issue of knowing the
true value of the process. In many instances, the calibration parameters of a model may
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be related to “concrete physical meanings” that would seemingly denote a value based on
the real world instance. However, if you fix these values early in the process, you are
taking flexibility out of your model in its ability to predict the real world behavior. This
is analogous to fixing or removing terms from a nonlinear regression model, limiting its
ability to fit to the relevant data. This can become especially evident based on the results
of a sensitivity analysis (discussed in more detail later). If the parameter is particularly
impactful on the model’s response, then fixing it to the apparent physical value implies an
empirically worse representation of reality in your computer model. A prior distribution
placed on such an input can and probably should be centered on the expected physical
value since that is a defensible point of comparison. However, the final variance may be
non-zero.
Residual variability is the discrepancy between the model prediction and value of the
real process due to the fact that a real process will rarely arrive at exactly the same con-
clusion in repeated trials. This actually consists of two different types of uncertainty: the
inherent unpredictability of the process, or variation that exists in due to a lack of control
of the real process. Put another way, the latter is variation that could be reduced given more
control over the process, but cannot be contained in the present circumstance. This is sim-
ilar to model inadequacy, but in this case the value is averaged across these unrecognized
conditions instead of being relative to the true mean of the process.
Parametric variability exists when we want to use the model to predict the process
when some conditions are uncontrolled or unspecified. In this case, the inputs require more
detail than we actually want to use or are capable of using. These input parameters are
left unspecified and typically varied using some appropriate joint distribution, which adds
uncertainty to the predictive process.
Observation error occurs in calibration because calibration is based on actual obser-
vations of a more credible source. Due to this, there must be a statement allowing for
uncertainty in these observations. However, in reality, it is typically not feasible to separate
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observation from residual variation.
Code uncertainty is related to practical implementation of codes. In a deterministic
code, in principle, once an input vector is specified, the response is immediately designated.
However, in practice, these models are typically quite complex. As such code execution
takes some amount of time, from mere seconds to days or even weeks, to complete. Until
such time as the code has converged for a particular instance, there is uncertainty in the
response of that code. In the cases where model execution is particularly intensive, a full
exploration is typically not practical so this uncertainty must be acknowledged. Methods of
dealing with this uncertainty are related to the field of design of experiments and surrogate
modeling (for more information see [47, 48, 49]). Designs of experiments are templates
for efficient exploration of variable ranges to gather as much information in as few data
points as possible. Combined with regression models one of the primary techniques is
the screening design, wherein the model sensitivities are used to determine the critical
parameters to be included in the exploration. Having a smaller set of variables is critical
for thorough exploration of the parameter space. Surrogate models or metamodels are
regressions that can be used to interpolate to points of the parameter ranges that have not
yet been evaluated. The accuracy of the prediction of these regressions is dependent on the
data currently available. Some regression techniques, such as Gaussian process regression,
also called Kriging, and related techniques such as Co-Kriging, allow for regressions that
also provide distributions instead of simple predictions[50, 51, 52, 53].
3.5.4 Types of Uncertainty: Riley and Grandhi
Building from the work of Kennedy and O’Hagan as well as others, Riley and Grandhi
discuss model-induced uncertainties in a number of works. In these works, the sources of




• Model-form or Model-selection uncertainty
These three different categories are unique but are closely coupled in their development
and quantification. Due to this linking and the importance of each type of uncertainty,
great care must be taken in determining which types to consider, how they are quantified,
which are dominated by the others[54].
Parametric uncertainty in this context refers to the inherent uncertainty in the inputs
and contains both aleatory and epistemic uncertainty[55]. There is some source for con-
fusion here as in the Kennedy and O’Hagan description there is parameter uncertainty and
parametric variability. Both of those instances refer to situations where the input values are
uncertainty, either due to the need to calibrate the value to a specific instance, or due to a
decision to vary an input over a joint distribution instead of assigning a single value for any
given instance, respectively. In this case, the aim is uncertainty quantification instead of
calibration, so parametric uncertainty is a term that jointly describe the inherent variation
in defining the value of the input parameters.
Predictive uncertainty here denotes the discrepancy between model results and the de-
scribed true physical scenario. The severity of this uncertainty is typically related to the
models’ ability to represent physical phenomena[55]. The process of validation is assess-
ment of a computational simulation by comparison to experimental data[56]. As such, the
predictive uncertainty is directly the type of uncertainty being addressed. When assessing
predictive uncertainty it could be shown that the shape of the trend is correct but is simply
shifted. This shows the need for calibration to move from predictive uncertainty assess-
ment to validation. The existence of predictive uncertainty is a direct consequence of the
simplifying assumptions that were made to represent the physical scenario mathematically
and the effects of implementing such a model as a computer code. An example of such
an assumption is an inviscid or incompressible flow assumption in aerodynamic analysis.
Each of these would limit the applicability and predictive capability of the model.
Model-form or model-selection uncertainty comes up in a practical engineering context
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when, as previously described, multiple models exist to represent the same system. For
a particular scenario, it can be easily assumed that one of the models from the set best
predicts the behavior of the system, a conclusion attributed to [57]. However, it is beyond
the capability of the designer to have complete certainty as to whether a model provides the
highest accuracy over the entire design space. Under the correct circumstances, it can be
shown that a single model is more accurate than the others at a single point, but to prove that
this quality can be extrapolated to the rest of the design space, all of the knowledge must be
known about the entire design space. The problem here is that if full knowledge is known
to justify model selection throughout the design space then the need for modeling has
been removed. Additionally, the situation of having perfect knowledge of the entire design
space provides enough difficulty to be considered not practically possible[55]. In certain
circumstances where the behavior is comparatively simple, the “best” model may present
itself throughout the process of verification, validation, and model use. However, most
models are too complex to assume this will occur and, as discussed previously, benefits can
be shown in the correct usage of the non-best models. This argument leads to the conclusion
that while a single best model may theoretically exist and the comparative model-form
uncertainties within the model set are of definite interest, setting the goal of the method as
the selection of the single best overall model is an ill-advised path.
Observation In a set of models there should exist a single model that is the most correct
over the design space. However, the goal of quantification of model-form uncertainties
should be to better understand the relative abilities of different models, not exclusively
to downselect to a single universally “best” model.
These descriptions of uncertainty aid in the discussion of model predictive capability
and the relative comparisons in the process of model development and selection. The ability
to specify the source of epistemic uncertainties aides in their reduction. Additionally, the
categorization of aleatory uncertainty allows a better understanding of how to handle it
in the uncertainty quantification process, as well as moving forward through verification,
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validation, calibration, optimization, analysis, and design.
3.5.5 Uncertainty Quantification and Propagation
The quantification of uncertainties is a very active area of research. Table 3.2 shows some
of the methods for propagation of uncertainty and how they have developed over time.
Table 3.2: Methods for Propagation of Uncertainty and Approximate Year of Appear-
ance[36]
Name Year
Wiener chaos expansion 1938
Monte Carlo method 1946
Quasi-Monte Carlo method 1961
Smolyak rule 1963
Latin Hyper Cube 1977
Generalized Polynomial Chaos 2003
Sparse Grids Quadratures 2003
Sparse Grid Pseudospectral approximations 2008
This work provides some background as well as descriptions of some of the most rele-
vant methods for uncertainty quantification and propagation. It is not intended to be a com-
plete review of all of the available techniques in the field of uncertainty analysis. A more
general overview can be found in Bigoni’s dissertation[36] or in the survey conducted by
the Department of Energy[58].
While the types of uncertainties as defined by Riley and Grandhi are uniquely defined,
they are not necessarily independent of each other. The nature of their unique qualities
limits the wide application of certain methodologies to multiple types of uncertainties.
Specifically in aeroelastic design, Riley and Grandhi list out some examples of the exten-
sive work that has been done towards the quantification of parametric uncertainty, but the
techniques used do not lend themselves towards the other types of model-induced uncer-
tainty: predictive and model-form uncertainty[55].
The predominant issue in the undertaking of quantifying predictive uncertainty is that
some information about the real scenario must be known. However, as described in the
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category of observation error by Kennedy and O’Hagan, there are other issues presented
when using experimental data points to represent the real scenario. These issues can be
due to human or equipment errors as described in the endogenous uncertainties described
by Robertson. Experimental data is also often developed using a physical model that is
itself a “reduced-order” representation of the real physical system being described. The
simplification of the physical model and the circumstances of the experiment such as the
wind tunnel or other test stand being used add a layer of abstraction from the actual system
that makes accurate quantification of predictive uncertainty that much more difficult.
In the calculation of model form uncertainty, the goal is typically to calculate a proba-
bility for each model in the set that it is the correct model. These probabilities must sum to
one.
Bayesian Model Averaging
One of the techniques that has been put into use for the calculation of model uncertainties
is Bayesian Model Averaging(BMA)[55]. The set of experimental data used is denoted by
D, and the probability distribution for the adjusted model is represented as Pr(y|D). This
is an average of the posterior distributions of all of the models to be considered weighted
by the probability that each model is the correct model. Put mathematically, this posterior






The calculation of the posterior model probability Pr(Mi|D) for the current model uses






The initial probability that the current model is the correct model Pr(Mi) is simply based
on the number of models being considered since no additional information has yet to be
included. At the beginning, they are all given the same chance, to Pr(Mi) = 1/N ∀i.
The marginal likelihood of the ith model is then calculated using the experimental data as




In this equation, Pr(x̄|Mi) is the prior probability density of Mi and Pr(D|x̄,Mi) is
the likelihood of Mi. It is noted that the integral in 3.4 can be difficult to compute in
cases where the models have non-deterministic outputs, in which case something such as
a Markov Chain Monte Carlo must be applied to approximate the integral instead. On
the other hand, with a deterministic model, the posterior can be given as Pr(y|Mi, D) =
Normal(fi(x̄), σ
2
i ), where σ
2
i is the variance in the prediction function, fi(x), due to ran-
dom error. This variance can be calculated by comparing model predictions to the experi-
mental data points dk, as shown in Equation 3.5.
σ2i =
∑m
k=1 (dk − fi(xk))
m
(3.5)













× (E(Pr(y|Mi, D))− E(Pr(y|D)))2 (3.7)
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One of the primary benefits of using Bayesian Model Averaging is that both predictive
and model-form uncertainties are taken into account. While the Bayesian Model Averag-
ing approach has proven useful for predicting the model probabilities in the quantification
of model-form uncertainty, there are couple of issues. One of the limitations is that the
model form uncertainty is simply represented here by single numbers in the model prob-
ability. This provides a straightforward approach to the comparison but there is more to
the difference between the models in the set than can be represented by a single number
of model probability. This will be discussed more later. Secondly, there is the reliance on
experimental data represented by D to calculate the model probabilities. Some amount of
verification and validation must be done on the models in the model set in order to justify
their inclusion. However, as is especially the case with conceptual and preliminary design,
experimental data relevant to the current design interest is quite often not available and
obtaining such data would require additional work toward a concept that typically has not
been proven to the point of justifying the expense. The adjustment factors approach is an
attempt at handling the reliance on experimental data and will be discussed in more detail
now.
Adjustment Factors Approach
The adjustment factors approach enables further understanding of the model probabilities
by focusing more on the interrelationships between the models instead of a comparison to
experimental data. In lieu of experimental data, the model probabilities are supplemented
using expert elicitation. Bayes theorem is still employed to modify the model results to ac-
count for the model-induced uncertainty present in the set. The adjustment factors approach
has been used in a number of instances, specifically related to risk and decision-making in
the nuclear field[55]. There are some variations on the adjustment factors approach in the
literature based on type of factor being applied. This factor adjusts the distribution of the
model that was deemed as best by the experts. The type used by Riley and Grandhi is an
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additive adjustment factor, where the value of the adjusted model y is represented by the
deterministic output of the “best” model y∗, plus the expected value of the adjustment fac-
tor E∗a . This relationship is shown in Equation 3.8. If the adjustment factor is assumed to
be normally distributed, as is it often is in lieu of more information, and since the model re-
sult is deterministic, the adjustment model will be normally distributed as well. Therefore,
the variance of the adjusted model is simply the variance of the adjustment factor. Other
adjustment factor approaches, such as a lognormal approach, exist in the literature.
E(y) = y∗ + E(E∗a) (3.8)
Since the adjustment factors approach involves replacing experimental data with expert
opinion, there is more uncertainty present due to the responses of the disciplinary authority.
The modified adjustment factors approach was developed to attempt to account for this.
Instead of the expert provided model probabilities being treated as deterministic values,
they are instead treated as normally distributed random variables, as shown in Equation
3.9.
P (Mi) = N(P (Mi)exp, σi), where σi = min[0.05, 0.25× P (Mi)] (3.9)
Essentially, the model probabilities are varied around the values provided by the ex-
perts using Monte Carlo sampling to obtain a set of model probabilities. These sets of
model probabilities are used in the traditional adjustment factors approach to provide a set
of adjusted models. In that instance, a resulting set of distributions was gathered using
a Metropolis Chain implementation of a Markov Chain Monte Carlo sampling approach.
The result is referred to as the aggregate adjusted model, ymaf , which can be compared to
y, the original adjustment factors adjusted model. The difference between the modified dis-
tribution and the original, expert driven distribution are compared using the Bhattacharyya
distance, a measure of geometric similarity between two distributions, which is described
in Equation 3.10. If the Bhattacharyya distance is one, the two models are identically
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distributed.





The information gleaned from variation from the expert-provided model probabilities in
the modified adjustment factors approach, however, is not a new set of model probabilities.
It is an assessment of the sensitivity of the result to the model probabilities that are pro-
vided. Because of this, the adjustment factors and modified adjustment factors approaches
are presented as the first step in the process of model-form and predictive uncertainty quan-
tification. This is beneficial in that in the absence of experimental data, as is typical in early
design, qualitative assessment is used to denote the ranking of model quality. This is ac-
ceptable because it could be reasoned that unless the models are incredibly complicated an
expert should be able to put them in the correct order from worst to best. However, the
determination of “by how much” is a different proposition.
The modified adjustment factors approach then tells you that if the Bhattacharyya dis-
tance does not meet some critical tolerance that has been set, then the model ranking is
sensitive to the provided model probabilities. The downside is that the only determination
that can be made from a poor variance between the two adjusted models is that more data is
needed to form an accurate assessment of model probabilities. As stated before, the benefit
of incorporating experimental data and using Bayesian Model Averaging is the ability to
also quantify the predictive uncertainty. However, to reiterate, data is still being required
that may not yet exist or is cost prohibitive to generate. If the Bhattacharyya distance is
accepted, however, the adjusted model is insensitive to the given model probabilities and
they can be accepted moving forward.
Unfortunately for this work, the primary benefit of this is not in the calculation of
model-form error, but in the reduction of necessity of experimental data points. While this
is an important consideration, it is only of a certain benefit in describing the difference in
quality between models to be used early in the design process. What can be considered,
however, is how the qualitative comparison between models by experts can be improved.
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Quality of expertly elicited assessments can be improved through formal procedures, where
protocols are explicitly defined and problems are decomposed to the point where a believ-
able assessment can be made[59]. In this case, the comparison of physics-based models for
engineering design and analysis is related to the description of model fidelity, which will
be discussed in more detail in Chapter 4.
3.5.6 Model Understanding Through Sensitivity Analysis
The methods involved in sensitivity analysis pervade the processes of model development
and general understanding. Put one way, “sensitivity analysis is required for understanding
the extent to which a model is complicated enough but not too complicated[28].” Sensitiv-
ity analysis is relevant any time there is a model involved: scientific modeling, decision-
support, financial and economic prediction, and any other system simulation[60]. Rab-
itz[61] stated that “the judicious application of sensitivity analysis techniques appears to be
the key ingredient to draw out the maximum capabilities of mathematical modeling.” Fer-
retti et al. specifically published an assessment in 2016 showing that in the academic sci-
entific literature, use of sensitivity analysis techniques has risen notable in the past decade.
While the increased use of sensitivity analysis is promising, much of this work still made
use of simple methods that leave a lot to be desired. It should be noted that this assessment
did not include engineering literature[62]. Borgonovo and Plischke provide a survey of
the literature of the use of sensitivity analysis[60]. In that work they point to a number
of previous reviews that were performed between 1997 and 2013. A general reference for
uncertainty analysis can be found in the textbooks of Saltelli et al.[63].
The increase in computing power has led to a beneficial parallel increase in the com-
plexity of models and in the ability to understand those models using sensitivity analysis.
Code uncertainty as described by Kennedy and O’Hagan states that while the response of a
model may be deterministic, model complexity prohibits reduced output uncertainty prior
to executing the code for a given set of inputs. The complexity of models additionally ob-
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scures the source of output variation with respect to model inputs. Put another way, it is
beyond the intuition of even an expert to know a priori which parameters will contribute
most to the variation of the outputs. Related to model-form uncertainty quantification and
propagation, sensitivity analysis has been proposed as a potential guide to model fidelity
improvement among other benefits[64].
There are different types of sensitivity methods:
• Quantitative and model free[65] v. Tailored to a specific mathematical approach or
problem
• Local v. Global
Model free methods are those that can be applied generally to a variety of models as they
are not tied to the assumptions of the model, such as linearity. Tailored approaches can
only be applied to specific types of models, such as linear programs. Tailored approaches
should have a tendency toward efficiency since the characteristics of the model have been
directly taken into account, but to allow for a general model comparison approach, the
sensitivity technique must be model free. The concept of local versus global is somewhat
less intuitive.
Local sensitivity analysis methods are carried out in a deterministic fashion, examining
the behavior of the model around a point of interest. In this way, there are no probability
distributions being applied to the model inputs, and the model inputs are varied around a
specific point of the design space. These local sensitivities can be elicited in very straight-
forward ways, such as “one-at-a-time” sensitivity analysis. This is the method where the
parameters of interest are perturbed individually and their impacts on the model responses.
The number of predictions that must be made scales linearly with the number of inputs,
but since only one input is being changed at a time any interactions between variables are
ignored. As model complexity grows, this becomes increasingly insufficient as interactions
play a large role in the variability of the model. To counteract this other methods have been
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developed, such as scenario decomposition, one way sensitivity functions, and differentia-
tion based methods. Sensitivity analyses that are deterministic can seem somewhat limited,
but their usefulness has been argued, especially in the absence of confident assignment of
distributions to variables. They also tend to be simpler to implement and undertake, as they
often require fewer model predictions.
While the limitations of one-at-a-time analysis is well-documented, it has been shown
that in the bulk of scientific literature, it is the predominant method used. One of the main
downsides relates to what is called the curse of dimensionality. As the number of param-
eters increases, the “mass of a hyper-cube tends to concentrate in its edges and corners.”
By forgoing inclusion of the majority of the design space, it is difficult to justify that the
behavior of a model has been captured. Additonally, not only does evaluating sensitivity in
a “one-at-a-time” way leave all of the interactions dormant, aforementioned theories such
as design of experiments are designed to take these into account. As such, the fact that a
large portion of scientific literature does not account at all for interactions is surprising[62].
Global sensitivity analysis, on the other hand, assess the sensitivity of the model via a
probabilistic assessment. Probability distributions, either joint or marginal, with or without
correlation, are assigned to the model inputs. The literature contains a rich set of methods
for global sensitivity analysis, many of which are covered by Borgonovo and Plische: re-
gression based methods, variance-based methods, density-based methods, transformation
invariant methods, value of information based methods, and Monte Carlo filtering tech-
niques[60]. The field of global sensitivity analysis is a robust and flourishing one, and
since they take into account the entire range of variation and work with the related field of
uncertainty quantification, it should continue to grow in its maturity and usage[66].
Screening methods are an important category of sensitivity analysis techniques and are
designed to evaluate sensitivities while exploring the applicable ranges of the inputs. Since
the entire design space is taken into account, some of the techniques of designs of exper-
iments, mentioned earlier in this work, are used to maintain a “parsimonious number of
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model evaluations[60].” Screening designs are crucial to model development, selection,
and implementation. Complex models typically have a large number of parameters that
can be varied. However, the methods used to understand models and explore design spaces
are often heavily dependent on the number of parameters to be varied. Another term for
screening is parameter reduction, which allows for the assessment of parameters to deter-
mine which are not statistically significant to the variability of the responses. As such, if
domain experts agree with the statistical assessment, then the parameters can be “elimi-
nated” by setting to a nominal value[28].
One set of commonly used methods are based on the process of Analysis of Variance
(ANOVA). As the name would suggest, ANOVA and the methods based on it are statis-
tical characteristics for assessing variance and variability of model characteristics. These
techniques apply to many different applications of sensivitity analysis, including screening
or variable reduction techniques. Functional ANOVA is “at the basis of the high dimen-
sional model representation theory, which plays a fundamental role in global sensitivity
analysis[60].”
Chapter 2 aimed to define models and the associated terms and categories to be applied
in this context to mathematical models. Specifically, models implemented as computer
codes for the purpose of design and analysis of engineered or engineering systems. This
chapter has worked to extend the discussion of models and codes to the discussion of cred-
ibility assessment. The standard processes for credibility assessment have been defined:
verification, validation, calibration, and accreditation. An overview of the types and sources
of uncertainty as well as references for techniques to quantify uncertainties has been pro-
vided. Limitations to many of the standard techniques for model credibility with respect
to the models and codes of interest are discussed. These are the lack of data typical in
early design, design of revolutionary concepts, or incorporation of new techniques. Model
understanding through sensitivity analysis enables improved model understanding due to
comparison to the model or models themselves instead of some validated real dataset.
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It is important to note that surrogate modeling regression, or model emulation tech-
niques are crucial to many of these quantitative evaluations[67]. Probabilistic techniques
for sensitivity analysis and uncertainty quantification often require many model prediction
points. Add to that the number of evaluations required for the current application (e.g.
optimization or calibration) with the need for repeated evaluations to achieve multidisci-
plinary convergence, and the computational requirements can be very large. This is even
the case for codes that run in a seemingly reasonable amount of time on their own. As such,
surrogates allow for an analytical predictor to be developed that can, with enough training
points, stand in for the actual code, and be evaluated nearly instantaneously.
Similarly to this work, Uusitalo et al. present many of the same categories in the assess-
ment of uncertainty for decision support in environmental modeling: expert assessment,
model sensitivity analysis, model emulation, temporal or spatial variability, use of multiple
models, and data-based approaches[67]. The specific methods used within each of those
categories must be reevaluated for application to a different area of expertise, specifically
aerospace structural design, but the overall method is essentially the same.
3.6 Conclusion and Overarching Hypothesis
Proving the credibility of a model prediction essentially boils down to proving to an expert
that the generated results are acceptable. If an abundance of model and validation data is
available, an appropriate quantitative method can do a great deal to assuage disbelief and
instill confidence. However, if high quality validation data were generally available, mod-
eling would not be necessary, and the problems discussed in the preceding chapters could
be easily avoided. Given the difficulty of developing a trusted model of any complexity,
model data in a large multifidelity set is far from a guarantee.
Despite a lack of data, models are still commonly selected based on availability, which
can lead to type I-III errors. To avoid this as much as possible, a detailed investigation of
the qualities of models that affects its fidelity is needed to improve the way the probability
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of being the highest fidelity is calculated in a data-independent way. When model data is
available, it should also be leveraged, even in the absence of validation data. Following that,
the understanding of relative fidelity should be combined with even a rough approximation
of model cost to allow for modeling decisions to be informed by both fidelity and efficiency.
This leads to the overarching hypothesis of this work.
Overarching Hypothesis If a hybrid approach combining model fidelity heuristics
with quantitative data comparison techniques is used to assess model fidelity based on
expert opinion and available model data, more informed model selections can be made
for use throughout the process of design.
The first aspect that needs to be addressed is the understanding of model fidelity. Chap-
ter 4 details an investigation into the definition and description of model fidelity in the
literature to develop a new fidelity framework that provides clearer, more intuitive, heuris-




4.1 Research Question 1
As mentioned in the previous chapters, the process of ranking or scoring models in a set
relates to the assessment of model form or model selection uncertainty. This entails the gen-
eration of model probabilities: typically via expert opinion or comparison to experimental
data. Also, when thoroughly investigating a design space, trustworthy data is scarce, so
there is a need to rely more on expert opinion methods of model assessment. In model
form uncertainty, this probability is described as the probability that a particular model is
the most likely in the set to be capable of generating the validation data. Put more gener-
ally, it could be described as a representation of the probability that a given model is the
highest fidelity in the set. All of this leads to the development of the first research question
of this work. When consulting an authority, the requirements for model form methods are
restrictive and not particularly intuitive. They are asked to provide specific values for each
model’s probability, meaning they are directly assessing the order and magnitude of the
difference between the fidelity of each model. Regardless of the way these opinions are
combined, the basic method of inquest leaves a lot to be desired. This leads to the Research
Question 1.1.
Research Question 1 How can the process of generating model fidelity assessments
early in the course of design be improved?
It should be noted that the inclusion of a model in a set of possible models could imply
that a model has already been developed, is being developed, or is simple enough that a
plan for development is easy to produce. For this work, the assumption is being made that a
model is at least in the process of being verified, and as such, some amount of data has been
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generated or can be generated. This can be a difficult assumption to make, given that model
development can be a costly and time-consuming process, but that will be discussed more
in a later chapter. The most important aspect of note is that the methodologies developed in
this work intend to take the most advantage of whatever information is available at a given
point, and be flexible enough to allow for updates as more data becomes is generated. Given
this assumption and the interest in early design, the most viable areas for improvement in
model fidelity assessment can be subdivided into two categories:
1. How can the question “which of these models has the highest fidelity” be made more
clear?
2. How can the process of fidelity ranking be made more intuitive for the experts, and
flexible enough to take advantage of available model data?
The first of these questions is the focus of the rest of this chapter.
4.2 Introduction to Fidelity
The description of fidelity is related to the description of modeling and simulation, but with
a notable exception. Describing models, as covered in Chapter 2, pertains to the aspects
of the model, how it is developed, how data is transferred, how the equations are solved,
etc. Model credibility, as described in Chapter 3, predominantly refers to the quantitative
methods of exercising a model to make sure the requirements have been met and examine
the results. The description of fidelity combines these two topics. The accuracy of the
representation of reality in the model is intrinsically dependent on the model type, but
the description itself is irrespective of the model’s type. Model fidelity description and
estimation is a way of reporting how well the system represents reality in order to predict
how well reality will be represented by the model.
While it is important to define the fidelity of a model the driving purpose in model
selection is also important. It is commonly known that “most engineering systems can be
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approximated with models of varying degrees of accuracy or fidelity.” However, the naive
opinion stated in the context of model selection is that “all things being equal, it would be
desirable to use the most accurate model[15].” The difficulty with this statement is that
it is in direct contrast with Occam’s Razor, which roughly states that the best solution is
the simplest one that is valid. Many authors recognize that there is such a thing as too
much fidelity[68]. There is benefit in using models at various levels of fidelity alone or in
conjunction throughout the design process, so enabling the comparison the fidelity of these
models is important.
The real reason why using the absolute most accurate model at all times is not desirable
is that the accuracy of the model is only important to the aspect or aspects of interest
to the current application or need[68, 2]. For example, if designing an aircraft with a
turbofan engine and the only required information is required thrust, a low fidelity model
may be sufficient to identify the correct attributes. However, if the characteristics of the
individual subcomponents are needed, then a high fidelity model would enable the engine
to be parameterized by internal geometry and materials[69]. Thunnissen provides another
example, in the case of designing three different scale aircraft models: one for a three-
year old, one for a ten-year old, and one for wind-tunnel testing. For a small child the
most important parameter may not be accuracy at all, but to make something “fun.” This
soft requirement could be translated as simplicity and durability. In the case of the older
child’s toy, the requirement could be that the model is “representative,” simply meaning
visually similar in scale. For the wind tunnel test model, the parameter of interest may
be “exactitude,” which is similar to representative but requires an additional level of detail
to the exact in-flight shape and surface finish appropriate for physical testing. There is
no point in requiring a more complex model than is necessary given the need. One must
be especially prudent in selection, as it has been noted that the computational cost for a
high-fidelity model could easily exceed 100 times that of a low-fidelity model[2].
Ideally the uncertainties that a designer would face would be related to the parameters,
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but as discussed previously, a non-trivial amount of that uncertainty is due to other sources.
An example is in mass estimation where the system value may be dependent on compo-
nent availability, material properties, requirements, but also the fidelity of the available
models[2].
4.3 Definition of Fidelity
Many definitions for the term fidelity in the context of modeling and simulation are pro-
vided throughout the literature, a sampling of which are shown here:
[70] The degree to which the model produces the same outcomes as the tangible, physical
system
[68] “People tend to use the term fidelity as a kind of shorthand for describing how closely
a simulation corresponds to the ‘real thing”’
[71] (DoD M&S Glossary) The accuracy of the representation when compared to the real
world
[72] 1. The degree to which a model or simulation reproduces the state an behavior of a
real world object or the perception of a real world object, feature, condition, or
chosen standard in a perceivable manner; a measure of the realism of a model or
simulation. Fidelity should generally be described with respect to the measures,
standards, perceptions use in assessing or stating it.
2. The methods, metrics, and descriptions of models or simulations used to com-
pare those models or simulations to their real world references or to other sim-
ulations in such terms as accuracy, scope, resolution, level of detail, level of
abstraction and repeatability. Fidelity can characterize the representations of
a model, a simulation, the data used by a simulation (e.g. input, characteris-
tics or parametric), or an exercise. Each of these fidelity types has different
implications for the applications that employ these representations.
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Most of these definitions refer to the fact that model fidelity is related to the question of
validity in that the fidelity of the model should represent how well reality is being repre-
sented. This begs the question: If the majority of the definitions for the term fidelity agree
with each other, then why is it such a difficult thing to describe?
4.4 Difficulty in Defining and Describing Fidelity
Ambiguity Due to Ubiquitous Usage
One of the primary difficulties in defining and describing fidelity is the term’s ubiquitous
use in a variety of contexts. Many works simply use fidelity as a surrogate for accuracy,
which is not out of line with most of the definitions in the context of modeling (e.g. [73,
35]). In other instances, the term is used as a substitute for the level of detail present in a
model (e.g. [74, 2]). Numerous works use the term fidelity simply to refer to “low-fidelity”
and “high-fidelity” models, which implies the models are different in some way but doesn’t
define how they are different. This is a vague usage and will be discussed more in Section
4.4.1.
Trucano et al. describe verification as “mathematical accuracy” but validation as “phys-
ical fidelity.” This is similar to the representation of fidelity as equivalent to truth and accu-
racy, and they make note of the lack of scientific fidelity and inaccuracies that can appear.
Yet another way that the term fidelity frequently comes up is in reference to the fidelity of
a regression equation. In a case such as [75] it would typically appear that the fidelity of a
regression should simply refer to its predictive capability. However, fidelity could also be
used to refer to the flexibility of a regression technique, similar to the model inadequacy
uncertainty discussed in Section 3.5.
Despite the fact that much effort has been into defining fidelity and its relevant terms,
almost every major work still describes the state of the art as being ill-defined. In the
context of Distributed Interactive Simulation, Lane and Alluisi described the difficulty of
defining fidelity. The increase in literature actually confused the issue, presenting more than
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twenty-two different types of fidelity (e.g. physical, equipment, psychological, perceptual,
functional, procedural, task, logistic, threat, etc.)[68]. The widespread usage of the term
makes it difficult to even determine the correct literature to reference. In one case, fidelity
an resolution can refer to the accuracy of computer generated images for the purpose of
animation or games. This is different because plausibility is important instead of accuracy,
though if either resolution or behavior is too far off, it can be a detriment to the viewer[76].
On the other hand, there are “authorities [who] think that the term, fidelity, should apply
only to hardware (does it look like and operate like the actual equipment)[68].”
Referent Difficulty
Another predominant difficulty in defining fidelity is related to the discussion of model
credibility in Chapter 3. Accuracy or ability to predict reality is related to the definition of
a reference situation[68]. If observations can be generated, then there is the potential for
observation error, whether in the undertaking of exercising the system, the measurement of
the system, or at some other point in the process. There must also be a process of validation
at each point in the process to properly compare the behavior instead of simply the pure
number produced by the observation. This is related to the model variability and is part
of the purpose of calibration, since the value in the un-calibrated model may not directly
relate to that value in the physical system. Exacerbating that issue is a myriad of reasons
why it may not even be possible to obtain an observation in the first place, some of which
are as follows (adapted from [70]):
• The physical system does not yet exist, a problem that is quite common in design,
especially in the case of radically new designs or designs that incorporate new tech-
nologies
• It is hazardous to the viewer the to obtain observation data of the system while in
operation
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• It is hazardous to the system to obtain observation data while in operation
• Organizational or ownership issues come into play to prevent observation of the sys-
tem
• Observation will negatively affect the system behavior, similar to the Heisenberg
principle
• Operating environment does not yet exist
• Operating environment is too “dirty” or inconsistent for reliable measurement
• Models are “steady-state” which is not attainable by most physical systems
The case of the environment not yet existing is one that is not typically mentioned, but
is especially important to this work. The environment that an aerospace vehicle operates in
is quite commonly a complex and difficult to attain set of circumstances. The two primary
contributing factors to this are altitude and speed, which create environments under which
measurement is not easily attained. Additionally, aleatory day-of-flight uncertainties exist
such as exact atmospheric conditions which increase the complexity. The difficulty of
observing an aerospace vehicle in flight is one of the reasons for wind-tunnel testing, but
this creates additional complications such as the use of physical models instead of the real
system.
When discussing model-form uncertainty in a quantitative sense, fidelity is essentially
defined in relation to the model probabilities described in Section 3.5.5. However, model-
form uncertainty is related to the complications of defining fidelity as the uncertainties are
often difficult to define. Some example of some of these complications include different
model processors, theories, assumptions, mesh sizes, or boundary conditions[77].
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4.4.1 Fidelity as a Scale
In numerous works fidelity is simply used in an ad hoc manner to describe whether a model
is low-fidelity or high-fidelity. This is sometimes used in reference to comparing specific
examples, e.g. high-fidelity referring to a detailed representation of a single bolt where
low-fidelity refers to a generic description of the entire structure[78]. This loose scale
is somtimes used to compare categories of models or software, and sometimes without
providing any example for the comparison.
Generally using the terms low-fidelity and high-fidelity to refer to two competing mod-
els is not automatically a misuse of the term. The models are assumed to be verified and
in certain circumstances the differences between them can be clearly designated based on
previous experience. It is implied that the “high-fidelity” model describes the system in
more detail, with a more accurate representation of the physical behavior, and the model
has an increased computational expense. If all of this is the case then the model may do
a better job of predicting the behavior over the whole design space. However, any actual
analysis to prove that this is the current circumstance occurred prior is typically left out.
Due to this, the statement that one model is higher fidelity than the other is simply implied
and for as much as the reader knows, was based entirely on a loose subjective comparison.
As such the assessment of fidelity may not be incorrect but the lack of information on it
undermines the credibility of the model selection.
There are inherent limitations added to the situation by applying a specific category
or scale to fidelity. When one technique or piece of software is described as high-fidelity
compared to another, there are a variety of subjective implications. If, for example, finite-
element modeling is referred to as high-fidelity, then the person providing that description is
implicitly referring to a specific type of model that they have developed in a finite-element
framework. In reality, finite-element modeling could actually refer to any number of levels
of fidelity. The model could be a one-dimensional element representation of a beam or
beam-like structure such as a tower, launch vehicle, or high aspect ratio wing. It could also
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refer to a two-dimensional shell model of a thin-walled structure, such as most aerospace
vehicle structures: wings, fuselages, or launch vehicle tanks and barrels. The person pro-
viding the description could also be referring to a three-dimensional solid element detailed
representation of a structure; this could include an engine block, a bolt, or most any other
structural part. Also left out of this description is the type of solution being used with the
finite-element model: material linearity, solution linearity, time-dependency, etc[79]. Most
of the more detailed models listed here would be well out of the realm of someone provid-
ing weight estimation in the early phases of aircraft design, as described in the categories
of weight estimation models provided by Roskam[80]. On the other hand, to those using
finite-element modeling for the representation of material behavior, performing a linear
static beam or even shell analysis is far too simple to ever spend much time considering.
Using “subjective adjectives” to describe fidelity is still a practice in fairly common
usage in some parts of the literature. However, even in 2000 Roza et al. commented that
in the available modeling and simulation literature, there is “community wide recognition”
that using simple qualitative terms such as low, medium, and high “can no longer fulfill
the current simulation requirements[81].” As well, the Simulation Interoperability Stan-
dards Organization’s (SISO’s) Fidelity Implementation Study Group (ISG) warned against
such “single point or qualitative descriptions” such as a simple low, medium, or high to de-
scribe model fidelity in their seminal publications based on the Simulation Interoperability
Workshop (SIW)[82, 71, 72].
Observation 1.1.1 A fidelity description needs to be scale-independent to remove the
subjectivity applied of an expert, implying more detail than can be put forth in a sim-
ple categorical representation. The goal should be to enable one-to-one comparisons
based on the aspects of fidelity.
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4.4.2 Fidelity as a Standard
Much of the work that has been done towards the description of simulation fidelity has been
with the intent of producing fidelity standards, or at least the framework for the definition
of a fidelity standard within a given discipline. To do so, one of the primary things that
has been provided is clear definitions of the terms used to describe fidelity. This is crucial
to enable straight, to-the-point, conversations between those describing fidelity instead of
enduring great confusion by discussing the same thing using slightly different terms.
Observation 1.1.2 A description of fidelity must adhere to very specific linguistic us-
age. The terms used to describe fidelity and the sources of fidelity must be based on
agreed-upon definitions to alleviate confusion between the different groups involved in
model development, selection, and execution.
Standards are needed in cases where consensus is needed but they should not restrain
creativity in design. The definition of a standard for fidelity has been proposed predomi-
nantly in the simulation community for the development of training simulations and sys-
tems of systems simulation, so that a standard referent and simulation template could be
developed. Specifications include items such as: physical characteristics, functional char-
acteristics, intrinsic quality characteristics, and extrinsic quality characteristics. The bene-
fit is easier identification, verification, and validation so that meaningful work can be done
with less upfront cost. However, the development of a standard referent or template will
always be somewhat discipline or application specific and requires the consensus of ex-
perts in that discipline or application field. As such this work is not intended to provide a
standard, but rather aim to clarify the discussions that could lead to one.
4.4.3 Comments and Research Question 1.1
The difficulty in understanding fidelity creates a need for not only consistent definitions
related to the terminology, but for a fidelity taxonomy. This is analogous to the description
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of uncertainty referenced in Section 3.5 where a “sound taxonomy” is only categorized by
its “fundamental essence,” so that further discussion can be focused on sources of those
types of, in that case, uncertainty[37, p. 51]. The extension of this discussion to model
fidelity leads to the following research question:
Research Question 1.1 What are the fundamental characteristics that drive model
fidelity, analogous to the decomposition of uncertainty into aleatory and epistemic?
4.5 Previous Fidelity Frameworks
The important aspects of the description of model fidelity are discussed in some works, es-
pecially those in the modeling and simulation literature. In order to determine the important
characteristics it is useful to evaluate the model types and potential errors and uncertainties
discussed in earlier chapters. As discussed in Section 2.2, one way of categorizing dis-
ciplinary design models is: regression of existing data, simple analytical approximations,
analytical models, and discretized numerical methods. Some of the main trades in model
usage and fidelity between these categories is the trade between flexibility and accuracy.
This is related to the amount of detail present in the model, the assumptions that are made
about the mathematical descriptions in the model, and the amount of the physical world
that you are trying to capture. What follows is an assessment of some of the descriptions
in the literature and the selection of key aspects for the description of fidelity to be put into
practical usage.
Bailey and Kemple
[70] Resolution The degree to which detail is included in submodels
It has long been known that amount of detail is one of the aspects of the description of
fidelity of a model. The topic of qualitative model credibility description has been called
conceptual or subjective validation by Balci. Conceptual validation is sometimes thought
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to be a bit of a contradictory term since one of the aims of validation is to remove the
subjectivity of qualitative assessment. However, it has been repeatedly shown that the dif-
ficulties associated with design and validation create a need for a more flexible, qualitative
credibility assessment. One of the primary goals of conceptual validation is to increase
the resolution of models. To give an example of resolution increase in an object-oriented
context[70]:
• Replacing larger objects with “semiautonomous” subobjects
• Replacing simple decision logic with more complex logic
• Using more source data (e.g. higher resolution terrain data)
• Including more objects
• Improving approximations
As the resolution is increased, there is a need for more data. Increased resolution corre-
sponds to an increased number of items or an increased number of aspects of those items
that must be specified. Increasing the amount of data increases the associated risks inherent
to data sources.
While model resolution or level of detail is an important aspect of the description of
model fidelity, it must not be used as a surrogate for fidelity. Bailey and Kemple make note
of a “hidden assumption” that model fidelity must not decrease with model resolution. This
means that if model resolution is increased without sufficient consideration, model fidelity
can decrease. They decsribe simulation modeling as the representation of objects, envi-
ronments, and the associated interactions, whether between objects, between objects and
environments, or internally. As the resolution is increased, there are more facets for which
to describe interactions (e.g. smaller objects have more environmental dependencies). Put
another way, simply increasing resolution does not necessarily increase credibility. This
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can be a source of misunderstanding between managers and analysts, as an increase in res-
olution provides more apparent granularity, and as such, the appearance of credibility. “The
sponsor cannot fathom why the analyst insists on ignoring physical realities of the system
modeled, while the analyst sees resolution as a source of obfuscation.”[70] While Bailey
and Kemple describe the resolution aspect of fidelity in great detail other aspects such as
the method of accounting for interactions between the entities is not as developed. For that,
other sources are investigated.
Lane and Alluisi
Another perspective on the decomposition of fidelity is put forth by Bailey to categorize
fidelity into three different terms: fidelity, realism, and validity. Fidelity in their context is
“strictly an engineering term that refers only to the physical correspondence of the simula-
tor’s hardware to that of the actual equipment being simulated.” This can be interpreted in
the general sense to refer to what was being described above as resolution or level of detail.
From the user’s perspective, does the emulated version of the system appear the same as
the true system. Realism here is related to the fact that the simulators in question are being
used for training. Do the “perceptions” and “subjective judgements” of the users appear
close enough to how it would appear in the real systems. While their viewpoint refers to
the user-in-the-loop, it could be extended to refer to the realism of the behavior of entities
being modeled. Validity is, similarly to the typical definition, the “suitability of the simula-
tion for a specific application.” For the particular application, they are interested in whether
a simulator can allow for sufficient proficiency in training. Validity in a more general sense
would refer to whether the physics being modeled represent the actual environment well
enough for the prediction to be trusted. The categorical decomposition here was developed
for a specific usage where there are individuals being trained by simulators and so many of
the important factors relate to that human-in-the-loop quality and aesthetic characteristic.
As such, when generalizing the description for use in physics-based modeling for design
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and analysis, the factors seem to find too much overlap to be generally applicable.[68]
One of the points worth noting that is developed by Lane and Kemple is the topic of fi-
delity anchoring. While the specifics again are too specific to be generally applicable to the
context of this dissertation, the point of the method is of great interest. Fidelity anchoring is
the process of determining what level of fidelity is appropriate without providing too much
fidelity and doing more work than is needed. The main problem with general applicability
is that in order to anchor the fidelity, one must be aware of what the simulation is intended
to accomplish and the probably range of applications for which it will be used. They based
this on three aspects:[68]
• Effectiveness : related to validity
• User acceptance : presenting the simulator in a way that will make people want to
use it
• Affordability : taking into account the man-power, computational requirements, and
fiscal budget
As before, the user acceptance aspect is directly related to the human-in-the-loop aspect of
simulation training, but the idea is still important. As mentioned in Chapter 3, at the end
of the day the acceptance of any model comes down to the apparent level of credibility as
presented to a decision-maker. The important aspect of the concept of fidelity anchoring is
the ability to decompose the problem and assess the maximum model fidelity required at
the current point in the design process.
Observation 1.1.3 The process of describing the models at hand and comparing their
fidelities is not intended to rule out lesser models, as a multifidelity environment has
been shown in the literature to be beneficial for computational efficiency. Instead, an
intended purpose should be to cap the achievable level of fidelity to be used at the




As mentioned earlier, a seminal work on the understanding of fidelity was provided by
the SISO Fidelity ISG[82, 71, 72]. One of the primary purposes of their is to provide
a set of clear and consistent definitions of the terms related to fidelity in modeling and
simulation. It is important to clearly define a set of terms so that communication can easily
occur between developers, users, managers, analysts, etc. Many of the terms used in the
process of describing fidelity are common words with multiple definitions, and even in
technical fields there is overlap between modeling and simulation terms and other software
disciplines. The myriad subtly different definitions further complicate an already confusing
issue, so all of the terms should be treated rigorously as described in Observation 1.1.2.
Four different fidelity frameworks are covered by the Fidelity ISG. The first of those is
called Fitness for Purpose, and is based on two categories: resolution and accuracy. Reso-
lution here is defined as “the extent to which the simulation models each aspect of the real
world,” and accuracy is “the agreement between the performance of these models of each
aspect and the real world performance.” The predominant method for defining model fi-
delity lies in the decomposition of the problem and assessment of the impact of each aspect
on the two aspects, resolution and accuracy. This assessment is made by experts using a
five-part scale: none, minimal, significant, substantial, and critical. The difference between
this and defining fidelity purely on a qualitative scale (e.g. high, medium, low) is that the
definitions in this application are applied to the decomposed aspects instead of the entire
vehicle. This is in agreement with the Bailey and Kemple assessment that resolution, or
level of detail, is an important aspect to how the model will behave. Accuracy, given this
specific definition (which is not in complete agreement with the rest of the Fidelity ISG
glossary) seems to refer to the interactions and behavioral representation of the real world
that has been mentioned, but using the term accuracy for it is, in my opinion, too generic of
a term. This is based on that fact that in many cases accuracy is used almost interchange-
ably with fidelity, so stating that one of the primary aspects of fidelity is accuracy seems
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redundant on the face of it.[72]
The second framework, known as Cascading Accuracy, refers to the layers of assess-
ment that must occur to get from the top layer, reality, through the conceptual model, to
the bottom layer, simulation implementation or federation. This framework is primary con-
cerned with accuracy, and as such fidelity is defined as the inverse of the error between the
model and reality, represented by the inverse of the error as described in equation 4.1.[72]
FidelityNth Model = ||(EMF )N ||−1 (4.1)
The third framework discussed in that work is referred to as Sources of Uncertainty.
This framework is based on the usage of systems engineering tools to decompose the prob-
lem and assess linkages. The process to enable fidelity analysis is enabled by three “dimen-
sions:” enumeration of the scope and depth of the dimensions and attributes, identification
of measures of effectiveness, performance, merit, etc., and specification of the relationships
between the involved entities. While the framework itself is fairly disjointed, many impor-
tant points are put forth in the enumeration of modeling and simulation aspects and usage
of systems engineering methods. [72]
Lastly, the fourth framework discussed is referred to as the Fidelity Differentials Frame-
work. This method puts forth its own definition of fidelity as “the extent to which the model
reproduces the referent, along one or more aspects of interest.” This definition makes the
aforementioned important distinction that the aspects of interest are what is most important
to the actual fidelity, although the total fidelity should be related to all of the aspects of





This framework was developed predominantly with discrete event simulation in mind,
specifically for military strategic decision making. Existence, therefore, is described to
be determined by the level of aggregation. This refers to how the extent of reality that is
contained within one model entity (e.g. is one entity an individual soldier or a platoon).
This could be perceived as somewhat confusing as aggregation is, in many of the other
contexts, thought of as the necessary accumulation of all of the necessary data, instead of
a higher aggregation meaning a lower accuracy model as is the case here. The attributes
are developed based on the clarification of reality. In this context, clarification refers to
the removal of detail that is deemed unnecessary (e.g. a soldier’s commissioning date is
not included in the model). This again is a conflicting definition in that clarification of the
model aspects could be understood elsewhere as increasing the detail, whereas here it is the
removal of detail. The third aspect behavior is built on the process of simplification. This
is a more straightforward linguistic representation as the simplification of behavior leads to
something that is easier to model but is a less accurate representation of reality. Despite the
issues posed with the specific terminology used, this description of fidelity does seem to
capture much of the characteristics of model fidelity: the amount of reality being modeled,
the detail being represented of that reality, and the representation of the behavior of that
reality. This will be discussed in more detail later. The techniques of uncertainty quan-
tification, sensitivity analysis, and regression are put forth for application to this problem,
though these techniques were already elaborated in the previous chapter.[72]
Moon and Hong
Moon and Hong present a more recent (2013) perspective on the description of fidelity
through “mathematical and logical arguments.” One of the primary attributes mentioned is
abstraction. Similar to what has been mentioned previously, they refer to the fact that mod-
eling and simulation is in essence and abstracted perspective on the real world. “Without
any loss of detail, modeling is impossible.” This similar to previously mentioned topics re-
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lated to fidelity, such as the description of behavior and interactions between entities being
simplified to represent them in a mathematical context. The importance cannot be over-
stated, as “abstraction is the one mechanism that enables [the modeling and simulation]
community to do its work.”[83]
The other primary attribute of model fidelity as put forth by Moon and Hong is resolu-
tion. In some instances in the past, this term has been used interchangeably with abstrac-
tion, but there is an important distinction, as resolution refers to the “level of details in the
model” that drives the implementation. Similar to Bailey and Kemple, this is the apparent
likeness of the model to reality.
At the most basic level, an increase in resolution and a decrease in abstraction would
in turn yield a higher fidelity. However, this is a simple high-level theoretical perspective
on the subject. Moon and Hong provide a literature review of the preliminaries associated
with abstraction, resolution, and fidelity in model information, some of which are explicitly
referenced earlier in this dissertation. The literature review is presented primarily to point
out that while some in the literature do understand and distinguish between resolution and
abstraction, the M&S community still lacks clear, agreed upon, operationalized definitions
of these terms to some degree. In the case of abstraction, the computer science discipline
has an explicit definition which follows.









2〉 with language ∆1 and ∆2, respectively and an effective total function
f∆ : ∆1 → ∆2
In this description,
∑
1 is reality and
∑
2 is a simulation model, and the ∆s are the lan-
guages used to describe those. In this way, the modeling f enables the abstracted trans-
lation from one to the other. This is not, however, as simple of a process in the M&S
scenario.[83]
Instead, a representation of how resolution, abstraction, and fidelity interact within
model information is provided. M denotes the information within a model, CS repre-
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sents the “complete scenario,” or in other terms, the information provided by a real world
referent. U represents universal information, or all information of the real world. The
fidelity of the model is denoted by the amount of overlap of the model information with
the complete scenario. Mathematical proofs are developed in the reference that lead to the
propositions shown in Equations 4.2 and 4.3.
MHA >A MLA 6=⇒MLA >F MHA (4.2)
MHR >R MLR =⇒MHR >F MLR (4.3)
What is implied by these equations is summarized as follows. An increase in resolution
or a decrease in abstraction will denote an increase in model information. However, they
are presenting the argument that an increase in resolution returns a superset of the model
information, while a decrease in abstraction is not necessarily a superset. Because of this,
a higher resolution should imply a higher fidelity, whereas a decrease in abstraction does
not necessarily mean an increase in fidelity.
However, the Moon and Hong framework is developed, as many of the others, with
simulation in mind, whether training simulation or system of system simulations. It is also
an almost exclusively theoretical description that they themselves note in simply intended
to act as a starting point in the development of fidelity frameworks. One of the main
limitations mentioned is that their theoretic framework portrays fidelity level in terms of
model information, yet models that use the same information can have completely different
results. This is mentioned here to mention that while they have laid thorough groundwork
regarding resolution and abstraction, there is a question of whether other aspects need to be
included for thorough description of the essence of model fidelity. This will be discussed
further in the following section.
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4.6 Compiling Fidelity Frameworks
Compiling the various descriptions of the aspects of fidelity, three categories emerge, as
shown in Table 4.1.
1. How detailed is the de-
scription of the entities?
2. How do the entities behave
and interact?
3. Which entities are repre-
sented and to what extent?
Level of detail Interactions Inclusion
Resolution Relationships Boundaries




Agreegation of entities Logic
Table 4.1: Compilation of Fidelity Aspects
4.6.1 Resolution
The first primary aspect will be referred to moving forward as the resolution of the model.
As described by Moon and Hong, this refers to the “level of detail” of the representation
of a system. Put another way, resolution could be described as the level with which the
model resembles the actual sytem. This is a term commonly used in image processing with
an equivalent definition. In maps, resolution determines the size of the smallest feature. In
terms of aerospace structures, it describes what is distinguishable:
Vehicle→ Assembly→ Component→ Sub-Component→ Part
For example, can you simply tell that you have an aircraft? Can you tell the wing apart
from the fuselage? Are the individual ribs in the wing defined? At the highest level of
fidelity you would be able to use your model to generate drawings of the individual parts
and fasteners.
It is clearly important that the level of detail exists to represent the features of interest.
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In finite element analysis of structural defects, if the defect is smaller than the mesh density,
then the results may be irrelevant. If different beam cross-sections are being traded, yet the
finite element only represents the cross-section of the element by area value, the results
will have little meaning. However, as described in Section 2.2, it is not everything. Models
that are distorted or dissimilar from the physical system can still provide insight[17]. The
complicated interrelationship between resolution and abstraction is the focus of the work
of Moon and Hong[83]. However, resolution is important to accreditation. This is related
to what has been called “face validation,” since a decision-maker is more likely to believe
a model that looks like the system[84].
4.6.2 Abstraction
The second primary driver of model fidelity should henceforth be called abstraction. This
is a somewhat less intuitive category, though, to reiterate from earlier, “abstraction is the
one mechanism that enables [the modeling and simulation] community to do its work.”[83]
In a physics-based model this would be described as simplifying assumptions. Certain
aspects are assumed to have a negligible impact in order to represent the model mathe-
matically. It is important to note that while increased resolution denotes higher fidelity,
reduction of abstraction is the goal.
An example of abstraction in structural analysis would beam the beam theory assump-
tions, e.g. Euler-Bernoulli or Timoshenko. You are assuming first that the dimensions
of the structure are “beam-like”, i.e. much larger in one dimension than the other two.
Following that, Euler-Bernoulli beam theory makes certain limiting assumptions about the
behavior of the cross-section of the beam. Under the circumstances that these assumptions
are valid, a relatively simple set of equations can be used to understand a great deal about
the structure. However, it does not take much complexity in geometry, material properties,
or loading for these assupmtions to lose their efficacy. Similarly in aerodynamics, inviscid
and incompressible flow assumptions are often made even with the understand that they do
78
not bely the practical nature of a real flow.
The aspect of abstraction can also be extended to models that are not based on physics.
In those cases, such as the operations modeling of a manufacturing floor, abstraction refers
to the description of logic. For example, in operations analysis of a vehicle system, it
could be stated that there is a set probability of a part failing. Reducing the abstraction, the
probability of part failure could be different for different parts, dependent on the age of the
part, how or where it was manufactured, even the exact circumstances of its manufacture
and use.
The viability of abstracting away the impact of certain system aspects is related to the
Pareto principle[85]. It states that the majority of a system’s behavior is caused by a small
subset of the system’s aspects. This is typically referred to in terms of eighty percent of
the behavior to twenty percent of the causes, but those percentages are a generalization. In
essence it is simply stating that a model developer is allowed to ignore certain aspects of
the system because they do not have a significant impact on the estimation of the response
of interest.
4.6.3 Scope
The one primary aspect put forth in this work that was not in the framework of Moon
and Hong is what shall be called scope. It is a relatively simple concept but very often
overlooked, as discussed in following paragraphs. Scope, in general terms, is the amount
of the overall system that is included in the simulated representation. In thermodynamic
terms this akin to the control volume. In terms of maps, scope determines whether the
map describes a city, county, state, country, continent, planet, solar system, galaxy, or the
known universe. One of the main differentiating factors between resolution is the resolution
is more of a continuous scale, while scope is a boolean: a particular aspect is either included
or it isn’t.
A complicating factor for noting the importance of scope is its complicated interre-
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lationship with resolution. Resolution, in this new fidelity framework, is specifically the
detail of the description of items that are in-scope. Adding items that were not included
previously seemingly adds more detail about the system, but the resolution pertains to how
those new items are described, while the scope is inherently changed by their inclusion.
One of the reasons for a lack of interest in scope is that many of the people who have
discussed scope in the literature have a fixed scope, often the full scope of the problem.
This is the case for those developing simulators, as the entire system must be taken into
account, or strategic decision-makers, where the area of interest can be explicitly defined
using a map.
Scope is sometimes overlooked because it is often implicitly defined. For modelers,
as resolution is increased and abstraction decreased, scope is typically decreased. The
reasoning for this is easy to understand, as an increase in the level of detail and complexity
of the equations that need to be solved drive up computational intensity. By necessity,
the scope is decreased to problem feasible in terms of runtime. Additionally, increasing
scope requires the definition of additional parts at a corresponding level of resolution and
abstraction, and such a description may not yet be available for those entities.
For designers, scope is also changed without much explicit awareness. At the beginning
of the process, all of the decisions regarding a system are available, so the entirity of the
scope is considered. Once more high-level decisions are made, however, the decisions that
need to be made become more focused, so the scope of interest is naturally decreased.
Even though scope is often set by necessity, it is nonetheless important. Interdepen-
dencies that are ignored between the included components and excluded segments add
uncertainty that can be difficult to quantify. Put another way, the abstraction of the in-
cluded entities can be held constant, but if their relationship with out-of-scope entities is
unknown, some amount of understanding it lost. These complications are especially salient
for aerospace applications due to their tightly coupled nature. One common exaple is the
analysis of an aircraft wing. The thin-walled structure of a wing is both flexible and re-
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sponsible for generating most of the lift required to keep the vehicle in the air. Structural
analysis is dependent on loads, but the loads generated are dependent on the shape of the
structure at a given instant. This tightly coupled problem is known as aeroelasticity and is
a common area of research. The aeroelastic problem is difficult enough when the primarily
load-bearing structure of a wing and lifting surfaces are within the scope, but there are num-
ber of other factors to consider. There may be other secondary structures that contribute
to the stiffness of the wing. Fuel stores in the wing and the engine, if wing-mounted, will
have a significant effect on the wing’s behavior. Additionally, while the wing often pro-
vides most of the vehicle’s lift, finding the appropriate conditions to calculate loads often
requires some understanding of the tail, which is another flexible lift-generating structure.
Other examples could be given for launch vehicles. In sizing the primary structures
of a rocket, the propellant must be within scope to some degree. Cryogenic propellants
are typically pressurized, and this internal pressure can be used to provide stiffness to tank
structures. Liquid propellant-containing structures are even sometimes sized such that they
cannot withstanding their own weight without internal pressurization[86]. Additionally,
solid-rocket propellants contribute to the overall stiffness of their stages, and this contribut-
ing stiffness changes as the propellant burns away. Similarly to aircraft, sizing a structure
requires loads, and in this case, those loads come from trajectories. However, the trajectory
is dependent on a description of the vehicle. If the mass of the vehicle changes enough,
the trajectory would have to be recalculated. This can become a problem when a model
that is designed to do a final sizing of a launch vehicle upper stage is used for design space
exploration. A final sizing model might have fixed loads since, fortunately, dry structure
mass is much smaller than propellant mass for a launch vehicle[87]. However, if the size of
the tanks are changed significantly, then the dry and propellant masses will change, which
should propagate to the lower stages of the vehicle. This could drastically change the mass
of the vehicle, requiring an update of the trajectory. However, a model of only that upper
stage with fixed loads gives no indication as to when this update needs to occur.
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This literature review, discussion, and included examples lead to the following hypoth-
esis to address Research Question 1.1:
Hypothesis 1.1 The primary aspects that drive model fidelity are the resolution of the
system description, abstraction of real-world behavior, and scope of included entities.
This new fidelity framework of resolution, abstraction, and scope, will be further exam-
ined in the following chapters. By using these three more intuitive aspects to understand
models instead of simply the difficult-to-define term of fidelity, additional information can
be gleaned. As mentioned in the literature search, the importance of resolution and ab-
straction has already been put forth, especially in the work of Moon and Hong. However,
scope is frequently aliased with the other two or ignored altogether, so more examples
will be given as to why it should included as one of the fundamental characteristics that
drive model fidelity. The following chapter describes how this fidelity framework is used




DEVELOPING A METHODOLOGY FOR FIDELITY AND EFFICIENCY
ASSESSMENT
5.1 Introduction
Decision-making with regards to modeling choices is both a qualitative and a quantitative
endeavor. As discussed in Chapter 3, the preferred method of proving that a model is
the proper is via comparison to a sufficient amount of credible, real-world data, but, as
stated previously, if all of the necessary data already existed, there would be no need for
modeling. Therefore, there is some level of subjectivity as to whether or not a model should
be believed.
For every design and analysis problem, models must be selected. Often they are simply
selected based on familiarity or availability without addressing the potential inadequacies
unless they arise at a later time. Often a more complex model than necessary is selected to
include an effect that an expert knows exists, whether or not it is important to the current
problem. This work aims to address the problems of initial model decision-making by
leveraging all of the available information in an efficient and traceable manner.
First, given a problem, the possible models that provide that response should be enu-
merated. This may include models from early through detailed design if applicable, as the
model selection requirements vary. Expert opinion must be leveraged to come up with this
list and to initially determine which models contain the appropriate phenomenology for
the problem at hand. Even models that are familiar or easily available should be checked
as thoroughly as possible by those with relevant expertise to avoid Type III error, model
accreditor’s risk.
Once a list of potential modeling options is established, understanding of the model set
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via expert elicitation should be used to avoid Type I errors, or model builder’s error. Since
the development of a new model can be a lengthy process, the probability of highest fi-
delity described in the previous chapter can help decision-makers to understand the relative
quality of models in the set.
The fidelity framework developed in the previous chapter consisting of resolution, ab-
straction, and scope can be used to improve descriptive fidelity assessment, as the question
is fundamentally changed. Instead of simply referencing fidelity, attributes that are easier
to define and contribute to the quality of a model are addressed. This chapter addresses
how the process of quantifying probability of highest fidelity must be changed based on the
use of this fidelity framework instead of a single metric to provide an initial assessment of
fidelity.
Following that, if models exist from previous projects, are easy to stand up, or are at
some point in the verification and validation process, some amount of model data may be
available. A method is developed to make the most use model responses as they become
available. This attempts to address Type II errors, also called model user’s risk, as using
even minimal quantitative data can point out defenciencies that could easily be overlooked
in a qualitative assessment. Additionally, it fills the gap between purely expert opinion de-
rived model fidelity probabilities and those that require extensive model and experimental
data, such as Bayesian Model Combination. As data becomes available, it should also be
used to check appropriateness to the current problem, as discussed in a preceding chapter,
though this is not the primary focus of this work.
Once the methods for assessing relative model fidelity are available, they are leveraged
to inform the decision-making process. A scoring method is developed to use the proba-
bility of highest fidelity to rank ordered model combinations. Additionally, methods are
developed to score models in terms of cost or efficiency so that a multi-attribute decision
can be made. The allowable fidelity and cost at a given point can act as requirements to
determine which model or models appear most favorable for the problem at hand. The
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following chapter will use these methods as part of a decision-making framework applied
to a more realistic trade study use case.
5.2 Descriptive Model Fidelity Assessment
5.2.1 Research Question 1.2
Using the fidelity framework in Hypothesis 1.1, experts can assess models in clearer terms
than simply fidelity itself. Instead of addressing fidelity as a broad term, the specific res-
olution, abstraction, and scope of each model can be compared. Now the other problem
mentioned in Section 4.1, is restated here as Research Question 1.2:
Research Question 1.2 How can the process of model fidelity assessment be made
more streamlined and intuitive for experts by using the newly defined fidelity frame-
work?
5.2.2 Requirements and Hypothesis
Model development is a laborious process, and multifidelity model development even more
intensive. Therefore, a method should seek to understand as much as early as possible about
the available options. Individuals with relevant expertise need to be consulted regarding
the possible options for modeling a system. At that time, they should also be consulted
regarding the relative fidelities of the enumerated possibilities. As such, the process of
gathering these opinions should not be unnecessarily difficult.
Requirement 1.2.1 The process of capturing fidelity descriptions should not be unnec-
essarily difficult as to allow for assessment during the process of model definition.
Information gleaned from expert consultation is meaningful since it is based on prior
experience and understanding of the assumptions inherent to both the model and the sys-
tem. However, it is still based on relative generalities, so the understanding of the model
set can be further improved as data becomes available. As such, a methodology for fidelity
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assessment should be flexible enough to incorporate fidelity assessment based on model
estimates as they become available.
Requirement 1.2.2 A methodology for predicting model fidelity rankings should be
flexible enough to incorporate scorings from multiple opinions and sources.
Additionally, due to the nature of expert elicitation, varying opinions may arise. Differ-
ent people may believe different things based on their past experience or one expert may
think that multiple options are likely to be the case. Due to this, the methodology should
allow for multiple opinions on the same aspect. The methodology should even potentially
allow for a relative weighting based on the confidence given to each opinion if that is avail-
able. If the ability to apply weightings exists, but there is no opinion as to the relative
confidences, each opinion can be weighted equally by default.
Requirement 1.2.3 The method of compiling fidelity evaluations should have the ca-
pability to weigh the confidence in the samples relative to each other.
These requirements lead to the following hypothesis:
Hypothesis 1.2 If model fidelity assessment via expert elicitation is streamlined and
utilizes the understanding of fidelity through resolution, abstraction, and scope, the
resulting model fidelity probabilities are generated in a more traceable manner.
5.2.3 Model Ordering by Fidelity Attribute
Redefining fidelity into three categories that are more linguistically specific helps in the
process of making expert elicitation more intuitive, but there is another step. As mentioned
before, typically an expert is asked to provide a scores: proportional rankings of each model
as a percentage of the whole. This requires unnecessary effort on the part of the expert to
keep track of the running total, and becomes much more difficult as the size of the model
set is increased.
There are other ways to elicit this information, but even when fidelity is defined as
resolution, abstraction, and scope, the model as a whole is still being described in broad
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terms. Due to this, it is difficult to state the exact proportional relationship between two
models with much confidence. What can be said with greater confidence in simply that
one model should rank higher, lower, or the same as another. It could be argued that, for
resolution and scope, a proportional scale could be developed in certain circumstances.
The same cannot generally be said for abstraction, as changes in the assumptions, logic, or
physics cause non-linear changes in predicted behavior. However, even when a scale could
be developed, this requires additional effort on the part of the assessor and naively implies
that the fidelity aspect and the actual fidelity of the model have a linear relationship.
All of this leads to the statement that the resolution, abstraction, and scope of models
in a set should simply be judged via a simple ranking method. For each category or type of
fidelity, the models should be laid out in order from worst to best, keeping in mind that two
models can be scored as equivalent. Based on a particular order, scores can be generated
evenly between zero and one, described as in Algorithm 1. Sample scores given a notional
set of four models are shown in Table 5.1. Each of these scores represent the understanding
of a model, which includes some uncertainty. This leads to Requirement 1.2.4.
Requirement 1.2.4 The assessment of fidelity represents a combination of predictions
with some uncertainty and should therefore be represented as a distribution.
This method is based on the lesser hypothesis that at this point in the process, an order-
ing is the most justifiable method of determining fidelity that an expert can provide. In the
current methods, experts are required to define not only the order, but the specific ratio of
fidelity betw een models. Since the scores are based on high-level metrics and defined as a
single number for the entirity of the models’ behavior, it is practically impossible to justify
why one model is stated to be 2.0 times higher fidelity than another, as opposed to 2.1 or
1.9. This leads to Assertion 1.2.
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Assertion 1.2 At the level of expert-provided qualitative assessment, with respect to
fundamental characteristics of fidelity, requiring the exact ratio between two models
is beyond the level of what can confidently be stated. Experts can help to define the
relative placement of models in the set, but scaling of magnitudes should be based on
comparison of quantitative results once they become available.
Algorithm 1 Generating Normalized Scores From Order
Require: List of grouped models, i.e. [[1], [2, 3], [4]]
i← 1
for all group in order do






for all model in models do
model score← model score/total
end for
Table 5.1: Calculated Scores Given Order
Description Order Scoring
Simple order [1], [2], [3], [4] 0.1, 0.2, 0.3, 0.4
















5.2.4 Fidelity Density Estimation
While fidelity assessment based on expert opinion via model ordering streamlines the pro-
cess, the scores that are generated are now based on three aspects instead of one. Instead
of directly undesrtanding the probability that a given model has the highest fidelity in the
set, the experts are describing whether each model has the highest resolution, lowest ab-
straction, or highest scope in the set. Due to this, the combined description of fidelity is
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some combination of the three aspects of fidelity detailed in Chapter 4. Even in the unlikely
case that a single opinion is given for each aspect and the resulting scores perfectly agree,
there is still some uncertainty inherent in the expert assessment process. As such, Require-
ment 1.2.4is derived. The generation of such a distribution based on a discrete sampling of
scores leads to a type of probability density estimation method, specifically Kernel Density
Estimation (KDE).
Kernel Density Estimation
KDE, also known as a Parzen-Rosenblatt window in some discplines[88, 89], is a method
for estimating a probability density for a particular result based on a number of discrete
samples. A type of base distribution, called a kernel, is selected. Since each fidelity score
represents an estimate with some amount of trailing uncertainty, and due to its ubiquitous
nature, a Gaussian or normal kernel is commonly used, and will be used for this work.
The Gaussian kernel is described in Equation 5.1, where x is a sample value and h is the
bandwidth. A symmetric distribution of the selected type is centered on each sample and
the overall density estimate is generated as the sum of the individual distributions, where
the density estimate at a point y is described in Equation 5.2. An example of these sample
disitributions and the resulting kernel density estimate are shown in Figure 5.1. These
equations and more information on the KDE implementation used for this work is from the











K((y − xi)/h) (5.2)
The variance of the individual distributions is referred to in KDE as the bandwidth.
The process of determining an appropriate bandwidth given a set of samples is an active
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Figure 5.1: Kernel Density Estimation: Kernel Distributions at Samples That Sum to Den-
sity Estimate
area of research. If the user has an understanding of how the resulting distribution should
appear, the bandwidth can be explicitly specified. Other simple method, such as rules of
thumb, are often used. For this work, a more generalized numerical approach is taken,
generally referred to as cross-validation. Cross-validation describes a class of methods
where the density is estimated for subsets of the given samples. The resulting distributions
are compared to estimate which bandwidth should be most appropriate for the full set[92].
When using cross-validation, the allowable bounds for the bandwidth must be set. As
bandwidth is comparable to variance (σ2) for a Gaussian kernel, it is therefore a non-
negative number. However, and especially for small sample sizes, allowing the bandwidth
to approach zero may not be appropriate. If, as posited earlier, the unlikely circumstances
unfolds where all of the scores are in perfect agreement, the resulting bandwidth would be
nearly zero and the density estimate would be a single spike at the shared value. This goes
against the aforementioned observation that there is some inherent uncertainty to the expert
assessment and therefore should be some spread to the distribution. As such, a lower bound
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of 0.05 is set for the bandwidth
Another feature of KDE is the application of relative sample weights. Each sample
value is given a relative weighting towards how much it should influence the resulting
distribution, as shown in Figure 5.2. This is important as it can be used to provide the
capability described previously to apply a relative confidence to the opinions provided by
experts. Additionally, a relative total weight for each aspect of fidelity can be applied. For
a given method of approximating a system, the resolution, abstraction, and scope of the
model each have some influence on predictive capability.





Figure 5.2: Weighted KDE: Different Weightings for Three Sample Values
The relationship between resolution, abstraction, and scope is complex, so additional
research and the use validation data would be required to accurately predict their relative
weightings for a given model or model set. In lieu of that level of information, the aspects
of fidelity should be initially equally weighted. What follows is an example of how the
relative sample weights for the three fidelity aspects is generated for the same and differing
numbers of opinions for each. It should be noted that the full vector of sample weights is
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normalized internally by the KDE code.
Number of opinions for each aspect Relative sample weights
[1], [1], [1] [1], [1], [1]











Table 5.2: Sample Weights for Expert Fidelity Assessments
Kernel density estimation is a commonly used method in the machine learning commu-
nity, and as such, there are a number of available implementations. As mentioned above,
the implementation used in this work is the the one developed in the SciKit-Learn pack-
age[91]. It was selected since it is open-source, community-verified, and shown to be one
of the more efficient implementations, at least within the Python language[92].
5.3 Assessment of Model Set 1: Notional Model Set
To further develop and evaluate a methodology, a set of four notional models is used. For
each included dimension of fidelity, a model order is defined. Four different conditions are
example to show the interplay between resolution, abstraction, and scope, and show the
resulting KDEs:
1. All models increasing in resolution, abstraction, and scope
• Resolution: [Model 1], [2], [3], [4]
• Abstraction: [Model 1], [2], [3], [4]
• Scope: [Model 1], [2], [3], [4]
2. All increasing, ignoring scope
• Resolution: [Model 1], [2], [3], [4]
• Abstraction: [Model 1], [2], [3], [4]
3. Increasing for resolution and abstraction, fixed scope
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• Resolution: [Model 1], [2], [3], [4]
• Abstraction: [Model 1], [2], [3], [4]
• Scope: [Model 1, 2, 3, 4]
4. Increasing for resolution and abstraction, decreasing scope
• Resolution: [Model 1], [2], [3], [4]
• Abstraction: [Model 1], [2], [3], [4]
• Scope: [Model 4], [3], [2], [1]
The resulting score values for the last case are shown in Table 5.3, and the density
estimates are shown in Figure 5.3a, 5.3b, 5.3c, and 5.3d. The first case, shown in Figure
5.3a, describes the case that, moving from model 1 to 4, the models improve in resolution,
abstraction, and scope. This is unrealistic, since, as described in Chapter 4, scope typically
decreases as resolution increases and abstraction decreases.
Since scope is being introduced in the fidelity framework developed herein, the second
case, shown in Figure 5.3b represents what would happen if it were ignored. The density
estimates appaer identical to those of case 1, though, when scope is typically ignored, it is
because all of the models have the same scope. Case 3 describes the case of including scope
in the description and stating that all models have the same scope. Examining Figure 5.3c
shows density estimates different from the previous two cases, since accounting for that
fixed scope implies a similar for the models that was not accounted for in case 2. Even for
this notional set of models, this shows the danger of leaving out an important characteristic
of fidelity, as there is a significant shift in the estimated fidelity ranking.
Case 4 shows the more realistic alternative to case 1, as described above. The tanking
with regards to scope follows the opposite pattern from the other two aspects, since scope
is often decreased as resolution and abstraction improve. As a result, there is a great deal
more overlap between the distributions, meaning that it is much less obvious that model 4
is the highest fidelity model since it has the worst scope of the group.
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Table 5.3: Notional Model Fidelity Scores: Case 4
Model ID Resolution Score Abstraction Score Scope Score
1 0.1 0.1 0.4
2 0.2 0.2 0.3
3 0.3 0.3 0.2
4 0.4 0.4 0.1
Visual assessment of the position and shape of these distributions can give some insight
into the model set as it is currently understood. However, it can be difficult to glean much
from this if the distributions are similar. This problem is exacerbated as the size of the
model set rises. Additionally, one of the goals of this process is to generate an estimate
of the probability that a model is the highest fidelity in the set. To generate model fidelity
assessments as probability values, there must be a further understanding of what is actually
being asked.
5.3.1 Calculating Probability of Highest Fidelity from Density Estimates
Pairwise Fidelity Comparison
In an ensemble learning method such as Bayesian model averaging, the model probability
is technically the probability that a given model is the most likely to be able to generate the
available relative truth data. As mentioned before, this is understood by the author to be
an estimate of the probability that a given model is the highest fidelity in the current set.
To estimate the probability that model X has the highest fidelity in the set is equivalent to
saying that the fidelity score of X is greater than the fidelity score of model Y , Z, and all
of the other models in the set. The probability that X has a higher fidelity than Y can be
written as follows:
P (X > Y ) = P (X − Y > 0)
Looking back at how kernel density estimation works, for corresponding samples, a
distribution is placed with a mean of X(1) with bandwidth σ2X . Note that bandwidth is uni-
94
0.1 0.0 0.1 0.2 0.3 0.4 0.5 0.6
(a) All Increasing
0.1 0.0 0.1 0.2 0.3 0.4 0.5 0.6
(b) No Scope
0.4 0.2 0.0 0.2 0.4 0.6 0.8
(c) Fixed Scope
0.5 0.0 0.5 1.0
(d) Reversed Scope
Figure 5.3: Notional Kernel Density Estimates
formly defined for a given model. Since the kernel in used in this work is based on a normal
distribution, this can also be written as N (X(1), σ2X). Similarly, the distribution generated
for the corresponding value with respect to model Y can be written as N (Y (1), σ2Y ). Since
the response of interest is P (X−Y > 0), the difference of X and Y is needed. It is known
that the difference of two normally distributed random variables is a normally distributed
random variable where the mean is the difference of the means and the variance is the sum
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of the variances:
Z =X − Y
Z ∼N (µX − µY , σ2X = σ2Y )
As such, the distribution of X − Y can be found by evaluating a kernel density esti-
mate using the difference of the sample values and using the sum of the bandwidths. Then,
P (X > Y ) = P (X−Y > 0) then becomes the area under the positive section of the result-
ing density estimate. Correspondingly, P (X < Y ) = 1 − P (X > Y ). The SciKit-Learn
implementation returns the distribution curve as points on a line. The InterpolatedUnivari-
ateSpline method in SciPy is used to spline the curve and allows for efficient and accurate
integration of the area under the positive portion of the curve[93]. This is shown in Figure



















Given this process, all of the pairwise probabilities in the set must be calculated, the








For each pairwise combination of two models P (i > j) and P (i < j) can be found using
the above-described process, re-written here:
1. Find difference in scores for models Mi and Mj
2. Define KDE with ∆s and bandwidth = Mi.bandwidth+Mj.bandwidth
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P(X>Y)=0.60217
Figure 5.4: P (X > Y ) Given Difference in Sample Values
3. Spline KDE distribution using SciPy.InterpolatedUnivariateSpline




Model Probabilities in Set
Now that the pairwise probability between two models can be evaluated using the afore-
mentioned method, the probability that a given model has the highest fidelity in its set can
be calculated. For a model set of sizem, described asM1,M2, ...,Mm, The probability that
a given model’s fidelity is the highest in the set is the proabaility that it is greater than each
of the other models. This can be written as follows:
P (M1 is best) = P (M1 > M2 and M1 > M3 . . .M1 > Mm) = P (M1 > M2∩M3∩. . .∩Mm)
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Since these probabilities are independent, the result is simply that product of all of the
relevant pairwise probabilities.
P (M1 is best) = P (M1 > M2) ∗ P (M1 > M3) . . . ∗ P (M1 > Mm)
Writing this more generally leads to Equation 5.3.
P (Mi is best in set) =
m∏
j 6=i
P (Mi > Mj) (5.3)
All that is needed to perform this calculation is the pairwise probabilities between each
model. For model 1, this results in the following:
P (M1 is best in set) = P (M1 > M2 ∩M3 ∩M4)
= P (M1 > M2) ∗ P (M1 > M3) ∗ P (M1 > M4)
= 0.45443× 0.41406× 0.41390
= 0.077880




j 6=i P (Mi>Mj)
P (M1 is 1st) 0.07788013889103614
P (M2 is 1st) 0.09363176097471354
P (M3 is 1st) 0.15590443028968273














Given this method, other probabilities can also be found. If it is of interest, the probability
that a model has the lowest fidelity in the group can be found fairly easily. It is simply the
probability that a model is worse than all of the other models, and P (X < Y ) = 1−P (X >
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Y ). This is represented in Equation 5.4.
P (Mi is worst in set) =
m∏
j 6=i
[1− P (Mi > Mj)] (5.4)
This could be extended again to find the probability that a particular model ranks second
highest, or third, fourth, etc. This requires slightly more work, as
P (M1 is 2nd in set of 3) = P (M1 > M2 or M1 > M3) = P (M1 > M2 ∪M3)
and P (A ∪ B) = P (A) + P (B) − P (A ∩ B). As the number of models increases, the
inclusion-exclusion principle must be used to expand the probabilities. The inclusion-
exclusion in set theory describes the process for finding the union of sets:
1. Add the cardinalities of the sets: P (M1 > M2) + P (M1 > M3) + P (M1 > M4)
2. Subtract the pairwise combinations: − [P (M1 > M2 ∩M3)]
3. Add the three-model combinations if appropriate
4. . . . continue based on size of set
Including the probability sets up to the selected level, alternating between addition and
subtraction, the probability of being at a certain level can be calculated. For the notional
model set, the probability that each model’s fidelity score ranks first, second, third, or fourth
is shown in Figure 5.5a, 5.5b, 5.5c, and 5.5d.
Corresponding to the four cases described previously, if the scope is ignored because
all of the models have the same scope, the probability model 4 is the highest fidelity is
about 86%. If scope is considered and set equal, the highest fidelity probability for model
4 drops to 62%, a 28.3% error. This shows the significant difference that can occur if a
fundamental characteristic of fidelity is left out. The probabilities are closer together when
scope is included if the scope is fixed. If scope is ignored and the models follow the more
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Figure 5.5: Notional Probabilities of Highest Fidelity, 2nd Highest, etc. for Four Cases
realistic case, where scope is in the opposite order from resolution and abstraction, then the
probability for model 4 is about 36%, a 57.7% error. Model 4 having the worst scope and
model 1 having the best scope brings all of the density estimates closer, and, by extension,
the probabilities are similarly valued. This leads to Observation 1.1.4 regarding Research
Question 1.1.
Observation 1.1.4 Leaving an important aspect of fidelity out of the framework can
lead to over 50% error in the calculation of probability of highest fidelity in descriptive
assessment of fidelity.
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Model probabilities can now be generated based on a number of appraisals based on
the three aspects of fidelity. Additionally, the use of kernel density estimation to gener-
ate model probabilities leaves the door open to incorporate further assessments as other
information becomes available. Importantly, this method of calculating the probability of
highest through lowest fidelity only depends on the two-model comparisons in the model
set, which, for four models, means twelve sets of calculations, and can be done a priori.
Given this platform, generating fidelity scores based on available model data is the next
problem to be addressed. However, before a method can be developed, actual model data
is needed.
5.4 Model Set 2: I-Beam Modeling
5.4.1 Introduction
To further develop a methodology, data is needed, hence, a model set is needed. Draw-
ing inspiration from a Federal Aviation Administration finite element modeling tutorial,
there are four different ways that an simple I-beam can be represented in a finite element
model[94]:
1. 1-D/Beam elements
2. 2-D/Shell elements for web, 1-D elements for caps
3. Shell elements for web and flanges
4. 3-D/Solid elements
The four options are also shown in Figure 5.6.
1-D 3-D2-D1/2-D
Figure 5.6: I-Beam Finite Element Representations
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In Safarian’s presentation, the solid elements were left out, but the included models
were compared to a theoretical result in terms of deflection and stress, showing up to a
19% variation based on the element type used to represent the structure.
In addition to differences in shared responses such as displacement and stress, there are
additional reasons why a different element type might be used. One-dimensional elements
cannot represent anything about a specific point in the cross-section. Two-dimensional
elements are not capable of showing how stress varies through the thickness of a flange
or the web. Because of this, if the stress at a specific point on the surface of the beam
is needed, a shell model can approximate it, but only a solid model can describe how the
surface stress differs from the internal stress in the material. If the beam is to be affixed to
another structure using bolts through particular locations on the flanges, one of these higher
resolution models (shell or solid) would be required to represent how the beam structure
would be affected.
To represent a structure using finite elements, a mesh must be overlaid on the geometry
to define zero-dimensional node locations and the elements that connect them. For com-
plex geometries, it is sometimes easier to define a mesh using a graphical finite element
pre-processor, so the mesh can be visually inspected. Automation becomes tricky, as a
badly formed mesh can skew the results. This occurs when three-sided elements are not
equilateral and four-side elements are not square. However, an I-beam represents a simple
geometry, which makes the mesh generation process easier. Additionally, even though solid
elements require more computational effort than beam elements, since there are additional
degrees of freedom in the element that can deform, none of these models are particularly
computationally intensive due to the geometric simplicity. Despite the ease of generation
and execution, since they can be represented a number of different ways, and, as the cited
work shows, can show some variation due to the method of representation, they present a
valid set to be used as a canonical example to further develop methods for understanding
multifidelity model sets.
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5.4.2 Description of Structure
For a fixed cross-section, as the length is varied, the accuracy of different mathematical
structural representations is affected based on its inherent assumptions. Specifically, as the
order of magnitude of length approaches that of the cross-sectional dimensions, e.g. height
and width, the structure can no longer be described as “beam-like.” Stating that a structure
is a beam implies that it is much larger in one dimension than in the other two. Certain
mathematical representations of the behavior of beam-like structures rely on this to remain
valid. Because of those cases, it is known that a two-dimensional, or shell, representation
should be more generally applicable since it allows for cross-sectional effects. In the case
where the behavior is dependent on the behavior through the thickness of the material, the
three-dimensional, or solid, elements are, in general, even more accurate.
For this model set, a right-angled I-beam cross-section similar to an AISC W5x16 sec-
tion is used, as shown in Figure 5.7. The dimensions are shown in Table 5.4. The material
properties are that of a generic steel, defined in Table 5.5. The attribute to be varied, as
mentioned above, is the length of the beam. The length is varied such that the ratio of
length to cross-section height goes between 2 and 40. This results in lengths between ≈10
and ≈200 inches. This is selected as mentioned above to push the limits of the modeling
assumptions for the selected element types. From Roark’s formulas for stress and strain,
beam assumptions are valid under the following conditions of span over depth[95]:
1. span/depth >= 8 for metal beams of compact section
2. >= 15 for beams with relatively thin webs
3. >= 24 for rectangular timber beams
Considering an I-beam as a relatively thin-walled cross-section, the second condition is the
best fit. Because of this, the accuracy of the one-dimensional numerical approximations is






Figure 5.7: I-Beam Section
Table 5.4: AISC W5x16 Dimensions[96]
Dimension Value (Imperial) Metric
d 5.01 in. 12.7254 cm
bf 5 in. 12.7 cm
tf 0.36 in. 0.9144 cm
tw 0.24 in. 0.6096 cm
As stated previously, this model was specifically selected such that the geometry is
relatively simple: it is simply a projected cross-section. Python code was developed to
define the grid points of a finite element mesh based on the selected dimensionality: 1-D,
1/2-D, 2-D, or 3-D. Upon initial generation, there is only assumed to be a single finite
element in any given direction. A 1-D model assumed to be a single beam from end to end.
A shell model has a single element for each of the four flanges, and one for the web. A
solid model has one element for each of the flanges and one for the web, similarly to the
shell models, but since thickness is included, additional elements are placed at the upper
and lower intersections of flange and web. The node locations and mesh connectivity is
automatically calculated using simple geometry, and must be used to create a finite element
input file.
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Table 5.5: Steel Properties[95]
Property Value Unit
Density (ρ) 7.85 g/cm3
Modulus (E) 210 GPa
Poisson ratio 0.3 -
5.4.3 Finite Element Solver: MSC Nastran
The finite element software used in this work is MSC Nastran, specifically version 2017.1[97].
It is an industry standard finite element software package that provides a great deal of capa-
bility that has been developed and maintained since its initial inception as NASA software
in the 1960s.
Nastran input files are text-based and formatted similar to legacy Fortran punch-cards.
Each line is 80-characters, and those characters are broken up into eight or sixteen-character
fields for input data. Typically, a mesh is generated using a graphical pre-processor that
writes the appropriate input file. However, and especially in the case of such a simple
geometry, it is often easier to define the attributes of the input file directly. Despite this,
the specific formatting required for a Nastran input file can often be an impediment. For
this reason, the author has developed a code over the past few years referred to simply as
“Nastran utils.” More information regarding the format of Nastran cards can be found in
the Quick Reference Guide[98].
5.4.4 Python Package: Nastran Utilities
Nastran utils, or nastran utils, is a Python package developed by the author, for the purpose
of reading, writing, and modifying Nastran entries, called cards after the original Fortran
implementation, as Python objects. Cards can be defined by reading an existing input file
or directly in Python, and the code handles conversion to a formatted string that Nastran
will accept.
The Nastran utility package is currently in version 0.6, and has been developed for
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Python 2.7+ and 3.5+ compatibility. It can parse Nastran short, long, and comma-delimited
format, and by default will write out cards in the format that retains the most precision.
However, it can be set to write out in a certain format, since certain add-ons can only parse
the short, 8-character, format. Due to the character limits for each field, certain tricks must
be utilized to retain precision, including how Nastran scientific notation only requires a
sign with no “e.” Additionally, trailing zeros will be removed if they fall after a decimal.
Over 150 bulk data entry classes are included, as well as over 30 case control command
classes. When reading a file, cards that are not yet implemented will be written to a log so
that the user can determine what to do with those entries. Certain entries, such as materials
and properties, have formatted comments that include meta-data such as the names of the
entries. This information can also be parsed and written back out.
Nastran models are defined appropriately using the NastranModel class, which includes
all of the entries, solution information, etc. When writing an input file, all of the entries are
put in a specific order and keywords are added so that Nastran can use the file and the file
is as readable as possible. There is an analyze method which can call Nastran with a given
file. This tracks the solver process on the machine, can kill it if it seems to be taking too
long, and will check the f06 output file to see that the model ran successfully, or raise the
appropriate Python exception based on a Nastran model failure.
The mesh entries, loads, boundary conditions, material properties and supplemental
information such as solution parameters, are defined via Nastran utils, and then written to a
Nastran input file, typically called a bulk data file or bdf. The “.bdf” file extension (“.dat”
is also accepted) can then be processed and analyzed by the MSC Nastran solver.
5.4.5 Model Types
The primary difference in model types for this model set is the type of finite element. The
types fall into the four previously defined categories shown in Figure 5.6, based on element
dimensionality:
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• 1-D: The cross-section is represented as an element property and only the length is
visible
• Hybrid 1/2-D: Tranverse web represented with shell elements, but flanges repre-
sented with attached 1-D elements
• 2-D: Also referred to as shell elements, where the cross-section is explicitly defined
but the thickness of each section is simplified
• 3-D: Length, cross-section shape, and thickness are all explicitly represented
Due to the simplicity of the geometry, the scope is fixed for all models, but the reso-
lution and abstraction changes with the selected element type. There are multiple types of
elements for each of the above categories, as listed in Table 5.6. Much of the following
information is from the MSC Nastran Linear Static User’s Guide[99], Quick Reference
Guide[98], some of which can also be found on the MSC Software blog[100].
Rods are the easiest elements to use, as only an area needs to be provided to define the
cross-section. However, this means that the shape of the cross-section is not represented,
and Rod elements are only for carrying axial and/or torsion loads. Because of this, Rod
elements are not used on their own in this model set, though they are included in the 1/2-
D hybrid models. Bars and Beams do require some understanding of the cross-section.
Beam elements are able to represent taper and warping effects that a Bar element cannot.
Even though Beam elements are more capable than bar elements, in a simple case such as
this, where the cross-section is symmetric and the beam isn’t tapered, they should behave
similarly.
The compatible combinations of elements is listed in Table 5.7. As stated above, Rod
elements are not included on their own, while Bar and Beam elements are. Additionally,
it should be noted that there are other types of shell and solid elements to account for
triangular or oddly shaped sections, but they are excluded here since the geometry has only
right angles.
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Definition of a set of models is dependent on a defined problem. In this case, three problems
are defined to test the capabilities and limitations of the canonical model set. Comparing
different model responses also allows for verification of the model generation processes.
The responses for each of the three problems are written out to a “hierarchical data format,”
specifically an HDF5 binary file[101]. This filetype was added as an output option for MSC
Nastran as of version 2016 as it is a standardized binary data format that is efficient and
retains a high numerical precision[102]. For reference, most of the other Nastran binary
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output file formats are specific to Nastran. By using a standard data format, the outputs
can be parsed using an open-source Python package h5py[103]. Other languages also have
packages to work with this format, and there are graphical interface packages for examining
the data. The h5py package was used to automate extraction and processing of the relevant
outputs of each response scenario. Also, for more information regarding the following
solutions in Nastran, see the MSC Nastran linear analysis user manual[99].
(a) Linear Static (b) Linear Buckling
(c) Normal Modes
Figure 5.8: Beam Problem Definitions
Linear Static
The first defined problem is the linear static deflection of a cantilever beam under a trans-
verse tip load, as shown in Figure 5.8a. In Nastran, linear static analysis refers to solution
101[98]. This is a very common and simple problem scenario for a beam and can therefore
be used for verification of the models. One of the model is fixed and a 10,000 newton or 10
kilonewton transverse load is applied to the other end. The load is oriented to be applied
along the typical vertical load-bearing direction of an I-beam.
For shell and solid elements the flanges can displace separately from the web, so care
must be taken when applying a load to the free face. The load is applied at a single grid
point offset slightly from the face, and the load is transferred only to the grid points of the
transverse web, as they are aligned with the direction of the force. This load transfer is done
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internally to Nastran through the use of a Nastran RBE3 element. While the RBE in RBE3
stands for rigid-body element, an RBE3 is actually an interpolation constraint element that
“defines the motion at a reference grid point as the weighted average of the motions of a
set of other grid points[98].”
The response that is recorded is the deflection of the beam tip under load. Displacement
is reported by node or grid point, so shell and solid elements have multiple grid points at
the loaded end. Because of this, the displacement vectors are gathered for all of the nodes
on the tip face, and the average vector is found. Whether developed from a single grid point
or many, the response that is saved is the magnitude of the resulting vector.
Linear Buckling
The second case is the linear buckling critical eigenvalue for a cantilever beam under a
compressive tip load using Nastran solution 105, as shown in Figure 5.8b. Similarly to the
linear static case, one end of the beam is fixed, and a ten Kilonewton load is applied to the
opposite end. Unlike in the transverse deflection case, the load is being applied along the
axial direction of the beam, so it can simply be transferred to the entire face.
Once the linear buckling analysis is performed, one of the responses is a set of eigenval-
ues representing the linear buckling modes of the structure. The critical eigenvalue is the
first value in this series, and is a scaling factor on the load to represent where the structure
is predicted to buckle. This response is recorded for each linear buckling model.
Normal Modes
The third modeling problem definition is the first non-zero eigen-frequency for a beam in
free vibration using the normal modes analysis of Natran solution 103, as shown in Figure
5.8c. No loads or boundary conditions are applied to the structure, and the resonant fre-
quencies and shapes of the structure. Since the structure is allowed to vibrate freely, the
first few modes that are returned are rigid-body rotations, so there is no relative displace-
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ment within the structure itself. The recorded response is the frequency, in Hertz, of the
first non-trivial mode, when the structure vibrates with some deflected shape.
5.4.7 Design of experiments
Given the variables and ranges of interest for a particular problem, a design of experiments
must be generated to efficiently explore the design space. Given that the length of the beam
is the only variable, a simple method could be used to find a number of points to evaluate
over the range of ≈[10, 200] inches. However, considering that most problems will have
more than one variable, a more general process is put into place in the code to find a design
of experiments. First, points at the lower bound, upper bound, and center are selected via
a three-level full-factorial design. Second, a maximin Latin Hypercube design with 50
points is generated to fill the rest of the space. This 53-point design is applied to all of
the model types and problem definitions. These designs are generated using the pyDOE2
Python package[104].
5.4.8 Mesh Convergence
As mentioned above, the mesh for a given model instance is generated initially with one
element in each available direction. However, under most circumstances, the density of the
mesh must be increased for the model to provide its best prediction of the system response.
As such, the process of mesh convergence must be undertaken to some extent to provide a
reliable predictive platform. Mesh convergence can often be a very difficult and laborious
process for models with complex geometry, but the relative simplicity of this model set
allows for a fairly thorough exploration. Converging on a mesh requires multiple calls of
the finite element solver, tracking the mesh density in each direction and the history of the
predicted response.
Ths basic convergence criterion examines the last three mesh instances and compares
their responses. If they are within a certain tolerance of each other, for this case study
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0.5% was used, then the first of those three densities can be called sufficient. For a one-
dimensional element type, the process is comparatively simple, as there is only one way
to increase the density of the mesh. The density is simply increased by adding a single
element axially until convergence is achieved.
For shell and solid elements, the density can also be increased across the cross-section.
Specifically, the number of elements along each flange or web can be incremented. For
these types of models, the convergence process is therefore iterative. Additional criteria are
added regarding each sub-convergence to avoid divergent behavior. Specificaly, if the re-
sponse has changed a significant amount or the density in that direction has been increased
more than a certain amount, the process should stop and switch to the other direction,
whether axial or through the cross-section. If the response has changed more than 25%, or
the mesh density increased 20 times axially, or 5 times laterally, without convergence, then
the process is interrupted and the direction changed.
Given the fifteen different element options, three different response scenarios, and 53-
point design of experiments, mesh convergence was performed for each of the 2, 385 mod-
els. As mentioned previously, the convergence process requires multiple analysis calls.
Specifically, in the case that the initial mesh density is sufficient, three calls are still needed
to verify this sufficiency. This amount of analysis calls would be prohibitive for a complex
model, but this model set was specifically selected due to the relatively small number of
degrees of freedom. Additionally, due to the automation of the process, most of the models
can be generated, analyzed, and post-processed in a second or less. As such, all of the mod-
els were generated and the responses saved on a single standard desktop over the course
of about a week. The process could be distributed to multiple computers or even a remote
distributed cluster if this time needed to be further reduced. Given a set of models and the
corresponding responses, the data can be used to further develop the fidelity assessment
methodology through comparative data analysis.
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5.4.9 Descriptive Fidelity Assessment
Descriptive Orders
Prior to examination of any results, the models can be assessed using the descriptive ap-
proach derived in Section 5.2. The orders used to describe the relative resolution, abstrac-
tion, and scope of the fifteen models are shown in Table 5.8. The models are ordered for
resolution, abstraction, and scope. Models that are similar with respect to that fidelity as-
pect are grouped together, such as [Bar, Beam] in Resolution (1). Since resolution and
scope improve as they increase and abstraction improves as it decreases, the order could
become confusing if it must be reversed based on the direction of improvement. Because
of this, the orders should simply be provided from worst to best.
The orderings in Table 5.8 were generated by the author with the knowledge of the
models in question to represent a sample descriptive assessment. Note that two different
opinions were given for both resolution and abstraction. This represents the case that ex-
perts cannot arrive at a single agreed-upon representation of the model ordering in terms
of those characteristics. Specifically for abstraction in this problem, a Quad4/Rod and a
Quad8/Rod model should be very similar. However, since a Quad8 element is known to be
more accurate than a Quad4[99], Abstraction (2) puts the Quad8/Rod model in a separate
group, higher the Quad4/Rod model. This shows the flexibility of this method, using KDE
to combine not only the fidelity aspects, but the opinions of multiple experts.
When there is disagreement, not only can all of the expert-provided orderings be used,
but it is recommended. Including a case where Quad4/Rod and Quad8/Rod are in the
same group, as in Abstraction (1), as well as one where they are in a separate group, as
in Abstraction (2), will lead to a different result than if only one was included. If only
Abstraction (1) was included, the two models would be given the same abstraction score.
If only the Abstraction (2) were provided, it would not represent the similarity between the
two models. Including both orderings results in abstraction scores for these two models that
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Table 5.8: Initial Model Set 2 Assessment by Ordering
Fidelity Types Model Ordered Groups
Resolution (1) [Bar, Beam]
[Quad4/Rod, Quad8/Rod, QuadR/Rod, Quad4/Bar,
Quad8/Bar, QuadR/Bar, Quad4/Beam, Quad8/Beam,
QuadR/Beam], [Quad4, Quad8, QuadR],
[Hex]











Abstraction (2) [Bar], [Beam], [Quad4/Rod], [Quad8/Rod],
[QuadR/Rod], [Quad4/Bar], [Quad8/Bar],
[QuadR/Bar], [Quad4/Beam], [Quad8/Beam],
[QuadR/Beam], [Quad4], [Quad8], [QuadR],
[Hex]
Scope [Bar, Beam, Quad4/Rod, Quad8/Rod,
QuadR/Rod, Quad4/Bar, Quad8/Bar,
QuadR/Bar, Quad4/Beam, Quad8/Beam,
QuadR/Beam, Quad4, Quad8, QuadR,
Hex]
shows that the Quad8 elements in the Quad8/Rod should be more accurate than Quad4’s
in Quad4/Rod, but that Quad4/Rod and Quad8/Rod should score more similarly than, say,
Quad4/Rod and Quad4.
As mentioned previously, the scopes of all of the models are the same by definition, so
there is one definite ordering for scope. This helps to point out how the method developed
here can handle a different number of opinions for each aspect of fidelity. If the total score
for each aspect is represented as 1, the single ordering for scope would be given a weighting
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of 1 by defaut, while the two orders for resolution would be given weightings of 0.5 and
0.5. The same can be said for the two abstraction orders.
It is mentioned that this is the default behavior since if multiple opinions are given,
and there is more confidence towards one over another, it could be given a higher relative
weighting. For example, Resolution (1) could be given a weighting of 0.8, and (2) a weight
of 0.2, instead of an even weighting, if it is believed Resolution (1) is more likely.
Additionally, if there was some justification based on experience that for the particular
problem at hand that, say, resolution is more important than abstraction or scope to the fi-
delity of the models, then the total weighting of resolution could be increased with respect
to the other two aspects. For example, resolution could be given a total score of 2, abstrac-
tion, 1, and scope, 1. By default, this means Resolution (1) would be given a weighting of
1, as would Resolution (2), meaning that these orders are each as important to the resulting
KDE as the total weight for scope. Looking back at Figure 5.2 for how weightings can
change the resulting distribution, the KDE would be shifted toward the score of the more
highly weighted attribute.
Weighted KDE is a relatively new feature to the SciKit-Learn implementation as of the
writing of this document. One of the benefits of the open source nature of the SciKit-Learn
package, as with most Python projects, is that features can be tracked and more information
can be found if desired. Specifically, weighted KDE can be traced to issue #4394 on the
SciKit-Learn GitHub site.
Descriptive Fidelity Results
The initial density estimates and model probabilities based on the orders in Table 5.8 are
in Figure 5.9 and Figure 5.10 respectively. The distributions are sorted by median in-
stead of ID to show where each of the models fall in the set. When sorted by median,
the models are in the same order as “Abstraction (2)” in Table 5.8: Bar, Beam, Quad4/Rod,
Quad8/Rod, QuadR/Rod, Quad4/Bar, Quad8/Bar, QuadR/Bar, Quad4/Beam, Quad8/Beam,
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(b) Median Values
Figure 5.9: Model Set 2 Descriptive KDE
QuadR/Beam, Quad4, Quad8, QuadR, and Hex.
Looking at the initial estimated model probabilities shows that, as expected, the solid
model (15) scores highest. This is followed by the purely shell models (12, 13, and 14),
followed by the QuadR/Beam model. Conversely, the one-dimensional element models
rank the lowest (1 and 2), followed by the hybrid models with rod elements (3, 6, and 9).
Even if no model data was available, this still provides an understanding of the model
set based on an intuitive and traceable process, which leads to Conclusion 1.2. What must
be kept in mind, however, is that the relative magnitudes between the models is still com-



















Figure 5.10: Probabilities of Highest and Lowest Fidelity for Full Model Set 2 From De-
scriptive Assessment
Conclusion 1.2 Using resolution, abstraction, and scope to decsribe and compare
the relative fidelity characteristics of models, and utilizing weighted KDE to combine
opinions and represent the uncertainty related to that assessment, distributions can
be generated to define a relative understanding of fidelity with respect to models in a
multifidelity set. These distributions can then be used to calculate the probability of
highest fidelity for each model, which both captures expert opinions and increasing
model understanding, even in the absence of model predictions.
5.4.10 Initial Data Examination
Now that an initial fidelity assessment has been performed, the available data may be taken
into account. The results of the linear static, linear buckling, and normal modes responses
are shown in Figures 5.11, 5.12, and 5.13. A number of initial observations can be made
based on this data.
As expected, in Figure 5.11, the linear static tip deflection increases as the beam length
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Figure 5.11: Model Set 2 Linear Static Results For All 15 Models
increases. Additionally, all of the models agree with each other, which helps to verify
that the process of model generation, mesh convergence, analysis, and post-processing is
working as expected. However, all of the models agree with each other very closely, which
does not agree with the expected characteristics of divergence as the ratio of length to depth
falls below a certain value.
Divergence for low length values does, however, show up in Figures 5.12 and 5.13. For
the linear buckling results in Figure 5.12, there are four different groupings of results as
the beam length decreases. This means that there is some agreement between models, but
a clear difference between the way the beam is represented for low lengths.
The solid and three pure shell models all follow a trend towards a much higher critical
load than the other models. The 1-D element type models flatten out around 100 cm,
most of the 1/2-D hybrid topology models predict lower values, even though there is still a
changing derivative. The Quad/Rod models in their current state, however, predict a nearly
zero buckling load across the design space, which will be discussed further in a following
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Figure 5.12: Model Set 2 Linear Buckling Results For All 15 Models
section. The normal modes models represent a third scenario. The Bar model diverges for
low lengths, but the other models predominantly agree with one another, similarly to the
linear static case. Due to the multiple distinct trends, including one at nearly zero across
the design space, the linear buckling results are used for the initial development of the
comparative data analysis-based fidelity scoring methods.
5.5 Fidelity Assessment Through Comparative Data Analysis
5.5.1 Research Question 1.3
Now that fidelity can be assessed based on expert opinion and a multifidelity data set has
been developed, as described in the previous section, the use of available data can be ad-
dressed. The density estimation process is flexible enough to easily incorporate additional
fidelity scores, so the question becomes:
Research Question 1.3 How can the probability of a model being the highest fidelity
be updated and corrected based on available model data?
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Figure 5.13: Model Set 2 Normal Modes Results For All 15 Models
5.5.2 Multi-Model Data Comparison
A multifidelity model set is essentially a number of different paths towards the same end.
The main difference is that multifidelity models don’t typically arrive at exactly the same
value, which is why multiple options must be considered. As discussed in chapter 3, it is
very difficult to find out which of the possible models generates the most objectively true
result. Preferably, this would be done by comparison to real-world historical or experi-
mental validation data, but, as discussed previously, this is often not generally available.
However, even validation data is subject to the problems inherent in benchmarking.
Benchmarking, as discussed in Section 3.1, is the process of stating that one set of data
is to be treated as the most accepted set, and variation from those values in a reference
model should be treated as error. This process, is, however, always going to involve some
level of subjectivity, as, by definition, there is no higher level of data to use for comparison.
The user in this case is presented with a multifidelity model set in the absence of vali-
dation data. It is presumed that the models in the set are of varying fidelity, meaning some
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should be trusted more than others. That being the case, as model data becomes available,
some information can be found by hypothesizing that each model is the most trusted, and
using that data set as a benchmark. If this process is repeated for each model in the set, an
approximation of a validation process can be performed by comparing the spread of results.
As a thought experiment, if a set of 100 models is being examined, and the responses
for 99 of those models show some quantitative level of agreement, it is much more likely
that the 100th model is a poor choice than that the other 99 are wrong. If the other 99
are wrong, then the experts developing the model set have put forth 99 inferior and 1 that
is worth considering. Note that this example is for a very large model set. If there are
only two models in the multifidelity set determining which one has a higher fidelity based
only on the two data sets is essentially equivalent to flipping a coin. However, this is why
the descriptive assessment of fidelity should be performed first, as it allows a chance for
experts to record which models they believe to be valid based on past experience and an
understand of the problem and model characteristics.
For this, it must be kept in mind that a likely follow-up to multifidelity model selection
is the use of a multifidelity surrogate-based optimization technique. Multifidelity Gaussian
process regression, also known as Co-Kriging, is commonly used in this process, as men-
tioned in Section 3.5. This is important, as it provides insight into how the quality of a
multifidelity down-selection can be judged. The work of Toal discusses the development
of a set of best practices for model selection in multifidelity regression[105]. That work
is based on observations that while Guassian process regrssion is a powerful method for
fitting a variety of data sets, they are subject to a type of overfitting. Depending on the
selection of models, the response of the regression can be overconfident about the behavior
of the system. Three primary rules were generated through examination of the literature,
and statistical analysis of actual data sets. Experimental data was used to prove out the
validity of these rules.
One of the rules of thumb states that the ratio of training points between low and high
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fidelity should favor the model deemed as low fidelity. The main provision of this rule re-
lates to the assumption that a higher fidelity model is more expensive than a lower fidelity
model. A higher fidelity model should provide more intuition regarding the magnitude and
trend of the data as opposed to covering the design space. This is an important considera-
tion, but as it pertains primarily to required effort, is not as directly applicable to the fidelity
assessment process developed in this section.
The other two rules speak to how the trends of the data sets compare to one another.
If models generate data that are in agreement, or well correlated, they were able to prove
that the resulting multifidelity interpolator will be more reliable. The specific metrics se-
leted to prove this fall into the category of regression goodness-of-fit metrics, specifically
coefficient of determination, R2, and the root mean square error (RMSE).
These goodness-of-fit metrics are assessed on pairwise combinations of data, typically
used to verify quality of a regression with respect to the traininig or full data set. The
coefficient of determination of determination is a measure of correlation and describes the
amount of the variance of the truth data that the regression can predict, and is a value less
than or equal to one, where a one represents a perfect fit. The root mean square deviation
or error examines the magnitude of the error in the residusla between the data sets and pro-
vides a non-negative score. A value of 0 would reflect a perfect fit, but it nearly impossible
in a practica sense. The R2 and RMSE are defined as in Equations 5.5 and 5.6. The cal-
culation of these metrics is performed using the metric scoring methods r2 score and the
square root of mean squared error[91].
R2 =
( ∑n











(yei − yci)2 (5.6)
Essentially what this is saying is that if nothing else a combination of models with a
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high correlation score would make for a good selection in multifidelity refression, which
should not be overlooked. For this work, this is logically extended to the above comments
regarding benchmarking and model agreement. If approximations based on different sets
of logical steps agree with one another, that lends creedence to the assertion that the pre-
dictions are accurate. As the number of models increases, the level of agreement provides
even more confidence in the predictive capabilities.
Other goodness-of-fit metrics exist, but in additon to being the ones used by Toal to
develop rules of thumb, provide a good balance of assessment of trend and error. If the
shape of the data aligns, the R2 will increase. However, RMSE will reduce the confidence
level if there is a major discrepancy in magnitude between the two trendlines. This leads to
Hypothesis 1.3.
Hypothesis 1.3 For a sufficienctly large model set, as inter-model agreement increases,
measured by R2 and RMSE, confidence in the quality of the associated models, as
represented by the probability of highest fidelity, increases.
5.5.3 Calculation of Metrics and Normalization
The first step in the process of fidelity scoring by comparative data analysis is the cal-
culation of R2 and RMSE for each pairwise model comparison. However, calculating
regression metrics requires data that has aligned parameter values. The responses being
used to calculate correlation and error metrics must be at the same design points or the
metrics are not trustworthy. Fortunately, the models of this set are well-behaved, so all of
the cases ran smoothly. However, there are times when additional effort is needed to be
bring the data sets into alignment, using the following generic steps:
1. Given two models
2. For each variable, find shared range
3. Interpolate as necessary so each response value has a pair
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As model set 2 if efficient and reliable, the data sets are completely aligned, so this will be
discussed further in the next chapter.
In certain cases, such as with the I-beam model set, responses may already be developed
for the same variable values and evaluation may proceed smoothly. This is, however, not
the most realistic assumption in general. This will be adressed further in the next chapter.
Whether or not additional steps are required due to misalignment, once the pairwise
correlation metrics are calculated, they can be normalized into fidelity scores between zero
and one using the process shown below for a generic matrix of correlations C. Note that the
diagonal is set to zero regardless of which correlation or error metric is used for consistency.
The sum of the rows of the absolute value of the transpose of C are saved as R. The
sums are then added to the transpose of C to find D. D is then divided by the absolute
value row sum of D minus R to account for the diagonals, normalizing the values by row.
To find the score matrix, the diagonals are then subtracted to return the diagonal values to




0 R21,2 · · · R21,n−1 R21,n
R22,1 0 · · · R21,n−1 R21,n
...





n−1,2 · · · 0 R2n,n
R2n,1 R
2






D = CT + R
D =
D∑
j |Dij| − R
D = D− diag (D)
S = DT
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An important note is that for RMSE,
D = −CT + R
since RMSE improves as it gets smaller, where R2 improves as it increases.
The correlation scores are normalized such that they are comparable to what was pre-
vious generated from expert opinions. As such, they can be used as a new set of samples
using KDE to generate updated distributions, and by extension, model probabilities, that
are now based on both the expert assessments and comparative data analysis.
An additional consideration in adding these new rankings to the sample set is the
weights. There will be m − 1 scores for each model in a set of size m, and two differ-
ent metrics are used. Barring any additional information, the two metrics R2 and RMSE
should have an equivalent total weighting. Additionally, the correlation scores should have
an equivalent total weighting to the expert-provided scores. The weights are adjusted ac-
cordingly and an example of the resulting assessments are shown in figures for the linear
buckling results of the initial model set.
The density estimates based on R2 and RMSE are shown in Figures 5.14 and 5.15.
Notice that the order is different than it was from the purely descriptive assessment. Most
noticeably for the R2 scores, the Quad/Rod models stand out in their own group as worse
than the rest of the models. This agrees with the previous observation that those model
responses are nearly zero across the entire design space. The rest of the models are model
difficult to visually distinguish since their medians are more similar. Additionally, the top
four models in terms of R2 are the same as from the descriptive assessment, leading to
Observation 1.3.1.
Observation 1.3.1 R2 is an important metric for reliable multifidelity regression, as
well as comparative data agreement. It also helps to lend creedence to Hypothesis 1.3,
since the models believed to be the highest fidelity, having their own distinct grouping
in the response, also score highest in terms of R2.
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In addition, the order in terms of RMSE is quite a bit different than the other orders.
However, there is less variation in the median values for RMSE than for R2. The 1-D
models rank most highly in terms of RMSE because, as can be seen in Figure 5.12, when
the length of the beam is low, the magnitude of the 1-D models fall in the middle of the
range. The shell and solid models ranked highest by the descriptive and R2 scores are the
lowest by RMSE. This leads to Observation 1.3.2.
Observation 1.3.2 While Toal’s rules of thumb focus on R2, RMSE must be included
to properly adjust model fidelity assessment based on model agreement since, if the
models completely agreed, the residuals would be low.
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Figure 5.14: Medians and Distributions of R2 Scores
Combining the two new sets of sets based on comparative data analysis, and joining
this with the scores from descriptive assessment, the probability of being highest or lowest
fidelity can be recalculated, as shown in Figure 5.16. Due to the agreement between most
of the models, their probabilities become more similar. Additionally, the probability that
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Figure 5.15: Medians and Distributions of RMSE Scores
the Quad/Rod models (3, 6, and 9) are the lowest fidelity increase, despite most of the
other values decreasing. Specifically for model 3, the probability of being lowest fidelity
increases 64.4%, while the value for model 1 decreases 49.5%.
5.5.4 Initial Model Down-Selection
Looking further at Figure 5.16, the situation is more ambiguous than before adjustment.
There are groups of models that have similar probabilities. One of the reasons for this can
be ascertained by visual inspection of the response data in Figure 5.12. Many of the trends
seems to be overlaying one another, confusing the assessments. Unfortunately, for prob-
lems with higher dimensionality, this might not be as easy to ascertain from a plot of the
response data. However, the pairwise assessments of correlation and error can potentially
provide an additional benefit by enabling an intial model screening.
While it is desirable for the R2 to be high and the RMSE to be low between multifi-
delity model selections, if they are in near-perfect agreement between two similar models,
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Figure 5.16: Initial Probabilities Versus Adjusted for Correlation and Error Scores
they are essentially duplicates. This could be used as justification for eliminating one of
those models from consideration, especially when they are similar models that take a simi-
lar amount of time to run. The threshold of “very high agreement” is the subject of consid-
eration and adjustment in each case. Toal recommended an R2 higher than 0.9 for reliable
multifidelity regression. However, an R2 > 0.98 along with an RMSE < 0.05 could be
evidence of an essentially duplicate model set, leading to the following observation:
Observation 1.3.3 While other factors must be considered before removing any model
from consideration, a very high R2 and correspondingly low RMSE between two
similar models provides justification for removing one of the duplicate models from
further consideration.
The R2 and RMSE for fives subsets of models are shown in Table 5.9. In such a
case, when the transverse web is defined with a shell element, the differences between
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Models Mean R2 Mean RMSE
Bar, Beam 0.9999999 3.609e−5
Quad4/Bar, Quad4/Beam 0.9999999 7.389e−6
Quad8/Bar, Quad8/Beam 0.9999999 1.055e−3
QuadR/Bar, QuadR/Beam 1.0 2.151e−20
Quad4/Rod, Quad8/Rod, QuadR/Rod 0.9999999 7.189e−6
Table 5.9: Model Set 2 Duplicate Models
the flanges being represented with bar elements is indistinguishable from the use of beam
elements. Additionally, the three quadrilateral web, rod cap, models produce indistinguish-
able results, so the Quad4/Rod and Quad8/Rod models can be removed. Similarly, the two
one-dimensional representations are similar enough to warrant removal of the Bar model
type. These groupings can also be seen in the median values in Figures 5.14 and 5.15.
This allows for the removal of 6 models from consideration, leaving a set of 9 models.
As the model set is down-selected, the models should be appropriately excluded from the
descriptive fidelity orders in Table 5.8.
If there was a doubt as to whether or not a model should be removed, the decision can
always be delayed until a more thorough decision-making process is undertaken. A con-
tributing factor of this is implied by the three response scenarios generated for this model
set. A true model decision-making process can be multi-attribute, so a model should not be
completely removed from consideration without taking into account all of the potentially
relevant solutions. This will be discussed further in coming sections.
Quad/Rod Models
The model probabilities could then be re-calculated for the down-selected set of 9 mod-
els based on the experts assessments and comparative data analysis. However, as well as
identifying duplicate models, this method helps to identify models who disagree with the
others to the extent that further investigation is required. Either the model does not ade-
quately represent the correct behavior to be appropriate for a given problem or the model
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just requires troubleshooting and debugging. In this case, the clear outliers in terms of R2
are the Quad/Rod models.
Two of the Quad/Rod models were removed as duplicates, so that leaves QuadR/Rod
as the only one remaining of that category. Looking at the linear buckling responses in
Figure 5.12, all of the responses for this model type are nearly zero, on a different order of
magnitude from the rest of the models. What makes this interesting is that essentially the
same model agrees with the majority of the set for the other two problem definitions, linear
static deflection and normal modes.
This model was specifically developed to represent the problem that can occur in the
common method of model decision-making: simply taking a previously used or partially
developed model and applying it to a new problem. These Quad/Rod models are capable
of representing the appropriate behavior. In fact, it is given as one of the example models
for linear buckling analysis in the Nastran Linear User’s Guide[99]. The issue is that Rod
elements are designed purely for axial and torsional loads, meaning they cannot carry a
load in the transverse direction. As such, the buckling limit that is being reported is the
buckling limit of the shell web elements, which is essentially zero.
Finding the buckling limit looks for the path of least resistance, so along the direction
of the web, the Quad and Rod elements can resist the load, but to either side, the flanges are
what resist buckling. Since the Rod elements cannot carry load in that direction, they do
not correct represent the flanges. Bar and Beam elements are designed to carry a transverse
load, which is why those models behaved correctly from the start.
As described in the Linear Users’s Guide, a Quad/Rod model can provide a good es-
timation of the linear buckling limit, but additional boundary conditions are required to
prevent side-to-side motion. However, these boundary conditions are not required for the
other problem definitions or the other element types, so it would be easy for someone to
use a previously developed model and overlook such issues. This leads to the Observation
1.3.3.
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Observation 1.3.4 Using correlation and error metrics to assess the comparative fi-
delity of models in a set can help to identify models that need troubleshooting, debug-
ging, or do not represent the appropriate phenomenology.
This behavior is easy to find simply by looking at the results in this case, since there is
only one variable. Importantly though, if the dimensionality were to increase, it would not
be as obvious when a model is behaving differently from the rest. Therein lies one of the
powers of these methods, since R2 and RMSE could still find those differences even with
increased dimensionality. If the boundary conditions were to be added to the Quad/Rod
models, their results would be in line with the other 1/2-D hybrid topology models. As
such, for simplicity, the QuadR/Rod model should be removed from the set, leaving only
eight fidelity levels for consideration, described in Figure 5.17.




















Figure 5.17: Correlation-Adjusted Fidelity Estimates for 8-Model Set, Sorted By Median
The results of the down-selected model set are shown in Figure 5.18. The comparison
of model probabilities are shown in Figure 5.19.
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Figure 5.18: 8-Model Linear Buckling Results
5.5.5 Comments on Correlation Scoring
In this case, it is commonly agreed upon that the solid element type should provide the
highest fidelity, most generally accurate, model. However, after including the correlation
and error scoring metrics, while the Hex model still has the highest probability of being the
highest fidelity model, it is less obvious than just from the descriptive assessment. This is
due in part to the way the metrics work, specifically the RMSE.
However, this adjusted assessment is specific to the linear buckling problem definition.
The descriptive assessment should account for the problem definition, but there is only so
much tailoring that can be done by experts prior to the infusion of quantitative results. The
process of providing a descriptive fidelity assessment is analogous to defining an informa-
tive prior distribution for model fidelity in that the relative ordering of the models should be
as correct as the qualitative assessment allows. This is why it is important that the metrics
be linguistically specific and the process be straightforward, it allows for a better initial un-
derstanding of the model set than would otherwise be possible. Once model data becomes
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Figure 5.19: 8 Model Probability Comparison
available, the comparative data analysis is used to find an analogous posterior distribution.
The relative magnitudes of the fidelity estimates are adjusted in a way that accounts for
how much the models agree or disagree with one another.
Linear Static
Applying the comparative data analysis methods to the linear static problem, duplicate
checking is crucial. Given the R2 and RMSE scores, 12 of the 15 models appear as
duplicates. Interestingly, if all 12 are removed, the hybrid topology approach is removed
entirely, as their results overlay the shell model results. Even after removing the models that
meet the default criteria for duplicates (R2 > 0.9 and RMSE < 0.05), the three remaining
models still have very similar results that could be considered as duplicates if the tolerances
were adjusted. The remaining models have a mean R2 of 0.995 with a minimum of 0.99,
and a mean RMSE of 0.215 with a maximum of 0.417. As such, regardless of how many
models are left in after checking for duplicates, the correlation scores are going to adjust
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the fidelity distributions and associated probabilities toward one another.
Normal Modes
The results for the normal modes problem are by and large not that different from the linear
static case, with one major exception. From Figure 5.13, it is obvious that the Bar model
diverges from the rest as the length decreases. This is presumably due to the change in the
length/depth ratio discussed in the model set definition, since the assumptions of the bar
model break down when the beam is no longer beam-like.





































































Figure 5.20: Normal Modes Results and Fidelity Probabilities for 11-Model Set
After removing the Bar model from the set, the Quad/Rod models again stand out as
different from the majority of the remaining models, since they can resonate side-to-side
with less impediment than the other models. The vibratory frequency, however, is not as
obviously different upon initial inspection as in the linear buckling case. Removing the
Quad/Rod models leaves the results shown in Figure 5.20a and the adjusted distributions
shown in Figure 5.21. In this case, the adjusted distributions and associated probabilities,
shown in Figure 5.20b, are not that different from those from the descriptive assessment.
In fact, the only significant difference is the reduction in the probability that the Hex model
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Figure 5.21: Normal Modes Adjusted Fidelity Estimates for 11-Model Set
has the highest fidelity, since the results agree with the other models. Examining how
comparative data analysis enables duplicate removal, initial down-selection, and fidelity
adjustment for these three problem sets leads to Conclusion 1.3.
Conclusion 1.3 Correlation and error metric fidelity scores increase the understanding
of the model set, and, when combined with expert assessments, can provide better
model fidelity probabilities than would otherwise be available.
5.6 Multifidelity Model Rankings
5.6.1 Research Question 2
Model fidelity density estimates and probabilities provide an understanding of where each
model fits into the set. However, it does less to enable the informed selection of a multi-
model combination. This leads to the following research question:
Research Question 2 How can model fidelity evaluation be extended to rank ordered
multifidelity model combinations for model selection?
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5.6.2 Observations and Research Question 2.1
Model subset selection must be in a particular order. As evidenced by the process for
eliciting expert opinion, there is an ordering of the relative fidelity and even of the relative
accuracy of the models. Additionally, a particular order is needed for practical purposes,
such as in the development of a Co-Kriging regression. This complicates the process as
the permutations of the model set must be evaluated instead of simply the combinations.
Based on this, the following research question is developed:
Research Question 2.1 Given a set of model probabilities, how can ordered combina-
tions of models be ranked in terms of fidelity
An example of the difficulty of ordered sets is evident even for the down-selected model
set. Given eight models, there are 109, 600 permutations, but only 247 combinations. Even
if the evaluation or each permutation is simple, the amount of time required to evaluate
the full set and the memory requirements for storing the results grows at an essentially
exponential rate with the size of the model set. The necessary computational resource
required is prohibitive.
This is shown in Table 5.10. Evaluated in Python, for each model set size, all of the
possible permutations are given a score of 1.0 and stored in a dictionary. The keys are a
tuple of integers denoting the order, e.g. (1, 2, 3), and the values are all 1.0, as previously
stated. The amount of RAM required for each is plotted on a semi-log scale, and appears
nearly linear, suggesting a nearly exponential relationship.
While 320 megabytes is typically much less than the amount of RAM in a typical mod-
ern desktop, at that rate the memory requirement should be over one gigabyte at around
thirteen models. Additionally, and importantly, the time required to iterate through every
permutation scales similarly to the memory requirement. For a size above ten, even this
evaluation where every value is simply set to 1.0 goes from a fraction of a second to min-
utes. This would only be worse for a complicated scoring process, and, to account for this,
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a soft limit is put in place.
When the size of the model set is over 9, permutations are only assessed up to a length
of 5. This is fairly easy to justify as a down-selection above a certain size has serious
implications for the development of the selected models and keeping track of all of their
associated data. Additionally, this logical extension leads to Requirement 2.1.1.
Requirement 2.1.1 Multifidelity model order rankings, whether inherently or by ex-
tension, should account for the difficulty of developing and maintaining large model
sets in parallel.
Multifidelity methods are primarily used for two reasons, efficiency and robustness.
In either case, the multi-model combination is not assumed to be higher fidelity than the
best model in the set. In fact, some fidelity is always traded in multifidelity combination,
reducing coverage of the design space for one model in order to boost the efficiency or get
a constrasting opinion. Additionally, using multifidelity models to increase robustness is
primarily only relevant for stochastic models. This leads to Requirement 2.1.2.
137
Requirement 2.1.2 The score for a multifidelity collection should be based on a com-
bination of the scores of the individual models, and whether they were selected in the
correct order, from highest to lowest fidelity.
5.6.3 Hypothesis 2.1
A ranking of a particular order implies the process of describing the quality of a particular
series of decisions. Given m models and expecting an order of size n, n selections must be
made without replacement from the avilable options. The model probabilities developed
in the previous sections represent the chance that a model is the best choice from a set.
Extending this, the model probabilities can be re-calculated for each available combination
of available sets. As mentioned above, this is a sizeable number of calculations, but not
nearly as many as the number of permutations.
This leads to the following hypothesis:
Hypothesis 2.1 For an ordered combination from a model set, if the probabilities that
each model is the highest fidelity available are combined, then the quality of the or-
dered down-selection can be scored and compared to the other permutations.
5.6.4 Multifidelity Scoring From Individual Probabilities
For the notional model set, m = 4, the number of combinations of size one to m is fifteen,
and the number of permutations from size one to m is a very manageable 68. If the down-
selection, ordered from lowest to highest fidelity, is
Model 1→ Model 2→ Model 3→ Model 4
then the scoring value of each selection can be defined as follows:
• P (Model 1 ∈ [1, 2, 3, 4])
• P (Model 2 ∈ [2, 3, 4])
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• P (Model 3 ∈ [3, 4])
• P (Model 4 ∈ [4])
Note that the last probability when size of permutation n = m is always going to be
1.0 since there is only one option left. As this is a series of independent decisions, the
combined probability that all of them occur is the product of the probabilities, as described
below. Using the product of the probabilities as the scoring of the permutation has a number
of benefits. For one, all that is needed is the current estimates of fidelity probabilities for
each combination. Additionally, as the size of the permutation grows, it becomes less
likely that the quality of the selection is improving. Put another way, it is more likely that
one of the included models is a good choice. As such, the product of a large number of
probabilities is unlikely to be highly ranked, which directly addresses Requirement 2.1.1;
The scoring system is inherently dependent on the size of the permutation.
However, directly using the model probabilities does not adequately represent require-
ment 2.1.2. If the two highest models have probabilities of being the highest fidelity of 0.3
and 0.29, then their combined score will be 0.087, much lower than either of the single-
model values. To determine what modifications need to be made, the notional model set
can be used.
5.6.5 Multifidelity Scoring of Notional Model Set
For the notional 4-model set, there are 64 total permutations of length 1 through 4. The
small size of options means that the full set can always be evaluated. The probabilities of
being the highest fidelity model when all models are available for selection is what was
shown in the first columns in Figure 5.5. As mentioned above, the probability of selecting
a model when only one is available is always 1.0, so the model probabilities must be re-
evaluated for the eleven combinations of size two to four.
Given all of the model probabilities and a particular permutation, assuming that the
permutation is ordered from highest to lowest, the multifidelity score is calculated by mul-
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tiplying the appropriate series of probabilities, as described in the previous section. An
example follows:
For ordered set: (4, 3, 2, 1)
Score =P (Model 1 ∈ [1, 2, 3, 4])× P (Model 2 ∈ [2, 3, 4])
× P (Model 3 ∈ [3, 4])× P (Model 4 ∈ [4])
=P (M1 > M2 ∩M3 ∩M4)× P (M2 > M3 ∩M4)× P (M3 > M4)× 1.0
=0.36396× 0.45298× 0.54556× 1.0
=0.089947
Or for 4 and 3:
Score = 0.369396× 0.45298 = 0.167329
Even when selecting the two highest available fidelity models, the combined score is
much lower than either of the single-model scores. To account for this, the each set of
probability of best available could be normalized to the highest value. In that case, the
previous example, selecting the highest available each time, 4, 3, 2, 1, would result in a
combined score of 1.0. This is also not preferable, since the size of the aggregated group
no longer has an effect on the final score.
If, instead, the probability of best available is normalized to the highest value, then
multiplied by the probability of highest fidelity for the full array of models, normalized to
the highest value, the size of the combination is taken into account, and the original ranking
is taken into account, as follows:
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For ordered set: (4, 3)
For full set:P (1st) = 4 : 0.364, 3 : 0.303, 2 : 0.182, 1 : 0.151
Normalized to 0.364: = 1.0, 0.832, 0.500, 0.416
Score =1.0× (1.0× 0.832) = 0.832
One of the benefits of normalizing the scores is that the single highest fidelity model
will always score a 1.0. This provides a baseline for comparison of all other combinations.
Normalizing and then scaling means that the combination of two models will result in a
score not drastically different from the single-model scores, but also dependent on whether
the models were selected from highest to lowest fidelity without skipping any models.
However, there is still an issue when selecting the two highest fidelity models. In the
case shown above, the combination 4, 3 scores 0.832, but 3, 4 would also score 0.832.
Additionally, this is exactly the same score as model 3 by itself. This is a special case
that only pertains to the top two models in the set, but is still in disagreement with the
requirements. To account for this, the normalized probability of best available should be
scaled by the average of the score and the highest possible score of 1. This means that the
combination of models 4 and 3 will score 1.0 × 1+0.832
2
= 0.916, whereas 3 then 4 will
score 0.832 × 1 = 0.832, so order is preserved. Additionally, for combinations involving
all of the models, or lengthm, the last selection will no longer score a 1, so orders of length
m will not score always score identically to orders of length m− 1.
This method of calculating a fidelity score for single and multi-model ordered combi-
nations meets all of the requirements and is described in full detail in Algorithm 2.
To test out the fidelity scoring method, the four notional cases previously described as
used: all increasing, no scope, fixed scope, and reversed scope, or realistic. The fidelity
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Algorithm 2 Fidelity Score for Multi-Model Ordered Combination
Require: Pairwise P (X > Y ) for model set of size m {Get single-model scores}
P(n=m) ← P1st(∀models)
P(n=m) ← P(n=m)/max(P(n=m)) {Normalize to highest value}
{Get non-ordered multi-model values}
for i = 1 to m− 1 do
for all combination in combinations(models, size = i) do
Pcombination ← P(1st available)(combination)
Pcomb ← Pcomb/max(Pcomb) {Normalize}
w = P(n=m)(highest fidelity available)
Pcomb ← Pcomb × 1+w2 {Scale value}
end for
end for{Get (order, score) pairs}
for i = 2 to m do
for all order in permutations(models, size = i) do
available = sorted(order)
score = 1
for all ID in order do
score← score× P(1st avail)(ID)






probabilities with resepct to the full set for these four cases were shown in Figure 5.5.
Figure 5.22 shows the single model scores and the highest multifidelity scores for each
case.
For all of the cases, as defined previously, the single most highly ranked model is always
given a score of 1.0. The other single models are given scores based on their probability
of highest fidelity, normalized by the highest model’s probability value. As expected, the
combination of the two highest scoring models in the correct order shows a loss in fidelity
from the highest option, but is better than the second highest option. However, order is
taken into account, since choosing model 3 before model 4 limits the capability of the
overall combination by the starting score of model 3, both of which address Requirement
1.1.2. Additionally, as previously discussed, larger combinations are going to inherently
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Figure 5.22: Fidelity Scores for Four Cases of the Notional Model Set
generate a lower score since the at least one of the models in the order is more likely to be
individually low-scoring, addressing Requirement 1.1.1.
This shows that multifidelity scores can be generated for any given model ordering
based only on expert assessment. If more data, such as correlation-based scores, are in-
cluded, the analysis can be performed again. The adjusted scores can be used on their own
for decision-making, or some information may potentially be gleaned from comparison of
the original assessment to the adjustment scores, as with the individual model probabilities.
These scores lead to an increased understanding of the model set, even based purely on
the initial descriptive assessment, and enable a model down-selection process. However, a
true model selection process needs to incorporate the cost of the given selection, which will
be discussed further in a later section. For the notional model set, all of the requirements
for fidelity scoring are met, but the methods will continue to be tested using the results of
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model set 2.
5.6.6 Multifidelity Scoring of I-Beam Model Set
Applying the multifidelity scoring methods to model set is similar, but more intensive. For
the original size of fifteen models, there are 32, 752 combinations and 3, 554, 627, 472, 090
permutations. As mentioned before, not all of those permutations would be evaluated for
efficiency, but the evaluation time would still not be negligible. Fortunately, after ini-
tial down-selection, only eight models remain in the set, leading to 247 combinations and
109, 608 permutations. Compared to the 64 permutations of the notional set, this is still a
large enough number to not be trivial, but is much more feasible than scoring all 3 trillion
options.
Generating the probability of highest fidelity for all of the possible combinations and
multifidelity scores for all of the permutations, for a set of this size, on a normal desktop,
takes a matter of seconds. First, the orders for model set two are scored based on the de-
scriptive fidelity assessment, and the single model scores as well as the top 20 multifidelity
scores are shown in Figure 5.23.
Because models 5-7 are grouped together, multifidelity combinations including those
three models score relatively highly. The 2-model combinations score the most highly,
addressing Requirement 1.1.1. Again, as with the notional case, the correctly ordered
combination of the top two highest scoring models (8, 7) falls in between the two single-
model scores, while the reverse-ordered combination (7, 8) does not improve on model 7’s
fidelity score, addressing Requirement 1.1.2.
Referring back to the probabilies shown in Figure 5.19, the initial fidelity assessment
gives model 8, the Hex model, over 50% probability of being the highest fidelity, and
the shell models (models 5-7) are between 10 and 16%, with everything else much lower.
As such, the top 20 multifidelity orders based on that assessment only contain those four
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Figure 5.23: Descriptive Fidelity Scores for Down-Selected Model Set 2
many models the user can afford to run and keep track of, but most any combination of the
solid model, potentially with a shell model, can be justified.
Taking the comparative data assessment with respect to the linear buckling results into
account, the adjusted single and top 20 multifidelity scores are shown in Figure 5.24. Since
some of the models are similar to one another, the probability of highest fidelity is increased
from the descriptive assessment for models 2-7, however, they are still grouped together
as before. The multifidelity orders that score highly are a similar list to those from the
descriptive assesment, but the scores have changed based on the change in single model
scores. Since models 5-7 now score closer to model 8, the 2-model combinations are more
simlar.
As with the notional model set, model set 2 helps to prove out that the fidelity scoring
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Figure 5.24: Descriptive Fidelity Scores for Down-Selected Model Set 2
in a way that advances understanding of the model set for decision-making. The score for
a combination of models is dependent on the probability that model is the best available
model, having removed previously selected models from consideration. This helps the
score to represent whether the models were selected in the best possible order.
Additionally, the score is dependent on the size of the ordered combination, since as
the size of the order increases, there are likely to be less quality options remaining. In
addition, the normalization method implemented makes it such that the combination of
models remains simlar in score to the single-model options, instead of much lower as they
would be in the un-normalized case. However, aiming for the highest fidelity is not the
only goal in model down-selection, as will be addressed in the next section.
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5.7 Required Effort in Model Selection
As mentioned before, the efficiency of a model plays heavily in the model selection process.
If one model takes much longer than another to generate, execute, or process, then that
would make it less desirable based on the time schedule of the project. If evaluation of
even a handful of cases expends the project’s entire computational budget, then the fidelity
of that model becomes less important. Minimal insight could be gleaned from those few
cases, and the user would be better off having more cases from a lower fidelity but higher
efficiency model. If a single model of the desired fidelity is not efficient enough, the user
must be able to compare the loss of fidelity with the improvement in efficiency due to
moving to a lower fidelity model or multifidelity combination.
In general, this leads to a need for a multi-attribute decision making (MADM) process,
which this work seeks to enable. To reiterate a previous point, fidelity can even be a multi-
attribute case since it is scenario, or response, driven. If multiple responses are important,
the fidelity of each should be assessed, and a multi-attribute decision-making process could
be undertaken simply for the various estimates of fidelity.
There are many MADM approaches, however, to enable their use, the single and multi-
model ordered combinations must be scored in terms of cost or efficiency for comparison
to model fidelity scores, leading to Research Question 2.2.
Research Question 2.2 How can the required model cost be scored to allow for com-
parison to estimated model fidelity in a decision-making frramework?
5.7.1 Measures of required effort
Model Degrees of Freedom
Before a model is to a phase of development where it can be run and the duration monitored,
there is an additional way that the required effort can be measured: degrees of freedom.
Typically this term comes up in discretized numerical modeling with respect to the mesh
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and its constraints, but it also has a different meaning. Low fidelity, early conceptual design
models may only use a handful of parameters to define one aspect of the system.
For example, an aircraft wing could be defined using simple planform parameters such
as chord, span, sweep angle, taper, etc. However, as the resolution increases, many more
parameters are required to define the exact geometry of the outer mold line (OML), layout
of the ribs and spars, stiffener design across the skins, spars, and ribs, and so on[106].
Additionally, for a high abstraction model, the material may be broadly defined using the
elastic modulus, density, Poisson’s ratio, and a stress limit. However, as the abstraction is
decreased, directional stress limits, fracture limits, and other allowables, knockdowns, etc.
may be needed to understand the behavior of the structure[107].
This is brought up to point out how, under different circumstances, trying to bring a
high fidelity model forward may put you in the position of needing information that is not
yet available, or requires answers to decisions that have not yet been made. Because of this,
variables are set to defaults, which can add uncertainty that contradicts the reason why the
model was brought forward in the first place. If the minimum required set of variables can
be enumerated, they could be treated as a surrogate for runtime prior to the evaluation of
the first case. However, this will not be used further in this work.
Analysis Cost
The required effort for using a certain model is dependent on a number of factors. Typically
what is thought of is the actual analysis time required by the numerical solver or solvers.
This is for good reason, since when runtime is viewed as an impediment, it is because the
user has to wait on the solver for an excessive amount of time before the result can be
viewed. However, analysis time is not the only factor.
148
Generation Cost
Often, the amount of time required to create or generate a model is also burdensome. It
is sometimes not viewed as such when it is a more interactive process, so the time is not
simply spent waiting. For many finite element structural or computational fluid dynamic
models, setting up the input file can take days or even weeks as a manual process. Espe-
cially for manual processes, the exact amount of development time required is difficult to
measure and even more difficult to estimate. This is another factor as to why the model
generation part of the required cost is overlooked.
Fortunately, when a process needs to be repeated or parameterized, my steps have been
made to improve the capability of process automation, as evidenced by the RADE archi-
tecture used to develop the aircraft model set. Not only does automation mean that the
setup process can be more reliable and faster, it can also be setup to run when a user is
not available, such as overnight. This is especially beneficial as, for example, even as an
automated process, mesh generation can be a lengthy process for some CFD models.
Post-Processing Cost
Another attribute that has to be considered is the post-processing required for a given
model. Depending on the complexity of the response and the capability of the software,
this can be simple or very difficult.
If the response of interest is something that the software provides automatically through
the API, post-processing is easily automated. However, there are times when the response
is easily assessed visually, but setting up an automated process to gather the same data
requires its own set of research. This is brought up to emphasize that post-processing time
can also be an important contributor to the cost element of model selection. Additionally,
many of the same issues of developing manual or automated processes also apply to post-
processing.
There are additional complications regarding the automation decisions made in devel-
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opment of models to be included in a model set as described in this work. Depending on
the complexity of the model and the availability of previous frameworks to build off of,
automation can be a difficult process, as mentioned above. If only a small number of cases
need to be run, it may not be worth it to automate the entire process. However, if a model
is to be selected for use in a multifidelity design process, automation would be preferred or
maybe even required. This adds to the difficulty of generating data for use in a decision-
making process, which reiterates why the processes in this work to estimate fidelity and
enable decision-making need to be streamlined and make efficient use of whatever data is
available.
5.7.2 Duration Processing
The different measures of required effort typically come as durations of time. Situation-
specific requirements such as available computational power and software licenses need to
be considered, but are not as widely applicable. Saving or estimating the time required to
generate, analyze, and process a model is not something that is always automatically done,
but should become second nature for model developers. It is important for troubleshooting,
providing an additional level of understanding of a model, but also in proving that the
model is worth continued development.
Gathering required durations for a model is fundamentally different than saving model
responses. To begin with, they are experimental data points, and there will always be some
level of noise. If the computer is being taxed by some unrelated process, then the time
returned can be drastically altered in a way that is not representative of the model, meaning
that outliers need to be removed before processing. The complications with gathering
reliable computational durations is lessened in certain cases. For example, when using
Nastran, the log file returns some information regarding the difference between wall time,
or the amount of time that passed on a clock, and CPU time, the amount of time spent purely
to process the solution. When available, the CPU time should be used, as the aleatory
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uncertainty caused by extraneous processes has less of an impact on this value.
Additionally, more can generally be said by one runtime value than by the response at
one design point. Additional runs can help to filter out the effect of noise and determine
if model runtime is dependent on the location in the design space, but even a single run
can provide a cost estimate for a model. This lessens the burden of data avilability, as the
model need only be at the level of development required to run a small number of times.
While the three sets of durations should all be recorded, they may not all be crucial
to the model selection process. It is not unlikely that all of the models in a set may be
generated or post-processed in a similar way, so their values would not show a large amount
of discrepancy. Conversely, but less likely, all of the models could take a similar amount
of time to analyze, but vary widely in another aspect. Also, generation and post-processing
time can often be much smaller contributors to the overall duration than analysis time.
There are always exceptions, which is why the durations should all be considered. When
one set of data has a negligible contribution in comparison to another, the sets of data that
do not provide helpful information for model selection can be ignored.
Checking for outliers can be done with varying degrees of sophistication, visually or
otherwise, but the important part is that the duration used for model selection should be
an accurate representation of the model effort instead of the idiosyncrasies of a particular
machine. In cases where the model is inexpensive enough, repetitions can be performed,
either a priori or after a cursory examination, to get a better time estimate.
5.7.3 Hypothesis
The main difference between the examination of required effort and the development of
an understanding of model fidelity is that the durations do not need to be compared to
experimental or validation data. They are only relative to themselves, so as long as similar
equipment was used and they were examined for outliers, the values directly represent
the computational efficiency. This leads to a more purely statistical analysis problem, and
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can be aided by kernel density estimation in a different way than before. This leads to
hypothesis 2.2.
Hypothesis 2.2 If the generation, analysis, and post-processing costs are known, or
the most significant subset of the three, then a score based on the cost per evaluation of
all included models and multi-model gains or losses enables a more informed decision-
making process.
5.7.4 Model Cost Estimation
Given a set of sample durations for each model, the median duration can be found as an
estimate of the cost. The median can be found directly from the data or as the median of
a kernel density estimate given the durations as sample values. Unlike with typical model
responses, the corresponding variable values that led to each sample can be ignored under
certain circumstances. The location within the design space may have an impact on the
required effort, which is why the variable ranges must be kept in mind, but this evaluation
is looking at the model as a whole, so all of the samples can be weighted equally to estimate
a distribution.
Outliers
As mentioned before, outliers must be considered since these values are experimentally
generated on machines that may be performing tasks other than the analysis being timed.
In this case, two simple outlier methods is used. The first assumes that the cost of a par-
ticular model should be somewhat normally distributed. The mean of the durations for a
particular model are found, and values that are outside of 3 standard deviations from the
mean are removed. The second outlier method depends on the interquartile range (IQR), or
the distance from the 25th to the 75th quantile. The interquartile range is multiplied by a
scaling factor, typically 1.5, and values below the 25th quantile −1.5× IQR or above the
75th quantile +1.5× IQR are removed. These two methods can be iterated until no more
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outliers are found.
A simple assessment of the effectiveness of this method can be shown by comparing the
median calculated directly from the data to the median calculated based on a kernel density
estimate of the data. When no outlier method is applied, the difference in median approxi-
mations can be up to 15%. When even the simple outlier detection method described above
is applied, this number drops down to ≈3%. This number could be brought down even
further if more model durations were included.
Cost
A process similar to fidelity assessment could be put forth as before to generate the proba-
bility that a model is the most costly or most efficiency based on distributions of the sample
times. However, these data sets are experimental values on a real-valued scale, specifically
time, so it would be more useful to say that one model is 40 seconds more costly than
another instead of 40% more likely to be the most costly. Using KDE to estimate the me-
dian of the costs makes the best use of the available data, but takes longer to evaluate than
simply finding the median of a set of numbers. Density estimates, however, are useful for
visual examination of cost data, especially for larger sets of data.
5.7.5 Cost Ratio Estimation
The estimate of a single cost number for each model provides insight into the model set
similarly to the model probabilities in fidelity estimation. However, as before, further in-
sight should be interpreted through analysis of combinations of models. For this, the work
of Toal referenced in Section 5.5 is brought up once again[105]. It was mentioned pre-
viously that some of the recommendations put forth related to the ratio of cheap versus
expensive evaluations used to develop a multifidelity regression.
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with Cc meaning the cost of a cheap evaluation and Ce being the cost of an expensive
evaluation. This assumes that the higher fidelity model is more expensive and the lower
fidelity model is cheaper. While this is a typical assumption, it is not necessarily true in all
cases.
While the cost ratios between any two models could be evaluated simply using the
median costs, a more thorough process can be undertaken without adding an unecessary
amount of effort by leveraging the process used in the comparative fidelity assessment for
aligning model sets. The cost ratio between two models should be evaluated at specific
design points, so if an estimate of cost is not available at a particular point in one of the two
models, a linear interpolation is used to generate a time for comparison. Cost ratios should
be with respect to the location in the variable space to account for cases when the model
cost depends on the region.
Iterating through all of the pairwise combinations of models, the cost ratios at each
design point are evaluated. This is done in both directions, Ci/Cj and Cj/Ci. Again, as
with model cost, the sets of ratios are examined for outliers, and the estimated cost ratios
between two models are taken as the medians of the remaining values. Also as before,
the median of a kernel density estimate could be used instead of the direct median of the
dataset when the data isn’t very well behaved, but it will take longer, and there are cases
where each is more effective at calculating two ratios that are the inverse of one another.
As mentioned above, this method of estimating cost ratio is used because it accounts
for the possibility that design point location may impact cost. Since it is not simply a ratio
of the cost estimates, there will be some uncertainty in the value found by multiplying a
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cost by a cost ratio, i.e.,
C1 × C1,2r = C1 × C2/C1 ≈ C2
In models where the times have more noise, there will be more error in the cost ratio
estimates. This is just something to keep in mind since reducing uncertainty in cost requires
repeated runs of the same model, where evaluating any number of design points for a
multifidelity model set is a difficult task. However, if a model is not automated to be able
to evaluate different cases, but it capable of easily repeating the same case, uncertainty
could be reduced for the cost and cost ratio estimates even if the model is deterministic.
If the model is stochastic, repeated iterations are recommended anyway, so the costs of all
runs should be recorded and used.
5.7.6 Multi-Model Combined Efficiency
The other metric used by Toal to represent rules of thumb for multi-model combinations is
fr, or the ratio of “expensive” evaluations that can be replaced by “cheap” evaluations[105].




where nme is the number of expensive evaluations in a multifidelity set, and nce is the
number of expensive evaluations if the expensive model were the only model.
Importantly, the number of “cheap” evaluations is not the same as the number of “ex-
pensive” evaluations that are being replaced. Instead it is the number of evaluations that can
be performed in the same amount of time. This can be found using Cr, e.g. if Cr = 1/5, 5
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Equation 5.9 is included to assure that more cheap evaluations are performed than ex-
pensive in a case where Cr is low enough that Equation 5.7 would recommend less cheap
evaluations than expensive. Equation 5.8 enforces the logical assumption that replacing too
many of the more expensive evaluations with cheap ones would degrade the accuracy of









since using 1.0 was not a conservative enough recommendation. This makes sense, as









saying that those two models make an efficient combination if at least half of the evaluations










or 87.5% of the evaluations would need to be replaced, which is above fr < 0.8 in equation
5.8. This more clearly states that this combination does not boost the overall efficiency.
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This can form the basis of estimating the efficiency of a multi-model ordered combina-
tion. To start with, the cost of evaluating cases from a set of models is additive. Therefore,






This is called the startup cost, as the user would intend to run at least one evaluation from
each of the selected models. Because of this, the cost should be based not just according
to the first model in the set, but the entire set. The efficiency of a model set is more
complicated than that and based on the order in which the models are selected, similarly
to the requirements for multifidelity model scoring. This is related to the relationship in
Equation 5.9.
The definition of the cost ratio Cr = Ccheap/Cexpensive implies that this ratio is assumed
to be a fraction in (0, 1]. This is further demonstrated in the efficiency ratio, since as shown
above, when Cr = 1, the ratio shows that the model combination is too inefficient to
be selected. Actually, any Cr > 16/19 ≈ 0.842 yields a minimum fr greater than 0.8.
Conversely, as Cr → ∞, the required fr will only ever approach 1.75, which would not
adequately penalize the efficiency of a poor multi-model selection.
As such, if a ratio similar to 1.75
1+1/Cr
is to be used to show the efficiency of a good
selection, when Cr is over a certain amount, the efficiency of the model set should be
penalized by 1+Cr
1.75
. Since Toal implies that models with Cr > 16/19 incur some efficiency
benefit, as described in the previous chapter, this should be the pivot point between the
efficiency reward and penalty functions. When Cr = 16/19, 1+Cr1.75 = 1.05, penalizing the
combination by 5%.
Therefore, the piecewise efficiency equation should be represented as shown in Equa-
157










10 2 10 1 100 101 102













Figure 5.25: Piecewise Efficiency Scoring Funcation Er
Based on this, an efficiency metric for an ordered model selection is the upfront cost,














One thing that must be noted is that since this is measure of efficiency, it improves as it
decreases, when the fidelity scoring metric improves as it increases. To evaluate a set of
models in terms of efficiency alone will provide a ranking, but efficiency alone is never
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the only metric. As such, the efficiency scoring metric will be evaluated further in the
following section and compared with the assessment of fidelity.
5.8 Enabling Multi-Attribute Model Decision-Making
When a decision is based on one attribute, criterion, or objective, there is one theoret-
ically optimal point that is better than any other. However, most engineering decisions
are not based only on one dimension. In such cases, there is a set of points, called a
Pareto front, that, instead of being optimal, are non-dominated. Such points are called
non-dominated “in that no other set member exceeds a given design’s performance in all
goals[108, p. 179].” When the axes are model responses with respect to continuous design
or uncertainty variables, there are many challenges to finding the Pareto front, as there are
an infinite number of options. However, the number of single and multi-model ordered
combinations is a discrete list, which may be large, as discussed in a previous section, but
finite.
While a set of models can be evaluated in terms of fidelity and efficiency individually,
the real contribution comes in the combined assessment of both attributes. The selection of
a model will be dependent on an acceptable level of fidelity. It may seem counterintuitive,
but going to the highest fidelity possible is not typically the best option. A higher fidelity
seems preferable because it is difficult to define the minimal acceptable fidelity, so higher
fidelity seems the more conservative approach to guarantee meeting the minimum require-
ment. However, higher fidelity than necessary leads to increased dimensionality which
can actually increase uncertainty, as well as appreciably exacerbating the developmental
requirements and evaluation cost.
In fact, minimum acceptable fidelity is a term highly coupled with accreditation, and,
as such, is a subjective assessment. Defining appropriate resolution, abstraction, and scope
depends on the significant contributors to a model’s accuracy, which is where the experien-
tial knowledge of experts comes into play. However, this experiential knowledge typically
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is typically developed under particular circumstances at a certain point in the design pro-
cess. This can sometimes cause a subject matter expert to completely discredit a model that
does not account for a detail or phenomenon that has proven important to them in the past,
regardless of the purpose of the current model being selected.
Therefore, this scoring system for fidelity and efficiency aims to help visualize the
relative capabilities and limitations of the current model set, so that some of the subjectivity
in the discussion of model selection can be removed. This is one of the general goals of
data visualization, but providing a quantitative justification for discussions pertaining to
fidelity is especially important in the early stages of a project.
5.8.1 Model Set 1: Notional Model Set
Single-Model, Multi-Attribute
Looking back at the set of four notional models, the fidelity and efficiency scoring metrics
can be tested for a variety of conditions. The three sets of notional costs are shown in
Figures 5.26a, 5.26b, and 5.26c. The costs in Figure 5.26a follow an even linear spacing
from 1 second to 100 seconds. In this case, some of the models are much cheaper than
others, but the adjacent model is not an order of magnitude improvement in cost.
The second set in Figure 5.26b are evenly distributed on a log scale (1, 4.64, 21.5, and
100). This is a more ideal circumstance, such that the models other than the highest fidelity
are much more efficient. Presumably, if the option most likely to be the highest fidelity is
too costly, any multifidelity combination would significantly outperform the single model
option, as will be shown in the following section.
The third option in Figure 5.26c, while it may be difficult to tell, follows a linear pro-
gression as well, only from 100 to 101 seconds. In other words, the times are very similar.
When the costs are very similar, it would logically be assumed that efficiency has much less
to do with the decision-making process than fidelity, as multi-model combinations do not
lead to a more efficient collection of evaluators. In such cases, the only reason for selecting
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multiple models is for robustness, when applicable.
It is worth noting that in each of these cases, the cost is assumed to increase, even if
very slightly, from the lowest fidelity model to the highest. This is, as mentioned before,
often the case, but not generally true. However, it is valid to use here, as a lower fidelity,
higher cost model would simply be dominated by another option.






















































Figure 5.26: Notional Model Cost Scenarios
Using the probabilities of highest fidelity shown in Figure 5.5a and a linear progression
of model costs, the Pareto front for the individual models are shown in Figure 5.27. As
described in Section 5.6, the score for the single model most likely to be the highest fidelity
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Figure 5.27: Notional Single Model Pareto Front: All Increasing Fidelity Attributes, Linear
Cost Progression
is 1.0, and all fidelity scores are in (0, 1]. Also note that the fidelity score should be maxi-
mized, while the cost/efficiency score is minimized, so the shaded region to the lower right
represents the region of dominated solutions.
If a cost of 100 per evaluation is too expensive for a certain scenario, cost requirements
can be placed directly on this graph as a bound on the x-axis to show which option or
options represent the current best selection. Given the fidelity scores when resolution,
abstraction, and scope are all increasing, the fidelity score for models 1 and 2 are very
low, which could lead to a fidelity bound on the y-axis representing a minimum fidelity
requirement. As discussed before, however, this is a more subjective requirement, but
could be justified in this case since the fidelity scores of those two models are nearly zero.
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Multifidelity, Multi-Attribute
If, for example, model 4 is deemed too costly, then multifidelity collections can also be
considered using the scoring methods developed in this chapter. There are many ways
to find a non-dominated set of points. As discussed previously, the problem is simplified
somewhat since there is a finite number of options. Specifically, when there are 4 models,
there are only 60 multifidelity options.
To find the non-dominated set from all of the possible options, the non dominated front 2d
method from the PyGMO Python package is used. PyGMO and the associated PAGMO
package in C++ is an open source “scientific library for massively parallel optimization[109].”
For more than two attributes, a different method must be selected, but this function is cho-
sen when applicable as its complexity is O(N logN), making it more efficient than more
general options. For more information, see the work of Jensen[110].
If only the Pareto optimal, or non-dominated, permutations are saved, then the memory
requirement issue in single-attribute scoring is alleviated. Of the 60 options, only 6 are
non-dominated. As the model size increases, presumably, the number of Pareto optimal
configurations will not increase as rapidly as the number of possible options. This will be
proven out using the other model sets.
As discussed before, when there are 10 or more models, the number of permutations is
above one million. If, for example, the non-dominated algorithm is run after every million
permutations, then the memory requirement will no longer be constraining, and it will be
a matter of evaluation time. Additionally, since, as discussed in earlier sections, larger
permutations are generally less desirable, a stopping criterion could be put into place to
limit the evaluation time as well. An example of this would be to stop evaluating new
options once the number of non-dominated solutions falls below one for every million
scored.
Even for a set of 100 models, the number of 1, 2, and 3 model permutations is 980,200,
so they would all be examined. There would, however, be over 94 million 4-model permu-
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tations. This means that the stopping criterion in the previous paragraph would likely come
into play before reaching combinations of 5 models. This would, however, be preferable
to waiting for all 2.537e+ 158 multifidelity permutations to be scored, as the development
and implementation of anywhere near 100 models is always going to be excessive.
























































































Figure 5.28: Single and Multi-Model Pareto Fronts: Realistic Fidelity Attributes
Changing from the “All-Increasing” fidelity assessment to the “Realistic” option shown
in Figure 5.5d, the lowest single-model fidelity score increases to 0.42, with the highest
single-model fidelity score still at 1.0. The non-dominated multi-model options are shown
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in Figures 5.28a, 5.28b, and 5.28c.
For the linear progression of cost in Figure 5.28a, as expected, the models that are the
second and even third highest in terms of fidelity are too close from a cost standpoint to
provide enough of an improvement in efficiency to dominate the single models. Only the
permutations that include the cheapest model are favorable to a single model option. On
the one hand, model 1 is the least likely model to be the highest fidelity, though on the other
hand a fidelity score above 0.4 may be acceptable. As the fidelity and cost both increase
from model 1 to model 4, the scores also favor the ordered collections that move from
model 4 downwards, since this is the “correct” direction on both axes.
Alternatively, in Figure 5.28b, when the costs follow a geometric progression, meaning
model 4 is over 4.5 times more costly than even the adjacent model, the multifidelity Pareto
front lies entirely in the single-model non-dominated region. When model 4 by itself is too
costly per evaluation at 100 seconds, using models 4 and 3 reduces the estimated cost below
40 without much of a drop in fidelity. Additionally, the combination of 4, 3, and 2 reduces
the cost metric well below 20 while the fidelity score is only down to ≈ 0.7. Model 3 by
itself is still worth consideration, but this is the optimal type of situation where multifidelity
methods could be applied, assuming model 4 is too costly.
The exact opposite could be said about Figure 5.28c: the case where all of the mod-
els are similar in cost. The combination of any two models will approximately double
the standup cost, without giving any efficiency reward in the process. Additionally, only
two-model combinations show up as non-dominating, as the affect of standup cost greatly
overshadows the other effects.
However, it should be kept in mind that cost is always relative. If double of even triple
the standup cost is still well within the compuational budget, then multiple models could




The evaluated cases reiterate that the fidelity and cost scoring methods meet the necessary
requirements, as a single-model Pareto front can be generated and compared to multifidelity
options. Multi-model combinations that are selected in decreasing fidelity and cost score
more highly, and, given enough of an efficiency benefit, dominate the single-model com-
bination. Multifidelity scores represent a combination of the fidelity score of the included
models, taking into account whether the models were selected in the best order possible.
When the costs are similar, the initial cost dominates, meaning that multiple models repre-
sent a poor selection from a cost standpoint.
5.8.2 Model Set 2: I-Beam FEM
However, these models, their fidelities and associated costs are still notional. To further
test out the scoring methods and Pareto front generation, model set 2, the I-beam finite
element models, are evaluated and compared. Specifically using the adjusted probability of
highest fidelity using the linear buckling results, as shown in Figure 5.19, the fidelity and
cost scores are calculated.
The distribution and median costs for the down-selected set of 8 finite element model
options is shown in Figure 5.29. Notice that while there is some variation, all of the costs
are between 1.5 and 2.5 seconds, meaning that not only are they efficient, they are also
similar in cost.
The Pareto fronts for single models and multifidelity combinations are shown in Figure
5.30. As discussed above, when a model does not fall in the same order for fidelity and
efficiency, it falls into the dominated region of the single model Pareto front, as evidenced
by models 2, 3, 4, 5, and 6. Models 1, 7, and 8, however, form the fidelity/efficiency
single-model Pareto front.
The multifidelity options in this case are also more interesting than the notional case.
Model 6 has a high enough fidelity and cost such that the multifidelity scores are favorable.
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(a) Distributions with outliers removed

















Figure 5.29: Costs For Down-Selected Set of 8 I-Beam Finite Element Models



























Figure 5.30: Single Model and Multifidelity Pareto Fronts for 8 I-Beam FEM Set
Specifically of note, the set of models 6 and 7 are on the multi-model Pareto front. This is
due to the fact that the fidelity for 6 and 7 is similar, with 7 being higher, but since model
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6 is noticeably more expensive than 7, the non-dominated combination is the one moving
from model 6 to 7. The efficiency boost outweighs the difference in fidelity ordering.
Additionally, model 6 comes up again the combination of 6 and 1, since 6 is signifi-
cantly higher in terms of fidelity, and sufficiently higher in terms of cost to present itself
as a good combination. The other non-dominated multifidelity collections, 8-7 and 8-1,
follow the expected pattern of combining models from the single-model Pareto front. It
is worth noting that due to the fact that all of these models take less than 5 seconds to
run, the difference in estimated cost between them could largely be due to noise, so the
expected efficiency benefit from combining two models may not be fully realized under
further repeated evaluation.
Since the models are similar in cost, the multifidelity Pareto front falls within the overall
dominated region. However, since the models are efficient, the estimated csts are still small
enough that multiple models could be carried forward if the cost per evaluation requirement
allows. By continuing to develop multiple models, the user would be hedging their bets
against currently unrepresented behavior. In terms of fidelity, the score for model 1 might
be lower than deemed an unecessary risk, and left out of future development.
5.9 Conclusions
In this chapter, the primary methods of this thesis are developed. The fidelity framework
developed in Chapter 4 is used to clarify the questions asked of experts with respect to
model fidelity. The fundamental characteristics of resolution, abstraction, and scope are
used for qualitative assessment as they are easier to understand and less subjective as op-
posed to the single metric of fidelity. Descriptive fidelity assessments are to be performed
in terms of orders instead of explicitly-defined values, as the exact ratios between models
are difficult for experts to define in a justifiable way.
From there, the scores generated using the qualitative orders provided by experts with
respect to the three aspects are combined using KDE to generate a probability distribution
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estimate for the relative level of confidence in the fidelity of each model in the set. Com-
parison of these distributions can be used to calculate the probability that a given model is
the highest fidelity available. The probability of coming in second through last can also be
found, which helps to provide fidelity insight.
To this point in the methods, the understanding of the model set is entirely data-independent,
meaning that insights can be visualized regarding modeling options without having to wait
for lengthy development cycles. If, however, model data is available, methods are devel-
oped to make use of that data through comparative data analysis. The correlations and
errors between the comparable data sets are used to show how much the models agree with
each other. Given that models of different resolution, abstraction, and scope are estimat-
ing the same response, agreement between these approaches is treated as an indicator of
higher fidelity. While it was asserted that experts should not be required to define the spe-
cific ratios between models, model data can be used to adjust the relative magnitudes in a
meaningful and traceable manner.
The relative cost of different models requires evaluation of the models, but not to the
same extent as for response prediction. Each evaluation provides a new experimental value
that can be used to estimate cost. While the cost could vary somewhat depending on the
location of the design point, for a reliable model within valid ranges, variation should not
be significant and cannot be generally assumed to occur. Therefore an estimate of cost can
be made based on even a single value for model generation, analysis, or post-processing
time.
Based on the probability of a model being the highest fidelity in the set, and estimate of
cost, and the estimate of relative cost ratios between models, fidelity and efficiency scores
can be generated using the methods developed herein. From this, the non-dominated set
of single and multiple models can be found. Minimum fidelity requirements, however
subjective, could be applied to the Pareto front if they exist, as well as requirements for
cost per evaluation, to determine the most appropriate model or models for the current
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point in the design process.
A notional set of four models was useful for testing out how fidelity probabilities and
scores are generated with respect to a descriptive assesment of fidelity. The notional set
also allowed for exploration of how the single a multiple model Pareto fronts compare for
different relative model costs. However, the comparative data analysis techniques could
not be tested using this set as there are no actual models to generate predictions, and the
generated costs are purely notional.
To generate a set of model data based on realistic models, a set of I-beam finite elements
were developed and tested for three different problem definitions to provide varying set of
data. Model set 2 allowed for a trial of defining the order of models in terms of resolution,
abstraction, and scope, and how the descriptive probability of highest fidelity could be
generated. Following that, the comparative data analysis methods were tested using the
linear static, linear buckling, and normal modes responses.
The linear static responses showed high levels of agreement, showing how models that
provide duplicate responses can be filtered out of the set to simplify model selection. The
linear buckling responses showed some agreement, but also distinctly different trends. The
correlation and error metrics used to assessment model agreement also showed the capabil-
ity of the methods to point out models that either need troubleshooting or do not adequately
capture the appropriate phenomenon for the defined problem. Specifically, models that per-
formed well for the linear static problem needed changes to the boundary conditions to be
usable for linear buckling. Since these were left out, the responses did not agree with the
other models, showing not only that the developed method was capable of finding these
issues, but illustrating the danger of saying “we’re going to use this model becuase we
already have it” without thoroughly investigating applicability to a new application. The
normal modes results mostly agree with one another, except for one model. However, un-
like with the linear buckling response, the difference appears to be do to the representation
of the phenomenology of the problem.
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The fidelity and efficiency scoring methods are also tested for the I-beam FEM set,
showing that since they are all very efficient, the model decision-making process depends
more on fidelity than cost. In addition to the uniformly low cost, model set 2 represents a
simple, fixed scope set of highly reliable models. As such, it would be beneficial to fur-
ther test these methods for more complex models, with varying costs and scopes. While
it has been shown that leaving out scope, even when it is the same for all models, repre-
sents a potentially significant difference in fidelity assessment, a multi-scope model set is
preferable for providing further justification for the inclusion of scope in the fidelity frame-
work. Therefore, the next chapter uses the methods developed in this chapter, applied as a
framework for enabling informed model decision-making, to the more realistic trade study
of how the estimated structural wing weight of an aircraft varies as the wing aspect ratio
deviates from the baseline.
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CHAPTER 6
AIRCRAFT WING WEIGHT USE CASE
6.1 Introduction
In order to show how the fidelity framework developed in Chapter 4 and the methods devel-
oped in Chapter 5 can be applied to a realistic model selection problem, an aircraft-related
trade study is selected. The steps that must be undertaken to enable informed decision-
making in terms of fidelity and efficiency are described in this chapter for this use case.
The steps that must be followed are similar to that of any generic decision-making
process. Specifically, they are similar to that of the generic Integrated Product/Process
Development methodology developed at Georgia Tech [111]:
1. Establish the Need
2. Define the Problem
3. Establish Value
4. Generate Feasible Alternatives
5. Evaluate Alternative
6. Make Decision
For the problem of decision-making from a set of multifidelity options, the steps are rede-
fined as:
1. Problem Set Definition
2. Model Set Development
3. Descriptive Fidelity Assessment
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4. Adjusted Assessment Given Model Data
(a) Using Model Data to Identify Deficiencies
5. Fidelity and Cost Scoring for Multi-Attribute Decision-Making
6. Iterating as Data is Generated and Requirements Change
This framework is to be enumerated and used to test out the methods of the work in this
chapter, starting with the first step, problem set definition.
6.2 Step 1: Problem Set Definition
Problem set definition, akin to establishing the need and defining the problem, is an im-
portant step that must occur before the methods of this work can be applied. The problem
is one that needs a model to solve it: designing a system, evaluating improvements, per-
forming a trade study, or other specific analysis or optimization tasks. For the linear static
deflection of an I-beam, this could have been finding the appropriate length of a beam that
would deflect less than available clearance. The linear buckling problem could involve a
need to determine the minimum acceptable length that would withstand a pre-determined
load. Normal modes analysis can be used to help find a structure that will not be affected
by the ambient frequencies.
The aircraft use case to be explored in this chapter entails wing primary structural
weight estimation for deviation from a baseline aspect ratio of an aircraft outer mold line
(OML), which will be defined in more detail below. The estimation of aircraft wing mass
is a common aerospace problem. Some of the complications of this process were described
earlier in Section 4.6 while defining the fidelity framework. Aircraft structural design is
to be used here to represent a more realistic problem for development of a multifidelity
model set. The models included herein are not intended to represent a comprehensive list
of all possible manners for estimating wing weight. Instead, it is simply a subset of varying
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fidelities developed based on the authors experience and an understanding of some of the
common preliminary methods used in the industry and in published literature[4, 5].
This defines the point in the design process for which the decision-making process
will be occurring. The Manufacturing Influenced Design methods referenced attempt to
bring models forward to allow for understanding of process-based manufacturing inputs
and parameters in preliminary design. This means that many of the initial design decisions
have been made about a vehicle: configuration, payload type and quantity, etc. However,
since aspect ratio is still a fairly high-level parameter to be varying, this presents challenges
in terms of resolution, abstraction, scope, and efficiency.
6.2.1 Vehicle: NASA Common Resarch Model
The design space selected for this use case is a modification of an existing vehicle defi-
nition. Using an existing vehicle description provides information such as an outer mold
line, meaning many of the design decisions have already been defined in the conceptual
design phase. Specifically, the aircraft used as the baseline here is referred to as the NASA
Common Research Model, or CRM[112]. The common research model was developed by
NASA as a platform for publishable research. The geometry is representative of a modern
transport aircraft similar in scale to a Boeing 777. A general description of the aircraft can
be found in Table 6.1 and a three-view is shown in Figure 6.1.
Most of the initial work regarded gathering aerodynamic data through scale wind-tunnel
tests and computational methods and making the results publicly available. However, quite
a bit of work has been done and published in disciplines other than aerodynamics, as this
platform makes it easier to find a wide array of non-proprietary information about a re-
alistic baseline aircraft. As an example of the aerostructural work that has been done is
that of Kenway, Martins, and Kennedy[113]. They added representative internal structure
and used optimization techniques to derive the undeformed shape of the lifting structures
since the geometry used for wind tunnel testing is based on the deformed, in-flight shape.
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Table 6.1: Common Research Model General Wind-Tunnel Model Description
Parameter Baseline Value (Imperial) Value (Metric)
Mach Number 0.85 -
CL 0.5 -
Reynold’s Number (Re) 40e6 -
Aspect Ratio (AR) ≈ 9.0 -
Taper 0.275 -
Side-of-body 10% of span -
Yehudi break 37% of span -
Washout 8◦ -
Leading Edge (LE) Sweep 35◦ -
Planform area (S) 3.01 feet2 2796.38 cm2
Span (b) 62.46 inch 158.648 cm
An extensive list of publications based on the CRM can be found on the NASA CRM
website[112].
Outer Mold Line Definition
The OML of the vehicle is defined and stored in an OpenVSP model. OpenVSP, which
stands for Vehicle Sketch Pad, sometimes just called VSP, is an open source software pack-
age for the parametric definition of aircraft[114]. As the name implies, vehicle sketchpad
allows for a vehicle concept to be quickly drafted up, and then the geometry can be ex-
ported for use in analysis. The API of OpenVSP is used to adjust the aspect ratio according
to a given design point which is then exported to define the external geometry of the various
models.
6.2.2 Trade Study Variable: Wing Aspect Ratio
The parameter being modified for this case study is the aspect ratio of the wing. Aspect
ratio is a term used in a number of contexts, but in an aircraft wing, it refers to the ratio
of the span to some measure of the wing area. If the wing is rectangular, then it is simply
the ratio of span and chord, otherwise it is the ratio of span squared to the projected area.
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Figure 6.1: Top, Front, and Side View of CRM Geometry
More information about aspect ratio can be found in Raymer’s aircraft design text, among
others[106].
Wing aspect ratio was selected as the variable of interest because it impacts a number
of aircraft design variables. High aspect ratio wings are more aerodynamically efficient,
but there are a number of drawbacks. One of the main drawbacks for a commercial aircraft
is that above a certain span, the aircraft will not fit in a standard airport terminal. In those
cases, some sort of folding wing design must be used to allow for ground equipment clear-
ance, and the hinges of such a design tend to drive up the wing weight. However, these
types of considerations will be ignored here for simplicity.
A trade in the aspect ratio is of interest here since while aerodynamically, a higher
aspect ratio is more efficiency, but structurally, the opposite is true. A short, stout, wing
would be much easier to design in a way that will be light yet relatively rigid. As the aspect
ratio increases, knowing that mass reduction is critical, the long, thin-walled, stiffened
structure will be much more flexible from root to tip. Excessive flexibility in the structure
can make the vehicle difficult to operate near the ground, or simply be a detriment to the
176
aerodynamic capabilities of the designed outer mold line.
An example of where this comes up in the comparison between two extremes of aircraft
configuration: gliders and fighter aircraft. Gliders are designed to be as aerodynamically
efficienct as possible, since they do not have engines to help move air over the lifting sur-
faces. Additionally, because they are not powered, they are going to be moving at compara-
bly low speeds. High aspect ratio wings, from both aerodynamic and structural standpoints,
limit the maximum recommended velocity of the aircraft. Interference with shocks and a
dramatic increase in drag could cause very high aspect ratio wings to be very difficult to
design for transonic and supersonic travel. This is one of the main reasons fighter aircraft
have low aspect ratio wings. They perform better at higher speeds, and are more rigid to
resist the high speeds and intense maneuvering required of a fighter aircraft.
The detriment due to the flexibility of high aspect ratio wings comes primarily from
what is called the aeroelastic effect. As the name implies, it is the interaction between
aerodynamics and the elasticity of the structure. If the wing is long and thin, there will
be a great deal of deflection under load. As the wing deflects, it diverges from the ideal
aerodynamic shape. This becomes a problem in analysis phases because as the structure is
designed to a set of loads, the deflection of the structure changes the loads, and the process
must iterate. Correspondingly, for a low aspect ratio wing that with less displacement, the
aeroelastic updating will be less important, and vice versa as the aspect ratio increases.
Therefore, the aspect ratio is an important consideration in model selection. More infor-
mation regarding aeroelasticity in finite element modeling can be found in Finite Element
Multidisciplinary Analysis by Gupta and Meek[79].
Importantly, the aspect ratio does not represent a simple, single change in the internal
structural layout. While the span and chords are being modified, it is important to keep the
taper, sweep, washout, airfoil shapes, etc. constant, which is why they are defined relative
to percentages of span or chord. The two spars will remain at 20% and 63% of the chord,
which are typical locations to provide stability while leaving room for the forward and aft
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control surface mechanisms.
The ribs, however, are held at a fixed spacing of 30 inches (≈ 76.2 cm) apart and yawed
outward 30◦. This requires an algorithm to place new ribs as the span increases. One of the
main considerations is that a new rib should not be added if the new rib would be very close
to the tip rib. Another rib should only be added once there is enough space that it will be
beneficial instead of just adding weight. Wing ribs are used to maintain the aerodynamic
shape of the wing surfaces, but also to reduce the skin panel buckling length. Placing a rib
reduces the un-supported span of the thin skin panel, making it easier for the skin stiffeners
to resist buckling. Since new ribs must be added discretely, it leads to an interesting side-
effect; while the aspect ratio is a continuous variable, the discrete addition of ribs can add
a stepwise characteristic to certain responses. The significance of that effect is dependent
on the relative proportion of the weight accounted for by the ribs.
Design of Experiments
Similarly to the I-beam model set, since there is one variable, a design of experiments
does not require much sophistication to cover to the design space. However, for generality,
standard methods are used to generate a DoE. A single-variable design of experiments was
generated once again using a three-level full factorial for the upper, lower, and middle
values. Then a 50-point Latin Hypercube design was again used, leading a 53-point design
to be applied to each model selection. The baseline (aspect ratio=9), minimum (aspect
ratio=7), and maximum (aspect ratio=15) aspect ratio wings are shown in Figure 6.2.
Structural Characteristics
Materials constitute a difficult problem in model definition and selection. The individual
properties form a continuous scale, but a different material is technically a discrete choice.
The material properties are defined based on some understanding of the typical distribu-





Figure 6.2: Baseline, Minimum, and Maximum CRM Aspect Ratio
structures of the models used in this set are made of an aerospace grade aluminum material
properties, similar to 6061-T6, as described in Table 6.2.
Table 6.2: Aluminum Properties[115]
Property Value (Imperial) Metric
Density (ρ) 0.0975 lb/in3 2.69879 g/cm3
Modulus of Elasticity (E) 10.3e+6 psi 71.016 GPa
Poisson’s ratio (ν) 0.33 -
Stress limit in tension (Stension) 47e+3 psi 324.054 MPa
Scompression 43e+3 psi 296.475 MPa
Sshear 30e+3 psi 206.843 MPa
Additionally, and very important in structural modeling, the discrete change between
a 6000 series aluminum and a 7000 series aluminum is not the same as the difference
between a metallic and a composite. Structural optimization is based on constraints defined
by the failure modes of the selected materials. Modeling becomes much more difficult
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when moving from metals to composites. Metals are generally isotropic and homogeneous,
meaning that there is uniformity and a lack of directionality to the material properties.
The thickness of a piece of metal is essentially a continuous variable that only affects the
properties in edge cases that can be handled with bounds.
However, composite laminates are made of discrete layers of material, with a certain
thickness, that have directional material properties. This means that the thickness of the
panel is now a discrete variable, based on ply thickness, and that at any point in a panel,
the propreties are dependent on the number of plies, and the direction and order with which
they are stacked. Additionally, thickness transitions require discrete “ply drops,” holes for
fasteners disrupt the properties differently than with metals, among other issues. In addition
to the difficult of describing a composite structure, the failure modes or design constraints
of isotropic materials are mostly based on stress, where those of composites are primarily
based on strain.
These complications are mentioned to emphasize the point that material selection must
be treated with care in model selection. Materials with fundamentally different design pro-
cesses and failure modes, such as the difference between isotropic metals and anisotropic
composites, essentially require separate model selection processes, which increases the
work that is required.
Other structural parameters remain fixed for all models, some of which are described in
Table 6.3. The engine location remains fixed under the wing. The fuel system is designed
in three sections. The first section is in the center wing. The second section goes from
side-of-body to 30% of the span. The third section goes from 30% of the span to 80% of
the span. The fuel is assumed to remain full for all flight conditions. This is not the most
realistic condition, but is conservative and simplifies the analysis.
Storing the fuel in the wing is convenient, since it is otherwise relatively unused volume,
but it provides additional benefits. The mass of the fuel and the wing-mounted engine
provide additional inertial relief for the wing. In other words, as the aerodynamic forces
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lift the wing, the masses are pulling the mass of the wing itself, the contained fuel, and
the attached engine in the opposite direction. This acts to counter the deflection caused
by the lifting force, which means that the wing does not have to be as stiff. Leaving the
fuel or engine out of the scope of the model would, consequently, change the results in an
unrealistic way. As such, they are included for all models used herein.
Table 6.3: Fixed Vehicle Characteristics
Property Value (Imperial) Metric
Cruise Altitude 37, 000 feet 11, 277.6 meters
Cruise Mach Number 0.85 -
Maneuver Altitude 0.0 feet 0.0 meters
Takeoff Gross Weight 650, 000 lb ≈ 300, 000 kg
Engine Mass 13, 000 lb ≈ 5, 900 kg
Sizing Flight Conditions +2.5G, −1.0G -
6.2.3 Trade Study Response: Primary Wing Structural Weight
Primary Response: Sized Primary Wing Weight
As mentioned above, the primary response of interest is the estimated wing weight. Specif-
ically, this is the predicted mass of the primary load bearing structures, defined as follows:
• Two spars
• Ribs
• Upper and lower skins between the spars
The fuselage of the vehicle is not represented in these models, which represents a scop-
ing issue. The wing is connected to the center wingbox, which is where the boundary
conditions are applied. In reality, this structure passes through and is attached to the fuse-
lage, which would modify its stiffness. However, as the pass-through structure is intended
to carry most of the load anyway, it is more conservative to ignore the structure of the
fuselage.
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Secondary Response: Cruise Wingtip Deflection
An additional response is tracked for each case for verification purposes. The cruise wingtip
deflection is saved for each design point as it is a representative characteristic of the flexi-
bility of the wing. Cruise tip deflection can be used to provide a quick verification that the
material properties and loads are defined correctly such that the deflection isn’t excessively
large or small.
This can be a problem, especially when using an English unit system. A commonly
used English unit system used in finite element modeling represents force as pounds-force,
but also mass as pounds-force, such that density is pounds-force per cubic inch. In such
a case, a Nastran parameter called WTMASS must be defined as 0.00259, or one over the
gravitational acceleration, 386.09 inches per second squared[116]. If this parameter is
missed, then the inertial forces will be off by a factor of 386.09, and the resulting cruise
wingtip deflection returned by the finite element solver may be noticeably larger than the
span of the wing, which is very unrealistic.
6.3 Step 2: Model Set Development
When a problem is presented that could be assisted by model data, a certain amount of
expertise is needed to understand which models will suffice. This part of the process must
always be somewhat manual, to determine which set of mathematical representations will
not only provide the desired response, but account for the important characteristics of the
problem. Over time, with data, it becomes more obvious just how sufficiently a problem
aids in a particular problem, but initially, it requires a combination of expertise and research
to determine which models have been developed or can be developed. Additionally, there
are case specific issues, such as software licensing, that apply requirements to the model
decision-making process that cannot be generalized. This framework seeks to understand
those that can be generalized: the description of fidelity, analysis of available model data,
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and understanding of model costs.
As models are being put forth for consideration, they may be at different phases in
the development process. The best case scenario is models that are already developed and
have been previously applied to the same problem, meaning they have been accredited,
and should be verified and validated. Only the other end of the scale, a model could just
be a concept, based on knowledge of modeling tools and mathematical representations.
This means that the model’s validation is purely based on expert opinion, and a full de-
velopment cycle is required for implementation. In this case, the descriptive assessment
of fidelity could be used to justify further consideration, and, as data becomes available,
can be checked through comparison. Ideally, models that are to be considered have been
through at least some amount of verification. This means there is the possibility that a lim-
ited data set could be generated, even if some of the process is still manual. This level of
model development could allow for comparative data assessment to justify further devel-
opment, act as a surrogate for initial validation, or to point out flaws that still exist in the
model.
Aircraft structural analysis and design is a very active area of research. Estimating
the mass and stiffness of aircraft wings is essential to designing an aircraft since these
structures generate most of the lift, meaning they must maintain a very well thought-out
shape, and carry a great deal of load in the process. Additionally, wings carry most of the
fuel, and often the engines. A great deal of forces must be balanced, while striving for the
lowest possible weight.
Models to estimate the wing weight of a design vary from regressions of historical
data, structural models where the wing is represented as a beam, simple shell models, all
the way up to detailed CAD representations of every flange, cutout, and bolt hole to find the
exact mass and aid with manufacturing. The level of model used here in a fidelity-forward
preliminary finite element design model. Shell elements are used so that the skins, ribs,
and spars are represented, without locking the design into too many specifics. The design
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of stiffeners, cutout, fasteners, and other more detailed features may be represented by the
shell stiffness, but are not explicitly defined in the mesh.
6.3.1 Enabler: Rapid Airframe Design Environment (RADE)
The toolset used in this work to generate structural models based on a given OML is called
the Rapid Airframe Design Environment, or RADE[117]. RADE has been developed over
the past several years at the Georgia Institute of Technology Aerospace Systems Design
Laboratory for the purpose of enabling preliminary-level analysis of parametric airframes.
One of the basic requirements is that it be built on open source tools instead of requiring a
finite element preprocessor, such as Patran, to be purchased. Because of this, most of the
code is written in the Python language and leverages relevant available Python packages
when possible. The initial description of the vehicle is often provided from OpenVSP, but
since it is exported in a common CAD file format, it is not required to be from OpenVSP.
However, VSP improves the efficiency of the process since the geometry it exports already
has associated aircraft-specific metadata, e.g. the software already knows that a panel is a
wing upper skin as opposed to just a surface.
RADE provides the ability to process the OML geometry, add internal structure, and
generate a shell mesh for the intended analysis or optimization. While the toolset itself
is developed with the open source concept in mind, the finite element solver is still MSC
Nastran. This was selected because it is the industry standard, and allows RADE to leverage
the aforementioned Nastran utility package developed by the author for the conversion of
FEM data to Nastran-specific entities.
The parametric nature of mesh generation, flexibility in solution settings, and automa-
tion provided by RADE offer the ability to generate a variety of models quickly, instead of
relying on a manual process in a graphical finite element preprocessor that can take days to
generate a single model.
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6.3.2 Introduction to Model Development Options
In addition to the reasonings described earlier, the optimization of aircraft wing primary
structures is selected as a practical application since multiple fidelities of models are often
generated for this analysis dependending on which aspects are considered most impor-
tant. While an accurate understanding of the mass of the vehicle is crucial for performance
estimation, many projects have succeeded or failed based the estimation of manufactur-
ing costs. Modern materials and manufacturing processes make cost estimation based on
historical data very difficult, but a more detailed cost based on the individual processes
requires a great deal more data, specifically, a higher resolution description of the sized
structure.
The methods for adressing this problem are sometimes referred to as Manufacturing
Influenced Design, or MInD, some examples of which can be found in [4], [5], and [118].
The methods for efficiently sizing a structure in the appropriate way for process-based man-
ufacturing analysis is part of what led to the initial codebase of RADE, and were developed,
in part, by the author. One of the primary enablers for generating this level of structural
detail is the HyperSizer software package[119].
HyperSizer
HyperSizer is a software package, similarly to Nastran, initially developed at NASA and
then privatized by the Collier Research Corporation. Among its features, HyperSizer works
as a post-processor and optimizer in conjunction with an external finite element model.
One of its main strengths comes in the estimation of stiffness properties for a thin-walled,
stiffened, structures as in an aircraft wing.
The method HyperSizer uses to generate structural properties while remaining flexible
is referred to as the smeared stiffness approach. Representing panel stiffeners explicitly
as mesh entities locks the model into a certain configuration. The way HyperSizer uses
to work around this restriction is by designing the stiffener geometry using data from the
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finite element model along with analytical equations, then calculating a representative stiff-
ness for the finite element panel based on the stiffener configuration. These properties are
applied simply to a section of shell elements, giving it realistic properties without the need
for mesh adjustments.
This process was proven out by Collier research and shown in the following figure ref-
erenced from the HyperSizer documentation. The four mesh configurations were used to
represent a rectangular wingbox-like structure designed under a simple loading. Represent-
ing all of the stiffener panels as shell is understood as the highest fidelity, but least flexible,
representation, and is treated as a baseline for the comparison of calculated deflections and
static design margins. The details are shown in table 6.4.
Figure 6.3: Examination of Smeared Stiffener Approach[120]
This points out an interesting example of the complex interplay between resolution and
abstraction. While the beam and beam/shell representation reprsent a higher resolution in
that the features are explicitly defined, the way that they are represented in the calculations
is not only limiting from a meshing perspective, but less accurate. Importantly, the smeared
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Table 6.4: Stiffener Representation Comparison[119]




All Shells (Baseline) (Baseline)
stiffener approach allows for access to all of the relevant attributes of the stiffened panel
without requiring any mesh modifications.
6.3.3 Element Selection
Tri/Quad
The model set used here is defined based on a number of aspects not already mentioned.
The first of which is the element type used to represent the surfaces. Here there are two
options: purely triangular elements, or primarily quadrilateral elements with triangular
elements only as needed in geometric transitions. Specifically, these are CTRIA3 and
CQUAD4 Nastran elements.
It is easier to mesh the surfaces of the wing using triangular elements, but they are less
accurate. Specifically, they are constant strain elements, and are known to be unrealistically
stiff when used by themselves. Ideally, for accuracy, only quadrilateral elements would
be used. However, quadrilateral elements work best when they are square. The curved,
irregularly shaped, panels of a tapering wingbox would require some of the quarilateral
elements to be skewed for full coverage. As such, it is acceptable to incorporate triangular
elements as required to transition between sections. Both element types are included to
show the comparison between ease of meshing and accuracy. For more information on the
element types and their comparisons, see the Nastran Linear Static Users Guide[99].
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6.3.4 Optimizers, Constraints, and Stiffener Description
While the element selection is independent of the other modeling options, the rest of the
multifidelity characteristics are interdependent. The first set of options is based on the
selection of an optimizer.
Nastran Optimization
The first optimizer category is what is built into MSC Nastran, selected by using solution
200. MSC Nastran uses either MSCADS or IPOPT depending on the size of the problem.
MSCADS is the MSC-specific implementation of the open source Automated Design Syn-
thesis code, written in Fortran. IPOPT stands for Interior Point Optimizer, another open
source code, that is more efficient for very large problems (more than 3000 ∼ 4000 design
variables). IPOPT is more commonly used for topological optimization, so, while Nastran
is allowed to automatically the select the optimizer, one of the algorithms in MSCADS
should typically be what is used in this case.
When using the Nastran optimizer, one of two different optimization scenarios is se-
lected. The first uses ten iterations of the fully stressed design algorithm (FSD) in Nastran.
FSD is a relatively simple, efficient method for attempting to meet the design requirements
in a traditional sizing routine. While the optimizer will be checking for convergence, it is
not assumed to have converged in ten iterations. It is instead intended to act as a lower fi-
delity estimate, examining the physics and putting the design into a better position than the
generic initial guess. This is a justifiable level of fidelity through comparison to works such
as that of Courrier, et. al.[7]. In that work, the result of partially converged computational
fluid dynamic (CFD) analyses were used as its own level in multifidelity regression. De-
spite not being a converged solution, allowing for a partial run of a simulation will provide
an efficient guess at the behavior, and, as such, can be used to help interpolate between the
points that were allowed to run to convergence.
The other scenario used with the Nastran optimizer begins with the same as before,
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ten FSD iterations. However, it is followed up by traditional continuous, gradient based
optimization iterations. The number of traditional design cycles is capped at 40 to prevent
excessive run time if the optimizer is having difficulty. This is more than are typically
needed to achieve convergence based on experience and recommendations in the Nastran
documentation. For more information on the optimizers in Nastran, see the “Design Sensi-
tivity and Optimization User’s Guide[121].”
When using the Nastran optimization routines, the design objective is a minimization
of mass. The internal variables are the thickness of each panels, and the design constraints
are a simple stress constraint of each unstiffened panel. This means that the stiffeners
are ignored entirely. However, the stiffeners are primarily there to keep the panels from
buckling, and panel buckling is also ignored. Similar to the FSD approach, this is often a
first step at approximating the weight, but cannot provide stiffener dimensions and is not
assumed to provide the most accurate possible prediction.
HyperSizer Optimization
The third design scenario uses the optimizer in the HyperSizer software package. The
optimizer in HyperSizer is a type of fully stressed design, and does not utilize gradient
information. For each panel or stiffener variable, a certain number of discrete options is
listed between the minimum and maximum values. The software then lists out all of the
possible combinations in order by the resulting weight, and selects the minimum mass
design that meets all of the constraints.
In this case, the sophistication of the optimizer is increased slightly through the follow-
ing procedure:
1. Only allow three levels for each variable to reduce the number of total combinations
2. Perform the optimization
3. Based on which of the three values was selected, adjust the bounds for the following
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iteration
4. Repeat the process until the maximum number of iterations or convergence
The bound-updating procedure adds an element of continuity back to the discrete selection
of variable options.
While the optimization routine may not be as sophisticated as it could be, one of the
main benefits of HyperSizer is that a wide assortment of failure criteria are built into the
software. Deciding which constraints to use from the set of all available could allow for an
additional level of modeling decisions, but for this case a common group of constraints for
metallic materials are used for all of the HyperSizer models.
The other main benefit of using HyperSizer, as hinted at previously, is that the panel
stiffeners are represented, through the smeared stiffening approach, both in the resolution
and abstraction of the models. These models use an integral blade-stiffened panel concept.
HyperSizer models can be used to provide an additional level of sized structural detail
for detailed design or manufacturing analysis, as well as the higher resolution and lower
abstraction estimate of weight.
6.3.5 Aerodynamics/Aeroelasticity
Another set of modeling decisions to be made relate to the aerodynamics and whether
or not to iterate the loads and the structural optimization. The iteration of aerodynamics
and loads is referred to as aeroelasticity and was discussed earlier in this chapter. In this
case, ignoring aeroelasticity involves a straight-forward linear static structural analysis. In-
cluding aeroelasticity, specifically static aeroelasticity, updates the aerodynamic geometry




The basic method of generating loads for these models uses the Athena Vortex Lattice
(AVL) software[122]. The use of AVL for static load generation is one of the features
developed as part of RADE. The aerodynamic surfaces are defined based on the geometry
provided in OpenVSP. AVL trims the model and generates panel loads. Code built into
RADE is used to convert those panel loads to forces and moments at a series of grid points
running the length of the wing. Those grid points are near, but not coincident to, the ribs of
the structure, and distribute the loads to the airframe using Nastran RBE3 elements, which
were discussed in Section 5.4.6.
Aeroelastic/Nastran
The evaluation of aeroelasticity utilizes another routine included in MSC Nastran, specif-
ically solution 144. The aeroelastic routine includes a doublet-lattice lifting surface aero-
dynamic solver. The aerodynamic surfaces are defined in the Nastran input file as well as
what parts of the structure mesh should be used for load transfer using splines. Specif-
ically, the grid points at the intersection of ribs and upper skins are used to connect the
aerodynamic mesh to the structural mesh. As the structural mesh deflects, the aerodynamic
mesh is displaced accordingly. Then, the splines are used to transfer the loads generated
by the aerodynamic solver back to the structural mesh. The benefit of using the Nastran
aeroelastic solver is that once model is set up, the interim steps are handled internally.
However, the doublet-lattice method, unlike AVL, ignores the effects of camber, so
some correction is needed to improve the accuracy of the aerodynamic solution. One of
the methods for correcting this problem involves continuing to use AVL and the external
method of transferring loads from AVL to the structural mesh sections via RBE3 elements.
The difference here is that all that is needed are the zero-degree angle of attack loads, since
corrects, or shifts, the loads according to the shape of the airfoils through AVL. For more
information on the doublet-lattice method or the Nastran static aeroelastic solution, see the
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“Aeroelastic Analysis User’s Guide[123].”
6.3.6 Scope
Wing, Wing-Panel Tail, Wing-Tail
The last modeling decision for the current set is dependent on the setting of the previous
section. In the case that aeroelasticity is considered, the horizontal tail of the model must
be represented in Nastran so that the solver can trim the aircraft. This is already a different
scope than the rest of the models, since they only model the wing in Nastran. Typically,
to reduce the difficulty of model generation and reduce the computational burden, the hor-
izontal tail is only modeled structurally as a plate at the same location as the aerodynamic
surface. The plate is defined to be made of a material that is incredibly stiff (modulus 100
times higher than aluminum) and very light (density of 1e−8). This means that while the
horizontal tail is included in the aeroelastic analysis, it is practically rigid and massless,
and therefore the aeroelastic effects of the tail are essentially ignored.
To incorporate another more realistic level of scope, a second option is included which
represents the horizontal tail more accurately. The same procedures are used for the hor-
izontal tail as for the wing to build a flexible wingbox mesh according to the OpenVSP
geometry. This means that the aeroelastic solver will have to account for deflections in the
wing as well as the horizontal tail while iterating to convergence.
6.3.7 Model Set
Since most of the modeling decisions are independent of the element type selected, a
shorter list can be written out of the possible combinations. The number of possible models
in the set is duplicated between the all-triangular mesh option and the primarily quadrilat-
eral mesh. The options are described in Table 6.5.
Note that there are nine different combinations, leading to a total of eighteen different
modeling options once the difference between triangular and quadrilateral elements is in-
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Nastran-FSD Aeroelastic-Nastran Wing-Panel Tail
Nastran-FSD Aeroelastic-Nastran Wing-Tail
Nastran-Traditional Aeroelastic-Nastran Wing-Panel Tail
Nastran-Traditional Aeroelastic-Nastran Wing-Tail
HyperSizer Aeroelastic-Nastran Wing-Panel Tail
HyperSizer Aeroelastic-Nastran Wing-Tail
cluded. However, as the models were generated and run, the Nastran-Traditional/Aeroelastic-
Nastran/Wing-Panel Tail models seemed to take a very long time to run and did not produce
good results. As these are still models that do not provide a detailed description of the stiff-
eners, they are not worth consideration unless they are more efficient than a comparable
HyperSizer model. The results that were gathered will be discussed more later, but be-
cause of this, the similar models with a flexible tail (row eight) were not evaluated, leaving
sixteen model types in this set, as described in table 6.6.
6.3.8 Importance of Scope
While the specifics of the responses of these models will be discussed in a later section,
the multi-scope nature of this model set presents itself as an opportunity to further justify
the inclusion of scope as one of the fundamental characteristics that drives model fidelity,
along with resolution and abstraction. Multiple examples have been given to define how
scope differs from the other aspects: how it is a boolean of whether or not part of the system
is represented, since the propagation of resolution and abstraction effects cannot occur if
the system attribute is not represented at all. Additionally, Observation 1.1.4 describes
how much error can be incurred in the fidelity assessment process if an important aspect of
fidelity is omitted.
Using the wing weight estimates provided by the various models in this set, a type of
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Table 6.6: Aircraft Model Set
ID Topology Optimization Aerodynamics Scope
1 Tri Nastran-FSD Static-AVL Wing
2 Quad Nastran-FSD Static-AVL Wing
3 Tri Nastran-Traditional Static-AVL Wing
4 Quad Nastran-Traditional Static-AVL Wing
5 Tri HyperSizer Static-AVL Wing
6 Quad HyperSizer Static-AVL Wing
7 Tri Nastran-FSD Aeroelastic-Nastran Wing-Panel Tail
8 Quad Nastran-FSD Aeroelastic-Nastran Wing-Panel Tail
9 Tri Nastran-FSD Aeroelastic-Nastran Wing-Tail
10 Quad Nastran-FSD Aeroelastic-Nastran Wing-Tail
11 Tri Nastran-Traditional Aeroelastic-Nastran Wing-Panel Tail
12 Quad Nastran-Traditional Aeroelastic-Nastran Wing-Panel Tail
13 Tri HyperSizer Aeroelastic-Nastran Wing-Panel Tail
14 Quad HyperSizer Aeroelastic-Nastran Wing-Panel Tail
15 Tri HyperSizer Aeroelastic-Nastran Wing-Tail
16 Quad HyperSizer Aeroelastic-Nastran Wing-Tail
ANOVA can be performed, as brought up in Section 3.5.6, to understand the effect of vary-
ing topology, optimization method, aerodynamics, and scope. This leads to Experiment
1.1.
Experiment 1.1 Resolution and abstraction are proposed in the literature as funda-
mental characteristics the drive model fidelity. By understanding the impact on the
variability of the model responses with respect to scope, and comparing it to the im-
pact of variability of other resolution and abstraction-driven settings, the inclusion of
scope as a third aspect of this description can be examined and justified.





Table 6.7: Modeling Choices for Showing Importance of Scope
Omitting the Nastran-Traditional optimization option, there are essentially two model-
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ing choices for each of the four categories defined above, as shown in Table 6.7. When
the model is aero-static, the horizontal tail is only represented in the aerodynamic model,
which essentially assumes that it is fixed. As such, this could be considered equivalent in
terms of scope to the aeroelastic wing-panel tail option, and as such is not listed for this
case.
Given the 4 categories, at 2 settings each, 16 different combinations can be enumer-
ated. However, the combination of Static/Wing-Tail is not in the defined model set listed
above. This is due to the properties of the aero-static analysis: however the horizontal tail
is defined, it will not impact the wing weight since the loads are not updated as the vehicle
is sized. As such, the 4 options where this combination occurs can either be omitted or
represented by the Static/Wing results, and both will be shown.























Figure 6.4: Main Effects Given 12 Cases
For each of the cases in the full-factorial combination of the options in Table 6.7, all
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Figure 6.5: Main Effects, Using Static/Wing Results Also For Static/Wing-Tail
of the wing weight values are averaged together, and then averaged again to represent the
variability in prediction between each option for the four categories. These results, omitting
the four Static/Wing-Tail cases, are shown in Figure 6.4. When the Static/Wing results are
used to stand in for the four excluded options, the main effects are shown in Figure 6.5.
While the impact of of scope is much more significant in Figure 6.4, there is still a
distinct trend in Figure 6.5, showing that a change in scope causes a change in the variability
of the estimated wing weight. For this type of plot, the impact of a particular effect is also
dependent on the interaction of that effect and the others. However, the importance of the
interactions with scope in this case have already been discussed. The tail cannot impact the
sizing of the wing if the tail is not represented in the model. However, when the abstraction
of the model is defined as aero-static, even if the tail is represented in the model, sizing the
horizontal tail will have no effect on the estimation of sized wing weight.
196
This is similar to the representation of stiffeners in HyperSizer as defined in a previous
section. In that case, as the resolution was increased, the interaction with abstraction did
not adequately account for the change, so the overall result is less accurate. In this case, a
change in scope can be an improvement, but, as before, only if the abstraction allows it to
be. This leads to Conclusion 1.1.
Conclusion 1.1 The consideration of scope as a fundamental characteristic of fidelity
is justified not only by the variability in prediction that is causes, but in the way that
it interacts with resolution and abstraction. As such, when decsribing model fidelity,
resolution, abstraction, and scope should all be taken into account.
6.4 Step 3: Descriptive Fidelity Assessment
Now that a set of sixteen models has been defined, the next step is to perform an initial
fidelity assessment with respect to resolution, abstraction, and scope. The descriptive or-
dering for those three attributes are shown in Table 6.8.
Table 6.8: Initial Model Set 3 Assessment by Ordering
Fidelity Types Model Ordered Groups
Resolution (1) [Tri/FSD/Static/Wing, Quad/FSD/Static/Wing,
Tri/Trad/Static/Wing, Quad/Trad/Static/Wing,
Tri/FSD/Elastic/Wing-Panel Tail, Quad/FSD/Elastic/Wing-Panel Tail,
Tri/Trad/Elastic/Wing-Panel Tail, Quad/Trad/Elastic/Wing-Panel Tail],
[Tri/FSD/Elastic/Wing-Tail, Quad/FSD/Elastic/Wing-Tail],
[Tri/HS/Static/Wing, Quad/HS/Static/Wing,
Tri/HS/Elastic/Wing-Panel Tail, Quad/HS/Elastic/Wing-Panel Tail],
[Tri/HS/Elastic/Wing-Tail, Quad/HS/Elastic/Wing-Tail]
Continued on next page
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Table 6.8: Initial Model Set 3 Assessment by Ordering
Fidelity Types Model Ordered Groups
Resolution (2) [Tri/FSD/Static/Wing, Quad/FSD/Static/Wing,
Tri/Trad/Static/Wing, Quad/Trad/Static/Wing],
[Tri/FSD/Elastic/Wing-Panel Tail, Quad/FSD/Elastic/Wing-Panel Tail,
Tri/Trad/Elastic/Wing-Panel Tail, Quad/Trad/Elastic/Wing-Panel Tail],
[Tri/FSD/Elastic/Wing-Tail, Quad/FSD/Elastic/Wing-Tail],
[Tri/HS/Static/Wing, Quad/HS/Static/Wing],
[Tri/HS/Elastic/Wing-Panel Tail, Quad/HS/Elastic/Wing-Panel Tail],
[Tri/HS/Elastic/Wing-Tail, Quad/HS/Elastic/Wing-Tail]
Abstraction (1) [Tri/FSD/Static/Wing], [Quad/FSD/Static/Wing],
[Tri/Trad/Static/Wing], [Quad/Trad/Static/Wing]
[Tri/HS/Static/Wing], [Quad/HS/Static/Wing],
[Tri/FSD/Elastic/Wing-Panel Tail], [Quad/FSD/Elastic/Wing-Panel Tail],
[Tri/FSD/Elastic/Wing-Tail], [Quad/FSD/Elastic/Wing-Tail],
[Tri/Trad/Elastic/Wing-Panel Tail], [Quad/Trad/Elastic/Wing-Panel Tail],
[Tri/HS/Elastic/Wing-Panel Tail], [Quad/HS/Elastic/Wing-Panel Tail],
[Tri/HS/Elastic/Wing-Tail], [Quad/HS/Elastic/Wing-Tail]
Abstraction (2) [Tri/FSD/Static/Wing], [Quad/FSD/Static/Wing],
[Tri/Trad/Static/Wing], [Quad/Trad/Static/Wing]
[Tri/HS/Static/Wing], [Quad/HS/Static/Wing],
[Tri/FSD/Elastic/Wing-Panel Tail], [Quad/FSD/Elastic/Wing-Panel Tail],
[Tri/Trad/Elastic/Wing-Panel Tail], [Quad/Trad/Elastic/Wing-Panel Tail],
[Tri/HS/Elastic/Wing-Panel Tail], [Quad/HS/Elastic/Wing-Panel Tail],
Continued on next page
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Table 6.8: Initial Model Set 3 Assessment by Ordering
Fidelity Types Model Ordered Groups
[Tri/FSD/Elastic/Wing-Tail], [Quad/FSD/Elastic/Wing-Tail],
[Tri/HS/Elastic/Wing-Tail], [Quad/HS/Elastic/Wing-Tail]
Scope (1) [Tri/FSD/Static/Wing, Quad/FSD/Static/Wing,
Tri/Trad/Static/Wing, Quad/Trad/Static/Wing,
Tri/HS/Static/Wing, Quad/HS/Static/Wing],
[Tri/FSD/Elastic/Wing-Panel Tail, Quad/FSD/Elastic/Wing-Panel Tail,
Tri/Trad/Elastic/Wing-Panel Tail, Quad/Trad/Elastic/Wing-Panel Tail,
Tri/HS/Elastic/Wing-Panel Tail, Quad/HS/Elastic/Wing-Panel Tail],
[Tri/FSD/Elastic/Wing-Tail, Quad/FSD/Elastic/Wing-Tail,
Tri/HS/Elastic/Wing-Tail, Quad/HS/Elastic/Wing-Tail]
Scope (2) [Tri/FSD/Static/Wing, Quad/FSD/Static/Wing,
Tri/Trad/Static/Wing, Quad/Trad/Static/Wing,
Tri/HS/Static/Wing, Quad/HS/Static/Wing,
Tri/FSD/Elastic/Wing-Panel Tail, Quad/FSD/Elastic/Wing-Panel Tail,
Tri/Trad/Elastic/Wing-Panel Tail, Quad/Trad/Elastic/Wing-Panel Tail,
Tri/HS/Elastic/Wing-Panel Tail, Quad/HS/Elastic/Wing-Panel Tail],
[Tri/FSD/Elastic/Wing-Tail, Quad/FSD/Elastic/Wing-Tail,
Tri/HS/Elastic/Wing-Tail, Quad/HS/Elastic/Wing-Tail]
Due to the size of the model set, and relative complexity of the differences between
modeling options, these can be somewhat difficult to decipher. However, it shows just how
difficult the previous method would be, simply assessing the fidelity of the model directly
with specific values. This is a much more streamlined and digestible process, ordering the
models with respect to easier to understand criteria.
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While these orders are used for this work, they do not necessarily represent the only
possible order that could be given. For example, all of the HyperSizer models are listed as
higher resolution than all of the other models, since they represent more detail about the
stiffened panels. However, someone might say that the horizontal tail detail present in the
FSD/Elastic/Wing-Tail models should place it above the HS/Static/Wing models. A similar
argument could be made for whether the HyperSizer failure modes mean that the HS/Static
models have less abstraction than the non-HyperSizer/Elastic models. This again shows
the power of this method, since, if both orders are believable enough, they could both be
included.
The power of using orders based on resolution, abstraction, and scope should not be
underestimated. However, the arguments made in the previous paragraph emphasize just
how complex and case-specific fidelity assessment is. In certain cases, particularly for
resolution and scope, it could be possible to assign hard numbers to the orders instead of
just an order.
For example, if two very similar aircraft finite element models are being compared, but
one is of half of the aircraft, and the other the full aircraft, the scope of one is exactly twice
the scope of the other. In that case, the descriptive fidelity assessment would estimate that
the full vehicle model has a higher fidelity. However, if the vehicle is symmetric, as almost
all are, and all of the flight conditions being assessed are symmetric, then all of the shared
responses that can be assessed between the two models should be identical.
Specifically to this model set, the smeared stiffness approach and failure modes in Hy-
perSizer raise the resolution and lower the abstraction a great deal. Determining where
the resolution of an unstiffened aeroelastic model fits in is complicated because, as men-
tioned previously, the aeroelastic effects will be greater as the aspect ratio increases. If the
primary variables were changed, or even if the range of aspect ratios were adjusted, the
true difference in abstraction would change. This is why fidelity assessment, even qualita-
tively, should be scenario-driven, and also why it is important to leverage whatever data is
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available to refine to quality of the evaluation.
6.4.1 Model Probabilities
Using the orders in Table 6.8, the combined fidelity density estimates can be found, as
shown in Figure 6.6.




































Figure 6.6: Aircraft Model Set Descriptive KDE
The density estimates show that there is a decent amount of agreement between reso-
lution, abstraction, and scope since the variance of the densities all appear similar and the
peaks generally follow a linear trend. Looking further at the values of the medians, though,
does show how the bottom four models, the non-HyperSizer aero-static models, seem to be
in a somewhat separate group. Similarly, the aeroelastic, HyperSizer, full tail models are
mildly separated and are the top two options, which is expected as it is clear they have the
highest resolution, lowest abstraction, and largest scope of any models.

















Figure 6.7: Model Set 3 Probabilities From Qualitative Assessment
from the distributions, the top two and bottom four options are clear, while the HyperSizer,
aeroelastic, wing-panel tail models are also decent. This method of estimating fidelity
based on descriptive assessment provides an easy platform for visually confirming the as-
sumed relative relationships and calculating a set of model probabilities that can be used
to select a model. However, because of the agreement between the aspects of fidelity, the
model probabilities may be over-confident in how much more effective the top two models
are compared to the rest of the set. More information could be gleaned by looking at the
intermediate relative probabilities (e.g. P (2nd), P (3rd), . . . , P (penultimate)) if desired,
but since model data is available, this will be skipped for now in favor of acomparative data
assessment to be performed in a following section.
6.5 Step 4: Fidelity Estimation Via Comparative Data Assessment
From Hypothesis 1.3, correlation and error metrics are presumed to aid in the understanding
of a model set, since models that take different approaches to make the same estimation
should agree with each other if they are truly appropriate for tackling the defined problem.
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As a model set is being defined, those with expertise are hypothesizing that models have the
appropriate representation, or are incorporating the correct phenomenology. As model data
becomes available, outliers in comparative data assessment either require troubleshooting
and debugging, or the expert’s presumptions were incorrect. If the shape of the responses
surfaces differ drastically, one of the models is accounting for something that another is
not, which can be justification for exclusion from further consideration.
6.5.1 Model Results
While model set two was efficient enough to evaluate on a single machine, this set was
distributed to three similar machines. The cases would have run faster if a distributed
computing cluster could have been used, but software licensing limitations made it simpler
to evaluate these cases on desktop machines.
Unlike with the previous model set, some of the cases were unable to converge. Some
of the issues present were software issues that could be overcome by restarting the case, but
other, due to the deterministic nature of the analysis, would not finish even with repeated
evaluation. This increases the difficulty of comparative data analysis, and must be adressed
prior to calculation of regrssion metric scores.
Similarly to the linear static deflection of the I-beam model set, a secondary response
was extracted from this model set for the purpose of verification and begin to understanding
their behavior. This is the wingtip deflection under cruise flight conditions, and are shown
in Figure 6.8. As with the beam models of the previous chapter, the deflection must be
extracted for the entire tip face. The translations in the x, y, and z directions are extracted
from the HDF5 file for all of the wing tip rib nodes. These values are averaged together,
and then the reported response is the magnitude of the deflection. The results in Figure 6.8
appear as expected:
• Deflection increases with aspect ratio
• The models are in relative agreement
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Figure 6.8: Cruise Wingtip Deflection (% difference from Quad/HS/Elastic/Wing-Tail,
AR=9)
• Models 5, and 6 are aero-static but use HyperSizer, resulting in a flexible wing, but
with no load updating, larger deflections
These results are good for verifying that the models seem to be working, but are not
the most pertinent model response. The estimated wing weights are shown in 6.9. One
thing becomes immediately obvious upon cursory data examination: two of the models
return much higher weights than the rest of the set. This will be addressed more in the
down-selection section.
Otherwise, the models are in relative agreement. The quick optimization FSD weights
are more unstable, which is expected since this is not assumed to reach convergence. The
HyperSizer results are the most well-behaved, and the HyperSizer aeroelastic results all
share a similar trend and relative value.
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Figure 6.9: Wing Weight Estimates (% diff from baseline)
6.5.2 Data Alignment
As mentioned previously, the data points should be in alignment prior to calculation of
correlation and error metrics. This was not a problem for the well-behaved models of the
previous set, but with this model issues arise. Even though the same design of experiments
was used, failed cases leave gaps in the data. Additionally, some of the models have a
meshing issue that prevented them from running successfully for the low end of the range.
This problem could potentially be alleviated with some work, so a model should not be
written off on that basis.
The first step for data alignment between two models is finding the valid ranges. In this
one-dimensional case, this is a relatively simple process. For models M1 and M2, if M1
has data points in [7, 15] but M2 has only been tested in [10, 17], the resulting shared range
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is [10, 15]. For a multi-dimensional case, this process must be repeated in each dimension
to find a shared n-dimensional box.
Within that range, the symmetric difference between the point locations for M1 and
M2 are found. In the absence of additional information, linear interpolation is used to find
missing points in each set. Specifically, the griddata method in SciPy is used, which can
interpolate n-dimensional data using convex hulls[124]. Using a simple linear interpolator
is efficient and does not make too many assumptions about the data. Two of the common
situations it is attempting to alleviate is a hole in the data due to a failed case, and minor
misalignment of evaluation points, both of which it should handle well. Specifically, be-
tween most of the models in this set, only one or two interpolations are needed, if that.
The primary exceptions are models 11 and 12, since only three points were successfully
evaluated by model 11.
6.5.3 Correlation and Error Scoring
Once a shared set of data has been found, the R2 and RMSE are calculated between each
set. The arrays are then normalized according to the previously described process to arrive
at two new sets of fidelity scores. Figure 6.10 shows the density estimates based only on
the R2 and RMSE scores. Both sets of scores further emphasize that something is wrong
with model 11, and the RMSE scores include model 12 as well. This is important, because
for a multi-dimensional problem, the problem might not be as obvious as in Figure 6.9.
Clearly the error between those two models and the rest of the set is large, but R2 is
not as clear about model 12. This can be explained by looking at the trend of the three
points that were evaluated for model 12. While their magnitude is much different, the
slight downward trend is very similar to many of the other result sets. Because of this the
R2 between model 12 and some of the other values is relatively high.
The results can be examined further in Figure 6.12, which shows the distributions based
on combination of the R2 and RMSE scores. Models 11 and 12, the Trad/Elastic/Wing-
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Figure 6.10: Sorted Density Estimates Based on R2 Scores for Aircraft Use Case
Panel Tail models, are both at the bottom of the list.
Interestingly, since the HyperSizer models have more of a downward trend than many
of the other models as aspect ratio increases, they only rank in the middle of the pack based
on the correlation assessment. However, this implications of this are minimal as most of
the distributions appear similar aside from the aforementioned exceptions.
Now that the correlation and error metrics have been calculated, this is the opportunity
for potential initial down-selection followed by the adjusted assessment of fidelity.
6.5.4 Step 4.1: Initial Down-Selection
Unlike for model set two, none of the pairwise model comparisons have both a high-enough
R2 and low-enough RMSE to justify removal from the set. However, as mentioned in a
previous section, the two aeroelastic, Nastran standard design cycle optimization models
proved difficult to analyze. Many of the cases failed, and as you can see in Figure 6.9, the
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Figure 6.11: Sorted Density Estimates Based on RMSE Scores for Aircraft Use Case
responses that did converge were completely out of the range of the other results.
As mentioned above, model 11, the Tri/Trad/Elastic/Wing-Panel Tail model provided
responses that have a similar trend to the HyperSizer responses. This does not, however,
justify its inclusion, since only three of the cases succeeded and the cases that did run took
longer to evaluate than any others in the set.
In fact, many of the models timed out after two hours, when most of the HyperSizer
models around 30 minutes. This is why the Trad/Elastic/Wing-Tail models were excluded
entirely. The models are significantly less efficient in their current state than the HyperSizer
models, which can provide higher resolution response, so they are not worth continued
effort.
There is a possibility that some amount of tweaking to the optimization parameters in
Nastran could correct these responses. However, all of the other models using Nastran
optimization were behaved better with the same set of optimization settings. As such, the
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Figure 6.12: Sorted Density Estimates Based on Combined R2 and RMSE Scores for
Aircraft Use Case
aeroelastic full Nastran optimization models are removed from the set for the remainder of
this analysis. The resulting predicted weights are shown in Figure 6.13, and the new set is
listed in Table 6.9. As with the I-beam model, the descriptive fidelity orders are adjusted
simply by omitting these models, and are otherwise unchanged.
6.5.5 Adjusted Model Probabilities
After the initial processing of data and down-selection, the correlation scores are combined
with the expert-elicited fidelity scores to generate adjusted distributions, as shown in Figure
6.14.
A few observations can be made based on the adjusted density estimates and the corre-
sponding median values in the table in Figure 6.14. The two HS/Elastic/Wing-Tail models
still have the highest estimated fidelity by a noticeable margin.
However, interestingly, the rest of the models have sorted themselves into pairs by
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Figure 6.13: Wing Weights for 14 Aircraft Models (% diff from baseline)
topology. There is not a clear enough difference between all of the groups for to provide
too much confidence for this based only on the fidelity estimate. However, knowing that
the tri elements should not be as accurate as the quads agrees with the fact that for each
pair, both tri models are lower than the corresponding set of quad representations.
Another observation is that the four aero-static models using the Nastran optimizer
remain in a group of their own at the bottom, though the group is closer than before once
correlations are included. Using the same method as before, a new set of adjusted model
probabilities is calculated, as shown in Figure 6.15. The P (last)adj values again show
that, while they account for less of the probability than before, models 1 through 4 are in a
separate group, with the tri models scored lowest followed by the quad models. The pairing
of probabilities based on topology is apparent throughout the adjusted probabilities.
The primary takeaway from the adjusted model probabilities, aside from helping to
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Table 6.9: Model Set 3 After Initial Down-Selection
ID Topology Optimization Aerodynamics Scope
1 Tri Nastran-FSD Static-AVL Wing
2 Quad Nastran-FSD Static-AVL Wing
3 Tri Nastran-Traditional Static-AVL Wing
4 Quad Nastran-Traditional Static-AVL Wing
5 Tri HyperSizer Static-AVL Wing
6 Quad HyperSizer Static-AVL Wing
7 Tri Nastran-FSD Aeroelastic-Nastran Wing-Panel Tail
8 Quad Nastran-FSD Aeroelastic-Nastran Wing-Panel Tail
9 Tri Nastran-FSD Aeroelastic-Nastran Wing-Tail
10 Quad Nastran-FSD Aeroelastic-Nastran Wing-Tail
11 Tri HyperSizer Aeroelastic-Nastran Wing-Panel Tail
12 Quad HyperSizer Aeroelastic-Nastran Wing-Panel Tail
13 Tri HyperSizer Aeroelastic-Nastran Wing-Tail
14 Quad HyperSizer Aeroelastic-Nastran Wing-Tail
troubleshoot that the two models should be removed, is that most of the assumptions about
the model set have been confirmed. The probabilities are more conservative, but the cor-
relations have only made it more obvious that the behavior of the models is dependent on
topology, which was not apparent based only on the descriptive assessment. This leads to
Conclusion 1.3.
Conclusion 1.3 Assessment of model agreement using the correlation and error met-
rics R2 and RMSE greatly increases the understanding of modeling options by clas-
sifying duplicates, identifying deficiencies caused by poor verification or a lack of rep-
resentation, and updating qualitatively-derived probabilities of highest fidelity based
on quantitative comparison.
6.6 Step 5: Fidelity and Cost Scoring for Multi-Attribute Decision-Making
6.6.1 Step 5.1: Multifidelity Ranking
Now that the adjusted model probabilities have been calculated, the multifidelity rankings
can be adjusted based on the correlations. As before, a truncated set of permutations is
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Figure 6.14: Correlation-Adjusted Fidelity Distributions for 14 Aircraft Models
assessed for efficiency since the model set still has fourteen models.
The models could be scored with respect to fidelity on its own, but, since cost data is
available, more of the options can be analyzed if done with respect to the multi-attribute
problem. This alleviates the memory requirement, though waiting on all of the possible
combinations of 14 models is still very time-consuming. As discussed before, scoring
all possible permutations for a model set of this size is also unnecessary, as it includes
combinations that are unreasonable from an implementation standpoint.
6.6.2 Step 5.2: Cost/Efficiency Scoring
In addition to the estimated wing weight and cruise wingtip deflection, the times required
for model creation, evaluation, and post-processing were recorded for each case. The anal-
ysis time for a case that is purely run through Nastran is easy to find in a reliable manner,
since the computational time is reported separately from elapsed real time, and can be read
from a Nastran-generated log file. The other times, including the analysis time when Hy-
perSizer is involved, must be tracked simply by finding the difference between two Python
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Figure 6.15: Correlation-Adjusted Model Probabilities for 14 Aircraft Models
wall time instances.
Instead of a single desktop, as with the previous model set, the evaluation of this model
set was spread amongst three desktops. This sped up the process via parallelization, and
three machines with similar specifications were selected to avoid bias. After removing out-
liers caused by outside strain on the system’s resources, the generation and post-processing
times were similar for all models, so the comparison of computation burden can be nar-
rowed down to the analysis or evaluation time.
This was not unexpected since all of the models are shell Nastran models, were gener-
ated using RADE, and post-processed using similar code. Additionally, it could be noted
that the generation of models could be made much more efficient by only processing each
unique geometry once. However, the capability to save the current state and come back
to it more than once is currently under development, and was not available at the time the
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model evaluations were performed.
From Figure 6.16, with the exception of model 8, which will be discussed more below,
the highest cost models are clearly 5, 6, and 11-14, or, those that use HyperSizer. Both in
terms of the variables needed to represent stiffeners, and failure modes, using HyperSizer
represents a dramatic increase in the number of effects taken into account. In addition, since
the solution has to iterate between HyperSizer and Nastran, the recorded time must simply
be the recorded wall time, which is at least part of what leads to the increased variability in
the distributions of cost samples.
















Figure 6.16: Cost Distributions with Outliers Removed for Down-Selected Set of 14 Air-
craft Models
Figure 6.17 shows that while visualization of the distributions can provide some insight,
it is difficult to easily distinguish all of the relevant information. Based on the decision to
use the data sets directly to evalute cost, as well as the tendency towards a normal dis-
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tribution, the median of each set is used here as the estimate of model cost, as shown in
Figure 6.17. In general, the median of a kernel density estimate could still be used, but will
increase the evaluation time.



































Figure 6.17: Estimated Costs for Aircraft Model Set After Initial Down-Selection
For the most part, these results are what would be expected. The HyperSizer models
should be the most expensive, the more complete Nastran optimization takes longer than
the fully stressed design in most cases. However, the difference between models 7 and
8 is worth noting. The quad model, based on the data gathered, appears drastically more
expensive than the tri model of the same type.
This could be investigated further in the future to see if some unstable interaction exists
when performing an aeroelastic analysis with the simplistic fully stressed design routine. In
fact, the reported times for both model 7 and 8 appear somewhat bi-modal, though without
more data, it is hard to determine if this is a consequence of a region of the design space,
optimization settings, or simply that the models were evaluated around the same time and
the machine being used was performing some other task. Even if they were evaluated on
different machines, a scheduled task could have started that tasked both computers around
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the same time. Regardless, and since these models are likely not the highest fidelity in the
set, for this work the cost estimates in the table in Figure 6.17 are what will be used moving
forward.
Models 9 and 10, the FSD/Elastic/Wing-Tail models, show the increase in runtime that
comes from representing the horizontal tail as a full flexible shell wingbox. The main
consequence of this is in the number of design variables that must be added to incorporate
the shell panels that make up that structure. When using HyperSizer, the difference in cost
is less obvious due to the variability in the cost samples, but it can still be seen in that 13
and 14 are above 11 and 12.
Another takeaway of the cost estimation refers back to the adjusted model probabilities,
where the models grouped by topology, with the tri models falling lower than their corre-
sponding quad meshes. Tri meshes are easier to fit, but since the quad meshes seem to be
performing well in this case, one of the only justifiable reasons for using a tri mesh is if it
allows for a more efficient intermediate assessment.
However, the estimated costs are mostly independent of topology. Because of this, the
argument could be made to pick one of the topologies, likely the quads, and remove the
other models. However, for this work, and since there is nothing that has shown to be
inherently wrong with the tri models, the same model set will continue to be used. Using
the estimated costs and cost ratios in the model set, single and multi-model efficiency scores
can be generated, which will be discussed in terms of the multi-attribute decision-making
process in the section.
6.6.3 Step 5.3: Multi-Attribute Decision-Making
The permutations of the down-selected aircraft model set are scored in terms of both fidelity
and efficiency. For more informationon the multifidelity scoring, refer back to Algorithm 2
and the related section. For information on multi-model efficiency scoring, see Equations
5.11 and 5.12 the surrouding section. These methods were tested out using a notional and
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I-beam FEM model set in Section 5.8.
The total number of permutations for the down-selected aircraft model set is 236,975,164,804,
which would be the case for any set of 14 models. The individual models are scored in
terms of fidelity and efficiency and shown relative to the single-model set of non-dominated
models, or Pareto front. From a development and implementation standpoint, smaller com-
binations of models are preferable, so the smaller permutations are evaluated first. When
evaluating a set of ordered model collections, if the number of scores increases beyond
one million, the method is run to comvert that full list to a set of non-dominated orders.
This dramatically decreases the memory requirements for ranking, as the number of non-
dominated multifidelity options is typically below 25 for the cases that have been tested.
For the aircraft model set, the cost ratio between the slowest and fastest models is
around 70, which is similar to Thunnissen’s comment referenced in Chapter 4 that high
fidelity models can easily be more than 100 times more costly[2]. This case is also similar
to the notional case with a geometric progression of cost in Figure 5.26b. In this case, all
of the models are even of the level to be applied to a similar point in the design process, so
such a difference in cost should have an effect on decision-making.
The Pareto fronts based on the descriptive assessment of fidelity is shown in Fig-
ure 6.18. Of the 236 billion permutations, the scoring stopped after evaluating the first
24,726,075 and finding 24 non-dominanted points. All of the 2-7 length orders were scored,
as well as over 6 million of the 8-model ordered sets.
As shown in Figure 6.18, 6 of the single model options are in the dominated region,
though model 9 is close to model 10. Since the top two fidelity models are very similar
in cost, the combination of them, while it maintains a high fidelity score, has an efficiency
score much higher than any other option shown. Based on this assessment few of the
multifidelity options, only three of the multifidelity options come close to the desired upper-
left corner: 14-13-10, 13-14-10, and 14-10. Model 10 takes less than less than 7 minutes
to run, as opposed to the over 28 minutes per evaluation of model 14.
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Figure 6.18: Single and Non-Dominated Multi-Model Ordered Combinations for Aircraft
Model Set
After adjusting the fidelity probabilities based on comparative data analysis, the updated
Pareto fronts are shown in Figure 6.19. The routine stopped after evaluating 22,726,073
permutations. Most of the overall comments prior to correlation scoring remain true:
• The difference in cost and fidelity does not lead to multifidelity options that fall to
the left of the single model Pareto front
• Permutation 14-13 is the highest fidelity multifidelity option, but at a large cost in-
crease
• Options including models 14, 13, and 10 are potentially worth consideration despite
not clearly falling to the left of the single model Pareto front
However, since the models agree with one another, including model 10 does not require as
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Figure 6.19: Correlation-Adjusted Single and Multi-Model Pareto Fronts for Aircraft
Model Set
much of a detriment to the overall fidelity of the combination. In fact, the fidelity score for
14-10 is ≈0.5.
Even though the combination of models 14 and 10 does not fall clearly on the non-
dominated side of the single models, it is still worth consideration for an important reason.
Model 10 is the Quad/Nastran-FSD/Aeroelastic-Nastran/Wing-Tail model. This means that
aeroelasticity is taken into account and the scope is at the highest level, but the stiffener rep-
resentation and optimization routine are more of a rough approximation to find the correct
order of magnitude for wing weight. Despite the limitations of the stiffener representation,
it is one of the highest scoring models in the set in terms of fidelity.
All of the models in the set start their optimization routine from the same starting point:
a uniform thickness across all of the panels. The final optimized structures taper the thick-
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ness from root to tip in order to distribute the stress as evenly as possible. Because of the
initial conditions, the costly HyperSizer failure mode and optimization routines must spend
time trying to find the neighborhood of the appropriate thickness distribution before final
optimization can be done.
Instead of using models 14 and 10 as two separate models combined using multifidelity
regression, in this case the Pareto can be used to justify investigation of a different type
of multifidelity approach: development of a two-phase optimization scheme. The Nastran-
FSD model is generated first and runs more quickly to put the thicknesses in the right order
of magnitude, tapering from root to tip of the wing. Then, if the HyperSizer model can be
instantiated with the resulting thicknesses from model 10, HyperSizer will be in a much
better starting position, reducing the overall runtime. In fact, since these models are similar
in terms of topology, aerodynamics, and scope, the shell mesh can even be shared between
them.
The impact of an initial, faster, optimization run is important in this case because the
optimizer and solver are disconnected. HyperSizer optimizes the stiffnesses based on the
current set of internal forces, then Nastran must be run to update the internal loads, and
the process repeated until some measure of convergence is achieved. Because of this, if
the initial starting point for HyperSizer is improved, the initial set of internal forces from
Nastran is more realistic. As such, the first optimization of HyperSizer is much more
effective.
While this type of multifidelity combination is not generally applicable, it is a tech-
nique that has been previously used in structural optimization. Additionally, it is discussed
to point out how the multi-attribute decision-making process of generating Pareto fronts
can be used. Importantly, even if the model builders do not want to go down the path of de-
veloping a combined approach, running model 14 by itself may still be too expensive at the
point in the design process for which the decision-making process is being used. In such a
case, the combinations 14-13-10 and 13-14-10 may also be too costly. In fact, if the effi-
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ciency requirement is above 715 and below 1480 seconds, the combination of evaluations
from models 14 and 10 still becomes the most favorable option in terms of fidelity. This
assessment, as well as the assessment of the model sets in Chapter 5, lead to Conclusion 2.
Conclusion 2 The evaluation of relative fidelity using the probability of highest fidelity
available, as well as combined cost per evaluation of a single model or multi-model
combination, is shown to be of great use in selecting the most appropriate model or
models for continued development and evaluation given the current fidelity and effi-
ciency requirements. This is proven through multi-attribute evaluation of fidelity and
efficiency scores for a notional model set, I-beam FEM multifidelity set, and aircraft
wing weight estimation trade study.
6.6.4 Step 5.4: Selection of New Evaluation Points
A multi-attribute decision-making process does not have to be limited to fidelity based on a
single response and estimated efficiency. If the fidelity based on a different model response
was also important, a fidelity assessment could be generated using comparative analysis of
those responses, and included to inform model down-selection.
When the data is available, model cost should always be included to prevent selection
of a model or models that will only allow a small number of evaluations, as this will limit
the understanding of the design space. Once an ordered combination is selected, the rules
of thumb from the work of Toal should be used to determine how many cases to evaluate
from each model.
This should be straightforward, as the pairwise correlations (R2) have already been
calculated in the assessment of fidelity and the cost ratios (Cr) have already been estimated
in the process of determining the cost scores. From there, fr can be selected through the
order to determine the number of evaluations to perform for each model. From there, an
appropriate design of experiments can be selected to attempt to gather as much additional
information as possible in an efficient manner.
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However, evaluation of selected models is not just dependent on the number of evalu-
ations to be performed, but the location of those points in the design space. The selection
of evaluation points is related to the field of Design of Experiments already referenced ear-
lier in this work. If no model data has been generated, standard structured or space-filling
designs can be used to efficiently cover the variable ranges as efficiently as possible. Exam-
ples of standard designs include those in the pyDOE2 Python package used in this work:
factorial designs, Plackett-Burman, Box-Behnken, Central Composite, Latin-Hypercube,
etc.
In the case that some amount of model data has been generated, it should first be used
for comparative data analysis in step 4. After a model or models have been selected, how-
ever, a standard design of experiments may no longer be as efficient. If a minimal amount
of edge cases have been evaluated, a space-filling design may still be appropriate. On the
other hand, if this has already been done, an adaptive sampling technique may be more ap-
plicable to find the regions of the design space that have not been covered. These methods
often use single and multifidelity regression techniques such as the Kriging and Co-Kriging
techniques mentioned earlier, to find the point where the largest variability reduction is ex-
pected. For more information, see the work of Park et al.[125], among others.
6.7 Step 6: Iterating as Data is Generated and Requirements Change
Understanding which model is the most appropriate for a particular problem is always an
evolving process. The models that are typically used at certain points in the design process
and for specific problems became commonly used through repeated evaluation, testing, and
accreditation. Many paths can be taken from the previous steps in this framework, some
examples of which will be discussed.
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6.7.1 Model Representation
If, in Step 4, the calculated R2 and RMSE-values caused models to be scored in a notice-
ably different way than expected from the initial assessment, then that should be investi-
gated. As discussed previously, there are two primary options for what is occurring: need
for troubleshooting, debugging, or other additional verification steps; or a lack of model
representation.
There is always the possibility that there is a bug in the code that, when fixed, would
cause the model to behave as expected. In such a case, once found, the model set should
be re-evaluated to see if it is actually worth considering. This process should be performed
first, so that Type I error does not occur, and a valid model is overlooked.
However, in such as case as the model appears to be performing as the model builder
would expect, then it is more likely that something about the model lacks the proper repre-
sentation to tackle the problem at hand. This implies that the initial hypothesis of the model
definer, that the model represents the appropriate phenomenology, is incorrect. In certain
cases, this could present itself as a difference in the shape of the response surface across the
entire design space. However, it could also be a less obvious effect. Type III error could be
occurring, such that at least some part of the current design variable range is outside of the
range of applicability of the model.
A common example of this is the differences in aerodynamic analysis for different
Mach number values. One type of model may be perfectly appropriate in the subsonic re-
gion, but once the transonic region is reached for the current configuration, the responses
may diverge. This a complicated effect, that depends on the specifics of the current config-
uration, making it harder to identify.
Another example of where model representation is important related to the type of
model in this chapter is the choice of panel stiffener shape. Since the Nastran optimization
models in the aircraft wing weight model set represent the panels as unstiffened, a change
in the type of stiffener, e.g. they are blade stiffened for this work but could be hat, I, or
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Z-stiffened, will show no change in the results. For the HyperSizer models, however, all of
these stiffener shapes and more and available to be represented using the smeared stiffness
approach. In that case, to get the final optimization result, one of the HyperSizer models
must be used.
Experts should be able to account for known regions of applicability, but the transition
point may be less obvious or heavily dependent on configuration. In the use case example
of this chapter, as shown in Figure 6.8, the aero-static HyperSizer models align with others
for aspect ratios below ≈10, but then diverge above that point. While the weight estimates
do not have such an obvious divergence, there is clearly a division where, for this vehicle
design, aeroelasticity is more or less important depending on the specific value of aspect
ratio. For one thing, this denotes the importance of choosing appropriate variable ranges.
More importantly, it presents a case for how, given the same set of models, the decision-
making process could be altered based on the design variable region.
6.7.2 Changing Requirements/Additional Data
The selection of a model or models is dependent on fidelity and efficiency. Multifidelity
considerations come into play primarily when the desired fidelity is unattainable due to
cost. However, the allowable cost changes based on the problem definition and phase of
design. While a minimum allowable fidelity is more of a subjective requirement, it also
changes over time accordingly to the change in allowable cost. The increase in allowable
cost in more detailed trade studies is, in fact, due to the need for higher fidelity. As require-
ments change, the Pareto fronts should be revisited to see if the most appropriate model or
models has changed.
In addition to changing requirements, the understanding of fidelity through comparative
data analysis is based on the currently available amount of data. As such, there can be
uncertainty in this assessment when there is little data avilable for all models or a significant
discrepancy between the amount of available data between two models, as the correlation
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and error metric calculations will be based on some amount of interpolation. As such, it is
always desirable to update the assessment any time a significant number of new evaluations
is performed.
6.8 Conclusions
Model selection is a process that must often occur prior to a full understanding of the impli-
cations. Additionally, since the initial model selection phases are typically heavily-reliant
on expert opinion, the possible modeling options and justifications for model selection are
often lost in the process. As such, if a reevaluation of the models is required, the process
must essentially be restarted from the beginning.
This chapter defines the steps that should be followed, based on the fidelity framework
developed in Chapter 4, and the methods developed in Chapter 5, to capture expert opin-
ions, both in the options that are available, but in how they relate to each other in terms of
fidelity. Using resolution, abstraction, and scope to define the relative fidelities, the differ-
ence between any two models can be described in a way that is more intuitive and clearly
defined.
Once a problem is defined (Step 1), applicable modeling options are presented by ex-
perts (Step 2), and their relative descriptive fidelities can be explored (Step 3). Based on
this, and any available model data (Step 4), the relative fidelities begin to be understood.
By comparing fidelity and some representation of model cost, an informed decision can be
made based on the minimum fidelity and maximum cost requirements of the current phase
of application (Step 5).
If models score differently than experts predicted, troubleshooting or additional re-
search can be performed to find the cause and determine if the model should continue be
included for consideration. Otherwise, a model or models can be selected, and new eval-
uation points can be selected and analyzed. As new data becomes available, requirements
change, or new models are brought forward for consideration, the decision-making process
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should be revisited (Step 6) to reevaluate the most appropriate model selection.
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CHAPTER 7
CONTRIBUTIONS, POTENTIAL FOR FUTURE WORK, AND CONCLUSIONS
7.1 Contributions
In this work, a number of issues are tackled related to initial understanding of modeling
options to be used for analysis and design. These issues related to understanding model
selection, defining fidelity, and how to estimate which model or models is most appropriate,
especially in the absence of an abundance of data. This is important since most methods
for proving a model’s appropriateness, or credibility, require a great deal of data that is not
generally available early in the process. Estimating credibility without data, however, adds
uncertainty, so the process must be clearly defined and traceable.
Gaining traceable insight into models as early as possible hopes to avoid all types of
model errors. If a model’s quality can be justified and compared to others based only on
a description of its attributes, making the case for the model’s accredibility is streamlined,
and valid models are more likely to be chosen. Any time spent developing a model that
may not be used is risky, but unnecessary development is also avoided in that the process is
straightforward enough to iterate any time more model data becomes available, continually
reassessing applicability.
7.1.1 Description of Fidelity
Given a problem, experts must attempt to enumerate a list of possible models, and then
make an initial selection from that list. Often, the models in that list are not going to be at
a point of development that allows for thorough comparison of model data, increasing the
reliance on expert opinion. To improve the quality of the expert opinion-based assessment,
a literature search was conducted into the field of fidelity definition. Many works have
227
attempted to define fidelity, and while most of the definitions of model fidelity agree with
each other, they are still too general to provide hard levels of insight.
Some of the many fidelity frameworks that have been put forth were enumerated and
discussed. Some of these works are useable, but too discipline specific to be generally ap-
plied, or high-level, but not as useable. A comparison was made to the field of uncertainty
quantification, where the types of uncertainty are defined as aleatory and epistemic, and the
sources of uncertainty are always a long case-specific list. Analogously, some, specifically
the work of Moon and Hong[83], have identified resolution and abstraction as fundamen-
tally important to the description of fidelity. However, there is more to the understanding
of fidelity than those two atributes.
By compiling the various terms used to describe the aspects of fidelity, filtering out
confusing and overlapping terminology, a third group of attributes is defined, represented
by the term scope. While the resolution, level of detail of the description, and abstraction,
amount of simplification to represent the system numerically, are both clearly important and
have a complicated interrelationship, scope is often implicitly defined. As design decisions
are made, the scope narrows. As resolution increases and abstraction decreases, scope
is reduced to make analysis tractable. However, interdisciplinary complications such as
aeroelasticity point out that an increased scope would improve the accuracy of the behavior
of the model. Scope is interrelated with abstraction in how well that information is passed
to the various in-scope components, but if a component is not in the scope of the model,
the information cannot be propagated effectively.
Multiple examples are given describing the importance of scope and justifying its in-
clusion into the description of fidelity. It is shown in the methods developed in Chapter 5
how ignoring an important characteristic of fidelity can lead to a great deal of error in the
estimation of fidelity. By comparison of the modeling options for the aircraft use case in
Chapter 6, the importance of scope is proven, both in the magnitude of its effect on the
response and in the interrelationship with abstraction.
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7.1.2 Expert-Elicited Estimation of Model Fidelity
Using resolution, abstraction, and scope as descriptors of the fundamental aspects of fi-
delity, the focus was turned back to the relative understanding of models purported to aid
in an analysis of optimization problem. While those with expertise are gathered to define a
model set, any additional insight into the relative order of those models that can be gathered,
should be gathered. When expert elicitation is used to understand multifidelity models for
model selection uncertainty quantification, the representative metric is the probability that
any given model is the highest fidelity in the set. Authorities on the subject are required
to explicitly define those probabilities, and the various opinions given are combined. This
process obfuscates the problem for two reasons: fidelity is being directly assessed and in-
dividuals are spending time dealing with specific values instead of focusing on the aspects
of the models.
The first step to clarify this process is using resolution, abstraction, and scope instead
of fidelity. Additionally, it is asserted that even those with a great deal of knowledge cannot
accurately define the specific ratio between two models with respect to such high-level
metrics. As such, the relative resolution, abstraction, and scope of models is defined in
terms of whether one model is better, equivalent, or worse than another model.
Given these orderings of models in terms of the three characteristic metrics, normalized
scores are automatically calculated, and Kernel Density Estimation is used to convert the
scores to distributions describing the combined relative fidelity of each model. By treating
these density estimates as random variables, the P (X > Y ) can be calculated, and gener-
alized to the entire set to estimate the probability that a given model is the highest fidelity.
Additionally, the pairwise assessments can be used to determine the probability that any
given model is the 2nd, 3rd, or even lowest fidelity in the set.
Knowing where a model ranks in terms of fidelity improves the understanding of the
model set. It allows for a visual manner with which to perform an initial verification that
the models fall in the expected order. However, based on the assertion made, the relative
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magnitude of the difference between models should be adjusted, but based on quantitative
assessment of model data as it becomes available.
7.1.3 Model Fidelity Adjustment Through Comparative Data Analysis
Ideally, the models being put forth for consideration are at some point in the verification and
validation process. This means that the validity of the model is not based purely on opinion,
and also means that some amount of data may be available, even if manual processes are
required. Moving from the descriptive assessment of fidelity, the problem of validation in
the absence of experimental data was discussed. It was hypothesized that as the size of the
model set increases, agreement between models represents an analogy for validation. As
models of varying approaches and fidelities are attempting to estimate the same response,
agreement or disagreement helps to strengthen the argument as to the quality of each model.
To reiterate the thought experiment, is 100 models are presented, and 99 of them are in high
agreement, it is much more likely that the 100th model is a poor representation than that
the experts were wrong about the validity of the other 99.
Based on the presumption that, if multiple models are selected, multifidelity Gaussian
process regression, or Co-Kriging, may be used to combine them, the work of Toal was
discussed[105]. In that work, rules of thumb are put forth for determining when a multifi-
delity dataset should beget a reliable regression. Specifically, the R2 and RMSE between
any two sets of model data is used to represent the correlation, or agreement of the shape
of the data, and error, or residuals, between the magnitudes. Using both of these metrics to
create a new set of normalized scores, and using KDE to combine them with the descriptive
fidelity scores, an adjusted set of density estimates can be defined.
These adjusted density estimates act to further improve the understanding of the model
set similarly to the descriptive assesment. However, by using these correlation and error
metrics, additional insight can be gained. When a model set is defined, it is being hypoth-
esized that every given model is representing not just the desired response, but also the
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appropriate phenomenology, or behavior, or the problem. Through comparison of the data,
models with inadequate representation can be found, even in a high-dimensional problem.
The first step to address this should be whether simply troubleshooting is needed, or if the
model truly is incapable. However, this allows for iteration and potential down-selection,
of the appropriate models based on quantitative justification.
7.1.4 Enabling Multi-Attribute Decision-Making
Model selection is never based purely on fidelity. Going back to the work of Toal[105],
the other set of recommendations is used as the basis for appraisal of model efficiency
for comparison to the fidelity assessment for informed decision-making. By developing a
method for assessing the cost of any model in terms of time, and the relative cost ratios
between models, multi-model efficiency can be represented.
Through a method for calculating a multifidelity score and a multi-model efficiency
score, the multi-attribute decision-making process can be represented visually using Pareto
fronts. The non-dominated multifidelity options are compared to the fidelity and cost of
single models. When the desired fidelity is too inefficient, a cost requirement can be over-
laid, ruling out single and multi-model combinations that are too expensive, and showing
what fidelity can be achieved at the current point in the process. Importantly, as these re-
quirements change, moving from conceptual, to preliminary, to detailed design, a different
model or set of models will present as the most favorable option.
Since model cost is an experimental metric, is does not have the same requirements as
fidelity. There is no design space to explore in the same way, so even a single runtime can be
used to include the cost and efficiency of a given model. This is important since fidelity can
be assessed prior to model data generation, so cost should be able to leverage minimal data
to enable multi-attribute comparison. Another option discussed but not implemented in this
work is to treat the relative dimensionality of various models as an analogous cost. Improv-
ing the aspects of fidelity entails increased dimensionality, often by a dramatic amount. If
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the change in the number of variables can be assessed, then those numbers can be used
to represent the relative cost of each model. This requires additional upfront work from
model builders, but could be especially important when all of the possible models have a
long development cycle.
7.2 Potential for Future Work
7.2.1 Incorporation of Experimental Data
The methodology developed here estimates model fidelity starting by eliciting orders with
respect to resolution, abstraction, and scope. Then, if model data is available, this assess-
ment is adjusted by comparative assessment. One of the reasons given for development
of this framework is a common lack of appropriate experimental data. However, even if
experimental data exists, on top of likely being sparse, it comes with its own set of assump-
tions and limitations. This work seeks to take the most advantage of whatever model data is
available, so future work could look at the best way to incorporate experimental data when
available, one of which is as the highest fidelity data set in a multifidelity regression.
As mentioned earlier in the work, ensemble learning approaches such as bayesian
model averaging can be used to generate a set of model probabilities through compari-
son of model and experimental data. The simplest approach would be to override the other
model probabilities with those generated from validation data, however, the methods devel-
oped herein provide additional information. Calculating the correlation and error metrics
allows for troubleshooting, potential down-selection, and justification of multifidelity com-
binations. Additionally, finding not just the probability of being the highest fidelity model
but the lowest provides additional insight into the model set. On top of that, the pairwise
fidelity probabilities are needed for multifidelity scoring.
It is possible that some ensemble learning methods can provide this additional informa-
tion directly, in which case, the multifidelity scoring approach could be undertaken directly
from validation-based probabilities. However, another option would be to simply add the
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experimentally-derived scores via kernel density estimation in the same manner as the cor-
relation and error scores. The relative weightings in density estimation could be adjusted
since the experimental data should be trusted at least as much as the other scores.
7.2.2 Other Comparative Scoring Methods
Other, more intensive methods for comparative data analysis could be considered in the
future. One example would be the re-examination of other goodness-of-fit metrics when
appropriate. While R2 and RMSE were justified for the model sets included in this work,
certain data sets could be better understoof by other metrics, or more metrics could just be
included to the methodology as a whole.
One additional area of research would pertain directly to the development of multifi-
delity Gaussian process regressions, or Co-Kriging surrogate models. These models are
built by generating a single-model GPR for the lowest fidelity level data, then fitting pair-
wise Gaussian regressions to the difference between the data sets, with a scaling factor
between the models to aid in the fitting process. The specifics of fitting these models is an
active area of research.
A typical GPR can generate a covariance matrix, denoting how the value at one point
in the design space influences the value at another point in the design space. Multifidelity
GPRs can, correspondingly, generate a cross-covariance matrix, which consists of a co-
variance matrix within each sub-GPR and describes how the various GPRs influence one
another in the multifidelity regression.
Future work could aim to see how this information could be used in the comparative
data analysis process. The difficulty comes in that, to evalute this, a multifidelity regres-
sion must be developed for each permutation of models. However, since this type of mul-
tifidelity regression is based on a combination of single-fidelity regression with a number
of regressions on pairwise differences between data sets, a method could be developed to
efficiently build the regressions from the appropriate set of subregressions.
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7.2.3 Efficient Permutation Iteration and Model Compatibilities
It is mentioned several times in this work how the size of the model set can drastically
effect the efficiency of the multifidelity scoring methods developed herein. As the size of
the set grows linearly, the number of permutations exponentially, drastically increasing the
computational requirements. The alleviation method for single attribute scoring involves
truncating the size of the combination to be evaluated, which is justified since users are less
likely to pick larger model sets for logistical reasons. However, this is a heuristic-based
approach that can have miss certain combinations, potentially hiding options from the user
that could add to the understanding of the model set.
Additionally, for multi-attribute scoring, only the non-dominated set is retained, less-
ening the memory requirements. However, this does not reduce the runtime, and no infor-
mation about combinations near, but not on, the Pareto front is retained. In the future some
other factors could be taken into account.
Compatibility checking
While the estimation of fidelity is dependent on a particular, shared, response scenario,
there are other values that can be extracted from most models. One example given in
the aircraft model set is that of detailed structural data for manufacturing analysis, which
can only be generated by the models in set 3 that use HyperSizer. If all ordered model
combinations that did not include at least one HyperSizer model were excluded, the number
of possible orderings would be drastically reduced.
In addition, the user may wish to exclude combinations between two very similar mod-
els. For example, for the wing weight estimation model set, the corresponding Tri and Quad
model with the same optimization, aerodynamics, and scope may not represent a desirable
combination due to their similarity. If two such models are similar in terms of fidelity and
cost, their combination may not present as desirable even if scored. However, if this is
known a priori as a combination that should not be evaluated, some amount of time can be
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saved by excluding all combinations of those two models.
Tree-Based Approach
The multifidelity scoring metrics are based on multiplying the appropriate sequence of
probabilities or efficiency ratios together to achieve the final score. All of these ratios are
calculated prior to iteration through permutations, so a more sophisticated approach could
be developed to lay out the permutations in a tree. The algorithm would then seek out
the highest-valued branches to find the most highly rated permutations instead of simply
iterating through all of the possible options.
7.2.4 Adjusted Cost and Efficiency Penalties









was selected because it is based on the recommended multifidelity comparison method of
Toal, and pivots at Cr = 16/19, where the upper recommended bound of fr = 80% is
met. However, further research could investigate adjustments to this cost/reward function.
Using a constant of 2 and a pivot point of 1.0 makes the curves line up, however, using
a lower number would reward a low Cr more and penalize a high Cr more, as shown in
figure 7.1. This allows for the user to change the conservatism with which the ordered
model combination efficiency is ranked.
As the process is used and put through its paces with other model sets, specific rec-
ommendations other than the ones used here may arise for these settings. For this work, a
certain set of values is chosen based on logical assumptions in the process of developing a
methodology, and this is presented to make the user aware of which parameters could be
changed to effect the conservatism of the efficiency scoring process.
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Figure 7.1: Er with different constants
7.2.5 Regions of Applicability
As discussed previously, when a model is included for consideration, an expert is hypothe-
sizing that not only can the desired response be predicted, but that the appropriate behavior
is represented. The methods of the comparative data analysis step can be used to identify
when this hypothesis is incorrect across a significant portion of the design space, because an
insufficient model should disagree with the other models in the set. Examples of this were
the difference between subsonic and transonic for aerodynamic models, or trying to change
the panel stiffener type when the shell panels are treated as unstiffened by the optimizer.
When the region of applicability is more subtle, such as the transition between the
behavior of low and high aspect ratio wings, or the exact point where the flow field enters
the transonic regime, more sophistication is needed to identify the bifurcation point. Given
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that the ranges set in problem definition are important to avoiding Type III error, or the
application of a valid model to an invalidating application, future research could use a
machine learning technique to identify if there ar e different regions of the design space
where model agreement varies in comparative data analysis.
If separate regions of applicability are found, separate decision-making problems could
take place based on the differing behavior. This could also help to apply bounds within the
full variable ranges where a particular model should and shouldn’t be used. This would
specifically apply to a multifidelity approach, where, in the valid region, sample points
from one model should be used to train the regression, but other models are used outside
of that region.
7.3 Conclusions
In engineering, understanding comes through gathering data, but prior to the existence of
data, the source of data must be selected, which presents a host of potential pitfalls. Models
provide all the benefits of gathering data without requirement the time and money to build
physical representations of the system, but require abstraction, or simplification, of reality.
The initial process of selecting a model is often performed ad hoc, and the decisions based
as much on availability as applicability. Even when a thorough exploration of modeling
options is performed, after a model is selected, the various options and justifications for
selection is often lost.
The framework developed herein provides a way to capture information from experts,
not only about which models they think are appropriate, but how they differ in terms general
enough that a non-expert can understand and compare. The developed methods provide
justification at a point where expert opinion is required, so very little justification is often
given, especially justification that is sufficiently captured.
Additionally, this work provides recommendations for how model builders should be
thinking about gathering data in order to get their models accredited:
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• Data should be gathered throughout development, verification, and validation, even
if some part of the process is manual
• As much information as possible should be recorded regarding the cost of generating,
analyzing, and post-processing
Fidelity itself is a term that is difficult to define in a usable manner. A great deal of
work has been done to attempt to determine how model fidelity should be described and
discussed. Resolution and abstraction are terms that have been used to help describe model
fidelity, as they are important in defining how well a model represents the system of interest,
and have a complex interrelationship that affects model accuracy.
Through literature search, examination of model attributes, and analysis of impact,
scope is put forth as the third primary aspect of fidelity. Resolution, abstraction, and
scope are the model characteristics that combine to define how well the system is being
represented, and are much more linguistically specific and easily understood than fidelity
itself. As such, these terms should be used to aid in the discussion of model fidelity moving
forward.
The process of estimating the relative fidelity of models in a set is crucial to selecting a
model or models from that set. Through the methods developed in Chapter 5, fidelity can
be better understood through model probabilities and a multifidelity order scoring process.
Additionaly, the understanding of model cost is important not only for the generation of a
multifidelity surrogate model, but for the selection of any model.
As model data becomes available, it should be used to update the relative distances
betwen models, identify insufficiencies, and aid in verification and validation. The un-
derstanding of fidelity, whether with model data or without, should then be joined with a
representation of the cost of evaluating each model to find the non-dominated set of multi-
fidelity options and compare them to the fidelity and efficiency of the individual models.
Given an infinite computational budget, the highest fidelity model would be most de-
sirable and multifidelity options would only be considered to increase robustness or reduce
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uncertainty. However, the cost per evaluation is often a limiting factor, so, at various points
in the design process, a different model or ordered combination of models becomes the
most desirable option for continued development and evaluation.
Based on a selection, new design points are selected and analyzed by the model or mod-
els based on their relative costs and which points have already been evaluated. The process
of understanding the fidelity and efficiency of multifidelity modeling options, decsribed in
this framework, should not be performed just once, but revisited as more data becomes
available, new models are presented, or requirements change.
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