The irregularity strength of a graph G, s(G), is the least k admitting a {1, 2, . . . , k}weighting of the edges of G assuring distinct weighted degrees of all vertices, or equivalently the least possible maximal edge multiplicity in an irregular multigraph obtained of G via multiplying some of its edges. The most well-known open problem concerning this graph invariant is the conjecture posed in 1987 by Faudree and Lehel that there exists a constant C such that s(G) ≤ n d + C for each d-regular graph G with n vertices and d ≥ 2 (while a straightforward counting argument yields s(G) ≥ n+d−1 d ). The best known results towards this imply that s(G) ≤ 6⌈ n d ⌉ for every d-regular graph G with n vertices and d ≥ 2, while s(G) ≤ (4 + o(1)) n d + 4 if d ≥ n 0.5 ln n. We show that the conjecture of Faudree and Lehel holds asymptotically in the cases when d is neither very small nor very close to n. We in particular prove that for large enough n and d ∈ [ln 8 n, n ln 3 n ], s(G) ≤ n d (1 + 8 ln n ), and thereby we show that s(G) = n d (1 + o(1)) then. We moreover prove the latter to hold already when d ∈ [ln 1+ε n, n ln ε n ] where ε is an arbitrary positive constant.
Introduction
One of the most basic arguments in graph theory is the pigeonhole principle based observation that the vertices of a simple graph cannot all have pairwise distinct degrees, in other words no graph is in this sense irregular except the trivial one-vertex case. This exclusion considered, Chartrand, Erdős and Oellermann proposed and investigated in [14] possible alternative definitions of irregularity in graphs. In reference to this research, Chartrand et al. gave rise in [15] to a related concept, designed to measure in some sense the level of irregularity of a given graph, exploiting for this aim the fact that irregular multigraphs are quite common and relatively easily constructed. Namely, they defined the irregularity strength of a graph G = (V, E) as the least positive integer k such that one may obtain an irregular multigraph (i.e. a multigraph with pairwise different vertex degrees) by blowing each edge of G up to at most k parallel edges. This graph invariant is usually denoted by s(G) and is undefined for graphs with an isolated edge or two isolated vertices. An equivalent and often more convenient definition of s(G) relates with so-called weighted degrees, defined for a given edge weighting function ω : E → R and a vertex v ∈ V as:
σ ω (v) := e∋v ω(e).
The irregularity strength of G is in this setting equal to the minimum k such that there exists a weighting ω : E → {1, 2, . . . , k} with σ ω (u) = σ ω (v) for every pair of distinct vertices u, v of G.
A sharp upper bound s(G) ≤ n − 1 for all graphs with n vertices for which the parameter is well defined except K 3 was settled in two papers: [4] and [35] , devoted to connected and non-connected cases, respectively, with a K 1,n−1 star exemplifying its tightness. Nevertheless, much better bound was expected to hold in the case of graphs with larger minimum degree -a significantly smaller value of the irregularity strength was in particular anticipated for regular graphs. A straightforward counting argument implies a lower bound: s(G) ≥ ⌈ n+d−1 d ⌉ for any d-regular graph G with d ≥ 2. It was conjectured already in 1987 by Faudree and Lehel that this lower bound is not far from optimal.
Conjecture 1 (Faudree and Lehel [21] ). There exists an absolute constant C such that for every d-regular graph G with n vertices and d ≥ 2,
In fact this conjecture was first posed in the form of question by Jacobson (as mentioned by Lehel in [32] ). It is this question that triggered extensive studies of the irregularity strength of graphs within the combinatorial community, and resulted in many papers devoted to this graph invariant, see e.g. [4, 5, 6, 12, 16, 17, 18, 19, 20, 21, 22, 24, 25, 27, 29, 33, 35, 39, 40, 48] (or [32] for a survey), giving also rise to many related concepts [1, 2, 3, 7, 8, 9, 10, 11, 13, 23, 28, 30, 31, 34, 36, 37, 38, 41, 42, 43, 44, 45, 46, 47, 49, 50, 51] , to mention just a few out of the vastness of problems of this type. After over 30 years from its formulation, Conjecture 1 still remains open. The first progress towards its solving was accomplished by Faudree and Lehel themselves, who already in [21] managed to push the upper bound of n − 1 down to n/2 + 9 in the case of regular graphs. In 2002 Frieze, Gould, Karoński and Pfender applied the probabilistic method to make another big step forward and show among others that s(G) ≤ 10n/d + 1 when d ≤ ⌊(n ln n) 1/4 ⌋ and s(G) ≤ 48n/d + 1 for d ≤ ⌊n 1/2 ⌋. They also achieved similar results but with slightly larger constants in the case of general graphs (with d replaced by δ). Later Cuckler and Lazebnik again exploited probabilistic approach to prove in particular that s(G) ≤ 48n/d + 6 for a d-regular graph with d ≥ 10 4/3 n 2/3 ln 1/3 n (and s(G) ≤ 48n/δ + 6 for graphs with minimum degree δ ≥ 10n 3/4 ln 1/4 n). No linear bounds in n/d (or n/δ) valid for entire spectrum of possible degrees were known at that point. The first such upper bounds were provided by Przyby lo in [39] and [40] , where it was proved, resp., that s(G) ≤ 16 n d + 6 for d-regular graphs and s(G) ≤ 112 n δ + 28 in the genaral case. Currently the best result of this type is due to Kalkowski, Karoński and Pfender, who 2 made use of a relatively simple deterministic algorithm, refining and adapting its previous versions designed to tackle related subjects (see e.g. [28] and [7] ), and proved in [29] the general upper bound: s(G) ≤ 6⌈n/δ⌉ for all graphs with n vertices and minimum degree δ ≥ 1 which do not contain isolated edges. Their approach was further developed with enhancement of the probabilistic method by Majerski and Przyby lo, who showed in [33] that s(G) ≤ (4 + o(1))n/δ + 4 for graphs with δ ≥ n 0.5 ln n. No better results have been achieved with these techniques for regular graphs.
In this paper we prove that the conjecture of Faudree and Lehel holds asymptotically in the cases when d is neither very small nor very close to n. We in particular show that for large enough n and d ∈ [ln 8 n, n ln 3 n ], s(G) ≤ n d (1 + 8 ln n ), thereby proving that s(G) = n d (1 + o(1)) then. We moreover prove the latter to hold already when d ∈ [ln 1+ε n, n ln ε n ] where ε is an arbitrary positive constant, see Corollaries 6 and 7 in the last section. In fact the both results are implied by the following theorem with a slightly less self-evident form.
Theorem 2. For any positive real numbers b, ε, there exists a constant N such that for every d-regular graph G with order n ≥ N and d ∈ ln 1+6b+12ε n, n ln 2b+5ε n ,
Idea of Proof
Given a d-regular graph G = (V, E) with n = |V | large enough and d ∈ [ln 1+6b+12ε n, n ln 2b+5ε n ], we first randomly choose some special sufficiently large subset U ⊆ V , yet still containing a small fraction of all vertices. We then randomly and independently assign a real number x v ∈ [0, 1] to every vertex v in V 0 := V \ U and associate weight ⌈ n d ⌉ to each edge uv ∈ E(G[V 0 ]) with x u + x v ≥ 1 and weight 0 otherwise. This more or less yields a desired distribution of weighted degrees in V 0 , but only roughly.
In order to obtain actual precise distinction of the weighted degrees in V 0 we carefully choose weights for edges between U and V 0 . All of these weights are at the same time chosen relatively large (all appropriately larger than ⌈ n d ⌉), so that we are certain that the weighted degrees in U are already larger than all those in V 0 (this shall be feasible in particular due to the fact that the randomly chosen U shall be relatively small and most of the edges incident with any vertex in U shall be joining it with V 0 ).
It is then sufficient to distinguish weighted degrees in U via appropriate choice of weights for the edges of G[U ]. For this goal we shall use an adaptation of the algorithm of Kalkowski, Karoński and Pfender from [29] (applicable to prove the general 6⌈n/δ⌉ upper bound). However, as in our randomly chosen G[U ] the proportion of the number of vertices to its minimum degree shall still be close to n d (as in G itself), we shall have to be extra careful priory while choosing the weights for the edges between U and V 0 . Namely, we shall guarantee within that process that U shall partition into 7 subsets U 1 , U 2 , . . . , U 7 with increasing weighted degrees and no possible conflicts between vertices from distinct subsets. This shall admit an adaptation of the mentioned algorithm with weights reduced up to at most n d + 1. 3
Within analysis of our random process we shall in particular use the Chernoff Bound. The following its version can be found e.g. in [26] (Th. 2.1, page 26).
where BIN(n, p) is the sum of n independent Bernoulli variables, each equal to 1 with probability p and 0 otherwise.
Proof of Theorem 2
Let b, ε be two arbitrarily chosen and fixed positive real numbers. Let G = (V, E) be a d-regular graph with n = |V | and d ∈ ln 1+6b+12ε n, n ln 2b+5ε n . We shall not specify N , assuming whenever needed that n is sufficiently large so that explicit inequalities below hold. We shall prove that then
Random Vertex Partition
We first observe that we may fix a partition of V into a smaller part U and a larger part V 0 = V \ U and a subpartition of U into roughly equal seven parts with proportional distributions of neighbours of every vertex of G between these sets.
Observation 4. There is a subset U of V and its partition U = U 1 ∪ U 2 ∪ . . . ∪ U 7 such that for every v ∈ V and i ∈ {1, 2, . . . , 7},
n ln b+ε n ≤ 1 7 n ln 2b+4ε n , hence |U | − n ln b+ε n ≤ n ln 2b+4ε n ;
Proof. We place every vertex v of G in U independently with probability 1 ln b+ε n and independently we randomly and equiprobably assign an integer i v ∈ {1, 2, . . . , 7} to every vertex v ∈ V . For every i = 1, 2, . . . , 7, we define the set U i as the set of vertices v ∈ U with i v = i. Then E(|U i |) = 1 7 n ln b+ε n and E(d Ui (v)) = 1 7 d ln b+ε n , and by the Chernoff Bound:
.
Therefore, the probability that (1 • ) does not hold for some i ∈ {1, 2, . . . , 7} or (2 • ) does not hold for some v ∈ V and i ∈ {1, 2, . . . , 7} is less than
hence there is a choice of U, U 1 , U 2 , . . . , U 7 fulfilling all our requirements. 4
and by (2 • ) for each v ∈ V :
Random Labeling of the Vertices in V 0
We now aim at assigning weights to all edges with at least one end in V 0 so that the obtained weighted degrees in V 0 form an arithmetic progression with step size 1 (i.e., they are consecutive integers). For this goal we first randomly and independently choose for every vertex v of V 0 a real number x v ∈ [0, 1] with uniform probability distribution (that is a realization of the random variable X v ∼ U (0, 1) associated to v). These x v 's shall roughly refer to the positions of vertices in the arithmetic progression and define a natural ordering of the vertices (provided that all x v 's are distinct). Denote
In fact |L v | shall correspond to the number of vertices preceding v in the ordering (and thus to its position within it), while R v shall define the ends of the edges incident with v in G 0 which shall receive weight ⌈ n d ⌉ (the remaining ones shall temporarily be weighted 0). 
Proof. For every v ∈ V 0 with x v = x we denote the following events:
We note that for any x ≥ (1):
By inequalities in (3) above (with x = 1 ln 2b+3ε n ), for any x < 1 ln 2b+3ε n we similarly have:
Analogously, for any x ≥ 1 ln 2b+3ε n , by (2) and the assumption that d ≥ ln 1+6b+12ε n:
By inequalities in (5) above, for any x < 1 ln 2b+3ε n we in turn have:
2n .
(6) By (3) and (4),
and by (5) and (6),
Therefore,
Pr v∈V0
A
and the thesis follows (as the probability that all x v are pairwise distinct is obviously 1).
Weighted Degrees in V 0
We fix any choice of x v , v ∈ V 0 consistent with Observation 5 above. Now to every edge uv ∈ E(G 0 ) we assign an initial weight:
For every e ∈ E[V 0 , U i ] (the set of edges between V 0 and U i ) with i ∈ {1, 2, . . . , 7} we set:
and for every e ⊂ U we temporarily set ω 0 (e) = 0.
Therefore, ω 0 (uv) = n d if and only if x v ∈ R u (or equivalently x u ∈ R v ). Note that for every v ∈ V 0 we thus have:
Set
N = n ln 2b+2ε n − 2 n ln 3b+5ε n .
By (8) and (2 • ), (9), (10), we thus have for every given v ∈ V 0 (and n sufficiently large):
Thus if x v = x < 1 ln 2b+3ε n , by (11) and (4 • ):
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Analogously, if x v = x ≥ 1 ln 2b+3ε n , by (11) and (5 • ), (2), (1), (3 • ):
On the other hand, by (8) and (2 • ), (9) , for every given v ∈ V 0 (and n sufficiently large):
Thus if x v = x < 1 ln 2b+3ε n , by (14) and (6 • ):
Analogously, if x v = x ≥ 1 ln 2b+3ε n , by (14) and (5 • ), (2), (1), (3 • ):
Fix the (unique) ordering v 1 , v 2 , . . . , v n0 of the vertices in V 0 so that
Now we admit some changes on the edges e ∈ E[V 0 , U ] -namely for each of these we admit adding any integer
to its current weight. For definiteness, we set ω ′ (e) = 0 for the remaining edges of G.
As a result we may add any integer in
by (12), (13) , (15) and (16), we can make our choices of ω ′ (e) so that (17) holds and σ ω1 (v j ) = B 0 + j for every j ∈ {1, 2, . . . , n 0 }.
Distinguishing Vertices in U
We shall not change weighted degrees of vertices in V 0 further on, but we shall increase the weights of (some of) the edges in U in order to adjust the weighted degrees of vertices in U . We first observe that their weighted degrees are already larger than those in V 0 . Note for this aim that for every v ∈ V 0 and u ∈ U , by (1), (9), (2) and (7):
In order to distinguish vertices in U we shall now use an adaptation of the algorithm of Kalkowski, Karoński and Pfender from [29] . Within this we shall be admitting adding integers:
to the weight of every edge e ⊂ U . The almost final weighting of G shall be defined as
(where we set w ′′ (e) = 0 for every edge e ∈ E \E(G[U ])). Note in particular that by (18) , for every v ∈ V 0 and u ∈ U we shall (still) have:
Moreover, so that the algorithm could work effectively, we observe now that we shall be able to focus within its execution on distinguishing merely the vertices within the same U i 's, as by our construction, for every u ∈ U i and v ∈ U i+1 with i ∈ {1, 2, 3, 4, 5, 6}, by (7) , (17) , (19) and (2) we shall have:
Initially we set ω ′′ (e) = n 3d for every edge e of G[U ]. This shall be modified by the algorithm (while ω 2 shall always refer to an up-to-date value of ω ′′ below; cf. (20) ).
Within the algorithm we then analyze one component of G[U ] after another in arbitrary order, and in each consecutive component of G[U ], say G ′ = (V ′ , E ′ ), we arrange its vertices into a sequence u 1 , u 2 , . . . , u n ′ so that each of these vertices, except the last one has a forward edge, i.e. an edge joining it in G ′ with a vertex later in the ordering, which we shall call a forward neighbour of this vertex (we may use e.g. a reversed BFS ordering for this goal). We define backward edges and neighbours of a vertex correspondingly.
We analyze all vertices in the sequence one by one consistently with the fixed ordering in G ′ , and for any currently analyzed vertex v, we admit adding any integer in 0, n 3d (23) to the weight of its every forward edge and adding one of the three numbers from the set − n 3d , 0, n 3d (24) to the weights of its backward edges (thus every edge of G[U ] shall be modified at most twice within the algorithm). However, not all the mentioned three options in (24) shall be available for a given backward edge. Namely, the moment a given vertex v is analyzed, we assign to it a suitable two-element set Σ v belonging to the family: S = 2λ n 3d + a, (2λ + 1) n 3d + a : λ ∈ Z, a ∈ 0, 1, 2, . . . , n 3d − 1 (note S partitions Z into two-element sets) and perform admitted modifications of the weights of its forward and backward edges so that the obtained weighted degree σ ω2 (v) 10
of v belongs to Σ v . Once Σ v is fixed, σ ω2 (v) is required to be its element (i.e. it may take only two distinct values from this point till the end of the construction). Therefore, if uv is a backward edge of v and u = min Σ u , then we may increase the weight of uv by n 3d (or do not alter it at all), while otherwise we may decrease it by n 3d . Such admitted changes of the weights of the backward edges of v along with the admitted alterations concerning forward edges (cf. (23)) guarantee by (2 • ) at least
options for σ ω2 (v) for every currently analyzed vertex v except for the last vertex of the component (which is the only vertex of G ′ without a forward edge). Suppose v ∈ U i for some i ∈ {1, 2, . . . , 7} and v / ∈ {u n ′ −1 , u n ′ }. Then we may perform the admissible changes so that σ ω2 (v) does not belong to Σ u for every vertex u ∈ U i (which has Σ u already fixed), as by (25) and ( 
Then we fix as Σ v the only set in S which contains the obtained σ ω2 (v). Now suppose we have already analyzed u 1 , u 2 , . . . , u n ′ −2 , hence we are left with just two vertices to by analyzed in the given component G ′ . Note that by our construction and (22) , each Σ uj with j = 1, 2, . . . , n ′ − 2 is disjoint with Σ u for every vertex u = u j which has already been analyzed. Let L be the set consisting of all last and last but one vertices in the components of G[U ], hence L ∩ V ′ = {u n ′ −1 , u n ′ }. The vertices in L shall be admitted to have weighted degrees belonging to some previously fixed Σ u (yet different from σ ω2 (u)). Note that as this consent concerns only vertices in L (and the corresponding sets Σ u ), the number of sets Σ ∈ S assigned to more than one vertex equals at most twice the number of components of G[U ], i.e., by (1 • ) and (2 • ), less than
sets. Denote temporarily the family of all such sets by S t . Therefore, we may change (choose) the current value ω ′′ (u n ′ −1 u n ′ ) = n 3d to some quantity in 0, 1, . . . , n 3d so that at most 2 · 3n d n 3d < 20 sets in S t contain elements congruent to the resulting σ ω2 (u n ′ −1 ) and at the same time at most the same number (i.e. 20) of these sets contain elements congruent to the resulting σ ω2 (u n ′ ) modulo n 3d . Then the admitted alterations on the backward edges of u n ′ −1 provide d U (u n ′ −1 ) ≥ 45 options (cf. (2 • )) for the weighted degree of u n ′ −1 which form an arithmetic progression with step size n 3d . Thus at least one of these, say σ ′ ∈ Σ ′ ∈ S, does not belong to any set in S t and is neither the largest nor the smallest element of this arithmetic progression and moreover is not the current weighted degree of any already analyzed vertex -we then perform admissible modifications of the weights of backward edges of u n ′ −1 to obtain σ ω2 (u n ′ −1 ) = σ ′ not using for this aim a potential at most one edge u ′ u n ′ −1 with σ ω2 (u ′ ) ∈ Σ ′ (note it is always possible, as σ ′ was chosen not to be the larges nor the smallest element of the mentioned arithmetic progression). We then set Σ u n ′ −1 = Σ ′ and note that the obtained σ ω2 (u n ′ −1 ) is distinct from weighted degrees of all already analyzed vertices of G ′ . 11
Finally we analyze u n ′ . The admitted alterations on the backward edges of u n ′ distinct from u n ′ u n ′ −1 and from a possible single edge u n ′ u ′ with σ ω2 (u ′ ) ∈ Σ ′ provide d U (u n ′ )−1 ≥ 47 options (cf. (2 • )) for the weighted degree of u n ′ which form an arithmetic progression with step size n 3d . Thus at least one of these, say σ ′′ ∈ Σ ′′ ∈ S, does not belong to any set in S t ∪ {Σ ′ } and is neither the largest nor the smallest element of this arithmetic progression, and additionally is not the current weighted degree of any already analyzed vertex -we then perform admissible modifications of the weights of backward edges of u n ′ distinct from u n ′ u n ′ −1 and the possible edge u n ′ u ′ to obtain σ ω2 (u n ′ ) = σ ′′ not using for this aim (analogously as previously) a potential at most one edge u ′′ u n ′ with σ ω2 (u ′′ ) ∈ Σ ′′ . We then set Σ u n ′ = Σ ′′ and note that all the already analyzed vertices of G ′ have distinct current weighted degrees, which shall not be altered in the further part of the construction.
After analyzing all vertices of G[U ] we obtain a weighting ω 2 such that σ ω2 (u) = σ ω2 (v) for every uv ∈ E, as by our construction we have for every e ∈ E(G[U ]):
ω ′′ (e) ∈ 0, 3 n 3d , hence (19) indeed holds, and thus in particular also (21) and (22) are fulfilled. We then finally set:
and as G is regular, we obtain that for every uv ∈ E: σ ω3 (u) = σ ω3 (v) and 1 ≤ σ 3 (uv) ≤ n d + 7 n d ln b n + n d ln b+ε n + 1 ≤ n d + 8 n d ln b n .
Concluding Remarks
By substituting e.g. b = 1, ε = 1 12 in Theorem 2 we obtain the following: Corollary 6. For every d-regular graph with n vertices and d ∈ ln 8 n, n ln 3 n : s(G) ≤ n d 1 + 8 ln n for n sufficiently large.
So that our probabilistic argument works effectively, a poly-logarithmic in n lower bound on d is unfortunately unavoidable. We may however still conclude that s(G) = (1 + o(1))n/d for a wider domain of d e.g. by fixing any small yet positive ε 0 and substituting b = ε0 18 (i.e., b > ε0 19 ) and ε = ε0 18 in Theorem 2 to obtain:
Corollary 7. For each fixed ǫ 0 > 0, for every d-regular graph with n vertices and d ∈ ln 1+ε0 n, n ln ε 0 n , if n is sufficiently large,
Hence, s(G) = (1 + o(1)) n d .
We also note that on the other hand the second order term in our upper bounds above could also be greatly improved, but at the cost of narrowing down the interval for d. In particular, using the same technique as in the proof of Theorem 2 one may show that s(G) ≤ n d (1+ 1 n γ ) for any d-regular graph G with sufficiently large order n and d ∈ [n α , n β ] for appropriately selected constants α, β, γ ∈ (0, 1), α < β. We omit derails here, as the major goal of this paper was to settle an asymptotic confirmation of Conjecture 1, namely that s(G) = (1 + o(1)) n d , for possibly widest spectrum of degrees d.
