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ABSTRACT 
 
 
 
 
The needs for effective control performance in the face of highly process 
interactions have call for better plantwide process control system synthesis method. 
As a practical illustration, a vinyl acetate monomer plant was considered. The aim 
was to develop a suitable control model and then its performance was analyzed. This 
research underwent several stages. First, data was generated from the simulation of 
vinyl acetate monomer process. This studies was performed using MATLAB71. This 
was followed by analyses of dynamic response of the process. Transfer functions was 
developed using First Order Plus Time Delay (FOPTD) equation. These transfer 
function are then used in development of Model Predictive Control (MPC). Lastly, 
model testing of vinyl acetate monomer process is done and followed by tuning 
process. The optimum value of Prediction horizon (P) and Control horizon (M) is 
determined from the tuning process. The result lead to the conclusion that the Model 
Predictive Control is better than PI controller specifically in optimize the desired 
production of vinyl acetate. 
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ABSTRAK 
 
 
 
 
Keperluan kepada kawalan yang efektif dalam menghadapi interaksi proses 
yang tinggi memerlukan kaedah- kaedah sintesis system kawalan seluruh loji yang 
baik. Sebagai ilustrasi yang praktikal, sebuah loji penghasilan monomer vinyl acetate 
telah digunakan. Tujuannya adalah untuk menghasilkan satu kawalan yang sesuai 
dan menganalisa prestasinya. Penyelidikan ini dilaksanakan melalui beberapa 
peringkat. Pertama, data- data telah dihasilkan daripada simulasi proses monomer 
vinyl acetate. Kajian ini telah dijalankan menggunakan perisian MATLAB7.1. Ini 
diikuti dengan menganalisis reaksi dinamik proses. Fungsi pemindahan kemudian 
dicipta menggunakan persamaan ‘First Order Plus Time Delay (FOPTD)’. Fungsi 
pemindahan ini kemudian digunakan di dalam pembangunan ‘Model Predictive 
Control (MPC)’. Akhir sekali, ujian ke atas model yang dihasilkan dilakukan dan ini 
dilakukan dengan menguabahsuai nilai P dan M di dalam model. Nilai optimum P 
dan M ditentukan melalui ujian ini. Keputusan simulasi membawa kepasa 
kesimpulan bahawa MPC adalah lebih baik dari pengawal PI terutama dalam 
memgoptimumkan penghasilan produk vinyl acetate. 
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CHAPTER 1 
 
 
 
 
INTRODUCTION 
 
 
 
 
1.1 Background of Study 
 
 
In the past, process design had been approached in a hierarchical fashion 
where design problems were solved initially by developing simple solutions, 
followed by addition of successive levels of details to the process. Consequently, 
dynamic properties of the process were not considered until the final stage when the 
control system formulation was considered. This has changed recent years. The 
introduction of high speed computers has facilitated the use of optimization 
techniques in the formulation of plant configurations leading to more efficient design 
that are complex and integrated. Complicate process control such moves alters the 
dynamic and steady state behaviors of the individual unit operations, leading to poor 
process dynamics. Usually the control that conducted on individual unit operation 
cannot show the actual efficiency of the plant and it is shift to control on interacting 
units of the whole plant. 
 
 
This study is inspired by vinyl acetate monomer process. This process 
contains several standard unit operations that are typical of many chemical plants. 
Both gas and liquid recycle streams are present as well as process-to-process heat 
integration. The process model contains 246 states, 26 manipulated variables, and 43 
measurements. This polymerization process is difficult to control because it is 
involve molecular weight distribution and it is also highly interacting process. To 
tackle these problems, advanced control technique that is Model Predictive Control 
 2 
(MPC) was chosen to control separator unit as well as optimize the product 
concentration. 
 
 
MPC is an advanced technique controllers which is rely on dynamic models 
of the process, most often linear empirical models obtained by system identification. 
The models are used to predict the behavior of dependent variables of a dynamical 
system with respect to changes in the process independent variables.  
 
 
In chemical processes, independent variables are most often set points of 
regulatory controllers that govern valve movement (e.g., valve position with or 
without flow, temperature or pressure controller cascades), while dependent variables 
are most often constraints in the process (e.g., product purity, equipment safe 
operating limits). The model predictive controller uses the models and current plant 
measurements to calculate future moves in the independent variables that will result 
in operation that honors all independent and dependent variable constraints. The 
MPC then sends this set of independent variable moves to the corresponding 
regulatory controller set points to be implemented in the process. 
 
 
Despite the fact that most real processes are approximately linear within only 
a limited operating window, linear MPC approaches are used in the majority of 
applications with the feedback mechanism of the MPC compensating for prediction 
errors due to structural mismatch between the model and the plant. In model 
predictive controllers that consist only of linear models, the superposition principle 
of linear algebra enables the effect of changes in multiple independent variables to be 
added together to predict the response of the dependent variables. This simplifies the 
control problem to a series of direct matrix algebra calculations that are fast and 
robust. 
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1.2  Problem Statement 
 
 
In a large scale plant, the output variables may be influenced by many input 
variables in a way which is not easy to predict. Complicated process control since 
such moves alter the dynamic and steady state behaviors of the individual unit 
operations, leading to poor process dynamics. This situation is further exacerbated by 
today’s production criteria, which are increasingly difficult to satisfy. Product 
specifications are now largely more stringent and the plants are subjected to 
increasingly strict safety and environment standards. Large over-designed margins 
are rarely permitted leading to tight equipment constrains. 
 
 
Chemical industries also deal with more complexes, nonlinear and highly 
interacting process which is hard to control with traditional controller. Interacting 
behavior is exhibit in the processes with variables that interact with each other or that 
contain internal feedback of material and energy. In interacting process, the units and 
variables are relating each other. A change in a unit has an affect on the other units. 
These pose serious challenge to process control and unless a well-designed control 
system is in place, the desired plant objectives may not be achievable. The traditional 
approach of control system design by eliminating conflicts following the completion 
of the individual unit control system formulation is not seen as viable to be used in 
these demanding circumstances. An advanced control system that is Model 
Predictive Control is therefore needed.  
 
 
 
 
1.3  Objectives of Study 
 
 
The aim of this study is to design a Model Predictive Control for a separator 
in vinyl acetate monomer process with good dynamic performance as well as 
optimize the product concentration. The scheme is developed and tested by rigorous 
simulation using MATLAB 7.1. 
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1.4  Scope of Study 
 
 
The scopes of study addressed in this research are: 
 
i. To study a mathematical modeling on vinyl acetate monomer process 
ii. To simulate vinyl acetate monomer process for nominal condition and PI 
control 
iii. Analyses of dynamic response of the process 
iv. Determine the effect of set-point tracking and disturbance rejection to the 
response 
v. Development of transfer function 
vi. Implementation of Model Predictive Control 
vii. Model testing for vinyl acetate monomer process. 
 
 
 
 
1.5 Layout of the Thesis 
 
 
Chapter 2 begins with the introduction of vinyl acetate. This is followed by 
the description and explanation about MPC. 
 
 
Chapter 3 start with explanation on process description of vinyl acetate 
monomer process, followed by data collection and mathematical modeling of the 
process. Then steady state simulation was done and the result was compared with 
actual plant data. After that analysis of dynamic behavior of the process was done 
and sensitivity analysis was done and effect of set point tracking and disturbance 
rejection was identified.  
 
 
Chapter 4 commences with development of transfer functions. Then those 
transfer function is used in MPC implementation. In this chapter, MPC is tuned to get 
the optimum value of prediction horizon, P and control horizon, M. Sensitivity 
analysis was made to the MPC using some disturbances. The performance of MPC 
and disturbance rejection capability is examined in this chapter.    
 5 
Chapter 5 introduced Multi Input Single Output (MISO) process. Sensitivity 
analysis of MPC in MISO process has been carried out using two disturbances that 
are random number and band limited white noise. The MPC performance for MISO 
process has been studied and the results have been displayed. Then, the MPC 
performance was discussed. This thesis is concluding by Chapter 6 where the 
conclusions drawn from the study as well as some recommendations for future works 
are presented. 
 
 
 
  
 
 
CHAPTER 2 
  
 
 
 
LITERATURE REVIEW 
 
 
 
 
2.1 Vinyl Acetate 
 
 
 Vinyl acetate is the organic compound with the formula CH3COOCH=CH2. 
This colorless liquid with a pungent odor is the precursor to an important polymer 
polyvinyl acetate. Vinyl acetate monomer (VAM) is an essential chemical building 
block used in a wide variety of industrial and consumer products. VAM is a key 
ingredient in emulsion polymers, resins, and intermediates used in paints, adhesives, 
coatings, textiles, wire and cable polyethylene compounds, laminated safety glass, 
packaging, automotive plastic fuel tanks, and acrylic fibers.  
 
 
 VAM is flammable and reactive, but can be stored, transported and handled 
safely if the compound’s properties are understood. VAM is not considered to be 
highly toxic, but exposure can irritate the respiratory tract, eyes and skin. Skin 
contact may cause sensitization and an allergic skin reaction in a small proportion of 
individuals. Animal studies found that long-term exposure to VAM can cause a 
carcinogenic response.   
 
 
 
 
2.2 Model Predictive Control 
 
 
 Over the past decade, Model Predictive Control (MPC) has established itself 
in industry as an important form of advanced control due to its advantages over 
traditional controllers. MPC displays improved performance because the process 
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model allows current computations to consider future dynamic events. For example, 
this provides benefit when controlling processes with large dead times or non-
minimum phase behavior. MPC allows for the incorporation of hard and soft 
constraints directly in the objective function. In addition, the algorithm provides a 
convenient architecture for handling multivariable control due to the superposition of 
linear models within the controller. Figure 2.1 and Figure 2.2 illustrates the basic 
structure and algorithm schematic of MPC. 
 
 
 MPC refers to a family of control algorithms that employ an explicit model to 
predict the future behavior of the process over an extended prediction horizon. These 
algorithms are formulated as a performance objective function, which is defined as a 
combination of set point tracking performance and control effort. This objective 
function is minimized by computing a profile of controller output moves over a 
control horizon. The first controller output move is implemented, and then the entire 
procedure is repeated at the next sampling instance. Figure 2.3 illustrates the ‘moving 
horizon’ technique used in model predictive control. 
MPC presents some advantages such as: 
 
1) The process model captures the dynamic and static interactions between 
input, output and disturbance variables 
2) Constraints on inputs and outputs are considered in a systematic manner  
3) The control calculation can be coordinated with the calculation of optimum 
set points 
4) Accurate model prediction can provide early warnings of potential problems 
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                         Figure 2.1: Basic structure of MPC strategy 
 
 
 
Figure 2.2: MPC Algorithm Schematic (Ogunnaike and Ray, 1994) 
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Figure 2.3: The ‘moving horizon’ concept of MPC (Dougherty and Cooper, 2003) 
 
  
 
 
2.2.1  Development of MPC  
 
 
This section presents a development history of industrial MPC technology. 
Since the advent of MPC, various model predictive controllers have evolved to 
address an array of control issues.  Some early forms of these controllers use actual 
plant measurements to obtain the internal process model. The initial IDCOM and 
DMC algorithms represent the first generation of MPC technology. They had an 
enormous impact on industrial process control and served to define the industrial 
MPC paradigm. 
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Model Algorithmic Control (MAC) also known as Identification and 
Command (IDCOM) was developed by Richalet et al. (1978) and employ an impulse 
response model. They described their approach as model predictive heuristic control 
(MPHC). The distinguishing features of the IDCOM approach are: 
 
1) impulse response model for the plant, linear in inputs or internal 
variables; 
2) quadratic performance objective over a finite prediction horizon; 
3) future plant output behavior specified by a reference trajectory; 
4) input and output constraints included in the formulation; 
5) optimal inputs computed using a heuristic iterative algorithm, 
interpreted as the dual of identification. 
 
Richalet et al. (1978) chose an input–output representation of the process in 
which the process inputs influence the process outputs directly. Process inputs are 
divided into manipulated variables (MVs) which the controller adjusts, and 
disturbance variables (DVS) which are not available for control. Process outputs are 
referred to as controlled variables (CVs). They chose to describe the relationship 
between process inputs and outputs using a discrete-time finite impulse response 
(FIR) model. For the single input, single output (SISO) case the FIR model looks 
like: 
∑
=
−+
N
i
ijkiuhy
1
                                                                      ( 2.1) 
 
This model predicts that the output at a given time depends on a linear 
combination of past input values, the summation weights hi are the impulse response 
coefficients. The sum is truncated at the point where past inputs no longer influence 
the output. This representation is therefore only possible for stable plants. 
 
 
Next, Dynamic Matrix Control (DMC) was introduced by Cutler and 
Ramaker (1980).  This controller uses a step response model. Key features of the 
DMC control algorithm include: 
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1) linear step response model for the plant; 
2) quadratic performance objective over a finite prediction horizon; 
3) future plant output behavior specified by trying to follow the set point 
as closely as possible; 
4) optimal inputs computed as the solution to a least squares problem 
 
 
The linear step response model used by the DMC algorithm relates changes in 
a process output to a weighted sum of past input changes, referred to as input moves. 
For the SISO case the step response model looks like: 
NjkN
N
i
ijkijk ususy −+
−
=
−++ +∆= ∑
1
1
               (2.2) 
The move weights si are the step response coefficients. Multiple outputs were 
handled by superposition. By using the step response model one can write predicted 
future output changes as a linear combination of future input moves. The matrix that 
ties the two together is the so-called Dynamic Matrix. Using this representation 
allows the optimal move vector to be computed analytically as the solution to a least-
squares problem. Feed forward control is readily included in this formulation by 
modifying the predicted future outputs.  
 
 
The objective of a DMC controller is to drive the output as close to the set 
point as possible in a least squares sense with a penalty term on the MV moves. This 
results in smaller computed input moves and a less aggressive output response. As 
with the IDCOM reference trajectory, this technique provides a degree of robustness 
to model error. Move suppression factors also provide an important numerical benefit 
in that they can be used to directly improve the conditioning of the numerical 
solution. 
 
 
The original IDCOM and DMC algorithms provided excellent control of 
unconstrained multivariable processes. However, on-line constraint handling was still 
somewhat ad hoc. This matter was led some modifications to the first generations of 
MPC. This weakness was overcome by posing an extension of DMC that employs a 
robust quadratic performance objective with explicit incorporation of constraints. It 
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was proposed by Garcia and Morshedi (1986) and is known as Quadratic Dynamic 
Matrix Control (QDMC). Key features of the QDMC algorithm include: 
 
1) linear step response model for the plant; 
2) quadratic performance objective over a finite prediction horizon; 
3) future plant output behavior specified by trying to follow the set point 
as closely as possible subject to a move suppression term; 
4) optimal inputs computed as the solution to a quadratic program. 
 
 
The QDMC algorithm can be regarded as representing a second generation of 
MPC technology, comprised of algorithms which provide a systematic way to 
implement input and output constraints. This was accomplished by posing the MPC 
problem as a QP, with the solution provided by standard QP codes. 
 
 
As MPC technology gained wider acceptance and problems tackled by MPC 
technology grew larger and more complex, control engineers implementing second 
generation MPC technology ran into third generation MPC.  A similar extension that 
replaces the iterative solution technique of IDCOM with a quadratic programming 
algorithm gave rise to IDCOM-M.  A state space implementation of MPC was also 
proposed as the Shell Multivariable Optimizing Control (SMOC) algorithm.  In the 
last 10 years, increased competition and the mergers of several MPC vendors have 
led to significant changes in the industrial MPC landscape.  The Robust Model 
Predictive Control (RMPC) algorithm offered by Honeywell was merged with the 
Profimatics PCT controller to create their current offering called Robust Model 
Predictive Control Technology (RMPCT).  In early 1996, Aspen Technology 
Incorporation purchased Setpoint Incorporation and DMC Corporation.  The Set 
point Multivariable Control Architecture (SMCA) and DMC technologies were 
subsequently merge to create Aspen Technology’s current DMC-plus product.  
DMC-plus and RMPCT are representative of the fourth generation MPC technology 
today.  
 
 
Several commercial versions of MPC are now available for both 
implementation on a Distributed Computer System (DCS) module or implementation 
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on a separate computer networked to the DCS (Qin and Badgwell, 2003).  Some of 
these include the Adersa’s Identification and Command-Hierarchical Controller 
(IDCOM-HIECON) and Predictive Functional Control (PFC), AspenTech’s 
Dynamic Control Plus (DMC-plus) package, Pavilion Technologies’ Process 
Perfecter, Honeywell’s Robust Model Predictive Control Technology (RMPCT), 
Treiber Controls’ Optimum Predictive Control (OPC) and Control Soft’s Modular 
Multivariable Control (MMC). Their differences lie in the specifics of the 
architecture, implementation strategy and application platform. 
 
 
 
 
2.2.2 Dynamic Matrix Control 
 
 
 Dynamic Matrix Control is the most popular MPC algorithm used in the 
chemical process industry today due to it’s major benefit in multivariable 
applications. It was introduced by Cutler and Ramaker (1980). Over the past decade, 
DMC has been implemented on a wide range of process. A major part of DMC ’s 
appeal in industry stems from the use of a linear finite step response model of the 
process and a simple quadratic performance objective function. The objective 
function is minimized over a prediction horizon to compute the optimal controller 
output moves as a least-squares problem. When DMC is employed on nonlinear 
chemical processes, the application of this linear model-based controller is limited to 
relatively small operating regions. Hence, the capabilities of DMC will degrade as 
the operating level moves away from its original design level of operation. To 
maintain the performance of the controller over a wide range of operating levels, a 
multiple model adaptive control (MMAC) strategy for single loop DMC has been 
developed.  
 
 
 The method of approach is to construct a set of DMC process models that 
span the range of expected operation. By combining the process models to form a 
nonlinear approximation of the plant, the true plant behavior can be approached. The 
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more models that are combined, the more accurate the nonlinear approximation will 
be.  
 
 
 
 
2.2.3 Algorithm of Dynamic Matrix Control  
 
 
DMC uses a linear finite step response model of the process to predict the 
process variable profile, ŷ(n + j) over j sampling instants ahead of the current time, n:  
 
)( jny +
∧
   =  
444 3444 21
movesfutureandcurrentofEffect
j
i
i ijnuay
_____
1
0 )( −+∆+∑
=
+
444 3444 21
movespastofEffect
N
ji
i ijnua
___
1
1
)( −++∆∑
−
+=
                           (2.3) 
 
In Eq. (2.3), y0 is the initial condition of the process variable, ∆ui= ui - ui-1 is 
the change in the controller output at the ith sampling instant, ai is the ith unit step 
response coefficient of the process, and N is the model horizon and represents the 
number of sampling intervals of past controller output moves used by DMC to 
predict the future process variable profile. The current and future controller output 
moves have not been determined and cannot be used in the computation of the 
predicted process variable profile. Therefore, Eq. (2.3) reduces to 
 
)())(()(
1
1
0 jndijnuayjny
N
ji
i ++−+∆+=+ ∑
−
+=
∧
                        (2.4) 
 
where the term d(n+j) combines the unmeasured disturbances and the inaccuracies 
due to plant-model mismatch. Since future values of the disturbances are not 
available, d(n+j) over future sampling instants is assumed to be equal to the current 
value of the disturbance, or 
 
))(()()()(
1
1
0 inuaynyndjnd
N
i
i −∆−−==+ ∑
−
=
             (2.5) 
 
where y(n) is the current process variable measurement. The goal is to compute a 
series of controller output moves such that 
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where P is the prediction horizon and represents the number of sampling intervals 
into the future over which DMC predicts the future process variable. Substituting 
Eq.(2.4) in Eq.(2.6) gives  
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Eq. (2.7) is a system of linear equations that can be represented as a matrix equation 
of the form  
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               P x 1                       P x M                          M x 1 
or in a compact matrix notation as 
 
,
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where ē is the vector of predicted errors over the next P sampling instants, A is the 
dynamic matrix, and ∆ū is the vector of controller output moves to be determined.  
 
 
An exact solution to Eq. (2.8) is not possible since the number of equations 
exceeds the degrees off freedom (P > M). Hence, the control objective is posed as a 
least squares optimization problem with a quadratic performance objective function 
of the form 
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In the unconstrained case, this minimization problem has a closed form 
solution, which represents the DMC control law: 
 
−
−
−
+=∆ eAIAAu TT 1)( λ               (2.11) 
 
Implementation of DMC with the control law in Eq. (2.11) results in 
excessive control action, especially when the control horizon is greater than one. 
Therefore, a quadratic penalty on the size of controller output moves is introduced 
into the DMC performance objective function. The modified objective function has 
the form 
 
−
∆ u
Min ][][][][
−−−−−−
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where λ is the move suppression coefficient. In the unconstrained case, the modified 
objective function has a closed form solution of (e.g., Marchetti, Mellichamp & 
Seborg, 1983; Ogunnaike, 1986) 
 
−
−
−
+=∆ eAIAAu TT 1)( λ                            (2.13) 
 
 
Adding constraints to the classical formulation given in Eq. (2.13) produces 
the quadratic dynamic matrix control (QDMC) (Morshedi et al., 1985; Garcia & 
Morshedi, 1986) algorithm.  
 
 
 
 
2.2.3 Tuning Of DMC 
 
 
The foundation of this strategy lies with the formal tuning rules for non-
adaptive DMC based on fitting the controller output to measured process variable 
dynamics at one level of operation with a FOPDT model approximation (Shridhar & 
Cooper, 1998). A FOPDT model has the form 
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where Kp is the process gain, τp is the overall time constant and θp is the effective 
dead time. Specifically, Kp indicates the size and direction of the process variable 
response to a control move, τp describes the speed of the response, and θp tells the 
delay prior to when the response begins. The tuning parameters for single-loop DMC 
include: 
1. The sample time, T; 
2. Finite prediction horizon, P; 
3. Model horizon (process settling time in samples), N; 
4. Control horizon (number of controller output moves that are 
computed), M; and 
5. Move suppression coefficient (controller output weight),λ. 
 
The sample time, T, is computed as: 
 
T=Max ( 0.1τp, 0.5θp)                                                                    (2.15) 
 
 
This value of sample time balances the desire for a low computation load (a 
large T) with the need to properly track the evolving dynamic behavior (a small T). 
Many control computers restrict the choice of T, the remaining tuning rules permit 
values of T other than that computed by Eq. (2.15) to be used. The sample time and 
the effective dead time are used to compute the discrete dead time in integer samples 
as 
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The prediction horizon, P, and the model horizon, N, are computed as the 
process settling time in samples as 
k
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Note that both N and P cannot be selected independent of the sample time, T. 
A larger P improves the nominal stability of the closed loop. For this reason, P is 
selected such that it includes the steady-state effect of all past controller output 
moves. The value of P calculated as the open loop settling time of the FOPDT model 
approximation. 
 
 
In addition, it is important that N be equal to the open loop settling time of the 
process to avoid truncation error in the predicted process variable profile. Eq. (2.17) 
computes N as the settling time of the FOPDT model approximation. This value is 
long enough to avoid the instabilities. Then, the control horizon, M, must be long 
enough such that the results of the control actions are clearly evident in the response 
of the measured process variable. The tuning rule thus chooses M as one dead time 
plus one time constant, or; 
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Eq.(2.18) calculates M such that M x T is larger than the time required for the 
FOPDT model approximation to reach 60% of the steady state. The final step is the 
calculation of the move suppression coefficient, λ. Its primary role in DMC is to 
suppress aggressive controller actions. Shridhar (1997) and Cooper (1998) derived 
the move suppression coefficient based on a FOPDT model fit as 
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Eq. (2.19) is valid for a control horizon greater than 1 (M > 1). When the 
control horizon is 1 (M = 1), no move suppression coefficient should be used (λ = 0). 
 
 
 
 
2.3 Concluding Remark 
 
 
This chapter firstly discussed about vinyl acetate and its usage. This is 
followed by explanation about MPC and its development. The MPC uses the models 
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and current plant measurements to calculate future moves in the independent 
variables that will result in operation that honors all independent and dependent 
variable constraints. From this chapter it is concluded that MPC is good controller 
due to some of its advantages. The advantages are the process model captures the 
dynamic and static interactions between input, output and disturbance variables, 
constraints on inputs and outputs are considered in a systematic manner and an 
accurate model prediction can provide early warnings of potential problems. 
  
 
 
CHAPTER 3 
 
 
 
 
PLANTWIDE SIMULATION AND CONTROL ON VINYL ACETATE 
MONOMER PROCESS  
 
 
 
 
3.1 Process Description of Vinyl Acetate Monomer Process 
 
 
In the Vinyl Acetate (VAC) process, there are 10 basic unit operations, which 
include a vaporizer, a catalytic plug flow reactor, a feed-effluent heat exchanger, a 
separator, a gas compressor, an absorber, a carbon dioxide (CO2) removal system, a 
gas removal system, a tank for the liquid recycle stream, and an azeotropic 
distillation column with a decanter. Figure 3.1 shows the process flow sheet with 
locations of the manipulated variables. The numbers on the streams are the same as 
those given by Luyben et al. (1997). There are seven chemical components in the 
VAC process. Ethylene (C2H4), pure oxygen (O2), and acetic acid (HAC) are 
converted into the vinyl acetate (VAC) product, and water (H2O) and carbon dioxide 
(CO2) are by-products. An inert, ethane (C2H6), enters with the fresh C2H4 feed 
stream.  
 
The following reactions take place: 
 
 
C2H4 + CH3COOH + 1/2O2  CH2=CHOCOCH3 + H2O             (3.1) 
 
C2H4 + 3O2  2CO2 + 2H2O                (3.2) 
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Figure 3.1 Vinyl Acetate Monomer Process Flowsheet (Luyben et al., 1997) 
 
 
The exothermic reactions occur in a reactor containing tubes packed with a 
precious metal catalyst on silica support. Heat is removed from the reactor by 
generating steam on the shell side of the tubes. Water flows to the reactor from a 
steam drum, to which make-up water is supplied. The steam leaves the drum as 
saturated vapor. The reactions are irreversible and the reaction rates have an 
Arrhenius-type dependence on temperature. 
 
 
The reactor effluent flows through a process-to-process heat exchanger, 
where the cold stream is the gas recycle. The rector effluent is then cooled with 
cooling water and the vapor (oxygen, ethylene, carbon dioxide and ethane) and liquid 
(vinyl acetate, water and acetic acid) are separated. The vapor stream from the 
separator goes to the compressor and the liquid stream from the separator becomes a 
part of the feed to the azeotropic distillation column. The gas from the compressor 
enters the bottom of the absorber, where the remaining vinyl acetate is recovered. A 
liquid stream from the base is recirculated through a cooler and fed to the middle of 
the absorber. Liquid acetic acid that has been cooled is fed into the top of the 
absorber to provide the final scrubbing. The liquid bottoms product from the absorber 
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combines with the liquid from the separator as the feed stream to the distillation 
column. 
 
 
Part of the overhead gas exiting the absorber enters the carbon removal 
system. This could be one of the several standard industrial CO2 removal processes. 
Here we simplify this system by treating is as a component separator with a certain 
efficiency that is a function of rate and composition. The gas stream minus carbon 
dioxide is split, with part going to the purge for removal of the inert ethane from the 
process. 
 
 
The rest combines with the large recycle gas stream and goes to the feed-
effluent heat exchanger. The fresh ethylene feed stream is added. The gas recycle 
stream, the fresh acetic acid feed, and the recycle liquid acetic acid stream enter the 
vaporizer, where the steam is used to vaporize the liquid. The gas stream from the 
vaporizer is further heated to the desired reactor inlet temperature in a trim heater 
using steam. Fresh oxygen is added to the gas stream from the vaporizer just prior to 
the reactor to keep the oxygen composition in the gas recycle loop outside the 
explosively region.  
 
 
The azeotropic distillation column separates the vinyl acetate and water from 
the unconverted acetic acid. The overhead product is condensed with cooling water 
and liquid goes to decanter, where the vinyl acetate and water phases separate. The 
organic and aqueous products are sending for further refining to another distillation 
section. Here the additional separation steps required to produce vinyl acetate of 
sufficient purity is ignore because there is no recycle from the refining train back to 
the reaction loop. The bottom product from the distillation column contains acetic 
acid, which recycle back to the vaporizer along with fresh make-up acetic acid. Part 
of this bottoms stream is the wash acid used in the absorber after being cooled. 
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3.2 Data Collection 
 
 
The collection of plant data will give a general understanding of the process 
behavior as well as its dynamics. The data collection help in identifying the variables, 
and its relationship to other variables, approximate correlations and dynamic 
characteristics such as dead time and time delays. DCS data is collected from the 
previous study by Mc Avoy et al. (1998).  
 
 
 
 
3.3 Mathematical Modeling of Vinyl Acetate Monomer Process 
 
 
This section discusses design assumptions, equipment data, and modeling 
formulations for each unit operation. In this section, the simulation model used for 
each major unit is discussed in detail after a brief discussion of the thermodynamic 
and physical property data. For each unit, the state and manipulated variables are 
identified. 
 
 
1) Physical Properties of the Pure Component 
 
 
In the MATLAB model, the vapor liquid equilibrium (VLE) calculations are 
performed assuming an ideal vapor phase and a standard Wilson liquid activity 
coefficient model. The Wilson parameters and molar volumes are listed in Table 3.1, 
and they are obtained directly from the TMODS model. The pure component 
physical property data is from Luyben et al. (1997) and it is listed in Table 3.2. The 
component vapor pressures are calculated using the Antoine equation and Antoine 
coefficients are get from Luyben et al. (1997) and it is listed in Table 3.3. 
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Table 3.1: Wilson parameters aij and molar volumes Vi 
 
aij VAC H2O HAC Vi (ml/mol) 
VAC 0 1384.6 -136.1 93.1 
H2O 2266.4 0 670.7 18.07 
HAC 726.7 230.6 0 57.54 
 
 
 
 
The heat capacity expressions use have the following temperature dependence: 
 
cp = a + bt                 (3.3) 
 
where cp is in cal/goC and t is the temperature in oC. 
 
 
Table 3.2: Pure component physical properties 
 
  Molecular Specific Latent heat cp Liquid (a-b) cp Vapor (a-b) 
Component weight gravity (cal/mol) cal/goC cal/goC 
O2 32 0.5 2300 0.3-0 0.218-0.0001 
CO2 44.01 1.18 2429 0.6-0 0.23-0 
C2H4 28.05 0.57 1260 0.6-0 0.37-0.0007 
C2H6 30.05 0.57 1260 0.6-0 0.37-0.0007 
VAC 86.09 0.85 8600 0.44-0.0011 0.29-0.0006 
H2O 18.02 1 10684 0.99-0.0002 0.56-0.0016 
HAC 60.05 0.98 5486 0.46-0.0012 0.52-0.0007 
 
 
 
 
Component vapor pressure Ps in psia are calculated using Antoine equation, using 
Antoine coefficients listed in Table 3.3. 
 
 ln Ps = A + B/(t + C)                           (3.4) 
 
where t is the temperature in oC 
 
 
 
 
 
 
