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Abstract— This paper studies the synchronization of a finite
number of Kuramoto oscillators in a frequency-dependent bidi-
rectional tree network. We assume that the coupling strength
of each link in each direction is equal to the product of
a common coefficient and the exogenous frequency of its
corresponding head1 oscillator. We derive a sufficient condition
for the common coupling strength in order to guarantee
frequency synchronization in tree networks. Moreover, we
discuss the dependency of the obtained bound on both the
graph structure and the way that exogenous frequencies are
distributed. Further, we present an application of the obtained
result by means of an event-triggered algorithm for achieving
frequency synchronization in a star network assuming that the
common coupling coefficient is given.
I. INTRODUCTION
Oscillation is the fundamental function behind the oper-
ation of many complex networks, including biological and
neural networks [17], [20]. The well-celebrated Kuramoto
oscillator [13] has been a paradigm for studying intercon-
nected oscillators. Kuramoto oscillator has been originally
designed to study the synchronization of coupled oscillators
in chemical networks, and it has been widely used in other
disciplines including synchronization in brain networks [3].
From a technical point of view, synchronization of Ku-
ramoto oscillators have been widely studied in the literature.
The main results have focused on the original model of
Kuramoto in a complete graph [21] where bounds on the
critical coupling are derived [2], [5] to provide sufficient and
necessary conditions for frequency synchronization. Other
relevant problems have also been studied, for example syn-
chronization of oscillators over general connected graphs [9],
synchronization with time-varying exogenous frequencies
[7], and cluster synchronization of Kuramoto oscillators in a
connected, weighted and undirected graphs [6].
Main contributions: This paper considers frequency synchro-
nization of Kuramoto oscillators in a bidirectional frequency-
dependent tree network. We are motivated by the interest
behind studying synchronization between different areas of
a complex brain-like network. Our choice of studying tree
networks is encouraged by observations that large-scale inter-
areal connectivity in the brain can be approximated as a
tree network [19]. The idea of frequency-dependent coupling
stems from the evidence of frequency-dependent synaptic
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coupling between neurons e.g. [14]. In the presentation of
the current paper, we are confined within the mathematical
framework and graph theory to represent our model without
a direct usage of terminologies from the domain of neuro-
science.
We consider a tree graph and assume that each link
(edge) of the graph is bidirectional and its weight in each
direction depends on a common coupling term as well as the
exogenous frequency of the oscillator at its head1 node [22].
While the oscillators’ exogenous frequencies are different
from each other, there is a common coupling coefficient
which affects all links equally. In other words, each oscillator
is connected to its neighbors with κωi, where κ denotes
the common stiffness and ωi varies for each oscillator. We
derive a sufficient condition on the bound of κ such that
the network achieves frequency synchronization. We show
and discuss the dependency of the obtained bound on the
exogenous frequencies as well as graph structure.
Compared with [22] where star graphs with identical leaf
frequencies are considered, we consider a general class of
tree graphs where nodal exogenous frequencies are different
from each other and also use different analytical tools from
control theory. Compared to the previous work, e.g. [2],
[9], [5], [6], [7], we are considering a frequency-dependent
dynamics for Kuramoto oscillators which has not been con-
sidered before. Moreover, we study synchronization in a tree
graph (a non-complete graph) and derive a condition on the
coupling bound which depends on the exogenous frequencies
and the graph structure.
In addition to studying frequency synchronization, we
present an event-based algorithm for synchronization in
star networks, which is a special case of a tree network,
assuming a specified κ which may not necesarily satisfy
the sufficient condition for synchronization. Compared with
[16], we consider a different underlying dynamics for the
oscillatory network and design a different algorithm.
This paper is organized as follows. Section II presents
preliminaries and problem formulation. Section III gives
a sufficient condition for the common coupling strength
in order to achieve frequency synchronization. An event-
triggered algorithm for synchronization in a star network is
presented and analyzed in Section IV. Section V presents
simulation results and Section VI concludes the paper 1
1The word source has been mistakenly used instead of head in the paper
published in the proceedings of 57th IEEE Conference on Decision and
Control, 2018.
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II. PRELIMINARIES AND PROBLEM FORMULATION
For a connected undirected graph G(V, E), the node-set V
corresponds to n nodes and the edge-set E ⊂ V × V corre-
sponds to m edges. The incidence matrix Bn×m associated
to G(V, E) describes which nodes are coupled by an edge.
Each element of B is defined as follows
bi` =

+1 if node i is at the positive end of edge `
−1 if node i is at the negative end of edge `
0 otherwise,
where the labeling of the nodes can be done in an arbitrary
fashion. The matrix L = BBT is called the graph Laplacian
and Lg = BTB is the edge-Laplacian. If the underlying
graph is connected, the eigenvalues of the Laplacian matrix
are ordered as 0 = λ1(L) < λ2(L) ≤ ... ≤ λn(L), where
λ2(L) is called the algebraic connectivity of the network. If
the undirected graph is a tree, all eigenvalues of Lg (which
are n−1 eigenvalues) are equal to the nonzero eigenvalues of
L [15]. In this paper, we consider trees which are a subclass
of connected graphs without cycles, i.e., any two nodes are
connected by exactly one unique path. The edge Laplacian
of a tree graph is invertible [15].
Definition 1 A subset S ⊂ Rn is said to be forward
invariant with respect to the differential equation x˙ = f(x)
provided that each solution x(·) with x(0) ∈ S has the
property that x(t) ∈ S for all positive t in the domain of
definition of x(·) [18].
Notation
Symbol 1n is a n-dimensional vector and 1m×m represents
a m × m matrix whose elements are all equal to 1. The
notation xi,j is equivalently used for xi − xj . The notation
θi,k indicates that the node i of graph G is connected to
the edge k. The minimum eigenvalue of the positive definite
matrix M is denoted by λ1(M).
A. Problem formulation
Consider n oscillators communicating over a connected
and bidirectional graph. The original Kuramoto model fol-
lows
θ˙i = ωi − κ
∑
j∈Ni
sin(θi − θj), (1)
where θi ∈ R, ωi > 0 are the phases and exogenous frequen-
cies of oscillator i, and Ni denotes the set of neighboring
nodes of node i. The parameter κ > 0, κ ∈ R is the constant
coefficient of the coupling strength of all links of the graph.
We now continue with a different model where the dynamics
of each node follows [22]
θ˙i = ωi − κωi
∑
j∈Ni
sin(θi − θj). (2)
This model can be interpreted as a bidirectional commu-
nication where the weights of coupling of each edge at
each direction depends on the frequency of the head node.
This makes the interaction topology a directed and weighted
graph. The model of the network in compact form is
θ˙ = ω(1n − κB sin(BTθ)), (3)
where ω , diag(ω1, ω2, ..., ωn) is a diagonal matrix such
that ωi > 0 represents the exogenous frequency of node i,
θ , [θ1, θ2, ..., θn]T , and sin function acts element-wise. As
presented in [5], the notions of synchronization include
• phase cohesiveness, i.e., |θi − θj | ≤ η,
• phase-synchronization, i.e., θi = θj ,∀i, j,
• frequency synchronization, i.e., θ˙i = θ˙j ,∀i, j.
In this paper we first characterize the sufficient condition
for the coupling strength such that for κ > ∆, the phase
cohesiveness and frequency synchronization occur provided
that the initial conditions of the oscillators are within a
prescribed bound. Second, we present an event-triggered
mechanism to achieve frequency synchronization in a star
network.
III. THE COUPLING STRENGTH
This section studies a sufficient condition for the coupling
strength κ to guarantee phase-cohesiveness and frequency
synchronization for the network presented by (3).
Assumption 1 The communication topology for the net-
work with node dynamics in (2) is a tree.
Assumption 2 The initial relative phase θi(0) − θj(0) ∈
[−η, η], j ∈ Ni, where η > 0, η = pi2 − ε for some ε > 0.
Assumption 3 All exogenous frequencies ωi are strictly
positive, i.e., ωi ≥ ζ > 0.
Since we are interested in frequency synchronization, i.e.
θ˙i = θ˙j , and |θi − θj | ≤ η, let us first write the compact
relative phase dynamics, BT θ˙, by multiplying (3) with BT
as follows
BT θ˙ = BTω1n − κ BTωB sin(BTθ). (4)
Lemma 1 Under Assumptions 1 and 3, the matrix BTωB
is positive definite and its smallest eigenvalue is positive, i.e.,
λ1(B
TωB) > 0.
Proof: Consider xTBTωBx, x ∈ Rn and define y =
Bx. We have,
xTBTωBx = yTωy.
Since ω > 0, yTωy ≥ ωminyT y. Thus,
xTBTωBx ≥ ωminyT y ≥ 0.
Now yT y = 0 if and only if y = 0. If we show that y = 0
implies x = 0, then BTωB > 0. We argue as follows.
Assume that y = Bx = 0. Then, BTBx = 0. Since for a
tree graph, BTB is invertible, we conclude that x = 0 which
ends the proof.
Recall Assumption 2 and for a given ε > 0 define
S = {θ ∈ Rn : |θi − θj | ≤ η, η = pi
2
− ε,∀(i, j) ∈ E}. (5)
In addition, take V (θ) = 2 sinT (B
T θ
2 ) sin(
BT θ
2 ) and define
S′ = {θ ∈ Rn : V (θ) ≤ c(ε)} (6)
such that S′ ⊂ S is the largest level set of V (θ) that fits in
S. Notice that c(ε) > 0 ∈ R is defined for the given ε.
Proposition 1 For the relative angle dynamics in (4) under
Assumptions 1-3, consider the set S′ in (6) and the set
S in (5). Then S′ ⊂ S is forward invariant for system
(4) provided that κ ≥ |∆ωmax|
λ1(BTωB) cos(ε)
, where ∆ωmax =
max(i,j)∈E |ωi − ωj |.
Proof: Consider V = 2 sinT (B
T θ
2 ) sin(
BT θ
2 ) as the
Lyapunov function and define S′ as in (6). Write V in the
element-wise form, V = 2
∑
i
∑
j sin
2(
θi−θj
2 ), and calculate
V˙ . We obtain
V˙ =
∑
i
∑
j
2 sin(
θi − θj
2
) cos(
θi − θj
2
)(θ˙i − θ˙j)
=
∑
i
∑
j
sin(θi − θj)(θ˙i − θ˙j)
= sinT (BTθ) BT θ˙.
(7)
Replacing (4) in the above gives
V˙ = sinT (BTθ)BT (ω1n − κωB sin(BTθ))
= sinT (BTθ)BTω1n − κ sinT (BTθ)BTωB sin(BTθ).
(8)
Notice that BTω1n ≤ ∆ωmax1m where ∆ωmax denotes the
maximum of |ωi − ωj | and m = n − 1 is the number of
edges of a tree graph. Define y = sin(BTθ). Hence,
−|∆ωmaxyT |1m ≤ yTBTω1n ≤ |∆ωmaxyT |1m,
where |∆ωmaxyT | = |∆ωmax||yT | and |yT | is the element-
wise absolute value. Also, from Lemma 1, we have that
λ1(B
TωB) > 0. Applying the above simplifications in (8),
we obtain
V˙ ≤ |∆ωmaxyT |1m − κλ1(BTωB)yT y
≤ −(α|y| − β1m)T (α|y| − β1m) +mβ2
≤
m∑
k=1
−((α|yk| − β)2 − β2),
(9)
where α =
√
κλ1(BTωB), β =
∆ωmax
2
√
κλ1(BTωB)
, and |yk| =
| sin(θi,k − θj,k)| with k denoting the edge connecting two
nodes i and j. Define V˙k = −((α|yk|−β)2−β2). Based on
(9), we have V˙k ≤ 0 holds if |yk| = 0 or
|yk| = | sin(θi,k − θj,k)| > 2β
α
, β > 0, α > 0, (10)
that is κ ≥ |∆ωmax|
λ1(BTωB)| sin(θi,k−θj,k)| .
Since | sin(θi,k − θj,k)| can be very small then there is a
region where V˙k > 0 (see Figure 1). Hence, if κ is larger
than κ ≥ |∆ωmax|
λ1(BTωB)| sin γ| , V˙k will be negative on the set
γ < |θi,j | < pi2 . Now, if we take γ close enough to pi2 − ε,
the sufficient condition for S′ to be forward invariant is that
κ ≥ |∆
ω
max|
λ1(BTωB) cos(ε)
, (11)
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?̇?𝑘 = 0 
Fig. 1. The sign of V˙k for θi,j ∈ [−pi2 + ε, pi2 − ε].
which ends the proof.
For a tree graph, the symmetric matrix A = BTωB, which is
in the form of a weighted edge Laplacian, has the following
structure
|Am×m| =
|ωi,1 + ωj,1| |ω
1,2
` | . . . |ω1,m` |
...
...
...
...
|ωm,1` | |ωm,2` | . . . |ωi,m + ωj,m|
 ,
(12)
where ωi,k, ω
k,p
` denote the frequency of node i connected to
the link k and the frequency of the shared node ` of two links
k, and p, respectively. The following proposition provides
bounds on λ1(BTωB) based on the network topology and
exogenous frequencies which can be used in (11).
Proposition 2 The minimum eigenvalue of BTωB,
λ1(B
TωB), for a tree structure is lower bounded by
max
{
ωminλ2(BB
T )︸ ︷︷ ︸
(i)
,min
k∈E
{(2− di)ωi,k + (2− dj)ωj,k}︸ ︷︷ ︸
(ii)
}
≤ λ1(BTωB) ≤ min
k∈E
{ωi,k + ωj,k},
(13)
where di is the degree of node i of the underlying graph.
Proof: We motivate the reasoning behind each of the
three elements in (13). Recall that based on Lemma 1,
xTBTωBx ≥ axTx where a > 0.
i) We have ωminIn ≤ ω ≤ ωmaxIn. Thus, BTωB >
ωminB
TB > ωminλ1(B
TB)In. Since for a tree graph BTB
is invertible [15], we have BTB > λ2(L)In which gives the
first bound that is rather conservative.
ii) The second bound is obtained as a lower bound on the
smallest singular value of a general symmetric matrix Am×m
[12]
σmin(A) ≥ min
i
{|ai,i| −
 m∑
j=1,j 6=i
|ai,j |
}.
For the case of A = BTωB as in (12), the above bound
will be a lower bound for its smallest eigenvalue. We have
|akk| = ωi,k+ωj,k where k is the edge which connects node
i to node j. Also,
∑m
j=1,j 6=i |ai,j | = 2(di − 1)ωi,k + 2(dj −
1)ωj,k, and it gives the result.
The upper bound comes from the Rayleigh quotient
inequality [8] is obtained by choosing x = ek where
ek is the k-th vector of the canonical basis and k =
arg mink∈E{ωi,k + ωj,k}.
A comparison between the tightness of the bounds proposed
in (13) is discussed in Section III-A.
Proposition 3 Under Assumptions 1-3, the network in (4)
achieves frequency synchronization, i.e. θ˙i = θ˙j ,∀i, j ∈ V if
the condition on κ in (11) holds.
Proof: Consider the relative phase dynamics as in (4).
Define z = BT θ˙. Calculating z˙, we obtain
z˙ = −κAW cos θz, (14)
where A = BTωB and W cos θ is a m × m diagonal
matrix with diagonal elements equal to cos(θi,k − θj,k)
where k ∈ {1, . . . ,m} denotes the index of edge k of
the graph. Consider the Lyapunov function V = zTA−1z.
Assume that the condition on κ in (11) holds. Thus, from
proposition 1, we have cos(θi,k−θj,k) ≥ sin(ε) > 0. Hence,
sin(ε)Im ≤ W cos θ ≤ Im. We obtain V˙ ≤ −κ sin(ε)zT z.
Thus, the system in (14) is uniformly asymptotically stable
which ends the proof.
Remark 1 Notice that if ω = ωIm, ω ∈ (0,+∞), then both
the phase and frequency synchronization will be achieved
∀ κ > 0 [9]. This case is identical with the original Kuramoto
model (as in (1)) with identical frequencies.
A. Examples: Effects of the graph structure, size and distru-
bution of exogenous frequencies on the sufficient κ
This section first presents some examples to show that
not only the magnitudes of exogenous frequencies affect the
sufficient bound of κ but also the way that these frequencies
are distributed. Moreover, we provide some examples to
compare the tightness of the bounds proposed in (13) with
respect to the graph structure and size.
Example 1 (Effects of the distribution of exogenous fre-
quencies): We provide some examples to show that not only
the magnitude of |∆ωmax| affects κ but also the way that the
exogenous frequencies are distributed. We consider the effect
of changing a single exogenous frequency ωi on λ1(BTωB)
and consequently on (11). Suppose that the frequencies of
all nodes are 10, except one which is 1. We want to assign
this frequency ω = 1 to one of the nodes in the network
such that the resulting eigenvalue λ1(BTωB) is maximized.
For the case of a star graph, if we place it in the center
(hub), λ1(BTωB) = 10 is obtained and if we put it on one
of the leaves, it gives λ1(BTωB) = 2.16. For the graph
shown in Fig. 2-b, which consists of two stars with the same
size connected via a single edge, due to the symmetry there
are two possibilities; either ω1 = 1 or ω8 = 1. For the
former case, λ1(BTωB) = 2.67 is obtained, while the latter
𝜔4
𝜔1
𝜔7
𝜔3
𝜔5
𝜔6
𝜔8
𝜔1 𝜔2
𝜔3
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𝜔5𝜔6
𝜔8
𝜔1 𝜔2 𝜔3 𝜔4 𝜔5 𝜔6 𝜔7
(𝒂) (𝒃)
(𝒄)
𝜔2
𝜔7
Fig. 2. Different locations of the vulnerable node in three specific graphs.
case gives λ1(BTωB) = 1.54. For the line graph shown in
Fig. 2-c, the largest value for λ1(BTωB) takes place when
we assign ω4 = 1, which gives λ1(BTωB) = 1.98 and it
decreases by going from the center of the line to one the
ends which gives λ1(BTωB) = 0.86.
We observe that in the above examples the optimal place
of the vulnerable node should be one of the well-known
centralities. Notice that the values of λ1 in these examples
are reported based on the exactly calculated λ1(BTωB) for
the given graphs. Using the estimated value of λ1 in (13)
leads to a similar conclusion. For example, for the star graph
in Fig. 2-a, the bound in (13) gives 5 ≤ λ1 ≤ 11 if ω1 = 1
and 1 ≤ λ1 ≤ 11 if the exogenous frequency of one of leaves
is equal to one.
Example 2 (Comparing bounds in (13) and the effect of
network size and structure): For the graph shown in Fig. 3-
a the lower bound (i) gives 1, while bound (ii) is 99. Hence,
bound (ii) is tighter. If we keep increasing the number of
leaves up to 100, the lower bound (ii) is still tighter than
(i) (for Fig. 3-b, (i) gives 1 and (ii) gives 2). For graph Fig.
3-c, bound (i) gives 1 and bound (ii) gives −49. Hence,
depending on the network structure, either of the two lower
bounds become tighter.
We should note that the largest algebraic connectivity
among all trees belongs to star graphs, which is 1. For
most of the tree structures, λ2(L) scales with the size of
the network, e.g., line graphs. Fig. 3-d shows the role of
network size on the scaling of bound (i). In this example
bound (ii) gives zero. The graph topology is a line graph
and we know that for these graphs λ2(L) = 1− cos(pin ) [1].
Thus, bound (i) gives ωmin
(
1− cos(pin )
)
which bigger than
zero, although it goes to zero as the network size grows.
IV. APPLICATION: AN EVENT-BASED ALGORITHM FOR
FREQUENCY SYNCHRONIZATION IN A STAR NETWORK
In this section, we present an application of using the
sufficient coupling strength obtained in Proposition 1 by
means of a centralized event-based algorithm (e.g. [4]) for
synchronization in a star network. Following the previous
section, we are interested in frequency synchronization and
phase-cohesiveness, i.e. |θj − θi| < η and θ˙i = θ˙j . To
this purpose, we assume that the coupling stiffness κ is
given. Hence, to derive the network towards frequency
synchronization, we manipulate ωi using the results of the
previous section such that for each edge |θi − θj | < η
(η = pi2 − ε, ε > 0) is enforced. Consider a star graph (see
Fig. 2-a) with the node dynamics as follows
θ˙h = ωh(1− κ
∑
i sin(θh − θi)),
θ˙i = (ωi + αi)(1 + κ sin(θh − θi)),
(15)
where the central node of the star is called hub, denoted
by θh, and other nodes are called leaf, denoted by θi. The
problem is how to design αi in order to achieve our goal.
One approach could be based on designing an α controller to
continuouesly regulate ωi, e.g. [11]. In this paper, however,
we are interested in an event-based approach which does not
require updating the control action for all times.
Assumption 4 We assume that
1) the exogenous frequencies ωj with j ∈ {h, i} are slow
enough to be estimated as constant for a large enough
period of time,
2) relative phases and their derivatives, i.e., θi − θh and
θ˙i − θ˙h, are known to the hub.
Under the above assumption, we design a centralized
event-triggered algorithm such that the hub updates α =
(α2, . . . , αn)
T for achieving frequency synchronization. For
system (15), we define a set of triggering times t0h, t
1
h, t
2
h, . . .
at which the vector α gets updated, such that α(t) =
α(tkh), t ∈ [tkh, tk+1h ).
Before presenting the algorithm, we first define the events
(E1, E2) and the required calculations for updating α.
Event Ei1 is activated if the relative phase of nodes i and h
is larger than a prescribed limit. In this case, the leaf exo-
frequency will be updated by adjusting αi while the hub
exo-frequency is kept unchanged. Event E1 is activated if
there exists one edge which meets the triggering condition.
Hence, E1 =
n⋃
i=2
Ei1, where E
i
1 denotes event E1 for node
i.
Besides event E1, event E2 is designed to update the
triggering condition of each edge in order to avoid chattering
(repetitive switchings) of Ei1 [10] (see Remark 2). We write
E2 =
n⋃
i=2
Ei2.
Event E1 (Update of αi): ∃i ∈ {2, . . . , n} s.t. |θh−θi| >
𝜔1 = 1
𝜔2 = 100𝜔3 = 100
𝜔4 = 100
𝜔1 = 50
𝜔2 = 100𝜔3 = 100
𝜔4 = 1
(𝒂) (𝒃) (𝒄)
𝜔4 = 100
𝜔1 = 1
𝜔99 = 100𝜔100 = 100
𝜔3 = 100
𝜔2 = 100
𝜔1 𝜔2 𝜔3 𝜔4 𝜔100
(𝒅)
Fig. 3. Examples which show the tightness of bounds proposed in (13)
and the role of the network scaling and structure on each lower bound.
η, with η = pi2 − ε > 0. Let αi denote αi(tkh) and α+i denote
αi(t
k+1
h ) for node i.
The update of αi (i.e., α+i ) should guarantee that the link
h, i is contributing to the decrease of the overall Lyapunov
function of the system (see the proof of Proposition 1).
Hence, the sufficient condition on κ should locally hold.
Considering (11), α+i should locally guarantee that
κ >
|ωh − (ωi + α+i )|
λ1(BTωB) cos(2ε)
.
In the above, considering cos(2ε) guarantees that V˙ will
be locally negative for θh,i > pi2 − 2ε, and thus it will
negative for θh,i > η, η = pi2 − ε (see Fig 1). To locally
estimate λ1(BTωB), which is required for updating αi, we
use the estimation based on ωminλ2(BBT ) (see in (13)).
Define ωLmin = min{ωh, ω∗}, where ωLmin denotes the local
estimation of ωmin and ω∗ is the desired value for ωi + α+i .
Since ω∗ is a design choice, we opt for the case where
ω∗ > ωh (motivated by the examples in Section III-A).
Notice that for a star graph λ2(BBT ) = 1. Hence, from
(11), κ > ω
∗−ωh
ωh cos(2ε)
should hold. The hub then calculates
ω∗ = ωh(1 + ∆ cos(2ε)), (16)
and updates
α+i = ω
∗ − (ωi + αi). (17)
Notice that in calculation of ω∗, it is assumed that ωh is
known to the hub. In fact, the structure of the star graph
together with Assumption 4-2 allow the hub to calculate both
ωh and ωi by using the first and second derivatives of θh−θi.
Now, we present our event-triggered algorithm as follows.
Consider Assumption 4. Let t0 ≥ 0 denote the initial
time and {tkh}∞k=1 denote the triggering times of the hub
determined by E1 or E2 (see Remark 2).
Algorithm 1:
1: Choose η > 0 and ε > 0.
2: Initialize αi = 0, t0h = t0 and k = 0.
3: From time s = tkh, the hub continuously senses θh − θi
to detect E = E1
⋃
E2, where E1 =
n⋃
i=2
Ei1 and E2 =
n⋃
i=2
Ei2, such that τ = inf{r ≥ s : ∃i s.t. Ei1 or Ei2},
where Ei1 implies { ∃i, |θh − θi| > η} and Ei2 implies
{ ∃i, |θh − θi| < η − ε}.
4: If E, the hub determines tk+1h = τ , and for every i
which meets Ei1, the hub updates αi based on (17) and
replaces the definition of Ei1 with E
i
2. Also, for every j
which meets Ej2 , the hub replaces the definition of E
j
2
with Ej1 . The hub goes back to Step 3.
Remark 2 [Avoiding chattering] After triggering Ei1, the
same event can be immediately triggered since there will be
a ∆t till the condition of event Ei1 is violated. To prevent this
behavior, event Ei2 is introduced. In fact, E
i
2 will temporarily
replace Ei1 and thus will avoid chattering of this event. Notice
that although it is possible that two different edges trigger
an event at the same time (for example edge i triggers Ei1
and edge j triggers Ej2 simultaneously), it is impossible that
Ei1, E
i
2 occur for the same edge simultaneously.
System (15) with the above event-triggered algorithm can be
represented as the following hybrid system with state (θ,α)
such that the continuous evolution of the system obeys
θ˙ = ωα(1n − κB sin(BTθ)),
α˙ = 0,
(18)
where ωα is a diagonal matrix whose diagonal elements are
ωα1 = ωh and ω
α
i = ωi + αi. Also, if there is a link which
meets the jump condition, the following discrete transition
occurs
θ+ = θ, α+i = ω
∗ − (ωi + αi). (19)
Proposition 4 There is a lower bound on the inter-triggering
times of the solutions to hybrid system (18)-(19) considering
a star graph with Assumptions 2-4. Moreover, the set S′ ⊂ S,
with S′ in (6) and S in (5) , is forward invariant for system
(18)-(19).
Proof: First we prove that S′ is forward invariant. Since
at the switches the state θ stays unchanged, we take a similar
Lyapunov function as in the proof of Proposition 1. Since
event E1 prevents the phase differences to grow larger than
η, and also the correcting terms αi are designed such that
the sufficient condition on κ is respected, then based on the
argument in the proof of Proposition 1, the set S′ is forward
invariant for (18)-(19). To prove the existence of a non-zero
dwell time, we argue that an edge cannot trigger Ei1 and
Ei2 at the same time (see Remark 2). Also, after triggering
either Ei1, at least a distance (ε) should be paved with a
bounded velocity (since θ˙ is bounded) which implies Ei2
does not instantaneously happen after Ei1. The latter indicates
that there exists a non-zero dwell time between each two
triggering times. Notice that at each triggering time, it is
possible to have more than one edge that trigger an event but
number of nodes if finite. Hence, there is no zeno behavior
and the solutions can evolve in time.
Proposition 5 Under Assumptions 2-4, a star network with
the dynamics as in (18)-(19) with the event-triggered Algo-
rithm 1 achieves frequency synchronization.
Proof: Define z = BT θ˙. Following (14), consider
z˙ = −κAαW cos θz, (20)
where Aα = BTωσB and W cos θ is defined as before.
We now argue that there exists a time T at which all
nodal exogenous frequencies are either updated or will stay
unchanged. We reason as follows. If θh − θi exceeds the
designed upper-bound, an event will be generated and the
exogenous frequency of node i will be replaced by ω∗. If
no event is generated by node i, we conclude that θh − θi
is small enough and within the desired bound. Since, the
number of nodes are finite, there exits a finite time T at which
the exogenous frequencies will not get updated anymore. We
label the exogenous nodal frequency of node i after time T
by ωi∗. Take V2 = zTM−1z with M = ωh1m×m+(ωi∗)Im,
where M > 0 has the structure of Aα (see (12)), as the
Lyapunov candidate. Notice that for t ≥ T , M = Aα since
ωσ will be constant. Thus, at jumps, θ˙ (hence z) will stay
unchanged. Also,
{∀t ≥ T, V˙2 ≤ −κ sin εzT z},
which ends the proof.
V. SIMULATION RESULTS
This section presents simulation results for a network of
four oscillators over a star and a line graph topology.
The initial condition for the oscillators is set to
θ(0) = [pi4 ,
pi
10 ,
pi
2 ,
pi
5 ]. We simulate both star and
line networks for two sets of exogenous frequencies
ω = [20, 3, 2, 1] and ω¯ = [1, 10, 5, 6]. For the star graph
node 1 coincides with the hub and for the line graph node 1
and 4 are terminal nodes. Table V shows the exact value of
the minimum eigenvalue for each of the cases (the incidence
matrix for the star graph is denoted by Bs and for the line
graph with B`), together with the bound obtained based on
(13) and a sufficient bound for κ. The latter is calculated
using the exact value of λmin reported in the second column
of the table. As shown, the lower bound of κ with ω¯, where
the hub frequency is minimum, is smaller (for both star and
line graph) than ω (see Section III-A).
Choice λmin Estimation
in (13)
κ
BTs ωBs 1.42 1 13.4
BTs ω¯Bs 5.36 4 1.68
BT` ωB` 1.64 0.58 10.36
BT` ω¯B` 1.64 0.58 5.48
Table 1
Figure 4 (Fig. 5) shows the relative phases and nodal
frequencies for two sets of exogenous frequencies ω and ω¯
for a star (line) graph. We used κ = 5 for all four cases. As
shown in Figure 5, the line graph also achieves frequency
synchronization with a κ smaller than the sufficient bound
obtained in Table V. In all cases, relative phases converge
to a non-zero value and all nodal frequencies reach a
consensus. To simulate the results of the event-triggered
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Fig. 4. A star graph with 4 nodes and two sets of exogenous frequencies
ω (left) and ω¯ (right).
algorithm, we first take a star graph with 4 nodes with
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Fig. 5. A line graph with 4 nodes and two sets of exogenous frequencies
ω (left) and ω¯ (right).
the same initial conditions as the above examples. We set
ω = [20, 18, 16, 6] and κ = 1.1. The results is shown in
Figure 6-(1). As shown the frequencies de-synchronize and
the relative phases are unbounded. For the same network,
we use the event-triggered control with Algorithm 1, and
set ∆ = 1.1, η = pi2 − pi10 , and ε = pi10 . The results are
shown in Figure 6-(2). As shown the oscillators synchronize.
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Fig. 6. A star graph with (1) frequency de-synchronization (left) and (2)
event-triggered controller (right).
VI. CONCLUSIONS
This paper has studied the synchronization of a finite
number of Kuramoto oscillators in a tree network where the
coupling strength of each link between every two oscillators
in each direction is weighted by a common coefficient and
the exogenous frequency of its corresponding head oscillator.
We have driven a sufficient condition for the common cou-
pling strength and showed its dependency on both exogenous
frequencies and graph structure. We have also provided an
example of the application of the obtained sufficient bound
to achieve frequency synchronization in a star network for
which the value of κ was given. Future avenues include
allowing zero and time-varying exogenous frequencies, and
extending the event-triggered algorithm for a more general
class of graphs.
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