A two-stage inventory system is considered where Poisson demand occurs at Stage 1, and Stage 1 replenishes its inventory from Stage 2, which in turn orders from an outside supplier with unlimited stock. Each shipment, either to Stage 2 or to Stage 1, incurs a fixed setup cost. Under the assumption that the supply leadtime at Stage 2 is zero, we characterize a simple heuristic policy whose long-run average cost is guaranteed to be within 6% of optimality, i.e., a 94%-effective policy. The paper also provides heuristic policies for more general inventory systems and reports computational results.
Introduction
It is now well known that for a wide range of multi-echelon, deterministic inventory systems, there exist policies of exceedingly simple structure whose performance is guaranteed to come within 2% of optimality (see, e.g., Maxwell and Muckstadt 1985 and Roundy 1985 . These policies are usually referred to as power-of-two policies: Each item at each facility is replenished at constant (item-or facilityspecific) intervals that are power-of-two multiples of a base period. Power-of-two policies are easy to implement, and an optimal power-of-two policy is easy to compute, even in production-distribution networks with a complex topology and/or general setup cost structures (see, e.g., Federgruen et al. 1992) .
However, for multi-echelon, stochastic inventory systems, the state of the art is less satisfactory. The field started about three decades ago, when Clark and Scarf (1960, 1962) published their seminal papers. In the second paper, they attempted to characterize an optimal policy for a two-stage, serial system with economies of scale at both stages. The conclusion was that even for this simple system, the optimal policy, if one exists, must be extremely complex. This observation has driven subsequent research on multi-echelon, stochastic inventory systems with economies of scale to focus on heuristic policies. So far, no heuristic policy in any such model has been identified with a guaranteed worst-case optimality gap.
For years, researchers in the field of multi-echelon, stochastic inventory systems have hoped to establish heuristic policies with a guaranteed, worst-case performance that is still close to optimal. The abovementioned recent and quite remarkable achievements for deterministic systems have only heightened this desire. Unfortunately, the task is extremely difficult and progress has been slow. This paper represents a small step towards the ultimate goal.
We consider the following two-stage inventory model. Poisson demand occurs at Stage 1, and Stage 1 replenishes its inventory from Stage 2, which in turn orders from an outside supplier with unlimited stock. There are economies of scale at both stages for placing orders. For this model, a simple heuristic policy is identified whose long-run average cost comes within 6% of optimality in the worst case, although the optimal policy itself is unknown. This policy is also called 94%-effective. The result is obtained by theoretically bounding the relative gap between the long-run average cost of the heuristic and a lower bound on the long-run average costs of all feasible policies. This represents, to our knowledge, the first worst-case analysis of a multi-echelon, stochastic inventory system.
The above result depends upon two key assumptions. First, we assume that the leadtime from the outside supplier to Stage 2 is negligible. This assumption allows us to strengthen an existing lower bound on the long-run average costs of all feasible policies, a critical step in the worst-case analysis. It is a reasonable assumption when the supplier is physically close to Stage 2 and guarantees a high service level. However, we allow the leadtime from Stage 2 to Stage 1 to be any nonnegative constant. The second assumption is that the discrete units of inventories can be approximated by continuous variables. This approximation simplifies the analysis significantly. It is also a common approach in the literature. For example, the EOQ formula is often used even when the order quantity must be discrete.
The 94%-effective policy has a simple structure. Stage 2 follows an echelon-stock (R, Q) policy: It orders a fixed quantity Q 2 from the outside supplier whenever its echelon stock reaches a reorder point r 2 . Upon arrival of the order, a shipment is sent to Stage 1 to increase its inventory position to its target level r 1 ϩ Q 1 (Յr 2 ϩ Q 2 ). Moreover, (r 2 ϩ Q 2 ) Ϫ (r 1 ϩ Q 1 ) is chosen to be an integer multiple m of Q 1 . The inventory maintained at Stage 2, which has size mQ 1 , is sent in batches of size Q 1 to Stage 1 each time its inventory position drops to a reorder point r 1 (Ͼr 2 ), i.e., Stage 1 follows the (r 1 , Q 1 ) policy m times. (Thus there are m ϩ 1 shipments in each order cycle, including the shipment to Stage 1 made when an order arrives at Stage 2.) Thereafter, Stage 2's inventory is depleted. When the system inventory level drops to r 2 , the next order will be placed with the outside supplier, and the process repeats itself.
The paper proceeds to consider two more general inventory systems. One is the above two-stage system with a positive leadtime at Stage 2; the other allows multiple outlets at the lower echelon, i.e., one-warehouse multiretailer systems. For the former, we propose a heuristic policy based on the structure of the above 94%-effective policy. Under this heuristic, Stage 2 still follows an echelon-stock (R, Q) policy. When a batch arrives at Stage 2, a dynamic shipping schedule is determined based on the state of the system upon arrival. The schedule specifies how the incoming batch at Stage 2 is going to be shipped to Stage 1. (Different batches may have different shipping schedules.) It is designed to capture two essential features of the 94%-effective policy: (i) each shipment to Stage 1 increases its inventory position to the same level; and (ii) the first of these shipments is at least as large as the rest. We call this heuristic policy the Dynamic Shipping Policy or DSP. Numerical examples show that the DSP is cost-effective when compared with an existing heuristic policy. On the other hand, a similar heuristic is proposed for one-warehouse multiretailer systems. It has several attractive features which are absent in all of the heretofore proposed policies for such systems.
There is an extensive literature on various heuristic policies in different multi-echelon, stochastic inventory systems. Examples include Sherbrooke (1968) , Eppen and Schrage (1981) , Deuermeyer and Schwarz (1981) , Federgruen and Zipkin (1984a, b) , De Bodt and Graves (1985) , Graves (1985) , Moinzadeh and Lee (1986) , Lee and Moinzadeh (1987a, b) , Jackson (1988) , Svoronos and Zipkin (1988, 1991) , Axsater (1990 Axsater ( , 1993a , and Chen and Zheng (1994a , 1997 , 1998 . Axsater (1993c) and Federgruen (1993) provide comprehensive reviews of this literature. Although most of the proposed heuristic policies make intuitive sense, it is unclear how suboptimal they can be. So far, all we have is some numerical evidence; see, e.g., Federgruen and Zipkin (1984b) and Chen and Zheng (1994a, b, 1997) . But a numerical study, no matter how extensive it is, only makes a posterior statement on the cost-effectiveness of a heuristic policy; it is never clear whether the observations from the numerical study carry over to other instances. To date, Atkins and De (1992) appear to have made the only serious attempt at worst-case analysis of a multi-echelon, stochastic CHEN Two-Stage Serial Inventory System inventory system. They considered a two-stage model much like the model considered in this paper, but with a positive leadtime at the upper stage. They provided a lower bound, a heuristic, and some results on the gap between the two. Their lower bound is weaker than ours. Their heuristic is different. Most importantly, their analysis is incomplete due to several logical problems with their arguments.
A key building block of this paper is a recent result by Zheng (1992) for the single-stage (R, Q) model. It states that the long-run average cost of the (R, Q) model is insensitive to the choice of Q, assuming that the optimal value of R corresponding to each value of Q is used. This result is an extension of the wellknown fact that the cost of the EOQ model is insensitive to variations of Q around its optimum (see Hadley and Whitin 1963 ). Zheng's result is as essential to this paper as the insensitivity result of the EOQ model is to, say, Roundy's work.
Six sections follow this introduction. Section 2 presents the two-stage model together with preliminary results. Section 3 establishes a lower bound on the long-run average costs of all feasible policies. Section 4 identifies a class of feasible policies and, for each policy in this class, provides an upper bound on its long-run average cost. Section 5 characterizes a 94%-effective policy. Section 6 allows a positive leadtime at Stage 2 of the two-stage model. Section 7 deals with one-warehouse multiretailer systems. At time t, the systemwide holding and backorder costs accrue at rate (with t suppressed)
Preliminaries

Model and Notation
where H 1 ϭ h 1 ϩ h 2 is the installation holding cost rate at Stage 1. We call h 2 IL 2 the echelon holding cost, and h 1 IL 1 ϩ ( p ϩ H 1 ) B the holding and backorder costs at Stage 1.
Characterizing an Optimal Policy
Two decisions are made at any point in time: How much, if any, to order from the outside supplier and how much, if any, to ship to Stage 1. These decisions will be referred to as ordering and shipping decisions, respectively. We will restrict decision epochs to demand epochs, i.e., ordering and shipping decisions are made immediately after each demand arrival. Due to the memoryless property of the Poisson process, this restriction causes no loss of generality.
We next introduce a convention for charging holding and backorder costs. Let t i be the arrival time of the ith demand. Let IP 1 (t i ) ϭ y 1 and IL 2 (t i ) ϭ y 2 . (The inventory variables are assessed just after the decision epoch t i .) Since the system inventory level stays at y 2 over the time interval [t i , t iϩ1 ) and the expected length of the interval is 1/, the expected total echelon holding cost in the interval is h 2 y 2 /. Now consider the holding and backorder costs at Stage 1. Note that for any time t,
where D is the total demand in (t, t ϩ L]. Therefore, as far as Stage 1's inventory level is concerned, the CHEN Two-Stage Serial Inventory System shipping decision at time t i takes effect only after time t i ϩ L and the next shipping decision (at time t iϩ1 ) will not take effect until time t iϩ1 ϩ L. In other words, the shipping decision at time t i determines the expected holding and backorder costs at Stage 1 in the interval [t i ϩ L, t iϩ1 ϩ L), which are denoted by g 1 ( y 1 ). From Federgruen and Schechner (1983) ,
where ( x) ϩ ϭ max{ x, 0} and ( x) Ϫ ϭ max{Ϫx, 0}. The following costs are charged to t i :
A policy is nested if whenever Stage 2 receives an order from the outside supplier, it sends a shipment to Stage 1. Since the leadtime at Stage 2 is zero, any optimal policy must be nested. The reason is that any order at Stage 2 can be delayed until just before the next shipment to Stage 1, saving holding costs at Stage 2. We will consider only nested policies.
Consider any nested policy. Suppose that Stage 2 places an order at time 0. This order is received immediately. Due to nestedness, a shipment is sent to Stage 1 at time 0. Call this the first shipment. Let IL 2 (0) ϭ S 2 and IP 1 (0) ϭ S 1 1 . Let n be the number of shipments before the next order is placed. Let r 1 iϪ1 (resp., S 1 i ) be Stage 1's inventory position just before (resp., after) the ith shipment, i ϭ 2, . . . , n. Let r 1 n be Stage 1's inventory position, and r 2 the system inventory level, just before the next order. Since the on-hand inventory at Stage 2 is, by definition, always nonnegative, r 1 n Յ r 2 . A cycle is the time interval between two consecutive orders at Stage 2. During the cycle beginning at time 0, the system inventory level decreases from S 2 to r 2 ϩ 1 in unit step sizes. Similarly, from the ith to the (i ϩ 1)th shipment, Stage 1's inventory position decreases from S 1 i to r 1 i ϩ 1 in unit step sizes, i ϭ 1, . . . , n. (The (n ϩ 1)st shipment is the first shipment in the next order cycle.) Therefore the expected total cost in the cycle is
Note that Q 2 is the total demand in the cycle and Q 1 i is the total demand between the ith shipment and the next. Therefore, the average expected cost per unit of demand in the cycle is
The minimum value of the above expression over (r 2 ,
is thus a lower bound on the average expected cost per unit of demand of any nested policy. Multiplying this lower bound by the demand arrival rate , one has a lower bound on the long-run average cost (per unit of time) of any nested policy. More specifically, this lower bound is the minimum value of the objective function in
where
The constraints follow by definition. For example, the first constraint says that the total demand in a cycle is the sum of the demands in the n disjoint intervals between consecutive shipments, and the second constraint follows because Stage 1's inventory position increases after each shipment. Note that any optimal solution to P 0 must have r 1 n ϭ r 2 since if r 1 n Ͻ r 2 then the objective function value can be reduced by decreasing r 2 while fixing all the other decision variables. In other words, Stage 2 should have zero on-hand inventory when it orders. This is often called the zero-inventory-ordering property in the literature.
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Let r 1 ϭ (r 1 1 , . . . , r 1 n ) and Q 1 ϭ (Q 1 1 , . . . , Q 1 n ). Any feasible solution (r 2 , Q 2 , r 1 , Q 1 ) to P 0 specifies a feasible policy which operates as follows. Suppose the initial state of the system is that Stage 2 has zero on-hand inventory and Stage 1's inventory position is r 2 . (This state can always be reached: If the initial system inventory level is less than r 2 , place an order to increase it to r 2 and send the entire order to Stage 1; otherwise, ship all the units at Stage 2, if any, to Stage 1 and wait until Stage 1's inventory position reaches r 2 .) Whenever the system inventory level drops to r 2 , Stage 2 orders Q 2 units from the outside supplier. This order is shipped to Stage 1 in n shipments. The ith shipment raises Stage 1's inventory position from r 1 iϪ1 to r 1 i ϩ Q 1 i , i ϭ 1, . . . , n, with r 1 0 ϭ r 2 . This policy will be referred to as a cyclic policy; see Figure 1 for an illustration. Note that a cyclic policy is nested and has the zero-inventory-ordering property. Furthermore, its long-run average cost is exactly equal to the objective function of P 0 . Therefore, an optimal solution to P 0 leads to a cyclic policy that is optimal since the minimum value of the objective function is also a lower bound on the long-run average costs of all feasible policies. The goal of this paper, however, is not to find such an optimal solution, but to seek a simple feasible solution that is close to optimal.
For tractability, we assume that the variables (r 2 , Q 2 , r 1 , Q 1 ) are continuous. We will focus on the following approximation of P 0 :
Remark. Note that replacing ¥ yϭr2ϩ1 r2ϩQ2 h 2 y by ͐ r2 r2ϩQ2 h 2 yd y leads to an underestimate of the objective function by a constant 1 2 . This step does not really represent an approximation. In fact, if this were the only change from P 0 to P, then the worstcase bound (to be developed later) on the relative gap between the long-run average cost of a heuristic and a lower bound on the long-run average costs of all policies would be conservative, since increasing both the cost of the heuristic and the lower bound by the same amount only decreases their relative gap.
On the other hand, the replacement of ¥ yϭr 1 i ϩ1
G 1 ͑ y͒ dy does represent an approximation. But the effect should be small for large values of the Q's. This type of approximation is quite common in the inventory literature; see Zheng (1992) for a fuller discussion on this point.
Existing Results
For any Q Ͼ 0 and r, define
where K Ͼ 0 and G٪ satisfies the following three conditions:
If there are multiple solutions to the problem min r C(r, Q), then let r(Q) be the largest such solution. This convention will be used throughout the paper.
The following results are useful for later developments:
(Z1) C(r, Q) is jointly convex in r and Q;
. These results can be obtained from Zheng (1992) . Note that the above conditions (i), (ii), and (iii) are slightly more general than those given in Zheng. Moreover, the function G encountered in this paper is not differentiable at every point, unlike in Zheng. Therefore, his original proofs need to be modified. This can be done easily. We omit the details here; they can be obtained from the author upon request. Also note that (Z1) first appeared in Zipkin (1986) and later in Zhang (1996) , who provided a simpler proof. See Figure 2 for an illustration of (Z2), (Z3), and (Z4).
Lower Bound
We first introduce three single-stage (r, Q) models, which are then used to specify a lower bound on the 
Stage-1 Model
Suppose Stage 2 has infinite on-hand inventory. In this case, Stage 1 reduces to the standard single-stage model with setup cost K 1 and holding-backorder cost rate function G 1 ٪. The long-run average cost of an (r, Q) policy in this model is
Note that
where the inequality is Jensen's. Thus G 1 ٪ satisfies (i) and (ii). The third condition can also be verified easily. Consequently, (Z1)ϳ(Z5) apply. Define C 1 (Q) ϭ C 1 (r 1 (Q), Q) ϭ min r C 1 (r, Q) and C * 1 ϭ C 1 (r * 1 , Q * 1 ) ϭ C 1 (r 1 (Q * 1 ), Q * 1 ) ϭ min r,Q C 1 (r, Q).
Stage-2 Model
Let y be the system inventory level. Define
which is often called the induced-penalty cost function. It can be interpreted as the cost increase at Stage 1 due to the lack of inventory at Stage 2: When y Ͻ r* 1 , Stage 1 can only increase its inventory position to y, and its holding and backorder costs accumulate at an expected rate G 1 ( y), which is higher than the minimum cost rate C* 1 achievable if Stage 2 had ample stock. It is clear that G 12 ٪ is convex and nonincreasing (see Figure 3 for an illustration). By charging to Stage 2 the echelon holding cost and the induced-penalty cost, we have the holding-backorder cost rate function for Stage 2:
where ␣ ϭ p/( p ϩ h 2 ). (The constant term is added so that (ii) is satisfied, as we will see shortly.) Now Stage 2 becomes the standard single-stage model with setup cost K 2 and holding-backorder cost rate function G 2 ٪. The long-run average cost of an (r, Q) policy in this model is
Note that G 2 ٪ is convex, satisfying condition (i). Now consider conditions (ii) and (iii). Define ϭ L Ϫ C* 1 /( p ϩ h 2 ). From Figure 3 , it is easy to see that 
Ϫ is an asymptote of G 12 ( y). Therefore,
Ϫ is an asymptote of G 12 ( y). Thus G 2 ٪ also satisfies condition (iii). As a result, (Z1)ϳ(Z5) apply. Define C 2 (Q) ϭ C 2 (r 2 (Q), Q) ϭ min r C 2 (r, Q) and C * 2 ϭ C 2 (r * 2 , Q * 2 ) ϭ C 2 (r 2 (Q * 2 ), Q * 2 ) ϭ min r,Q C 2 (r, Q).
Combined Model
Suppose Stage 2 does not hold any inventory. That is, when an order is received at Stage 2 it is directly sent to Stage 1. In this case, the effective setup cost for each order is K 1 ϩ K 2 and IL 2 (t) ϭ IP 1 (t) for all t. Thus, given IL 2 (t) ϭ y, the systemwide holding and backorder costs accrue at an expected rate equal to
The two-stage model reduces to the standard singlestage model with setup cost K 1 ϩ K 2 and holdingbackorder cost rate function G 0 ٪. The long-run average cost of an (r, Q) policy in this model is
Note that G 0 ٪ is convex. It also satisfies (ii) since
The third condition also holds here. Consequently, (Z1)ϳ(Z5) apply. Define C* 0 ϭ C 0 (r * 0 , Q * 0 ) ϭ min r,Q C 0 (r, Q).
Lower Bound
Now we are ready to derive a lower bound on the long-run average costs of all feasible policies. This is achieved by deriving a lower bound on the minimum value of the objective function in P. The following lemma establishes a relationship between the objective function and the above single-stage models. (All omitted proofs can be obtained from the author upon request.)
Lemma 1. For any feasible solution (r 2 , Q 2 , r 1 , Q 1 ) to P, we have (a) C(r 2 , Q 2 , r 1 , Q 1 ) Ն C 2 (r 2 , Q 2 ) ϩ ␣C * 1 . If r 2 ϩ Q 2 Յ r * 1 ϩ Q * 1 then we also have (b) C(r 2 , Q 2 , r 1 , Q 1 ) Ն C 0 (r 2 , Q 2 ).
Proof. First, note that C* 0 is the long-run average cost of a cyclic policy (r 2 , Q 2 , r 1 , Q 1 ) with n ϭ 1, r 1 1 ϭ r 2 ϭ r * 0 and 
Proof. Take any feasible solution (r 2 , Q 2 , r 1 , Q 1 ) to P. If r 2 ϩ Q 2 Ն r * 1 ϩ Q * 1 , we have from Lemma 1(a)
Otherwise, if r 2 ϩ Q 2 Յ r * 1 ϩ Q * 1 , we have from Lemma 1(b)
The theorem follows by combining these cases.
To show the alternative form of B*, we distinguish between two cases. Case 1. r* 2 ϩ Q * 2 Ͼ r * 1 ϩ Q * 1 . Since min r2ϩQ2Նr* 1ϩQ * 1 C 2 ͑r 2 , Q 2 ͒ ϩ ␣C* 1 ϭ C* 2 ϩ ␣C* 1 we have B* ϭ C* 2 ϩ ␣C * 1 from Corollary 1.
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Case 2. r* 2 ϩ Q * 2 Յ r * 1 ϩ Q * 1 . Let
Since C 2 (r 2 , Q 2 ) is jointly convex in r 2 and Q 2 (see (Z1)), we have r 2 ϩ Q 2 ϭ r* 1 ϩ Q* 1 . Now consider C 2 (r 2 , r * 1 ϩ Q * 1 Ϫ r 2 ) as a function of r 2 . Since G 2 ( y) is increasing for y Ն r * 1 by definition, C 2 (r 2 , r * 1 ϩ Q * 1 Ϫ r 2 ) is increasing in r 2 for r 2 Ն r * 1 . Consequently, r 2 Յ r * 1 . Thus, from the definition of
By (Z4), the right side of the above equation is equal to
Thus B* ϭ C* 0 by definition. ᮀ Remarks.
(1) Note that C* 2 ϩ ␣C * 1 is the induced-penalty bound established in Chen and Zheng (1994b) . From Corollary 1 and Theorem 1, B* is stronger than the induced-penalty bound.
(2) If r* 2 ϩ Q * 2 Յ r * 1 ϩ Q * 1 then by Theorem 1, C * 0 is a lower bound on the long-run average cost of any feasible policy. But from the proof of Corollary 1, a feasible policy achieves C* 0 . This policy is optimal for this case.
(3) B* is easy to compute. First, minimize C i (r, Q) to determine r* i , Q * i and C * i , i ϭ 1, 2. Here one can use the efficient algorithm by Federgruen and Zheng (1992) . If r* 2 ϩ Q * 2 Ͼ r * 1 ϩ Q * 1 then B* ϭ C * 2 ϩ ␣C * 1 . Otherwise, minimize C 0 (r, Q) to obtain C * 0 , and B* ϭ C* 0 . This procedure is parallel to the one developed to compute a lower bound for the deterministic counterpart of the two-stage serial model. Suppose the demand at Stage 1 is deterministic and arrives continuously at a constant rate. To compute a lower bound for this model, we first compute two EOQs (or equivalently, reorder intervals), one for the upper stage and one for the lower stage. If the upper-stage EOQ is smaller than the lower-stage EOQ, then it is optimal to combine the two stages, and the lower bound is equal to the minimum cost of a combined EOQ model. It is interesting that for the deterministic system, the rank order of order quantities (or reorder intervals) determines whether or not it is optimal to combine; while for the stochastic system, it is the rank order of order-up-to levels that matters.
A Class of Cyclic Policies
This section defines a class of feasible policies, and then for each policy in this class, establishes an upper bound on its long-run average cost.
Consider the following feasible policy. It has four control parameters (r 2 , Q 2 , r 1 , Q 1 ) so that
for some positive integer n. The system starts at time 0 with IL 2 (0) ϭ IP 1 (0) ϭ r 2 . Whenever the system inventory level reaches r 2 , Stage 2 orders Q 2 units from the outside supplier. Every incoming order to Stage 2 (of size Q 2 ) is sent to Stage 1 in n shipments:
The first shipment raises Stage 1's inventory position from r 2 to r 1 ϩ Q 1 , and the n Ϫ 1 subsequent
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shipments each raise Stage 1's inventory position from r 1 to r 1 ϩ Q 1 . Thus the size of the first shipment is r 1 ϩ Q 1 Ϫ r 2 , and the size of each of the subsequent shipments is Q 1 . We also require the policy parameters to satisfy
Let be the set of policies that satisfy the above conditions. Note that for any given Q 1 Ͼ 0 and any positive integer n, there exist r 1 , r 2 and Q 2 so that (r 2 , Q 2 , r 1 , Q 1 ) is a member of . First, determine r 1 from the equation G 1 (r 1 ) ϭ G 1 (r 1 ϩ Q 1 ). A solution always exists since G 1 ( y) is convex and goes to infinity as ͉y͉ 3 ϩϱ. (If there are multiple solutions, choose the largest one. That is, r 1 ϭ r 1 (Q 1 ). Let us always follow this convention.) Second, determine r 2 so that r 2 Ͻ r 1 and
which is equivalent to
Here a unique solution exists because G 0 ( y) is convex and goes to infinity as y 3 Ϫϱ. Finally, set Q 2 ϭ r 1 ϩ nQ 1 Ϫ r 2 , which is clearly positive. The resulting policy (r 2 , Q 2 , r 1 , Q 1 ) is in . Figure 4 illustrates such a policy. Now take any policy (r 2 , Q 2 , r 1 , Q 1 ) ʦ . Let C(r 2 , Q 2 , r 1 , Q 1 ) be its long-run average cost. Since this policy is cyclic (r 2 , Q 2 , r 1 , Q 1 ) with r 1 i ϭ r 1 and Q 1 i ϭ Q 1 for i ϭ 1, . . . , n Ϫ 1, r 1 n ϭ r 2 , and Q 1 n ϭ r 1 ϩ Q 1 Ϫ r 2 , its long-run average cost is equal to the corresponding objective function of P. After some algebra, we have
Remarks.
(1) Using Lagrange multipliers to relax the two equality constraints in P, we have the following Lagrangian
This leads to the following necessary conditions: 
These conditions translate into the following equations:
and
These equations are all satisfied by the policies in .
(2) A policy in induces a nonstationary flow of inventory from Stage 2 to Stage 1, since the first shipment to Stage 1 in a cycle is larger than the subsequent shipments. This has an intuitive explanation. Suppose Stage 1 has a backorder at some time t. If Stage 2 has inventory on hand at the same time, the backorder could have been avoided (by having an item at the right place at the right time), saving p ϩ h 2 . We can think of p ϩ h 2 as the effective penalty cost when Stage 2 has on-hand inventory. On the other hand, the effective penalty cost is just p if Stage 2 has zero inventory. Since Stage 2 is more likely to run out of stock at the end of an order cycle, backlogging becomes cheaper toward the end of a cycle. As a result, the end-of-cycle backlog is larger than the previous ones. Satisfying this larger-than-normal backlog is why the first shipment in a cycle is larger than the subsequent shipments. Similar patterns have been observed in some deterministic inventory systems; see Mitchell (1987) and Atkins and Sun (1995) . Moreover, maintaining a stationary flow from Stage 2 to Stage 1 can sometimes be very costly (Chen 1998) .
Lemma 3. Let f٪ be a convex and nonincreasing function. Take any u 1 Յ u 2 . For any
Proof. Note that
where the inequality follows from Lemma 2(c) and the fact that C* 1 Ϫ C 1 (Q 1 ) Յ 0. Using the above inequality in (2),
It suffices to show A ϩ B Յ 0.
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Consider A. Since r 2 ϩ Q 2 Ͼ r * 1 from Lemma 2(a) and G 12 ( y) ϭ 0 for y Ն r * 1 by definition,
Now consider B. Note that
where the last equality follows from the definition of G 2 ٪. From Lemma 2(a, b) and the definition of G 12 ٪, G 12 (r 2 ϩ Q 2 ) ϭ 0 and G 12 (r 2 (Q 2 ) ϩ Q 2 ) ϭ 0. Thus
where the first equality follows from G 2 (r 2 (Q 2 )) ϭ G 2 (r 2 (Q 2 ) ϩ Q 2 ) (Z2) and the definition of G 2 ٪ and the last equality follows from Lemma 2(b) and the definition of G 12 ٪. Using (5) and (6) in (4),
Combining (3) and (7),
We next show that the right side of (8) is less than or equal to zero. Let y 0 be the largest minimum point of G 1 ٪. Since G 1 ( y) is convex, it is nonincreasing for y Յ y 0 . Since G 1 (r 1 ) ϭ G 1 (r 1 ϩ Q 1 ) by definition and G 1 (r * 1 ) ϭ G 1 (r * 1 ϩ Q * 1 ) from (Z3), we have r 1 Յ y 0 and r* 1 Յ y 0 . Since r 2 Ͻ r 1 by definition and r 2 (Q 2 ) Յ r * 1 from Lemma 2(b), r 2 Յ y 0 and r 2 (Q 2 ) Յ y 0 . Moreover, since C* 1 ϭ G 1 (r * 1 ) from (Z3) and G 1 (r 2 ) Ϫ G 1 (r 1 ) ϭ h 2 Q 2 from (1), we have from (6),
CHEN
Two-Stage Serial Inventory System
Now substitute G 1 ٪ for f٪ and (r 2 (Q 2 ), r 2 , r * 1 , r 1 ) for (u 1 , v 1 , u 2 , v 2 ) in Lemma 3, which implies A ϩ B Յ 0 since r 2 (Q 2 ) Յ r * 1 (Lemma 2(b) ). Figure 5 provides a graphic illustration for the case with r* 1 Ͻ r 1 . ᮀ
94%-Effective Policies
Suppose r* 1 ϩ Q * 1 Ͻ r * 2 ϩ Q * 2 . Following Roundy (1985) , we define the effectiveness of a policy to be 100% times the ratio of the infimum of the long-run average cost over all policies to the long-run average cost of the policy in question. This section identifies a heuristic policy that is at least 94%-effective. (The case with r* 1 ϩ Q* 1 Ն r * 2 ϩ Q * 2 has already been solved; see §3 for an optimal policy.)
We restrict attention to a subset of . Take any Q 1 Ͼ 0 and any integer k Ն 0. Let n ϭ 2 k , a positive integer. Let (r 2 k (Q 1 ), Q 2 k (Q 1 ), r 1 (Q 1 ), Q 1 ) be the policy in that corresponds to Q 1 and n. As mentioned in the previous section, such a policy always exists and its parameters are determined by solving
for r 2 k (Q 1 ) Ͻ r 1 (Q 1 ) and setting
Under the above policy, there are exactly n (a powerof-two integer) shipments in each order cycle.
Lemma 4(c) and Lemma 5 ensure the existence of such an m. 
Remark. One can search for the optimal Q 1 in the root-two interval of Q* 1 that minimizes C 2 (Q 2 m (Q 1 )) ϩ ␣C 1 (Q 1 ). However, it seems that Q 2 m (Q 1 ) depends on Q 1 in a rather complex way. This prevents us from obtaining the 98% bound that has been achieved for many deterministic systems.
Positive Leadtime at Stage 2
Assume that there is a positive, constant leadtime at Stage 2. This section proposes a heuristic policy and uses numerical examples to demonstrate its performance.
The heuristic policy has two pairs of control parameters, (R 1 , Q 1 ) for Stage 1 and (R 2 , Q 2 ) for Stage 2, where Q 2 Ն Q 1 and R 1 ϭ r 1 (Q 1 ). Like the 94%-effective policy, Stage 2 follows the echelonstock (R 2 , Q 2 ) policy: Whenever the system inventory position falls to R 2 , order Q 2 units from the outside supplier. (The system inventory position is equal to the system inventory level plus the outstanding orders from the outside supplier.) For each batch arriving at Stage 2, an optimization problem is solved to determine how this batch is going to be shipped to Stage 1. This policy is called the DSP (Dynamic Shipping Policy).
To see how a shipping schedule is determined, consider an arbitrary batch arriving at Stage 2. Just before its arrival, let u be the on-hand inventory at Stage 2 and v the echelon inventory position at Stage 1 (i.e., IP 1 ).
( 
(ii) If u ϭ 0 and v Ͻ R 1 , then solve the following problem to determine r i and Q i , i ϭ 1, . . . , n, where n is also a decision variable:
The batch arriving at Stage 2 is split into n subbatches. The ith sub-batch has size Q i and is sent to Stage 1 when IP 1 reaches r i , i ϭ 1, . . . , n. If n ϭ 1 and r 1 ϭ v then the entire batch is shipped to Stage 1 upon its arrival.
To test the performance of the above DSP, we compared it with an existing policy in numerical examples. Consider the echelon-stock (R, Q) policy, which also has two pairs of control parameters, (R 1 , Q 1 ) for Stage 1 and (R 2 , Q 2 ) for Stage 2, where Q 2 must be a positive integer multiple of Q 1 . Stage 2 orders from the outside supplier according to the (R 2 , Q 2 ) policy based on the system inventory position. Whenever Stage 1's inventory position falls to or For each example, we used an algorithm in Chen and Zheng (1998) to determine an optimal power-oftwo echelon-stock (R, Q) policy where both Q 1 and Q 2 are restricted to integer powers of two. For the DSP, we used the following simple procedure to determine its parameters. First, minimize
over R and Q. Let r 1 (Q) be the optimal R for the given Q. Let Q* 1 be the optimal value of Q. For each value of Q 1 , let R 1 ϭ r 1 (Q 1 ) and
where m ϭ ͌ (K 2 /h 2 )/(K 1 /h 1 ). Since both R 2 and Q 2 are integers, try rounding up and down to obtain the best combination. The parameters for the DSP are obtained via a search over Q 1 in the neighborhood of Q* 1 . The above choice of R 2 and Q 2 is quite intuitive. Note that L 2 is both the mean and variance of the leadtime demand at Stage 2, which is a Poisson random variable. The above value of R 2 ensures, on average, that a delivery to Stage 2 coincides with a shipment to Stage 1 (i.e., nestedness). On the other hand, the value of Q 2 is based on the following hypothetical scenario. The leadtime demand at Stage 2 is two standard deviations above its mean. As a result, when a batch arrives at Stage 2, it sees IP 1 ϭ R 1 Ϫ 2 ͌ L 2 . In response, Stage 2 sends (2 ͌ L 2 ϩ Q 1 ) units to Stage 1 immediately to raise IP 1 to R 1 ϩ Q 1 . The remaining (m Ϫ 1) sub-batches, each of size Q 1 , are sent to Stage 1 to raise IP 1 from R 1 to R 1 ϩ Q 1 .
Note that under this hypothetical scenario, the DSP has exactly the same structure as the 94%-effective policy obtained earlier for a simpler model. Finally, the value of m is based on a deterministic, two-stage model; see, e.g., Muckstadt and Roundy (1993) . Table 1 summarizes the computational results. The long-run average cost of each DSP was obtained by simulation with its 95% confidence half-interval in the parentheses. The relative deviation between the two policies is defined as
Notice that the DSP outperforms the (R, Q) policy for most of the examples with savings as high as 6.54%. For three examples, the DSP is slightly worse. This is likely due to the above heuristic procedure for determining the DSP parameters. It remains to be seen if the DSP is 94%-effective.
One-Warehouse Multiretailer Systems
This section considers a common distribution system with one central warehouse and multiple retailers where random demands arise. This system is more general than the (basic) serial system in that the upper stage (the warehouse) serves to replenish multiple retailers instead of a single outlet and that the order leadtime at the upper stage may be positive.
To design an effective replenishment policy for the above system, the insights from this paper alone are not enough. They should be combined with lessons from the deterministic literature. In serial systems with deterministic demand, it is optimal to apply a nested policy, i.e., orders are placed only when a shipment to the downstream facility is planned (see, e.g., Schwarz 1973) . In systems with multiple outlets replenished by a single source, this is no longer the case. In fact, Roundy (1985) shows that a nested policy can be arbitrarily bad. Following Roundy, we partition the retailers in our system into two sets, R ϩ and R Ϫ , where R ϩ (resp., R Ϫ ) contains retailers with average shipping frequencies larger (resp., smaller) than the warehouse's average ordering frequency. (A plausible CHEN Two-Stage Serial Inventory System partition can be found by solving a deterministic version of the problem.)
We propose the following policy for the one-warehouse multiretailer system. Let N be the number of retailers. The policy requires N ϩ 1 pairs of control parameters: (r i , Q i ), i ϭ 0, 1, . . . , N, where index 0 represents the warehouse and index i Ն 1 represents retailer i. Orders at the warehouse are triggered by the inventory position of the subsystem consisting of the warehouse and the retailers in R ϩ , i.e., whenever the subsystem's inventory position drops to r 0 , the warehouse places an order. To determine the size of the order, let x i be the inventory position of retailer i at the time of order placement. Then the order size is
Therefore, Q 0 is the base quantity. The additional is chosen to be a multiple m of Q 0 /¥ jʦR ϩ j then retailer i will on average contribute once every m warehouse orders. Consequently, different warehouse orders may have different sizes, as in the deterministic version of the system. When an order arrives at the warehouse, shipments are sent to the retailers. The exact sizes of the shipments depend on the inventory positions of the retailers. In the case of a serial system with zero order leadtime (and only one retailer), the retailer's inventory position is exactly r 0 when an order arrives at the warehouse, and the shipment size can be predetermined. However, when there are multiple retailers, the retailers' inventory positions are random variables. We nevertheless determine the sizes of the shipments at the arrival epoch of a warehouse order, so as to restore retailer i's (in R ϩ or R Ϫ ) inventory position to its order-up-to level r i ϩ Q i if retailer i's inventory position is at or below r i . If the warehouse's on-hand inventory is insufficient to achieve this goal, then some rationing is required. A plausible rationing scheme can be obtained by solving myopic allocation problems such as those formulated in Eppen and Schrage (1981) and Federgruen and Zipkin (1984a, b) . (Those retailers whose inventory positions are above their reorder points at the arrival epoch of a warehouse order will not receive any shipment immediately.) In between order arrivals at the warehouse, shipments are made to the retailers in R ϩ in accordance with retailer-specific (r, Q) policies. That is, a shipment of size Q i is sent to retailer i, i ʦ R ϩ each time the retailer's inventory position drops to r i , with the clear modification that if the warehouse's on-hand inventory is less than Q i , only the partial quantity is shipped. (As with the serial system, we should have ¥ iʦR ϩ (r i ϩ Q i ) Յ r 0 ϩ Q 0 . The retailers in R Ϫ will not get any shipment between orders.) The above class of policies is new. Compared with the (R, Q) policies suggested in the literature for the distribution network (see, e.g., Deuermeyer and Schwarz 1981) , it has three salient features: (i) a systematic design to differentiate the initial shipment to a retailer within a warehouse order cycle from subsequent shipments to the same retailer within the same cycle, if any; (ii) nonstationary order quantities at the warehouse; and (iii) the dynamic allocation of warehouse orders at time of arrival. The second and third features are especially important when the retailer characteristics are significantly different. Indeed, the classical (R, Q) policies for this system were originally designed for systems with identical retailers. We shall leave the empirical test of this new class of policies to a future study. 
