Abstract. Su cient conditions for the moderate and large deviation principle for U-processes are given. For the large deviation result the conditions are in terms of "blockwise" empirical process conditions. On the moderate scaling the case of U-processes indexed by a uniformly bounded VC subgraph class of functions is considered. The proofs are based on an isoperimetric inequality for empirical processes due to Talagrand, a truncation method based on an isoperimetric inequality by Ledoux, the existence of almost regular partitions of complete hypergraphs due to Baranyai and a Bernstein-type inequality for U-processes due to Arcones and Gin e.
Introduction
Let (S; S; ) be a probability space and let X i : S N ! S be the coordinate functions ( fX i g i2N is thus an i.i. For a xed h, U m n (h; ) is called a U-statistic of order m with kernel h based on the probability mearsure . U-processes appear in statistics for example as unbiased estimators of the functional f m h : h 2 Hg. For instance, Liu's simplicial depth process (Liu 1990 ) is a U-process. Noland and Pollard (1987), (1988) studied the law of large numbers and the central limit theorem for U-processes of order m = 2. Arcones and Gin e (1991) developed the theory for an arbitrary m. An overview over the theory of empirical processes and U-processes is Gin e (1996) . Wu (1994) proved necessary and su cient conditions for the large deviation and moderate deviation 2 P. EICHELSBACHER estimations and the LIL of the empirical process L n (h) = 1=n P n i=1 h(X i ) with h varying in a class of bounded functions. The principles are proved for laws in the Banach space of bounded functionals on the class H.
In this paper we study the large and moderate deviation principles (LDP, MDP) for U-processes under certain conditions on H.
Let us recall the de nition of the LDP. A sequence of probability measures f n g n2N on a topological space X equipped with -eld B is said to satisfy the LDP with speed a n # 0 and good rate function I( ) if the level sets fx : I(x) g are compact for all < 1 and for all ? 2 B the lower bound lim inf n!1 a n log n (?) ? inf x2int (?) I(x); and the upper bound lim sup n!1 a n log n (?) ? inf x2cl (?) I (x) hold, where int(?) and cl(?) denote the interior and closure of ?, respectively. We shall consider situations where the speed in the LDP is given by a n = 1=n. We say that a sequence of random variables satis es the LDP when the sequence of measures induced by these variables satis es the LDP. Let fb n g n2N (0; 1) be a sequence which satis es If a x 2 X for all a > 0 and x 2 X then a sequence of random variables Z n shall satisfy the MDP with speed n b 2 n and with good rate function I( ), if the sequence n b n Z n satis es the LDP in X with the good rate function I( ) and with speed n b 2 n . As the best of our knowledge, the present situation of the LDP and MDP problem for U-statistics and U-empirical measures is as follows. Let M 1 (S m ) denote the space of Borel probability measures on S m . The LDP for the sequence of laws of L m n has been studied in Eichelsbacher and Schmock (1996) . Let B(S m ; E) denote the space of bounded functions on S m , which take values in a separable real Banach space (E; jj jj E ) with Borel -algebra E and are S m -E-measurable. The LDP for the sequence of laws of L m n holds on M 1 (S m ) equipped with the 1 (E)-topology which makes the maps M 1 (S m Eichelsbacher and Schmock (1996) satis es the LDP with the same rate function (Theorem 1.10, Eichelsbacher and Schmock (1996) ).
The results in the case m = 1 are an improvement of the general version of Sanov's Theorem, which was proved by de Acosta (1994a) for the general case of an arbitrary measurable state space S and in the 1 (R)-topology setting. Notice that in Eichelsbacher and Schmock (1996) , the LDP result is proved for an even ner topology. This topology is very useful for several applications in statistical mechanics, for example the Gibbs conditioning principle for interacting ensembles of particles and special mean eld models.
Moreover in Eichelsbacher and Schmock (1996) we proved a LDP for the moderate U-empirical measure M m n : ! M(S m ) de ned for n m by
where M(S m ) denotes the set of all signed measures on (S m ; S m ) with nite total variation, endowed with the (E)-topology, de ned analogously to 1 (E), and where fb n g n2N (0; 1) satis es (1.1). U-statistics (cf. Eichelsbacher and Schmock (1996, Theorem 1.21, 1.23) Eichelsbacher and Schmock (1996) .
The content of the di erent sections is as follows. In Section 2 we consider a LDP and a MDP for U-processes for uniformly bounded classes H, which satisfy "blockwise" empirical process conditions analogously to the conditions obtained in (Wu 1994) . Therefore we will rewrite the U-empirical measure L m n as a dependent mean of i.i.d. means, using the existence of almost regular partitions of complete hypergraphs due to Baranyai (1975 Dembo and Zeitouni (1993), Wu (1994) ) and an isoperimetric inequality of Talagrand (1994) . Furthermore we extend the results to unbounded classes using well established truncation techniques and a truncation method based on an isoperimetric inequality due to Ledoux (1992) . Ser ing and Wang (1997) kindly sent me a preprint about large deviations, proving an LDP result for U-processes for Polish space valued random variables. Our result is more general and our methods are quite di erent from theirs.
In Section 3 we consider a MDP for non-degenerate U-processes indexed by uniformly bounded Vapnik-Cervonenkis classes. Since we are using Hoe ding's decomposition of a U-statistic let us state it here together with some notations. The Note that the centered empirical process is a canonical U-process of order 1. To prove the MDP in the non-degenerate case for fU m n (h; ) : h 2 Hg, we have to prove that fU 1 n ( 1;m h; ) : h 2 Hg satis es a MDP and that the processes f n b n U k n ( k;m h; ) : h 2 Hg ! 0 in probability exponentially fast with speed n b 2 n for 2 k m. The rst condition is equivalent to the class f 1;m h : h 2 Hg satisfying the conditions of Wu (1994, Theorem 2), which are necessary and su cient for the MDP. Therefore only the second condition must be dealt with. We will use a Bernstein-type inequality due to Arcones and Gin e (1994) and to Arcones (1995) .
In Section 4 our results are applied to obtain LDP and MDP results for empirical functions of U-statistics structure, for Liu's simplicial depth process and for classes of functions which are uniformly H older. Then, by Hoe dings formula (Borovskich and Koroljuk 1994, p. 34) L m n (h) = 1 n! X 2P nh (X (1) ; : : :; X (n) ); (2.1) 6 P. EICHELSBACHER where P n denotes the set of all permutations of f1; : : :; ng. Moreover let f" i g i2N be a sequence of i.i.d. random variables de ned on (S N ; S N ; P) with P(" i = 1) = 1=2, independent of the underlying sequence fX i g i2N . Introduce the following quantities: Of course, an important question is, which classes of functions F satisfy the assumptions of our theorems. We will discuss this and some examples in Section 4. In the case m = 1 our results are parts of Theorem 1 and Theorem 2 in Wu (1994) .
We will use the following isoperimetric inequality for empirical processes established by Talagrand (1994, Theorem 3.5): Lemma 2.9 (Talagrand) . Let m = 1 and assume (2.3). Set := sup f2H ( R (f ?
(f)) 2 d ) 1=2 and S(n) := n 2 + H(n), where H(n) is given in (2.2). Then for some universal constant K we have for all t K H(n):
where the function ' K;S(n) (t) for t 0 is given by ' K;S(n) (t) = t 2 K 2 S(n) ; if t KS(n);
We also use the existence of almost regular partitions of completely hypergraphs due to (Baranyai 1975, Theorem 1) . Let X be a nite set with jXj = n (the set of vertices) and E the set of all m-element subsets of X (the edges). Denote by K m n this hypergraph which is called the complete m-uniform hypergraph of n vertices. The valency of a vertex x is de ned by v (X;E) (x) = X i:x2E i 1;
where E = fE 1 ; : : : ; E ( n m ) g. A subset G E is a 1-factor if v (X;G) (x) = 1 for every x 2 X. The hypergraph (X; E) is called 1-factorizable if there are disjoint 1-factors G j such that E = j G j . Note that the following result had been an open problem for more than 100 years. Lemma 2.10 (Baranyai) . If mjn then K m n is 1-factorizable.
Proof of Theorem 2.4: Notice that for nite H the result is a direct consequence of Theorem 1.17 in Eichelsbacher and Schmock (1996) . Moreover since this result is true even in a ner topology, we obtain the statement of the theorem for any nite collection H of S m -E-measurable functions ' : S m ! E, where E is a separable real Banach space of type 2 and each ' satis es the condition Z S m exp( jj'jj E ) d m < 1 for every > 0. We obtain the result for all fb n g n2N satisfying (1.1). In Eichelsbacher and Schmock (1996) other conditions for ' related to Ledoux (1992) are considered. The level sets K(I H ; L) := fH 2 l 1 (H) : I H (H) Lg; L 0, are compact in l 1 (H) by the total boundedness of (H; d 2 ) and the theorem of Arcel a-Ascoli (cf. Dunford and Schwartz (1967, Theorem 5, Sec. IV.6) By Theorem 1.17 in Eichelsbacher and Schmock (1996) we have lim sup
Using (2.11) for the second term in (2.12) we get the upper bound.
Proof of the lower bound:
Let O be an arbitrary open set in l 1 (H) and let G 2 O with I H (O) < 1. There exists a G such that U(G; G ) is contained in O. As in the proof of the upper bound for G there is > 0 such that
We apply the lower bound of Theorem 1.17 Eichelsbacher and Schmock (1996) Proof of (2.11): To prove the key estimation (2.11), we will apply the result of Talagrand (Lemma 2.9) combined with the factorization result of Baranyai (Lemma 2.10). Therefore consider n 2 N which is divisible by m. P n denotes the group of all permutations of f1; : : : ; ng. This map is measurable and PL ?1 m;n; does not depend on , because fX i g i2N are independent and identically distributed. We write L m;n for L m;n; , when is the identity on f1; : : : ; ng. With Lemma 2.10 there exists a subset P 0 n of P n consisting of m! Analogously to the proof in Wu (1994) we obtain for su ciently small and n large enough KH 0 (n; ) b n =2 using the assumption lim !0 lim n!1 H(n; ) b n = 0. K is the universal constant in Lemma 2.9. We arrive at P(jjM m n ( )jj H ) = P(jjM m n ( )jj H 0 =2): Since L m n is an average of the form (2.13), we arrive at (applying Lemma 2. If is small enough, the function ' K;S(n) (b n ( =2 ? )) is given by the expression (b n ( =2 ? )) 2 K 2 S(n) :
Remark that by the de nition of H 0 we get ( 2 ) 0 = const: 2 . Using S(n) = n=m]const: 2 + H 0 (n; ) the assumption on H(n; ) and (2.14), we obtain for small enough lim !0 lim n!1 n b 2 n ' K;S(n) (b n ( =2 ? )) = 1:
Moreover lim sup n!1 n b 2 n log m! n ? 1 m ? 1 = 0 by the assumption for fb n g n2N . Thus (2.11) follows for every n which is divisible by m. Note for all > 0. Now it is clear how to deduce the upper and lower bound from (2.16). We omit the proof.
Proof of (2.16): To prove (2.16), we will again apply Lemma 2.9 combined with Lemma 2.10.
Consider n 2 N which is divisible by m. The proof follows the lines of the proof of Theorem 2 in Wu (1994) . Consider the class H 0 . For su ciently small and n large enough we obtain KH 0 (n; ) n =2 using the assumption lim !0 lim n!1 H(n; ) n = 0 and (2.14). K is the universal constant in Lemma 2.9. Again we arrive at where S(n) = n=m]( 2 ) 0 + H 0 (n; ). If is small enough, the function ' K;S(n) (b n ( =2 ? )) is now given by the expression n( =2 ? )
Using S(n) = n=m]const: 2 + H 0 (n; ), the assumption on H(n; ) and (2.14), we obtain for small enough which is a little involved. For details see the proofs of Theorem 1 and 4 in Wu (1994) . The arguments can be applied for the "blocking" mean L m;n (H), introduced in the proof of Theorem 2.6. With Wu (1994, Theorem 1) we obtain that (L m;n ? m )(H) ! 0 in probability in l 1 (H). Via the steps of the proof of Wu (1994, Theorem 4), we get (2.19). Thus Theorem 2.6 can be applied to H N for every N 2 N. By Dembo and Zeitouni (1993, Theorem 4 for all > 0. Therefore we can use Hoe dings formula (2.1) and (Hoe ding 1963, (5.2)) (see also Eichelsbacher (1996) ) to obtain ; which gives us the result for L m n (H) using the dominated convergence theorem and the moment condition (2.18).
Notice that for a seperable Banach space the condition (2.18) is the same as that of the LDP result for Banach space valued U-statistics in Eichelsbacher and Schmock (1996) . , it follows that the expectation in (2.23) is bounded by a constant which does not depend on n. Hence we are done (cf. Eichelsbacher and Schmock (1996, Proof of Theorem 1.10(b))). As in Wu (1994) , for the moderate estimations we can use a truncation method established by Ledoux (1992, Th eor em) based on isoperimetric inequality (we state the result for the Banach space l 1 (H )).
Lemma 2.24 (Ledoux) . Let Y i = (X (i?1)m+1 ; : : : ; X (i?1)m+m ) and let fb n g n2N satis es (1.1) and the auxiliary condition b nk Ak ? b n (2.25) for some A 1 and some 0 < < 1 (b n cannot be too near n). MODERATE AND LARGE DEVIATIONS FOR U-PROCESSES 15 without using Lemma 2.9. But this estimation follows from (2.26) using the fact that 2 is smaller than 2 . We can apply the Lemma, since our assumptions on H imply via the proof of Theorem 2 in Wu (1994) , that n b 2 n (L m;n ? m )(H) ! 0 in probability in l 1 (H).
3. Moderate deviation result for VC classes of functions Here we will prove MDPs for non-degenerate U-processes indexed by a countable class H which satis es some conditions which will be given in terms of metric entropy. Especially we consider the case when H is a uniformly bounded VapnikCervonenkis subgraph class of functions. As mentioned in the introduction, we will apply the results of Wu (1994) to the linear part of the Hoe ding decomposition and will handle the rest by means of di erent types of Bernstein-type inequalities for uniformly bounded -canonical processes proved in Arcones and Gin e (1994) and Arcones (1995) . The conditions on H seem to be more natural than the conditions via the blocking approach. Nevertheless let us mention that this approach is not applicable for the large deviation scale.
To state the results we have to introduce some more notations. Given a pseudometric space (T; The envelope H of H is de ned as sup h2H jhj. It is well known (Pollard (1984, Proposition II 2.5) Ledoux and Talagrand (1991, Lemma 6. 3)) to get a bound for E(exp jtU m n (h)j) in terms of the left hand side of (3.3). For details see Arcones (1995) .
We will use the following two typs of Bernstein-type inequalities for U-processes: The rst is proved in Arcones and Gin e (1994, Theorem 3.2): Lemma 3.4 (Arcones, Gin e) . Let H be a measurable class of -canonical functions h : S m ! R satisfying:
(a) H is uniformly bounded by 1. The next result is proved in Arcones (1995, Proposition 4): Lemma 3.6 (Arcones) . Let H be a measurable class of symmetric functions h : S m ! R satisfying Condition 3.2 with sup h2H jh(X)j b. The combination of these conditions with Lemma 3.7 yields the following theorem:
Theorem 3.9 (Moderate deviations for U-processes). Let fb n g n2N be a sequence in (0; 1) which satis es (1.1). Assume that the class H satis es one of (a) Let H be a class of symmetric functions satisfying Condition 3. Then the laws of (L m n ? m )(H) satisfy the MDP on the space l 1 (H) with speed n=b 2 n and with the good rate function I H ( ) given in (2.5).
Proof. Assume that the H satis es the rst condition. We can use the proof of Corollary 5.7 and the following remark in Arcones and Gin e (1991) , using the uniform boundedness of H, to get the following remarkable fact: all projections k;m H = f k;m h : h 2 Hg, k = 1; : : : ; m, satisfy the Central Limit Theorem in l 1 (H). Especially this implies using Ledoux and Talagrand (1991, Theorem 14.6) that the class f 1;m h : h 2 Hg satis es the su cient (and necessary) conditions of Theorem 2 in Wu (1994) : the class is totally bounded and (3.10) holds.
Notice that in both cases f 1;m h : h 2 Hg is uniformly bounded.
Following the lines of the proof of Theorem 2.4, we have only to check (2.16). By (1.4) But by our assumptions this is an immediate consequence of Lemma 2.9, see the proof of Theorem 2 in Wu (1994) .
Notice that in the last theorem the assumptions on the sequence fb n g n2N are weaker than in Theorem 2.4. Here the log n term has been removed.
We will now discuss examples of classes H which satisfy the conditions of the last
Theorem. An important and well studied class is the class of uniformly bounded VC subgraph classes of symmetric functions on S m with values in R.
