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Abstract—Optical buffering via fiber delay lines is
used for contention resolution in optical packet and
optical burst switching nodes. This article addresses
the problem of exactly finding the blocking probabili-
ties in an asynchronous single-wavelength optical
buffer. Packet lengths are assumed to be variable and
modeled by phase-type distributions, whereas the
packet arrival process is modeled by a Markovian ar-
rival process that can capture autocorrelations in in-
terarrival times. The exact solution is based on the
theory of feedback fluid queues for which we propose
numerically efficient and stable algorithms. We not
only find the packet blocking probabilities but also
the entire distribution of the unfinished work in this
system from which all performance measures of in-
terest can be derived.
Index Terms—Fiber delay line (FDL); Buffer; Opti-
cal packet switching; Optical burst switching; Feed-
back fluid queues.
I. INTRODUCTION
O ptical packet switching-based paradigms are be-ginning to mature as they attempt to more effi-
ciently utilize the fiber capacity as opposed to their op-
tical circuit switching counterparts. Two such
paradigms have recently been proposed: optical
packet switching (OPS) [1] and optical burst switching
(OBS) [2]. In this article, we analytically study the
performance of an optical packet (or burst) switch that
uses fiber delay lines.
OPS/OBS can either be synchronous (time slotted)
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xed length in synchronous systems leading to a need
or costly synchronization equipment. Synchronous
witching is known to be efficient in terms of blocking
erformance due to the alignment of packet arrivals.
n the other hand, optical packets are of variable
ength in asynchronous systems, and therefore packet
rrivals need not be aligned. Asynchronous OPS ap-
ears to be a better fit as a transport technology for
he next-generation Internet due to the variable
engths of IP packets in the Internet. In this paper, we
ocus on asynchronous OPS.
In OPS networks, contention arises when two or
ore incoming optical packets contend for the same
utput wavelength. Methods for contention resolution
nclude wavelength conversion [3], deflection routing
2], or optical buffering [4], which is the scope of the
urrent article. In electronic buffering, contending
ackets are stored in RAMs (random access memory)
o be transmitted at a later time. However, optical
AMs are not feasible today. Instead, a well-known
echnique is to use fiber delay lines (FDLs) in which a
ontending packet is sent over a coil of fiber that gives
he packet a fixed delay that is enough to resolve the
ontention. This paradigm is called optical FDL buff-
ring, or simply optical buffering.
There are different architectures proposed for opti-
al buffers based on their position in the switch,
amely, input buffering, output buffering, and shared
uffering [5]. Input buffering is known to have rela-
ively lower performance than the other two. In out-
ut buffering, a set of FDLs is dedicated for each out-
ut port (or fiber). On the other hand, in shared
uffering, FDLs can be shared by all output ports for
mproved performance. We focus on output buffering
n this article. In particular, we focus on the case
here a set of FDLs is dedicated for each wavelength
link) of an output port. This situation arises when
• each output port has a single wavelength,
• we have multiple wavelengths per output port
but we do not use wavelength converters that
would allow buffer sharing across different
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among multiple wavelengths of the same output port
are left for future research. Optical buffers can be con-
figured as degenerate or nondegenerate. In degener-
ate buffering, the lengths of FDLs are consecutive
multiples of a parameter D, which is called the granu-
larity parameter. The buffer size is denoted by K and
the ith FDL, i=1,2, . . . ,K, introduces a delay of iD to
an incoming optical packet finding the output wave-
length occupied. In nondegenerate buffering, the
lengths of individual FDLs can be arbitrary and the
ith FDL exerts a delay of Di, i=1,2, . . . ,K, where we
have DiDj for i j. Although we present an analyti-
cal method for the case of degenerate buffering only,
the method we propose can directly be applied to the
nondegenerate case.
We now present an example to demonstrate how
this optical buffer works. For this purpose, we define
Ht as the unfinished work (or channel horizon) at
time t and with all the admitted packets into the
buffer at time t, we need to wait for at least Ht for
the link to become idle. Let us now assume an optical
packet that arrives at time t. If the link is idle at this
arrival epoch, then Ht=0 and the packet can imme-
diately be forwarded over the link making Ht+=B,
where B is the length of the packet (in time units). If
HtKD, then the delays introduced by each delay
line are not enough to resolve the contention and the
packet will be dropped without a need to modify Ht.
The more interesting scenario is when 0HtKD
in which case the arriving packet of length B will be




where x is the smallest integer greater than or equal




 + B. 1
At other times, the unfinished work Ht decreases at
a unity rate until it hits zero and then stays at this
level; i.e., unfinished work cannot be negative.
To illustrate the operation of a single-wavelength
degenerate optical buffer, we depict a sample path of
the channel horizon process in Fig. 1 for an example
when D=K=2. Packet arrivals occur at time epochs t
=1, 3, 4, 5, and 7, with corresponding sizes of 3, 2, 2, 2,
and 1, respectively. The packet arriving at t=5 is
blocked since H5=5KD=4. All of the four other
packets are accepted into the buffer. Note that an ac-epted optical packet leads to an immediate jump in
t, whereas a blocked packet does not have any ef-
ect.
Various analytical methods have been proposed to
nalytically evaluate the performance of an asynchro-
ous single-wavelength optical buffer that differ from
ach other on the basis of (i) the stochastic model used
or packet arrivals and packet lengths, (ii) whether K
s finite or infinite, and (iii) whether the analytical
ethod is exact or approximate. One of the earlier
orks in [6] studies an optical buffer with general K
nd with Poisson packet arrivals and exponential
acket lengths and presents an approximate method
sing an iterative procedure that is simple to imple-
ent. For the same buffer, the work in [7] assumes ge-
eric distributions for packet interarrivals and ser-
ices and the authors present a Markov chain model
or solving the optical buffer. The entries of the Mar-
ov chain can be found by calculating certain definite
ntegrals for which computational procedures are not
laborated. Moreover, depending on the distributions
sed in the model, the number of the states of the
arkov chain can be excessive, which then calls for an
pproximate state reduction method for computa-
ional feasibility. In two special cases, the authors [7]
ave shown that their solution is exact: (i) exponential
nterarrivals and generic packet lengths and (ii) ge-
eric interarrivals and exponential packet lengths.
gain, following similar traffic assumptions, the case
f K= is studied by [8] to develop heuristics for the
ase of K through formulas involving infinite
ums. Three special cases corresponding to (i) expo-
entially distributed, (ii) deterministic, and (iii) mix-
ures of deterministic burst lengths are given for
hich the resulting formula does not involve an infi-
ite sum and therefore the method turns out to be
omputationally effective. The work in [9] studies a fi-
ite capacity optical buffer in the special case of Pois-
on arrivals and generic packet lengths using Markov
hains as in [7] but also provides closed-form expres-
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ig. 1. Evolution of the channel horizon Ht for a single-










































532 J. OPT. COMMUN. NETW./VOL. 1, NO. 6 /NOVEMBER 2009 H. E. Kankaya and N. Akarwhich is very valuable in terms of engineering insight.
Note, however, that a finite-state Markov chain solu-
tion is available in the literature for only a number of
special cases (see [7,9]), and there still is a need for ex-
ploring exact algorithms for analyzing optical buffers
with more general traffic inputs. An approximate
method based on the assumption K= is proposed in
[10] based on the generating function approach for the
case of Poisson arrivals and generally distributed
packet lengths. The reference [11] studies an optical
buffer with general packet size distributions where
the method does not seem to work for all possible load
values and the traffic is limited to Poisson arrivals
only.
In this article, we exactly find the steady-state dis-
tribution of the unfinished work in asynchronous
single-wavelength optical buffers from which all
steady-state performance measures such as packet
blocking probability, expected delay, etc., can be calcu-
lated. The stochastic tool that we use is the well-
known multiregime Markov fluid queues [12,13], and
to the best of our knowledge this theory has not been
applied to optical buffers before. Multiregime Markov
fluid queues are more complex and are less explored
than Markov chains, but the model we propose is a fi-
nite state-space multiregime Markov fluid queue for
optical buffers with more general traffic inputs than
those studied in the literature. On the other hand, in
this model we need to keep track of the horizon pa-
rameter (or unfinished work) as opposed to actual
waiting times that take values from a finite set, but
keeping track of the continuous horizon parameter
has helped us build a finite state-space Markov fluid
queue model resulting in an exact matrix-analytical
algorithm for solving optical buffers with very general
traffic input. Our assumptions and contributions are
listed below.
Packet interarrival times are modeled by the versa-
tile Markovian arrival process (MAP) by which one
can capture dependence between successive interar-
rivals [14,15]. The MAP generalizes the Poisson pro-
cess by allowing nonexponential interarrival times
while maintaining the underlying Markovian struc-
ture. To define a MAP, we first consider a Markov
chain with infinitesimal generator D̃=D0+D1 for
which all off-diagonal entries of D0 and all entries of
D1 are nonnegative. Transitions associated with D1
are the epochs of arrivals in a MAP characterized with
the pair D0 ,D1. For more details, we refer the reader
to [14]. Let  be the stationary probability vector of
the phase process with generator D̃ so that  satisfies
D̃=0, e=1, where e is a column vector of ones of ap-
propriate size. The mean arrival rate  for a MAP is
=D1e [15]. The MAP arrival model is more general
than the stochastic models used for the analysis of op-ical buffers, and it can especially be useful to demon-
trate the impact of autocorrelations (in interarrival
imes) on system performance. Note that autocorrela-
ions in packet interarrival times and their non-
oisson nature has been well-known for Internet traf-
c [16,17].
The packet length B is modeled by a phase type
PH-type) distribution [18]. Consider a Markov pro-
ess on the states 1,2, . . . ,s ,s+1 with initial prob-
bility vector v ,0, v= v1 ,v2 , . . . ,vs, and infinitesi-
al generator
QPH = S S00 0  ,
here S is an ss nonsingular matrix, S0 is s1, and
e+S0=0. The time till absorption into the absorbing
tate s+1 is a random variable B that is said to have a
H-type distribution with representation v ,S with
rder s whose distribution function is written as
Bx=1−veSxe, x0. PH-type distributions are
nown to be dense in the field of all positive-valued
istributions and this feature of PH-type distributions
akes it a very suitable tool to model variable-size op-
ical packets. Denseness of PH-type distributions
eans that given an arbitrary positive-valued distri-
ution, one can approximate it with a PH-type distri-
ution with any desired accuracy [14]. The reference
19] proposes an algorithmic procedure for obtaining
H-type approximative distributions from empirical
ata and also other distributions. However, there is
ne notable deficiency of phase-type modeling; the ap-
roximate model may have large orders. For example,
deterministic distribution can be approximated by
n Erlang-k distribution with order k, but the order
arameter k may need to be very large if high accu-
acy is sought. Moreover, in next-generation optical
etworks, packet lengths can take values from a lim-
ted range or even they can take fixed values [9] for
hich PH-type approximations may not be most effec-
ive for packet length modeling in the context of
nalysis of optical buffers. The scope of this work,
owever, is confined to PH-type distributed optical
acket lengths and potential use of Markov fluid
ueues for more general packet lengths is left for fu-
ure research.
Moreover,
• We do not make any assumptions about the num-
ber of FDLs K. In particular, we do not need the
assumption K= as pursued in some earlier
work. With this, we can also analyze situations
where one only has a few FDLs.
• The method we use is based on the well-known
theory of feedback fluid queues [12] and the nu-
merically stable and efficient solution techniques
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ments to the method described in [13] that are
necessary to solve the problem of interest in the
current article.
• The method we propose is exact for MAP packet
arrivals and PH-type distributed packet lengths.
Based on the algorithmic procedure we propose for op-
tical buffers, we also obtain numerical results that
help us provide provisioning guidelines for optical
buffers.
The remainder of the article is organized as follows.
Feedback fluid queues are described in Section II. In
Section III, we provide the analytical model. Numeri-
cal results are presented in Section IV. We conclude in
the final section.
II. FEEDBACK MARKOV FLUID QUEUES
Markov fluid queues (MFQs) are described by a
joint Markovian process {Ct, Mt; t0}, where {Ct;
t0} refers to the queue occupancy and {Mt; t0} is
an underlying continuous-time Markov chain that de-
termines the rate at which the buffer content Ct
changes. The process {Mt; t0} is called the back-
ground (or modulating) process of the MFQ. The ref-
erence [20] studies MFQs with infinite queue sizes us-
ing a spectral expansion approach, whereas [21]
extends this analysis to finite queue sizes.
More general models, known as feedback Markov
fluid queues (FMFQs), were introduced in [22,23],
where both the rate of change of the buffer content
and the background process are allowed to depend on
the instantaneous queue occupancy. In this article, we
concentrate on multiregime FMFQs, where the feed-
back has a piecewise-constant form [12]. The following
is based on [12,13]. In multiregime FMFQs (we will
use the term FMFQ in short to refer to a multiregime
FMFQ in this paper), we have K intermediate bound-
ary points (or thresholds) and two terminal boundary
points at the origin and infinity, respectively, i.e., 0
=T0T1 ¯ TKTK+1=. The queue is said to
be in regime k (at threshold Tk) if Tk−1CtTk
Ct=Tk. We assume that the modulating process
{Mt; t0} has a finite state space 1,2, . . . ,M. When
the system is in regime k (at threshold Tk) then the
background process Mt behaves according to a Mar-
kov process with generator Qk Q̃k. The drift (net
rate of change of the queue) while at state m, 1m
M, in regime k (at threshold Tk) is denoted by rm
k
r̃m
k. We let Rk R̃k be the diagonal matrix of drifts
in regime k (at threshold Tk). The dynamics of the




0  if Ct = 0,
rMt
k if Tk−1  Ct  Tk,
r̃Mt
k if Ct = Tk.

 2
We assume that the FMFQ has a unique steady-
tate solution, one of the necessary conditions of
hich dictates that the mean drift in regime K+1
hould be negative. Let fky , t denote the row vector
f transient joint probability density functions (PDFs)
t time t in regime k for 1kK+1, i.e., fky , t
f1
ky , t , f2
ky , t , . . . , fM






, Tk−1  y  Tk, 3
Fm
ky,t = PCt  y, Mt = m, Tk−1  y  Tk,
4
or 1kK+1,1mM. The steady-state joint PDF
an then be defined via taking the limit of Eq. (3) as
→, i.e., fm
ky=limt→fm
ky , t. We then define the
teady-state joint density vector
fky = f1
ky,f2
ky, . . . ,fM
ky . 5
imilarly, we define Fm
ky=limt→Fm
ky , t and
ky= F1
ky ,F2
ky , . . . ,FM
ky. Moreover, we de-
ne ckt to be the row vector of transient probability








kt = PCt = Tk,Mt = m, 7
or 0kK, 1mM. The steady-state probability
ass accumulations at the boundary points are de-
ned by means of taking the limit of Eq. (7) as t→,
.e., cm
k=limt→cm
kt ,0kK, 1mM. We also de-
ne ck= c1
k ,c2
k , . . . ,cM
k. Finally, we define the joint
umulative distribution function (CDF) Fmy for all y
uch that
Fmy = Fm
ky, 1  m  M, when Tk−1  y  Tk,
nd the queue occupancy CDF vector
Fy = F1y,F2y, . . . ,FMy . 8
ote that by definition, Fmy and Fy are right con-
inuous at the boundary points. The joint PDF fmy
nd the buffer occupancy PDF vector fy are defined
ccordingly. The steady-state solution to the feedback
uid queue involves the calculation of fky for 1k
K+1 and ck for 0kK. The feedback fluid queue
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fm ·  ,1mM, of the FMFQ is given in [12]. This
method requires the solution of K+1 eigenvalue prob-
lems for matrices of size M and the solution of a ma-
trix equation of size at most K+1M. In this method,
all eigenvalues for a given regime other than the ones
at zero are assumed to be distinct [12]. In [13], we ob-
tain a computationally stable numerical algorithm for
the steady-state solution of multiregime FMFQs
based on Schur decompositions without having any
assumptions on eigenvalue multiplicity. However,
there are two scenarios that were not considered in
[12] or [13] and we find them crucial in the modeling
of the optical buffer of interest:
• For a given state m, if the drift is increasing in
two neighboring regimes i and i+1, i.e., rm
i
0,rm
i+10, then we allow in this paper the drift
at the boundary to be zero, i.e., r̃m
i=0.
• We allow the infinitesimal generator for a given
regime k, i.e., Qk, to be a transient generator.
In this paper, we reduce the analysis of the optical
buffering system of interest to the solution of an
FMFQ whose parameterization is presented in the
next section. We provide a numerical solution for the
FMFQ in the Appendix with these two scenarios also
taken into account.
III. STOCHASTIC ANALYSIS OF OPTICAL BUFFERS
Recall from Section I that the optical packet arrival
process is a MAP characterized with a pair of two d
d matrices D0 ,D1 and the packet lengths are PH-
type distributed, which is characterized with the pair
v ,S, where v is a 1s vector, S is a nonsingular s
s matrix, and S0=−Se.
In Fig. 1, a sample path for the horizon process Ht
for the asynchronous optical buffer described in Sec-
tion I is given for a particular example of K=D=2.
Note that this sample path consists of continuous de-
creases with fixed drifts and upward jumps in be-
tween. An upward jump appears in the sample path
whenever an optical packet is admitted to the optical
buffer. The goal of this article is to model the optical
buffer with FMFQs, but upward jumps cannot be di-
rectly modeled by FMFQs. For this purpose, we intro-
duce a transformed process HTt in which an indi-
vidual jump for Ht at time t to its new value Ht+
=DHt /D+B in Eq. (1) is replaced with the sequence
of three curves described in Table I. The transformed
(0) (0 ) (0 ), ,R Q c ( 1) ( 1) ( 1), ,K K KR Q c− − − ( ) ( ) ( ), ,K K KR Q c
( 1)
T ( 1)KT −
.....
Regime 1 Regime K R egim e K +1
(1) (1) (1), , ( )R Q f y ( ) ( ) ( ), , ( )K K KR Q f y
( 1 )KT + = ∞( 0 ) 0T = ( )KT
( 1) ( 1) ( 1), , ( )K K KR Q f y+ + +
Fig. 2. The multiregime feedback fluid queue.rocess HTt for the same example is given in Fig. 3
ssuming that Step 2 of the above procedure is to last
ne time unit for all admitted packets. The solid lines
dotted lines) are for the epochs for which HTt is in-
reasing or staying constant (decreasing). We note
hat if we only concentrate on the epochs during
hich HTt is decreasing, then we obtain back the
riginal sample path of Ht. Equivalently, if one can
nd the steady-state distribution of the process HTt,
hen one can recover that of the process Ht, which is
he scope of the current article. The approach we pur-
ue in this paper is to show that the process HTt can
e modeled as an FMFQ and solve this system to ob-
ain the steady-state distribution for the transformed
rocess, which in turn gives us the distribution of the
nfinished work Ht from which all performance
easures can be obtained, including the packet loss
robability, mean delay, etc. For this purpose, we in-
erit the notation used in Section II and introduce
=ds+2 states in the background process. For the
egenerate case, we define K+1 regimes and set
oundary points as Tk=kD for 0kK and TK+1
. One could choose Tk=Dk for the nondegenerate
ase. The drift parameters of the corresponding
MFQ that characterizes the transformed process HT
re
RK+1 = diag− Id,− Id,Isd, 9
Rk = diag− Id,Id,Isd, 1  k  K, 10
TABLE I
HREE-STEP PROCEDURE FOR OBTAINING THE TRANSFORMED
PROCESS HTT
. If HTt=0, then go to step 3; otherwise HTt increases
steadily with unity drift until it hits the particular value
DHt /D.
. HTt sticks to this particular value for an exponentially
distributed amount of time.

























ig. 3. Evolution of the transformed process HTt for a single-
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R̃k = diag− Id,0d,Isd, 1  k  K, 12
where Ii and 0i denote the identity and the zero ma-
trix of size i i, respectively, and diag denotes a block-
diagonal matrix obtained through the ordered concat-
enation of its arguments; diagX ,Y denotes a matrix






, k  K, 13





where S̃0=Id  S0, S̃=Id  S, and D̃=D0+D1. Now, we
provide the infinitesimal generators when Ct is at a
boundary point, i.e., Ct=Tk, 0kK as follows:
Q̃k = 
D0 D1 0
0 − Id Ṽ
S̃0 0 S̃






where Ṽ=Id  v and D̃1=D1  v.
The expressions (9)–(16) completely characterize an
FMFQ that models the evolution of the transformed
process HT. To see this, note that we have three sets
of states, namely, A, B, and C. The set A
= A1 ,A2 , . . . ,Ad comprises the first d states of the
FMFQ, i.e., 1,2, . . . ,d. On the other hand, the set
B= B1 ,B2 , . . . ,Bd comprises the set of states d
+1,d+2, . . . ,2d of the FMFQ. Finally, the set C
= C11,C12, . . . ,C1s ,C21, . . . ,Cds consists of the states
2d+1,2d+2, . . . ,2d+s ,2d+s+1, . . . ,2d+ds of the
FMFQ. When the FMFQ is in state Ai, then HT is de-
creasing at a unity rate and the arrival MAP is in
state i. On the other hand, when the FMFQ is in state
Bi, then HT is increasing at a unity rate, the next
state of the arrival process after the last arrival is i,
and we note that this increase corresponds to the in-
crease written in Step 1 of the procedure in Table I.
Finally, when the FMFQ is visiting state Cij, then HT
is increasing with the type described in Step 3 of Table
I, the service PH-type process describing packetengths is in state j, and the next state of the arrival
rocess after the last arrival is i.
Assume we are in regime k, kK, a packet arrival
as just occurred, and the next state of the arrival
rocess is i. Then the packet gets accepted to the op-
ical buffer and the FMFQ process transitions to state
i. Depending on the procedure described in Step 1 of
able I, if HT is greater than zero it should increase at
unity rate until it hits the first boundary point with-
ut changing state as dictated in the second block
ows of Eqs. (10) and (13). The process HT then stays
or an exponentially distributed time with mean 1
governed by Step 2 of Table I) at this boundary point
ventually escaping to state Cij with probability vj.
his behavior is indicated in the second block rows of
qs. (12) and (15). According to Step 3 of Table I and
s long as the FMFQ is in state Cij for some j, HT
hould continue to increase at a unity rate until the
orresponding PH-type distribution reaches the ab-
orbing state, which occurs with rate S0, after which
e transition to Ai. This behavior is captured by the
ast block rows of Eqs. (9), (10), and (13)–(15). This in-
rease in the queue length should not be paused if any
oundary points are crossed when the queue is in-
reasing; this behavior is captured by a drift choice of
nity for all C states as given in Eq. (12). When in
tate Ai, the queue length starts to decrease at a unity
ate and the arrival process starts to evolve according
o the MAP parameters D0 and D1. If an arrival occurs
hen in regime K+1, this packet does not get ac-
epted and HT continues to decrease as the MAP con-
inues to evolve. This behavior is captured in the first
lock rows of Eqs. (9) and (14). If a new packet arrival
ccurs when the FMFQ is in regime k ,kK, and the
ext state of the MAP process is i, then the FMFQ
ransitions to state Bi; we capture this behavior by the
rst block row choice of Eq. (13). On the other hand, if
n arrival occurs at boundary point T0=0 and when
he next state of the MAP process is i, then the arriv-
ng packet is forwarded over the direct link bypassing
he Steps 1 and 2 of the procedure of Table I and
herefore the corresponding FMFQ transitions to
tate Cij with probability vj. We capture this behavior
ith the choice of the first block row of Eq. (16). There
re also some situations that need to be avoided. For
xample, the FMFQ cannot be at a B state at regime
+1 during normal operation, so precautions should
e taken to escape from that situation, which leads us
o the choices of the second block rows of Eqs. (9) and
14). Similarly, one cannot be at a B state at threshold
0=0, so policies to escape from this situation need to
e in place. The choices of the second block rows of
qs. (11) and (16) stem from this observation. At this
oint, we complete the characterization of the FMFQ
or the process HT while noting that there might be
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algorithm for this FMFQ in the Appendix. Using this
method, one can find the steady-state joint CDF
Fmy=limt→PHTty ,Mt=m ,1mM=ds+2
for the transformed process HT. By conditioning on
the A states during which the queue is decreasing, we
can find the steady-state CDF Gjy=limt→PHt









where Jt is the background process for the arrival
MAP. Let Gy denote the steady-state joint CDF
vector Gy= G1y , . . . ,Gdy. Let G̃y denote the
steady-state joint complementary CDF vector G̃y
= G̃1y , . . . ,G̃dy, where G̃my=limt→PHty ,
Jt=m ,1 jd, and therefore
G̃jy = Gj − Gjy, 1  j  d. 18
Packet losses occur when Ht exceeds TK=KD.






The expression for the expected delay of a packet














denotes the steady-state probability that an arbitrary
arriving packet finds less than y amount of unfinished
work in the system. The steady-state probability that
the unfinished work in the system is less than y at an
arbitrary epoch is obviously different for MAP arrivals
and it is equal to Gye.
IV. NUMERICAL RESULTS
In this section, we will provide several numerical
examples to verify and validate the approach pro-
posed in this paper.. Example 1
As the first example, we study a degenerate optical
uffer under Poisson input with intensity  and expo-
ential packet lengths, which is the same problem
tudied in [6]. For the sake of convenience, the mean
acket lengths are normalized to unity and  is first
et to 0.8. For three different values of K, we find the
acket blocking probabilities for different values of
he granularity parameter D. The results are given in
ig. 4. The results are in accordance with the simula-
ion results given in [6] and we show that we can ob-
ain very accurate results even for very large K dem-
nstrating the numerical stability of the proposed
pproach.
For a given buffer size K and Poisson packet traffic,
here appears to be an optimal value of D, denoted by
*, under which the packet blocking probability Pb is
inimized. To explain this and referring to [6], in the
rst situation of small D, the overall buffering capac-
ty will also be low due to fixed K, and optical buffer-
ng would not be beneficial in this regime. On the
ther hand, in the situation of large D, the amount of
ork introduced by an individual packet to the system
n addition to its length (each jump in Fig. 1 amounts
o the work introduced by each admitted packet)
ould also get larger without bounds, which also
eads to reduced performance in terms of packet loss.
etween these two situations, a minimum for packet
oss is realized with a suitable choice of the granular-
ty parameter, i.e., D*. As in [6,8], researchers attempt
o try to estimate D* by means of traffic modeling,
nalysis, and simulations to help provisioning optical
uffers. Table II provides the optimum granularity pa-
ameter D* obtained through analysis for various val-
es of K and for two different values of . When  is
xed, with increasing K, D* appears to decrease,
hereas the largest FDL length KD* increases. We ex-
lain this as follows. The optimal use of resources is
ttained when we take advantage of the increase in K
oth by increasing the largest FDL length and hence




























ig. 4. Packet blocking probability Pb as a function of the granu-









































H. E. Kankaya and N. Akar VOL. 1, NO. 6 /NOVEMBER 2009/J. OPT. COMMUN. NETW. 537increasing the buffering capacity (situation 1 de-
scribed above) and by also reducing the granularity
parameter (situation 2 described above). When K is
fixed, D* appears to increase with decreasing . When
 is relatively low, the excess load generated by larger
D seems to be tolerable in terms of system perfor-
mance. More conclusive studies are carried out for op-
timal choice of granularity in Examples 4 and 5.
B. Example 2
In this example, we find the steady-state PDF ĝy
=dĜy /dy of the unfinished work that an arriving op-
tical packet finds as a function of y as a function of the
unfinished work y. Note that, all performance mea-
sures of interest can be derived from this PDF. We
consider a degenerate optical buffer comprising K=2
FDLs with D=1. Our goal in this example is to show
that the distribution of the unfinished work in the sys-
tem can exactly be calculated by the proposed method.
The packet lengths are assumed to be of PH-type dis-
tribution that is characterized with the pair v ,S:
S = − 20 1010 − 10, v = 0.5 0.5,
for which the mean packet length is 0.25. In this ex-
ample, packet lengths are exponentially distributed
with mean 0.2618 with probability 0.9472, and they
are exponentially distributed with mean 0.0038 with
probability 0.0528. Hence, this particular distribution
can be viewed to model two different modes for packet
lengths, i.e., short and long packets. Note that timer-
based burstifiers generate short bursts in low loads
and long bursts in high loads. Moreover, for this par-
ticular example, the optical packet arrival process is





− 5 1 1
1 − 5 1
1 1 − 5





where a is a varying parameter. The mean packet ar-
rival intensity is written as 3/a and therefore the load
on the system is 3/ 4a. Figure 5 illustrates the PDF
TABLE II
THE OPTIMUM GRANULARITY PARAMETER D* FOR VARIOUS
VALUES OF K AND FOR TWO VALUES OF 
 K D*  K D*
0.8 32 0.395 0.6 16 0.773
64 0.329 32 0.704
128 0.288 64 0.669
256 0.267 96 0.659
512 0.257 128 0.654ˆ y ,y0 for varying values of a, and we show that
he analytical results are in perfect accordance with
he simulation results. Note that probability masses
t the origin are not depicted in this figure. When the
arameter a increases, the load on the system de-
reases and the need for using FDLs is reduced. For
=1, which amounts to a relatively high load of 3/4,
here is a significant peak at y=2, which means that
n arriving packet will (most probably) either get
locked or use the larger FDL of length 2. When the
oad decreases, for example, when a=2, both FDLs ap-
ear to be equally usable; note the two peaks at y=1
nd y=2. In case of relatively low loads, for example,
hen a=5, the unfinished work upon an arrival is
ero most of the time and most of the packets get ad-
itted and few of them get delayed. This example
emonstrates that we not only find the blocking prob-
bilities but also the entire PDF by means of the pro-
osed approach for general PH-distributed packet
engths and MAP-type packet arrivals.
In the next examples, we would like to draw conclu-
ions on how packet length distributions and packet
nterarrival time distributions affect the performance
f the system and see whether we can build provision-
ng guidelines for optical buffers.
. Example 3
In this example, we study the affect of the squared
oefficient of variation (SCV) of packet lengths on
locking performance when packet arrivals are Pois-
on. The SCV of a random variable is the variance di-
ided by the squared mean of that random variable
nd is indicative of its variability. For exponentially
istributed packet lengths, we have SCV=1. On the
ther hand, the Erlang-k distribution with k phases
ith SCV=1/k can be used to model scenarios when
CV1. The scenario SCV1 can be modeled by us-
ng an appropriate two-phase hyper-exponential dis-
ribution (denoted by H2) with balanced means ([24],
p. 58–59). Both the Erlang-k and hyper-exponential
istributions are of PH-type and can be addressed in


















ig. 5. PDF, ĝy, of the unfinished work that an arriving packet
nds for Example 2 for varying values of a.
F
g
packet length SCV (a) 	=0.8, (b) 	=0.6, (c) 	=0.4.
538 J. OPT. COMMUN. NETW./VOL. 1, NO. 6 /NOVEMBER 2009 H. E. Kankaya and N. Akarthe framework of the current article. We fix K=20 and
we plot the packet blocking probability as a function
of the granularity D for different values of SCV under
three different loads 	=0.8,0.6,0.4 in Fig. 6. The re-
sults are also in line with the results obtained by [8].
We have the following observations:
• As the packet length SCV increases, then the
packet loss probabilities tend to increase for a
wide range of the granularity parameter D,
which leads us to believe that packetization poli-
cies attempting to minimize the SCV are needed
to address this performance impact. This rela-
tionship appears to be reversed for very large val-
ues of D, but this particular regime of large
granularities needs to be avoided due to high
blocking probabilities and delays arising in this
regime.
• The optimal granularity parameter that leads to
minimal blocking probabilities, say D*, increases
with increased load and increased packet length
SCV.
D. Example 4
In this example, we focus on Poisson packet arrivals
and exponential packet lengths and we then study the
choice of the optimal granularity parameter D* as a
function of the buffer size K that maximizes the
throughput of the system under a desired blocking
probability of Pb. For this purpose, for given K and D,
we gradually change the Poisson arrival intensity
such that the desired blocking probability Pb is
achieved and we denote this particular intensity by
D ,K ,Pb. The throughput of this system is then
given by D ,K ,Pb1−Pb. The optimal granularity
D* is the value of D that maximizes D ,K ,Pb1
−Pb for a given K and desired blocking probability Pb.
We fix Pb=10−4 and we plot D ,K ,Pb1−Pb for ex-
ponential packet lengths in Fig. 7(a) as a function of D
and for various values of K. Similar to Example 1, D*
decreases with increasing K. For this problem, we also
seek a provisioning guideline for properly choosing
the granularity parameter D. For this purpose, we
also plot D*K as a function of the buffer size K in Fig.
7(b) for various values of Pb and packet length SCV.
Our results show that the function D*K has a rela-
tively narrow dynamic range for varying K. Then the




for the four scenarios we studied. The proportionality
constant in the above relation appears to decrease
with decreasing Pb and with increasing packet length
SCV. To give an example, let us fix Pb=10−4 and
SCV=1. From Fig. 7(b), D* behaves approximately as


























































































ig. 6. Blocking probability Pb for K=20 as a function of the
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5/80=0.56, which is very close to the actual optimal
value as depicted in Fig. 7(a).
E. Example 5
This example is similar to the previous example ex-
cept that we have a constraint on the total fiber size L
to be used for FDLs in a way that L=DKK+1 /2.
Again we focus on Poisson packet arrivals and expo-
nential packet lengths, and we then study the choice
of the optimal granularity parameter D*, this time as
a function of the fiber size L that maximizes the
throughput of the system for a desired blocking prob-
ability Pb. For this purpose, for given L and K, we
vary the Poisson arrival intensity until a desired
blocking probability Pb is achieved and we denote this
particular intensity by 0L ,K ,Pb. The throughput of
this system is then given by 0L ,K ,Pb1−Pb. The
optimal buffer size K* is the value of K that maximizes
0L ,K ,Pb1−Pb for a given L and desired blocking
probability Pb. We fix Pb=10−4 and we plot
0L ,K ,Pb1−Pb for exponential packet lengths in
Fig. 8(a) as a function of K and for various values of L.























































Fig. 7. The plot of (a) D ,K ,Pb1−Pb as a function of D for vari-
ous K for a desired blocking probability of Pb=10−4. (b) The quantity
D*K as a function of the buffer size K for two different values of Pb
and packet length SCV.t is clear that K* increases with increasing fiber size
. It is interesting to note that there are cases when
he achievable throughput drops as a result of an in-
rease in the total fiber size L if the buffer size stays K
xed. This observation shows that the buffer size se-
ection is very critical. One of the goals of this work is
o find a provisioning guideline for buffer size selec-
ion. For this purpose, we also plot K*−3/2L as a func-
ion of the fiber size L in Fig. 8(b) for various values of
b and packet length SCV. Our results show that the
unction K*−3/2L has a relatively narrow dynamic
ange for varying L and the optimal buffer size pa-
ameter K* behaves as
K* 
 L2/3 23
or the scenarios we studied. The proportionality con-
tant in the above relation appears to decrease with
ecreasing Pb and with increasing SCV. To give an ex-
mple, let us fix Pb=10−4 and SCV=1. From Fig. 8(b),
* behaves approximately as 2−2/3L2/3 for relatively
arge values of L, and when L=200, the estimate of
he optimal buffer size becomes 2−2/32002/3=21.54,





















































ig. 8. The plot of (a) 0L ,K ,Pb1−Pb as a function of K for vari-
us values of the total fiber size L when Pb=10−4 and SVC=1 and
b) K*−3/2L as a function of the total fiber size L for two different
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picted in Fig. 8(a).
F. Example 6
In this example, we study the effect of autocorrela-
tion on packet blocking probability. The interarrival
distribution is hyper-exponential with balanced
means, but the autocovariance function Ck of the in-
terarrival times is of the form Ak for some constant
A. Such an arrival process can be obtained by a two-
phase MAP using the procedure of [25]. The larger the
parameter , the more dominant the autocorrelation
is. We assume exponential packet lengths again with
unity mean. We fix 	=0.25 and plot the blocking prob-
ability Pb against the granularity D for various values
of  in Fig. 9. It is clear that autocorrelation adversely
affects the blocking rates, but the optimal granularity
parameter also decreases with increased . We leave a
more detailed discussion of autocorrelated traffic mod-
eling in optical packet switched networks for future
research.
V. CONCLUSION
We have provided an exact analytical procedure to
solve single-wavelength optical buffers with MAP traf-
fic input and phase-type distributed packet lengths.
We provided numerical examples to give insight for
the operation of the optical buffer, and furthermore we
provided provisioning guidelines for optical buffers for
improved performance.
APPENDIX
Here, we provide a solution methodology for the
FMFQ described through Eqs. (9)–(16). Using the re-
sults obtained in [13], we can list the boundary condi-






























Fig. 9. Blocking probability Pb against D for various values of 
when =0.25.ions for the FMFQ of interest in terms of the func-
ions fk ,1kK, and ck, as follows:
fk+1Tk + Rk+1 − fkTk − Rk = ckQ̃k,
1  k  K, A.1
fm
k+1Tk +  = 0, m  B, 1  k  K, A.2
cm
k = 0, m  A  C, 1  k  K, A.3
f10 + R1 = c0Q̃0, A.4
cm
0 = 0, m  C. A.5
e note that in [13], we did not have a set like B
here the drifts for that state in two subsequent re-
imes have the same sign but are zero at the interim
oundary point. Therefore, corresponding boundary
onditions were not given in that study. Following the
ame lines of the proof in the appendix of [13], one can
asily obtain the additional boundary condition (A.2),
he proof of which is omitted in the current article.
gain, based on [13] and Section III of the current ar-
icle, the steady-state joint PDF vector of the FMFQ of









Ak = A = 
− D0 D1 0
0 0 0
− S̃0 0 S̃
, 1  k  K A.7
=Ã =  − D̃
0 0
0 0 0
− S̃0 0 S̃
, k = K + 1. A.8
ote that D0 and S̃ are substochastic matrices and all
heir eigenvalues are in the open left half-plane.
herefore, the matrix −D0 has all its eigenvalues in
he right half-plane. On the other hand, D is a sto-
hastic matrix and all its eigenvalues are in the open
eft half-plane except for one that resides at the origin.
ow, let
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S̃2 = − D̃ 00 0 ,
be sd2d, 2d2d, and 2d2d matrices, respec-
tively. Let X1 be the solution of the Sylvester matrix
equation (see [26], Ch. 7),
− S̃X1 + X1S2 + S1 = 0, A.9
and X2=−D0
−1D1. The existence of a unique solution X1
stems from the spectrum disjointness of D0 and −S̃.
Also let X̃1 be the solution of the Sylvester matrix
equation
− S̃X̃1 + X̃1S̃2 + S1 = 0. A.10
Let us also suitably partition X1= X11,X12 and X̃1






Ỹ = X̃11 X̃12 II 0 0
0 I 0
 A.12
one can show by direct substitution that
YAY−1 = diagS̃,− D0,0d, A.13
ỸÃỸ−1 = diagS̃,− D̃,0d. A.14
Based on the formulation given in the Appendix of








1  k  K, A.15
where L−, L+, and L0 are the first, second, and third




k, 1kK, are row vectors of co-
efficients of size sd, d, and d, respectively, and are to





where L̃− is the first block row of the matrix Ỹ in Eq.
(A.12), and a−
K+1 is a row vector of coefficients of size
sd that is to be found using the boundary conditions
(A.1)–(A.5). We note that the other modes of the ma-rix Ã should not be excited since otherwise the solu-
ion would grow without bounds or the probabilities
ould not add up to unity. We have ds+2K+ds un-
nowns from Eqs. (A.15) and (A.16) and K+1ds
2 unknown probability mass accumulation vectors
k ,0kK, that are to be found based on the bound-
ry conditions (A.1)–(A.5). Overall, we have 2K
1M−2d unknowns. Let us try to find the number of
quations available to use. The boundary condition
A.1) gives KM equations. On the other hand, the
oundary conditions (A.2) and (A.3) provide KM more
quations. The boundary conditions (A.4) and (A.5)
rovide M and ds+s equations totalling 2K+1M
2d equations. However, one of these equations is re-














k = 1. A.17

























here k=Tk−Tk−1, and in the nondegenerate case
t should reduce to k=D. Note that the proposed
rocedure reduces to the solution of a linear matrix
quation of size Ks+3d+ds+2 in the most general
ase, which further reduces to the solution of an equa-
ion of size 4K+3 when arrivals are Poisson and
acket lengths are exponential.
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