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INTRODUCTION
The classical Weierstrass Theorem states that any 
continuous real function defined on a bounded closed inter­
val of real numbers can be approximated uniformly by poly­
nomials. This theorem and its generalizations will be the 
basis of the following paper. The problem that Weierstrass 
was faced with in 1885 was that if f(x) is a real valued 
and continuous function on [a, b], and if e > 0 , is it 
possible to find a polynomial function P(x) such that 
Ip(x) - f(x)l < G for all x e [a, b]? He answered this 
question in the affirmative in the classical theorem which 
bears his name.
In chapter one, several proofs of the Weierstrass 
Theorem are given along with one form of Stone's generaliza­
tion of the Weierstrass Theorem. The first proof of the 
Weierstrass Theorem makes use of Bernstein polynomials.
This method of proof gives a constructive method of finding 
a sequence of polynomials which converge uniformly on the 
interval to the given continuous function. Also, the rapid­
ity of the convergence can be estimated.
The second proof given here of the Weierstrass 
Theorem is credited to Debesque in 1898. This method of 
proof is to show that f(x) can be approximated by a piece- 
wise linear function which in turn can be approximated by 
a polynomial. This is a constructive proof, but it does
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
not lead to a practical method of approximation. A third 
proof of the Weierstrass Theorem making use of integrals is 
also presented.
To Weierstrass is due also the corresponding theorem 
on approximation hy trigonometric sums :
If f(x) is a given periodic function of period 2tt, 
continuous for all real values of x, and e is a given posi­
tive quantity, it is always possible to define a trigono­
metric sum T(x ) such that lf(x) - T(x )I < e for all real 
values of x.
This theorem will be the main subject in chapter 
two. The similarity between these two theorems of Weier­
strass will also be examined.
Since polynomials are smooth functions, we might 
expect that for a function to be well approximated by a 
polynomial, it should be smooth. It is with this in mind 
that we examine some properties of derivatives in this 
chapter to see if there is any relationship between the 
smoothness of f(x) and the degree of approximation of poly­
nomials to f(x).
Finally in chapter three, we attempt to generalize 
the Weierstrass Theorem. The generalization seeks to 
lighten the restrictions on the domain in which the given 
functions are defined. In brief, chapter three examines 
the question: what functions can be built from the func­
tions of a presecribed family by application of certain
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
algebraic operations and uniform passage to the limit?
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CHAPTER I
Some Proofs of the Weierstrass Approximation Theorem
1,1 Among the multitude of proofs of the Weierstrass 
Theorem, the proof using Bernstein polynomials is one of the 
most popular. Before establishing this proof, several facts 
are needed.
Definition 1.1: Let f(x) be a real valued function
defined on the closed interval [0, 1]. The polynomial
“ Jo where (g) -
the Bernstein polynomial of degree n for the function f(x). 
Lemma 1 ^1 : For every x, = 1.
Proof: The binomial theorem states that
(s+t)^ = If s = X and t = 1 - x in the binomial
theorem, then 1 = j^Eq(^)x^(1-x)^“^,
Lemma 1.2: For all real x, j^gQ(^)(k-nx)^x^(l-x)^”^<
nProof: From the binomial formula, we can observekthat Differentiating this with respect
to z, and multiplying the result by z, we obtain n , ,
k=0^k^^^ = nzCl+z)^*" . Again differentiating this quantity
and multiplying the result by z, we obtain
^gQk^(^)z^ = nz(l+nz)(l+z)^"^. Now let z = ^ ^ in the
above equations and multiply each equation by (l-x)^, then
= 1 » (l)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
= nx, (2 )
j^SQk^(^)x^(l-x)^”^ = nx(l-x + nx). (3)
o oNow multiply (l) by n x , (2) by -2nx, (3) by 1, 
then (l), (2), and (3) become
^gQ(“ ) n ^ x ' ' * ^ ( - n^x^, (4)
^gg(g)(-2nk)xk+l(i_xr-k . - 2 n V ,  (5)
nj^Sgk^(̂ )x^( 1- x = nx(l-x + nx) . (6)
Now add together (4), (5)» and (6) and group terms, we ob­
tain j^Eq(^)(l-x)^“^^(k-nx)^ = nx(l-x). The conclusion of 
the lemma follows from the fact that x(l-x) < ^  for all real 
X. Hence j^g^C^) (l-x)^”^^(k-nx)^ = nx(l-x) <
1.2 With the help of these lemmas, it is now possi­
ble to prove the Bernstein Theorem.
THEOREM 1.1 (Bernstein): If the function f(x) is
continuous on the segment [0, 1], then B^(x) — >f(x) uni­
formly with respect to x as n -> oo .
Proof: Let M = max If(x)I, and suppose e > 0.XE[0,1]
Since f is continuous on the closed and bounded interval
Co, 1], there exists 6 > 0 such that if ly-z| < 6 ,£ £
y E [0 , 1], z E CO, 1], then If(y) - f(z)| < e . Suppose 
X E [0, 1]; then from Lemma 1.1 it follows that 
f(x) = j^g^f (x)C^)x^(l-x)^”^. Hence
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
iB^(x) - f(x)l < - f(x)!(^)(l-x)^"^. To finish
the theorem, it is necessary to divide all the numbers 
k = 0, 1, 2, ... n into two categories. Let 
A =  Ckl j—  -  xl <  6 } ,  and B - [k I 1 %  -  xl >  6 } .  ConsiderII £ H o
the problem in two cases :
Case 1 ; Suppose k e A, then since ~ xl < 6^, this
implies If(%) - f(x)I < e, and from Lemma 1.1, S lf(ÿ)^ keA ^
- f(x)l (g)x^(l-x)^"^ < e S (Ç)x^(l-x)^"^ < e . S_(^)x^( l-x)^"^= e.X ksA ^ ^
Case 2% Suppose k e A ,  then 1% - xl > 6^. This im-H  “  Q
plies that l̂ g  ^ 1 > 1 and finally that > 1 .
From this fact along with Lemmas 1.1 and 1.2, we see
that Z lf(J) ” f(x)l(P)x^(l-x)^"^ < Z (k-nx)^(Ç)x^(l-x)^”^
keB ^ ^ n"̂  6^ keB ^
< . Z^(k-nx)^(^)x^(l-x)^"°^ <  #  5'(§) = Com-
n b‘Z ^ ~  n bf ^ 2n ôfE E E
bining this information, we see that for all x e CO, 1],
IB_(x) - f(x) I < e + — Hence, if n > ^ then
2n 6t 206fE E
Ib^(x) - f(x)I < 2 e which is the desired condition.
Note that the techniques used in the above proof 
can be modified to show that if f is bounded on [0 , 1], and 
f is continuous at x^ e [0 , 1], then the sequence 
B^(x^) -^f(x^) on CO, 1].
We are now ready to establish the following:
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
THEOREM 1-2 (Weierstrass): Let fCx) be a continuous
function defined on the closed interval [a, b]. For every 
e > 0, there exists a polynomial p(x) such that IfCx) - P(x)l 
< E for all X E [a, b].
Proof: If [a, b] = [0, 13» then the theorem follows
directly from the Bernstein Theorem. So now suppose that 
[a, b] 4= [0, 1]. From the hypothesis, f is a continuous 
function on [a, b], that is, f : [a, b] — > R  where E is the 
set of all real numbers. Now define a new function 
0: [0, 1] — > [a, b] by 0(y) = a + y(b-a). Also define a 
function g:[0, 1] — i>E by g(y) = f(0(y)) = f*0. Since 0 is 
continuous and f is continuous, we can conclude that 
g = f*0 is continuous. Since g is continuous on [0, 1], by 
the Bernstein Theorem, for e  > 0, there exists a polynomial, 
H ( x ), such that IgCx) - H ( x ) I < e  for all x e [0 , 1]. Now 
define another function * : [a, b] — > [0 , 1] by *(x) = D •• 8L
*(x) is a polynomial. Let P: [a, b] — > E  be defined by 
P(x) = H(*(x)) for X E [a, b], i.e., P = Hoijr, then 
P(x) = H(^ i-‘ and P is a polynomial in x. Since $*0 is 
the identity mapping on [0 , 13, 0 o* is the identity mapping 
on [a, b], and g = f«0, we see that go* = f <»0 »* = f . Let 
X E [a, b3; then since *(x) e  [0 , 13 we have |p(x) - f(x)I 
= Ih(*(x)) - g(*(x))| < E.
1.5 The method of using Bernstein polynomials to 
prove the Weierstrass Theorem gives us a constructive 
method of finding a sequence of polynomials which converge
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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uniformly on [a, b] to the given continuous function. Ano­
ther method of proof was introduced by Lebesgue in 1898.
This method of proof was to show that f(x) can be approxi­
mated closely by a broken line which in turn can be approxi­
mated arbitrarily closely by a polynomial. The first step 
may be accomplished by establishing the following theorem:
THEOREM 1.3: Let f be a continuous function on a 
closed interval [a, b]. Then for any e > 0, there exists a 
continuous piece-wise linear function F on [a, b] which 
approximates f uniformly within e on [a, b].
Proof: Since f is continuous on a closed and bounded
interval [a, b], it is uniformly continuous there. Hence if 
we have any e > 0, there exists 6 > 0 such that if x e [a, b], 
y E [a, b], |x - y| < 6 ,  then lf(x) - f(y)I < Now divide
[a, b] into N equal subintervals at points a = x^ < x^ < X2 
< ... < Xjj = b, and choose N large enough that — -Z—â, 5 ^
Let = (xĵ , where y^ = f (x^^). is on the graph of
f. Define F by P(x) = ^ for all^k+1 - ^k
Then if x = x^, we have P(%^) = y^ = f 
= 7^+1 = ^^^+1^* this portion of the graph of F goes
from Pĵ  to and is a straight line. Thus if x^ x <
we have
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
IF( x ) - f(x^)I =
^kH-1 - ^
(x-X),)(f(^^.l) -. x^ ^ 1  f(x^+i) - f(xj^)l < f. Thus
if x^ < X ^  Xĵ +2.* IF(x ) - f(x)| < !f (x ) - f(x^) + f(x^)
- f(x)l < |f (x ) - f (x^) I + If(xj^) - f (x) I < £. Hence we 
have a continuous piece-wise linear function which approxi­
mates f uniformly on [a, b].
THEOREM 1.4: Let f(x) be a continuous function on
the closed interval [0, 1], Then, given e > 0, there exists 
a polynomial p(x) such that |p(x) - f(x)l < e for all 
X £ [0, 1],
Proof: Since f(x) is continuous on the closed and
bounded interval [0 , 1], it is uniformly continuous there, 
Hence given e > 0, there exists a 6 > 0 such that if
Ix - yl < 6 and if x e [0 , 1], y £ [0 , 1], then lf(x) - f(y) I
£ 1 *1< -p. Choose m such that —  < 6 and let x. = —  for i = 0 , 1,^ m 1 m ^
... m, and define the continuous piece-wise linear function
b(x) by b(x^) = f(x^) k = 0 , 1 , ,,. m, and the condition
that b(x) is linear on [Xj^_^, x^3, i = 1 . . . m.
Since b(x^) = f(x^), then If(x) - b(x) < J  for all
X £ [0, 1] from the last theorem. The continuous piece-
wise linear function b(x) can be written in the form m—1
b(x) = c^+ bj^(x - 3̂  + Ix - Xĵ l ) where c^ = f(x^) and 
a, - — a,
^k " ---- 2--- for k = O, 1, ... m - 1 and a^ = 0,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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f (x, ) - f (x, T )
—------------ , k = 1, ... Bo We shall approximate
each term b^^Cx - ^  + Ix - x^l ) uniformly on [-1, 1]. Now,
if 1x 1 < 1, 1x 1 = i/l - (l-x^) or, with u = 1 - x^,
jxi = /I - u = (l-u)^^^. The Taylor's series expansion
for (l-u)^^^ for u = O i s l - ?  - —%—  - 1 '̂ - . , . .2 2^21 2^51
Applying the ratio test + 0 this binomial series shows that 
it is uniformly convergent on C-u, u3, if 0 < u < 1 . By 
applying the Bernstein Theorem, [see The Elements of Real 
Analysis, Bartle, p. 414], we find that the Taylor series 
for (l-u)^'^^ at u = 0 converges to (l-u)^^^ on [0 , l).
By Raabe's Test and Abel's Theorem, the series is uni­
formly convergent in the interval -1 < u < 1, Hence,
-I /othere are polynomials in u which approximate (l-u)
uniformly on [0, 1]„ Thus for e > 0, there exists n large
?  - T Z T  -enough that (l-u)l/2 _ (1 _ « _ u------ 5ul2^31
1 - 3  ... (2n-3)u^  ̂
2^nl
< E . Suppose X £ [0, 1], then
,2Ix - Xĵ l < 1  and 0 < 1 - (x-x^) ^ 1 .  If we replace u by
0 < 1 - (x-x^)^ < 1 , then
1/. ,2 (1 -X - Xi_l - (l - "?(l - (x-x,.)
2^2k' 2 -̂̂  "̂ k" o2o.
1 -3 ... (2n-3)[l - (x-x^)3 )
      < e. Thus I x  -  X ,  I can
2 n̂'. ^be approximated uniformly to within e by a polynomial in x.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Also - Xĵ  + Ix - x^l ) can be approximated
uniformly by polynomials on [O, 1]. Thus there exist 
polynomials Pj^(x), k = 0 .. . m-1 , such that 
|p^(x) - "bjj.(x " Xjj. + I x  -  x^l ) I < ^  for all x e [0 , 1],
and k = 0, 1, ... m-1. Therefore
- V *  - * I’' - " k«0 2m
m—1
X e [0, 1]. This implies that lb(x) - (c^ + ) I < ^
m-1
< vSn ^  for all
m— 1
for all X e [0 , 1]. Hence I f (x) - ,Sn “
m— 1
+ b(x) - Cc^ + Pi^(x))
k^O "k 
< If(x) + b(x)I
f(x) - b(x)
k=0 k 
m—1
+ lb(x) - (c^ + ĵ Sq Pj^(x))I < ^  + 2" = G . Since 
m—1
Co + jj.Sq P^(x) is the sum of polynomials, it is also a
m—1
polynomial. If we let P^^(x) = c^ + P^(x), then
|p(x) - f(x)| < e for all x e CO, 1].
1.4 The preceding theorem does not lead to any
more refined results on the nature of the convergence of 
the approximating polynomials. It is in the study of the 
nature of the convergence that other proofs of the Weier­
strass Theorem arise. One such proof is the following: 
THEOREM 1.5: Any function which is continuous on
[a, b] may be uniformly approximated by polynomials in 
this interval.
Proof: Assume that [a, b] lies entirely in the
interval 0 < x < 1 and a function f is continuous on [a, b]
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Then there exists 6^ such that 0 < 5^ < 1 and 0 < a - 6^
and h + 6^ < 1, Since f is continuous on [a, h], then it
is uniformly continuous, hence for e > 0 , there exists a
&2 > 0, &2 e (O, l), such that if !vl < &2 and a < x < b,
a < V + X < b, then If(v + x) - f(x)I < e» Let
6 = min(6^, 62) and let a = a - 6 and P = b + 6 . Hence we
have 0 < a < a < b <  P <  1, Without loss of generality,
assume that the function f(x) which is continuous on [a, b]
has been extended continuously to [ a ,  p ]  . Consider the
1 2integral = /^(l - v ) dv. By the Lebesgue Bounded Con­
vergence Theorem, {J } converges to zero. Also consider
1 p nthe integral = f ) dv. If n > 1,
n
- /gCl-v^) dv < (l-6^)°(l-5) < (1-5^)” , hence
Jn* . 2 n0 < < (n+l)(1-6 ) . It follows readily, (by L’Hospitals'
n
*J
rule, for example), that lim = 0. Now assume that
n -î> 00 *̂ n
/f f(u)[l-(u-x)^] du a < X < b and form the expression P_(x) = —2— ------ «— --------- .
n = 1, 2 which are polynomials in x of degree 2n. If
I equals the numerator in P^(x) and u = v + x, then
I = /^f(u) ri-<u-x)^] du = /^~Jf(v+x) [1-v^] dv =UL—X
(v+x) [1-v^] dv + /^f Cv+x)ci-v^] dv + /^“^f (v+x) [1-v^] dv.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Let = ^/”^f(v+x)[l-v^] dv, %2 = (v+x)[1-v^] dv,
and = /^“^f(v+x)Cl-v^] dv; then I = + I2 + I30 Now
I2 = /gf(v+x)[l-v^3 dv = f(x)/^(l“V^) dv 
+ /^[f(v+x) - fCx)](l-v^) dv = 2f(x)(
+ /^[f(v+x) - f(x)](l-v^)^dv. If = /^[f(v+x)
- f(x)](l-v^) dv, then I I  = l/^[f(v+x) - f(x)](l-v^) dv|
< E /c(l-v^) dv < e /JCl-v^) dv = 2 e J „ Further, if M is
—  — O “  — _L Xl
-•6 2 ^the maximum of If(x)I for a < x < P, then 11^1 < (l-v ) c
= MJ^*, II3 I < M/^(l-v^)^dv = Also, /^(l-u^) = 2 J^.
I, + Iz + I. + 2 f(x)(j - J *) 
Further, we have P^(x) = -— —------- - ------------------
n
K  1à ; '  • 1
MJ *
J *
I,
n
J * MJ * MJ * 2cJ  *
+ If(x)l lÿ^l < "pj-  + +..-f-  = 2M Y^n “  '̂̂ n '̂̂ n '̂̂ n '̂ n "̂ n
J *
Since the limit —^  = 0 and since M does not depend
n ”> OD n n
upon X, it follows that there exists an N such that
IPjj(x) - f(x)l < 2 e for all x in [a, b] provided [a, b]
<= (0 , 1). If [a, b] (0 , 1), then a change of variable
yields the desired result.
Using this same type of reasoning, we can prove the
following theorem:
THEOREM 1 ,6 : Any function in m variables x^, X2 ,.« xm
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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which is continuous for < b^, i = 1, . ,, m may be
approximated uniformly by polynomials in x^, X2 > .<>. x^.
We will not prove this theorem since it will be a 
consequence of a stronger theorem proven later.
1.5 One of the most famous generalizations of the 
Weierstrass Theorem was made by Marshall H, Stone in 1937. 
To prove the Stone-Weierstrass Theorem, we do not need the 
full strength of the Weierstrass Theorem but only the fol­
lowing special case which can be stated as a Corollary.
Corollary 1 .1 : For every interval [-a, a], there
is a sequence of real polynomials P^(x) such that P^(o) = 0
and such that limit P (x) = Ixl uniformly on [-a, a].
n -> 00
Proof : By the Weierstrass Theorem, there exists a 
sequence of real polynomials which converge to 1x 1
uniformly on [-a, a]. In particular P^^(o) — > 0 as n 
approaches infinity. The polynomials P^(x) = P^*(x)
- P^^(o) (n = 1, 2 , 3 ,,,) have the desired properties.
Before proceeding with the proof, we need to isolate 
some properties of polynomials which make the following 
generalization possible.
Definition 1.2: A family o{ of real-valued func­
tions defined on a set E is said to be an algebra if
(a) f + g e q for all f e q , g e q
(b) f*g e q  for all f e a , g e q
(c) C'f £ q  for all f e q , c e R
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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that is, if 01 is closed under addition, multiplication, 
and scalar multiplication.
Definition 1.5 : A set o(, of real-valued functions
on a set E is said to be uniformly closed if f^ e o(
(n = 1, 2, 3 and f^ — > f  uniformly implies that f s o(
Definition 1.4 : Let % be the set of all real-valued
functions which are limits of uniformly convergent sequences 
of members of o\ , a set of real-valued functions on a set
E. Then % is called the uniform closure of 0( .
Theorem 1.7: Let ® be the uniform closure of an
algebra o[ of bounded real-valued functions on a set E.
Then % is a uniformly closed algebra.
Proof : If f e SB, g e so, then there exist uniformly
convergent sequences (f^] , Ig^} , such that f^ — > f, g^ — g 
and f^ e o( , g^ e cT( . Since we are dealing with bounded 
functions, it can be shown that '— > f + S» f^g^ — > fg,
cf^ *— >cf, where c is any constant, the convergence being 
uniform in each case. So now we have f + geSB, f.g e %, 
and cf e SB, so S3 is an algebra. Now we show that $ is 
uniformly closed. Let (f^] be a uniformly convergent 
sequence of members of SB. Since f^ e SB, there exists a 
function g^ e o( such that If^(x) - g^(x)I < —  for all 
X e E, If f^ — >f uniformly, then g^ — >f uniformly.
Hence we have f e S3, and % is uniformly closed.
Definition 1.4: Let be a family of real-valued
functions on a set E. Then 0( is said to separate points
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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on E if to every pair of distinct points x, y e E, there 
corresponds a function f s ay such that f(x) / f(y).
Definition 1.5: Let o( he a family of real-valued
functions on a set E, If to each x e E, there corresponds 
a function g e q such that g(x) / 0 , we say that q 
vanishes at no point of E.
Theorem 1.8: Suppose q  is an algebra of real­
valued function s on a set E, ay separates points on E, 
and q vanishes at no point of E. Suppose x^, x^ are 
distinct points of E, and c^, C2 are constants. Then q 
contains a function f such that f(x^) = c^, f(X2 ) = C2 .
Proof: By hypothesis, q contains functions g and 
h such that g(x^) / g(x2 ) and h(x^) / 0. Let u = g + Xh 
where X is a constant chosen in the following manner: If
g(x^) / 0, then X = 0; if g(x^) = 0, then g(x2 ) / 0, and 
there is x / 0 such that xCh(x^) - h(x2 )] ^ g(x2). Then 
u E ay and from the way X was chosen u(x^) / u(x2 ) and 
u(x^) / 0. Let a = u (x^) - u(x^)u(x2 ); then a / 0. Let 
f]̂  = a“^[u^ - u(x2 )u], then f^(x^) = a"^[u^(x^) - u(x^)u(x2)] 
= a = 1, f^(x2) = a“^[u^(x2) - u(x2)u(x2)] = a"^*0 = 0, 
and f^ G q  . Similarly, there exists an f2 e q  with
= 0, - 1. Let the function f be defined by
f = c^f^ + C2f2 » then f(x^) = c^f^Cx^^) + 02^2^^!^ = c^, 
f(%2  ̂ ' c^f^(x2 ) + C2f(x2  ̂ = ^2 » and also f e  q  .
1.6 We now have all the material needed for the 
proof of the Stone-Weierstrass Theorem. The following
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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proof will be divided into four steps for simplicity.
THEOREM 1.9 (Stone-Weierstrass): Let q be an
algebra of real-valued continuous functions on a closed 
interval [a, b]. If q separates points on [a, b] and if 
q  vanishes at no point of [a, b], then the uniform closure 
SB of q  consists of all real continuous functions on 
[a, b].
Step 1: If f  e S, then I f  I e SB.
Proof: Let w = lub lf(x)l for x e [a, b] and let
e > 0 be given. By Corollary 1.1, there exist real numbers
iSi^iy^ - lylCn such that
n
< e, for y e [-w, w].
Let g = ; then g e ® since SB is closed under addition,
multiplication, and scalar multiplication. Since f(x) e [-w,w],
by Corollary 1.1 and the case above, we see that
ngCx) - IfI(x)l = (•S,c.f^)(x) - jfl(x) 1—± 1
n
i g l C i C f C x ) ) ^  -  I f ( x )  I < E  for all x  e [a, b] . Since SB 
is uniformly closed and g e  SB, it follows that if! e
Step 2 : If f E SB and g e  SB, then max(f, g) e SB
and min(f, g) e SB.
Proof: The maxCf, g) and minCf, g) are defined by
(maxCf, g))(x) = max(fCx), g(x)) and (minCf, g))(x) = min(fCx), 
g(x)). The following identities are needed to complete this
step : maxCf, g) = ^ ^ + I f i-, min(r, e) =2 * 1UO.XJ.\ J., ,/ - 2—  ~ -2”
These identities follow from the corresponding identities 
involving real numbers.
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By closure ^ ^ ^ e 35, and by step 1, - -—g ^ %. Hence
maxCf, g) = ^ ^  ̂̂  ^ ^ ' e ®, and minCf, g) = -
-  ̂̂  e B. By induction, the result can be extended to
any finite set of functions. Hence if f^ ... f^ e B, then
max(f^ ... f^) E B and min(f^ ... f^) e B.
Step 3 : Given a real-valued function f, contin­
uous on [a, b], a point x e [a, b], and e > 0, there 
exists a function g^ E B such that g^(x) = f(x) and 
g^(t) > f(t) - E for all t E [a, b].
Proof: Suppose f is a real-valued continuous
function on [a, b], x e [a, b], and e > 0. Since ô  c= % 
and satisfies the hypothesis of the previous theorem, 
so does B. Hence for every y e [a, b], there exists a 
function h e B such that h (x) = f(x) and h (y) = f(y).
y  y  y
Since h is continuous, there exists a 6̂  > 0 such that if y J-
t E [a, b] and It - yl < 6, then Ih (t) - h (y) I < #. Also, 
since f is continuous, there exists 62 > 0 such that if 
t  E [a, b] and I t  - yl < then !f(t) - f(y) I < Let
6 = min(6,, ôg); if t e [a, b] and I t  - yl < 6 , then,
since h  (y) = f(y), it follows that I h  (t) - f(t)|y y
< Ihy(t) - hy(y) 1 + If(y) - f(t)l <§■ + §■= G. Hence
h^(t) > f(t) - E if t £ [a, b] and It - yl < 6^. Let
J__ = [tit E R, It - yl < 6 ] ; then [a, b] = U J , and
^ ^ yeCa,b] ^
each J is open. Since [a, b] is compact, there is a
finite set of points y^ ... y^ such that
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[a, b] c J U J ... U J . Let = max(h ... h ),
then by step 2, e J8. From above b^Cx) = f(x), so
g^(x) = f(x). Further, if t e [a, b], then there is an
i such that t e J and hence g^(t) > h (t) > f(t) - e.7i ^  7i
Step 4 : Given a real-valued function f continuous
on [a, b], and e > 0 , there exists a function h e ®  such
that !h(x) - f(x)l < e for all x e [a, b].
Since ffl is uniformly closed, this statement is
equivalent to the conclusion of the theorem.
Proof: Consider the functions g^, for each x e [a,b],
constructed in step 3. Since g^ is continuous, there exists
6^ > 0 such that t e [a, b] , It - xl < 6^̂ implies
Ig^(t) - g^(x)I < Since f is continuous, there exists
62 > 0 such that t e [ a ,  b], I t - x l  < & 2  implies
lf(t) - f(x)l < Let 6^ = min(6^, 62). Then 6^ > 0.
Now since g^(x) = f(x), it follows that I ) - f(t)l
< I6x(t) - g^(x)I + lf(x) - f(t)l < ■ § + § =  G, for
t E [a, b], I t - x l  < 6 Let V = [tit e R, I t - x l  < 6 ].-A- -A. X
Then is an open set, and [a, b] c U V^. Since [a, b]
xe[a,b]
is compact, there exists a finite set of points x^ ... x 
such that [a, b] <= V U V U ... U V . LetXl %2 ^m
h = min(g_ ... g_ ); by step 2, h e ® and since 
^ 1  m
g^(t) > f(t) - E for all t E [a, b], this implies 
h(t) > f(t) - E for all t E [a, b]. Also if t e [a, b],
m
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
20
then there is an i such that t e V„ and so h(t) < (t)
- 1
< f(t) + E . Hence we have the desired property 
ih(t) - f(t)I < E for all t £ [a, h].
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CHAPTER II
Approximation By Trigonometric Polynomials
Not only did Weierstrass first enianciate the theorem 
than an arbitrary continuous function can be approximated 
by a polynomial with any assigned degree of accuracy, but 
to Weierstrass is also due the following theorem which 
will be the main subject of chapter two :
THEOREM 2.1: If f(x) is a given function of period
2%, continuous for all real values of x, and if e > 0, it 
is always possible to define a trigonometric sum T(x ) such 
that lf(x) - T(x )| < e for all real values of x.
By a polynomial is meant an expression of the form 
a^ + a^x + agX^ + . . . + â x"̂ . This expression will be said 
to represent a polynomial of the nth degree, not only when 
a^ is different from zero, but, also when a^ = 0. That is 
to say, the words "polynomial of the nth degree" will be 
used in place of the longer expression "polynomial of the 
nth degree at most".
Definition 2.1: A trigonometric sum of the nth
order in x is an expression of the form a^ + a^cos x 
+ag cos 2x + ... + a cos nx + b, sin x + bg sin 2x
^  H i d .
+ ... + b^ sin nx, where a^ and b^ are real numbers for 
i = 1 ... n.
This definition is inclusive once more ; the simul­
taneous vanishing of a^ and b^ is not ruled out. Before
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establishing the previous theorem, it will be necessary to 
prove several preliminary lemmas and theorems,
Lemma 2.1: If m is a positive integer, the expres-
sin"" (.m
Sion  T.— -—  is a trigonometric sum in x, of order 2m - 2.
sin^(f)
Proof: Because of the identities cos px cos qx
= JCcos(p+q)x + cos(p-q)x], sin px sin qx
= ÿcos(p-q)x - cos(p+q)x], and sin px cos qx
= -^Csin(p+q)x - sin(p-q)x], it can be seen that the product
of two trigonometric sums of order p and q respectively is 
a trigonometric sum of order p + q. We have another iden- 
tity, cos 0 = 1 - 2  sin this implies 1 - cos mx
= 2 sin^(^) and 1 - cos x = 2 sin^(^). Putting these
1 - cos mx sin^(^)together, we obtain y 5— — , We now claim1 - cos X g (X)
that this is a trigonometric sum of order m - 1. This
claim stems from the identity 1 - cos mx 
m—1
= pggCcos px - cos(p+l)x]. Examining this summation, we
see cos px - cos(p+l)x = (l-cos x)
p- qg^Ccos(q-l)x - 2 cos qx + cos(q+l)x]. Breaking this
down, cos(q-l)x - 2 cos qx + cosCq+l)x
= [cos(q-l)x + cos(q+l)x] - 2 cos qx = 2 cos qx cos x
- 2 cos qx = - 2 cos qx(1-cos x). Putting this breakdown
m—1 p
together, 1 - cos mx = ^ggCCl - cos x) +^^^2 cos qx(1-cos x)]
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m-1 p= L^[(l - cos x)(l + ^S,2 cos qx)]p=u q- i.
m-1 p
= (l - cos x) 2 cos qx). Hencep—u q®±
, ___ m-1 p m-1 p
1 : cos r  - + qSl2 cos qx) = m f cos qx
m-1 sin^C^^)
= m + .Z.2(m-q)cos qx. So now --- -—  is a trigonometric
sin'^Cf)
sum in x of order m - 1 ;  its square will then be a sum of
order 2m - 2.
2.2 We now establish the following:
THEOREM 2.2: If f(x) is a function of period 2%,
and if there is a real number \ such that If(X2) - f(x^)l
< \ 1x2 - I for all real values of x^ and X2 » then there
will exist for every positive integer n a trigonometric
sum T^(x), of the nth order, such that, for all real values
of X, lf(x) - T^(x)I < where k is an absolute constant,
depending neither on x, nor on n, nor on X , n or on any
further specification with regard to the function f(x).4
Proof: Let F^(u) = for 0 < u < Î,IQ m oXH M  —
and let F^(u) = 1 for u = 0. Also, if x is real, let 
Ij^(x) = (x+2u)Fj^(u)du, where m is any positive
integer, and h^ is defined by ^  - /%/2F^(u)du. If
mh x+%
V = X + 2u, then I^(x) = ^^f(v)F^[^-^-^]dv. Both
factors in this last integral have period Zn with regard 
to V, so that the value of the integral is unchanged if
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the interval of integration is replaced by any other in­
terval of length 2n, So now I^(x) = ^  /^f(v)F^[^ ^ ^ ]dv.
The expression F^(— ^ , by Lemma 2.1, is a trigonometric
sum of order 2m - 2 in (v - x ) . Thus F^(^ ^ may be
written as a^ + a^ cos(v-x) + b^ sin(v-x) + ...
+ si2m-2°^(2m-2^ (v-x) + ^gm-2^^^m-2 ) (v-x) . A typical
term looks like b^ sin k(v-x) + a^ cos k(v-x)
= bj^Csin kv cos kx - cos kv sin kx)
+ a^Ccos kv cos kx + sin kv sin kx)
= (b^ sin kv + â  ̂cos kv)cos kx
+ (-b^ cos kv + a^ sin kv)sin kx. Thus F^(— '̂ ) may be 
regarded as a trigonometric sum of the same order, i.e.,
2m - 2, in X  with coefficients which are trigonometric 
functions of v. The whole integrand is a trigonometric 
sum of order 2m - 2 in x with coefficients which are con­
tinuous functions of v, and I^(x) is therefore a trigono­
metric sum of order 2m - 2 in x, with constant coefficients. 
1, 2^
m̂
r%/2,
Since ^  /^y2F^(u)du, if we multiply both sides by f(x).h^, 
we obtain f(x) = h„ /^/ff(x)F (u)du. Hencem —Tt/ c: m
Ijji(x) - r(x) = /^;;;|f(x+2u)Fj_^(u)au - /"^|f(x)F^(u)du
= h^ /^^2^f(x+2u) - f(x)]F^(u)du. By hypothesis.
f(x+2u) - f(x)I < \ l x + 2 u - x l  = X  I2ul = 2\ lul. Hence
■̂̂ /2 | „ |  IT? I ^   ̂ I .  r'’̂/2
^ mll^(x) - f(x)| < 2X h^ I ^ V o  uF (u)du
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. - ■ How let s i n % t ,  where
the integrand is defined to have value 1 when t = 0. Let
4
02 = -dt, where the integrand is defined to have
t
the value 0 when t = 0. We observe that '^n t |
n-n: t
< / “+!)’'I ^ i ^ l d t  ^  1 < - 1  .% . 1 1 for
nTt t n% t (n%) n
4
n > 1, hence | .SiS—i.| + ...
1 1  1 1 1 ^ 1  CD ^
" ;? T Z T F  ̂  mSi ^  mBi ;;;? m5i ;?
4
converges since it is a p-series. Thus ^dt is
convergent, and I Cg I =  I ^dt I < I ^  I dt
t t
1 1  TZ< IT + —«■ s, — r. Since 0 < sin u < u for 0 < u < -?,
TẐ  ="-1
tken If mu = t, then ^'''^%(u)du = / ^
m Sin u
> 2iBÜ_m_Uau = i  M g % t  > i  r / 2  S i g X t  =—  o ^4 ^4 m t> ^4 — m o  j_4 m
It can be shown that ^ decreases monotomically as u
goes from 0 to |. so — -g"- > = |. sin' Ü < '5ÏÏ-
Therefore “ F„(u)du = % u
° “ ° ra sin u
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^  ^K/2 = i(|)^ s i ^ t
m u  t
< ^00 — - (^) —0". Thus I I^(x) — f (x) I
m t m
2x/"'^^uK (u)du 2x(Ç) (~§) ■rt̂ OpX
< ... < — -----  = 8 3 ^ 5 -  • now let n be an
® “ T
arbitrary Integer and choose m = ^  + 1 if n is even and
m = ^ ^ if n is odd. In either case 2m - 2 < n < 2m.
Let the corresponding expression I^(x) be denoted by T^(x).
Then since 2m - 2 < n and T^(x) has order 2m - 2, T^(x)
, 2 ^ C2Xhas order n, and since —  < — , II^(x) - f(x)I < ^
4 4^ cpX. 1̂, Cp
< ^ ^  for all X if k is taken to be ^ — .
Definition 2.2: If E <= R, and if E is a closed and
bounded set and if f(x) is a real-valued and uniformly 
continuous function on E and if uj(&) is defined for & > 0 
by (ju(6) = maxif(x2 ) - f (x^) I when 1x2 - x^ I ^  &»x^ e E,
X2 e E, then ou is called the modulus of continuity of f .
THEOREM 2.3: If f(x) is a real-valued continuous
function of period 271:, with modulus of continuity uu(&), 
there exists for every positive integer n a trigonometric 
sum T^(x), of the nth order, such that, for all real 
values of x, If(x) - T (x) I < k ’(«(~)» where k* is an 
absolute constant.
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Proof; Let f(x) be an arbitrary continuous function 
of period 2%, and let u)(&) be the modulus of continuity of 
f(x). Let 0(x) be the continuous piece-wise linear func­
tion of period 2n which takes on the same values as f(x) at 
the points -tc, -ti j -tc 4 , n: - n and is
linear from each point of this set to the next. The graph 
of 0 is a broken line, no segment of which has slope greater
than —^ — . Then 0(x) satisfies the hypothesis of Theorem
" I T
U)C~)
2.2 with X = —^ — . Hence for every positive integer n,
" n "
there is a trigonometric sum T^(x) of the nth order such 
that I0(x) - T^(x)l < ^  ' If -"n: < X < It, then x
differs by less than ~  from one of the numbers -Tt,
-Tt + -Tt + , It for which 0 is defined to be
equal to f. Let t be such a number, then lf(x) - 0(x)I 
< I f (x) - f(t)l + lf(t) - 0(t ) I + |0(t) - 0(x)l < 2u)(~)—  *** n
for all X, So now It^(x ) - f(x)l < It^(x ) - 0(x)1
+ l0(x) — f(x) 1 ^  üu(” ~)('^^ + 2 ), If we let k ' = + 2,
then It^(x) - f(x)l < k'mC^) vdiich is the desired pro- n ”  n
perty.
Since the limit uu(^^) = 0, the Weierstrass Theorem 
n -> 00
for approximation by trigonometric polynomials is now 
established.
2.5 Recall in the proof of Theorem 2.2, that to
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
28
an arbitrary positive integer n, a second positive integer 
m was assigned, in terms of which a function F^(u) was con­
structed. Also, a trigonometric sum T^(x), approximating 
f(x) was defined equal to an expression which could be 
reduced to the form J  h^ /^f(v)F^( 2 ^ )dv, h^ being inde­
pendent of X. Lemma 2.1 stated that is a trigonometric
sum in u of order 2m - 2 < n, therefore we can write
^ k(v-x) + sin k(v-x)dv. ]
Hence T^(x) - J  f(v)Pj^(2_^)dv - i: \  \  ^"f(v)dv
IT 1 ^/tt: 2 hjn k^l^"^k k(v-x) + sin k(v-x)]dv. Thus
i  h A /^f(v)dv is the constant term. It can be shown*T JB O
that h^ and A^ are positive real numbers. Hence the 
constant term in T^(x) is equal to zero if and only if 
/^f(v)dv = 0.
T,emma 2.2: If f is a continuous function of
period 2ti , then f is the derivative of a function of 
period 2ti: if and only if /^f(x)dx = 0.
Proof: Suppose f is the derivative of a function
of period 2tt; , and let F'Cx) = f(x). Then /^f (x)dx 
= FCtt) - f C-k ) = 0. Conversely let G(x) = /^f(t)dt.
Then G'(x) = f(x). Suppose /^f(t)dt = 0, then
G(x + 27i) - G(x) = /^■^^"^f(t)dt - /^f(t)dt = /̂ '*’̂ ^f(t)dt
“ X
= /^f(t)dt = 0, and so G is periodic.
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T,emma 2.3: Suppose f(x) is a function of period 2%,
which has an everywhere continuous derivative f'(x). For
a  p a r t i c u l a r  v a l u e  o f  n ,  l e t  t ^ ' ( x )  b e  a  t r i g o n o m e t r i c
sum of the nth order, without constant term: n
t ^ *  ( x )  =  c o s  k x  +  P j ^ s i n  k x ) ,  a n d  l e t  b e  a  c o n ­
s t a n t  s u c h  t h a t  I f ' ( x )  -  t ^ ' ( x ) I  <  f o r  a l l  x ;  t h e n
there exists a trigonometric sum of the nth order such
ke
t h a t  I f ( x )  -  T  ( x ) |  <  —  f o r  a l l  x  w h e r e  k  i s  a  c o n s t a n t :
n  —  n  '
moreover T^(x) may be chosen such that T^(x) has constant 
term zero whenever f(x) is a derivative of a function of 
period 2k, i.e., if /^f(x)dx = 0.
Proof: Let t^(x) be a trigonometric sum, without a
constant term, which has t^'(x) for its derivative, that
n a, p,
is, t^(x) = sin kx - cos kx). Let r^(x) = f(x)
- t_(x). Then since f(x) and t^(x) have period 2n, r^(x)n n n
has period 2n. Suppose x^ and Xg are real numbers, by
the mean value theorem, there exists an x^ e (x^, Xg)
such that |r„(xo) - r„(x,)l = lr„'(x^)l Ix, - x ^ I . Since n c n JL n o  l c
l r n ' ( X o ) l  =  I f ' ( x ^ )  -  t ^ *   ̂ —  ^ n *  I r ^ C x ^ )  -  r ^ ( x ^ )  I
< e Ixt - Xgl. Therefore the conditions of Theorem 2.2—  n 1 il
are satisfied with X = G^. Hence there exists a trigono­
metric sum of the nth order, T ,(x), such that
H  f  JL
ke
I r (x) - T„ . (x) I < for all x. Let T (x) = t (x) 
n  n , 1  —  n  n  n
+ T ,(x). Then f(x) - T (x) = f(x) - t (x) - T , (x) n, 1 n n n,x
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ke
= r (x) - T ,(x) and so I f (x) - T (x)| < . Letn n , 1. n —  n
F : [-71:, Tt] — be defined by F(x) = /^f(t)dt.
Then F'(x) = f(x) for ail x e [-%$ u]. Suppose 
F(-%) = FCtt), i.e., suppose /^f(t)dt = 0. Then
/]!r (x)dx = /!!f(x)dx - /^t^(x)dx = 0. Hence from the —TL n — —7L n
previous observation, T„ (x) can be chosen to have con-Z1 9 J.
stant term zero. Also, t^(x) has constant term zero, so 
T^(x) has constant term zero.
THEOREM 2.4: If f(x) is a function of period 271,
having a pth derivative f^^^(x) and if there is a real 
number \ such that If ^(^2  ̂ “ f^^^(x^)! < X 1x2 - x^l 
for all real values of x^ and there will exist for 
every integer n a trigonometric sum T^(x), of the nth 
order, such that, for all real values of x, If(x) - T^Cx)!
< — » where k is the constant found in Theorem 2.2.-  i^P+1
Also if /^f(x)dx = 0, then T^(x) may be chosen to have*» ÎI H
constant term zero.
Proof : Since f(x) has period 2n, f(x) = f(x + 2it).
fCx) - f(x +2%)
Also ^ U M i t ^  X -
o
f(x-2%) - f(x )
limit /' 'p-     = f*(x . So f ' (x) has periodx-2% ->x^ - x^ o
2tc, Continuing in this fashion, we find that f(x), f'(x), 
... f^^ *(x) are periodic of period 2tc . We now show by
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induction that the desired condition holds. If p = 1, and 
I f ' - f'(x^)| < X. |%2 - then by Theorem 2.2 there
is a trigonometric sum T^(x) such that If*(x) - T^Cx)I
< ^  for all X. Since f  is the derivative of a periodic 
function of period 2n, T^(x) may be chosen to have constant
term zero. By Lemma 2.3 there exists a trigonometric sum2
T„ -, (x) such that lf(x) - T„ . (x) I < %  ' ? for allii»x Hf± •“ h i i
X, moreover T^^ ̂ (x) may be chosen to have constant term 
zero if /^f(x)dx = 0. Now assume that if g(x) is a func­
tion of period 2tu having a continuous (p-l)th derivative 
on R and if X is a real number such that 
I (X2) - I < XI Xg - x^l, then there exists
a trigonometric sum of order n such that Ig(x) - T^(x)(
< for all X. Also, assume that if g(x) is the dériva­
nt
tive of a periodic function of period 2%, then T^(x) may 
be chosen to have constant term zero. Now suppose that the 
periodic function f(x) of period 2n has a pth derivative 
on R, and that there is a real number X such that, if x^ 
and X2 are real numbers, then I f _ f^P^(x^)!
< XIX2 - x^I. Then f*(x) has a (p-l)th derivative on R, 
and I(f' _  (f' I < X 1x2 - x^l where f  
is periodic of period 2%. Therefore there exists a , p
trigonometric sum T (x) such that If'(x) - T (x)| <n nP
for all X. Also, f* is the derivative of a periodic
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function of period 2%, thus T^(x) can be chosen to have 
constant term zero. By Lemma 2.3, there is a trigonometric
sum T T (x) such that I f (x) - T  ̂(x) 1 < ” TT^*n,l n,l —  n ^p ^p+1
If f is the derivative of a periodic function of period
2%, then by Lemma 2.3, T .(x) may be chosen to have con-n, -L
stant term zero. Hence the induction is complete and the 
theorem is proved,
THEOREM 2.5: If f(x) is a continuous function of
period 21%, with modulus of continuity uu(6 ), and if f is 
the derivative of a continuous function of period 2tc, then 
there exists a trigonometric sum T^(x), of the nth order 
without constant term, such that I f (x) - T^(x)| < k"u)(~) 
for real x, where k is the absolute constant of Theorem
2.2 and k" - + 4.
Proof : Let £j(x) be the piece-wise linear continu­
ous function of period 2n which takes on the same values 
as f(x) at the points -n, -ti + -% + . . , Ti - n
and is linear from each point to the next. The graph of 
0 is a broken line, no segment of which has a slope
greater than — — . If c = £^0(x)dx, let 0^(x) = 0(x) -
n”
Then /^0^(x)dx = /JJ(0(x) - ^ ) d x  = /Jj0(x)dx - ^^dx = c 
- c = 0. Also |0^(x2) “ 0^(x^)l = I0(x^) - -  0(x2)
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+ ^ 1  = I0(x^) - 0(%2) I < XI where X = —
"n”
Hence by Theorem 2.2, there exists a trigonometric snm 
T^ ,(x) without constant term such that 10,(x) - T_ ,(x)l
H 9 X X H 9 J.
—  ̂  ^  for all x„ From Lemma 2.2, /^f(x)dx = 0,
so Id = |/Jj0(x)dxl = l/jj0(x)dx - /JJf(x)dxl
= IX^C0(x) - f(x)]dxl , If X G [-7T, 7t], then there is a 
number within of one of the numbers -%, -% + ... %.
Let t be such a number. Then 0(t) = f(t), so If(x) - 0(x)I
< ! f (x) - f(t)l + I f (t ) - 0(t) I + I0(t) - 0(x)l < 2u)(^),
So I d  <  271 ' 2 u u ( ^ ) . Also I 0 ( x )  -  0 ^ ( x )  I =  I 0 ( x )  -  0 ( x )
+ ^ 1  = 1^1 < 2uu(~), and IfCx) - 0^(x) I < I f (x) - 0(x)l
+  I0(x) - 0, (x) I <  4 ( i ) ( ' ^ )  for all x. Hence I f (x) - T , (x)-L ”  n n , 1
< I f (x) - 0^(x) I + |0^(x) - T^ ^(x)| < + 4] for
all X, If k" = + 4, then we have the desired form of
the theorem,
THEOREM 2,6; If f(x) is a function of period 2% 
which has everywhere a continuous pth derivative with 
modulus of continuity üü(ô ), there exists for every integer 
n a trigonometric sum T^(x), of the nth order, such that
for all real values of x, lf(x) - T^(x) I < ^ ^ id(” ) where
k is the absolute constant given in Theorem 2.2 and
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k" = ^  + 4, Further if f is the derivative of a continu­
ous function of period 2%, then may be chosen to have
constant term zero.
Proof: The proof of the theorem will be by induction.
If p = 1, then by Theorem 2.5 there exists a trigonometric
sum T ,(x) of order n without constant term such that n » X
lf(x)’ - T^^^(x) I < k"u)(” ) for all x. By Lemma 2.5, there 
exists a trigonometric sum T^(x) of the nth order such that 
I f (x) - T^(x) ! < ~»k”cu(^-) for all x. Also, by Lemma 2.5,
if f is the derivative of a continuous function of period 
2tc, then T^(x) may be chosen to have constant term zero.
Now assume that if g(x) is a function of period 2n having 
an everywhere continuous (p-l)th derivative with modulus 
of continuity uu(6), then there exists a trigonometric sum 
T^(x) of the nth order such that for all real x, Ig(x) - T^(x)
, Ptt .< — —  u)(t— ). Further, assume that if g is the derivative ^p-1 n
of a continuous function, then T^(x) may be chosen to have 
constant term zero. Now suppose f(x) is a function of 
period 2n with a continuous pth derivative with modulus of 
continuity uj(6). From the hypothesis applied to f(x), it 
follows that there exists a trigonometric sum T^(x) such
that lf"(x) - T^(x)I < e for all real x, where
E = — T,—  uuC’̂ ) .  Since /JJf ' (x)dx = 0, T (x) can be n _̂ p—1 n nn
chosen to have constant term zero. By Lemma 2.5, there is
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a trigonometric sum T^*(x) of the nth order such that
k£
lf(x) - T *(x) 1 < for all real x. Thereforen n
lf(x) - T *(x)l < m ( ^ ) . Finally, if
n.nP"^ nP “
f(x) is the derivative of a function of period 2n, then, by 
Lemma 2,5, it follows that T^*(x) may be chosen to have con­
stant term zero.
Corollary 2,1: If f(x) is a function of period 2n
which has everywhere a continuous pth derivative, there 
exists for every positive integer n a trigonometric sum
T (x), of the nth order, such that limit n^ e = 0, where
n -î> 00 ^
e = max If(x) - T (x)I. 
n xeR ^
2,4 Thus we have developed the Weierstrass Theorem
on trigonometric approximation and several results concern­
ing trigonometric approximations of functions having several 
derivatives. We now turn to polynomial approximation and 
see how polynomial approximation and trigonometric approxi­
mation are related. To aid in this transition, however, 
one more lemma is needed.
Lemma 2.4; If f(x) is an even function of period 2%, 
and if there is a trigonometric sum T^(x) of the nth order 
such that IfCx) - T^(x)l < e for all x, then there exists a 
cosine sum (that is, a trigonometric sum without sine terms)
of the nth order such that for all real x, I f (x) - C„'"x)l < en ”
Proof : Let C^(x) = 4[T (x) + T (-x)], Then C^(x)n c: n n n
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is a cosine sum. Since f(x) is an even function, then
f(x) = ^Cf(x) + f(-x)]. Hence If(x) - C^(x)I
= liCf(x) - T (x)] + i[f(-x) - T (-x)]I < E. d u d .  n
THEOREM 2.7; If f(x) satisfies the condition
If(xg) - f(x^)| < xlx2 - x^l throughout [a, h] of length
Ij there exists for every positive integer n a polynomial
P (x) of the nth degree such that lf(x) - P^(x)l < forn “ n —  n
a < X < b with L = ^, where k is the constant of Theorem 2.2.
Proof : Suppose f :[a, b] — > R  satisfies the condi­
tions of the theorem. Then define f^[-l, 1] — > R by
fj^Cy) = f f o r  y e [-1, 1]. Hence
^^1^^2^ ” < ^ 1 7 2  “ 7fl for y^ e [-1, 1], ŷ ê [-1, 13,
Let y = cos ® and JÔC®) = f^ cos 0? then J0(®) is an even 
function defined for all real values of ©, Also 
I I  “ If^Ccos ®2  ̂ - f^Ccos 0^)1
< ^  1 cos ®2 ~ oos 0^1 < "^1 ®2 “ • Hence by Theorem 2.2,
there exists a trigonometric sum of the nth order, T^(m)$
such that 10(0) - T^(®) I < where L = ^, for all
real ®. By Lemma 2.4, since 0(0) is an even function, there
is a cosine sum C (0 ) such that 10(e) - C (0) I < forn n —  n
0 ^  0 < Ti:. We now show by induction that a cosine sum of 
the nth order in 0 is a polynomial of the nth degree in y .
2In n = 1, then cos 0 = cos 0; if n = 2, then cos 2e = 2 cos 0 
- 1. So now assume cos j0 is a polynomial in cos © for j = 1 
... k, then cos (k+l)© = 2 cos k© cos 0 - cos (k-l)© which
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is a polynomial of degree k + 1 in cos @ . Hence C^(©) can 
be considered as a polynomial of the nth degree in cos ©,
Let Q^:[-1, 1] — be defined by Q^(y) = C^(cos“^y) for 
y G [=1, 1]» Then Q^(y) is a polynomial of degree n in y
and If^Cy) « Q^(y) I < for -1 < y < 1. Now let
Pj^(x) = = Q^(y) for x e [a, b] . Then P^(x)
is a polynomial of degree n in x. Therefore |p^(x) - f(x)l 
= iQj (̂y) “ f^(y) 1 < for x e [a, b] where L =
THEOREM 2.8: If f(x) is a continuous function with
modulus of continuity uu(6) in the closed interval [a, b] of
length it then there exists for every positive integer n,
a polynomial P^(x) of the nth degree such that for a < x < b,
|f(x) = P (x)I < L " ) where L' is an absolute constant. n n
Proof : Suppose f(x) is an arbitrary continuous
function for a < x < b and let u)(&) be its modulus of con­
tinuity in this Interval. Let 0(x) be the continuous func­
tion which takes on the same values as f(x) at the points a, 
a + ^, ,o o, b - b and is linear from each point of this 
set to the next. Then jZ5(x) is a continuous piece-wise 
linear function on [a, b], no segment of which has slope
uu(̂ ) U)(~)
greater than — , Hence if X = — r—, then f)(x) satisfies
Jl Js.n n
Theorem 2.7 since I^Cxg) - 0(x^)l < XI%2 " . Thus there
exists a polynomial I^(x) of the nth degree such that
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|0(x) - P^(x) I < = Lu)(— )» If X e [a, b] , then x differs
B 6from one of the numbers a, a + — , ..., b - — , b by less than
— „ Let t be such a number, then f(t) = 0(t), and
lf(x) “ £5Cx) I < lf(x) = f(t)l + if(t) - jg)(t ) I + I J0(t) - 0(x)
< 2uj(:̂ ), Thus I f (x) ~ P^(x)l < lf(x) - 0(x) I + I jg)(x) - P (x)—  n n —  n
< 2uu(^) + Liu(^) = uj(:“ )(L+2), Hence if L' = L + 2, then ”  n n n
if(x) ~ P^(x)l < L'ci)(=̂ ).n —  n
2„5 Since limit uu(̂ ) - 0, we have Weierstrass' s 
n oo
Theorem for polynomial approximation. Thus we have shown
that the Weierstrass Theorem for trigonometric approximation
implies his theorem for polynomial approximation. We now
show the corresponding theorems concerning derivatives, and
finally that the polynomial approximation theorem implies
the trigonometric approximation theorem.
Lemma 2.5: Suppose f(x) has a continuous derivative
f'Cx) for SI < X < b, and that there is a polynomial p^'(x),
of degree n - 1, such that If'(x) ■=■ p^“ Cx) ! < Then
there exists a polynomial P^(x) of the nth degree such that
L>ee
I f(x) - P^Cx) i < —  n —  n
Proof: Let p^(x) = /^p^’(x)dx and let r^(x) - f(x)
- p^(x). Then 'r^'(x)I = If'(x) - p^'Cx>l < By the
Mean Value Theorem, there exists x^ e (x^, X2 ) such that
jr ( x g )  ” r ( x - ,  )  I <  I r _  ' ( x _ )  I i x g  -  x_. I , Thusn 2 n i ,  —  n o  2 ±
Ir (xg) ” r (x-)I < e IXp - x.j. Thus by Theorem 2.7,
H ^ 1% J.   H ^ -L
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there exists a polynomial tt̂ Cx ) of the nth degree such that
Lie
lr„(x) - % (x) I < . If P„(x) = p^(x) + TC (x), then P^(x)n n n n n n n
is a polynomial of the nth degree and lf(x) - P^(x)I
THEOREM 2.9: If f(x) has a pth derivative f^^^(x)
satisfying the condition that I f  -  f  I
< X(x2 “ x^l throughout [a, b] of length i, there exists
for every integral value of n > p a polynomial P^(x) of the
nth degree such that for a < x < b, If(x) - P (x)l—  —  n
Theorem 2,7,
where L = — ihn " - and L is the constant of
Proof : The proof of this theorem will be by induc­
tion, If p - 1, then f(x) has a derivative f'(x) such that 
If (%2^ “ f ' (x^) I < \\x 2̂ “ I for all x s [a, b] , By 
Theorem 2,7, for n > 1, there is polynomial of degree n - 1,
P^ t (x ), such that !f’(x) - P^ , (x) 1 < for all x e [a, b] ,n-»l n—1 — n—i
By Lemma 2,5, there is a polynomial of degree n, P^(x), such
2 2
that if(x) - P„(x)l < ^  for all x e [a, b] ,n —' kn—1 y n nkn—l/
Now proceed by induction and assume that if g(x) has a
(p-l)th derivative g^^“^^(x) satisfying | ( x ^ )
- I ^  XI Xg - x^l and if k > p - 1, then assume
that there is a polynomial P^(x) of the kth degree such
that for a < X ^  b, lg(x) - Pj,(x)l ^  1 .lk-l)k-
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Now suppose f(x) has a pth derivative on [a, b] satisfying 
I f < XIX2 - x^l for x^ E [a, b],
X2 G [a, b], then f*(x) has a continuous (p-l)th derivative 
f^^\x) for a < X b. If n > p, then n - 1 > p - 1, and so
by hypothesis there is a polynomial of degree n - 1
such that I f  (x) - P„_i(x) I ^  .-.'ITn-l) '
by Lemma 2,5, there is a polynomial, P^(x), of the nth
degree such that I f (x) - P (x)| <  ̂ — v— v-\n I—  n kn—p , o , vn-ly
TP+1 gP + 1,= / ̂  ^ \ v ̂  2̂-1 \ — — for all X  e [a, b] . The conclusion of in-pJkn—p+ly,,,n
the proof is dependent on the observation that
 , 1   r —  = _rL_. a   ^kn-py (n-p+ly , , ,n n=-p n-p+1 ° ° ° p+1 — pi p+1
(x)i < n
for all
< — — for all X E [a, b]. So let 
pi nP
{ 1 \p tP+1L = .VP+f-̂  t|Jÿ- , then lf(x) - P (x) I <P P 9 ^
for all X E [a, b]»
Theorem 2.10: If f(x) has a continuous pth deriva=
tive with modulus of continuity uu(6) throughout the closed 
interval [a, b] of length JÈ, there exists for every integer 
n > P a polynomial P^(x) of the nth degree such that for
L„’ jeP .
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L = -- ü if (L+2) L is the constant of Theorem 2.7.P P »
Proof: This proof will be shown by induction. If
p = 1, then f(x) has a continuous derivative f '(x) with 
modulus of continuity m(5) throughout [a, b] of length .
By Theorem 2.8, f n > 1, there is a polynomial P^_^(x) of
degree n - 1 such that I f ' ( x )  - P ,(x)l < L'uj(-Ap) forn-1 —  n—1
all X e [a, b]. By Lemma 2.5, there is a polynomial of
degree n such that If(x) - P„(x)l < ^  ^n —  n n—f
= ^  ^^n-T^ ° Now proceed by induction and assume that if
g(x) has a continuous (p-l)th derivative with modulus of 
continuity uuCô) throughout [a, b], and if k > p - 1, then
there exists a polynomial P^(x) of the kth degree such that
lg(x) - Pj^(x)i ^  ^ ^ [ =
Now suppose f(x) has a continuous pth derivative, f^P (x), 
with modulus of continuity throughout [a, b], then f’(x) 
has a continuous (p-1)th derivative, f \ x ) , for a < x < b
with modulus of continuity throughout [a, b]. If n > p
then n -> 1 > p “ 1, and so by hypothesis there is a poly­
nomial, P t(x), of degree n - 1  such that !f*(x) - P . (x) IH“X H“"X
^  ^ ̂  ' b]. By Lemma 2.5,
there exists a polynomial P^(x) of the nth degree such that
f(x) - p^(x)l < ^  - X^--pVÏ).5Cn-i;
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- U-p^i)...(n-l)n "(5^ )  ^ ^ 1:̂ ' conclusion
of the proof again depends on the observation made in Theorem
2 .9. Thus I f W  - P^(x)l < ^ i | f e '.V.(n-l)n
^  if A '  « ( ^ )  Let Lp = latl)£^-j£L_,
L ' jfcP . 
then IfCx) - P (x)l < - u)(—^ ) .
^ ~  iP
Corollary 2.2: If f(x) has a continuous pth deriva­
tive for a < X < b, there exists for every positive integral 
value of n a polynomial P^(x) of the nth degree such that
limit n^ E = 0 where e = maxif(x) - P (x)I in [a, b]. 
n 03 ^ ^
2.6 The preceding theorems can be made to serve as
a basis for a discussion of the Fourier series. The Fourier
series for a given integrable function f(x) on [-%, %] is
a 00
a series of the form + k=l^^k kx + b^ sin kx), in
which the coefficients have the values â  ̂= :̂  /^f(t) cos k t dt, 
b, = ^  /^f(t) sin kt dt, k = 0, 1, , The expression s (x)IL * V XA
a n= cos kx + b^ sin kx) is called the nth partial
sum of the series. Previously we have shown that if f(x) 
is a given function continuous on [a, b], then there exists 
a sequence of trigonometric sums, T^(x), where T^(x) is a
sum of order n which converges uniformly to f(x), It is
natural to ask if the sequence s^(x) converges to f(x).
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and also if it converges uniformly to f(x), The answer is
yes if additional hypotheses are added, A common method of
inducing convergence for a divergent sequence is to form a
a, + ap + ., , + a 
sequence from a^ by = -------- —----------. It can
be shown that if a sequence (a^) of real numbers converges, 
then the sequence converges, and to the same limit.
There are also cases where la^] diverges, but the sequence 
converges. Since the sequence [s^(x)3 may not always 
converge for continuous functions, it is reasonable to con­
sider the sequence of arithmetic means of (s^(x)} in an 
approach due to Fejer which we present here without proof. 
For the proof, see [6], p p , l29-l3l.
THEOREM 2,11; (Fejer) Let f(x) be a continuous 
function of period 2%, let ^  /!|̂ f(t) cos kt dt,
b^ = ^  /^f(t) sin kt dt, k ^ 0, 1, ,,, , Also let s^(x) 
a n
cos kx + b^ sin kx), and define o^(x)
n T n :  k^O then a^(x) - g ^ x  in x,
2,7 We now proceed to show that the polynomial 
approximation theorem implies the trigonometric approxima­
tion theorem. To prove this it is necessary to establish 
several facts which shall be presented here in the form of 
lemmas.
T.Amma 2.6: The function cos Ix) can be written as
a cosine sum of order k.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4 4
Proof: The method of proof used here is induction.
If k = 1, then we get cos x which is a cosine sum of order
1. So now assume cos^“"^x can be written as a cosine sum of
k—1 k—1order k - l ,  i.e., cos “ x = a cos nx. Then£- n=i n
, a cos X k-l a_ cos x
c o s ^  = --- =9  + a cos nx cos x =^  OL L/VO W O  — ---FSn=± n d
1 k-l a cos X , k-l
+ „S-.[a [cos(n+l)x + cos(n-l)x]] = --- 5  + ^  ^2,a cos(n+l)xn-̂ j. n ^ 4̂ n—X n
-, k-l a cos X . k
+ ?  nSl °os(n-l)x =  g  + g ^n-1
n k—2 n k , k—2
+ ?  nSo ^n+1 nx = 5  ^n-1 nx + 5  oos nx
k—2 a + a ,
Z. (—— =*̂-3 — ^^^)cos nx + 4  a. g cos(k-l)x
1 Tf , V+ ^  ®̂ k-l kx. Thus cos Cx; is a cosine sum of order k.
Lemma 2.7: If T^(x) is a trigonometric sum of order
n, T (x) sin x is a trigonometric sum of order n + 1.
a n
Proof : Let T^(x) = (â  ̂cos kx + bĵ  sin kx),
a^sin X n
then T^(x) sin x = -— — ^ c o s  kx sin x + b^sin kx sin x
a sin X n a b,
=  - 2— + j^g^("^[sin(kx+x) - sin(kx-x)] + “̂ [cos(kx-x)
- cos(kx+x)]) which is in the form of a trigonometric sum.
Lemma 2.8: If T^(x) is a trigonometric sum of order
n, then T^(x+a) is also a trigonometric sum of order n.
Lemma 2,9: If the function f(x) is defined and con­
tinuous on [0, "rt], then for e > 0, there exists a cosine sum,
C^(x), such that lf(x) - C^(x)I < e for all x e [0, %].
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Proof: Consider the function jZ5(y) = f (arccos y)
where y e [-1, 1]; this function is defined and continuous
on C-1, 1], By Weierstrass's Theorem, for e > 0, there is
^ ka polynomial a^y such that for all y e [-1, l],
n , n ,
I0(y) - jj-Sq I = If (arccos y) - a^y 1 < e. Let
gCy) = arccos y and h(x) = cos x, then g:[-1, 1] — > [0, %]
and h :  [0, ?:] -^[-1, 1] and 0 = f o g .  We see that g * h  is
the identity mapping on [0, , and h o g  is the identity
mapping on [-1, 1]; g and h are both one-to-one, onto, and
continuous, thus 0oh = (fog)°h = f^(g^h) = f on [0, %]. Ifn ,
X E Co, , then If(x) - ^g^ a^ cos xj
= I0(h(x)) - ^g^ a^ cos^x I = |0(cos x) - ^gg a^ cos^xl < e 
since cos x e [-1, 1]. By Lemma 2.6, cos^x can be written
^  kas a cosine sum of order k, so ĵ gQ a^ cos is a cosine sum 
C^(x) of order n, thus If(x) - C^(x)1 < e for all x e [0, %]
Lemma 2.10: If the even function f(x) is defined
for all X, has period 2%, and is continuous everywhere, 
then for all e > 0, there exists a trigonometric sum, in 
fact a cosine sum, C^(x), such that IfCx) - G^(x)I < e for 
all real numbers x.
Proof : By Lemma 2,9, there is a cosine sum C^Cx)
such that If(x) - C^(x)I < e for all x e [0, %]. Since 
f(x) is even, If(x) - C^(x)I = If(-x) - C^C-x)I < e for all 
X E [-%, Tc]. Since C^Cx) and f(x) are periodic functions
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with period 2%, it follows that IfCx) - C (x)I < e for alln
real numbers x.
THEOREM 2.12 ; (Weierstrass) Let f(x) be a contin­
uous periodic function of period 2-n:; then for all e > 0,
there exists a trigonometric sum T (x) such that If(x) - T (x)n n
< e for all real numbers x.
Proof : By Lemma 2,5» for the even continuous func­
tions of period 2tx, f(x) + f(-x) and CfCx) - f(-%)] sin x, 
there exist trigonometric sums T^^Cx) and T2(x) such that 
IfCx) + fC-x) - T^Cx)I < ^  and IfCx) - fC-x))sin x - T2CX)I
< ^  for all real x„ This implies that fCx) + fC-x) = T^Cx)I
+ a^Cx) where Ia^Cx)I < ^  for all real x and
CfCx) - fC-x))sin X = T2CX) + tt2Cx) where IU2Cx)I < J
for all real x. Multiplying the first of these equalities 
2by sin x and the second by sin x, then adding them and
dividing by two » we obtain fCx)sin^x
sin^Cx)T_ Cx) + sinCx)Tp(x) sin^x a-. Cx) + sin x oCgCx)
psin X T,Cx) + sin x TgCx)
Let --------— — g-----     = T^Cx) ; then by the use of
Lemma 2.7, T^Cx) is a trigonometric sum. Let
2sin Cx) a-, Cx) + sinCx) UgX 
a^Cx) = ---- ----:-----  2  » then Ia^Cx) I < ^  for
all real x. Hence fCx) sin x = T^Cx) + a^Cx) where 
la^Cx)I < ^  for all real x. Since fCx) is an arbitrary 
continuous periodic function, a similar equality is true
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for the continuous periodic function of period 2%, f(x - J ) ,
so there is a trigonometric sum T^(x) such that f(x - $-)sin^x
e= T^(x) + a^(x) where la^(x)l < ^  for all real x. Suppose u 
is real and let x = u + Then u = x - and f(u) cos^u
= f(u) sin^ (u + ^) = f(x - sin^x = T^(u + ^) + a^(u +
Now T^(u + is a trigonometric sum in u + so T^(u + J) 
is a trigonometric sum in u. Let T^Cu) = T^(u + ^ ) , and 
let a^(u) = a^(u + . Then la^(u)l < ^  for all u, and
f(u) cos^u = T^Cu) + a^Cu) for all u. Let T(x) = T^(x) + 
T^(x), and let a(x) = a^(x) + a^(x), Then f(x) = f(x) sin x 
+ f(x) cos^x = T^(x) + a^(x) + T^(x) + a^(x) = T(x) + a(x),
where la(x)l ^  |a^(x)l + la^(x)| < e for all real x. There­
fore lf(x) - T(x)I < e for all real x, and T(x) is a trigo­
nometric sum in x.
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CHAPTER III 
Generalizations of the Veierstrass Theorem
5.1 The generalization in Chapter Three deals with 
the problem of relaxing the restrictions imposed on the 
domain over which the given functions are defined. The 
main problem lies in constructing functions from a pre­
scribed family by the application of certain algebraic 
operations, (i.e., addition, multiplication, scalar multi­
plication, formation of absolute value functions, formation 
of maximum and minimum functions, and uniform passage to the 
limit). In the classical case just discussed, the pre­
scribed family consists of just two functions, f^ and 
where f^(x) = 1 and fgCx) = x for all x in the basic in­
terval, and the particular algebraic operations of addition, 
scalar multiplication, and multiplication, together with the 
operation of uniform passage to the limit.
Before beginning the discussion, there are several 
definitions which will be needed throughout the chapter.
We present them here as a refresher to the reader.
Definition 5.1: Let F be a collection of subsets of
X such that :
lo) cpeF, X e F
2.) A e F ,  B e F  implies A n B e F 
5.) F <= F implies U e F
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Then F is called a topology for X and X is called a topo­
logical space with topology F . The sets of the collection 
F are called open sets.
Definition 3.2: Suppose X is a topological space
and suppose p e X„ A function f:X — > R is said to be con­
tinuous at p if e > 0 implies that there exists G e F such 
that p e G and such that q e G implies lf(p) - f(q)I < e.
Definition 5.5: A topological space X is said to
be compact if F^ c= f , X = U implies that there exists
o
V c F such that V is a finite collection and X = u , that 
° V
is, every open convening of X has a finite subcovering.
We recall that if X is a compact topological space 
and if f :X — > R continuous on X, then f is bounded on Xo 
Let us also agree on the following terminology 
throughout the remainder of the chapter: let X be an
arbitrary topological space with at least two points| X 
the family of all continuous real functions on X; and a 
prescribed subfamily of X.
Definition 3.4: Suppose f e X, g e X„ Define
f n g:X — > R and f U g:X ■— by (f n g)(x) = min f(x), 
g(x), and (f U g)(x) = max f(x), g(x) for x e X. Then 
f n g and f U g are called respectively the minimum of f 
and g, and the maximum of f and g.
Note that if f e X, g e X, then from the identity 
I(f n g)(x) - (f n g)(y)l < max (If(x) - f(y)I, lg(x) - g(y)l),
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we see that f fl g e S. Similarly if f e X, g e X, then
f U g G X. Also s» n and U are commutative and associative
operations in X, n is distributive with respect to U, and
U is distributive with respect to n. If f. e X, i = 1 . . n, 
n ^nwe write .Q.f. for f, n fo n .,, n f and . f . for 1 — x ± L ^ n i = x %n
f1 U fo U U f . Note that (.n.f.)(x) = min f .(x)
1.1...m ^n
and (.U,f.)(x) = max f.(x). The operations n and U are 1 = 1 1 ' 1i ~ 1 o o » n
called the lattice operations in X. The operations fl and U 
are called, respectively, the minimum and maximum operations 
in X.
Definition 3,5: Sunnose X c X. X is said to beJ-Jr O O
closed under the maximum operation if f e X^, g e X^ im­
plies f U g E X^o X is said to be closed under the minimum 
operation if f e X^, g e X^ implies f n g e X^o Note that
if X is closed under the maximum operation, then f^ e X^ for
n
i = 1 . . . n implies e X^. Similarly for the minimum
operation.
Definition 3.6: Suppose X^ <= x. Let A(X^) be the
smallest collection which contains X^ and which is closed
under the maximum operation. Note that A(X^) <= X.
If C is the family of all collections containing
X and closed under the maximum operation, then n is a 
° C
collection which contains X and which is closed undero
the maximum operation and which is contained in every
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collection that contains and is closed -under the maximumo
operation. A similar statement may also he made about
families of all collections containing and which are
closed under different operations.
Definition 5.7: Suppose «=: x. Let B(X^) be the
smallest collection which contains X and which is closedo
under the minimum operation. Note that B(X^) <= x.
Definition 5.8: Let U^(X^) be the smallest collection
which contains X^ and which is closed under the maximum
operation and the minimum operation. Note that Ug^(X^) cr X.
Theorem 5.1: Suppose c= X, then A(X^) = [f I f e X;
there exists f^ e X^ for i = 1 .. . n such that f = »
B(X^) = [fif E X; there exists f^ e X^ for i = 1 ... n such
that f = .n,f.].1=1 1
Proof: Let Y = [fIf e X; there exists f« e X for
n
i = 1 ... n such that f = ̂ U^f ̂̂ 3. Suppose f e Y, then
f E X and there exists f . e X^ for i = 1 ... n such thatn 1 o
f = Since X^ c A(X^), and since A(X^) is closed
under the max operation, then f e A(X^) and Y c A(X^).
Now suppose g E X^. Let g^ = g» S2 = S* Then g = g]̂  U g^, 
g^ E X^, g^ E X^, so g E Y and hence X^ c= y. Now suppose 
f E Y, g E Y; then there exists f̂  ̂ e X^, i = 1 , . , n, such 
that f = .U,f., and there exists g. e X , i = 1 ... n, such3. ̂  _L %L X Om n m
that g = . Thus g U h = ( U (ĵ U-ĵ ĥ ) e Y and Y
is closed under the maximum operation. Since X^ «= Y and Y
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is closed imder the maximum operation, A(%^) g  Y. Thus we
have A(X ) = Y. The proof for B(X ) = [fif e S; there exists
n
f^ G i = 1 ... n such that f = is similar.
Theorem 5.2; Suppose <= X. Then A(B(X^)) = U^(X^),
and B(A(X^)) = U,(X^). Hence U,(X ) = [fif e X; there O 1 o 1 o
exists f j  G X^, i = 1 ... n; j - 1 ... k^, such that 
n k
f = .n, .Û  f . .], and Ut (X ) = [fif g X; there existsi—X j-x X ,j X o
n
f. . G X^, i = 1 ... n; j = 1  ... k ., such that f = .U, .n.f. .].X ,j o X x = x j = x x,j
Proof: Let Y = [fif G X; there exists f. . e X^,X , J O
n k.
i = 1 ... n; j = 1 ... k., such that f = . Q ,  .U,f. .].i 1 —X J —X X f J
Suppose f G Y, then f g X and there exists f^  ̂ G X^,
n
i = 1 ... n; j = 1 ... k., such that f = .Q, .Û  f . ..X X X j""X x^^
Since X «= u, (X ) and since U, (X ) is closed under the max o 1 o 1 o
and min operations, then f g U^^CX^) and Y c U^(X^).
Now suppose g e X . Let g. . = g for i = 1, 2;
2 2
j = 1, 2. Then g = jWl^i, j ^ *o’ G e Y,
and hence X^ <= y . o
Now suppose f G Y, g e Y, then there exists
f. . G X , i = 1 ... n; j = 1 ... k. such that f = .A. .Û  f .X y Q O X X*“X J * ^ X X f J
and there exists gĵ   ̂ g X^, i = 1 ... r; i = 1 .. . m̂  ̂such
r “k
that g = ^ ■ ^^1,1 ^ ^1,2 U ... U
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n u f2,2 u ... u n ... n u u ... u
and g could be written out likewise. Hence f n g e Y. Now 
if Si = (Si^i U Si^2 ^ •••  ̂ ^i,i.^* i- = 1 r, and
f. = (f. 1 U f. p U ... U f . T_ ), i = 1 . .. n, thenX XfX X * ̂  X ÿ jC
f = n n ... n f^, and g = g^ n g2 n ... n g^. using 
the identity for max and min operations, we see that
f u g = (f^ n n ... n f^) u (g^ n g2 n ... n g^)
= (fi U g^) n (f^ u g2 > n ... n (f^ u g^) n (f2 u g^)
n (f2 u g2> n ... n (f2 u g^) n ... n (f^ u g^) n (f^ u g2)
n ... n (f^ U g^) e Y. Thus f U g e Y ,  f n g E Y, so Y
is closed under the maximum and minimum operations, and
c Y, and U^ (& ) <= Y. Now since U. (& ) = Y and Y <= n (X ),0 1 0 —  l o —  —  l o
then U^(X^) = Y. A similar argument can be used to show
that U,(X ) = [fif E X; there exists f. . e  X , i = 1 ... n;X O X f J o
n J'i
j = 1 ... k. such that f = .U, .Q.f. .].1 i-x J —± i»G
Definition 3.9: Suppose X^ <= X. Let V^(X^) be the
smallest collection which contains X^ and which is closed 
under addition and scalar multiplication. Note that
V.(X^) <= X.1 o
Theorem 3.3: Suppose X^ <= X, then V^(X^) = [fif E X; 
there exists c^ e  R, f^ e  X^, i = 1 ... n, such that
^ “ i=l^i^i^ *
Proof: The proof follows in the same fashion as
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Theorem 3.1.
Definition 3.10: Suonose X c= X. Let V(X ) be the— — — — — — —  JTjr Q Q
smallest collection which contains X_ and which is closedo
under addition, scalar multiplication, and the lattice
operations. Note that V(X^) <= X.
Theorem 3.4: Sunnose X c X. Then V(X ) = U-,(V, (X )),— — — —— ——  o o 1 j. o
and V(X ) = [fif e X; there exists f. . e V,(X ), i = 1 ... n;O X 9 J -L O
n
j = 1 ... k . such that f = .n, ^U,f. .].1 1-1 j-i 1,0
Proof: We know that X <= v(X ) and V(X ) is closedo o o
under addition and scalar multiplication, so V^(X^) <= V(X^).
Also, V(X^) is closed under the lattice operations, so
U,(V,(X )) c V(X ), and since U,(V,(X )) is closed under 1 1 o o 1 1 o
the lattice operations, we must show that U^(V^(X^)) is
closed with respect to scalar multiplication and addition.
Suppose f e U^(V^(X^)) and c e E, Then by Theorem 3.2,
n
f = .n, .Uif. . where f. . e V,(X^), i = l . . . n ; j = l . . . k . ,1=1 0=1 1,0 1,0 1 o 1
If c > 0, then cf = (cf^ ^ U cf^ 2 ^  ̂ k ^
(0^2,1 " =^2.2 U ••• U cfg.kg) 1 ... n U =fn,2 "
... U cf^ . Therefore cf e Uj^(V^Cx^)) if c > 0. If
n n
c < 0, and if f^ e X, i = 1 ... n, then cf^=
n n. cf. = c .U,f.. Hence cf = (cf, , 0 cf, g fl ... fl cf, , ) U1 = 1 1  1=1 1 1,1 i,jt̂
(cf2 ^i n cf2 2 ^^2 ,kp) u ... u (cf^ n ... n cf^ , ).
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Therefore cf e U-,(V.,(X^)) if c < 0. Hence U, (Vt (X ) ) isX 1 O 1 X 0
closed with respect to scalar multiplication. Now suppose
n ^if E U, CV^CX^)) and g e UXV. (X^)). Then f = .U,f. .1 1 o " 1 1 O X=1 J=1 1,J
where f ^  . e V^(X^), i = 1 . .. n; j = 1 .., and
m
e  '  i Q l  j W l B l . j  ^ 1  = 1  . . .  m;  j  .  1  . .
Let f. = (f. . U f . p U  U f . , ) ,  i = 1 ,..n, and
X XfX J. f Cl X y
= ^Si,i U % , 2   ̂ U )» i = 1 ... m. Now f + gX
can be written as f + g = (f^ fl f2 fl .. . fl f^)
+ (g^ n gg fl ..0 fl gg^). Making use of the identities;
(fl n f2 n n f^) + (g^ fi g2 ri ... n g^) = (f^ + g^) n
(fl + 0 2  ̂ ri ... fl (fl + gg )̂ n ...n(f^ + gi) n (f^ + 0 2 ) fi
... fl (f^ + gjĵ) and (fl U f2 U . . . U f^) + (gl U g2 U ... U g^)
= (fl + 01) U (f^ + g2> U ... U (fl + g^) U ...U(f^ + 01) U
(f^ + g2) U ... U (f^ + gjjj) » we see that f + g e Ui(V^(X^))
and so U,(V^(X )) is closed under addition. Since U.(V.(X^))1 1 o 1 1 0
contains X^ and is closed under addition, scalar multiplica­
tion, and the lattice operations, then V(X^) c Ui(V^(X^)).
Also since IT, (V_ (X ) ) = v(X ), we have the desired con- 1 1 o —  o
elusion that V(X ) = U, (V,(X )). The second part of theo l i o
theorem follows from Theorem 3.2 and the fact that V(X^)
- Ui(Y,(S^)).
Theorem 3.5; Suppose X^ <= X, and suppose X^ is 
closed under scalar multiplication and the maximum operation.
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Then f e implies If I £ X^, i.e., X^ is closed under the
absolute value operation.
Proof: Suppose f £ X_. Since X is closed witho o
respect to scalar multiplication, C-l)(f) = -f e X^. Since
X^ is closed with respect to max operation, then if!
= f U (-f) £ X_ and X_ is closed under the absolute valueo o
operation.
Theorem 3.6: Suonose X <= X. Then V(X ) is the— — — — _  JTjr Q O
smallest collection which contains X and which is closedo
under addition, scalar multiplication, the lattice opera­
tions, and the absolute value operations.
Proof: Let T be the cmallest collection which con­
tains X^ and which is closed under addition, scalar multi­
plication, the lattice operations, and the absolute value 
operation. Since X^ <= T and T is closed under addition, 
scalar multiplication, and the lattice operations, then 
V(X^) 2  Also T 2  V(X^) by Theorem 3.5» thus V(X^) = T.
Definition 3.11: Suppose X^ <= X. Suppose f^ e X^,
n = 1, 2, ... and f^ ^ > f on X. Then X^ is said to be
closed under uniform passage to the limit if f £ X^.
Definition 3.12: Suppose X^ c= X. Let U2(X^) be
the smallest collection which contains X^ and which is 
closed under uniform passage to the limit.
Theorem 3.7: Suppose X^ <= X. Then U2( ^
= [fif £ X; there exists f^ e X^ such that f^ f on X].
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Proof: Let Y = [fIf e X, there exists f^ e  such
that f^ y > f on X]. Suppose f e Y, then f e X and there
exists f e X such that f f on X. Since X «= lTg(X )n o  n u o fd o
and since ^2(2^) is closed under uniform limits, then
f e ^2(2^) and Y c U^(X^). Now suppose f e X^ and let
f„ = f for all n. Then f^ > f on X and f e X , so f e Y n n u n o
and hence X_ <= Y. Now we must show that Y is closed under o
the uniform limit operation. Suppose f^ e Y, f^ — f on X, 
then there exists e X^ such that If^(x) - g^(x)l < ^  
for all X e X. Let e > 0, then there exists N^, such that
n > N^ implies If^(x) - f(x)I < J  for all x e X. Also
1 O'there exists N2 such that ÿ- < Let N = max N^, N2 . If
n > N, then J < f  < ^ < f » Ig^(x) - f (x) I
< Ig^(x) - f^(x) I + llj^Cx) - f(x)| < ^  + ^ < ^  + ^ =  G for 
all X e X, Hence y > f on X. Since ^  e X^, it follows
that f e Y. Thus U2(X^) c Y and so = Y.
Definition 3.15 : Suppose X^ «= X. Then we define
U(X^) to be the smallest collection which contains X^,
which is closed under the lattice operations, and which is
closed under uniform passage to the limit. Note that
U(X^) c X . o o
Theorem 3.8: Suppose X^ <= X. Then U(X^)
- Ü2(U^(*o)).
Proof: We know that X <= U(X ) and U(X ) is closed0 0  o
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■under the lattice operations, so <= U(S^). Also,
U(X^) is closed under the uniform limit operation, so
Uo(Ui(X^)) <= U(X ), We now want to show that U(X ) <=X o o o
Up(U, (X )), Since X <= U, (X ) <= Uo(U, (X )), we must show ^ X o o l o  c. X o
that U2(U^(X^)) is closed under the lattice operations.
Suppose f e U2 (U^(X^)) and g e U2(U^(X^)). Then by
Theorem 5,7, f e X and there exists f_ e U.(X_) such thatn 1 o
> f on X, and there exists g^ e U^(X^) such that
g^ --U » g on X. Therefore there exists such that for
n > N^, ( f^(x) - f(x)| < J, and there exists N2 such that
for n > N2 * Igj^(x) - g(x)l < Thus for n > max N^, N2 »
lmax(f(x), g(x)) - max(f^Cx), g^(x))I < IfCx) - f^(x)1
+ lg(x) - ^(x)I < e. Likewise lmin(f(x), g(x))
- minCf^(x), g^(x))I < lf(x) - f^(x)l + Ig(x) - g^(x)I < e.
Therefore f U g and f 0 g are the uniform limits of f^ U g^
and respectively. Since f^ U g^ s U^(X^) and
fn n g^ e U^(X^), then f U g e Ü2(U^(X^)) and
f fl g e 112(1X2^^0 ^^*  ̂ closed with respect
to the lattice operations. Hence U(X^) = ^2^^1^^o^^ *
Also since Uo(U, (X )) <= U(X ), we have the desired con- t X O ““ o
elusion that U(X ) = UpCU,(X )),O £- L O
Definition 3,14; Suppose X^ c X. Then we define
W(X ) to be the smallest collection which contains X , o o
which is closed under addition, scalar multiplication, 
and the lattice operations, and which is closed under
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uniform passage to the limit. Note that W(X^) c x.
Theorem 5.9: Suorose X c: X. Then V(X ) = U^(V(X ))  ̂ JTJT o O c: O
= U2(U^(V^(X^))) = U(V^(X^)).
Proof: By Theorem 5.4, U^CvCX^)) = U^CU^^CV^CX^) ))
and by Theorem 5.8, = U(V^CX^)). To finish
the theorem, we must show that U2(V'(X^)) = W(X^). We know
that X c W(X^) and W(X ) is closed under addition, scalar o o o
multiplication, and lattice operations, so V(X^) = W(X^).
Since V(X^) «= w(X ), and W(X ) is closed under the uniform o o o
limit operation, we have Ug(V(X )) c W(X ). Also, X = w(X ) c^ o o o o
Uo(V(X )), so X^ «= TJ^(V(X^)). We must now show that Ug(V(X^) )c O O c O c O
is closed under addition, scalar multiplication, and the
lattice operations. Suppose f e U2(V(X^)) and g e U2(V(X^))
and c e R. Then f e X and there exists f_ e V(X^) such thatn o
f^ -r—-» f on X. Also g e X and there exists g^ e V(X^) such 
that g^ ^  > g on X, Then we can readily see that
^n + n r  ^ ^^n n r  U g^ f U g, and
f^ n g^ n r  ̂  n g on X, and f^ G V(X^) , cf^ e V(X^) ,
U g^ G V(X ^, and f n g^ e V(X ). Thereforen ^  o n ^0. o
f + g e U2(V(X^)), cf e Ü2(V(X^)), f U g e Ü2 (V(X^)) and 
f n g e Ug(V(X )). Hence Ug(V(X )) is closed with respectC O  c O
to addition, scalar multiplication, and the lattice opera­
tions, and the uniform limit operation. Thus W(X^) c 
Up(V(X^)) and W(X ) = Ug(v(X^)).
^ O O C O
Theorem 5.10: Suppose X^ <= X. Then W(X^) is the
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smallest collection which contains 5^, which is closed 
under addition, scalar multiplication, the lattice opera­
tions, the absolute value operation, and which is closed 
under uniform passage to the limit.
Proof; The proof follows in the same fashion as 
Theorem 3.6.
Definition 3.15: Suppose «= X. Then we define
P(S^) to be the smallest collection which contains X and o o
which is closed under addition, scalar multiplication, and
multiplication. Note that P(X^) c X.
Theorem 3.11: Suonose X <= X. Then P(X )- o o
= Cflf E X; there exists c^ e R, i = 1 ... n, there exists 
f. . E X , i = 1 ... n; j  = 1 ... k. such that
X , J O X
n ^i
^ = i§l^^i
Proof: The proof is similar to the reasoning used
in Theorem 3.1 and Theorem 3.3.
Definition 3.16; Suppose X^ «= X. Then we define 
L(X^) to be the smallest collection which contains X^, and 
which is closed under addition, scalar multiplication, and 
multiplication, and which is closed under uniform passage 
to the limit.
Theorem 3.12 : Suppose X is a compact topological
space, and suppose X^ = X. Then l(X^) = U2(P(X^))*
Proof : We know X c L(X ) and L(X ) is closedo o o
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under addition, scalar multiplication, and multiplication,
so P(X ) = L(S ). Since P(X ) c= l (X ) and L(X ) is closed o o o o o
under the uniform limit operation, we have that U2(P(%^)) *= 
L(S^). Also, <= p(X ) <= Up(P(X^)), so = Ug(p(X_)) . WeO O O & O  0 ^ 0
now must show that Ü2(pCx^)) is closed under addition,
scalar multiplication, and multiplication. Suppose
f E Uo(P(X )), then f e X and there exists f e P(X ) such d. o n o
that f on X. Suppose g e U2(P(S^)), then g e X and
there exists g^ e P(X^) such that g^ ■ ■̂- > g on X. As before, 
it can be shown that f + g is the uniform limit of
fn + e P(X^), and cf is the uniform limit of cf^ e P(X^)
if c E R, Thus U2(P(X^)) is closed under addition and
scalar multiplication. To show the closure of multiplica­
tion, we make use of the fact that since X is compact, the 
functions f and g are bounded. Therefore there exist 
and M2 such that If(x)I < M^ and 1g(x)I ^  M2 for all x e  X. 
Since f^ f , there exists such that for n > N^,
if^(x) - f(x)I < Q^, for all x e  X, where = min 2
J ÿ  > 0 . Since g^ > g, there exists N2 such that for 
n > N2 » - g(x)l < %2 all x e X where Q2 * niin 3^ »
J 3  > 0 . Thus |(f^g^)(x) - (fg)(x)l = If^Cx)g^(x) - f(x)g(x) 
< If^(x) - fCx)llg^(x) - g(x)I + IgCx)llf^(x) - f(x)l 
+ lf(x)lIg^(x) - g(x)l < y  + y  + "3 = E. Therefore fg is 
the uniform limit of f^g^ e P(X^) and so U2(p(Sq)) is closed
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
62
imcLer multiplication. We can now conclude that p(%^) = 
U^(p(g )) and finally that P(X ) = U^Cp CX )).^ O O C O
Theorem 3.13; Suppose X is a compact topological
space and suppose = X. Suppose X^ is closed under
addition, scalar multiplication, and multiplication, and
suppose X^ is closed under uniform passage to the limit.
Then f e X implies Ifl e X . Further, X is closed under o o o
the lattice operations.
Proof: Since X is compact, if f e X^ then f is
bounded, that is, there exists M such that If(x)I < M for
X e X. By Corollary 1.1, there exists a polynomial, P(y),
such that p(0) = 0 and IP(y) - lyl I < e for all y e [-M, M ] ,
Since f(x) e [-M, M ] , then lp(f(x)) - If(x)I I < e for all
n . n .
X e X. Since p(f(x)) = . c. (f(x)) = (-g-, c . f )(x), we
JL ^  <JL UL <•!» 4*. JLn .
can write I ^i^ )(x) - Ifl (x) I < e for all x e X,
Since X^ is closed under addition, scalar multiplication,
multiplication and uniform passage to the limit, we see that 
n .
^g^ c^f e X^. Therefore Ifl can be uniformly approximated
by functions in X and since X_ is closed under uniformo o
passage to the limit, we conclude that Ifl E X^.
Further, suppose f e X^, g e X^, then f U g
= max(f, g ) = J ( f + g +  If - gl) and f D g = min(f, g)
= i(f + g - If - gl), and since X is closed with respect to ^ o
addition, multiplication, and scalar multiplication along 
with the absolute value operation, we see that f U g e X^,
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and f n g e X^.
Theorem 3.14: Suppose X is a compact topological
space and suppose X «= X. Then L(X ) = u(p(X )).o o o
Proof: By Theorem 3.12, L(X^) = U^CPCX^)) c  U(P(X^)),
so L(X^) c j(p(X^)). Since L(X^) is closed under the lattice
operations, by Theorem 3.13, we see that U(P(X^)) c l (X^).
Thus L(X^) = U(P(X^)).
Theorem 3.15: Suppose X is a compact topological
space and suppose X^ <= X. Then W(X^) <= l (X^).
Proof : By Theorem 3.9, W(X^) = U(V^(X )). Also
VXX^) «= P(X^), so U(VXX^)) <= U(P(X^)). Hence by Theorem l o o  1 o o
3.14, W(X^) = U(V^(X^)) <= U(P(X^)) = L(X^), so W(X^) c= L(X^).
Theorem 3.16; Suppose X is a compact topological 
space and suppose X^ = X. Then L(X^) is the smallest collec­
tion which contains X^ which is closed under addition, sca­
lar multiplication, multiplication, the lattice operations, 
and the absolute value operation, and which is closed under 
uniform passage to the limit.
Proof : Suppose E(X^) is the smallest collection which
contains X^ and is closed under addition, scalar multiplica­
tion, multiplication, the lattice operations, the absolute 
value operation, and uniform passage to the limit. We 
know B(X^) c k (X^). By Theorem 3.13, L(X^) is also closed 
under the lattice operations and the absolute value opera­
tion. Thus since E(X^) is the smallest collection with 
these properties containing X^, then K(X^) <= l (X^), Thus
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K(X^) = L(X^).
5.2 Theorem 5.17: Suppose X is a compact topologi­
cal space, and suppose X^ <= X. Suppose f e X. Then 
f e U(X^) if and only if e > 0, x e X, y e X, x / y implies
that there exists f s U, (X ) such that 1 f^ (x) - f(x)l-*-»y J- o X  ,y
< e, and If _(y) - f(y) I < e.
Proof: The necessity of the theorem follows
immediately from the definition of U(X^). For the suffi­
ciency part, given any x e X, for each y e X, there exists
f_ ^ such that f(x) - f„ < e. Let = Czlf(z)-f^ (z) < e) x,y x»y y x,y
We have f(z) continuous and f (z) continuous, so 0(z)X »y
= f(z) - f^ z) is continuous and G^ is an open set. By 
hypothesis x and y are in G . Since x is fixed, but y is 
an arbitrary point, the union of all the sets G^ is the 
entire space X. Since X is compact, there exist points 
y. .,. y such that U G = X, i = 1 .., n. Now let
Sx = IT  ̂ ^x ^ U , , , U f If z e X, then z e G
for a suitable choice of k and hence g^(z) > f (z)^  ^ k
> f(z) - e. From the hypothesis, f^(x) < f(x) + e, so 
6^(x) < f(x) + e.
Let be the open set such that 
®x * [zl6^(z) < f(z) + el. Since x e and since x is
arbitrary, the union of all the open sets is the entire 
space X, The compactness of X implies that there exists
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points ... x^ such that the union of the sets
1 m
is the entire space X. Let h = min(g^ ... s ), and let
z e X, then z e H for a suitable choice of k and hence
hCz) < g^(z) < f(z) + e. Also since g^(z) > f(z) - e,
then h(z) > f(z) - e. Putting the above equations together, 
we see that f(z) - e < h(z) < f(z) + e. Now since only the 
lattice operations have been used in constructing the 
functions g_ and h from the functions f„ these functions3c,y
are all in U^(X^). Since h e U^(S^), and lh(x) - f(x)I < e 
for all X G X, and since g > 0 is arbitrary, it follows 
that f G Ü2(U^(Xq)), i.e., f g U(X^).
Theorem 5.18 : Suppose X is a compact topological
space having at least two points, and suppose <= x.
Suppose X G X, y G X, X / y, Œ G E, P G E implies that 
there is f g such that f(x) = a and f(y) = P. Then 
U(S^) = X.
Proof : Suppose f g X, x g X, y g X, e > 0, and
X / y. There exists g e X^ such that g(x) = f(x),
g(y) = f(y). Then g g U^(X^), Ig(x) - f(x)I < e,
I g(y) - f(y)I < G, and thus the conditions of Theorem
5.17 are satisfied. Therefore f g U(X^) and X <= U(X^).
Since U(X ) <= X, we have U(X ) = X.o —  o
Theorem 3.19: Suppose X is a compact topological
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space, suppose e S, n = 1, 2 suppose
X, n = 1, 2, ..., f e X, and suppose p e X implies (f^(p)) 
converges to f(p). Then ^  f on X.
Proof; Suppose is the collection of functions 
f^, n = 1, 2, ... . Since f^ is a monotone sequence, then
" V l  ‘ " ^n+1 = ^n* - X^. The
assumption that lim f (p) = f(p) for every p shows that
n ->00
the conditions for Theorem 3.17 are satisfied. Hence f is 
in U(X^), If e > 0, there exists g e U^(X^), such that 
|g(x) - f(x)I < E for all X E X. But U^(S^) = S^, so 
g E and there exists N such that g = f^. Therefore 
there exists N such that lf(x) - f^(x)I < e for all x e X. 
Since lf(x) - f^(x)l decreases as n increases, it follows 
that n > N implies If(x) - f^(x)l < e for all x e X.
3,3 Definition 3.17: Suppose X is a topological
space, suppose x E X, y E X, x / y, and suppose X^ «= X,
Then X^(x, y )  = [ 0 1 0 :  [x, y )  — >R; there exists f e X^ such 
that f ( x )  = 0 ( x ) ,  f ( y )  = 0 ( y ) ]  . Note that X^(x, y )  <= X(x, y )  
«= y, where Y denotes the collection of all continuous real­
valued functions on C x ,  y ] .
Theorem 3.20: Suppose X is a topological space,
suppose X  E X, y E X, X  / y, and suppose X^ <= X, Then 
A(X^)(x, y) = A(X^(x, y)), B(X^)(x, y) = B(Ï^(x , y)), 
Ui(Xo)(x, y) = U^CX^Cx, y)), V^(X^)(x, y) = V^(X^(x, y)), 
V(X^)(x, y) = V(X^(x, y)), P(X^)(x, y) = P(X^(x, y)).
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y) = y)), and U(X^)(x, y) c u(2^(x, y)).
Proof: We first show that A(X^)(x, y) = A(X^(x, y)).
We know that c= A(X^) «= X, so X^(X, y) cr A(X^)(x, y). We 
now want to show that A(X^)(x, y) Is closed under the maxi­
mum operation. Suppose 0 e A(X^)(x, y) and * e A(X^)(x, y). 
Then there exists f e A(X^) such that f(x) = jZS(x), f(y)
= 0(y) and there exists g e A(X^) such that f(x) = i|r(x), 
g(y) = *(y). Since A(X^) is closed under the max operation, 
then (f U g) e A(X^). Thus (f U g)(x) = max f(x), g(x)
» max iZJ(x), *(x) = (0 U ijf)(x), and (f U g)(y) = (0 U *) (y). 
Therefore 0 U * s A(X^)(x, y). This implies A(X^(x, y)) 
c A(X^)(x , y ) , We now show that A(X^Xx, y) «= A(X^(x, y) ), 
Suppose 0 e A(X^)(x, y), then there exists f e A(X^) such
that f(x) = 0(x), f(y) - 0(y). Since f e A(X^), there
nexists f. e X_, i = 1 .,. n, such that f = .U,f., Let 
1 0  1 —1 1
0^;Cx, y} — >E, i = 1 . . . n, he defined by 0^(x) = f^(x) 
and 0^(y) = f^(y). Thus 0^ e X^(x,y), i = 1 ,., n, and
0(x) = f(x) = ( .U^f.)(x) = ( .y,0.)(x) and 0(y) = ( .U 0 )(y)
1  —±  1  1  —X  1  ^  X  —X  X
Therefore since 0^ e X^(x, y) c A(X^(x, y)) and 
e A(X^(x , y)), we see that 0 e A(X^Cx, y)). Thus 
A(X^)(x, y) <= A(X^(x, y) ), and finally A(X^)(x, y)
= A(X^(x, y)).
By similar reasoning B(X^)(x, y) = B(X^(x , y)).
To show that U^(X^)(x, y) = U^(X^(x, y)), we make 
use of Theorem 3.2. Thus U^(X^)(x, y) = A(b (X^))(x , y)
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= A(B(X^)(x , y)) = A( b (S£^(x , y)) = U^(X^(x, y)).
We now show that V^(S^)(x, y) = V^(X^(x, y)). We 
know that so X^(x, y) = V^(x^)(x, y). We
now want to show that V^(X^)(x, y) is closed under addi­
tion and scalar multiplication. Let 0 e V^(X^)(x, y) 
and ijr e V^(X^)(x, y), then there exists f e V^^(X^) such 
that f(x) = 0 (x) and f(y) = 0 (y), and there exists 
g e V^(X^) such that g(x) = ijr(x), g(y) = i|r(y). Thus
(0 + *)(x) * (f + g)(x), (0 + *)(y) = (f + g)(y), and
0 + * E V^(X^). This implies 0 + * :(x, y} -- > R and
0 + t|r e V^(X^)(x, y ) . Similarly cf e V^(X^)(x, y) and so
V^(X^(x, y)) c  V^(X^)(x, y ) . Now suppose 0 e V^(X^)(x, y).
Then there exists f e V^(X^) such that f(x) = 0(x),
f(y) = 0(y). Since f e V^(X^), there exists c^ e R,
nf^ e X^, i = 1 , .. n, such that f = i = 1 .. , n.
Let 0^:{x, y} --> R, i = 1 ... n, be defined by 0^(x)
= f^(x), 0^(y) ~ f^(y). Thus 0^ e X^(x, y), so
01 e V^(X^(x, y)), i = 1 ... n, and e V^(X^(x, y) ).
Also 0(x) = f(x) = ( ^g^c^f^)(x) = ^g^c^f^(x) = ^Sq̂ c^0^(x )
= ( ^f^c^0^)(x) and 0(y) = ( ^|^c^0^)(y). Therefore
0 = so 0 £ V^(X^(x, y)), which says that
Vi(Xo)(x, y) c V^(X^(x, y) ) . Since V^(X^(x, y)) 5  V^(X^)(x, y), 
we have V^(X^(x, y)) = V^(X^)(x, y).
The rest of the proofs are somewhat similar. We
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present one more for illustration, namely, U2(X^)(x, y)
<= U2(Sq(x, y)). Suppose 0 e U2(X^)(x, y), then there 
exist f e ^2^^o^ such that f(x) = 0(x), f(y) = 0(y). Since 
f E U2(X^)» there exists f^ e such that f^ — f on X.
Let 0^: Ix, y} --->R, n * 1, 2, . . ., he defined by 0^(x)
= f^^(x), 0^(y) = . Thus 0^(x) --->0Cx), 0^(y)  >0(y)
and 0^ e X^Cx, y ) . This implies 0 e U2(X^(x, y)) so 
Ü2(Xo)(x, y) <= U2(Sq(x, y)).
We now show by an example that it may happen that 
^2^*0^^’ y)) U2(Xq)(x, y ) . Let X = [0, 1] and define
f^(x) =  1 if 0 < X < J
if J  £  X < 1.
Suppose m > n, then - ^  > - ^  so f^(x) < f^(x) on [0, 1]
for n < m. Let X^ = {f^, f2 ... f^ ...}. Since f^ U f^
= f , and f n f = f , we see that X is closed under n m m n n o
and U, so U, (X )=X , Hence U(X ) = U^(U.(X_)) = Ug(X^).l o o  O d. L O d o
Suppose f E U2(X^) and e = J, then there exists g e X^ 
such that lg(x) - f(x)I < ^  for all x e [0, 1]. Let 
g = fjj, then Ifjj(x) - f(x)l < ^  for all x e [0, l].
Suppose there exists x^ such that f^(x^) / f(x^). Let 
e = Ifjj(x^) - f(x^)l, then for e > 0, there exists 
h e X^ such that lh(x) - f(x)I < e for all x e [0, 1].
Let h = f^, then Ifj^Cx) - f (x) I < e for all x e [0, 1].
Also Ifj^(x^) - f(x^)l < E, therefore M / H. Now look at
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I — f (^) I < e < We see ttiat In — f I = I
- f (^) I < ^»and In  - f (^) I = I - f (^) I < ^  and thus
in - NI < ^» but this can* t happen since M and N are inte­
gers, Hence = f, hut e 5^ so f e and X^ is closed 
under uniform limit operations and therefore u(X^) = X^.
Now consider X^(0, l). We see that X^(0, l) = U(X^)(0, l).
The elements of X^(0, l) look like 0^, 02* •••» 0^ ..o where
0^(0) = - 0^(1) = - Then U(X^(0, l)) = U^CU^CX^) (O, l) )
= Uq CX (O, l)). Thus there exists * :(o, 1} — -> E such *=- o
that i)f(O) = 0 and *(l) = 0. Hence 0^ $ on (O, 1}, This
implies i|i e Up(X (O, l) ) and hence $ e U(X (O, l) ) but 
* è U(X^)(0, l) which says U^CX^Co, l)) U2(X^)(0, l),
3,4 Definition 3.18: We define operations V\_ and
"V in E2 as follows : Suppose (a, b) e R2 » (c, d) s R2 .
Then (a, b)_A_ (c, d) = (min[a , c}, min (b, d)), and 
(a, b)lA (c, d) = (max(a, c}, maxCb, d}), Note that-A. 
and V  are associative and commutative operations in R2 »
y\_ is distributive with respect to "V , and 'V~ is dis­
tributive with respect to W  .
If (a^, b^) e R2 , for i = 1 ... n, we write
n
for ( a^ * b^) -/V ( &2 » b2 ) , ~/\~ ( , b^) » and , b^)
n
for (a^, b^)-A- (ag, b2 ) - A , __ /V(a^, b^). Note that
= ( min a ,, min b . ) and rV, (a., b . ) = ( max a., max b . ) 
i=l...n ^ i=l...n ^ ^ ^ i=l...n ^ i=l...n ^
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Definition 5.19: Suppose S c= r ^. We say that 8 is
closed with respect to ̂  if (a, b) e S, (c, d) e S implies
(a, b) "V" (c, d) E S.
Definition 3.20: Suppose S c We say that S is
closed with respect to W  if (a, b) e S, (c, d) e S implies
(a, b)_A. (c, d) G S.
Definition 3.21: Suppose S c= R^. We define S to
be the smallest set which contains S and which is closed 
with respect to-A- .
Theorem 3.21: Suppose S = R2 . Then S = C(a,b)l(a,b) e Eg; 
there exists (a^, b^) e S for i = 1 ... n such that (a, b)
Proof: Let Y = C(a, b)I(a, b) e R^i there exists
n
(Si» b^) E S, i = 1 ... n, such that (a, b) = b^)].
Suppose (a, b) e Y, then (a, b) e Eg» and there exists
n
(a., b, ) E S, i = 1 ,.. n, such that (a, b) = (a b . )."JL
Since S <= “s and since ^  is closed with respect to -A. , then
(a, b) E S and Y = S.
Now suppose (a, b) e S and a^ = a = ag, b^ = b = bg.
Then (a, b) = (a^, b ^ ) W  (ag, bg) which implies that
(a, b) E Y. Since (a^, b^) e S and (ag, bg) e S, we have
8 Ç Y. Now suppose (a, b) e Y, (c , d) e Y, then there
exists (a., b.) E  S, i = 1 .,. n, such that (c, d) m 1 1 . n
= A ( c . ,  d.). Thus (a, b)-A. (c, d) = C b . ) ) AJ O  X X J. -I.
m( A,(c.» d.)) E Y. Therefore Y is closed with respect0 J J
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to VL and so 8 c Y. Also since Y c S, we have "8 = Y,
Definition 3,22: 8uppose 8 <= R^. We say that 8 is
closed with respect to multiplication if (a, h) e 8,
(c, d) E 8 implies (ac, bd) e 8. We say that 8 is closed 
with respect to addition if (a, b) e 8, (c, d) e  8 implies 
( a + c ,  b + d )  E 8. We say that 8 is closed with respect 
to scalar multiplication if (a, b) e  8, c e R implies that 
(ca, cb) E 8.
Definition 3.23: A space of functions, T, is called
a linear space if it is closed under addition and scalar
multiplication.
Definition 3.24; 8uppose 8 c R^. We define ^  to
be the smallest set which contains 8 and which is closed
with respect to V  ,
Definition 3.25: 8uppose 8 c R^. We define S~ to
be the smallest set which contains 8 and which is closed
with respect to .A. and V “ .
Theorem 3.22: 8uppose 8 cr R^. Then
^  = [(a, b)I(a, b) e  R2 » there exists (a^, b^) e  8 for
n
i = 1 n such that (a, b) = b^)3.
Proof; The proof is similar to the proof of Theorem
3.20.
Theorem 3.25 : 8uppose 8 «= R2 . Then 8 = 8  and
Y;
S~ = S. Also 8~ = [(a, b)l(a, b) e  R2 ; there exists
(â. b. J  E 8 for i = 1 ... n; j = 1 ... k. such that 1 » d
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n
(a, b) = b j )] and 8~ = [(a, b)l(a, b) e R^;
there exists (a. ., bu .) e S for i = 1 ... n; j = 1 ... k.-L ♦ d J- » J 1
n k.
such that (a, b) = Tfn A  (a. ., bu .)].
X — X J X X y j  X » J
Proof: Let Y = [(a, b)I(a, b) e R^; there exists
(a. b. .) e S for i = 1 ... n; j = 1 ... k. such thati » d ^ » ü 1n \
(a, b) = (a. ., b. Suppose (a, b) e Y, thenl — J- d ” -*- ^»ü l»d
(a, b) e Rp and there exists (a. ,, b. .) e S such that-=• 1 , 3 1 , d
n
(a, b) = b^ .), i = 1 ... n; j = 1 —  k^.
Since S <= Ŝ ~ and since S~ is closed with respect to-A. and
"V/" » then (a, b) e S~ and Y = S~. Now suppose (a, b) e Y,
(c, d) e Y, then there exists (a. b. .) e S , i = 1 ... n;
1 » d 1 * d
n \
j = 1 __k. , such that (a, b) = /k -TYi Ca. ., b. .) and
X X —X J —X X y J X , J
there exists (c d ) e S ,  q = 1 ... m; r = 1 —  p ,'d. t > M. f X ^m p
such that (c, d) = rCqC^^qr » ̂  qr'* • ^̂ las (a, b)
= [(a^^, b^^) "V" Ca^2» •** ^   ---^
^nl^ ^^n2’ ^n2^ • • *'^^nk^’ ^nk^^^*
could also be written out in this form. Hence (a, b)VL
(c, d) e Y. Now let (a^, b^) = ^il^ ^^±2* ^ 1 2 ^ ^
... , bj^^ (] and <Cq, d^) = [(c^^, d^^) -\r
( c f d ) then ( a , b ) = ( a, , b-. ) -A. ( a^, bp ) -A ... ,y\.
(a^, b^) and (c, d) = (c^, dĝ ) W. ... -A (c^^ d^).
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Then (a, b)“V" (c, d) = C(a^, (c^, d^))-A ((a^, b^)"V'
Cc2 » d2) ) _ A  -A ((a^, 'b̂') '\/' d^)) V \ .   ((a^, b^)Ar
 ̂ ( (̂ 21*  ̂̂ 2 * ^2 ̂ ̂ • • • -7̂  ( b̂ )̂̂ /"
CCĵ » d^)) e Y. Also (a^, "V (c^y d^) = ((a^ b̂  ̂̂ ) "V
•*° ^  ^  ^q,l^ ^  *“  ^
(Cq, Pq, d^, Pq)). Thus (a, b) AT (c, d) e Y and (a, b)_A
(c, d) e Y, and so 8"̂ 5  Y. Since Y S  S*̂ » we have Y = S~.
A similar argument can be used to show that
8*̂ = [(a, b)l(a, b) e Rp» there exists (a. ., b. .) e 81 » J 1,0
for i = 1 .., n; 0 = 1 ... k., such that 
, n
(a, b) - j = ^i, j)] '
Definition 3.26: Suppose 8 c: R^* Then 8 is said to
be topologically closed if (p^) £ 8 , p e R2 , p^ — >p implies 
p e 8 .
Definition 3.27: Suppose 8 <= R2 , p e R2 . Then p e 8
if and only if there exits [p^} e 8 such that p^ — > p. 8 is 
called the closure of S.
Theorem 5.24: Suppose 8 c R^. Then 8 , the closure
of 8 , is the smallest set which contains 8 and which is 
topologically closed.
Proof: Suppose p^ £ 8 , p^ £ R2 » and p^ — > p.
Since p^ — >p, then dCp^, p) — >0. Hence there exists
9n,m ^ 8 such that or P^) ~ > 0 .  There­
fore there exists such that d(g^ p^) < Let
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= 9n,k^' e S and d(r^. p^) < i and -^p. But
e S, so p e and S is closed. Also, if q e S, let 
q^ = q for each n. Then q^ — > q, so q e S and S <= s.
Now suppose S <= T and T is a closed set. Let
p e S, then there exists p^ s 8 such that p^ — >p. There­
fore p^ G T, p^ — >p, and since T is closed p e T. There­
fore 8 c T and we are finished.
Definition 5.28: 8uppose 8 <= R2 . We define 8*
to be the smallest set which contains 8, which is closed 
with respect to and “V" , and which is topologically 
closed.
Theorem 3.23: 8uppose 8 c: Then 8* = S*'.
Proof : We know that 8 <= 8* and 8* is closed under "V
and _A. , so 8~ c= S*. 8ince 8~ <= 8*, and since 8* is 
topologically closed, we have 8~ = 8^ = 8*. We now want 
to show that 8* = 8~, 8ince 8 <= 8"̂  c S~ and since 8'̂  is 
topologically closed, we must show that 8*̂  is closed under _A.
and "\/" . 8uppose (a, b) e 8^ and (c, d) e s” , then there
exists ( (a , b )} such that (a , b ) e 8̂ " and (a , b ) — >JLJL JbJ. AA ax XrX x>x
(a, b) and there exists d^) e 8'̂  such that (c^y d^) — >
(c, d). Therefore a^ — > a, b^ — >b, c^ — >c, d^ — >d. We 
have shown that maixCa^, c^) — >max(a, c) and max(b^, d^) >
max(b, d). Also (a^, b^)-\T (c^, d^) e 8"' and (a^,
(c^, d^) = (max a^, c^, max b^, d^) and (a, b) "V (c, d)
(max a, c, max b, d). Hence (a^, b^) -v̂  (c^, d^) —
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(a, b) " V  (c, d) . Similarly (a^, b^)-A. (c^, d^) — > (a, b)-A. 
(c, d) and (a^, b^)V L  (c^, d^) e S'". This implies (a, b)
(c, d) E 8^ and (a, b)-A_ (c, d) e S*. Hence S* c S^.
Also since S'" = S*, we see that S'“ = S*.
Definition 3.29: Suppose X is a topological space,
suppose x e X ,  y e X ,  x / y. Suppose Y is the set of all 
real valued functions on (x, y} and suppose Z <= y. Let 
Z^ = [(a, b)ICa, b) e R2 » there exists 0 e Z such that 
0(x) = a, 0(y) = b] . Note that if Z c W c %, then Z^ <= W^. 
Note also that (X^Cx, y))^ = [(a, b)I(a, b) e R2* there 
exists 0 e X^Cx, y) such that 0(x) = a, 0(y) = b].
Theorem 3.26: Suppose X is a topological space,
X <= X, X  e X, y e X, x / y. Then (U, (X (x, y)))^
= (CX^Cx, y))^) , (U2(S^(x, y)))^ = (X^Cx, y))^, (u(X^(x,y)))^
= (CX^Cx, y))^)*.
Proof: First we show that (U^CX^Cx, y)))^ = C(X^(x,y))^)
We know X^Cx, y) c U^Cx^Cx, y)), so (X^Cx, y))^ = (U^(X^(x,y)))^ 
We now want to show that (U^CX^Cx, y)))^ is closed under 
and “V" . Suppose (a, b) e (U^Cx^Cx, y)))^ and 
(c, d) e (U^CX^Cx, y)))^, then there exists 0 e U^Cx^Cx, y)) 
such that 0(x) = a, 0(y) = b and there exists * e U^Cx^Cx, y))
such that t)r(x) = c , t|f(y) = d. Also 0 U i|r e U^^Cx^Cx, y)),
(0 U *)(x) = max 0(x), i|i(x) = max a, c, (0 U f)Cy)
= max 0(y), \|r(y) = max b, d. Since Ca, b) " V “ Cc, d)
= Cmax a, c, max b, d), this implies Ca, b) Cc, d) e
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(Ui (Xq ^^» y)))^. Similarly (a, b) VL (c, d) e (U^(S^(x,y)))^ 
Therefore ((S^(x, y))^)~ (U^(X^(x, y)))^. Now we want to
show that (U^Cs^Cx, y)))^ = ((X^(x, y))^) , Suppose 
(a, b) G (U^Cs^Cx, y)))^, then there exists 0 e U^(X (x, y)) 
such that 0(x) = a, j2)(y) = b. Since 0 e U^(X^(x, y)), there 
exists 0^ j G X^(x, y), i = 1 ... n; j = 1 ... k̂ , such that
n ^i n 4̂
^ = iQl jWi j. So 0(x) = a = jU^ 0^^^)(x), and
n ^i
0(y) = b = jU^ ^i, i = 1 . .. n; j = 1 .. . k^.
Define a. . and b. . by a . = 0 . .(x), b. . = 0 (y),
-*->U -'-»ü J » d ^ » d
then (a. tx .) g  ( X . ( x , y ) ) ^  c  ((S (x, y))^) . LetJ - » d - ‘-»d U O
(a., b .) = .VI(a. ., b. .), then a = minCa^ ... a^),-L J- J— J- i * J J. n
b = minCb^ ... b^). Since (a^, b^) g ((X^(x , y))^) , then 
(a, b) = (min a^ ... a^, min b^ ... b^) = b^) and
(a, b) G ((S^(x, y))^) . Therefore (u^(X^(x, y)))^ <=
((X^(x, y))^) and finally (u^(S^(x, y)))^ = ((X^(x, y))^)
Next we show that (U2(Sq(x, y))^ = (X^(x, y))^.
We know that %^(x, y) <= y)) and so (X^(x, y))^ <=
(Ü2(Xq(x, y)))^. We now want to show that (U2(X^(x, y)))^
is closed. Suppose (a, b) g (Ü2(X q (x , y)))^, then there 
exists (a^, b^) g (Ü2(X q (x , y)))^ such that (a^, b^) — > (a, b)
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Then — >a, — >b. Since (a^, b^) e y))^,
there exists 0 e Up(X (x, y)) such that 0 (x) = a ,•Li <- o n n
0^(y) = t>̂ . Now let 0:{x, y} — be defined by 0(x) = a, 
0(y) = b. Then 0^(x) — >0(x) and 0^(y) — >0(y) so 0^ ^
on Cx, y3 and 0 e Ü2 (Xq(x, y)). Since 0(x) = a and 0(x) = b, 
then (a, b) e (U2 (X^(x, y)))^ and (Ü2 (Sq(x, y)))^ is closed.
Therefore (X^(x, y))^ <= (Ü2 (X̂ (̂x, y)))^. Now we wish to
show that (U2 (X^(x, y)))^ = (X^(x, y))^. Suppose (a, b) e 
(U2 (Xo(x, y)))^, then there exists 0 e U2 (X^(x, y)) such 
that 0(x) = a, 0(y) = b. Since 0 e Ü2 (X^(x, y)), there 
exists 0^ e  X^Cx, y) such that 0^ 0 on C x ,  y}, so
0^(x) — >0(x) and 0^(y) — >0(y). Let 0^(x) = a^, and 
0^(y) - b^, then (a^, b^) e (X^(x, y))^ and since
a^ — 5>a, b^ — >b then (a^, b^) — > (a, b) and (a, b) e
(X (x, y))^. Therefore (Up(X (x, y)))^ <= (X (x, y))^.
Also since (X^(x, y))^ <= (Ü2 (X^(x, y)))^, we have the desired
result that (X^(x,y))^ = (U2(X^(x, y)))^.
A A ^We now show that (u(X^(x, y)))^ = ((X^(x, y))^) ,
To show this we make use of previous theorems and the above
two results. We observe that (u(X (x, y)))^ = (Ü2(Uj^(X^(x, y)))^
= (U2(ü^(X^) (x, y)))^ = (U^(X^)(x, y))^ = (U^^CX^Cx, y) ) ) 
((X^(x, y))^)'~ = ((X^(x, y))^)*.
Theorem 3.27: Suppose x e X ,  y e X ,  x y. Then
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(V^(S^(x, y)))^ is the smallest linear space which contains 
(5^(x, y))^ and which is contained in ^2 '
Proof; Since X^(x, y) c V^(X^(x, y)), then CS^(x, y))^ 
c= (V^(X^(x, y)))^. Now suppose T is a linear space which con­
tains (X^(x, y))^ and which is contained in Eg. Let (a, h) e 
(V^CX^Cx, y)))^, then there exists 0 e V^(X^(x, y)) such that 
0(x) = a and 0(y) = h. Since 0 e V(X^(x, y) ) there exists 
c. e E, 0. E 2 Cx, y), i = 1 ... n, such that 0 = .Z.c.0..X X O X — X X X
Now let a^ = 0^(x), = 0j^Cy), i = 1 . . . n. Then Ca_, b^) e
A ^(X^Cx, y)) <= T, i = 1 ... n. Therefore ^2^c^(a^, b^) e T
n n n n
or (.£, c. a. , .E, c.b. ) e T, Also . E-, c . a . = .E-.C.0. (x)X— X X X X —X X X X —X X X X — X X Xn n= C.StC.0.)(x) = 0(x) = a, likewise .E,c.b. = b which im-X—X X X X—X X X
plies that (a, b) e T. Therefore (V^Cs^Cx, y)))^ is con­
tained in T. Now if we can show (V^CX^Cx, y)))^ is a linear 
space, then we are finished. Suppose (a, b) e (V^Cs^Cx, y)))^ 
and C E E ,  then there exists 0 e V^^CX^Cx , y) ) such that 
0(x) = a, 0(y) = b. Since 0 e V^Cx ^Cx , y)), then 
c 0 E V^CXq Cx , y)), (c0)(x) = c 0(x) = ca, (c0)(y) = cb.
Hence c(a, b) = (ca, cb) e (V^CX^Cx , y)))^. Now suppose 
(d, e) E (V^Cx^Cx, y)))^. Then there exists $ e V^CX^Cx, y)) 
such that \|»(x) = d, $ Cy) = e. Then 0 + ij; e V^Cx^Cx, y) ),
(0 + ijr)(x) = 0(x) + <|f(x) = a 4- d, (0 + $)(y) = b + e. Hence 
(a + d, b + e) E (V^CX^Cx, y)))^ and so (V^CX^Cx, y))^ is 
closed under addition and scalar multiplication, so 
(ViCXoCx, y)))^ is a linear space.
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Theorem 3,28: Suppose x e X, y e X, x / y. Then
(V(X^(x, y)))^ is the smallest linear space which contains 
(X^(x, y))^ and which is closed with respect to-A. and V" .
Proof: In the previous theorem, we have established
that (V^CS^Cx, y)))^ is the smallest linear space which 
contains (X^Cx, y))^ and which is contained in ^2 » There­
fore we can characterize (V^(X^(x, y)))^ as one of the 
following:
1 .) [(a, b) I (a, b) e R2 , a = 0 , b = 0]
2 .) [(a, b) I (a, b) e R2 , b = 0]
e.) ](a, b) I (a, b) e R2 , a = 0]
4.) [(a, b) e (a, b) e Rg]
5 .) [(a, b) I (a, b) e R2 , b = xa] for X e R, X > 0
6 .) [(a, b) I (a, b) e Rg, b = Xa] for X e R, X < 0.
We also notice that (X^(x, y))^ c= (v^(X^(x, y)))^
c (V(X^(x, y)))^ = (U^(V^(X^(x, y)))û = (U^(V^CX^)(x, y)))^
= ((V^(X^)Cx, y))^) = ((V^(X^(x, y)))^) . Therefore
(V(X^(x, y)))^ contains (X^(x, y))^ and is closed under yy. 
and"V . Next we need to know that (v(X^(x, y)))^ is a 
linear space. This follows from the fact that in the first 
five cases listed above (V(X^(x,y)))^ = ((V^(X^(x, y))^)
= (V^(X^(x, y)))^ and (V^Cx^Cx, y)))^ is a linear space.
In the sixth case, there is X < 0 such that (V^CX^Cx, y)))^
= [(a, b )  I ( a ,  b )  6  R2 , b  = Xa], and s o  (V(X^(x, y ) ) ) ^
* (Cv^(X^(x, y)))^)~ = [(a, b) 1 (a, b) s Rg, b = Xa]~ = Rg,
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which is again a linear space. Therefore (V(X^(x, y)))^ is 
a linear space. We must now show that (v(X^(x, y)))^ is the
smallest linear space containing (X^Cx, y))^ which is closed 
under VL and V" . Suppose T is a linear space which contains 
(X^(x, y))^ and which is closed under -A and "V . Prom the 
previous theorem, (V^(X^(x, y)))^ <= T, Hence in the first 
five cases listed above Cv(X^(x, y)))^ «= T, In the sixth 
case, there is x < 0 such that [(a, b) I (a, b) e R2 , b = Xa] 
= (V^(X^(x, y)))^ «= T and T is closed under A  and V" so T 
must be the whole space, therefore (V(X^(x, y)))^ <= T.
Prom the discussion in the proof of Theorem 5.28, 
we can formulate the following theorem.
Theorem 3.29? Suppose x e X ,  y e X ,  x / y. Then 
Cv(X (x, y)))^ is one of the following:
1.) [(a, b) (a, b) e ^2^
2.) [(a, b) (a, b) e R2 » a = 0]
3.) [(a, b) (a, b) e R2 » b = 0]
4.) [(a, b) (a, b) e R2 » a = 0 , b = 0]
3.) [(a, b) (a, b) e R2 » a = b]
6.) X e R, 0 < X < 1 and [(a, b) 1 (a, b) G R2 » a = Xb]
7.) X e E, 0 < X < 1 and [(a, b) 1 (a, b) G E2 , b = Xa]
Theorem 3.30: Suppose x e X ,  y e X ,  x / y .  Then
A
Proof: To prove this theorem, we notice that
(W(X^(x, y)))^ = (V(X^(x, y)))^.
(W(X^(x, y)))^ = (UgCvCX^Cx, y)))^ = (UgCvCX^)(x, y)))
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- (V(Xq )(x , y))û = (V(X^(x, y)))* = (v(X^(x, y)))*.
Theorem 3.3l; Suppose x e X ,  y e X ,  x / y. Let Y 
be the collection of all continuous real-valued functions on 
{x, y) and let Z c= y, F «= y. Then Z^ = F^ if and only if 
Z = F.
Proof: Suppose Z^ = F^ and let e Z and let
0(x) = a, jÔ(y) = b, then (a, b) e Z^ = F^, Since (a, b) e F^, 
there exists * s F such that *(a) = a, *(y) = b. Hence 
*Cx) = a = J0(x)f *(y) = b = 0(y) and thus f = 0. Since 
* G F, then 0 e F and Z s P. The argument is similar for 
F s Z, so F = Z. If F = Z, clearly F^= Z^.
Theorem 3.32: Suppose x G X, y G X, x / y. Then
(p(X^(x, y)))^ is the smallest linear space containing 
(X(x, y))^ that is closed under multiplication.
Proof: First we must show that (p(X^(x, y)))^ is
closed under multiplication. Suppose (a, b) g (p(X^(x, y)))^, 
(c, d) G (P(X^(x, y)))^, then there exists 0 e P(X^(x, y)),
$ G P(X^(x, y)) such that 0(x) = a, 0(y) = b, i(r(x) = c, 
t(y) = d. From closure, 0 tjr g p (X^(x , y)). Also we see 
that (0*)(x) = 0(x) il (x) = ac, (0*)(y) = bd which implies 
that (ac, bd) g (p CX^Cx , y)))^ and so (p(X^(x, y)))^ is 
closed under multiplication. We now show that (p(X^(x, y)))^ 
is a linear space. Suppose (a, b) e (p(X^(x, y)))^ and c g R, 
then there exists 0 g pCX^Cx, y) ) such that 0(x) - a, 0(y) = b. 
Since 0 G P(X^(x, y)), then c 0 e P(X^(x, y)>, (c0)(x)= c0(x)
= ca, (c0)(y) = cb. Hence c(a, b) = (ca, cb) e (p(X^(x, y)))^
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
83
Now suppose (d, e) e (p(X^(x, y)))^, then there exists 
i|r e P(X^(x, y)) such that *(x) = d, i|i(y) = e. Then 
0 + ijr e P(X^(x, y)), (0 + *)(x) = 0(x) + $(x) = a + d,
(0 + $)(y) = b + e. Hence (a + d, b + e) e (p(X^(x, y)))^ 
and we have closure under addition. Therefore
(p(X^(x, y)))^ is a linear space. Also X^(x, y) c P(X^(x, y)), 
so (X^(x, y))^ <= (p(X^(x, y)))^.
We now show that (p(X^(x, y)))^ is the smallest 
linear space containing (X^(x, y))^ and is closed under 
multiplication. Suppose T is a linear space which contains 
(X^(x, y))^ and is closed under multiplication. Let (a, b) e 
(p(X^(x, y)))^, then there exists 0 e P(X^(x, y)) such that 
0(x) = a, 0(y) = b. Since 0 e P(X^(x, y)), there exists 
c. e R, i = 1 .., n, 0. . e X (x, y), i = 1 ... n; j = l...k.
1  X  » J  O X.
such that /S = jS, (c. .3, fô. .). Define a. . and b. . byX = X X J —X x>j -*-» J J- ; J
(SqCx»?)) and (^i,j' ^i,j) ^ Hence (^5^0^ jSi ®i,j’
n ^i.g-,c. .n b. .) e T and so (a, b) e T. Thus (p(X^(x, y)))^X“X 1 Q X ZL y J
c= T.
Theorem 3 >33: Suppose x e X ,  y e X ,  x / y .  Then
(L(X^(x, y)))^ = (p(X^(x, y)))^. Also L(X^(x , y))
= P(X^(x, y)), and W(X^(x, y)) = V(X^(x, y)).
Proof: To show the first part, we note that
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(L(Sq(x, y)))^ = (U2 (pCX^(x, y)))^ = (Ü2(P(S^)(x, y)))^
= (P(Xq (x , y))^ = (P(X^(x, y)))^ = (P(X^(x, y)))^. The
second part of the theorem follows immediately from the
first part and from Theorem 5.30 and Theorem 3.3l.
Theorem 3.34: Suppose x e X ,  y s X ,  x;^y. Then
(p(X (x, y)))^ is one of the following:
1 . ) [ ( a , b ) ( a . b ) e ^ 2  * a  = 0 ,  b  =  0 ]
2 . ) [ ( a . b ) ( a . b ) E Eg' a  = 0 ]
3 . ) [ ( a . b ) C a , b ) E Eg ' b  = 0 ]
4.) [ ( a . b ) ( a . b ) E , a  = b ]
5 . ) [ ( a . b ) ( a . b ) E E ^ ] .
Proof: (P(X^(x, y)))^ is the smallest linear space
which contains (X^(x, y))^ that is closed under multiplica­
tion. Suppose T is a linear space. If T consists of the 
origin, the horizontal or vertical axes, the bisector of 
the angle between the positive coordinate axis, or the 
whole plane, then we have closure under multiplication. If 
T is a linear space closed under multiplication and none of
the above cases hold, then (a, b) e T implies a / 0, b / 0,
2 2a / b. By the closure of multiplication, (a , b ) e T.
Thus we have two different points on two different lines, 
so we have the whole plane.
Lemma 3.1: Suppose x e X ,  y e X ,  x ^ y .  Then
U(X^(x, y)) <= x(x, y) .
Proof: We first show that X(x, y) = [0 I 0:(x,y} >R3
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o n  S(x, y )  =  [^ I J2): {x, y }  — >R s u c h  t h a t  0(x) = 0 ( y ) ] .
Suppose c e R, and define f :X — *>R by f(z) = c for all 
z e X. We see that f is continuous since f is constant, 
so f e X. Define iÔ: {x, y} — >R by 0(x) = f(x) = c,
0 ( y )  = f ( y )  = c, s o  0 e X(x, y ) . Therefore (c, c) e 
(X(x, y ) ^  a n d  s o  [ ( a ,  b )  I ( a ,  b )  e  R^, a  =  b ]  c  X(x, y ) .
Thus either (X(x, y)^ = [(a, b) I (a, b) e R^, a = b], or 
(X(x, y))^ = [(a, b) I (a, b) e R2], since (X(x, y))^ is a 
linear space. Suppose X^ c X. If (X(x, y))^ R2 , then 
CU(X^(x, y)))^ c (X(x, y))^, so U(X^(x, y)) «= X(x, y). If 
(X(x, y))^ * [(a, b) I Ca, b) e R2 , a = b], then (X^Cx, y))^
<= (X(x, y))^ = C(a, b) 1 (a, b) e Rg, a = b], so (uCX^Cx, y)))^
= (CX^Cx, y))^) c [(a, b) I (a, b) e R2 » a = b]~
= [(a, b) I (a, b) e R2 , a = b] = (X(x, y))^, and 
UCX^Cx, y)) «= xCx, y).
Theorem 3.35: Suppose X is a compact topological
space and suppose X^ <= X. Then U(X^) = X if and only if 
x s X ,  y s X ,  x / y  implies uCX^Cx, y) ) = X(x, y).
Proof: Suppose U(X^) = X and x e X ,  y e X ,  x / y.
Then U(X^)(x, y )  = [ 0  I 0 :  C x ,  y 3  — ^R; there exists f  e U(X^) 
such that f ( x )  =  0 ( x ) ,  f ( y )  = 0 ( y ) ]  = C 0  I 0 :  C x ,  y 3  — >R; 
there exists f  e X such that f C x )  = 0 ( x ) , f C y )  = 0 ( y ) ]
= X(x, y). Therefore X(x, y) = U(X^)(x, y) «= u(X^(x, y)).
Also by Lemma 3.1, U(X^(x, y)) = x(x, y), so we have 
uCX^Cx, y) ) = X(x, y). Now suppose x s X ,  y s X ,  x / y
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implies U(X^(x, y)) = X(x, y). We know U(X^) c X so let
f  e X, a n d  d e f i n e  C x ,  y] — > R  by 0 ( x )  = f ( x ) ,  0(y) = f  (y),
then 0 e X(x, y ) . Since 0 e X(x, y) = U(X^(x, y)), then
0 E Ü2(U^CX^(x, y))) and there exists * e U^Cx^Cx, y))
such that I *(x) - 0(x) I < e and I *(y) - 0(y) I < e. Since
f E U^Cx^Cx, y)) then * e U^(X^)(x , y) and there exists
g e U^CX^) such that g(x) = *(x), g(y) = $(y). Hence
I g ( x )  - f ( x )  I < E and I g ( y )  - f ( y )  I < e. Since g e U^(X^),
the conditions for Theorem 3.17 are satisfied and f e U(X )o
and X s U(X^). Therefore U(X ) = X. o o
Theorem 3.36; Suppose X is a compact topological 
space and suppose X^ = X. Then XJ(X^) = X if and only if 
X E X, y E X, X / y, implies (u(X^(x, y)))^ = (X(x, y))^
i.e. if and only if x E X, y E X, x / y, implies ((X^(x, y))^)
= (X(x, y))^.
Proof : The proof depends on Theorem 3.31 and
Theorem 3.35. From Theorem 3.35» we see that U(X^) = X 
Sf andanlyif X E X, y e X, x / y implies U(X^(x, y)) = X(x, y) . 
Also U(X^(x, y) ) = X(x, y) if and only if (u(X^(x, y)))^
= (X(x, y))^. Prom Theorem 3.36, (uCx^Cx, y)))^
= ((X^(x, y))^) , so U(X^) = X if and only x e X, y e X,
X / y implies ((X^(x, y))^) = (X(x, y))^.
Theorem 3.37: Suppose X is a compact topological
space, and suppose X^ = X. I f  f e X then f e U(X^) if and 
only if X G X, y e X, x / y implies (f(x), f(y)) e ((X^(x,y))^)
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Proof: Suppose f e U(X^) and x e X, y e X, x / y,
and define 0:ix, y} — by 0(x) = f(x), jZ5(y) = f(y). Then
0 e U(2^)(x, y) and so 0 e U(X^(x, y)) with 0ix) = f (x),
0(y) = f(y) which implies that (f(x), f(y)) e (U(X^(x, y)))^ 
which in turn implies that (f(x), f(y)) e ((X^(x, y))^)*.
Now suppose x e X ,  y e X ,  x / y  implies (f(x), f(y)) e
A ^C(X^(x, y))^) , then (f(x), f(y)) e (u(X^(x, y)))^. Since
(f(x), f(y)) e (u(X^(x, y)))^, there exists 0 e U(X^(x, y))
such that jZS(x) = f (x), 0(y) = f (y). Since 0 s U(X^(x, y))
= ll2(U^(X^(x, y))) there exists * e U^(X^(x, y)) such
that I *(x) - 0(x) I < e and I $(y) - 0(y) I < e. Since
if £ U^(X^(x, y)), then $ e U^(X^)(x, y) and there exists
g £ U^(X^) such that g(x) = *(x), g(y) = iÿ(y). Hence
tg(x) - f(x)| < £ and I g(y) - f(y)l < £, Since g e U^(X^),
the conditions for Theorem 3.17 are satisfied and f e U(X ).o
Theorem 3.58: Suppose X is a compact topological
Space and suppose X <= X. If X_ = UCX ), then x e X,o o o ^
y e X, X / y implies (u(X^(x, y)))^ = ((X^(x, y))^)
= (X^(x, y))^.
Proof: Prom Theorem 5.26, (u(X^(x, y)))^
= ((X^Cx, y))^)*. Since X^ c= U^(X^) c= u(X^) and X^ = Ug(X^)
<= u(x ), then U, (X ) = X , Ug(X_) = X^. Hence we see O 1 O O c o o
*that (u(X^(x, y)))^ = ((X^(x, y))^) = ((X^(x, y))^)
= (U^(X^(x, y)))^ = (U^(X^)(x, y))^ = (S^(x, y))^.
Theorem 5.59: Suppose X is a compact topological
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space, and suppose c: X, c= x, X^ = U(X^), X^ = U(X^). 
Then X^ = X^ if and only if x s X, y s X, x / y implies
((X^(x, y))^) = ((X^(x, y))^)*.
Proof: Suppose X^ c X, X^ = X, X^ = U(X^), and
X^ = UCX^). Suppose X^ = X^, then X^(x, y) = X^(x, y) and
so U(X^(x, y)) = U(X^(x, y)). From Theorem 3.3l 
(U(X^(x, y)))^ = (U(X^(x, y)))^. From Theorem 5.26,
((X^(x, y))^) = (U(X^(x, y)))^ = (u(X^(x, y)))^
= ((X^Cx, y))^) . Now suppose ((X^(x, y))^) = ((X^(x, y))^)^
Let f e X^, then f e U(X^). By Theorem 3,37 f e U(X^) if and
only if X G X, y E X, X / y implies (f(x), f(y))e
A * A *((X^(x, y))^) = ((X^(x, y))^) . Hence by the same theorem,
f e U(X^) = X^, and so X^ s  X^. In the same fashion, we
find that X, = X , so we have that X = X^ .1 o o 1
Theorem 5.40: Suppose X is a compact topological
space and suppose X^ <= X. Then W(X^) = X if and only if 
x e X ,  y e X ,  x / y implies W(X^(x, y) ) = X(x, y), i.e., 
V(X^(x, y)) = X(x, y), i.e., V(X^)Cx, y) = X(x, y).
Proof: Suppose x G X, y G X, x / y, and suppose
W(X^) = X. Then by Theorem 5.9, U(V^(X^)) = X, by Theorem 
3.35, X(x, y) = U(V^(X^)(x, y)) = U(V^(X^(x, y))) =
W(X^(x, y)). Now suppose x g X ,  y s X ,  x ; ^ y  implies 
W(X^(x, y)) = X(x, y). Then X(x, y) = W(X^(x, y))
= U(V^(X^(x, y))) = uCV^(X^)(x, y)). By Theorem 5.55 
U(Vg^CX^)) = X which implies W(X^) = X. By Theorem 3.52
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WCSq Cx , y)) = V(S^(x, y)), so W(X^) = X if and only if x e X,
y e X, X / y, implies X(x, y) = V(X^(x, y) ) = V(X^)(x, y ) .
Theorem 5.41: Suppose X is a compact topological
space and suppose X^ c x. Then W(X^) = X if and only if 
x s X ,  y s X ,  x / y  implies (W(X^(x, y)))^ = (X(x, y))^,
i.e., (V(X^(x, y)))^ = (X(x, y))^.
Proof : The proof follows immediately from the
previous theorem and Theorem 3,31.
Theorem 3.42 : Suppose X is a compact topological
space and suppose X^ <= X. If f e X, then f e W(X^) if
and only if x s X, y s X, x / y implies (f(x), f(y)) e
(v(X^(x, y)))^.
Proof: Suppose f e X and f e W(X^). Then f e W(X^)
if and only f e U(V^(X^)). By Theorem 3.37, f e U(V^(X^)) 
if and only if x e X, y e X, x / y implies (f(x), f(y)) e 
(u(V^(X^)(x, y)))^ = (u(V^(X^(x, y))))^ = (W(X^(x, y)))^
= (Y(X^(x, y)))^.
Theorem 3.43: Suppose X is a compact topological
space, and suppose X^ = X. If f e X, then f e W(X^) if
and only if x e X, y e X, x / y, implies
(1) f(x) = 0 if a) g G X^ implies g(x) = 0
h) there is h e X^ such that
h(y) / 0 (i.e., (V(X^(x, y))^
= [(a, h) I (a. To) e T5.2» ^  ~ Ol).
(2) fCy) = 0 if a) g G X^ implies g(y) = 0
b) there is h g X^ such that
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h(x) / 0 (i.e., (vCX^Cx, y))^
=  C ( a ,  b )  I ( a ,  b )  e  t  =  0 ] .
(3) f(x) = 0, f(y) = 0 if g e implies g(x) = 0,
gCy) = 0 (i.e., (V(X^(x, y)))^
= [(a, b )  1 ( a ,  b )  e  R 2 » a  = 0 ,  
b  =  0 ] ) .
(4 ) f(x) = f(y) if a) g e implies g(x) = g(y)
b) there is h e S such thato
h(x) / 0 / h(y) (i.e.,
(V(X^(x, y ) ) ) ^  = [ ( a ,  b )  I ( a ,  b )  e  R ^ ,  
a  =  b ] ) .
(5) f(x) = \ f(y) if a) 0 < X < 1
b) g e implies g(x) = x g(y)
c) there is h e such thato
h(x) / 0 h(y) (i.e.,
(V(X^(x, y)))^ = [(a, b) I (a,b) e R̂  
a = Xb]).
(6) f(y) = X f(x) if a) 0 < X < 1
b) g e implies g(y) = X g(x)
c) there is h £ X^ such that 
h(x) / 0 / h(y) (i.e.,
(V(X^(x, y)))^ = [(a,, b) 1 (a,b) e R. 
b = Xa]).
Proof: Suppose conditions (l) - (6) hold. Then no
matter what (V(X^(x, y)))^ turns out to be, we see that
(f(x), f(y)) £ (v(X^(x, y)))^. Then by Theorem 3.42
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(f(x), f(y)) G (V(X^(x, y)))^ if and only if f e W(X^).
New suppose f G W(S^) and x e X, y c X, and x / y. If ail 
the functions in satisfy relations of the kind enumer­
ated in (l) - (6), then every function in W(X ) must doo
likewise; for the sums, scalar multiplies, absolute values, 
and uniform limits of functions which satisfy a condition of 
any one of these types must satisfy the same condition. For 
example, if all the functions in X^ vanish at a point x, 
then all the functions in W(X^) venish at the point x.
5.6. Theorem 5.44: Suppose X is a compact topo­
logical space, and suppose X^ <= X. If f e X, then f e W(X^) 
if and only if
1.) X  e X implies f(x) = 0 if g e X^ implies g(x) = 0,
2.) X  G X, y G X, X  y, implies f (x) = u f (y) if
a) u > 0
h) g G X^ implies g(x) = u g(y).
Proof: Suppose conditions (l) and (2) of the theorem
hold, then no matter how (V(X^(x, y)))^ is characterized, 
we see that (f(x), f(y)) g (V(X^(x , y)))^. Hence by 
Theorem 5.42 f g W(X^). If f g W(X^) , then conditions (l)
and (2) follow from the properties of W(X^).
Theorem 5.45: Suppose X is a compact topological
Space, and suppose X^ <= X. Define by ^(x) = 1
for all X  G X. Then IÔ g W(X^) if and only if x g X, y g X,
X / y implies either
A. 1.) g e X^ implies g(x) = g(y)
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2.) there is h e such that h(x) / 0 / h(y) 
(i.e., (V(X^(x, y)))A = [(a, b) | (a, b) e R^, 
a = b]).
or B. 1.) there are g e X^ and h e X^ such that 
gCx)h(y) ^ g(y)h(x) (i.e., (V(X^(x, y)))^
= [(a, b) 1 (a, b) e R2]).
Proof: Define 0:X — > E by ^(x) = 1 for all x e X
and suppose conditions A or B hold. Suppose x e X, y e X, 
X / y. If (0(x), f)(y)) e (V(X^(x, y)))^, then (l, l) e 
(V(X^(x, y)))^. If condition A holds, then (v(X^(x, y)))^ 
= [(a, b) I (a, b) e R, a - b], and so (0(x), 0(y)) e 
(V(X (x, y)))^. If condition B holds, then (V(X (x, y)))^o
= [(a, b) I (a, b) e Rg], so (0(x), 0(y)) e (V(X^(x, y)))“. 
In either case, we have (jZ5(x), J0(y)) e (V(X^(x, y)))^, so 
0 e W(X^). Now suppose 0 e W(X^), then x e X ,  y s X ,  x / y 
implies (0(x), 0(y)) e (V(X^(x, y)))^, or (l, l) e 
(v(X^(x, y))^. If (1 , 1) E (V(X^(x, y)))^, then either 
condition A or B must hold for Theorem 3.29.
Theorem 3.46: Suppose X is a compact topological
space and suppose X^ c X. Suppose x e X ,  y e X ,  x / y  
implies that there exists g e X^ and h e X^ such that 
g(x)b(y)^^y)h(X) . Then W(X^) = X.
Proof: Suppose f e X. Suppose x e X,  y e X ,  x / y
implies that there exists g e X^ and h e X^ such that 
g(x)h(y) / g(y)h(x). Hence (g(x), g(y)) / (O, O) and 
(h(x), h(y)) / (0 , 0 ). Also (g(x), g(y)) and (h(x), h(y))
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are not on the same line that coincides with the vertical
or horizontal axes since g(x)h(y) / g(y)h(x). Also
(g(x), g(y)) and (h(x), h(y)) are not on the same line
passing through the origin. If they were on the same line
through the origin, then for k / 0 E R, g(y) = k g(x),
h(y) = kh(x) which implies kh(x) g(y) = g(y)h(y)
= k g(x)h(y). But g(x)h(y) / g(y)hCx) so the points are
not on the same line through the origin. Hence we have two
different points on two different lines, so we have the
whole plane. Define 0: {x, y] — >E by 0(x) = g(x),
0(y) = gCy)» and define +:Cx, y) — > R  by *(x) = h(x),
*(y) = h(y). Hence (0(x), 0(y)) e (X^(x, y))^ and
(*(x), $(y)) E (X^Cx, y))^. We know that (X^(x, y))^
c (V(X^(x, y)))^. Thus (f(x), f(y)) e (vCX^Cx, y)))^ since
(V(X^(x, y)))^ is the whole plane. By Theorem 3,42, if
f E X, then f e W(X^) and so X c= W(X^). Since W(X^) c X,
we have W(X^) = X. o
Definition 3.30: Suppose X is a compact topological
space, and suppose X^ «= s. Then X^ is said to be a sepa­
rating family for X if x E X, y E X, x / y, implies that 
there is g e X^ such that g(x) / g(y).
Theorem 3.47: Suppose X is a compact topological
Space, and suppose X^ <= X. Suppose x e X ,  y e X ,  x / y 
implies that 1.) there is g E X^ such that g(x) / 6^y^
2.) there is h G X^ such that h(x) / h(y) / 0. Then 
W(X^) = X.
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Proof: Suppose x e X, y e X, x y, and suppose
there is g e 5^ such that g(x) / g(y) and there is h e 
such that h(x) = h(y) / 0, Then g(x)h(y) X g(y)h(x) and 
by Theorem 5.46, W(X^) = X.
%epr em  5,.48: Suppose X is a compact topological
space, and suppose X^ = X, suppose X^ is a separating 
family for X, and suppose there is c e R, c / 0 such that
^c  ̂^o defined by jZ5̂ (x) = c for all
X  e X. Then W(X^) = X.
Proof: Since X^ is a separating family, for x e X,
y E X, X  / y, there exists g e X^ such that g(x) / g(y). 
Suppose c e R, c / 0, and define 0^ :X — > R  by 0^(x) = c 
for all X  e X. Then 0^(x) = 0^(y) = c / 0. Hence by 
Theorem 5.47, W(X^) = X.
Theorem 5.49: Suppose X is a compact topological
space and suppose X^ <= X. If X^ is a separating family 
for X, then X is a separating family for X.
Proof: Since X^ is a separating family for X, if
X E X ,  y E X, X / y, then there is g e X^ such that
g(x) / g(y). Since X^ <= X, then g E X and so X is a sepa­
rating family.
Theorem 5.30: Suppose X is a compact topological 
Space, suppose X^ «= X, and suppose U(X^) = X. Then X^ is a 
separating family for X if and only if X is a separating 
family for X.
Proof: Suppose X^ is not a separating family for X
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if X e X, y e X, X ^ y, then there is g e such that 
g(x) / g(y) . Since = X, then g e X and so X is a sepa­
rating family.
Theorem 5.50; Suppose X is a compact topological 
space, suppose X^ <= X, and suppose U(X^) = X. Then X^ is 
a separting family for X if and only if X is a separating 
family for X.
Proof: Suppose X^ is not a separating family for X.
Then there exists x e X, y e X, x / y, such that g e X^ 
implies g(x) = g(y). Then f e U(X^) implies f(x) = f(y), 
so U(X^) is not a separating family for X, i.e., X is not 
a separating family for X. Prom the previous theorem, if 
X^ is a separating family, then X is a separating family.
Theorem 3.51: Suppose X is a compact topological
space and suppose X^ c X. Then L(X^) = X if and only if 
x e X ,  y e X ,  x / y implies L(X^(x , y)) = X(x, y).
Proof: Suppose x e X, y e X ,  x ^ y  implies
L(X^(x , y) ) = X(x, y ) . Recall that L(X^(x , y) ) = U(p(X^(x, y))) 
= U(p(X^)(x, y)). By Theorem 3.35, x e X ,  y e X ,  x / y  im­
plies L(X^(x , y)) = X(x, y)) if aEd only if
U(P(X^)) = L(X ) = X. o o
Theorem 3.52: Suppose X is a compact topological
space, and suppose X^ c X. Then L(X^) = X if and only if 
x e X ,  y e X ,  x / y  implies (l (X^(x , y)))^ = (xCx, y))^,
i.e., (p(X^(x, y)))^ = (X(x, y))^.
Proof: The proof follows immediately from Theorems
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5,51 and 5,52 and the fact that (l (S^(x , y)))^ = (p(S^(x, y)))^.
Theorem 5,55 ; Suppose X is a compact topological space, 
and suppose <= x. If f e X, then f e L(X^) if and only if 
x s X ,  y E X ,  x / y  implies (f(x), f(y)) e (p(X^(x, y)))^.
Proof: Suppose f e  L(X^) = U(p(X^)), then by Theorem
5.57, f e h(X^) if and only if x e  X, y e  X, x / y  implies
(f(x), f(y)) e ((p(X^)(x, y))^) = Cu(p(X^)(x, y)))^
= (u(P(X^(x, y)))^ = (L(X^(x, y)))^ = (p(X^(x, y)))^.
Theorem 5.54 : Suppose X is a compact topological
space, and suppose X^ <= X. If f e  X, then f e  L(X^) if and
only if X  E X, y e  X, x / y  implies.
1.) f(x) = 0 if a) g E X^ implies g(x) = 0
b) there is h e X^ such that
h(y) / 0 (i.e., (p(X^Cx, y)))^
=  [ ( a ,  b )  I ( a ,  b )  e R 2 » a  =  0 ] ) ,
2.) f(y) = 0 if a) g e X^ implies g(y) = 0
b) there is h e X^ such that 
h(x) / 0 (i.e., (p(X^(x, y)))^
[ ( a ,  b )  I ( a ,  b )  e  R 2 » =  0 ] ) ,
5.) f(x) = 0, f(y) = 0 if g e X^ implies g(x) = 0,
g(y) = 0 (i.e., (p(X^(x, y)))^
=  [ ( a ,  b )  I ( a ,  b )  e  R 2 » a  =  0 ,  b  =  0 3 ) .
4. ) f(x) = f(y) if a) g e X^ implies g(x) = g(y)
b) there is h x X^ such that 
h(x) / 0 / h(y)j (i.e.,
(p(X^(x, y)))^ = [(a, b) I (a,b) e R2, 
a = b]).
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Proof : By the previous theorem, if f e X then
f e LCXq ) if and. only if x e X, y e X, x ^ y implies
Cf(x), f(y)) e (p(X^(x, y)))^. The proof then follows as
Theorem 3.4:5,
Theorem 3,33: Suppose X is a compact topological
space and suppose X^ c: X. If f e X, then f e l(X^) if and
only if 1.) X  e X implies f(x) = 0 if g e X^ implies 
g(x) = 0 2.) x s X ,  y s X ,  x / y  implies f(x) = f(y) if
g e Xq implies g(x) = g(y).
Proof: Suppose f e X and suppose 1.) and 2.) hold.
Then it is easy to see that x s X ,  y s X ,  x / y  implies 
(f(x), f(y)) e (p(X^(x, y)))^, and so f e L(X^).
Now suppose f e L(X^), Clearly, if x e X implies 
g(x) * 0 for all g e X^, then f(x) = 0. Also, if x e X,
y E X, X / y implies g(x) = g(y) for all g e X^, then
fCx) = f(y).
Dftfin-ition 3,31: Suppose X is a compact topological
space, and suppose X^ <= X. Define a relation ^ in X as
follows: If X e X, y e X, then x ̂  y if and only if
o
g e X^ implies g(x) = g(y).
Theorem 3.36: Suppose X is a compact topological
space, and suppose X = X, then J  is an equivalence relation
® o
on X,
Definition 3,32 : Define S^ to be the collection of
o
all equivalence classes in X with respect to ^ o
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Definition 3.53: Define = [yly e X, y Ç  x] for
*o
X e X. X^ is the equivalence class in X with respect to #
o
to which X belongs.
Definition 3.54: Define X^^^ = [yly e X, f(y) = f(x)]
for X e X, f e X^.
Theorem 3.37 ; Suppose X is a compact topological
space, and suppose X^ <= X, then X^^^ is topologically
closed. Also X^ = n X^ and X^ is topologically closed,f eXo
Proof: Suppose t E X - X then t e X and t è X
This implies that f(t) f(x) for x e X, Let e = |f(t) - f(x) I ,
then E > 0. Since f e X^, f is continuous. Thus there exists
an open set G such that t e G and such that if y e G, then
jfCt) - f (y) I < e *= lf(t) - f(x)l, so f(y) / f(x), So
y E X - X^ ^ and G c  X - X^^^. Hence X^ is closed.
Now suppose y e X , then y 1 x for x e X, y e X.
o
Since y f x, if f e X , then f(x) = f(y) for x e X, y e X,
*o °
This implies y E X_ ^ and so y e n X Hence^,1 feX_ 'o
X n X The argument is reversible so we see thatX V X , 1
o
x^ = n X .. Also X is closed since it is the intersectionX y X , X X
o
of closed sets.
Theorem 3 .'581 Suppose X is a compact topological
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space, suppose c= x, suppose x e X, and suppose g e X^ 
implies g(x) = 0. If y e X, then y e X^ if and only if 
g e X^ implies g(y) = 0,
Proof : Suppose x e X, y e X, and suppose g e X^
implies g(x) = 0. Let y e X and y e X^, then y =  x for
X e X, y e X. Since y =  x, g e X^ implies g(x) = g(y).
By hypothesis g E X^ implies g(x) = 0, so g(y) = g(x) = 0.
Now suppose g E X^ implies g(y) = 0. From hypothesis,
g e X^ implies g(x) = 0. Hence g E X^ implies g(x) = 0
= g(y) and thus x ̂  y and so y e X .
o ^
Theorem 3.39: Suppose X is a compact topological
space, suppose X^ <= X, and suppose x e X implies that there
exists g E X^ such that gCx) / 0. If f e X, then f e L(X^)
if and only if A e S^ implies f is constant on A.
oProof: Suppose x E X, y E X, x / y. Let A be the
equivalence class to which x belongs. If y e A, then
since f is constant on A, we have f(x) = f (y). Also, we 
have (p(X^(x, y)))^ = [(a, b) 1 (a, b) e E2 , a = b], so 
(f(x), f(y)) E (p(X^(x, y)))^. If y è A, there exists 
g E X^ such that g(x) f g(y) . Also, there exists h^ e X^ 
Such that h^Cx) / 0, and there exists hg E such that 
hg(y) / 0, therefore (p(X^(x, y)))^ = R2» so (f(x), f(y)) e 
(p(X^(x, y)))^, and thus f E L(X^).
Now suppose f E L(X^) and suppose A e S^ . Suppose
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X e A, y e A. Then g e implies g(x) = g(y). Clearly,
then f(x) = f (y ) . Hence f is constant on A.
Theorem 3.60: Suppose X is a compact topological
space, suppose c= x, suppose L(S^) = and suppose
X e X implies there exists g e such that g(x) ̂  0. If
f e X, then f e X^ if and only if A e 8g implies f is
o
constant on A.
Proof: The proof follows immediately from the pre­
vious theorem since L(X_) = X .o o
Theorem 3.61: Suppose X is a compact topological
space, suppose X^ = X, and suppose there exists x e X
such that g e X q implies that g(x) =0. If f e X, then
f e L(X ) if and only if 1.) f = 0 on X 2.) A s 8^ o X
implies f is constant on A.
Proof: Suppose there exists x e X such that
g e X^ implies g(x) = 0 and suppose f e l CX^). Let z e X^.
Then z $ x, so g e X implies g(z) = g(x) = 0. Since
*o °
g(z) = O for g G X^, it is clear that f(x) = 0. Hence 
f = 0 on X^.
Now suppose A g Sg , u  g A, v g A. Then u g v,
so g G X^ implies g(u) = g(v). Hence f(u) = f (v), so f is
constant on A.
Now suppose 1.) and 2.) hold. Suppose y g X, and 
suppose g G X^ implies g(y) = 0. Then g g X^ implies
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g(y) = g(x), so y I X,  and so y e X Thus, f(y) = 0.o ^
Further, suppose z e X ,  y e X ,  z / y and suppose g e
implies g(z) = g(y). Then z | y. Let A be the equiva-
o
lence class to which z and y belong. Since f is constant 
on A, then f(z) = f(y). By Theorem it follows that
f E L(X^).
Theorem 3.62: Suppose X is a compact topological
space, suppose = X, suppose L(X^) = X^ and suppose there 
exists X  e X such that g e X^ implies g(x) = 0. If f e X,
then f e X^ if and only if 1.) f = 0 on X^ 2. ) A e S^
o
implies f is constant on A.
Proof : The proof follows immediately from Theorem
5.6i since L(X^) = X^.
Theorem 3.63: Suppose X is a compact topological
space, and suppose X^ <= X. Let 0:X — >R be defined by 
0(x) = 1 if X e X. Then S6 e L(X^) if and only if x e X 
implies that there is g e X^ such that g(x) 0.
Proof : Let 0:X — be defined by 0Cx) = 1 if
X G X. Suppose 0 E L(X^), then by Theorem 5.55» x e X 
implies 0(x) = 0 if g E X^ implies g(x) = 0. But x e X
implies 0(x) / 0, so x e X implies that there is g e X^
such that g(x) / 0. Now suppose x e X implies that there 
is g e X^ such that g(x) / 0. Thus condition (l) of 
Theorem 5.55 is satisfied. Also, since x e X, y e X 
implies 0(x) = 1 = 0(y), condition (2) is satisfied.
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Hence by Theorem 3,55» 0 e .
Theorem 3.64: Suppose X is a compact topological
space, suppose <= x, and suppose X^ is a separating 
family for X, Then either L(X^) = X or else there exists 
e X such that L(X^) = [f | f e X, f(x^) = 0] .
Proof; Suppose X^ is a separating family; then 
so is X and so is L(X^). We divide the proof in two cases:
(1) X e X implies there exists g e X^ such that g(x) / 0,
(2) there exists x^ e X such that g e X^ implies g(x^) = 0.
We first examine case (l). Since X is a separating familyo
for X, there is h e X^ such that h(x) h(y). Then
(h(x), h(y)) e (X^(x, y))^. Also, there exists h^ e X^
such that h^(x) / 0, so (h^(x), h^Cy)) e (X^(x, y))^.
Also, there exists h^ e such that h2(y) / 0, so
(hgCx), h^Cy)) e (X^(x, y))^. From this it follows that
(p(X^(x, y)))^ = Eg all x e X, y e X, Thus L(X^) = X.
We now examine case (2). Suppose there exists
x^ e X such that g e X^ implies g(x^) = 0. Since X^ is
a separating family, it follows that if x e X, y e X,
X / y, then x ̂  y . Therefore X^ = tx} and X^ = •
o °
If y e X, y x^, there exists g e X^ such that g(y)
/ g(x^) = 0. Since g e  X^ implies g(x^) = 0, it follows
that if f e L(X^), then f(x^) = 0. Hence l CX^) =
Cflf £ X, f(x^) = 0].
Now suppose f e X, x^ e X, f(x^) = 0 and consider
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first the case when x e X, y e X, x / x^, y / x / y.
Since X is a separating family, there exists g e X sucho
that g(x) / g(y) . Also there exists h^ e X^ such that
h^(x) / 0, and there exists hg e X^ such that h^Cy) / 0
sinc^ X / x^, y / x^. Therefore if x e X, y e X, x / x^,
yy^ Xg, X / y, then (P(X^(x, y)))^ = Hence if f e X,
we have (f(x), f(y)) e (p(X^(x, y)))^ in this case. Now
consider the case where x^ e X, y e X and x^ y. Then
there exists g e X^ such that g(y) / g(x^) = 0. Since
h e X^ implies h(x^) = 0 ,  it is clear that o o
(p(X^(x, y)))^ = [(a, b) 1 (a, b) e a = 0]. Thus
if f e X and f(x^) = 0, we have (f(x^), f(y)) e
(p(X^(x^, y)))^. Hence, in every case, if f e X^ and if
f(x^) = 0, we have (f(x), f(y)) e (p(X^(x, y)))^ for x e X,
y e X, X / y. Therefore f e L(X^), and [f I f e X, f(x^) = 0]
<= L(X^). Since we have containment both ways, we conclude
that there exists x e X such that L(X ) = Cflf e X, f(x ) = 0]o 0 0
Theorem 3.63: Suppose X is a compact topological
space, suppose X^ «= X, suppose X is a separating family 
for X. Then X^ is a separating family for X if and only 
if either h(X^) = X or else there is x^ e X such that 
L(X^) = Cflf G X, f(x^) = 03.
Proof: Suppose X is a separating family and either
L(X^) = X or else there is x^ e X such that 
= Cflf e X, f(x^) = 03. Also, suppose L(X^) is not a 
separating family and hence l(X^) / X. Then for all
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f E L(X^), f(x^) = 0. Also since L(X^) is not a separating
family, there exists points x e X ,  y e X ,  x / y  such that
f^(x) = f^Cy) for every f^ e L(X^). Let f be an arbitrary
function in X, and define the function f^ :X — > E by
f^(z) = f(z) - f(x^) for z e X. Then f^ is continuous and o o o
vanishes at x^. Thus f^ e L(X^). Since f^(x) = f^(y), we 
have f^(x) * fCx) - f(x^) and f^(y) = f(y) - f(x^) and so 
f(x) = f(y) for all f e X. But this can't happen since X 
is a separating family. Hence L(X^) is a separating family. 
Since L(X^) is a separating family, then so is X^. Now 
suppose X^ is a separating family; then the conclusion 
follows from the previous theorem.
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