We show that semigroups representable by triangular matrices over a fixed finite field form a decidable pseudovariety and provide a finite pseudoidentity basis for it.
A direct linear analogue of the semigroup U n is the group U * n (K) of all n × n upper triangular matrices over a field K with all 1's on the main diagonal. Such groups have been studied intensely for more than 100 years. If K is a finite field of characteristic p, then an elementary counting argument shows that in fact U * n (K) is a p-group. It is a standard and classical fact that conversely every finite p-group is isomorphic to a group of upper triangular matrices (of some size) with all 1's on the main diagonal over any finite field of characteristic p (see, e.g., [9, Theorem 3 
.1.2]).
Thus we see algebraically, that there is a deep connection between finite J -trivial semigroups and finite p-groups. This analogy also shows up on the language theoretic side. Whereas Simon's theorem tells us that the languages recognized by finite J -trivial monoids are built from looking at the appearance or non-appearance of subwords in a word, that is by doing counting over the two element Boolean semiring, the languages recognized by finite p-groups correspond to counting subwords modulo p. See [7, Sections VIII.9 and VIII.10] for a precise formulation of these results.
Pin and Straubing [18] proved that the monoid pseudovariety generated by the monoid of all upper triangular Boolean matrices also has a natural language theoretic interpretation. Namely, the corresponding variety of languages is precisely the languages of level 2 in the Straubing hierarchy [24] . (Recall that the Straubing hierarchy is the monoid counterpart of the dot-depth hierarchy by Brzozowski [6] . See [17, Section V.2] for a discussion of the two hierarchies and their relationship.) The monoids of level 1 in the Straubing hierarchy are precisely the J -trivial monoids, but as of today, the membership problem for the pseudovariety of Straubing level 2 remains one of the most important open problems in finite semigroup theory.
This brings us to the subject of the present paper. We ask here what is the mod-p analogue of the monoid of upper triangular Boolean matrices. Clearly we need to look at the monoid of upper triangular matrices over a finite field of characteristic p. Thus we are asking about what finite semigroups can be represented as semigroups of triangular matrices and we enter the world of the classical problem of triangulating a set of matrices over a field. Indeed, the study of simultaneous triangularizability of families of matrices has been considered as an important issue since the mid-19th century, and one can see that many classical branches of algebra such as group, associative ring or Lie algebra theories have offered their specific triangularizability conditions. Recently Okniński [15, Section 4.4] has found a deep triangularizability criterion for semigroups of matrices. We show that being restricted to the realm of finite semigroups Okniński's criterion admits a fairly natural expression in terms of pseudovariety theory. In particular, we prove that finite semigroups triangularizable over a fixed finite field form a pseudovariety with decidable membership, and moreover, provide a finite pseudoidentity basis for this pseudovariety. These results imply several interesting corollaries of both an algebraic and a geometric nature; we plan to devote a separate paper to their language theoretic applications.
The paper is structured as follows. In Section 1 we recall some basics of finite semigroup theory and then formulate and discuss our main results. Section 2 collects a few properties of semigroups of triangular matrices and presents an adaptation of Okniński's triangularizability criterion for the case of finite semigroups. Section 3 provides the necessary preliminaries on groups. In Section 4 we prove the main results, and Section 5 contains some interesting examples.
Main results
We assume the reader's acquaintance with standard concepts of semigroup theory (in particular, with the definition of Green's relations). They all can be found in the books [5, 13] .
Recall that a semigroup pseudovariety is a class of finite semigroups closed under forming finitary direct products and taking homomorphic images and subsemigroups. The following well-known pseudovarieties play a distinguished role in this paper: the pseudovariety DS of all finite semigroups whose regular Dclasses are subsemigroups and the pseudovariety G p of all finite p-groups where p is a prime number. We also make use of an operator on pseudovarieties. For each pseudovariety H of finite groups, H denotes the class of all finite semigroups whose subgroups belong to H. It is known (cf. [7, Proposition B.V.10.4]) and easy to see that H is a pseudovariety. Now we fix an arbitrary finite field F and denote its characteristic by p and its order by q (so q is a power of p). By T n (F) we denote the semigroup of all upper triangular n × n matrices over F. A finite semigroup S is said to be triangularizable over F if S embeds into T n (F) for some n. Further, by U T n (F) we denote the subsemigroup of T n (F) consisting of all unitriangular matrices (that is, matrices whose main diagonal entries are equal to either 0 or 1). A finite semigroup that embeds into U T n (F) for some n is said to be unitriangularizable over F.
Our first result is the following Proposition 1.1 The class UT p of all finite semigroups unitriangularizable over a given finite field of characteristic p is the pseudovariety G p ∩ DS.
Even though Proposition 1.1 is not the main result of the paper, let us discuss it in detail because some of our comments also apply to more involved statements below. First of all, the fact that pseudovarieties come into the play is somewhat unexpected. While it is trivial that the class UT p is closed under taking subsemigroups and forming finitary direct products, it is far from being obvious that every homomorphic image of a unitriangularizable semigroup is again unitriangularizable. Second, observe that given a finite semigroup S (by its Cayley table, say), one can efficiently check if the subgroups of S are p-groups and the regular D-classes of S are subsemigroups. (Here the word 'efficiently' means that the tests can be performed in time bounded by a polynomial of the size of S.) In other words, we may conclude that the property of being unitriangularizable over a fixed finite field is decidable in polynomial time. Finally, observe that the pseudovariety UT p depends only on the characteristic of the ground field and does not depend on its order. Now we turn to the general case. In order to formulate a description of triangularizable semigroups, let G p Ab q−1 stand for the collection of all finite groups G such that G is an extension of a p-group by an Abelian group of exponent dividing q − 1. It is easy to verify that G p Ab q−1 is a pseudovariety. We denote by EG p the class of all finite semigroups whose idempotent-generated subsemigroups belong to G p . Again, EG p is easily seen to be a pseudovariety. Of course, using Corollary 1.3 one can easily decide if a given finite semigroup is triangularizable over some finite field of some characteristic. However, the class of all such finite semigroups is not a pseudovariety (it is not closed under finitary direct products).
Next we present a syntactic description of pseudovarieties of triangularizable semigroups. Recall that there are two different ways to characterize semigroup pseudovarieties syntactically, that is, by means of certain equations. The historically first approach, suggested by Eilenberg and Schützenberger [8] , deals with sequences of usual identities. Nowadays, however, another way for a syntactic description of pseudovarieties seems to prevail, namely, the approach which is due to Reiterman [19] and which is based on an extension of the notion of an identity to that of a pseudoidentity, that is, an equality between two elements of the free profinite semigroup rather than of the usual free semigroup. The reader is referred to the book [2] for a general theory of pseudoidentities. In the present paper, however, we only deal with very special pseudoidentities, and the meaning of these pseudoidentities can be explained in fairly elementary terms as follows.
Our pseudoidentities are formal equalities between two 'ω-words' built up from the variables x and y by means of the concatenation and raising to 'profinite powers' containing a special symbol ω in their exponents. For instance, x p ω , (xy) ω x or x ω−1 y ω−1 xy are typical ω-words that we repeatedly use below. If we want to calculate the value of an ω-word under a certain evaluation of its variables in a semigroup S with elements we merely convert it into a usual semigroup word by substituting the symbol ω wherever it occurs by the number ! and then we evaluate the resulting word in S. (Thus, the three typical ω-words above become x p ! , (xy) ! x and x !−1 y !−1 xy if one needs evaluating them in a semigroup with elements.) A finite semigroup S satisfies the pseudoidentity π(x, y) = ρ(x, y) where both π(x, y) and ρ(x, y) are ω-words if the values of π(x, y) and ρ(x, y) coincide under every evaluation of x and y in S. We say that a pseudovariety P is defined by a system Σ of pseudoidentities if P is precisely the class of all finite semigroups satisfying each pseudoidentity in Σ (also Σ is said to be a pseudoidentity basis for P). For instance, it is well known (cf. [2, Section 8.1]) that the pseudovariety DS is defined by the pseudoidentity
We want to stress that the above simplified treatment of pseudoidentities involving ω-words is nevertheless rigorous and completely consistent with the general theory of pseudoidentities. The reader is referred to [3] and [4, Section 2] for various formal approaches to the concept of a profinite power.
Now we return to our problem of a syntactic description of pseudovarieties of triangularizable semigroups. It is known (see [4, Section 2] ) and easy to verify that the pseudovariety G p is defined by the pseudoidentity
Therefore Proposition 1.1 immediately implies
The pseudovariety UT p of all finite semigroups that are unitriangularizable over a finite field of characteristic p is defined by the pseudoidentities (1.1) and (1.2).
The situation is much more complicated for the pseudovarieties T . There it is shown how to transform any pseudoidentity system defining a given group pseudovariety H within the class of all finite groups into a pseudoidentity systems defining the pseudovariety H within the class of all finite semigroups so that the two systems contain the same number of pseudoidentities and involve the same variables. It is easy to see that the pseudovariety G p Ab q−1 is defined within the class of all finite groups by the pseudoidentities
3)
while pseudovariety G p Ab is defined by (1.4) and the following pseudoidentity
(For the sake of completeness we provide a proof of these claims in Section 3.) Thus, each of the pseudovarieties G p Ab q−1 and G p Ab can be defined by just two pseudoidentities in two variables.
Since we know a single pseudoidentity in two variables that defines the pseudovariety DS, our task seems to reduce to finding a syntactic description of the pseudovariety EG p . However here we encounter a serious problem because the latter pseudovariety cannot be defined by a finite number of pseudoidentities, and moreover, by any system of pseudoidentities involving only finitely many variables. This immediately follows from the main result of [26] .
We thus see that the structural descriptions of the pseudovarieties T q p and T p provided by Theorem 1.2 and Corollary 1.3 do not translate well into syntactic descriptions. In spite of this fact, we have found a single pseudoidentity in two variables that defines the pseudovarieties T q p and T p within the pseudovarieties G p Ab q−1 ∩ DS and respectively G p Ab ∩ DS. This is the pseudoidentity
At first glance, the pseudoidentity looks complicated and perhaps somewhat mysterious but we show in Section 4 that it reflects the very core of Okniński's triangularizability criterion. In order to make it and other pseudoidentities look more concise we let e denote the expression (xy) ω . With this convention we may formulate our syntactic descriptions as follows:
The pseudovariety T q p of all finite semigroups triangularizable over the field of characteristic p and order q is defined by the pseudoidentities
The pseudovariety T p of all finite semigroups triangularizable over a finite field of characteristic p is defined by the pseudoidentities (1.8)-(1.10) and (exe)
All the pseudoidentities (1.7)-(1.11) depend on two variables. Clearly, if one evaluates the left hand side and the right hand side of such a pseudoidentity in a finite semigroup S assigning the variables x and y some elements s, t ∈ S, then the evaluation takes place in the subsemigroup of S generated by s and t. Therefore we have the following somewhat surprising corollary: Corollary 1.7 A finite semigroup S is triangularizable over a given finite field [over some finite field of a given characteristic] whenever each of its 2-generator subsemigroups is so.
This corollary allows an interesting geometric reformulation. Recall that simultaneous triangularizability of a set of n × n matrices over a field amounts to saying that the matrices stabilize a maximal flag
where V is the underlying n-dimensional vector space on which the matrices act and V i is an i-dimensional subspace of V . Therefore, in geometric terms, Corollary 1.7 means that if we are given a semigroup of matrices over a finite field, such that each pair of its matrices stabilizes some maximal flag, then there is a maximal flag stabilized by the whole semigroup.
Preliminaries on matrix semigroups
We fix a field K and denote by M n (K) the semigroup of all n × n matrices over K. Let T n (K) denote the semigroup of all upper triangular matrices from M n (K), and let U T n (K) stand for its subsemigroup consisting of unitriangular matrices. The next proposition collects some properties of the regular D-classes and the maximal subgroups of T n (K); it plays a crucial role in the proof of the 'only if' part of Proposition 1.1 and Theorem 1.2. For proofs of all these properties the reader is referred to [15, Section 3.2, Example 2]. Of course, in this paper we are especially interested in the case of a finite field; for this special case, direct and elementary proofs of most of the claims of the proposition may be found in [27] .
Proposition 2.1 In the semigroup T n (K) every regular D-class consists of all matrices of rank j, 0 ≤ j ≤ n, whose main diagonals have exactly j non-zero entries and the same pattern of zero entries. Each such regular D-class is a subsemigroup and hence the union of its maximal subgroups. Each maximal subgroup H of a regular D-class whose matrices have rank j is isomorphic to the group T * j (K) of all invertible matrices of T j (K), and the group H ∩ U T n (K) is isomorphic to the group U T * j (K) of all invertible matrices of U T j (K).
Our proofs of the "if" part of Theorem 1.2 and of Threorem 1.5 depend heavily on Okniński's triangularizability criterion [15, Section 4.4] or, more precisely, on its restriction to the case of finite matrix semigroups (over an arbitrary field). Its formulation requires a few definitions.
For j = 0, 1, . . . , n, we denote by M j the ideal of M n (K) consisting of all matrices of rank at most j. Now for a subsemigroup S ⊆ M n (K) we put S j = S ∩ M j and define
Clearly, S j and T j (if non-empty) are ideals of S.
The following is Lemma 2 in [16] restricted to the case of finite semigroups:
Lemma 2.2 If S is a finite subsemigroup of M n (K), then, for each j = 1, . . . , n such that S j is non-empty, the Rees quotient S j /T j is a zero disjoint union of at most n j completely 0-simple idealsŪ ij .
For each pair i, j, the set U ij =Ū ij \ {0} considered as a subset of S is said to be a uniform component of S.
We say that two subsemigroups S and T of M n (K) are conjugate if there exists an invertible matrix g ∈ M n (K) such that g −1 Sg = T . A matrix is called unipotent if all its eigenvalues belong to the set {0, 1}. Now we may formulate a criterion for triangularizability of a finite semigroup of matrices. Proposition 2.3 A finite subsemigroup S ⊆ M n (K) is conjugate to a subsemigroup in T n (K) if and only if every maximal subgroup of S is conjugate to a subgroup in T n (K), every uniform component U of S is a subsemigroup of S, and the subsemigroup of U generated by its idempotents consists of unipotent matrices.
Okniński's triangularizability criterion [15, Theorem 4 .31] for an arbitrary matrix semigroup is formulated in the same way; the only difference is that Okniński uses a more general (and more involved) definition of a uniform component. However it is observed in [15, Section 3.2, Remark v)] that the restriction of this general definition to the finite case yields precisely the above notion of a uniform component of a finite semigroup.
We also make use of the following classic result by Kolchin [12, Section 1]:
Proposition 2.4 Every subgroup in M n (K) consisting of unipotent matrices is conjugate to a subgroup in T n (K).
Combining Propositions 2.3 and 2.4 one immediately gets the following corollary which is a restriction of [15, Corollary 4 .33] to the finite case:
Corollary 2.5 A finite subsemigroup S ⊆ M n (K) consisting of unipotent matrices is conjugate to a subsemigroup of T n (K) if and only if the uniform components of S are subsemigroups.
In order to apply Proposition 2.3 or Corollary 2.5 to an abstract semigroup S we have to faithfully represent S by matrices over the given finite field. The reader may think that this makes no real problem because it is well known that every finite semigroup admits a faithful linear representation over any field K. (It suffices to span a K-vector space by the set S 1 and then extend the regular representation of S to this space.) However a difficulty still remains because Proposition 2.3 and Corollary 2.5 refer to specific properties of a given linear representation of S rather than semigroup properties of S. In fact, Okniński [15, p.71] provides an example of a semigroup S and faithful representations ϕ : S → M n (K) and ψ : S → M 2n (K) such that the matrix semigroups ϕ(S) and ψ(S) (which of course are isomorphic as abstract semigroups) have non-isomorphic uniform components. Nonetheless the results of the present paper show that triangularizability of a matrix semigroup over a finite field depends only on abstract properties of the semigroup. The key observation here is the following easy lemma that, for a matrix a over a finite field, expresses the property of being unipotent as a property of the period of the cyclic subsemigroup a generates. Lemma 2.6 A matrix a over a finite field of characteristic p is unipotent if and only if a k = a k+p for some positive integers k and .
Proof. For the 'only if' part, consider a triangular conjugate t of the matrix a (it exists because the eigenvalues of a belong to the ground field). Then t is a unitriangular matrix, and a straightforward calculation shows that any unitriangular matrix over a finite field of characteristic p satisfies t k = t k+p for some k and .
For the 'if' part, let L be the splitting field of the characteristic polynomial of a and λ ∈ L an eigenvalue of a. Then λ satisfies the equation λ k = λ k+p . If λ = 0, then λ p = 1. On the other hand, λ p m −1 = 1 where p m is the order of the field L. Since the numbers p and p m − 1 are relatively prime, we conclude that λ = 1, that is, a is a unipotent matrix.
Preliminaries on groups
We need a few facts about finite groups that all are slight variations of well known results. It appears however that no source in the vast group-theoretic literature contains these facts in a form suitable for the use in the present paper. Therefore, for the sake of being reasonably self-contained and for the reader's convenience, we provide their detailed formulations supplied with elementary proofs.
We start with justifying the pseudoidentity bases for the pseudovarieties G p Ab q−1 and G p Ab presented in Section 1.
Lemma 3.1
The pseudovariety G p Ab q−1 is defined within the class of all finite groups by the pseudoidentities (1.3) and (1.4) . The pseudovariety G p Ab is defined within the class of all finite groups by the pseudoidentities (1.5) and (1.4).
Proof. First we prove that every group G ∈ G p Ab q−1 satisfies the pseudoidentities (1.3) and (1.4) . By the definition of G p Ab q−1 , such G is an extension of a p-subgroup H by an abelian group of exponent q − 1. Therefore for any x, y ∈ G, we have x q−1 y q−1 ∈ H and x −1 y −1 xy ∈ H. If |G| = , then g ! = 1 for all g ∈ G whence g −1 = g !−1 . Further, h p ! = 1 for all h ∈ H. Combining all these observations, we conclude that G satisfies
By our interpretation of ω-words, this means that G satisfies (1.3) and (1.4). Now take G ∈ G p Ab. Clearly, the above proof applies to show that G satisfies (1.4) . By the definition of G p Ab, the commutator subgroup G of G is a p-group. Every p-subgroup of G is contained in a Sylow p-subgroup but since subgroups containing G are all normal in G, we conclude that G has a unique Sylow p-subgroup H which is normal in G. The quotient G/H is an Abelian group whose order r is relatively prime with p. Then by Euler's theorem, r divides p m − 1 for a suitable m < r. If |G| = , then m divides ! whence p m − 1 divides p ! − 1 and we have x p ! −1 y p ! −1 ∈ H for all x, y ∈ G. As in the previous paragraph, we conclude that G satisfies
and hence G satisfies the pseudoidentity (1.5). Now suppose that G is a group with elements satisfying (1.3) and (1.4). According to our convention, the ω-words x q−1 y q−1 p ω and x ω−1 y ω−1 xy Recall that q is a power of p, and therefore, the numbers q − 1 and p ! are relatively prime. It is known (cf. [14, Example 34.25] ) and easy to verify that in every group satisfying the identity (x s y s ) r = 1 for some relatively prime numbers s and r the elements of order dividing r form a normal subgroup. We see that G has a normal p-subgroup H such that the quotient group G/H satisfies x q−1 = 1 and x !−1 y !−1 xy = 1. Since the exponent of any group of order ≤ divides !, we have x ! = 1 in G/H whence x !−1 = x −1 and the expression x !−1 y !−1 xy is nothing but the usual group commutator of the elements x and y. Thus, we have G/H ∈ Ab q−1 and G ∈ G p Ab q−1 , as required. The same proof with p ! in the role of q shows that every finite group satisfying (1.5) and (1.4) belongs to the pseudovariety G p Ab.
We notice that the proof of Lemma 3.1 also justifies the following formula:
Now we aim to verify that every subgroup of M n (F) that belongs to the pseudovariety G p Ab q−1 is conjugate to a subgroup in T n (F). We start with a reduction which, though it is not essential, allows us to simplify the notation. Let G be a subgroup in M n (F) and let e be the identity element of G. It is well known (and easy to verify) that the semigroup eM n (F)e is isomorphic to M k (F) where k is the rank of the matrix e. The group G ⊆ eM n (F)e is then isomorphic to a subgroup of the group GL k (F) of all invertible matrices in M k (F). In other words, we may (and will) assume that groups under consideration consist of invertible matrices.
Given a subgroup G ⊆ GL n (F), we denote by C(G) the following subspace of the vector space F n :
Proof. Take an arbitrary vector v ∈ C(G) and an arbitrary matrix h ∈ G.
Then for all g 1 , g 2 ∈ G we have
whence vh ∈ C(G).
Proof. Since G ∈ G p Ab, the commutator subgroup G is a p-group. By Lemma 2.6 G consists of unipotent matrices and by Proposition 2.4 (Kolchin's theorem) all matrices in G have a common eigenvector v = 0. Then vh = v for every h ∈ G because 1 is the only eigenvalue for all matrices in G . Now for all
We see that v ∈ C(G), and hence, C(G) = 0.
Proposition 3.4
If a subgroup G ⊆ GL n (F) belongs to the pseudovariety G p Ab, then there exists a chain of G-invariant subspaces
such that for each i = 1, . . . , k, the group G i of invertible linear transformations induced by G on the quotient space C i /C i−1 is Abelian.
Proof. We build the chain (3.2) inductively. Suppose the subspace C i−1 is already defined and consider the quotient space F n /C i−1 . Since C i−1 is a Ginvariant subspace, the group G induces a group H i of invertible linear transformations of the space F n /C i−1 . Clearly, H i is a homomorphic image of G, and therefore, H i belongs to the pseudovariety G p Ab. By Lemma 3.3 the subspace C(H i ) of F n /C i−1 is not equal to 0 and by Lemma 3.2 it is H i -invariant. Now let C i be the pullback of C(H i ) in F n . Then C i−1 ⊂ C i and C i is a G-invariant subspace. By the definition of the subspace C(H i ), the group G i formed by the restrictions of the transformations of H i to this subspace is Abelian. The second isomorphism theorem implies that G i is isomorphic to the group of invertible linear transformations induced by G on the quotient space C i /C i−1 .
A matrix form of Proposition 3.4 is provided by the following Corollary 3.5 If a subgroup of GL n (F) belongs to the pseudovariety G p Ab, then it is conjugate to a group G of the form
Here each G i (i = 1, . . . , k) is an Abelian group of n i × n i matrices where
Proof. It suffices to choose a basis v 1 , . . . , v n in F n according to the chain (3.2), i.e. choose it so that v 1 , . . . , v n 1 is a basis of
Proof. If we take G in the block-triangular form of Corollary 3.5, it remains to verify that each diagonal group G i is conjugate to a subgroup of T n i (F). In other words, we may assume that G is Abelian.
Now take an arbitrary matrix g ∈ G, let L ⊇ F be the splitting field of the characteristic polynomial of g and let λ ∈ L be an arbitrary eigenvalue of g. Since G satisfies the pseudoidentity (1.3), g (q−1)p ! = 1 where = |G|. Hence λ satisfies the equation λ (q−1)p ! = 1. On the other hand, λ q m −1 = 1 where q m is the order of the field L. Since q is a power of p, the greatest common divisor of (q − 1)p ! and q m − 1 = (q − 1)(q m−1 + · · · + q + 1) is equal to q − 1. Thus, λ q−1 = 1, and this means that λ (as a solution to the equation x q = x over L) belongs to the field F.
It remains to recall the following elementary exercise in linear algebra: every finite family of commuting matrices whose eigenvalues lie in the ground field is simultaneously triangularizable over that field.
From Proposition 3.6 and the formula (3.1) we immediately obtain Corollary 3.7 Every group G in the pseudovariety G p Ab is triangularizable over a suitable finite field of characteristic p.
Proofs of the main results
We start with proving Theorem 1.2. Recall that it claims that the class T q p of all finite semigroups triangularizable over the field F of characteristic p and order q is the pseudovariety
Necessity. It suffices to verify that for each n the semigroup T n (F) belongs to G p Ab q−1 ∩ DS ∩ EG p . The fact that T n (F) ∈ DS is a part of Proposition 2.1. By the same proposition the maximal subgroups of T n (F) are of the form T * j (F) for some j ≤ n. The mapping that sends every matrix of the group T * j (F) to the diagonal matrix with the same diagonal elements is a homomorphism whose kernel is U T * j (F) and whose image (that is, the group of all invertible diagonal j × j matrices) is isomorphic to the direct product of j copies of the multiplicative group of the field F. The group U T * j (F) is easily seen to be a p-group (indeed, the subgroup contains q j(j−1) 2 elements, and this number is a power of p). Thus, T * j (F) is an extension of a p-group by an Abelian group of exponent q − 1. we see that every subgroup of the semigroup T n (F) belongs to the pseudovariety G p Ab q−1 whence the semigroup itself lies in G p Ab q−1 . Clearly, the idempotents of T n (F) belong to the semigroup U T n (F) which lies in the pseudovariety G p since its maximal subgroups are p-groups, see Proposition 2.1. Therefore T n (F) ∈ EG p .
Sufficiency. Take a finite semigroup S ∈ G p Ab q−1 ∩ DS ∩ EG p . As discussed in Section 2, we may assume that S ⊆ M n (F) for some n. Now we aim to show that S satisfies the conditions of Proposition 2.3.
The fact that every maximal subgroup of S is conjugate to a subgroup in T n (F) follows from Proposition 3.6. It remains to check that every uniform component U of S is a subsemigroup of S and the subsemigroup of U generated by its idempotents consists of unipotent matrices.
Recall that, by the definition of a uniform component, U is obtained by removing 0 from a completely 0-simple semigroupŪ = U ∪ {0}. Since any two non-zero elements ofŪ are D-related inŪ , any two elements of U are D-related in S. Let D be the D-class of S containing U . Then D is regular and hence a union of groups as S ∈ DS. Thus, all matrices in D are group elements of the same rank j, say. Now suppose that there are b, c ∈ U such that bc / ∈ U . Then by Lemma 2.2 bc ∈ T j where, we recall, T j is defined as the collection of all matrices a ∈ S of rank j and such that the principal ideal S 1 aS 1 contains no group element of rank j. However, bc ∈ D whence bc itself is a group element of rank j, a contradiction. We have proved that every uniform component of S forms a subsemigroup.
Finally, since S lies in EG p , the idempotents of S (and, in particular, the idempotents of U ) generate a subsemigroup that belongs to G p . By Lemma 2.6 this subsemigroup consists of unipotent matrices. Now it is easy to prove Proposition 1.1. We recall its assertion: the class UT p of all finite semigroups unitriangularizable over a given finite field of characteristic p coincides with G p ∩ DS.
Necessity follows from Proposition 2.1.
Sufficiency follows from Proposition 2.5 and from the above proof of the 'if' part of Theorem 1.2.
In order to obtain Corollary 1.3, one repeats the proof of Theorem 1.2 using Corollary 3.7 instead of Proposition 3.6.
Next we prove Theorem 1.5 that claims that the pseudovariety T q p can be defined by the pseudoidentities (1.7)-(1.10). First we show that T q p satisfies these 4 pseudoidentities. To this aim it suffices to verify that they hold in the semigroup T n (F) for each n.
Clearly, T n (F) satisfies the pseudoidentity (1.9) because this pseudoidentity defines the pseudovariety DS and T n (F) belongs to DS by Proposition 2.1. Now we take two arbitrary matrices x, y ∈ T n (F) and let = |T n (F)|. The ω-word (xy) ω interprets in T n (F) as (xy) ! , and this is an idempotent in T n (F). Slightly abusing notation, we denote the idempotent by e. Then the matrices ex and ye belong to the same regular D-class D of S: indeed, one readily sees that the element ex is R-related to the idempotent e while the element ye is L -related to the same idempotent. Since D is a subsemigroup, we have exe, eye ∈ D. The idempotent e is the identity for both exe and eye whence the two elements belong to the H -class of e which is a group. Subgroups of T n (F) belong to the pseudovariety G p Ab q−1 which by Lemma 3.1 satisfies the pseudoidentities (1.3) and (1.4). Thus we have that the equalities (exe) q−1 (eye)
hold in T n (F) for an arbitrary choice of the elements x and y. Further, by Proposition 2.1 the matrices ex and ye are of the same rank j, say, and their main diagonals have exactly j non-zero entries and the same pattern of zero entries. Since q is a power of p and q ≤ , the number q − 1 divides p ! − 1 and the non-zero diagonal entries of the matrices (ex) p ! −1 and (ye) p ! −1 are equal to 1. The product z of the two matrices belongs to D (since D is a subsemigroup), and therefore, z is a group element (since D is a union of its maximal subgroups). At the same time z is a unitriangular matrix. We already have observed that subgroups of U T n (F) are p-groups whence z belongs to a p-group of order ≤ and thus satisfies z p ! +1 = z.
By our interpretation of ω-words, this means that T n (F) satisfies (1.7), (1.8) and (1.10).
For the converse, we have to prove that if a finite semigroup S satisfies the pseudoidentities (1.7)-(1.10), then S belongs to the pseudovariety T q p , that is, S is triangularizable over the field F. As in the proof of the 'if' part of Theorem 1.2, we may assume that S ⊆ M n (F) for some n. We then have to show that S satisfies the conditions of Proposition 2.3.
First, let G be a subgroup of S and x, y ∈ G. Then the ω-word e = (xy) ω interprets in S as the identity element of G whence exe and eye interpret as respectively x and y. Therefore the fact that S satisfies the pseudoidentities (1.7) and (1.8) implies that G satisfies the pseudoidentities (1.3) and respectively (1.4). By Lemma 3.1 the latter pseudoidentities define the pseudovariety G p Ab q−1 and so G lies in this pseudovariety. By Proposition 3.6 G is conjugate to a subgroup in T n (F).
The argument in the proof of the 'if' part of Theorem 1.2 showing that every uniform component U of S is a subsemigroup only uses the fact that S ∈ DS, and this fact is ensured since S satisfies the pseudoidentity (1.9).
To complete the proof we need the following lemma that 'deciphers' the matrix meaning of the pseudoidentity (1.6). Proof. Let = |S| and let g ∈ D be a unipotent matrix. Since D is a union of groups, g belongs to a subgroup whence the cyclic subsemigroup generated by g is in fact a subgroup. By Lemma 2.6 the cyclic subgroup is in fact a p-subgroup whose identity element can be then written as g p ! . Hence the inverseḡ of g in the subgroup is equal to g p ! −1 . Therefore g =ḡ p ! −1 . Now let h ∈ D be another unipotent matrix andh its inverse in the corresponding subgroup of D. As a finite simple semigroup of order ≤ , D satisfies the identity (xy) ! x = x. Thus, (ḡh) !ḡ =ḡ andh(ḡh) ! =h whence
In view of the pseudoidentity (1.6) we get gh = (gh) p ! +1 and by Lemma 2.6 gh is a unipotent matrix.
Now it is easy to complete the proof of Theorem 1.5. It remains to show that, for every uniform component U of S, the subsemigroup of U generated by its idempotents consists of unipotent matrices. But we have observed (in the proof of the 'if' part of Theorem 1.2) that U is contained in a regular D-class D of S, so the claim follows from Lemma 4.1 and from the obvious fact that every idempotent matrix is unipotent.
The proof of Corollary 1.6 is completely analogous to the above proof of Theorem 1.5.
An example
In order to illustrate some subtleties, we analyze an easy but rather peculiar example in which three 24-element simple semigroups sharing the same structure group behave in a completely different manner with respect to triangularizability over a finite field.
Let C 6 = c | c 7 = c stand for the cyclic group of order 6, and let e = c 6 be the identity of this group. Now consider the following three matrices over C 6 :
e e e c , P 2 = e e e c 2 , P 3 = e e e c 3 .
Example 5.1 Let M (C 6 , P i ) (i = 1, 2, 3) be the Rees matrix semigroup over C 6 with the sandwich matrix P i .
(i) The semigroup M (C 6 , P 1 ) is triangularizable over no finite field.
(ii) The semigroup M (C 6 , P 2 ) is triangularizable over a finite field if and only if the field has characteristic 3.
(iii) The semigroup M (C 6 , P 3 ) is triangularizable over a finite field if and only if the field consists of 4 m elements.
Proof. It is easy to calculate (and also follows from some general properties of Rees matrix semigroups) that the maximal subgroups of the subsemigroup generated by the idempotents of M (C 6 , P i ) are isomorphic to the subgroup H i of C 6 generated by the element c i , i = 1, 2, 3. For i = 1, the group H 1 = C 6 is not a p-group for any prime p. Therefore there is no prime p such that M (C 6 , P 1 ) can belong to EG p and by Theorem 1.2 the semigroup cannot be faithfully represented by triangular matrices over any finite field.
For i = 2, the group H 2 has order 3 whence M (C 6 , P 2 ) belongs to EG 3 . Since the semigroup obviously lies in DS and its maximal subgroup C 6 can be treated as an extension of a 3-group by an Abelian group of exponent 2 = 3 − 1, Theorem 1.2 applies with p = q = 3. We see that M (C 6 , P 2 ) is triangularizable over the 3-element field and hence over any finite field of characteristic 3 (but over no finite field of other characteristic). If i = 2, then the group H 3 has order 2. Thus, M (C 6 , P 3 ) belongs to EG 2 ∩ DS. This time we should treat C 6 as an extension of a 2-group by an Abelian group of exponent 3 = 4 − 1. By Theorem 1.2 (with p = 2, q = 4) the semigroup M (C 6 , P 3 ) is triangularizable over the 4-element field and hence over any field with 4 m elements. On the other hand, if a finite field L does not contain the 4-element field, then either its characteristic is not 2 or its multiplicative group has no elements of order 3, and therefore, M (C 6 , P 3 ) is not triangularizable over L.
The following 'egg-box picture' demonstrates a concrete faithful representation of the semigroup M (C 6 , P 2 ) by 3 × 3 triangular matrices of the 3-element field Z/3Z (this representation is in fact of the minimum possible degree). We have filled only in the upper triangle of the matrices; all blank positions are assumed to be filled with zeros. A similar minimum representation by 3 × 3 triangular matrices of the 4-element field can be constructed for the semigroup M (C 6 , P 3 ).
