Angle of arrival fluctuations are one manifestation of acoustic propagation through a turbulent flow. Here the two-dimensional angle of arrival distribution for a 670-m acoustic path through a high Reynolds number flow in a tidal channel is examined and its origin and relationship to the flow field is determined. Over scales greater than the variability due to turbulence, a solution of the ray propagation equation explains the effect of advection on the horizontal arrival angle. The rapidly fluctuating two-dimensional angle of arrival distribution shows a degree of scatter consistent with the level of turbulent intensity. After removal of effects due to the finite aperture, orthogonal components are correlated during strongly sheared flow implying that the turbulence is weakly anisotropic over the measured scales. This anisotropy is discussed in terms of the cross stream velocity gradients ‫ץ‬v/‫ץ‬xЈ and ‫ץ‬v/‫ץ‬zЈ, where (xЈ,zЈ) are perpendicular diagonal coordinates.
INTRODUCTION
The coastal environment is often characterized by enhanced mixing, increased variability in water properties and strong tidal effects. Acoustical propagation measurements have the potential for serving as a sensitive probe of these processes, which can differ markedly from those prevalent in less active waters of the open ocean. Here we describe results of a high-frequency forward scatter experiment in a shallow tidal channel, specifically designed to shed light on some two-dimensional features of the turbulent environment.
In October 1986 an acoustic propagation experiment was carried out in Cordova Channel, British Columbia ͑Fig. 1͒ using two-dimensional arrays of transmitters and receivers. Since the instrumentation uses a high acoustic frequency and a high sampling rate, and has the ability to measure precise phase, we are able to make some novel measurements of the two-dimensional mean and turbulent structure of the flow and where possible compare them to independent in situ oceanographic measurements.
Although most oceanographic structure is undoubtedly anisotropic, strongly stirred flows which are fairly common in the coastal environment can be expected to approach isotropy over some range of scales. The existence of anisotropy however is essential to the production and dissipation of turbulent energy whereas isotropic turbulence can only decay through dissipation ͑see Hinze 1 ͒. A knowledge of isotropic turbulence may therefore serve as a starting point for the study of anisotropic turbulent flows. Our two-dimensional acoustic measurements in Cordova Channel provide a check on the validity of the isotropic assumption.
I. EXPERIMENTAL APPROACH
Cordova Channel, British Columbia is part of a larger area in which fresh water, primarily from the Fraser River, mixes with water of higher salinity before reaching the Pacific Ocean through the Strait of Juan de Fuca. Except for brief periods during slack water, Cordova Channel is turbulent and this turbulence mixes the variable properties of the inflow. Di Iorio and Farmer 2 showed that during the experimental period the observed refractive index variability was dominated by turbulent velocity fluctuations rather than temperature and salinity variability when the tidal current was strong.
Our experiment made use of a set of four transmitters on the east side of Cordova Channel operating at a frequency of 67 kHz, and four receivers on the west side. Transducers were rigidly mounted in square arrays of side ϳ1 m on tripods ͓see Fig. 2͑a͔͒ . Figure 2͑b͒ labels the receiver array as if viewed from the channel center. The receiving plane has coordinate axes (x,z) for horizontal and vertical receivers; a rotated coordinate system used later has axes (xЈ,zЈ) for perpendicular diagonal receivers. Acoustic propagation is along the y and yЈ direction.
Coded sequences ͑63 bit, phase encoded m sequences͒ were transmitted from each of the four sources in either a continuous or block mode ͑block mode gives a time break between the fourth and the first transmission whereas continuous mode has no time break͒, so that for each of these modes transmissions cycled through the entire array 17.9 and 5.3 times a second, respectively. Table I summarizes the experimental parameters for the data set discussed in this paper.
The signal from each source was detected simultaneously at each of the four receivers, following which specially built hardware was used for bandpass filtering, complex demodulation, and low-pass filtering at the carrier frequency cutoff, followed by digitization and time-lagged cross correlation with a template of the transmitted code. The correlation score for the inphase (I) and quadrature (Q) shows a series of nearly triangular peaks, each corresponding to a different path; only the direct path was used. Interpolation was carried out across the five highest points in the magnitude a͒ Present affiliation: SACLANT Undersea Research Centre, Viale San Bartolomeo 400, 19138 La Spezia, Italy.
where t is the travel time, to give the amplitude ͑A͒ and arrival time ͑T ͒. Interpolation of the inphase and quadrature at the interpolated peak amplitude location was then used to derive the phase
͑2͒
This procedure leads to time series of amplitude and phase measurements for each receiver, corresponding to the transmission from each source. The time of arrival allows resolution of the 2 phase ambiguity inherent in the arctan function of ͑2͒. Based on a signal-to-noise ratio of 25 dB, the accuracy in the phase measurement is Ϯ3.2 deg. Measurement related noise provides a limit to the useful resolution of the phase and hence the phase difference at the highest sampling frequencies. Figure 3 shows twelve 15-min phase spectra taken during a 12-h measurement period. The vertical spread in the spectral level corresponds to increased levels of refractive index variability during stronger flows and horizontal spread results from the frequency dependence on mean flow U. An increase in spectral levels at the highest frequencies corresponds to a truncation of one cycle in the pseudorandom noise ͑PRN͒ code on alternating transmis- sions used for transmitter identification of continuous mode data. The data were low-pass filtered with a third-order symmetric Butterworth filter at a cutoff frequency of f c ϭ4.5 Hz.
II. OCEANOGRAPHIC OBSERVATIONS
Currents were measured with moored instruments at 15 and 16 m in the center of the channel ͑see Fig. 1͒ with a sampling period of 2 min. The current was primarily perpendicular to the acoustic path and the resolved component in this direction is shown in Fig. 4͑a͒ where positive values correspond to flood tide ͑high water͒ and negative values correspond to ebb tide ͑low water͒. The Reynolds number over the average depth of the channel ͑Dϭ28 m͒ and during strong flow ͑Uϭ0.8 m s
Ϫ1
͒ is ReϭUD/ϭ2.2ϫ10 7 , ͑3͒ where ϭ1ϫ10 Ϫ6 m 2 s Ϫ1 is the kinematic viscosity. The current speed from the current meter ͑solid curve͒ can be compared to the acoustically derived speed ͑see Farmer et al.
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͒. The latter is calculated from the scintillation drift approach using the time delay to the maximum logamplitude cross-covariance for parallel acoustic paths. The time-lagged cross-covariance function is calculated using 4 min of log-amplitude data and thus the acoustic current measurement is an average over 4 min. The results from the acoustic technique ͑dots͒ are shown for comparison in Fig.  4͑a͒ . Differences arise because the acoustic method gives a path averaged measurement with uniform weighting along the path whereas the current meter is at a point location in the center of the channel.
The vertical current shear can be measured both with the moored current meters at two depths and the two vertically spaced propagation paths. The results are shown in Fig. 4͑b͒ . In order to see the difference between the two measurements the acoustic results were averaged over 8 min. The shear obtained from the current meters ͑solid curve͒ is generally in agreement with that found from the acoustic technique ͑dots͒. Significant shear ͑0.04 s
Ϫ1
͒ is measured only during the flood. This is a period when turbulence anisotropy is more pronounced as discussed subsequently.
During the period of these measurements Di Iorio and Farmer 2 found the spectrum of refractive index fluctuations consistent with the Kolmogorov similarity scaling
where is the refractive index wave number and C n eff 2 is defined as the effective structure parameter for the refractive index fluctuations since it takes into account both scalar and vector contributions and describes the total intensity of these fluctuations ͑see Ostacher 4 ͒. The effective structure parameter may be found from the log-amplitude variance 2 ϭ0.124C n eff 2 k
, ͑5͒
where k is the acoustic wave number and L is the propagation distance. Figure 5͑a͒ shows measurements of C n eff 2 taken through the tidal cycle shown in Fig. 4͑a͒ . Di Iorio and Farmer 2 further showed that for this period in Cordova Channel the refractive index fluctuations are dominated by the velocity fluctuations so that
where
, ͑7͒
is the three-dimensional spectrum for the turbulent kinetic energy, ⑀ is the turbulent kinetic energy dissipation rate ͑per unit mass͒ and c 0 is the average sound speed along the acoustic path and converts velocity fluctuations into refractive index fluctuations. Ostachev 4 derives the effective structure parameter for refractive index fluctuations dominated by velocity fluctuations:
The current speed obtained from a 15-m current meter at station 2 ͑solid curve͒ and from acoustic delay to peak method for parallel paths ͑dots͒. ͑b͒ The mean vertical shear ‫ץ‬U/‫ץ‬z determined by two vertically spaced current meters ͑solid curve͒ and by the acoustic method ͑dots͒.
FIG. 5. ͑a͒
Effective structure parameter C n eff 2 ͑dots͒ calculated from the acoustic log-amplitude variance. ͑b͒ Measured turbulent kinetic energy dissipation ͑ϩ͒ and the estimated dissipation for a drag coefficient of
where C v 2 ϭ1.97⑀ 2/3 is the structure parameter for velocity fluctuations.
Following Di Iorio and Farmer, 2 the turbulent kinetic energy dissipation rate is calculated and shown in Fig. 5͑b͒ . These dissipation rates are used to quantify the magnitude of the velocity gradients in Sec. III B 2 to show that they contribute to the observed angle of arrival variance. Superimposed on the measurement is the prediction based on a balance of production and dissipation of turbulent energy for a drag coefficient of C D ϭ3ϫ10 Ϫ3 similar to that described in Ref. 2 .
III. ACOUSTIC ANGLE OF ARRIVAL
As noted previously the rms phase noise is approximately Ϯ3.2 deg in our acoustical scintillation system. More interesting, however, is the phase difference, and hence the measurement resolution of the angle of arrival fluctuations. Since the acoustic signal is detected with a two-dimensional array, we can determine the horizontal and vertical components of the arrival angle.
The horizontal and vertical arrival angles, a x and a z relative to the line perpendicular to the receiver axes, are defined by
where subscripts l, r, b, and t correspond to the left, right, bottom, and top receivers when viewing the array from the center of the channel ͓see Fig. 2͑b͔͒ , is the phase in radians, c 0 is the average sound speed at 15 m depth ͑ϳ1485 m s
Ϫ1
͒, a ϭ2 f a is the angular acoustic frequency, kϭ2/ is the acoustic wave number, and is the receiver spacing for the horizontal (x) and the vertical (z) direction.
The phase difference ␦ is taken using diverging acoustic paths ͑one transmitter and two receivers͒. Even though spherical wave propagation is used, it is assumed that in the vicinity of the receivers the waves are plane.
The sensitivity in the angle of arrival measurement relies on three factors: A receiver spacing large enough to accommodate many wavelengths ͑i.e., /Ӷ1͒, the ability to resolve 2 phase ambiguities and the ability to detect phase differences within a fraction of a cycle. All these factors are satisfied in our data and hence we can measure the angle of arrival with resolution of 0.02 deg for a single transmission. Also, implicit in this calculation is that the phase remain coherent over the antenna. For a 1-m separation the correlation was found to be 0.996.
In a medium where a number of acoustic paths give approximately the same travel time, beamforming techniques are normally applied to resolve the reception angles for each ray. Worcester 5 describes such an experiment, using a vertical receiving array of four transducers, where the arrival angle for all paths are obtained and compared to predicted patterns. We do not have to employ beamforming techniques with our data since our first arrival consists of a single path. Therefore, the arrival angle calculations using ͑9͒ and ͑10͒ are carried out both to examine the slow variations associated with ''deterministic'' deflections of the acoustical path, and also the pattern of rapid fluctuations.
A. Low-frequency fluctuations
Sound traveling across the channel can be modified in various ways by the intervening water. Changes in the path averaged refractive index over time scales of minutes to hours exist because of the gross changes in the mean sound speed over the path during the tidal cycle. The amplitude or log-amplitude remains essentially unchanged at these time scales. However, changes in the temperature and salinity resulting from mixing and advection, can result in significant phase changes. Horizontal gradients in the sound speed over time scales Ͼ100 s tend to be small ͑maximum magnitude of order 5ϫ10
Ϫ4 s Ϫ1 ͒, so that horizontal refraction by scalar effects is negligible over the short path length used here.
Horizontal angle
Farmer and Di Iorio 6 derived the horizontal arrival angle as a result of current using a simple geometric approach. Here we apply a rigorous mathematical solution. The effect of current on the horizontal arrival angle is analysed through an approximate solution to the wave equation. The time dependence for a moving medium is d/dtϭ‫ץ/ץ‬tϩU-". Defining the space-time pressure field as P͑r,t)ϭ p͑r͒e Ϫiwt for outward propagation the wave equation reduces to
where orders of U 2 /c 2 have been neglected, n͑r͒ is the refractive index of the medium due to scalar changes in the sound speed, k is the acoustic wave number, and c 0 is the mean sound speed. The transformation ⌿͑r͒ϭln p͑r͒ gives
The phase variability can be described by the ray approximation since it is affected by the largest scales. This approach separates the field ⌿ϭln AϩiS in terms of logamplitude and phase. This will result in two equations corresponding to the real and imaginary part. They are, respectively,
and
Since the Fresnel scale size l ϭ ͱL produces the largest amplitude fluctuations ͑see Tatarskii, 7 Di Iorio and Farmer 2 ͒ we can make the high-frequency approximation, where
We can only solve ͑14͒ and ͑15͒ by approximate methods. The amplitude, phase, and refractive index are perturbed into mean and fluctuating components,
where s is the refractive index fluctuation from scalar effects ͑temperature and salinity͒, A 0 and S 0 are the amplitude and phase in a medium without motion, and A 1 and S 1 are the amplitude and phase fluctuations associated with the moving medium and the refractive index fluctuations. Thus U/c 0 has first-order magnitude. This perturbation analysis results in zeroth-and first-order equations for each of the real and imaginary equations. From the real part
and from the imaginary part
The solutions to the zeroth-order equations are "S 0 ϭkr/r or S 0 ϭkr and A 0 ϭQ/r corresponding to outward spherical wave propagation in a medium without motion or random fluctuations in the refractive index. The solution to ͑20͒ for acoustic propagation across the channel and perpendicular to the mean flow Uϭ(U,0,0) is
where x is the unit vector along the x axis. We neglect the solution to ͑22͒ since this paper focuses on phase fluctuations. Averaging over the fluctuations of the medium gives
Therefore, the mean horizontal arrival angle for a transmitter and receiver placed at xϭ0 in a moving medium is
The sign convention for the angle in this derivation is positive clockwise and negative counter clockwise about the positive y axis. This result shows that the horizontal arrival angle is independent of path length.
The wavefronts and the rays can be determined for this solution. Assuming s ϭ0 then "S 1 ϭϪkU/c 0 x and S 1 ϭϪkUx/c 0 . The resulting phase SϭS 0 ϩS 1 ϭkr ϪkUx/c 0 gives wavefronts for Sϭconstant. The equation for the wavefront in the (x,y) plane is then
where A is a constant in radians. Figure 6 shows the acoustic wavefronts propagating outward from the source at the origin. The figure is deliberately exaggerated by setting the Mach number, M ϭU/c 0 ϭ0.25, so as to clearly reveal the advection. This value of M is 400 times that encountered in Cordova Channel. The constant A/k ranges from 0 to 80 m. The rays perpendicular to the wavefronts in the (x,y) plane are described by the vector equation
͑27͒
The equation of the rays is found from the solution to the differential equation describing the angle of the ray:
where r 2 ϭx 2 ϩy 2 . Under the transformation uϭy/x,
͑29͒
which may be solved by the method of separation giving xϭ y
where log B is a constant of integration. 
U͑ y ͒dy ͑31͒
and set M ϭŨ /c 0 , the solutions ͑26͒ and ͑30͒ remain valid to first order. It is interesting to point out that the travel time difference between the refracted ray and the unperturbed ray is a second-order effect "O(U 2 /c 0 2 )… which is negligible. Therefore to first order, the acoustic energy can be assumed to travel along the unperturbed ray ͑i.e., straight lines͒ giving an integrated travel time dependent only on the sound-speed change as a result of the moving medium. R. Pawlowicz ͑personal communication͒ has pointed out that this can have some unique advantages in tomographic measurements where the ray path is simplified as the unperturbed ray. Figure 7͑a͒ shows the horizontal acoustic arrival angle, based on 4-min averages using receivers 4-1 ͓see Fig. 2͑b͔͒ together with the arrival angle derived from ͑25͒ using the path averaged current measured by the scintillation drift. The sign convention for these measured angles is positive counter clockwise and negative clockwise about the line connecting transmitter and receiver ͑Ϫy axis͒. During peak flow periods the acoustic arrival angle overestimates the current.
The measured angular deviations are extremely small and the array dimensions limit the measurement accuracy. For example, the angular deviation caused by a 1-m s Ϫ1 current is 0.038 deg; which is equivalent to the apparent angular deviation resulting from a displacement of one hydrophone by only 0.66 mm! Although our supporting structure was robust, flow induced mechanical displacements of this magnitude would not be surprising. It is worth pointing out that with receivers separated by 20 m, the resolution in the arrival angle is 0.001 degrees resulting in a current speed resolution of 2.6 cm s
Ϫ1
. Detection of the slowly varying horizontal arrival angle offers some interesting possibilities for measurement of spatially averaged current perpendicular to the acoustic path. In contrast to the use of scintillation drift ͑see Farmer et al. 3 ͒ details of fine scale acoustic scattering are unimportant provided decorrelation of the signal is small over the receiver separation scale; it is only required that horizontal soundspeed gradients be negligible. This latter requirement may restrict application over great distances however, unless a configuration is used that allows separation of the horizontal gradient.
Vertical angle
The low-frequency variability in the vertical arrival angle z depends on the vertical stratification and increases with path length L. For the short horizontal range ͑Lϭ670 m͒, the vertical deflection is ͑see Brekhovskikh and Lysanov
The mean sound-speed gradient ⌬c/⌬z is estimated from FIG. 7 . ͑a͒ Horizontal angle of arrival determined by the acoustic method ͑dots͒ together with the angle inferred from the measured current speed ͑solid curve͒ using ͑25͒. ͑b͒ Vertical arrival angle determined by the acoustic method ͑dots͒, together with the angle inferred from the measured sound-speed gradient ͑solid curve͒ using ͑32͒.
CTD ͑conductivity, temperature, and depth͒ profiles in the center of the channel ͑see Fig. 1͒ . Figure 7͑b͒ shows measurements of the vertical acoustic arrival angle for 4-min averages using receivers 2-1 ͓see Fig.  2͑b͔͒ ; the arrival angle determined by ͑32͒ is superimposed. Values of (1/c 0 )(⌬c/⌬z) using a least-squares fit over ⌬z ϭ10 m derived from the CTD profiles every 15 min, are shown for comparison on the right-hand axis of Fig. 7͑b͒ . As expected, there is general agreement between the two measurements, although significant difference in fine scale variability.
B. High-frequency fluctuations
The temporal autocorrelation for the phase-difference fluctuations "␦͑,t͒ϭ͑r,t͒Ϫ͑rϩ,t͒… is defined as ͑see Clifford
where R () is the temporal autocorrelation for the phase fluctuations and C ͑,͒ is the space-time cross correlation for the phase. Correlations are used instead of covariances since the means have been removed and it is the fluctuations that are of interest. This equation is based on the assumption of isotropic and homogeneous turbulence and is described as an integral along the path (0ϽyϽL) and as an integral over all refractive index wave numbers . As discussed below, there is weak anisotropy in the measured field; however the isotropic assumption remains a reasonable approximation. The refractive index fluctuations are described by the threedimensional isotropic and homogeneous Kolmogorov spectral density "⌽ n ()… defined by ͑4͒. Diffraction effects are taken into account by the cos 2 term, and J 0 "A()… is the zero-order Bessel function, with
As →0 the Bessel function term → 2 and thus the integrand → Ϫ2/3
. Even though the integrand is not defined at the origin the integral still exists.
Following Di Iorio and Farmer 2 and extending the calculations to include vertically as well as horizontally spaced receivers, we compute the phase-difference frequency spectra. The spectrum is defined as the Fourier transform of the phase-difference temporal autocorrelation function defined by ͑35͒. Thus for horizontally spaced receivers ͑i.e., x parallel to U͒ the spectrum is
and for vertically spaced receivers ͑i.e., z perpendicular to U͒ it is
where the minimum refractive index wave number is 0 ϭ2 f /U. These equations are defined as an integral over all refractive index wave numbers Ͼ 0 and as an integral along the path.
In order to make measurements throughout the tidal cycle we normalize the frequency by f 1 ϭU/ and each spectrum by the wave structure function defined as the sum of the log amplitude and phase structure functions, D͑,ϭ0 ͒ϭD ͑ ,ϭ0 ͒ϩD ͑ ,ϭ0 ͒ ͑39͒
This function is dominated by the phase structure function which is the phase difference variance when ϭ0. That is D͑,ϭ0 ͒ϳD ͑ ,ϭ0 ͒ϭ␦
͑41͒ Figure 8͑a͒ and ͑b͒ shows the normalized phasedifference spectra for horizontally and vertically spaced receivers, respectively, with the theoretical curves ͑37͒ and ͑38͒ superimposed. The peak for the phase-difference spectrum using horizontally spaced receivers occurs at f Ϸ 0.22f 1 x as expected ͑Tatarskii 7 ͒. The peak for the phasedifference spectrum using vertically spaced receivers is shifted toward lower frequencies with maximum at f Ϸ 0.06f 1 z as predicted by our model in ͑38͒. The vertical phase-difference fluctuations are thus sensitive to scales larger than the horizontal.
The high-frequency fluctuations in the arrival angle are analyzed by filtering the phase time series with a high-pass, symmetric third-order Butterworth filter ͑cutoff frequency f c ϭU/32 m Hz͒. We choose this cutoff because 32 m is a maximum bound on the vertical eddy scale and hence the outer scale for isotropic and homogeneous turbulence. Di Iorio and Farmer 2 have shown that most of the time the horizontal phase-difference spectrum can be modeled with the von Karman turbulence spectrum having an outer scale L 0 ϭ32 m. Thus phase fluctuations are analyzed such that the horizontal phase difference is most sensitive to lϭ4.5 x and the vertical to lϭ16.5 z . These structures are advected through the acoustical path generating small scale variability in the phase-difference time series.
Horizontal and vertical arrival angle correlations
In order to observe anisotropy in the scattering, which is related to anisotropy in the turbulence, we need to compute an average correlation function from our symmetrical array:
where the subscript A denotes that this function is averaged over the array. Figure 9 shows this function normalized by the variances during ebb and flood. At zero time lag,
where stationarity is assumed for the last equality. For the idealized representation of isotropic and homogeneous turbulence, the level of the refractive index fluctuations should be independent of direction and thus zero. This is observed only part of the time. During ebb the positive correlation coefficient in Fig. 9͑a͒ at zero time lag is multivalued and thus is unlikely to be significant. At flood, however, the negative correlation at zero time lag is single-valued suggesting that the observed correlation is not random. The averaged correlation between horizontal and vertical arrival angles is the difference between the phase structure function evaluated along two perpendicular diagonal directions. Since the diagonal spacings are virtually the same it is the difference in the structure parameter C n eff 2 measured along the two diagonal directions that gives the arrival angle correlations. For diverging paths the structure parameter measured by the wave structure function is weighted toward the receiver ͑see Farmer et al.
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͒; this angle of arrival correlation is therefore also weighted towards the receiver.
Two-dimensional distribution
The two-dimensional angle of arrival distribution evaluated from ͑44͒ over a given period can be analyzed by contouring the number of times the arrival angle has a specific value. Figure 10 shows these contours, which correspond to probability distributions, for 20 min of high-pass filtered data taken through the tidal period shown in Fig. 7͑a͒ . Facing the receiver array from the center of the channel, a positive horizontal ͑vertical͒ angle indicates signals coming from the North ͑surface͒. The degree of scatter is related to the effective refractive index structure parameter, C n eff 2 and hence the turbulent kinetic energy dissipation rate ⑀ which is shown in Fig. 5 . A large amount of scatter occurs when there is enhanced turbulence due to the tidal flow and the refractive index fluctuations are strong. Little scatter occurs at slack water. If the turbulence is isotropic we would expect a circular distribution corresponding to equal phase structure functions along the diagonals. Under isotropic conditions the acoustic arrival angle distribution would represent a twodimensional random walk, but this is not observed. Moreover, there is a systematic distortion, implying a correlation between vertical and horizontal deflections which is more pronounced during maximum flood ͑frames e to g in Fig.  10͒ . The major and minor axes of the distribution are determined by evaluating the eigenvectors of the covariance matrix. The eigenvalues of the matrix represent the standard deviation of the scatter along these axes. Figure 11 shows the standard deviation along the major and minor axes, the angle of the major axis and the correlation coefficient based on 10-min data sets. The standard deviation, which describes the magnitude of scatter, is very similar to the effective refractive index structure parameter C n eff 2 shown in Fig. 5 . The correlation coefficient
is positive during ebb, changing to negative when the current turns to flood. This can also be seen in the change of the major axis angle. Although, the correlation is small ͑Ϯ0.25͒, its variability is also small implying a consistent distortion or anisotropic distribution. A 95% confidence interval for the population correlation coefficient is ͑0.06,0.34͒ for ebb and ͑Ϫ0.38,Ϫ0.11͒ for flood. According to the time lag crosscorrelation functions, correlations during ebb seem to occur by chance but the correlations during flood are more significant. During the flood, the correlation coefficient is negative ͑Ϫ0.25͒ in Fig. 11 which corresponds to a time when the anisotropic distribution observed in the source probability distributions ͓Fig. 10͑e͒ and ͑f͔͒ is greatest; this anisotropy occurs when the mean shear is significant.
IV. DISCUSSION
Suppose two rays separated by l travel through a distance ␦y, then the phase-difference between the two paths is ␦⌽ϳk ␦n ␦y, where ␦n is the refractive index difference along the two rays ͑see The total mean-square phase-difference and arrival angle fluctuations due to all NϳL/l inhomogeneities will then be of order
For scale sizes within the inertial subrange l 0 ӶlӶL 0 , the refractive index structure function follows the two-thirds law ␦n 2 ϳ C n 2 l 2/3 and
L, ͑51͒
where the definition of the phase structure function is given by the equality ͑41͒ and the approximation is consistent with that derived by theory ͑40͒. Experimental measurements define x 2 Ϸ z 2 ϳ 2.5 ϫ 10 Ϫ7 rad 2 during maximum flood which 
