Abstract. We establish deviation inequalities for the maxima of partial sums of a martingale differences sequence, and of an orthomartingale differences random field. These inequalities can be used to give rates for linear regression and the law of large numbers.
Introduction and main results
Deviation inequalities play an important role in the study of properties of partial sums of random variables. A particular attention has been given to martingales. In Burkholder's paper [Bur73] , distribution function inequalities for maximum of martingales are established, and moment inequalities are derived from them. Sharp results has been obtained for martingales with bounded increments [Hoe63, Azu67] . When the increments of the considered martingale are unbounded but square integrable, it is possible to control the tail function of the martingale by that of the increments and of the sum of conditional variances, like in [Bur73, Hae84, dlPn99, FGL12, FGL15] . When the tail of increments have a polynomial decay, it seems that Nagaev's inequality [Nag03] gives the most satisfactory results. It states the following: for any positive q, there exists a constant C(q) such that if (Sn) n 1 is a martingale defined on a probability space (Ω, F, P) and Xi := Si − Si−1, then P {|Sn| > x} C(q) The constant C(q) is of order e e q . The result (without the absolute valued in the left hand side of (1.1)) holds for supermartingales. There are three possibilities of improvement of the version of Nagaev's result for martingales:
We prove in Lemma 3.1 that for any positive x.
This is done by using a martingale transform of the original martingale, the former having small conditional variances. Using monotonicity of the function g, (1.4) can be converted into an integral inequality. The paper is organized as follows: in Subsection 1.1, we state a deviation inequality for any Banach space valued martingale differences sequence, then for stochastically dominated or identically distributed sequences. In Subsection 1.2, we review orthomartingales, and state a deviation inequality for orthomartingale differences random fields. Section 2 is devoted to applications to linear regression and Baum-Katz estimates martingale differences sequence and orthomartingale differences random fields. All these results are proven in Section 3.
1.1. Martingale differences sequences. 
From [Ass75] , we know that if B is r-smooth and separable, then there exists a constant D such that for any sequence of B-valued martingale differences (Xi) i 1 ,
(1.5)
Since an r-smooth Banach space is also r ′ -smooth for any 1 < r ′ r, there exists a constant C r ′ ,B such that such that for any sequence of B-valued martingale differences (Xi) i 1 , and any integer n,
(1.6) Our first main result is an inequality in the spirit of Theorem 1 in [Nag03] .
Theorem 1.3. Let (B, · ) be a separable r-smooth Banach space where 1 < r 2. For each 1 < r ′ r, q > 0 and for any B-valued martingale differences sequence (Xi, Fi) i 1 , the following inequality holds for each n 1 and x > 0:
where
Xi and C r ′ ,B is a constant satisfying (1.6) for any n and any martingale differences sequence. Remark 1.4. On one hand, Nagaev's result [Nag03] applies to real valued supermartingales, while our result is restricted to martingales. On the other hand, when applied to the latter class of random variable, our result gives a generalization in two directions. First, we consider Banach space valued random variables. Second, even when restricted to real-valued random variables, our result can be used to treat martingales whose increments do not necessarily have a finite moment of order 2.
In the independent setting, the terms E Xi 
Xi and C r ′ ,B is a constant satisfying (1.6) for any n and any martingale differences sequence.
Stochastically dominated sequences.
For a random variable Y with values in the Banach space (B, · ), we denote by QY the generalized inverse of the function t → P { Y > t}, that is,
(1. 
If the sequence ( Xi ) i 1 is identically distributed, then for any n 1 and x > 0: 
is an orthomartingale random field with respect to the filtration
In all this subsection, we shall make the following assumption on the random field (X i ) i∈Z d , namely: Orthomartingale random fields have good properties with respect to marginal filtrations 
Remark 1.14. One can integrate the previously obtained inequalities to get moment inequalities. For example, it is possible to recover a multidimensional Burkholder-like inequality in the stationary case, like in [Faz05] . Like in the one dimensional case, it is also possible to establish inequalities in weak L p spaces like in [JS88] , Remark 6.
Applications

Linear regression.
We consider the stochastic linear regression model given by
We shall make the following assumptions:
Let θn be the least square estimator defined by 
Then for any p > 2, q > p and any x > 0,
Let us compare Theorem 2.1 with the results in [FGL17] . When x is large, Theorem 2.1 and Theorems 3.3 and 3.4 in [FGL17] give an upper bound of order x −p .
(1) In Theorem 3.3 of [FGL17] , it is assumed that
which is more restrictive than the assumption in Theorem 2.1.
exists a positive δ and C1 such that for all i 1, E |εi| p+δ C1, which is more restrictive than our result, since only boundedness of the sequence of moments of order p is required.
2.2. Baum-Katz estimates for martingale differences sequences and orthomartingale differences random fields.
Martingale differences sequences. For
We also write L p log q L (with q 0) the set of random variables X such that E X p log + X q is finite, where log + (x) := max {0, log x }.
Theorem 2.2. Let B be an r-smooth Banach space for 1 < r 2. Let (Xi) i 1 be a martingale differences sequence with values in B. Assume that one of the following conditions is satisfied: (C.1) there exists a real valued random variable
Then for each α ∈ (1/r, 1] and each positive x, the series
Let us compare this result with a previous one. In [DM07] , convergence of the series
have been established for sequences satisfying (Xi) i 1 ≺ X and X ∈ L p for 1 < p < r and 1 α p. Our result deal with a more restrictive class of martingale differences but covers the case p = r. When a moment of order greater than two is finite, we can formulate precise results in terms of integrability of the increments and of the conditional variance term. Vi,
We can formulate an analogous result for "norm-identically" distributed sequences.
Theorem 2.4. Let p > 2, 1/2 < α 1 and let B be a separable 2-smooth Banach space. There exists a constant C (p, B) such that the following holds: for each B-valued martingale differences sequence
For condition (C.2) to be satisfied, we require X1 ∈ L 2 log L rather than in L 2 . One may wonder whether that stronger condition is really needed. Its "necessity" for stationary martingale differences sequences is proved below. It also show that the result of Theorems 2.3 and 2.4 do not hold for p = 2. Recall that (X, Σ, P, θ) is a dynamical system if (X, Σ, P) is a probability space and θ : X → X is a measurable map such that P θ
is strictly stationary. We start with the following lemma.
Lemma 2.5. Let γ > 1. There exist a dynamical system (X, Σ, P, θ) and a non-negative measurable function f 0 on X such that, for every 0 < ε 1, X f log
Proposition 2.6. Let α > 1/2. There exists a stationary (and ergodic) sequence of martingale
In [HL14] , Baum-Katz type estimates have been formulated for martingales differences arrays, extending the results in [Als90] . It has been extended to the Banach space valued setting in [Hao13] . However, it seems that our results cannot be compared with those of [HL14] because these ones require a control in of the L p -norm of n Gut78] gives the equivalence between the following two assertions for α > 1/2 and p max {1/α, 1}:
(2) for each positive ε,
Deviation inequalities has been used in [KL11, Lag16] for the question of complete convergence of orthomartingale differences random fields.
Similar results as in Subsubsection 2.2.1 can be proved for some orthomartingale differences random fields. Proof of Theorem 1.3. We first start by a distribution function inequality, which was first established in the real valued case and r ′ = 2 in [Bur73] (see also [Pis75] , p. 24 for a proof).
Lemma 3.1. Let (B, · ) be an r-smooth Banach space for some 1 < r 2 and let 1 < r ′ r. Then for any δ ∈ (0, 1) and any B-valued martingale differences sequence (Xi) i 1 with respect to the filtration (Fi) i 1 , the following inequality holds for any n 1 and x > 0:
where C r ′ ,B is defined by (1.6) and Sn = n i=1
Xi.
Proof. We assume that n 2 since for n = 1, the result is obvious. We define A1 = B1 = C1 = ∅ and for 2 i n, Ai := max
2)
Bi := max
We then introduce
We show that the following inclusion holds:
Indeed, let ω be an element of the left hand side of (3.6). Then for any i ∈ {2, . . . , n}, ω belongs to Bi ∩ Ci. Consequently,
δx < x, since 0 < δ < 1 hence M1 < x and Mn > 2x. Since for any i ∈ {1, . . . , n − 1} we have Xi (ω) δx, it follows that 0 Mi+1 − Mi δx. Consequently, I is of the form {i, i0 i j0} for some integers i0 2 and j0 n. Therefore,
Now, (3.6) holds in view of the inequalities
δx. Taking the probabilities on both sides in (3.6), one gets
Observe that Ai, Bi and Ci belong to Fi−1, hence (Yi) i 1 is a martingale differences sequence. The combination of (3.8) with (1.6) yields
Since for i 2,
we derive that 
since Ej+1 ⊂ Ej, the second term is smaller than n−1 j=2 t 1E j − 1E j+1 = t1E 2 − t1E n and consequently,
Combining (3.9), (3.11) and (3.12), we get (3.1). This ends the proof of Lemma 3.1.
Let us define the functions
Si > x and (3.14)
g : x → P max
We established in Lemma 3.1 that for any x > 0 and any δ ∈ (0, 1), and with the change of index j = N − n, we derive that for any positive t and any integer N ,
Now, we choose δ := 2
, which is smaller than 1, as C r ′ ,B is bigger than 1. Applying (3.20) with x = 2 N t and letting N going to infinity (accounting f 2 −N x 1 and 0 < η < 1), we get
Since the function g is non-increasing, we have
we get (1.7). This ends the proof of Theorem 1.3.
Proof of Theorem 1.7. We shall need the following lemma.
Lemma 3.2. Assume that X and Y are two non-negative random variables such that for each positive x, we have
Then for each t, the following inequality holds:
Proof of Lemma 3.2. Rewriting the expectation as
we derive by the assumption the bound
We conclude using the substitution ts := u.
We apply Theorem 1.3. The first term of (1.7) is controlled in the following way, using the fact that if U has uniform distribution on [0, 1], then Q X i (U ) has the same distribution as Xi :
where λ denotes the Lebesgue measure.
In order to control the second term of (1.7), we first bound
Vi and we notice that for any convex function φ : Vi, Z ′ has the same distribution as V1 and such
. Therefore, inequality (3.29) holds with X := Z ′ n and Y = Z ′ , hence by Lemma 3.2 the estimate
is valid for any n. We can deduce from inequalities (1.7) and (3.34) that (1.10) is satisfied after having used the elementary identity
In order to prove (1.11), we bound the two terms of the right hand side of (1.7) independently of n. Let us start by the first term, which can be written as
If v 1, we use the bound n 1−q/r
Let us treat the second term. For any convex function φ : R → R,
Using again Theorem 6 in [Rue81], we derive that
Combining (3.37) and (3.38), we get (1.11). This ends the proof of Theorem 1.7.
3.2. Proof of Theorem 1.13. Let us prove (1.16). Let B be a separable r-smooth Banach space and let r ′ ∈ (1, 2], q > r ′ be fixed. 
Xi; (2) for any d 2 and any positive w,
Then for any integer d 1, any orthomartingale differences random field (X i ) i∈Z d satisfying (1.15), E X1 r ′ < +∞, any n 1 and any positive x,
where S i is defined by (1.14).
For p > 0 and k ∈ N, let 
Then the sequence of functions
satisfies the conditions of Lemma 3.3. Let (X i ) i∈Z d+1 be an orthomartingale differences random field with respect to the commutatitve filtration (F i ) i∈Z d+1 satisfying (1.15). Using property (P.2) in Lemma 1.12 and Lemma 3.2 applied to X = max
we get
We now apply the induction hypothesis to
Let us bound these integrals. We have
and the substitution x = u/w gives
Observe that for u ∈ (w, 1),
Finally,
Now, if w > 1, a similar result by spliting the integral into three parts (from 0 to 1w, from 1 to w and from 1 to infinity) yields for w > 1:
This concludes the proof of Lemma 3.4.
Proof of the results of Section 2.
Proof of Theorem 2.1. A computation gives that
We define
and Gi := σ (εu, 1 u i) for i 1 and G0 = {∅, Ω}. In this way, for i 2,
Since σ (φj, 1 j n) is independent of σ (εu, 1 u i), equality
holds and the right hand side was assumed to be equal to zero. Moreover, by independence,
ξi, an application of Theorem 1.3 with B = R and r ′ = 2 yields
We bound A1 using Markov's inequality:
Using independence and the convexity inequality
Now, in order to bound A2, we notice that
and since ε 2 i is independent of (φj, 1 j n), we derive that
(3.69) 
Theorem 2.1 follows from the combination of (3.62), (3.67) and (3.71).
Proof of Theorem 2.2. We use inequality (1.11) with r ′ = r and q = 2r to get that for some constants C and c depending only on r and B,
Observe that
Since for any non-negative random variable Y , 
we get the convergence of the series
Proof of Theorem 2.3. We use inequality (1.10) with x := x2 n(α−1/2) , r ′ = 2 and q = 2p. We get
One bounds the first term of the right hand side of (3.77) by
and use p 2 − 1 (α − 1) 0. One bounds the second term of the right hand side of (3.77) by
and since p > 2, the latter integral is finite.
and V1 ∈ L p/2,∞ . Plugging the bounds
into (3.77), we get
and the right hand side goes to zero by monotone convergence.
In view of (3.77), we have
Since for any non-negative random variable Y and any q > 2,
we get the conclusion of item 3 of Theorem 2.3.
The proof of Theorem 2.4 is completely analogous hence omitted.
Proof of Lemma 2.5. We use the skyscrapers construction of Kakutani as in [BK65] . Let (ℓn) n 1 be a non-increasing sequence of non-negative real numbers such that n 1 ℓn = 1. For every integer n 1, set Xn := [0, ℓn] × {n} ([0, ℓn] equipped with the Lebesgue measure). Define then X := ∪ n 1 Xn. Let τ be an ergodic transformation of [0, ℓ0] . Define an ergodic transformation θ on X by θ(x, n) = (x, n + 1) if (x, n + 1) ∈ X and by θ(x, n) = (τ (x), 0) otherwise.
Let n 0. For every 2
, where κ is such that n 1 ℓn = 1. For every n 0 and every (x, k) ∈ X, with 2
Taking D, large enough, we see that for every n 2,
which finishes the proof.
Proof of Proposition 2.6. Let γ = 2α. Let X be the probability space constructed in the proof of Lemma 2.5. Let Ω1 be probability space rich enough to support a sequence (εn) n 1 of i.i.d. N (0, 1) random variables. Let Ω := X × Ω1 with the product measure. Let f be the function satisfying the conclusion of Lemma 2.5. For every n 1, set Xn := εnf 1/2 • θ n . Notice that (εn) n 1 is independent from (f • θ n ) n 1 so that (Xn) n 1 is a stationary sequence of martingale differences (and ergodic). Set for every n 1, sn := n i=1 f • θ i 1/2 . We have, using independence, 
