Nutzung von Lorentzkräften für Mischprozesse in der Chemie- und Glasindustrie by Torres Perez, Jose Oskar
Nutzung von Lorentzkra¨ften fu¨r Mischprozesse
in der Chemie- und Glasindustrie
DISSERTATION
zur Erlangung des akademischen Grades
DOKTORINGENIEUR
(Dr.-Ing.)
vorgelegt der
Fakulta¨t fu¨r Maschinenbau der
Technischen Universita¨t Ilmenau
von Herrn
M.Sc. Jose Oskar Torres Perez
geboren am 14.02.1979 in Lima/Peru
1. Gutachter: Dr.-Ing. Bernd Halbedel
2. Gutachter: Univ.-Prof. Dr. rer.nat. habil. Andre´ Thess
3. Gutachter: Prof. Dr.-Ing. Egbert Baake
Tag der Einreichung: 06.07.2016
Tag der wissenschaftlichen Aussprache: 21.12.2016
urn:nbn:de:gbv:ilm1-2016000844
2
Zusammenfassung
Gegenwa¨rtig werden in der Glas- und Chemieindustrie mechanische Ru¨hrer zum Mischen,
Homogenisieren und zur Fluidbewegung eingesetzt. Nachteile sind der mechanische
Verschleiß und die damit verbundene Verunreinigung des Fluids – insbesondere bei chemisch
korrosiven Fluiden und ho¨heren Temperaturen (Schmelzen). Hinzu kommt, dass die
Stro¨mungs beeinflussungen o¨rtlich limitiert sind. In elektrisch leitfa¨higen Fluiden kann die
Lorentzkraft mechanische Ru¨hrer ersetzen.
Ziel ist es, mittels Simulationen und Experimenten zu zeigen, dass die Lorentzkraft die
Stro¨mung von Glasschmelzen trotz ihrer niedrigen elektrischen Leitfa¨higkeit und großen
Viskosita¨t beeinflussen kann. Dazu ist es erforderlich, den Wa¨rme- und Stofftransport in
schwach Ionen leitfa¨higen Fluiden, wie Glasschmelzen und Salzlo¨sungen, unter dem
Einfluss von elektrischen und magnetischen Feldern zu modellieren sowie die dafu¨r
notwendigen Elektroden- und Magnetsysteme fu¨r Anwendungen in der Chemie- und
Glasindustrie auszulegen und deren Design zu optimieren.
Die Bearbeitung erfolgt in drei anwendungsnahen Projekten.
Im Projekt I zeigte sich, dass in laminar stro¨menden, hochviskosen Fluiden mit einer
Drei-Elektroden-Anordnung und mit einem axialen Magnetfeld schon die erforderlichen
Streckungen und Faltungen von Inhomogenita¨ten erzeugt werden, aus denen sich
Mischungsgrade ergeben, die von mechanischen Ru¨hrzellen erzielt werden.
Die Simulationsergebnisse wurden mit Experimenten u¨berpru¨ft und dann auf reale
Anordnungen u¨bertragen.
Im Projekt II wurden mit numerischen Studien fu¨r einen realen Fa¨rbefeeder die optimale
Anordnung von aus in die Glasschmelze hineinragenden Elektroden und
dazwischenliegenden, aber im Isoliermaterial des Feederbodens angeordneten Spulen und
deren Betriebsparameter ermittelt. Die Elektroden-Spulen-Anordnung erzeugt in der
Glasschmelze eine Lorentzkraftverteilung, die die Sedimentation der Fritten (in Glas gelo¨ste
Metalloxide) reduziert und die Einstro¨mbedingungen in die Ru¨hrzone verbessert.
Im Projekt III wurde eine ausreichende Fluidbewegung einer wa¨ssrigen Salzlo¨sung bereits
mittels zwei Elektroden und eines extern erzeugten magnetischen Feldes erzeugt.
Zur Bewertung der Mischverha¨ltnisse waren geeignete Turbulenzmodelle zu pru¨fen, da die
Stro¨mung turbulent ist.
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Abstract
Currently, mechanical stirrers are used for mixing and homogenizing fluids in the glass and
chemical industries. Disadvantages are the mechanical wear and the associated contami-
nation of the fluid, particularly in corrosive fluids and in high temperatures. In addition, the
influences on the flow are locally limited. In conducting fluids, the mechanical stirrer can be
replaced by the Lorentz force.
The aim of this work is to show by means of simulations and experiments that the Lorentz
force can influence the fluid flow in spite of its low electrical conductivity and high viscosity
in the case of molten glass. For this purpose, it is necessary to model the heat and mass
transport in weakly ionic conductive fluids such as molten glasses and salt solutions, under
the influence of electric and magnetic fields. Also, it is necessary to design and to optimize
the electrode and magnetic systems for applications in the chemical and glass industries.
This PhD thesis is divided in three research projects.
The project I, shows that in laminar flow, highly viscous fluids can be stretched and folded by
the Lorentz force with an arrangement of three electrodes and an axial magnetic flux density
of 28 mT, obtaining similar blending levels as achieved with a mechanical stirring cell. The
simulation results are validated with experiments and then transferred to a real configuration.
The project II, shows that the Lorentz force can be used to prevent the sinking process of the
frits (dissolved metal oxides used to color the glass) within the molten glass flow, reducing
the sedimentation and also enhancing the input flow condition of the stirring battery used to
homogenize the color. For that purpose, an optimal arrangement of three electrodes and two
coils are used. The numerical model of a real forehearth coloring is validated with tempera-
ture measurements in the molten glass as well as on the surface of the structure.
The project III, shows that the Lorentz force can be used to create a main azimuthal flow
in turbulent regime of an aqueous salt solution. For that purpose, and arrangement of two
electrodes and an axial magnetic flux density of 10 mT is used. To evaluate the mixing
process, several turbulence models are examined.
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CHAPTERI
General introduction
This chapter shows in section 1 a short general motivation of the work made in this Ph.D.
thesis about the electromagnetic control of fluids with low electrical conductivity that has not
yet being used in the glass and chemical industry. Section 2 shows the main objectives of
this thesis and section 3 presents a short overview of the projects developed to achieve the
goals imposed in the objectives.
1 Motivation
In the glass and chemical industry there are some processes, that require a better control
of the fluid flow. These could be realized by changing the geometry such as adding a wall
in the glass melting tank to increase the residence time [75] or by means of a mechanical
stirrer to enhance the homogenization that cannot be achieved by natural diffusion needed
for example, in the coloring of molten glasses [73, 72], in the production of optical glasses
[67, 68, 69] or in the crystallization processes of inorganic materials [71]. Processes such as
coloring of molten glasses in forehearths where the minerals used to give the color have a
tendency to sink and therefore are not possible to control with standard techniques such as
temperature gradients, bubbling or barriers [72, 73].
Some disadvantages appear when using the standard techniques such as the mechanical
wear of the mechanical stirrer that contaminates the fluid, particularly in chemically corrosive
fluids and in high temperatures. Also, another drawback of the mechanical stirrer is its local
action around its impeller blades.
This Ph.D. thesis proposes an alternative novel technique called the Lorentz force technique.
It is based on the non negligible electrical conductivity of molten glasses and chemical solu-
tions to generate the Lorentz force and thus to influence and control the flow of those fluids.
This contactless control, due to absence of moving parts, is used to mix those fluids without
the drawbacks of the mechanical stirrer as well as to push up the fluid avoiding the sinking
process of the minerals used to color glasses.
Up to now there are not industrial applications of the Lorentz force in the production of glasses
nor in the crystallization of inorganic low conductive solutions but, there exist experimental
13
as well as numerical investigations using a laboratory scale physical model, [6], [7], [5].
2 Objectives
The objectives of this Ph.D. thesis is to show by means of numerical simulations and ex-
periments that the Lorentz force can influence the fluid flow of molten glasses and chemical
solutions in spite of their low electrical conductivity (< 100 S/m) [69], [71], compared to liquid
metals (≈ 106 S/m) [4], and in a large range of viscosities. For this purpose, it is necessary to
model the heat and mass transfer in such fluids under the influence of electric and magnetic
fields as well as to design and optimize the suitable electrode and coil arrangements. Atten-
tion has to be given to the temperature dependence of the physical properties (conductivity,
viscosity, density), leading to a nonlinear coupling of mass, heat transfer and electric fields,
and also to the thermal boundary conditions in each application case where the Lorentz force
technique is studied.
3 Overview of the thesis
3.1 Overview
The study of the Lorentz force technique application is developed in three main projects:
• Project I: Electromagnetic mixer
• Project II: High-performance Forehearth Coloring using Lorentz Forces
• Project III: Electromagnetic crystallizer
Each project follows the same analysis strategy. First of all, the description and simplification
of the problem is made in order to carry out a first analytical study. When the complexity of
the problem is increased, the numerical computations of the coupled partial differential equa-
tions describing the electrodynamics, the heat transfer and the fluid mechanics of the given
problem are made using the commercial computational fluid dynamics software FLUENT [2]
and / or the open source software OpenFOAM [3]. Finally, the validation of the numerical
results is carried out with experimental measurements.
3.2 Electromagnetic mixer
The project is a proposal to the glass industry of a new technique to homogenize the molten
glass that has the advantage of static parts and more precise flow control by means of elec-
trical parameters. The disadvantages of the actual technique that uses a mechanical stirrer
to homogenize the molten glass are the formation of undesirable particles due to the me-
chanical wear, produced mainly in the moving parts, and an expensive sophisticated design
made of platinum or platinum alloy, increasing the process costs.
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The electromagnetic mixer consist of a special electrode arrangements and activation, gen-
erating time- as well as space-dependent electric current density in the molten glass. Such
current density together with an externally created magnetic field, oriented axially, create a
Lorentz force density distribution which depends also on time and space, and is used to
control the flow. The high viscosity of the molten glass (1-100 Pas), which depends on the
glass composition, together with its low flow velocities (mm/s -cm/s) give an small Reynolds
number, meaning that the fluid flow is in laminar regime and it can be stretched and folded
(necessary condition for the mixing) by the Lorentz force. Nevertheless, the Lorentz force
technique has some limitations such as:
• The maximum increment on the glass temperature due to the Joule heating and there-
fore a limitation on the electric current density.
• The corrosion of the electrodes that limits also the electric current density to prevent or
reduce that process.
• The high viscosity of the molten glass which increases the friction force and conse-
quently reduces the influence of the Lorentz force in the molten glass.
The first part of the study is focused on the numerical analysis of a physical model explor-
ing the mixing capabilities of a highly optimized mechanical stirrer provided by SCHOTT AG
Mainz [1] and of the electromagnetic mixer developed in a previous work made by Sugilal
Gopalakrisnan as an extension of Aref’s blinking vortex model [19]. The potential of this new
technique is proved comparing its stirring index, parameter that quantify the homogenization
degree using the spatial distribution of passive particles, with that of the mechanical stirrer.
The second part of the study is the experimental validation of the numerical results comparing
their stirring indices. The stirring index is determined experimentally using a camera-laser
system that records the position of micro particles introduced in the physical model and a
self-developed image processing technique. The third part of the study is the scale up of the
validated model to a real plant. For that, it is necessary to introduce the heat transfer in the
model.
3.3 High-performance Forehearth Coloring using Lorentz Forces
This project originates from the collaboration between the Technische Universita¨t Ilmenau
and FERRO GmbH in Frankfurt to develop a method/ technique of High-performance Fore-
hearth Coloring using Lorentz Forces.
In the start-up project together with the FERRO’s partner Iittala Glass Factory/ Finland, a nu-
merical model for the simulation of the heat and mass transport under the influence of electric
and magnetic fields is developed to show the feasibility of the Lorentz force technique using
a realistic technical configuration of the electrode arrangements and magnetic system in a
small forehearth ( ≈ 2 t/d) to prevent the sinking process of the minerals [63].
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Based on the numerical results of the first project, a second project is developed between
the Technische Universita¨t Ilmenau, Ferro Frankfurt and Ferro France S.A.R.L. as well as O-I
GLASSPACK GmbH & Co. KG Rinteln. It should also be observed in a larger forehearth (≈
80 t/d) that the minerals (frits) used to color the molten white glass tend to sink, degrading the
glass coloring, because the stirring battery needs a certain frits level to perform a good ho-
mogenization, and contaminating the lower part of the molten glass when they sediment. The
main focus of the second project is to scale-up and validate with temperature measurements
the numerical model to later study the push effect created by the Lorentz force to prevent the
sinking process and thus to improve the input flow conditions of the stirring battery [64].
3.4 Electromagnetic crystallizer
This project is a proposal to the chemical industry of a new technique for crystallizing inor-
ganic material (liquid solution) as a replacement of the mechanical stirrer used for the mixing
process. Good mixing of the solution, in both global and local scales, is required to enable
sufficient mass transfer needed for achieving desired crystal growth rate. But the mechani-
cal wear (introduction of foreign particles producing undesirably advanced nucleation), and
its local flow influence (poor mixing in far regions) are some disadvantages of the traditional
technique.
To overcome these problems, the Lorentz force technique can replace the mechanical stirrer
used in inorganic solutions (electrolytes). The advantage of the Lorentz forces is that the ve-
locity flow is generated by means of volumetric forces in the solution, spreading in the whole
volume having a better impact on the homogenization, instead of shear stress forces on the
interface between the stirrer and the solution. But the Lorentz force technique applied on
chemical solutions is also not exempt of limitations. The maximal current that is possible to
apply and therefore the maximum value of the Lorentz force is limited by the material used
in the electrodes as well as by the maximal current that is possible to apply in chemical so-
lutions such as aqueous solution, before the ignition of the water electrolysis.
Unlike the study in section 3.2 and section 3.3, here the study is focused on the analytical
and numerical computation of the velocity flow field from the laminar to the turbulent regime
controlled with the magnitude of the Lorentz force while the viscosity of the solutions is very
low, approximately like water. Different RANS turbulence models are analyzed and compared
with a more accurate model (LES) but more demanding in terms of computational resources.
The RANS model that copes the LES results is the k − ω SST and it is used to compute the
mixing capabilities of the Lorentz force. Finally the design of the physical model is realized
to validate in a further study the numerical results.
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4 Summary
This Ph.D thesis is divided in three main projects. The first one is the continuation of the nu-
merical work made by Sugilal Gopalakrishnan [19] and the experimental work made by Uwe
Krieger [12] to propose to the glass industry a novel technique called Lorentz force technique
for the mixing process needed in the production of optical glasses and coloring glasses with-
out the problems found in the current technique.
The second project supported by our industrial partners, investigates the push up effect cre-
ated by the Lorentz force in the molten glass flow to avoid or reduce the sinking of the min-
erals used for coloring glasses. Until now, there is no technique that can resolve this problem.
The third project analyzes the mixing capabilities of the Lorentz force technique in chemi-
cal solutions. Difference to the first two projects, where the molten glass flow is in laminar
regime, here the chemical solution flow is in turbulent regime. Therefore, it is necessary to
investigate several turbulence models and then to propose an experimental design for their
validations.
The physical system that is defined by the analyzed region in each project must be simpli-
fied in order to describe it with a mathematical model. These simplifications are made in the
physical properties of the fluid that cannot be measured, in the internal chemical reactions,
in the exchange of matter with the surrounding as well as in the geometry.
The mathematical model that describes the action of the Lorentz force in the fluid flow is
composed of coupled differential equations which are computed numerically with well vali-
dated numerical codes such as the commercial software ANSYS / FLUENT [2] and the open
source software OpenFOAM [3].
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CHAPTERII
State of the Art
This chapter shows in section 1 the state of the art in the application of Lorentz forces to
molten glasses as well as in inorganic solutions. The section 2 presents the manufacturing
process of glasses with a special attention to optical and coloring glasses.
1 Lorentz Force Applications in Electrolytes
1.1 Overview
This section shows the state of the art of the application of Lorentz forces to control the fluid
flow of electrolytes such as molten glasses and inorganic chemical solutions which are used
as a basis or support of the different projects developed in this thesis.
1.2 Control of molten glass flow
The study of the applications of Lorentz forces to control the molten glass flow goes back to
the early investigations of Osmanis et al. in 1984 [6]. The investigation showed that Lorentz
forces can improve the homogeneity of molten glass, but that study didn’t make a direct mea-
surement in the molten glass which could be helpful for understanding the Lorentz force effect
in the velocity and temperature fields of the molten glass.
In the period 2001 - 2009, the Magnetofluiddynamics research group of the Technische Uni-
versita¨t Ilmenau funded by Prof. Andre´ Thess, performed a direct measurement of the tem-
perature distribution and density variations using an electric current density in the molten
glass between 5-20 mA/mm2 and an externally generated magnetic flux density of 44 mT
to explore the effects of Lorentz forces on the homogeneity of the molten glass under the
direction of D. Hu¨lsenberg, B. Halbedel, et al. [6]. As well as an image analysis of the striae
formation in glass during the stirring process with calculated mean velocities between -1.5
mm/s and 8.3 mm/s using a magnetic flux density of 42 mT, an electric current density of 1-2
A/cm2, to proof that the Lorentz force can stir the molten, made by U. Krieger et al. (Fig. II.1)
[7, 12]. Also, analytical studies with a one-dimension model [8] as well as numerical studies
with a three-dimension model [9] were performed to show the temperature and velocity field
of the molten glass during the mixing process.
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The success of these researches formed the basis for a cooperative relationship between
the glass manufacturers, particularly SCHOTT AG and the Technische Universita¨t Ilmenau.
From this fertile collaboration emerged a joint patent, C. Kunert et al. Aktenzeichen DE
102004015055 [15] and B. Halbedel et al. WO 2007065937 [16], a joint publication in the
journal Physics of Fluids [8], as well as two dissertations from Cornelia Griessler [11] and
Uwe Krieger [12].
These previous works, that clearly demonstrated that the externally applied electromagnetic
field connected with an electric current density in the glass melt impressed about electrodes
can effectively control the glass melt flow. These together with the studies made by SCHOTT
AG [10] are used to numerically illustrate that chaotic mixing, controlled by electromagnetic
means, can effectively improve the glass melt homogenization through repeated stretching
and folding of the fluid layers, facilitating the mixing by diffusion [17], [18] and [19].
Also, at the Technische Universita¨t Ilmenau, in colaboration with [75], the application of the
Lorentz force to control the molten glass in melting tanks with electromagnetic boosting is
studied. This is used to increase the convection flow, which in return help to separate the
melting zone from the fining zone. It was shown numerically that the Lorentz force enhance
the electromagnetic boosting, creating an electromagnetic wall [75].
a) b) c) d)
Figure II.1: Images courtesy of Krieger et al. [7], visualizing the electromagnetic stirring
effects in a crucible filled with a siliceous molten glass colored with CoO on the top. a) Effect
of electric heating after 5 min. b) Effect of electric heating after 25 min. c) Effect of electric
heating and Lorentz forces after 5 min. d) Effect of electric heating and Lorentz forces after
25 min.
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1.3 Control of inorganic chemical solutions flow
The studies of the Lorentz force applications to control inorganic chemical solution flow are
mainly found in microfluidic devices such as lab on a chip devices used to conduct chemical
and biochemical analysis.
One of the necessities of those devices is the transport of chemical solutions that can be
made by electromagnetic micropumps. In [20], the electromagnetic micropump is made of
electrodes located inside the device in contact with the fluid operating in DC mode and of an
external permanent magnet. The electric current density impressed in the fluid by the elec-
trodes interacts with the magnetic flux density created by the magnet, producing a Lorentz
force density pointing to the desired direction (Fig. II.2.a). This force drives the fluid with a
voulmetric flow rate of 2.5 µL/min, using a magnetic flux density of 490 mT and an electric
current of 5 mA. The advantage of the DC mode is the use of permanent magnets for the
generation of a magnet field which doesn’t require a connection to a power supply. But, in
microfluidic devices using aqueous fluids, this configuration is not adequate because the volt-
age applied on the electrodes generates electrolysis. The consequence of that, are bubbling
creation as well as the corrosion of the electrodes reducing their life time and contaminating
the fluid.
To overcome these problems, [21] and [22] proposed to add to the fluid electroactive redox
species increasing the electrical conductivity and decreasing the necessary voltages on the
electrodes, and thus to reduce the electrolysis and its drawbacks.
Also, another solution to avoid the electrolysis was investigated by [23]. Here, the electrodes
are in AC mode and they are synchronized with the phase shift of an electric current applied
on an electromagnet, to keep the Lorentz force pointing in the same direction (Fig. II.2.b).
This force drives the fluid with a velocity of 1.51 mm/s in the center of the channel using a
magnetic field density of 18.7 mT and an electric current of 140 mA. In the AC mode the
bubbling threshold depends on the electric current frequency at the same time decreasing
the magnetic flux density.
Another necessity in microfluidic devices is the mixing of two or more species. Typically these
devices work at low Reynolds number, where turbulent mixing does not occur and hence
molecular diffusion of the species plays a major role on the mixing process. Nevertheless,
the slowness of the process is not suitable for the microfluidic devices. One way to overcome
the problem is to use Lorentz forces to enhance the mixing. In [24], the Lorentz forces, which
are generated with electrodes in DC mode using a voltage of 4 V and neodymium permanent
magnets with typically magnetic flux densities between 300 mT - 400 mT, are used to create
secondary flows that may enhance mixing by changing the polarity of the electrodes and thus
the direction of the Lorentz forces.
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a) b)
Figure II.2: Schematics of the electrode and magnetic system to create the Lorentz force
density fL and thus to pump the solution. 1- permanent magnets, 2- electrodes, 3- electro-
magnet. a) Lorentz force density created with electrodes working in DC mode and permanent
magnets. b) Lorentz force density created with electrodes working in AC mode and an elec-
tromagnet.
A better enhancement of the mixing using Lorentz forces, was provided in the study made
by [25] that was inspired by the Aref blinking vortex model as it was also in the study made
by Gopalakrisnan et al. [19] to create chaotic advection using an arrangement of three elec-
trodes. Here also the Lorentz forces were created with the electrodes working in DC mode
using a voltage between 0.3 V - 7 V and permanent magnets with magnetic flux densities of
300 mT.
2 Melting and coloring in the glass industry
2.1 Glass definition
There exist several definitions of what is glass, depending from which area of study come
from as well as in which period was made. One of them is found in the German standard
”Glas ist ein anorganisches Schmelzprodukt, das im wesentlichen ohne Kristallisation er-
starrt” saying that glass is an inorganic product of fusion that solidifies without crystallizing
[37]. Here that definition is extended to take into account also organic materials used in the
composition that exhibit a glass transition.
Generally, in the process of cooling a melted material, the liquid state can solidified glassy or
crystalline (Fig. II.3). If the solidification is connected with a continuous not jumped decreas-
ing of the volume (supercooling) then glass is formed (Fig. II.3.b). Its viscosity decrease until
a transformation range η = 1012 Pas - 1013.5 Pas [28, 12], which defines the transformation
temperature Tg. There, the curve deviates, and below this point the material is called glass
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and considered that it is in solid or glassy state without having a clear phase change because
it has retained its disordered nature from the liquid state. If the rate of cooling is enough slow,
the crystallization takes place at the melting point Tm where a clear phase change from liquid
to solid happens [37], [40].
a) b)
Figure II.3: a) Two dimensional schematic of a random SiO2 network according to
Zachariesen [33], [34]. b) Schematic of the temperature - volume diagram for the cooling
process of a molten material to the glassy material or to a crystallized material.
Glasses in solid state have a short range order on the Angstrom scales but no large range
order as in crystals as was schematized by Zachariasen in his random network model (Fig.
II.3.a) [33], [34]. Therefore no Bragg peaks has been seen in diffraction experiments [38].
The mechanical and optical properties of glasses depend on their chemical compositions,
melting processes and thermal treatments which can vary widely opening a wide range of
applications such as packing, tableware, automotive, construction, electronics, medical tech-
nology, optics and others.
The chemical composition also defines the physical properties of the molten glass such as
the density, viscosity and electrical conductivity, depending strongly on the temperature. Dur-
ing the increment of the temperature, the electrical conductivity increases while the viscosity
and the density decrease and accordingly, the mobility of the ions as well as the volume en-
large, meaning that for the same working temperature tow different compositions will behave
differently to the action of the Lorentz forces. The one with a large viscosity will oppose more
to the modification of its flow, while the one with a large electrical conductivity will allow the
creation of more intense Lorentz forces and additionally the Lorentz force decreases while
the electrical conductivity also decreases.
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The temperature dependence of the viscosity η is well described by the Vogel-Tammann-
Fulcher (VTF) equation,
lg(η) = Aη +
Bη
T − T0 (II.1)
where Aη and Bη are fitting constants and T0 an arbitrary parameter. According to [27], the
VTF is useful to describe the behavior of the viscosity when T > Tg + 50 K. Also, the electric
conductivity σ follows an exponential temperature dependence [51, 12], which is described
by the Eq. II.2 written in logarithmic form,
lg(σ) = Aσ +
Bσ
T
(II.2)
where Aσ and Bσ are fitting constants.
Otherwise, the temperature dependence of the density ρ has a linear behavior [12, 53],
ρ = Aρ + BρT (II.3)
where Aρ and Bρ are fitting constants.
The other physical properties, such as thermal conductivity and thermal capacity can be con-
sidered constant because they change little in the range of the molten glass temperatures
[12].
These physical properties are important for the production of glasses because, e.g. the form-
ing temperature is determined by the viscosity, the weight of the final product is determined
by the density, as well as the improvement of the temperature homogenization using elec-
trodes and the necessary or possible amount of directly electrical heating is determined by
the electrical conductivity.
2.2 Glass production
The glass industry production in the year 2014 for the European market is divided in five main
sectors [33], [39].
• Container glass, e.g. for glass packing products which represents about 70 %.
• Flat glass, e.g. for building and automotive industries which represents about 25 %.
• Glass fiber, e.g. for composite materials which represents about 2%.
• Domestic glass, e.g. for tableware which represents about 2 %.
• Special glass, e.g. for optical glass which represents about 1%.
Following the classification established by Zachariasen for the composition of glasses, there
are three groups, the network formers, which are the base raw materials, (e.g. silica (SiO2),
cullet), the network modifiers used, e.g. to decrease the melting point (e.g. soda (Na2O), lime
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(CaCO3)) and the intermediate oxides used as, e.g. coloring/decoloring agents (e.g. iron ox-
ide (Fe2O3)) [41], [35], which are mixed in proper proportion called batch [41].
The batch charging is introduced mechanically into the melting tank (see Tab. II.1) quasi-
continuously and melted with burners located along the side walls (see Tab. II.2), cross-fired
system, or at the end of the melting tank, end-fired system, using mainly natural gas or fuel
oil and / or electric energy for all or only additionally electrical heating respectively to form
the molten glass that happens at temperatures around 1500 oC (Fig. II.4).
During this process, two main convection flows are generated. One brings the molten glass
to the batch region enhancing the melting process and the other is responsible for the re-
moval of gas bubbles and dissolved gases, which when necessary, the convection flows can
be enforced using a bubbler system, electrical booster or a wall.
The conditioning at the required thermal homogeneity and therefore viscosity of the molten
glass is made in the forehearth that connects the melting tank with the forming machine (Fig.
II.4) [42].
Table II.1: Typical geometrical data of melting tank for continuous glass furnace [52]
Length [m] Width [m] Glass level [m]
8-40 5-15 0.6-1.8
Figure II.4: Schematic of a cross fired glass melting tank with an additional electrical heating
in the melting zone and a bubbler in the spring zone, and a forehearth. 1- Gob forming, 2-
layer of refractory and insulating material, 3- bubbler, 4- electrodes, 5- batch charging, 6-
cross-fired burners, 7- zone of batch melting, 8- fining zone, 9- throat, 10- forehearth burners,
11- plunger.
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Typical container glass like beer or wine bottles doesn’t need an homogenization enhance-
ment because the color comes from the composition of the batch and/or cullet.
However, in novel container glass tanks the coloring is not done in the tank, but directly
in the forehearth by means of colorants (minerals or concentrates) [47]. Here, when a non
standardized color (e.g. perfume industry) or a low striae content (optical glass) are required,
the natural diffusion is not enough to homogenize the melt or to reduce the striae content,
therefore mechanical stirrers are needed to improve the mixing already started by this natural
diffusion (see section 2.4).
Table II.2: Furnace type [52]
Furnace type Glass type Glass pull rate [t/d]
Regenerative cross fired Float glass 500 - 1000
Regenerative cross fired Container glass, tableware 100 - 600
Regenerative end port fired Container Glass, tableware 100 - 400
Recuperative cross-fired Fiber glass, tableware container glass 20 - 400
Oxy-fuel (cross-fired) Fiber glass, tableware, container glass 1 - 400
Oxy-fuel (cross-fired) Float glass 500 - 800
2.3 Optical glass
Currently, there exits more than 100 optical glass types [43] which are produced in a large
range of compositions, melting processes and thermal treatments depending on its applica-
tion that goes from the infrared to the ultraviolet spectrum [32]. Typically crown glass (soda-
lime silicates) or flint glass is used as a base glass to which is added other materials, e.g.
borosilicate glass Schott BK7 that is based in crown glass and is used in lens [43].
Optical glasses need to have high spatial homogeneity of refractive index [54], very low striae
content and bubble concentration [55]. These requirements are achieved by using platinum
or platinum alloys in crucibles or forehearths as well as in stirrers to reduce the impurities
found when using other materials (Fig. II.4.b) [30]. These stirrers smooth out the inhomo-
geneities (striae) that are mainly produced in an unfinished homogenization or by contamina-
tion in the melting tank [31], [32]. To achieve the high levels of homogeneity needed in these
glasses, the complete volume of the molten glass has to be forced to cross the rotation plane
of the stirrers, therefore the molten glass flows parallel to rotation axis of the stirrer (Fig. II.5
(a)).
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The stirrer design and composition depends on the glass properties such as viscosity, chem-
ical composition and in its application. To reduce the contamination due to corrosion, high-
resistant platinum or platinum alloys is used as a bulk material or as a coating with a core
made of, e.g. molybdenum with an helical or coplanar design. Also this core helps to in-
crease the durability of the stirrer that it is reduced by the shear stresses done by the molten
glass which are proportional to its viscosity [45], [46].
In the installations of the industrial partner Schott AG, a coplanar design with several stages
is used to homogenize the molten glass with a density of 2350 Kg/m3 and a viscosity of 27
Pas using a pull rate of 1.4 t/d (Fig. II.5 (a)).
2.4 Coloring glass
As is described in section 2.2, traditionally, to give color to the glass, colorants were added
to the glass tank, but since 1970 a new way of coloring glasses was introduced [47]. Instead
of adding the colorants in the glass melting tank, they are added in the forehearth offering a
better production flexibility because :
• several forehearths can be attached to one glass tank running different colors,
• changing the color in the forehearth is faster and cheaper (lower energy requirements)
than in the glass tank,
• more colors (see Tab. II.3) are possible while the redox state can be changed,
• reduction of potential contaminants.
a) b)
Figure II.5: a) Mechanical stirrer to homogenize the molten glass. Stirring design courtesy
of the industrial partner Schott AG. 1- direction of the molten glass flow, 2- mechanical stirrer,
3- outflow, 4- counterclockwise rotation of the mechanical stirrer. b) Schematic of the fore-
hearth with a battery of stirrers to homogenize the colorants. 1- Gob forming, 2- battery of
mechanical stirrers, 3- layer of refractory and insulating material, 4- direction of the molten
glass flow, 5- feed tube, 6- cross-fired burners, 7- plunger.
27
In order to give color to the molten glass, the forehearth has to be enlarged to include the col-
orant feeding, the melting of the colorant and after that the mixing of the melted colorant with
the molten glass. The colorants are deposit on the surface of the molten glass through feed
tubes melting and diffusing progressively, but this process is not enough to mix the melted
colorants with the non colored molten glass, therefore a battery of stirrers is used to enhance
the mixing (Fig. II.5.b) [29].
The traditional stirrer has an spiral design and its made of, e.g. molybdenum [48], alumino-
silicate ceramic [45], and to enhance its durability can be coated with platinum [45]. The
color of the glass depends on the redox of the added minerals (colorants) that normally are
transition metals (e.g. Cr, Mn, Fe, Co, Ni, Cu) or rare earths (e.g. Y, La, Gb, Yb), the molten
glass itself, as well as at which temperature it happen and how the heat transport distributes
the temperature in the molten glass.
The pull rate of the molten glass can be as low as 2 t/d, e.g. in the installation of the industrial
partner Iittala Glass Factory/ Finland [63] or up to 90 t/d, e.g. in the installation of the industrial
partner O-I GLASSPACK GmbH & Co. KG Rinteln [64] with a maximum pull rate of 140 t/d
reported in 2005 by [47]. The higher the pull rate is, less time the colorants have to melt and
therefore a compromise between the colorant pull rate with the molten glass pull rate and
working temperature must to be found.
Table II.3: Some coloring ions used to give color to the molten glass [49, 50]
Product Coloring ion Feed rate Color loadings Melt zone temperature [oC]
Smoke Grey Ni 0.4 % - -
Ramlosa Blue Co/Cu 0.8 % - -
Clearly Canadian Co/Cu 0.5 % - -
Bacardi Limon Ni/Co/Cr 0.25 % - -
Dead-leaf Green Mn/Cr 1.00 % - -
Emerald green Cr - up to 15 % 1230-1315
Brown Ni - up to 17 % 1230-1315
Deep blue Cu - up to 30 % 1220-1260
Green blue Cu - up to 30 % max.1220
Amethyst Mn - up to 32 % low as possible
Pink Se - up to 1 % 1220-1250
Black Cr/Mn - - -
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CHAPTERIII
Theoretical Framework
In this chapter a brief description of the mathematical framework is shown in the section
1. Then, in the section 2, the generation of electric and magnetic fields to create Lorentz
forces in weakly conducting fluids are explained. In the section 3, the Navier-Stokes equation
describing the fluid flow under the influence of the Lorentz forces as well as the heat transport
equation describing the heat transfer within the fluid is shown. Finally in the section 5, different
mathematical tools to quantify the degree of homogenization produced by the Lorentz force
as well as the mixing processes in laminar and turbulent regime are presented.
1 Introduction
The theoretical framework is composed of differential equations describing the different inter-
actions within the physical system as well as constitutive relations describing the interaction
with external fields. The studied system is comprised of electrically neutral matter, their inter-
action energies and it is defined by boundaries through which the system exchanges energy
with the surrounding environment.
This Ph.D thesis deals with physical systems of macroscopic dimensions (in the order of me-
ters), which are larger than the distance between molecules (mean free path) exchanging
only thermal energy but not matter with its surrounding environment. At this scale, the mat-
ter is no longer granular but continuous allowing to sub-divide the system in small volumes
(elementary volumes) with physical properties such as temperature and pressure as well as
physical quantities such as mass and momentum that spread uniformly in the bulk matter.
Therefore, the system can be modeled by differential equations that describe its behavior
under the action of external fields, which are derived from fundamental physical laws such as
the conservation of mass, the conservation of momentum, and the conservation of energy,
as well as constitutive relations.
The interaction of the system with external fields is governed by the electromagnetism via
electric and magnetic fields as well as by the gravitation. The gravitational field and its inter-
action with matter that carries mass, is described by the laws of motion established by Isaac
Newton and published in 1687 in the book ”Philosophiae Naturalis Principia Mathematica”.
The electromagnetic fields and its interaction with matter that carries electrical conductivity
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and also magnetic permeability, is described by a set of differential equations established by
James Clerk Maxwell, published in 1864 in the paper ”A dynamical theory of electromagnetic
fields” [80].
The focus of this Ph.D. thesis is on continuous electrically neutral conducting matter in liq-
uid state with a magnetic permeability µ0 of 4pi × 10−7N/A2 under the action of time varying
electric and magnetic fields with low frequencies, which is modeled with a set of differential
equations known as the Navier-Stokes equations derived around 1840. The type of matter
analyzed are electrolytes such as molten glasses and inorganic solutions that have low elec-
trical conductivity mainly carried by ions (< 100 S/m) compared to metals (≈ 106 S/m) and a
magnetic permeability of approx. same as vacuum µ0.
2 Lorentz forces in electrolytes
The low electrical conductivity (< 100 S/m) found in molten glasses and inorganic solutions
(e.g. solved salts, acids and bases) reduces the capabilities to influence the flow motions
of these fluids, because the electric currents induced by an externally created time varying
low frequency magnetic field are negligibly small. Otherwise, the induced electric current
densities can be enhancing by using high frequencies in the range of kHz up to MHz [81].
Therefore it is necessary to create additional time varying electric currents within these fluids
to enhance the Lorentz force keeping the magnetic flux density low (< 100mT ). It is important
to notice that the creation of an electric current density in such fluids are only feasible by ap-
plying an electric potential difference about electrodes, located in the fluid, and consequently
it carries a magnetic field called, eigenfeld, which also interacts with the impressed electric
current density [13].
The time varying electric current density created in the fluid by the immersed electrodes must
be tuned with the time varying external magnetic field in order to control the magnitude and
direction of the Lorentz force. For this purpose, the external magnetic field is created by a
time varying electric current density imposed on an group of coils located outside of the fluid
by applying on it an electric potential difference.
Several configurations can be developed using the oscillation frequencies of these two elec-
tric current densities, one in the electrodes and fluid and the other in the coils, as well as
the phase difference. From all of them, a configuration with same frequency and no phase
difference is selected by the research group ”Electromagnetic Processing of Materials” under
the direction of Bernd Halbedel of the Technische Universita¨t Ilmenau [77].
This configuration produces a Lorentz force that points always to the same direction and it is
created with electric currents that have an oscillation frequency of standard installation lines
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which run at a frequency of 50 Hz (Europe) defined by the norm DIN EN 60038 [14].
2.1 Electromagnetism
The behavior of the electric and magnetic fields is described by a set of equations known
as Maxwell’s equations that summarize the laws of electricity and magnetism, depending on
the electrical conductivity σ , permitivity εe and permeability µ0 (same as vacuum) of the fluid
that they penetrate.
These equations are the Coulomb’s or Gauss’s law Eq. III.1 that is equal to zero because the
studied fluids are electrically neutral (ρe = 0), the Ampe`re’s law Eq. III.2 with the correction
added by Maxwell, the Faraday’s law Eq. III.3 and the solenoidality of the magnetic field
III.4. The corrected Ampe`re’s law includes two sources for the magnetic field; a steady state
conduction current and a changing electric flux through any surface S bounded by path C.
∇ · E = −ρe
εe
= 0 (III.1)
∇×B = µ0J + µ0εe∂E∂ t (III.2)
∇× E = − 1
µ0
∂B
∂ t
(III.3)
∇ ·B = 0 (III.4)
The quantities E, B, J and ρe correspond to the electric field, the magnetic flux density, the
electric current density of free charges and the electric charge density respectively.
2.2 Electric current densities in the fluid created by the electrodes
The electric field, created by the electric potential difference applied on the immersed elec-
trodes, oscillates at low frequencies (50Hz << KHz) with wavelengths large compared to the
size of the studied systems (≈ 1m), implying that the variation in time of the electric field can
be neglected from the Eq. III.2. Therefore, the wave propagation mechanics is lost and the
electric field propagates instantaneously.
The free ions of the electrically conducting fluids response to this electric field E as an electric
current density J whose magnitude is determined by the electrical conductivity of the fluid σ .
These quantities are related by constitutive relations such as the Ohm’s law,
J = σE = −σ∇ϕ (III.5)
where ϕ is the electric potential.
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The electric currents that flow in the fluid as well as in the electrodes carry a magnetic field,
eigenfeld, described by the Eq. III.2 and illustrated by the Fig. III.1, which oscillate at low
frequencies. Therefore their contribution to the electric field can be neglected from Eq. III.3,
meaning that the electric field is expressed only in terms of the electric potential gradient as
is shown in Eq. III.5.
The computation of the eigenfeld can be simplified rewriting the Eq. III.2 using the magnetic
vector potential Aef of the eigenfeld:
∇2Aef = −µ0J (III.6)
and then computing the mangetic flux density of the eigenfeld with the relation:
Bef = ∇×Aef (III.7)
The Biot-Savart equation, which is a solution of the Eq. III.6, is not used because the distri-
bution of the electric current density in the fluid has not in general, an analytical form.
Figure III.1: Schematic of the submerged electrodes which impose a time varying electric
current density J in the fluid. This electric current density flows in the electrodes and in the
fluids, produces a magnetic field, ”eigenfeld” Bef which interacts with J generating a Lorentz
force density fL,ef .
2.3 External magnetic flux density created by the coils
The electric potential applied on the coils creates an electric current density generating a
magnetic field, which oscillates at low frequencies (50Hz << KHz), described by Eq. III.2
and illustrated by the Fig. III.2. Here also the small contribution of the time varying electric
field to the electric current density found in Eq. III.2 is neglected and therefore the magnetic
field propagates instantaneously.
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The Biot-Savart equation (Eq. III.8), which is a solution of the Eq. III.2, can be used to
calculate the externally created magnetic flux density because the electric current density is
considered constant over time along the coils.
Be =
µ0
4pi
I
∫
dl× r
|r|3 (III.8)
The quantity dl is a line element of the coil that contributes to the magnetic flux density at the
position r measured from this element, and I correspond to the electric current in the coil.
When this magnetic flux density penetrates the fluids, its variation in time induces electric
currents in the fluid σEi but its contribution to the electric current density described by the
Ohm’s law (Eq. III.9) is negligible. Also, when the fluid is in motion, a further electric current
density σ(U × Be) is created but the velocities U of the studied fluids are in the range of
millimeters to centimeters per second, therefore its contribution to the total current is also
neglected.
J = σ(E + Ei + U×Be) = σE (III.9)
Figure III.2: Schematic of the electric current density J in the fluid imposed by the electrodes
interacting with the external magnetic field density Be, created by a coil, and with the eigenfeld
Bef giving born to different directed Lorentz force densities fL,e and fL,ef .
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2.4 Lorentz force
The electric current density J, created by the application of a electric potential differential
on the electrodes, interacts with the eigenfeld Bef carried by this current as well as with
the external magnetic flux density Be created by the electric current imposed on the coils.
This interaction produces an electromagnetic force density (Eq. III.10), called Lorentz force
density fL (Eq. III.10), that modifies the motion of the fluid flow, illustrated in the Fig. III.2.
fL = fL,e + fL,ef = J× (Be + Bef ) = J×B (III.10)
3 Governing equations
3.1 Mass transport in electrolytes under the influences of Lorentz forces
Navier-Stokes equations and constitutive relations
The mass transport of incompressible fluids under the action of pressure, friction, gravity and
the Lorentz force density is described by the Navier-Stokes equations (III.11 and III.12) that
are derived from the conservation of momentum or from the Newton’s second law and from
the conservation of mass respectively [82], [83] and [84].
ρ
(
∂U
∂ t
+ (U · ∇)U
)
= −∇p +∇ · T¯ + ρg + J×B (III.11)
∂ρ
∂ t
+∇ ·U = 0 (III.12)
The variable U is the instantaneous velocity field distribution of the fluid, p the pressure, t the
time, ρ the density of the fluid, g the gravitational acceleration and T¯ the shear stress tensor.
The Eq. III.11 refers to the conservation of momentum that relates the variations of the
velocity in time and space (convective acceleration) with the applied normal stresses (the
pressure p) and shear stresses (the shear tensor T¯) as well as volumetric forces like the
gravitational force density ρg where the amount of g is 9.81 m/s2 and the Lorentz force
density (J×B). To resolve this equation, it is necessary to model the pressure and the shear
tensor with constitutive relations. The first one is done by an state equation F relating the
pressure, density and temperature of the fluid [83],
F(ρ, p,T ) = 0 (III.13)
The second by means of experimental observations that relate the shear tensor with the
deformation of the fluid. This deformation moves different layers of the fluid with different
velocities producing internal frictions.
Assuming small velocity gradients and linearity, the shear stress tensor takes the form [82]:
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T¯ = η
(∇U + (∇U)T )+ ξ (∇ ·U)Iδ (III.14)
where Iδ is the identity matrix and, η and ξ are coefficients that measure the resistance to
the deformation, η called dynamic viscosity. The fluids that follows this rule (Eq. III.14) are
called Newtonian fluids and the electrolytes analyzed in this thesis such a molten glasses
and inorganic chemical solutions are considered as that.
The Eq. III.12 refers to the conservation of mass, where a variation in time of the density
implies an admission or ejection of the fluid in the analyzed elementary volume, compressing
or expanding it. These effects take importance when the speed of the velocity gets close to
the speed of the sound in the fluid. The speed of the studied fluids are in the range of
millimeters to centimeters per second which are lower than the speed of sound in these
electrolytes, higher than kilometers per second.
With these assumptions, the Navier-Stokes equations (Eq III.11 and Eq. III.12) can be written
in the form:
ρ
(
∂U
∂ t
+ (U · ∇)U
)
= −∇p + η∇2U + ρg + J×B (III.15)
∇ ·U = 0 (III.16)
The pressure p, with the incompressibility assumption, becomes independent of the thermo-
dynamic state (Eq. III.13), losing the connection with the density. In this case, the pressure
is defined with the divergence of the Navier-Stokes equation (Eq. III.15) where p satisfies a
Poisson’s equation,
∇2p = ∇ · (ρg + J×B− ρ(U · ∇)U) (III.17)
Dimensionless parameters
The Eq. III.15 in its dimensionless form, where the dot ”.” indicates the dimensionless vari-
ables, provides three dimensionless number, the Reynolds number Re, the Froude number
Fr and the ”interaction parameter” N which are written in terms of a characteristic length L of
the system [89].
The Reynolds number Re defines the ratio of inertial forces ρU2L2 to shear forces ηUL (Eq.
III.19). When this number is smaller than a critical value 1, the small disturbances are dissi-
pated and the flow remains laminar, otherwise the disturbance are amplified and the transition
to turbulence occurs.
1In circular pipe flow this critical number around 2300± 50 was measured by Julius C. Rotta in 1956 [86],[87].
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The Froude number Fr defines the ratio of inertial forces ρU2L2 to gravitational forces ρgL
(Eq. III.20). When it is higher than 1, the formation of surface waves starts, but in this thesis
the surface configuration won’t be analyzed, therefore this dimensionless number is not used.
The interaction parameter Nip defines the ratio of Lorentz forces JBL3 to inertial forces ρU2L2
(Eq. III.21), which is related to the dimensionless number M called by [19] ”the square of the
modified Hartmann number”.
The importance to write a differential equation, like the Navier-Stokes equation, in a dimen-
sionless form is the ability to extract parameters such as the Reynolds number to assess the
relative importance of the terms of the equation that says something about the properties of
the system. In this case, if it is in laminar or turbulent regime. Also it facilitates the scale up
of the physical model to a real flow conditions. The dimensionless Navier-Stokes equation is
given by the Eq. III.18:(
∂U˙
∂ t˙
+ (U˙ · ∇˙)U˙
)
= −∇˙ p˙ + 1
Re
∇˙2U˙ + 1
Fr
g˙ + NipJ˙× B˙ (III.18)
Re =
ρUL
η
(III.19)
Fr =
U2
gL
(III.20)
Nip =
JBL
ρU2
=
M
Re
(III.21)
The Navier-Stokes equations resolve the velocity distribution in each elementary volume of
the fluid, transporting the mass contained in it. But, the equations don’t resolve the velocity
at the boundaries defined by the surface of the vessel that contains the fluid as well as at the
interface between the fluid and the surrounding air when a side of vessel is open allowing
this contact. At the surface of the vessel a non-slip condition is used where the velocity is
equal to zero U = 0 and at the interface fluid-surrounding air, a zero stress condition is used
T¯ = 0.
Laminar and turbulent regime
From the three dimensionless numbers described in the previous section, the most important
for this study is the Reynolds number that gives some insight about the flow, if it is in laminar
regime or turbulent regime.
In laminar flows, small disturbances artificially produced, e.g. the vessel roughness, vibra-
tions or changes in temperature, are dissipated keeping the flow steady [85], [87]. Therefore
the inertial forces (U · ∇)U can be neglected from the Navier-Stokes equation (Eq. III.15).
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By contrast, when the flow gets close to the critical Reynolds number, these disturbances
are amplified and the flow becomes unsteady and chaotic. Turbulent flows are very sensitive
to small changes in the initial conditions, boundary conditions and physical properties of the
fluids.
The variation in time and space of the velocity field in turbulent flows produces a wide range
of length scales, with the large scales (comparable to the size of the vessel) influenced by
the geometry of the vessel and the mean velocity field, and the small scales influenced by
the kinetic energy rate received from the large scales. The successive transfer of this energy
to smaller scales happen when the larger scales break up, and when it achieves the smallest
scale, this energy is dissipated by the viscosity [85].
A quantification of this process was proposed by Kolmogorov [85], stating that at sufficient
high Reynolds number, the velocity field of the small scales are statistically similar because
they are independent of the main flow structure and geometry, therefore they could have a
general form. Assuming isotropy for the small scales, the general form defined by its length
lk, time tk and velocity uk, called Kolmogorov scales (Eq. III.22, Eq. III.23 and Eq. III.24), is
determined only by the cinematic viscosity ν and the dissipation rate εk (equal to the kinetic
energy rate) [85].
lk =
(
ν3
εk
)1/4
(III.22)
tk =
(
ν
εk
)1/2
(III.23)
uk = (νεk)1/4 (III.24)
3.2 Heat transport in electrolytes under the influences of Lorentz forces
Joule heating
The impressed electric current density about electrodes not only contributes to the production
of the Lorentz force density by the interaction with the externally created magnetic field but
also releases heat in the form of a volumetric heat source pV (Eq. III.25). This heat source
increases the temperature of the fluid and therefore creates temperature gradients that in-
duces heat transport by conduction, radiation and convection connected with an additional
mass transport created by the gravitational force. This process is known as Joule’s heating.
pV =
J2
σ
(III.25)
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Heat transport by convection
The transport of mass created by the gravitational force and the Lorentz force also carries
heat (thermal energy), transporting it from one place to another, modifying the temperature
distribution in the fluid. When the transport of mass is created only by the gravitational forces,
the process is called natural convection, and it occurs when different densities exists in the
fluid produced by a temperature gradient. When the transport of mass is created by other
type of forces, like the Lorentz forces, the process is called forced convection [90].
This mode of heat transport depends on the velocity distribution of the fluid computed with
the Navier-Stokes equations. The convective transport of the surrounding flow motion is
modeled as thermal boundary condition in the form of convective heat flux qcv applied on the
surface of the vessel. This flux is modeled by the Newton’s cooling law stating, that the heat
flux is proportional to the difference between the surface temperature Ts and the surrounding
air temperature T∞ with the heat transfer coefficient α as a parameter of proportionality.
qcv = α(Ts − T∞) (III.26)
Also, it is important to notice that at the surface the fluid velocity is zero and the heat trans-
port mode in the boundary layer is only by conduction, therefore the heat transfer coefficient
takes into account also the thermal conductivity of the surrounding air [90].
Heat transport by conduction
The mass in each elementary volume of the fluid contains randomly agitated atoms that
transport energy via constant collisions from the more energetic (higher kinetic energy) to
the low energetic state. In terms of temperature, that is proportional to the average of the
kinetic energy, the heat flows from higher temperatures to lower temperatures, opposite to
the direction of the temperature gradient. This mode of heat transport is called heat transport
by conduction and the relation between these two quantities is obtained from experimental
observation [90]. The conductive heat flux qc is modeled by the Fourier’s law that relates qc
with the temperature gradient by means of the thermal conductivity kc of the fluid.
qc = −kc∇T (III.27)
Heat transport by radiation
Also, the velocity variation of the random agitation of the atoms transports thermal energy
in the form of electromagnetic waves whose wavelength depends on the temperature of the
fluid. This mode of transport is called heat transport by radiation. Inside the fluid, there is
constant emission, absorption and scattering of these waves but only the region close to
the surface of the fluid (≈ 1µm) emits to the surroundings. The heat flux density emitted
by the fluid surface is a fraction of a perfect absorber/emitter surface (blackbody radiation)
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that radiates in all directions (diffuse surface). The spectral intensity Ib of a black body was
formulated by Planck around the year 1900 [91],
Ib =
2hc20
n2rλ 5e
hc0
nλkBT − 1
(III.28)
where h is the Planck constant, kB is the Boltzmann constant (kB = 1.38x10−23m2Kgs−2K−1),
nr is the refractive index of the surrounding which is assumed constant, λ is the wavelength
and c0 is the speed of light in vacuum. The corresponding heat flux density qb for the black
body is obtained integrating the spectral intensity over the wave length,
qb = n2rσsT
4 (III.29)
qr = εσsT 4 (III.30)
where σs is the Stefan-Boltzmann constant (σs = 5.67x10−8Wm−2K−4). The dimensionless
proportionality factor between the heat flux density qr of the fluid surface and the blackbody
is called emissivity εr which depends on the wavelength, emission direction (specular sur-
face) and temperature. The electromagnetic radiation can also come from the walls that
enclose the surrounding air with a net radiation acting as a boundary condition.
Inside the fluid, the radiative heat flux qr is obtained integrating the spectral intensity Ir, that is
energy per unit of time, of projected surface area, and of solid angle, over the wavelength and
solid angle. When this intensity crosses the fluid, the material in each elementary volume
can absorb and scatter as well as emit radiation.
The radiative transfer equation [92] that describes how the intensity changes along a path
through an elementary volume of the fluid at position r in the direction s is,
∂ Ir(r, s)
∂ s
+ aIr(r, s) + αsIr(r, s) = an2r
σsT 4
pi
+
σs
4pi
∫ 4pi
0
Ir(r, s′)Φ(r, s′)dΩas (III.31)
where s′ is the scattering direction vector, s is the path length, a is the absorption coefficient,
αs is the scattering coefficient, Φ is the phase function that describes the angular distribution
of the scattered intensity, and Ωas is the solid angle. The first left term corresponds to the
intensity changes along a path, the second to the loss by absorption and the third to the loss
by scattering. The first term of the right corresponds to the gain by emission and the second
to the gain by scattering to the s’ direction.
The heat transport by radiation not always plays a significant role like in the study of chemi-
cal solution flow which happens at room temperature and the heat transport is dominated by
conduction and convection.
On the other hand, the study of molten glass flow happens at high temperature (> 1000 oC)
where the heat transport by radiation plays a key role.
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Molten glasses are semi-transparent in the infrared and visible region of the spectrum with
a dependence on the wavelength of its absorption coefficient whose distribution depends
on the glass composition. Nevertheless, it is not always possible to obtain this data and
therefore in this study the optical properties such as emission and absorption are considered
constant, independent of wavelength, direction or temperature which means that the molten
glass is considered as a gray media [94].
Numerically, it is not possible to solve the radiative transfer equation (Eq. III.31) for every
direction s′, therefore several models have been proposed to solve the Eq. III.31 but in this
study the Discrete Ordinate Method, which solves the Eq. III.31 in a define number of direc-
tion, is chosen due to its proved accuracy [94].
Heat transport equation
It is important to notice that the three mode of heat transport, convection, conduction and
radiation only occur when exists a temperature gradient and therefore a non thermodynamic
equilibrium state of the system. The determination of the temperature distribution T (which
represents how the temperature varies with position in the medium) as function of time is
obtained by solving the energy conservation equation (Eq. III.32),
ρcp
(
∂T
∂ t
+ U · (∇T )
)
= ∇ · (T¯U) +∇ · (kc∇T )−∇ · (qr) + (J)
2
σ
(III.32)
where cp is the specific heat capacity of the fluid. The first term of the left corresponds to the
rate of change of thermal energy stored by the material in an elementary volume of the fluid
and the second term to the rate of convective heat flux. The first term of the right corresponds
to the viscous dissipation, the second term to the net heat conduction, the third term to the
net radiative heat and the last term to the volumetric heat source corresponding to the Joule
heating.
Dimensionless parameters
The Eq. III.32 in its dimensionless form (Eq. III.33), where the dot ”.” indicates the dimen-
sionless variables, provides two known dimensionless number, the Strouhal number St and
the Peclet number Pe, which are written in terms of a characteristic length L, frequency f and
velocity U of the system using a reference radiative heat flux density qr,0 [90].
The Strouhal number St defines the ratio of the steady part of flow to the oscillating part of
the flow. When this number is higher than 1, the oscillation motion dominates and it can be
used to characterize, e.g. vortex shidding.
The Pe´clet number Pe defines the ratio of the rate of the heat transport by convection to the
rate of the heat transport by diffusion.
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Another dimensionless number is the Prandtl number Pr, that defines the ratio of the mo-
mentum diffusivity to the thermal diffusivity. When this number is higher than 1, e.g. the
momentum boundary layer thickness is larger than the thermal boundary layer thickness.
St
∂ T˙
∂ t˙
+ U˙ · (∇˙T˙ ) = ηU
ρcpL
∇˙
(
(∇˙U˙ + (∇˙U˙)T )U˙
)
+
1
Pe
∇˙ · (∇˙T˙ )− qr,0
U∆T
∇˙ · (q˙r)
+
LJ2
U∆Tσρcp
(J˙)2
(III.33)
St =
L f
U
(III.34)
Pe =
ULρcp
kc
(III.35)
Pr =
ηcp
kc
(III.36)
4 Numerical methods
4.1 Lorentz force density
The electrode and coil arrangements used to generate the Lorentz force density in the fluid
are energized with a single-phase alternating current. Therefore, the electric current density
J impressed in the fluid and the externally generated magnetic flux density Be oscillate both
sinusoidally at the same frequency f = 50 Hz and no phase shift. The resulting Lorentz force
density fL,e always points to the same direction oscillating sinusoidally and positively. This
force is separated in a steady and unsteady part where Jˆ and Bˆe correspond respectively to
the steady vector of the electric current density and the externally generated magnetic field
(Eq. III.37).
fL,e = J×Be = Jˆsin(2pi f t)× Bˆesin(2pi f t) = 1
2
Jˆ× Bˆe − 1
2
Jˆ× Bˆe(cos(4pi f t)) (III.37)
The typical velocities U of molten glasses, in the order of millimeters per second and inorganic
solutions in the order of millimeters to centimeters per second, analyzed along this thesis,
allow to neglect the oscillatory part of fL,e, because its effect is noticed in a region lower than
1 mm
(
U
2× 50Hz << 1mm
)
. Therefore, the mean Lorentz force density fL,e determines the
flow and its magnitude is defined by the Eq. III.38,
fL,e = JBesin(θJBe) (III.38)
where J and Be are the root mean square values (RMS), and θJBe is the angle between J and
Be.
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Therefore, the steady part of fL,e is used to control the fluid flow reducing the simulation com-
plexity because it doesn’t need to be made in transient mode to take into account the effects
of the unsteady part of fL,e.
The electric current density J is computed using the User Defined Scalar (UDS) transport
Equations of the solver Fluent that is loaded dynamically by means of the User Defined
Function (UDF). The UDS computes the Laplace equation of the electric potential ∇2ϕ and
then J is computed with the Eq. III.5.
The externally created magnetic flux density Be is computed with the Eq. III.8 implemented in
a UDF. The Eigenfeld Bef (see section 2.2) is computed using the vector potential approach
(Eq. III.6). Therefore, for each component of the vector potential Aef a UDS is defined in a
UDF, which computes directly the Eq. III.6. Then the Eigenfeld is calculated with the Eq.III.7
in a UDF.
Finally, the computation of fL,e and fL,ef is made also in a UDF and loaded dynamically by
the Fluent solver.
4.2 Mathematical model
The mathematical model is composed of the Navier-Stokes equations (Eq. III.11 and III.12),
including the Lorentz force density, and the heat transport equation (Eq. III.32), including the
Joule heating.
This set of equations are discretized with the finite volume method, which are implemented
in the solvers used along this thesis such as Ansys/Fluent [2] and OpenFOAM [3].
For this purpose, the geometry is divided into discrete control volumes Ω (cells) where the
equations are integrated, with some terms transformed into surface integrals, where S is a
surface vector, using the divergence theorem.
ρ
(∫
∂U
∂ t
dΩ +
∫
U ·UdS
)
= −
∫
pdS + η
∫
(∇U + (∇U)T )dS +
∫
J×BdΩ (III.39)
∫
UdS = 0 (III.40)
In turbulent regime, the flow is irregular and its quantities, such as velocity and pressure,
change randomly in time and space in a a wide range of scales.
The whole range of scales (larger than the Kolmogorov scales Eq. III.22 and Eq. III.23)
is calculated with a Direct Navier-Stokes Simulation (DNS), which solves the Navier-Stokes
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equations to determine the instantaneous velocity field U, but it needs a mesh density and
time step that make the simulation unpractical with today computational resources.
The DNS needs a number of total mesh points Nd ≈ Re9/4 [88] therefore, an statistical ap-
proach is used to analyze the flow.
Reynolds averaging approach (RANS)
In a Reynolds averaging approach, the instantaneous quantities are decomposed in a mean
or time averaged (−) and fluctuating parts (′),
U = U¯ + u′, p = p¯ + p′ (III.41)
where U is the instantaneous velocity vector field and p is the instantaneous pressure field.
Replacing these quantities by their decomposed counterpart in the Navier-Stokes equations,
and applying the mean operator (−), the Reynolds Average Navier-Stokes equations (RANS)
is obtained,
ρ
(∫
∂U¯
∂ t
dΩ +
∫
U¯(U¯)TdS
)
= −
∫
p¯dS + η
∫
(∇U¯ + (∇U¯)T )dS +
∫
J×BdΩ
−ρ
∫
u′(u′)TdS
(III.42)
∫
U¯dS = 0 (III.43)
The Reynolds stress tensor ρu′(u′)T includes all turbulent scales and has to be modeled in
order to close the Eq. III.42. One method is the Boussinesq hypothesis (Eq. III.44), which
relates this tensor with the gradient of the mean velocity by means of the turbulent viscosity
ηt , assuming it as an scalar isotropic quantity.
ρu′(u′)T = −ηt(∇U¯ + (∇U¯)T ) + 2
3
ρkIδ = −2ηt S¯ + 2
3
ρkIδ (III.44)
Here, Iδ is the identity matrix and the last term is included because the trace of the Reynolds
stress tensor is the turbulent kinetic energy k.
This assumption is not always valid because the larger scales are affected by the shape of
the geometry, unlike the smaller scales that are less sensitive to the geometry and therefore
more isotropic.
Currently, there are several RANS turbulence models based on the Boussinesq hypothesis
to resolve the turbulent viscosity [126], but the turbulence models used along this thesis are
those offered by the solver Fluent, based on two transport equations that can resolve rotating
flow [2].
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These are the Renormalization group (RNG) k− ε model, the Realizable k− ε model and the
Shear-stress transport (SST) k − ω model.
The RNG and Realizable k−ε models are an improvement of the standard k- ε model, which
assumes that the flow is fully turbulent (high Reynolds number model) needing a damping
function close to the walls where the viscous effects are more important. The RNG k − ε
model accounts for low-Reynolds-number effects or viscous forces enhancing the accuracy
for swirling or rotating flows. The Realizable k- ε model includes terms to better predict
rotating flows, boundary layers under strong adverse pressure gradients, separation, and
recirculation [2]. Also, from [2], the last model gives the best performance for complex sec-
ondary flow.
The SST k−ω model blends the standard k−ω model in the near wall region with the stan-
dard k − ε model in the far field. These equations have been written in terms of the k − ω
model introducing a cross diffusion term Cω and blending functions Fω . Therefore, it takes
the advantage of the low Reynolds formulation of k − ω model, which predicts the effects of
adverse pressure gradient in the boundary layer and the experimental parameter of the law
of the wall (see section 4.3). And of the high Reynolds formulation of the k− ε model for the
free shear flow [2].
All these turbulence models are based on the kinetic energy of the turbulent fluctuations per
unit of mass k, often called turbulent kinetic energy. It is defined by the trace of the Reynolds
stress tensor and thus, its transport equation is obtained from the Eq. III.42.
The dissipation rate per unit of mass ε or simply called as the dissipation rate of the standard
k- ε model is computed with an empirical transport equation with its closure coefficients de-
fined by experimental data. The transport equation for ε in the RNG k- ε model is modified
with additional term, using other closure coefficients. The Realizable k− ε model uses other
closure coefficients and redefines the transport equation for ε.
The dissipation per unit turbulence kinetic energy or specific dissipation rate ω is obtained
also from an empirical transport equation.
From a dimensional analysis, the ηt is proportional to a combination of k and ε or ω. The
k − ε models compute the turbulent viscosity ηt as,
ηt = ρCµ
k2
ε
(III.45)
with Cµ = 0.0845 in the standard k − ε model, Cµ = 0.09 in the RNG k − ε model, but Cµ is a
function in the Realizable k − ε model.
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The SST k − ω model computes the turbulent viscosity ηt as,
ηt =
ρk
ω
× max[α∗,F∗] (III.46)
where α∗ is coefficient that reduces ηt (correction for low Reynolds number), and F∗ is a
function proportional to the blending functions of the SST k- ω model (see [2]).
The SST k − ω model is elected for the analysis of the flow after a validation with a Large
Eddy Simulation (LES) and also because it has a more robust implementation (see section
4.3). Therefore, only the transport equations of this model are presented.
The transport equation for k has the form,
ρ
(
∂k
∂ t
+∇ · (Uk)
)
= ∇
((
η +
ηt
σk
)
∇k
)
+ fccPk − Dk (III.47)
where Pk = min(ηt S¯2, 10ρβkω) is the production of k and Dk = ρβ ∗kω is the dissipation of k.
The transport equation for ω has the form,
ρ
(
∂ω
∂ t
+∇ · (Uω)
)
= ∇
((
η +
ηt
σω
)
∇ω
)
+ fccPω − Dω +Cω (III.48)
where Pω = Pkρ/γ is the production of ω, Dω = ρβkω2 is the dissipation of ω and Cω is the
cross diffusion term.
The closure coefficients γ, β , β ∗, σk and σω of the transport equations, Eq. III.47 and Eq.
III.48, depend on the blending functions of this model (see [2]).
The disadvantage to model all the turbulent scales is that, the larger scales are insensitive to
the surface curvature of the geometry, which can suppress or amplify turbulence [136, 137]
whether it is convex or concave curvature respectively. Therefore a curvature correction fcc
is necessary to introduce in the transport equation of k, ε and ω modifying their production
terms.
In the RNG k − ε and Realizable k − ε models, the curvature correction could produce un-
expected results because these models have already their own terms to take into account
rotating flow.
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Large Eddy Simulation (LES)
In the large eddy simulation (LES) approach, the larger scales of the turbulence, which are
in the same order of the dimension of the geometry, are computed with the Navier-Stokes
equations while the smaller scales are modeled. Therefore, it is expected that LES is more
accurate than the RANS turbulence models for flows in which large scales are important.
The larger scales are affected by the boundary conditions and the shape of the geometry,
contributing the most to the Reynolds stresses while the smaller scales contributes less to the
Reynolds stresses and thus are less critical. The smaller scales can be considered statisti-
cally isotropic with nearly universal characteristics and thus, it is more likely to find a universal
turbulence model for them.
The advantage of this approach is that, the smallest cell can be much larger than the Kol-
mogorov length (Eq. III.22), therefore it needs less cells than a DNS as well as larger time
step, which reduce the computational cost. But anyway, it needs finer mesh and shorter time
step than RANS as well as enough computation time to obtain stable statistics of the flow.
The instantaneous velocity vector field U is decomposed into a filtered or resolved time de-
pendent component U˜ that contains the large scales and a residual or subgrid-scale (SGS)
by means of a filtering operation.
The filtering operation is defined by,
U˜ =
∫
GUdΩ (III.49)
where G is the filter function that determines the resolved scale and dΩ an infinitely volume
of the geometry. The residual velocity is defined by,
u′ = U− U˜ (III.50)
The instantaneous velocity field U is replaced by the Eq. III.50 in the Navier-Stokes equa-
tions,
ρ
(∫
∂U˜
∂ t
dΩ +
∫
U˜(U˜)TdS
)
= −
∫
p˜dS + η
∫
(∇U˜ + (∇U˜)T )dS +
∫
J×BdΩ
−ρ
∫ ˜U(U)T + ρ ∫ U˜(U˜)TdS (III.51)
∫
U˜dS = 0 (III.52)
with the last two terms of the Eq. III.51, being the residual stress tensor or the SGS stress
tensor ρ ˜U(U)T − ρU˜(U˜)T . This tensor is modeled in the solver Fluent with the Boussinesq
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hypothesis (Eq. III.53) as in the RANS models (Eq. III.42), where the turbulent viscosity
becomes the SGS turbulent viscosity ηsgs.
The solver Fluent offers four models to compute the ηsgs. The Smagorinsky-Lilly model, the
dynamic Smagorinsky-Lilly model, the Wall-Adapting Local Eddy-Viscosity (WALE) model,
and the dynamic kinetic energy subgrid-scale model.
Different to the RANS turbulence models, the turbulent kinetic energy k is not included into
the Bussinesq hypotesis but into the filtered pressure p˜. Therefore, the isotropic part, the
trace, of the sub grid stresses are not modeled.
ρ ˜U(U)T − ρU˜(U˜)T = −ηsgs(∇U˜ + (∇U˜)T ) = −2ηsgsS¯sgs (III.53)
The turbulent viscosity ηsgs is computed by the Smagorinsky-Lilly model with the relation,
ηsgs = ρL2sgs
√
2S¯sgsS¯sgs (III.54)
where Lsgs = min
(
κdw,CsΩ1/3
)
, with dw the distance to the closest wall, κ the von Ka´rma´n
constant and Cs = 0.17 the Smagorinsky constant, but the solver Fluent uses Cs = 0.1 be-
cause it gives better results in a wide range of flows.
The Dynamic Smagorinsky-Lilly Model computes dynamically Cs varying in time and space
based on the resolved scales.
In the WALE model, the relation for ηsgs is reformulated (see [2]). The dynamic subgrid-scale
kinetic energy model includes the subgrid-scale kinetic energy ksgs (Eq. III.55), computed
with a transport equation,
ηsgs = Ckk1/2sgs Ω
1/3 (III.55)
where Ck is determined dynamically.
4.3 Boundary layer
Near the walls of the geometry, the mean velocity vectors are nearly parallel to the surface of
the wall decreasing until a value of zero at the wall surface (non slip condition). The momen-
tum boundary layer thickness is the distance from the wall to the position where the mean
velocity is equal to 99% of the free stream velocity [85].
In turbulent flows, the mean velocity vectors vary logarithmically in relation with the distance
ys from the surface. This behavior was validated with measurements [126] and it is called the
law of the wall.
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Near the wall surface, the Reynolds stress tensor is close to zero and the wall shear stresses
τw is manly due to viscous effects. From that is defined a friction velocity uτ and a length
scale δτ .
uτ =
√
τw
ρ
, δτ =
η
ρuτ
(III.56)
as well as a dimensionless distance from the surface y+,
y+ =
ys
δτ
=
uτysρ
η
(III.57)
This y+ is used to define three regions within the boundary layer. The viscous sublayer
(y+ < 5) where viscous forces are more important, the buffer layer (5 < y+ < 30) where both
inertial and viscous forces are important and the logarithmic layer (30 < y+ < 300) where
inertial forces are more important [85, 2].
In the viscous sublayer, the dimensionless velocity u+ has a linear behavior respect to y+
(u+ = y+), but in the logarithm layer, it has a logarithm behavior (logarithm law of the wall),
u+ =
U
uτ
=
1
κ
lny+ +Clw (III.58)
In the buffer layer, u+ has not a define behavior.
From DNS computation and measurements, the constant Clw ≈ 5 and the von Ka´rma´n con-
stant κ ≈ 0.41, which is also obtained from an analytical analysis [85].
This constant Clw is predicted successfully by the SST k−ω model without modification of its
closure coefficients but not by the k − ε models [126].
The k- ε models and the LES model were validated for free shear stress flow. Therefore, a
special consideration needs to be given near the wall. In the other hand, the k − ω model
was designed to be applied throughout the boundary layer.
There are two methods to resolve the flow near the wall. One method is to model the viscous
sublayer and the buffer layer with wall functions to bridge these regions with the turbulent
region (logarithmic layer). Therefore, it is not necessary to modify the turbulence models
(closure coefficients) near the walls. The second method modifies the turbulence models to
resolve the complete boundary layer.
When the mesh is enough coarse, and the centroid of the computational cell adjacent to the
wall is in the logarithmic or buffer layer, the law of the wall is used by the solver Fluent (wall
functions), otherwise when the centroid of the computational cell is in the viscous sublayer,
the relation u+ = y+ is used. When it is in the buffer layer, the values of the logarithmic layer
and viscous sublayer are blended.
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The turbulent kinetic energy k of the RANS models is solved in the whole domain with a
boundary condition at the wall,
∂k
∂nw
= 0 (III.59)
where nw is a unitary vector normal to the wall.
The dissipation rate ε, the specific dissipation rate ω as well as the production Pk are not
solved near the wall, instead they are computed with relations defined in [2].
The thermal boundary layer is divided in a thermal conduction layer (linear law) and a con-
vection layer (logarithmic law) where the thermal transport by the turbulence is important.
Also here, there are two methods to resolve the thermal boundary layer, one is using wall
functions and the other is resolving the temperature profile up to the wall.
Discretization
The solver Fluent offers several discretization methods to interpolate the velocity U and pres-
sure p from the cell center to the faces of the cell, which is used to resolve the equations of
the mathematical model (see section 4.2).
The velocity interpolation is made by an upwind schema (relative to the direction of the normal
velocity), which uses a Taylor series expansion around the cell center value. For a first order,
the face value Uf is equal to the cell center value Uc, and for a second order, it includes
a first derivate for the velocity, giving more accuracy, where dc f is the distance between the
center and the face.
Uf = Uc + dc f∇Uc (III.60)
The velocity gradient of the Eq. III.60 as well as the different velocity gradients found in the
mathematical model are computed with the least-squared cell-based method which assumes
a linear variation between cells. In LES a second order bounded central differencing scheme
is used.
The standard method for the pressure interpolation imposes a zero normal pressure gradi-
ent on the walls that is not true in presence of curvatures. For that reason, a second order
interpolation (based on central differences) is used.
The time derivative, is discretized with a first order accuracy,
∂U
∂ t
=
Un+1 −Un
∆t
(III.61)
where n is the current time level.
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The equations of the mathematical model are resolved in an iterative way with the Semi-
Implicit Method for Pressure Linked Equations (SIMPLE), which uses an starting guess pres-
sure, and then the velocity is corrected with a pressure-correction equation to satisfy the
continuity (Eq. III.40).
5 Homogenization of electrolytes
The process of the Lorentz force generation in the fluid described by the Maxwell’s equa-
tions as well as how it modify the fluid flow, described by the Navier-Stokes equations, and
the temperature distribution, described by the heat transport equation are presented in the
previous sections.
The mathematical model is used to analyze the possibilities to modify the flow in a beneficial
way by means of the Lorentz force such as for the mixing of the fluid until obtaining a high
homogenization degree.
The characterization of the mixing process is done using the trajectories of a group of passive
particles that follow the fluid flow and the quality of the resulting homogenization is quantified
by several parameters such a the stirring index, the local stretch ratio, the lambda Alfons and
the residence time presented in the next section. But along this thesis, only the stirring index
is used.
5.1 Ideal Homogenization
An ideal homogenization happens when a physical magnitude is spread uniformly through
the whole volume of the system. This uniform distribution has the property of self-similarity,
based in fractal geometries, remaining the same at different scales (reduced copy of the
whole). The uniformity is obtained bringing initially distant parts close together and sepa-
rating initially close parts. That produces an exponential divergences or convergences of
the distance l(t) between the particles over time (Eq. III.62), and therefore their trajectories
(physical magnitude) [95].
l(t) = l(0)× exp(λLt) (III.62)
This exponential increase of the distance between two close trajectories l(t) is measured with
the Lyapunov exponent λL which is the slope of the linearized Eq. III.62 (Eq. III.63), applying
the logarithmic function on both sides.
ln
[
l(t)
l(0)
]
= λLt (III.63)
This exponential separation produces a chaotic pattern for the particles distribution which
has the property of self-similarity as fractal geometries. Therefore, it is possible to calculate
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its fractal dimension using the box counting method. The region is covered with a regular
grid of size rbox and then counting the number of grid boxes K(rbox) which contains at least
one particle. Both quantities are related with the Eq.(III.64) when rbox → 0 .
K(rbox) =
(
1
rbox
)Dbox
(III.64)
Applying the logarithm to the Eq.(III.64), it becomes,
ln[K(rbox)] = Dbox × ln
[
1
rbox
]
= −Dbox × ln[rbox] (III.65)
where Dbox is the slope of the Eq.(III.65) and represents the box counting fractal dimension.
A geometry is said fractal when the box counting fractal dimension is a non-integer value.
In a fluid, the intrinsic mechanism to bringing initially distant parts close together and sep-
arating initially close parts in a fluid is by means of stretching and folding. These can be
described with the Baker map model where a slice of the fluid with two defined unmixed re-
gions is stretching and then folding sequentially. Then, repeating this process several times,
two points initially together suffer an exponential divergence, Fig. III.3.
CUT IN THE MIDDLE
 AND ROTATE
STRETCHING FOLDING STRETCHING FOLDING
Figure III.3: The blue and red color represent two unmixed regions which are stretching and
folding several times producing a chaotic mixing.
From these considerations, the mixing process made by the Lorentz force must stretch and
fold the fluid several times until achieving a good homogenization quality [98] and [99] quan-
tified by mixing parameters.
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5.2 Mixing parameters
The analysis of the mixing grade (homogenization quality) produced by the Lorenz forces
is made using the trajectories of a group of passive particles (the physical magnitude) that
follow the streamlines of the fluid. The quantification of the mixing grade can be characterized
by different mixing parameters found in the literature [99], [97] and [101] such as:
• Local stretch ratio
• Stirring index
• Lambda Alfons
• Residence time distribution
The Local Stretch Ratio (sST )
The local stretch ratio is the ratio between the total distance d(t) at the time t and the total
distance d(t0) at the initial time t0 of N particles. It is computed taking the sum of the distance
ri between two consecutive particles,
d(t) =
N−1∑
i=1
|ri+1(t)− ri(t)| (III.66)
then divided by the initial distance d(t0), and applying on it the natural logarithmic,
sST (t) = ln
[
d(t)
d(t0)
]
(III.67)
From the description of an ideal homogenization, the exponential divergence characterized
by the Lyapunov exponents, Eq.(III.63), is compared with the slope λs of the local stretch ratio
s (Eq. III.67). More the result grows monotonically more the divergence has an exponential
behavior and the particle distribution approaches the chaotic pattern [99].
The Stirring Index (εSI)
The stirring index measures the particle distribution respect to an ideal homogenization. It is
calculated using a fixed number K of boxes which covers a plane of the volume or the volume
itself covered by cubes.
εSI =
1
K
K∑
i=1
ωi (III.68)
ωi =
ni
m
ni < m (III.69)
ωi = 1 ni ≥ m (III.70)
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Here, ni is the number of particles in the box i and m the number of particles per box for
an uniform distribution, defined as m = N/K. A stirring index equal to one means that the
number of particles in each box is the same and the distribution is ideal for the given K [101].
The Lambda Alfons (λAl f ons)
The Lambda Alfons measures the total stretching of each trajectory pi(t). It is calculated
taking the strain matrix for each point j,
1
2
(
∇v ji + (∇v ji )T
)
(III.71)
defined with the velocity v ji at the point j for the trajectory i. To obtain the principal strain
directions, a suitable coordinate transformation has to be applied to the Eq.(III.71) to trans-
form it to a diagonal matrix. The eigenvalues λ ji of this diagonal matrix are the values of the
principal strains.
The maximum eigenvalue λ jmax,i for each point j is selected and integrated over each tra-
jectory pi(t). Finally, the Lambda Alfons λAl f ons,i for each trajectory is computed applying the
natural logarithm to this integral [97].
λAl f ons,i = ln
[∫ t f
ti
λmax,i(t)|~vi|dt
]
(III.72)
The idea behind is that the strain matrix is related to the viscous dissipation, which can be
related to the energy dissipated in the stretching of the fluid [99].
The Residence Time Distribution RTD
The time that the particles needs to travel from the injection position to the outlet in continuous
mode of the vessel or until the process is finished in a batch mode of the vessel is called the
residence time tRTD. The residence time of each particle is not the same, forming a residence
time distribution fRTD(t) (RTD). The RTD is a discrete probability distribution function with its
cumulative distribution function FRTD(t) defined by the minimum residence time MRT, the
mean residence time t¯RTD (see Eq. III.73) and the width of the distribution measured by the
standard deviation σRTD [76, 103] (see Eq. III.74).
t¯RTD =
V
m˙
(III.73)
σRTD =
1
N
√√√√ N∑
i=1
(tRTD,i − t¯RTD)2 fRTD,i (III.74)
where V is the volume of the vessel, m˙ is the mass flow trough the vessel and N the total
particle number. In an ideal case σRTD = 0.
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In the case of an ideal homogenization, the exponential divergence grows up over time (see
Eq. III.63 and Fig. III.3), then, more time the particles stay in the vessel, better the homoge-
nization will be. Assuming that the Lorentz force stretches and folds the fluid in a proper way,
the residence time could be used as indirect measure of the homogenization quality.
5.3 Laminar homogenization processes
In laminar flows characterized by a low Reynolds number such as molten glass flow, the
small disturbances are dissipated resulting in a steady flow. That property allows the flow to
follow a path designed by an external force such as the Lorentz force that when its magnitude
is enough high to break the inertia of the fluid ( fL > ρU2L2), it can be used to stretch and
fold the fluid and thus to set the conditions for the mixing process. Therefore, the quality of
the homogenization depends on the geometry of the vessel as well as on the Lorentz force
distribution.
Without the use of this external force, the homogenization would be determined only by the
diffusion. The very low value of the diffusion coefficient of molten glasses ≈ 10−8 makes that
this process takes a long time [102].
5.4 Turbulent homogenization processes
In turbulent flows characterized by a high Reynolds number such as the flow of chemical so-
lutions, the small disturbances are amplified resulting in a unsteady and chaotic flow. In this
case, the stretching and folding of the fluid cannot be controlled by an external force such as
the Lorentz force because it won’t follow strictly the path defined by it.
However, turbulent flows transport and mix the fluid much more effectively than a comparable
laminar flow due to the wide range of scales, therefore this characteristic can be used to start
the mixing process in chemical solutions [85].
First of all, the chemical solution flow is driven to the turbulent regime by the Lorentz force.
Then the variation in time and space of the velocity field that produces a wide range of length
scales will be the responsible to stretch and fold the fluid and thus to start the mixing process.
As in the previous case, the homogenization quality depends on the geometry of the vessel
as well as on the distribution of the Lorentz force in the volume.
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CHAPTERIV
Project I: Electromagnetic mixer
1 Introduction
This project is focused on the study of a new technique, the Lorentz force technique, replac-
ing the mechanical stirrer used currently in the glass industry e.g. for the production of optical
glass, requiring a high degree of homogenization (See chapter I section 3.4).
The first part of the study is focused on the design, construction and description of the phys-
ical model for the homogenization of the molten glass. Following by a numerical analysis of
the physical model that explores the mixing capabilities of the electromagnetic mixer, initially
developed in a previous work made by Sugilal Gopalakrisnan [19] as an extension of the
Aref’s blinking vortex model. The physical model uses a fluid model in order to work at room
temperature, 25 ◦C - 35 ◦C, decreasing the complexity of the experimental study so that the
influence of the heat transport on the mass transport can be neglected.
The potential of this new mixing technique is showed by means of the stirring index (Eq.
III.68), a parameter that quantifies the homogenization quality using the spatial distribution
of passive particles. The stirring index of the electromagnetic mixer is compared with the
stirring index of a highly optimized mechanical stirrer provided by SCHOTT AG Mainz [1] .
Due to the laminar regime of the fluid, these particles flow vertically in the outlet channel,
therefore the stirring index is computed in a cross section plane of it.
The second part of the study is the experimental validation of the numerical results regard-
ing the calculated stirring indices. The stirring index is determined experimentally using a
camera-laser system that records the position (xi , yi, zi) of nearly inertia-free, micrometer-
sized silicon nitride particles (Si3N4) introduced in the input of the physical model and a self-
developed image processing technique.
In the third part of the study, the results of the experimental model are scaled up with the
validated model to a real mixer of soda-lime glass. For that, it is necessary to introduce the
heat transport in the model as well as the dependencies of the physical properties on the
temperature, together with realistic mass flow and wall temperature of the mixer.
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2 Description of the physical model
2.1 Derivation of the main parameter
The design of the physical model is based on a real stirring cell provided by SCHOTT AG
(Fig. IV.1) which is needed in the production of optical glass. Here, a low variation of the
refractive index < ± 0.0005 for the standard quality of fine annealed glasses is necessary
according to ISO 12123 [114].
The physical properties of the molten glass, homogenized in the stirring cell, are density ρAG
of 2350 Kg/m3 and viscosity ηAG of 27 Pas. Molten glass flows with a rate of 1440 Kg/d within
the real stirring cell having a diameter DAG of 240 mm and a length LAG of 360 mm giving a
mean axial velocity UAG,z of 0.157 mm/s. The mechanical stirrer rotates with a speed of 30
min-1.
a) b)
Figure IV.1: Schematic of the real stirring cell. a) Perspective view. 1- outlet channel, 2-
conical joint, 3- outside wall, 4- mechanical stirrer, 5- inlet channel. b) Side view with the
geometrical data in mm.
With these values it is possible to scale down the real stirring cell, yet keeping constant its
Reynolds number ReAG (Eq. IV.1) and obtaining the same mass transport behavior in the
physical model (RePM).
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ReAG =
ρAGUAG,zDAG
ηAG
= 0.003 = RePM =
ρFMUFM,zDPM
ηFM
(IV.1)
The physical model of the electromagnetic mixer (Fig. IV.2) is composed of a double wall
cylindrical container made of Plexiglas (PMMA- Polymethyl methacrylate) in which is located
one outer electrode and two inner electrodes made of stainless steel (1.4301). The outer
electrode and one of the inner electrode are always connected to an AC voltage with a fre-
quency of 50 Hz, at the same time the electric activation of both inner electrodes alternates
in a constant time interval (Fig. IV.4). The electromagnetic mixer also consists of ten coils
made of copper wire [106] surrounding the mixer positioned along its axis (Fig. IV.2.b). The
electric current applied on the coils has the same frequency as the voltage applied on the
electrodes without phase shifting, producing a magnetic field parallel to the axis of the mixer
(Fig. IV.6.a). For a detail description of the construction and the design of the physical model
see [105].
The relation between the magnetic flux density, the geometrical data and the electric potential
applied on the electrodes is based on a parametric study performed at the TU Ilmenau [19].
2.2 Physical properties of the fluid model
The molten glass is replaced by a fluid model. The fluid model is made of glycerin (99,5 %,
Stockmeier Chemie GmbH & Co. KG), deionized water and sulfuric acid (95 – 98 %, Merck
KGaA) in composition of 80 wt-% glycerin, 10 wt-% H2O and 10 wt-% H2SO4 respectively.
The physical properties of this fluid at room temperature (25oC) are density ρFM of 1285
Kg/m3, dynamic viscosity ηFM of 0.2 Pas, and electrical conductivity σFM of 0.49 S/m (see
[104], [105]). To avoid the redox reactions of the water (water electrolysis), it is necessary to
impose a limitation on the electric potential difference applied between the electrodes equal
to the standard potential of the water electrolysis of 1.229 V at 25◦C [107].
Table IV.1: Physical properties of the fluid model at 25oC
and the molten glass at 1200oC [43]
Material Density ρFM [kg/m3] Viscosity ηFM [Pas] Electrical conductivity σFM [S/m]
Fluid model 1280 0.2 0.49
Molten glass* 2350 27 -
*The physical properties of molten glass is provided by SCHOTT AG. The electrical conductivity is not
used in the simulation of the mixing process made by the mechanical stirrer.
57
2.3 Design of the electromagnetic mixer
The inner diameter of the physical model is limited by the inner diameter of the available coils
of 86 mm and by the thickness of the used materials as well as the region where the water
flows to control the temperature of the fluid model. As a result, a diameter of 56 mm is chosen
(see [105]).
a) b)
Figure IV.2: Schematics of the physical model of the electromagnetic mixer with the geo-
metrical data in mm. a) Top view with the geometrical data in mm. b) Side view with the
geometrical data in mm. 1- outlet channel, 2- left electrode, 3- right electrode,4- outer elec-
trode, 5- coils, 6- inlet channel, 7- flow direction.
The optimal ratio between the diameter DPM of the outer electrode and the length of the phys-
ical model LPM is described by Eq. IV.2. The optimal ratio between DPM and the diameter of
the inner electrodes dPM is described by Eq. IV.3. And the optimal ratio between DPM and the
distance between the inner electrodes bPM is described by Eq. IV.4 (results of the parametric
study made by [19]).
LPM = 10DPM (IV.2)
dPM =
DPM
5
(IV.3)
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bPM =
DPM
2
(IV.4)
Therefore, the length of the electromagnetic mixer is set to 560 mm, the inner electrode
diameters to 11.2 mm and the separation distance between them to 28 mm. With the ratio
of DPM to DAG, DAG/DPM = 4.3 fixed by the Reynolds number (Eq. IV.1), the diameter of the
outlet channel is set to 8 mm (Fig. IV.2) and the inlet channel to 18 mm.
2.4 Operating parameters
Pull rates
The pull rate m˙FM of the fluid model is set using the value of the Reynolds number corre-
sponding to the SCHOTT stirring cell (Eq. IV.1) in order to keep the same mass transport
behavior in the physical model, the physical properties of the fluid model (Tab. IV.1 ) and the
cross section area of the physical model.
m˙FM =
pi
4
RePM
ηFMDPM
ρFM
= 1.34ml/min (IV.5)
With the pull rate m˙FM = 1.34 ml/min is obtained a mean axial velocity UFM,z of 0.009 mm/s in
the electrode regions and of 0.4 mm/s in the outlet channel of the physical model (Fig. IV.2.b).
The physical model is filled with the fluid model using a mechanical pump (Masterflex R, Cole-
Parmer). The mean pull rate controlled with a mechanical valve (Fig. IV.3.a) is 1.37 ml/min
and it is measured with a point laser of 650 nm and 5 mW (class IIIa, www.hbatchen.co.uk)
and a web camera with a resolution in video mode of 640 x 480 pixels (C 170, Logitech).
The laser illuminates the drops coming out from the outlet channel and they are recorded
with the camera. Then, the average drop volume of 0.0673 ml divided by the time difference
between each drop results in the pull rate (Fig. IV.3.a).
Table IV.2: Used pull rates of the fluid model and of the particle suspension
Fluid model Suspension
Pull rate [ml/min] set value 1.34 0.01
actual value 1.37 0.01
The quality of the homogenization is determined with the position (xi , yi, zi) of nearly inertia-
free, micrometer-sized silicon nitride particles in the outlet channel (specification see section
2.5) which are injected as a suspension (made with the fluid model) at the top of the physical
model (Fig. IV.3.c -10) by tritrator (SM-Titrino 702, Metrohm AG) with a pull rate of 0.01
ml/min. This ratio is selected in order to have a good spatial distribution of the particles and
to avoid the detection of virtual particles due to the multiple scattering at the moment of the
image processing (see section 5).
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a) b) c)
Figure IV.3: a) Photo of the mechanical valve b) Front photo of the outlet channel. c) Front
photo of the physical model including the box that contains the camera-laser system. 1- valve,
2- plastic tube connected to the mechanical valve, 3- plastic tube connecting the mechanical
valve with the end of the outlet channel, 4- slit of the box window from where comes the laser
for the particle detection, 5- outlet channel, 6- box that contains the camera-laser system, 7-
laser for the particle detection, 8- coils, 9- outlet channel, 10- position of the particle injection,
11- webcam, 12- model fluid drop, 13- laser for the mass flow measurements.
Temperature control
The electric currents in the coils and electrodes increase the temperature of the fluid model
and in the coils by Joule heating. Joule heating depends on the operating parameters and
the surrounding temperature. The temperature of the fluid model is stabilized with a water
thermostat (F25, JULABO GmbH) fixed at 25 ◦C and the temperature of the coils is stabilized
with an externally installed air blower.
Table IV.3: Measurements of mean temperatures of the electromagnetic mixer
Fluid model Coil arrangement
Temperature [oC] set value 25 25
actual value 32 43
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The temperatures (Tab. IV.3) are measured inside of the fluid model at the top of the elec-
tromagnetic mixer and on the surface of one of the coils by means of temperature sensors
(LM335Z) controlled by an Arduino Uno SMD board which has an Atmega328P microcon-
troller (8-bit, Atmel).
Electric current in the fluid model
An electric current IPM,E of 0.78 A with a frequency of 50 Hz (Tab. IV.4) corresponding to
a voltage UPM,E of 0.578 V is impressed into the fluid model about one inner and the outer
electrode controlled with a regulating transformer (TST 280/6, RFT) and a variable resistor.
The AC-RMS of the current is measured with a current meter (VA 18B, TE Electronic) and the
shifting between the inner electrodes is done with the Arduino Uno SMD board. The Fig.IV.4
shows the electric circuit energizing the arrangement of three electrodes and thus impressing
an electric current in the fluid model.
Table IV.4: Measurements of the mean value of the electric currents
Electrodes IPM,E Coil arrangement IPM,C
Electric current [A] set value 0.778 6.71
actual value 0.78 6.73
Figure IV.4: Electric circuit for the three electrode system. The electrical activation of the
inner electrodes is done with a relay, controlled by the Arduino Uno SMD board with a shifting
period of 6120 s and the amount of current IPM,E is controlled manually regulating the value
of the variable resistor.
The shifting frequency of the electric activation of the inner electrodes is characterized by
a dimensionless switching frequency NPM with an optimal value equal to 12 (results of the
parametric study made by [19]). The same study showed that values between 8 and 16 have
little influence on the stirring index nevertheless, it was suggested by [105] to set NPM = 10
stating that values bigger than 12 could have a negative impact on the stirring index.
NPM =
LPM
UFM,zτPM
= 10 (IV.6)
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Replacing the length LPM of the physical model and the mean axial velocity UFM,z of the fluid
model in the Eq. IV.6 a shifting period τPM of 6120 s is obtained.
Magnetic field in the fluid model
The magnitude of the magnetic flux density is characterized by the dimensionless parameter
MPM (Eq. IV.7) called by [19] ”the square of the modified Hartmann number” which is related
to the interaction parameter Nip and the Reynolds number Re found in the dimensionless
Navier-Stokes equation (Eq. III.18).
The optimal value of MPM is 1000 but the magnitude of the magnetic flux density needed to
achieve that value computed with the Eq. IV.7 is of 115 mT which is above the maximum
value of 40 mT that the coils can produce [105]. Therefore the mean value of the axial mag-
netic flux density BPM,z is set to 28 mT [105] which corresponds to MPM = 243.
MPM =
σFMVFMBPM,zDPM
ηFMUFM,z
= 243 (IV.7)
The magnetic field is generated by 10 coils which are located along the axis of the electro-
magnetic mixer (Fig. IV.3.c). Five of the coils are connected in serial and these two coil
groups are connected in parallel (Fig. IV.5).
Figure IV.5: Electric circuit for the coil system. The amount of current IPM,C was controlled
manually regulating the voltage of the transformer.
62
The total amount of electric current IPM,C = 6.71 A is controlled by a regulating three phase
transformer (Type REO 34,2-9 Al/CU, Transformatoren- und Ro¨ntgenwerk Dresden). The
AC-RMS value of the total coil current is measured with a clamp amperemeter (Type 3284,
Hioki E. E. Cooperation), the AC-RMS magnetic flux density is measured with an axial field
sensor (HS-MNK-1904 VH, Magnet-Physik Dr. Steingroever GmbH) and its signal is recorded
with a Gauss meter (FH 36, Magnet-Physik Dr. Steingroever GmbH).
The axial field sensor is introduced at the middle and top down on the z-axis of the electro-
magnetic mixer using a glass pipe as guide with the reference point (z = 0 mm) located at
the bottom of the electromagnetic mixer (Fig. IV.2.b).
The measurements are taken from 12 points spacing by 50 mm. Fig. IV.6 shows the z-
component magnitude of the magnetic flux density distribution BPM,z(z) in the electromagnetic
mixer for an electric current in the coils of IPM,C = 6.71 A.
Figure IV.6: Axial magnetic flux density distribution BPM,z(z) at IPM,C = 6.71 A measured in
12 different points spacing by 50 mm with an axial field sensor along the z-axis in the middle
of the physical model between the inner electrodes.
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2.5 Particle size distribution
The homogenization quality produced by the electromagnetic mixer is characterized with the
spatial distribution of silicon nitride particles (Si3N4) in the outlet channel which are injected
at the top of the mixer as a suspension (Tab. IV.6) made with the fluid model. To reduce its
natural agglomeration, the suspension is dispersed mechanically (Ultra-Turrax T25, IKA R©-
Werke GmbH & Co. KG) and after it, constantly agitated with a magnetic stirrer.
The size distribution of these particles is measured ten times by dynamic light scattering
(Zetasizer Nano 3000 HS, Malvern). The Fig. IV.7.a shows the mean frequency distribution
H3(d) from ten measurements, which are weighted with the particle volume. The Fig. IV.7.b
shows the associated particle size distribution F3(d) with a d50,3 value of 1.2 µm (Fig. IV.7b).
Table IV.5: Physical and geometrical properties of the particles
Density [kg/m3] Particle Size d50,3 [µm]
3440 1.2
Table IV.6: Mass and volume of the particles in a suspension made with the fluid model
Suspension Fluid model Particle
mass [g] 800 799.9755 0.0245
Volume [ml] * 622.516 622.549 0.0071
*The volume is calculated with the density and the mass of the particle and the fluid model.
a) b)
Figure IV.7: a) Mean frequency distribution H3(d) weighted on the particle volume and cal-
culated from 10 measurements, b) mean particle size distribution F3(d).
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3 Numerical study of the physical model
3.1 Numerical implementation of the mathematical model
In the study made by S. Gopalakrisnan [19], it was shown that the time-periodic activation of
the inner electrodes can be replaced by an spatial distribution of the electric potential (Fig.
IV.8.a) along the inner electrodes and thus obtaining a steady three dimensional flow instead
of a time-periodic flow. Therefore, the optimal dimensionless shifting frequency (Eq. IV.6)
corresponds now to the number of spatial shifting on the inner electrodes (Fig.IV.8).
The advantages of an steady simulation are twofold; the computation time is reduced sig-
nificantly and the particle trajectories can be calculated after the computation of the velocity
distributions instead of at each time-step of the simulation.
The geometrical model of the electromagnetic mixer’s physical model is composed by the
surface of the electrodes as well as by the surface of the inlet and outlet channel. It is dis-
cretized with a hexahedral mesh containing 3 117 194 cells using the Gambit software v.
2.4.6.
The distribution of the electric current density and the Lorentz force density are computed
using the user define functions (UDF) of the commercial software ANSYS/Fluent v.13 and
then loaded dynamically by this solver.
After obtaining a steady and well converged simulation with the Fluent solver, the trajectories
of these passive particles are computed with the discrete phase model using the Runge-
Kutta method. Due to the laminar regime of the flow, it is possible to analyze the particle
distributions in a cross section plane of the outlet channel characterized by the stirring index
(Eq. III.68).
The boundary conditions applied to the geometrical model are:
• No-slip condition on the electrodes and channel walls (velocity vector equal to zero).
• A pressure outlet at the surface exit of the outlet channel (pressure equal to zero).
• A mass flow inlet of 1.34 ml/min at the surface entrance of the inlet channel.
• An spatial distribution of the electric potential on the inner electrodes of 0 V and 1.16 V.
• An electric potential of 0 V on the outer electrode.
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a)
b)
c)
Figure IV.8: a) Schematics of the geometrical model including the boundary conditions
with the active part of the inner electrode in red color and the passive part in blue color. b)
Distribution of the electric current density vectors JPM in a cross section plane x-y at the level
of the active part of the right electrode. c) Distribution of the Lorentz force density vectors
fL,PM in a cross section plane x-y at the level of the active part of the right electrode with a
maximum value of 3 N/m3 close to the electrode. 1- mass flow of 1.34 ml/min applied on the
inlet channel, 2- right inner electrode and a non-slip condition, 3- left inner electrode and a
non-slip condition, 4- outer electrode with an electric potential of 0 V and a non-slip condition,
5- externally created magnetic flux density of 28 mT, 6- pressure outlet condition applied at
the outlet channel.
3.2 Numerical results
Velocity distributions
The Fig. IV.8.b shows the computed electric current distribution JPM in the fluid model which
interacts with the constant axial magnetic flux density BPM that cross the fluid creating a
Lorentz force density distribution fL,PM in it (Fig.IV.8.c) with a maximum value of 3 N/m3
close to the active part of the inner electrode.
The computed velocity distribution shows that the Lorentz force density creates an additional
flow in the x-y plane with a maximum velocity magnitude of 0.15 mm/s (Fig. IV.9.a) to the
flow imposed by the pull rate of 1.34 ml/min.
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The additional flow in the x-y plane is almost fifteen time faster than the mean axial velocity
of 0.009 mm/s.
Therefore, the Lorentz force density can control the laminar flow, driving the flow around the
active part of the inner electrodes, stretching and folding the fluid as it is shown in the Fig.
IV.9.b by the velocity streamlines.
a) b)
Figure IV.9: a) Distribution of the velocity vectors in a cross section plane x-y at the level
of the active part of the left electrode with a maximum magnitude of 0.15 mm/s close to
electrode for a pull rate of 1.34 ml/min. b) Perspective view of the velocity streamlines colored
by the velocity magnitude with a maximum value of 0.15 mm/s close to the active part of the
electrode for a pull rate of 1.34 ml/min. 1- folding of the fluid, 2- stretching of the fluid.
3.3 Particle distributions
In order to quantify the mixing capabilities of the Lorentz force density by stretching and fold-
ing the fluid, 50 000 massless particles are injected into the inlet channel distributed in a
square area of 4 mm2 over the total cross section area of the inlet channel of 255 mm2 (Fig.
IV.10.b).
The particle positions are determined at each step-time with the velocity distribution of the
flow (Fig. IV.9). Initially, the particles start going around the active part of the inner electrodes.
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But after a time grater than 6000 s, it presents a chaotic distribution (Fig. IV.10.b) which is a
necessary condition to have a good homogenization (see section 5).
Therefore, as presented in the study by [19], it is necessary that the electromagnetic mixer
is enough long to obtain a chaotic distribution which increases the residence time of the
particles.
a) b)
Figure IV.10: a) Particles distribution in the mechanical mixer at 720 s with an initial square
distribution of 4mm2 for a pull rate of 1.34 ml/min. b) Particles distribution at different times
with an initial square distribution of 4mm2 for a pull rate of 1.34 ml/min. 1- inlet channel of
the mechanical mixer, 2- cross section plane of the outlet channel.
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3.4 Stirring index
The mixing process only happens where the Lorentz force exists. When the particles reach
the outlet channel, they travel vertically following the velocity streamlines, therefore, the par-
ticles keep the same spatial distribution (xi,yi) along the axis of the outlet channel.
The quantification of the mixing grade is based on the computed stirring index (Eq. III.68) in
a cross section plane of the outlet channel (Fig. IV.10). The computation of the stirring index
is made with 50 000 particles and 1600 boxes of 0.2 mm covering the cross section plane.
This particle number is selected by increasing its number until obtaining a constant value for
the index.
The potential of the Lorentz force technique is illustrated comparing its stirring index (0.71),
with that of the mechanical stirrer (0.69) provided by SCHOTT AG.
a) b)
Figure IV.11: a) Distribution of 50 000 particles in a cross section plane of the outlet channel
of physical model of the mechanical stirrer using a flow rate of 1.34 ml/min and a rotation
speed of 8 min-1 which gives an stirring index of 0.69. b) Distribution of 50 000 particles in a
cross section plane of the outlet channel of the physical model of the electromagnetic mixer
using a flow rate of 1.34 ml/min which gives an stirring index of 0.71.
The Fig.IV.11 shows a clear difference between the mixing capabilities of the mechanical
stirrer and the electromagnetic mixer, with a clear advantage for the later one despite the sim-
ilarities on the stirring index. The calculated distribution of the particles in the outlet channel
shows clearly inhomogeneities interpretable as cords due to the mechanical stirrer rotation.
The stirring index cannot catch these differences because it is a global index that average
the difference between the number of particles in each box and the optimal number.
The SCHOTT stirring cell that contains the mechanical stirrer (Fig. IV.1) is down-scaling
following the same procedure as for the physical model of the electromagnetic mixer. The
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physical model of the stirring cell is discretized with a mesh containing 17 millions of cells.
The rotation speed of the mechanical stirrer is computed with the Reynolds number evaluated
at the end of the stirring blades having a value of 7 and giving a rotation speed of 8 min-1.
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4 Experimental study
The numerical results performed on the physical model of the electromagnetic mixer has
to be verified with an experimental study to show that the numerical implementation of the
mathematical model can describe the reality with enough accuracy. This verification is made
comparing the computed with the measured stirring index which is determined with the spatial
distribution (xi , yi, zi) of nearly inertia-free silicon nitride micrometric particles. A camera-laser
system is used to record the scattered laser made by the particles while they travel through
the outlet channel and a self-developed image processing technique is used to determine
their positions (xi , yi, zi) from the recorded images.
4.1 Camera-Laser system for the particle imaging
The CCD camera (500D, Canon) and the line diode laser (class IIIa, Pegasus Lasersysteme
GmbH) (Tab. IV.8) are fixed in a wooden box which is screwed in a position control unit
(PS10, Owis GmbH) (Tab. IV.7) and this in an optical breadboard plate (Fig. IV.12 and
IV.13.a). The software that operates the camera-laser system and the step motor is written
in the C++ programming language using the EOS Digital Software Development Kit EDSDK
from Canon Inc. [112] and the commands provided by OWIS GmbH [110]. This software
controls the CCD camera via usb port and the step motor via serial port.
a) b)
Figure IV.12: a) Photo of the box with its geometrical data in mm including 1- the attachment
position of the camera, 2- the diode laser, 3- mirror to change the direction of the laser to the
slit. b) Photo of the single-axis position control unit with a step motor (PS10, Owis GmbH)
having its geometrical data in mm.
Table IV.7: Single-axis position control unit with a step motor (PS10, Owis GmbH)
Maximum Maximum Maximum Positioning
speed [mm/s] load capacity [N] moment of tilt [Nm] error [µm/mm]
10 100 7.5 1/100
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Table IV.8: Properties of the camera-laser system
Parameter value
Diode laser (Class IIIa, Pegasus
Lasersysteme GmbH)
Power [mW] 100
Wave length [nm] 660
Thickness [mm] 1
CCD camera (500D, Canon)
Type [mm x mm] CMOS (22.3 x 14.9)
Pixel size [µm x µm] 4.68 x 4.70
Objective 50mm F2.8 Ex DG, Sigma
Shutter speed [s] 1/200
ISO 6400
Picture size [px x px] 4752 x 3168 (JPEG)
The laser sheet emitted by the diode laser, goes parallel to the yi-axis of the outlet channel.
Then it is reflected into the mirror towards the direction of the xi-axis crossing the slit of the
box to reduce its thickness up to 0.2 mm ( Fig. IV.13.a). The laser scattered by the silicon
nitride particles located in the outlet channel (Fig. IV.13.b) is recorded by the CCD camera
with its lens aligned perpendicular to the laser sheet (parallel to the yi-axis).
The determination of the particle positions on the laser sheet plane is made with the image
processing technique and in order to do a 3D-scanning of a region of the outlet channel
volume, the camera-laser system (Fig. IV.13.a) is moved by the position control unit in steps
of 0.01 mm from one corner of the outlet channel to the another.
a) b)
Figure IV.13: a) Schematic of the top view of the camera-laser system inside of the box. b)
Schematic of the camera-laser system and the outlet channel. 1- box, 2- CCD camera Canon
500D, 3- laser diode, 4- mirror, 5- slit, 6- outlet channel, 7- scattered laser by the particles,
8- direction of the flow, 9- particles, 10- laser sheet.
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4.2 Image processing
Particle detection
Due to the geometry of the outlet channel that acts as a cylindrical lens and the refraction
index of the air, of the model fluid and of the material of the outlet channel (Tab. IV.9), it is
necessary to compute the refraction of the laser to determine its intensity distribution.
Table IV.9: Optical properties
PMMA np [1] Fluid model nf [1] Air na [1]
Refraction index 1.49 1.45 1
This computation is made analytically with the Snell’s law (Fig. IV.14.a) as well as with the
ZemaxTM software using the non-sequential ray tracing method [108]. This software models
the CCD sensor of the camera (Tab. IV.8) as a matrix of same dimensions (22.3 mm x 14.9
mm and 4752 x 3168 pixels), the lens of the camera as a paraxial lens and the particle as a
point source (Fig. IV.14.b).
a) b)
Figure IV.14: a) Diffraction of the laser sheet computed with the Snell’s law at different points.
b) Optical simulation with the ZemaxTM software of the ray path produced by a point source.
1- channel exterior, 2- outlet channel, 3- paraxial lens, 4- CCD camera, 5- point source.
The numerical computation of the intensity distribution of the focused point source (Fig.
IV.15.a) shows an elongation in the zi-axis direction due to the shape of the outlet chan-
nel that is also found in the intensity distribution recorded by the camera (Fig. IV.15.b). The
difference between the measurement and the simulation comes from the focus plane of the
camera as well as the temporal fluctuations of the scattered intensity due to the exposure
time (Tab. IV.8, shutter speed).
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a) b) c)
Figure IV.15: Intensity distribution of the scattered laser. a) Numerical simulation of a fo-
cused particle. b) Image recorded of a focused particle. c) Image recorded of an out of
focused particle that contains a lot more pixels than the previous cases.
Unfortunately this distribution can also be produced by scratches on the surface of the chan-
nel. To overcome this problem, the focus plane of the camera is moved (Fig. IV.16.a) to
have the particles out of focus which produces an elongated circular intensity distribution
(Fig. IV.15.c).
Another problem could be that the laser scattered from particles located close to borders of
the channel could fall outside of the camera lens. The problem is resolved reducing the initial
distance between the camera lens and the outlet channel from 92 mm [104] to 50 mm (Fig.
IV.16.b).
a) b)
Figure IV.16: a) Particles inside the laser sheet with 1-laser sheet, 2- focus plane, 3- particle
in focus, 4- particle out of focus. b) Ray paths for different position of the point source in the
xi-axis direction inside the outlet channel.
Dynamic out of focus method
The Fig. IV.15.b shows the intensity distribution of the scattered laser due to a particle located
in the focus plane of the camera (Fig. IV.16.a), but this distribution can be also produced by
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scratches on the surface of the outlet channel. To distinguish the intensity distribution pro-
duced by the particles from other sources (e.g. scratches), the focus plane of the camera is
moved until obtaining a rounded shape. (Fig. IV.15.c).
This focus plane is recalibrated after some steps of the camera-laser system to follow the
refraction of the laser sheet (Fig IV.14.a) which increases when it goes far from the center.
In the case that the calibration is done only once, after some steps, the intensity distribution
(Fig. IV.15.c) spreads in a bigger area until becoming completely blurred.
Determination of the particle position and number
The out of focus technique helps to distinguish the intensity distribution produced by the
particles from other sources (scratches) but in order to filter sources that could have also a
rounded shape due to this technique, the camera takes two pictures at each step.
In each step of 0.01 mm of the camera-laser system moved by the step motor from one cor-
ner to another of the outlet channel, the scattered laser is recorded twice with a delay of 343
ms. This results in 820 pairs of images which are used by the image processing technique
to determine the tri-dimensional position of the particles. The delay is determined using the
maximum and minimum speed of the particles that are found in the middle and close to
the inner surface of the outlet channel respectively. Also the maximum distance traveled
by the particles before overlapping another particle found in the same path line determines
the delay. The idea is to take into account only the distribution that suffers a displacement
in the zi-axis direction reflecting the particle vertical flow due to the laminar regime of the fluid.
The self-developed image processing technique is written in the C++ programming language
using the vision library OpenCV v.2.4 [113] and the user interface library Qt v4.7 [111]. This
software analyses each pair of images simultaneously and involves the following steps:
1. First, it is selected a suitable region of interest (Fig. IV.17.a), where the quality of the
image is not degraded by bigger scratches of the outlet channel, with a height of 10
mm and a width fixed by the position of the step motor (Fig. IV.13.b).
2. Then, the pair of images is transformed into a grayscale with values from 0 to 255 and
subtracted one to the another to reduce the noises and to eliminate the reflection on
the borders of the channel (Fig. IV.17.b).
3. After that, a threshold between 45-200 depending on the position of the camera-laser
system is applied in the region of interest. The remaining noise is blurred with a Gaus-
sian filter (low-pass filter) that spreads the intensity distribution (Fig. IV.17c).
4. Finally, a high-pass filter based on the convolution between the pair of images and a
mask (matrix) is used to determine the contour of each rounded intensity distribution
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(Fig. IV.17.d) with its center corresponding to the coordinates xi and zi of a possible
particle. The coordinate yi of the possible particle equals the position of the step motor
in the yi-axis.
5. Then, if this center truly corresponds to a particle position, it must suffer a displacement
in the zi-axis direction which is determined by a cross-correlation between both images
(Fig. IV.17.e).
Following these steps for each pair of images, the particle distributions in a volume of the
outlet channel are reconstructed and due to the laminar regime of the fluid, these particles
flow vertically. Therefore it is possible to analyze the quality of the homogenization in a cross
section plane of the outlet channel and for that purpose, the particle positions are projected
in that plane (Fig. IV.17.f).
It is noticed that the image processing technique could not resolve particles close to the walls
of the outlet channel because the scattering of the laser on them is distributed in almost the
whole image covering the scattering from the particles. Therefore, the particle distributions
in the cross section plane showed in the Fig. IV.17.f corresponds to an area of diameter 7.8
mm instead of the initial diameter of 8.2 mm.
The total number of detected particles in this set of images are of 17653 using a pull rate
of 1.37 ml/min for the fluid model and of 0.01 ml/min for the suspension which contains the
particles. The expected total particle numbers is of 48704 with an standard deviation of 1638.
This expected number is computed with the volume occupied by the particles and the median
value of mean particle size distribution d50,3 = 1.2 µm (Fig. IV.7.b). The occupied volume is
calculated multiplying the scanned volume with the volume ratio particles/suspension and the
pull rate ratio suspension/fluid model (Tab. IV.10). Finally, an arbitrary number of particles is
multiplied by the mean particle size distribution and changed until the sum of the multiplication
match the volume occupied by the particles.
Table IV.10: Computation of the expected volume occupied by the particles
Parameter value
Geometrical data of the scanned
volume
Height [mm] 10
Diameter [mm] 7.8
Volume [ml] 0.4778
Volumina
volume of the particles [ml] 0.0071
Volume of the suspension [ml] 622.516
Pull rate of the suspension [ml/min] 0.01
Pull rate of the model fluid [ml/min] 1.37
Volume occupied by the particles [ml] 3.978x10-8
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Figure IV.17: Steps involved in the image processing technique. a) Recording of two images
at the time 0 ms and 343 ms and selection of the region of interest (yellow). b) Transformation
to a gray scale and subtraction of one image with another. c) Threshold and Gaussian filter
(low-pass filter). d) High-pass filter to determine the contour of each intensity distribution. e)
Cross-correlation between the two images to determine the particle displacements. f) Particle
distribution projected in a cross section plane of the outlet channel.
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4.3 Conclusions and recommendations
The camera-laser system together with the image processing helped to detect 17653 par-
ticles which are 36 % of the expected number of particles. There are several factors that
reduce the capabilities of this technique to detect particles such as:
• The laser scattered by the particles located close to the walls of the outlet channel
overlaps the laser scattered by the scratches on the outlet channel wall, so that those
particles are eliminated from the detection.
• The thickness of the laser sheet allows to have different focus planes inside of it blurring
some particles. But decreasing the thickness with an smaller slit has the drawback of
reducing the intensity of the scattered laser and thus the signal-to-noise ratio.
• The JPEG format of the camera reduces the quality of the pictures blurring some parti-
cles and also the color depth of the pictures of 8 bits reduces the capabilities to detect
particles with weak scattering. But it has the advantage to use less storage capacity of
the camera so that a quicker measurement and image processing is possible.
• The diffraction of the laser sheet (Fig. IV.14.a) forces the calibration of the threshold
and the focus plane at each step. But they are calibrated each few steps and not in
each 820 steps blurring at some point some particles.
• The distance between the focus plane and the laser sheet is not constant along the
xi-axis due to the refraction. Therefore, the particles located far from the calibration
region (in the xi-axis) appear more blurred reducing the possibility to detect them.
The particle positions determined by camera-laser system together with the image processing
depend on the laser sheet refraction which is related with the perpendicularity between this
laser sheet and the external rectangular walls of the outlet channel (Fig. IV.16). Therefore,
due to its manual adjustment, it produces errors in the determination of particle positions.
Also, the slit used to reduce the thickness of the laser sheet adds some distortions in the
rectangular shape of it introducing errors in the particle positions.
These problems could be resolved using a rectangular channel instead of a cylindrical one,
which would eliminate the refraction of the scattered laser caused by the cylindrical shape
(angle of incidence) of the outlet channel. Therefore, it wouldn’t be necessary to correct the
position of the particles using the Snell’s law neither the adjustment of the camera focus
plane and the threshold each few steps.
Also, the thickness of the laser sheet can be improved printing a black region to catch the laser
with a lithographic method leaving untouched the rectangular slit region with the desirable
thickness. And in order to reduce the loss of energy of the laser due to the slit, the laser
thickness could be reduced with an optical system before it crosses the slit. This will allow
the usage of thinner slit which will improve the spatial resolution of the particles and thus the
out of focus technique.
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5 Validation of the numerical results
For the validation of the numerical results, the mixing grade produced by the Lorentz force
is analyzed using spatial positions of silicon nitride particles of microscopic size, in the outlet
channel. Then, with the described image processing technique, the stirring index is calcu-
lated with the 17 653 detected particles together with a box size of 0.2 mm obtaining a value
of 0.63.
The numerical simulations performed on the physical model are made using an electric cur-
rent of 1.56 A corresponding to 1.16 V (see section 3) and the stirring index is computed with
50 000 particles. Therefore, to make a proper comparison and validation of the numerical
results with the experimentally determined stirring index, a simulation with an electric current
of 0.78 A corresponding to 0.57 V is performed and the simulated stirring index is calculated
with 10 000 particles giving a value of 0.68.
a) b)
Figure IV.18: Particle distributions in a cross section plane of the outlet channel of the
physical model used to compute the stirring index in a grid of 1600 boxes of 0.2 mm. a)
Numerically calculated distribution of 10 000 particles for a flow rate of 1.34 ml/min, a mean
magnetic flux density of 28 mT and an electric current impressed in the model fluid of 0.78
A which gives a stirring index of 0.68. b) Experimentally determined distribution of 17 653
particles for a flow rate of 1.37 ml/min, a mean magnetic flux density of 28 mT and an electric
current impressed in the model fluid of 0.78 A. which gives an stirring index of 0.63.
The figures IV.18.a and IV.18.b show in a cross section plane of the outlet channel the mea-
sured and the simulated particle distribution respectively where the experimentally deter-
mined stirring index (0.63) deviates in 7 % from the simulated stirring index (0.68). Therefore
the mathematical model is able to reproduce the stirring index computed experimentally al-
though the particle distributions are different.
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This difference comes from the several limitations in the particle detection technique (see
section 5), one of biggest responsible being the calibration of the camera focus. This cali-
bration is made each few steps of the camera-laser system using a region of the recorded
image, but due to the diffraction of the laser sheet caused by the cylindrical outlet channel,
the camera focus plane (perpendicular to the yi-axis) is not parallel to it. Therefore, when the
selected region has the desired intensity distribution, the intensity of the regions far from this
start to become blurred until mixing with the background noise.
The Fig. IV.18.b corresponding to the measured particle distribution shows that some regions
in the xi-axis direction have larger particle density than far from it.
This is consequence of wall effects. Still cannot be assumed the same particle distribution,
the experiment confirms the usefulness of the mathematical model to evaluate the homoge-
nization without considering the thermal effects.
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6 Scale up to a real electromagnetic mixer
6.1 Extension of the mathematical model
With the validated mathematical model, now it is possible to analyze numerically with confi-
dence the effect of the Lorentz force technique in a real electromagnetic mixer, with a standard
soda-lime glass as well as a realistic mass flow inlet and a realistic wall temperature on the
feeder.
For that, The mathematical model used in the numerical simulation of the physical model
must take into account the heat transport equation as well as the dependencies on the tem-
perature of the physical properties affecting the Lorentz force density distribution and thus
the molten glass flow.
Otherwise, the numerical simulation follows the same procedure as in the simulation per-
formed on the physical model, but with an additional boundary condition, which is a constant
temperature on the external wall. The computed velocity distribution is used to calculate the
trajectories of a group of particles, which are analyzed in a cross section plane of the outlet
channel and characterized by the stirring index. Here, it is necessary to make a parametric
analysis to find the best stirring index because the optimal parameters found by [19] are not
anymore valid.
6.2 Geometrical data and physical properties
The geometrical data of the real electromagnetic mixer is based on the SCHOTT stirring
cell (Fig. IV.1). The mechanical stirrer is replaced by two inner electrodes and one outer
electrode keeping the diameter of 240 mm, the inlet channel diameter of 80 mm and the
outlet channel diameter of 35 mm of the stirring cell. The length of the feeder is determined
by the available electrode lengths needing to be as long as possible to achieve a good mixing.
In this study, the geometrical data of the electrodes as well as their physical properties are
taken from Plansee SE [109]. Molybdenum electrodes are selected with a diameter of 60
mm and a length of 960 mm (the recommended length is from 12 to 16 times the electrode
diameter [109]) which can support a maximum electric current density of 2x104 A/m2. There-
fore, the length of the real electromagnetic mixer is 960 mm which is 4 times its diameter and
not anymore 10 times its diameter as in the physical model (Fig. IV.19.b).
The separation distance between the inner electrodes follows the optimal relation found by
[19] (Eq.IV.4) giving a value of 120 mm.
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The physical properties of the molten glass, such as density, viscosity and electric conductiv-
ity, are taken from the DGG standard soda lime glass Ia (Tab.IV.11). The specific heat is taken
from [17] and the effective thermal conductivity from the start-up project ”High-performance
Forehearth Coloring using Lorentz Forces” [63].
Table IV.11: Physical properties of the molten glass
Parameter Value / Temperature dependencies in oC
Density [kg/m3] ρRF(T) = 2508.43 - 0.15T
Dynamic viscosity [Pas] lg(ηRF(T)) = -3.63 + 6715.62T-1
Electric conductivity [S/m] lg(σRF(T)) = 3.59 -2602.20T-1
Specific heat [J/(Kg·K)] CpRF = 1285
Effective thermal conductivity [W/(K·m)] kRF = 90
a) b)
Figure IV.19: a) Temperature distribution in a vertical plane (x, y, 0) mm of the real electro-
magnetic mixer with a maximal value of 1306 oC between the inner electrodes. b) Side view
(orthogonal projection) of the real electromagnetic mixer. 1- inlet channel, 2- outer electrode,
3- right inner electrode, 4- left inner electrode, 5- outlet channel.
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6.3 Boundary conditions
The boundary conditions applied to the geometrical model of the real electromagnetic mixer
are:
• No-slip boundary condition on the electrode and channel walls (velocity vector equal to
zero),
• a pressure outlet condition at the surface exit of the outlet channel (pressure equal to
zero),
• a mass flow inlet condition of 1440 Kg/d with a temperature of 1300 oC at the surface
entrance of the inlet channel,
• an spacial distribution of the electric potential on the inner electrodes of 0 V and 5 V,
• an electric potential of 0 V on the outer electrode and,
• a constant temperature of 1300 oC on the external walls.
6.4 Parametric analysis - Stirring index
It is necessary to carry out a parametric analysis instead of using the optimal values of the
dimensionless parameters such as the square modified Hartmann number (Eq. IV.7) and
the dimensionless switching frequency (Eq. IV.6) obtained by [19] because the length of the
studied model is 4 times the diameter and not 10 times (Eq. IV.2). Also the temperature
dependencies of the physical properties of the molten glass influence the mixing process.
The numerical results show that the electric current density in the real electromagnetic mixer
produce an overheating in the molten glass <7 K (Fig. IV.19.a).
Variation of the activation time of the inner electrodes
The activation time of the inner electrodes is varied in the range of 300 s to 800 s. The
magnetic flux density is fixed to 100 mT, which gives a ”square modified Hartmann number”
MRF of 860 (Fig. IV.20.a).
The Fig. IV.20.a shows the different values of the stirring index vs the activation time reaching
a maximum value of 0.69 at an activation time of 382 s which corresponds to a dimensionless
switching frequency NRF of 16. Therefore the molten glass flows around each inner electrode
8 times as it is seen in the Fig.IV.21.
Variation of the magnetic flux density magnitude BRF
With the activation time fixed at 382 s, the magnitude of the magnetic flux density BRF is
varied in the range of 40 mT to 140 mT. The Fig. IV.20.b shows that the stirring index starts
to achieve a maximum value of 0.69 in the range of 100 mT to 120 mT after that, it decreases.
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a) b)
Figure IV.20: a) Stirring index vs the activation time applied on the inner electrodes with
a maximum value of 0.69 obtained at 382 s for a pull rate of 1440 Kg/d and magnetic flux
density of 100 mT. b) Stirring index vs the magnitude of the magnetic flux density obtaining
a maximum value of 0.69 between 100 mT and 120 mT for a pull rate of 1440 Kg/d and an
activation time of 382 s.
a) b)
Figure IV.21: a) Perspective view of the velocity streamlines for a pull rate of of 1440 Kg/d,
a magnetic flux density of 100 mT and an activation time of 382 s. b) Distribution of 50 000
particles in a cross section plane of the outlet channel of the real electromagnetic mixer for
a flow rate of 1440 Kg/d, a magnetic flux density of 100 mT and an activation time of 382 s
giving an stirring index of 0.69.
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7 Conclusions and outlook
7.1 Numerical simulations on the physical model
The previous study made by S. Sugilal Gopalakrisnan [19] showed that the simulation per-
formed in steady mode gives similar results to the simulation in transient mode. Therefore,
the periodic activation applied on the inner electrodes could be replaced by an spatial distri-
bution of the electric potential along the inner electrodes.
On the base of the results of the previous study made by S. Sugilal Gopalakrisnan [19],
the numerical evaluation of the electromagnetic mixer with periodically activated electrodes
is performed with a spatial distribution of the electrical potential along the inner electrodes.
Consequently it is possible to create the required simulations in steady mode using the geo-
metrical data of the physical model and the physical properties of the fluid model.
The numerical results show that the electromagnetic mixer can control the laminar flow of
the fluid model, turning the flow around the active inner electrode, following the direction of
Lorentz force density. Therefore, the Lorentz force density is used to stretch and fold the
fluid, necessary conditions to mix a laminar flow.
The mixing grade produced by the generated Lorenz force density is quantified by the stirring
index which is computed with the spatial distribution of a group of particles in a cross section
plane of the outlet channel. The analysis in a cross section plane is possible to accomplish
because the particle trajectories go vertically in the outlet channel due to the laminar nature
of the flow.
The potential of the Lorentz force technique is showed comparing its stirring index with that of
a highly optimized mechanical stirrer. Despite the similar values of their stirring indexes, the
electromagnetic mixer produces a better mixing. This index, being a global index, averages
the difference between the number of particles in each box and the optimal number reducing
its capabilities to measure local differences in the particle distribution.
The numerical simulations are made in steady mode as a simplification of the more realistic
transient mode, because it gives quicker results and an steady streamline that is used later
for the computation of the particle trajectories necessary to calculate the stirring index.
The possibility to use an steady mode was validated in the study made by [19] comparing
the local stretch ratio parameter (Eq. III.67) of both modes. But this parameter doesn’t give
any insight about the spatial distribution of the particles, because even if the stirring index
has similar values for two distributions, it is possible to say which mixer has better mixing by
looking at them.
In further investigations, it will be necessary to do a numerical simulation in transient mode
and compare the given spatial distribution of the particles with that computed in steady mode,
85
in order to show that the steady simulation is a valid simplification or it introduces important
variations in the particle distribution. Also, it will be necessary to include in the numerical
simulation the distribution of the magnetic flux density produced by the coils located along
the axis of the physical model to show its effect on the particle distribution.
7.2 Experimental study of the physical model
The numerical simulation must be verified with an experimental study to show that the math-
ematical model can describe with enough accuracy the reality.
This experimental study is made using a camera-laser system in order to record the laser
scattered from the silicon nitride particles of micrometer size injected in the physical model.
The laser illuminates a rectangular region of the outlet channel, then a volume region of the
channel is scanned moving the camera-laser system step by step.
The intensity distribution of the scattered laser in each recorded picture is used by a self-
developed image processing technique to reconstruct the spatial position of the particles.
Then, these positions are projected in a cross section plane of the outlet channel and used
to compute its stirring index (0.63) which has a close value to the stirring index of the numer-
ical simulation (0.68) but with a different particle distribution.
The particle detection suffers from several limitations (see section 5) allowing to detect only
36% of the expected particles. One important limitation is the calibration of the camera lens
focus which is used to obtain an out of focus particle and thus to separate more easily its
intensity distribution from the background noise.
The resulting particle distribution in the cross section plane of the outlet channel shows re-
gions with more particles than in others which is a reflect of the region used to calibrate the
focus plane of the camera and therefore one of the reasons, that explains the difference be-
tween the measured and the simulated particle distribution. Another reason is thermal effects
on the wall that was not considered in the simulation. However, this technique is useful to
assess by experimental comparison the homogenization of laminar mixing processes.
The diffraction of the scattered laser caused by the cylindrical shape of the outlet channel can
be avoided using a rectangular channel which eliminates the necessity to correct the position
of the particles using the Snell’s law as well as the adjustment of the camera focus plane at
each few steps.
The advantage of using an square channel that eliminates the diffraction is to have a fixed
focus plane with a constant distance between it and the laser sheet, which will improve the
particle detection decreasing the blurring of the particles.
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In the future, the intensity of the scattered laser recorded by the camera can be incremented
decreasing the laser sheet thickness with an optical system in order to keep its energy. Then,
the desired thickness is achieved using a slit which retains some energy. This also allows to
illuminate a region with smaller thickness obtaining a better spatial resolution of the particles.
The regulation of the slit thickness can be improved printing a black region in a transparent
film using a lithographic technique leaving untouched the region with the desired thickness
which acts as a slit.
The methodology of the particle detection can be improved determining first the velocity distri-
bution in the outlet channel using the particle distribution and comparing it with the analytical
(pipe channel) and / or numerical results in order to have a stronger validation of the image
processing technique.
7.3 Up-scalling to a real mixer
The mathematical model is validated with the stirring index predicted by the numerical simu-
lation which is similar to the stirring index computed experimentally. Therefore, it is possible
to up-scale the mathematical model to a real stirring cell using realistic mass flow inlet, wall
temperature and temperature dependent physical properties.
The amount of electric current density applied on the electrodes is fixed by the maximum
electric current that the electrodes can support [109]. The results show that the maximal
possible electric current density in the mixer doesn’t produce large overheating in the molten
glass ( <7 K), reducing the impact in the conditioning temperature.
The group of coils used to create the magnetic flux density is located in the insulation region
of the mixer in order to avoid perturbations in the refractory material. Also, there is no elec-
tromagnetic risk for the surrounding equipment due to the relative low current density and
frequency used by the electrodes and coils.
The optimal relation found by [19] between the diameter and length of the electromagnetic
mixer is not used because the length was fixed by the maximal length of the currently commer-
cially available electrodes and the diameter by the diameter of a real stirring cell. Therefore, it
is performed a new parametric analysis to find the optimal electrode activation and magnetic
flux density that give the highest stirring index.
The stirring index corresponding to the real mixer has a lower value than that of the physical
model but still competitive with that of the mechanical stirrer. The physical model produces
better mixing because it is longer in length than the real mixer promoting a more homoge-
neous distribution.
87
88
CHAPTERV
Project II: High performance forehearth
1 Introduction
In this project is investigated the usability of Lorentz forces in a coloring forehearth of molten
glass tanks to improve its performance (see chapter I, section 3.3).
Currently, during the coloring process of the molten glass in the melt zone of the forehearth,
it is observed that the minerals (frits) used for the coloring have the tendency to sink con-
taminating the glass when they sediment. Also, the glass coloring is degraded because the
battery of stirrers needs a certain frits level to do a good homogenization.
Lorentz forces can be used to create a push up effect and thus, to prevent the sinking process
of the frits as well as to enhance the input flow conditions of the stirring battery, improving
the performance of the forehearth.
The results are prepared in the frame of a collaboration between the Technische Universita¨t
Ilmenau and FERRO GmbH in Frankfurt.
An start-up project is developed together with FERRO’s partner Iittala Glass Factory / Fiskars
Corp. Finland on a numerical model to simulate the influence of the Lorentz force in the
molten glass flow (≈ 2 t/d) [63]. Then, a second project focused on a larger forehearth (≈
80 t/d) is developed between the Technische Universita¨t Ilmenau, Ferro France S.A.R.L. and
O-I GLASSPACK GmbH & Co. KG Rinteln [64].
This thesis presents only important results from the second project which is focused on the
scale-up of the numerical model developed in the first project to study the push up effect
created by the Lorentz force.
The first task of the second project is the definition of the geometrical data, the physical prop-
erties and the operating parameters of the forehearth as well as the definition of the physical
properties of the molten glass used by O-I GLASSPACK. The collected data is used to cre-
ate the 3D numerical model which is validated with in-situ temperature measurements in the
molten glass and on the surface of the forehearth.
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The second task is focused on the computation of the electric current density in the molten
glass impressed by the electrodes, the magnetic flux density created by the coil system and
the resulting Lorentz force density aligned opposite to the molten glass flow (see Fig. V.4).
The electrode and coil arrangements are located in the melt zone where the sinking process
of the frits happen. Then, several configurations are analyzed until obtain a push up effect
created by the Lorentz force that can overcome the additional negative velocities created by
the Joule heating. Depending of the heat transfer within the molten glass, the temperature
gradient created by the joule heating can produce strong or weak additional negative veloci-
ties.
The third and final task is to make a proposal for the design of the electrode configuration
and magnetic system qualified for forehearths with a large width and pull rates. This device
and also the method are patented for electromagnetically operated coloration of molten glass
in feeder of glass melting plants [66].
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2 Description of the forehearth
The O-I forehearth (Fig. V.1) connects the furnace, where the glass is melted, with the forming
process, where the glass takes the gob shape. The forehearth is divided in three main zones,
the melt zone (Fig. V.1.a), the stirring zone (Fig. V.1.a) and the conditioning zone (Fig.
V.1.b). The molten white glass is colored in the melt zone of the forehearth by means of
color concentrates (frits). Other possibilities of glass coloring are described in the state of
the art (see chapter II, section 2.4).
a) b)
Figure V.1: O-I forehearth photos, a) melt zone of the forehearth is defined between the feed
tubes and the stirring battery (here: both are lifted out in non-operating state), b) conditioning
zone with spout.
a) b)
Figure V.2: Schematics of the melt zone of the forehearth with the applied materials, a) cross
section, b) length section. 1- refractory material type ER1711 RT, 2- insulating material type
ZR 55 HA, 3- insulating material type SC 47 LA, 4- insulating material type ISOREF J125
, 5- insulating material type CASI 11, 6- insulating material type Microtherm 260 Kg/m3, 7-
insulating material type RL20-115, 8- insulating material type SC 45 HA, 9- insulating material
type ZM 20 AB, 10- four feed tubes, 11 - stirring battery, 12 - flames.
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These frits are added to the molten glass through the feed tubes, melting and diffusing pro-
gressively, but this diffusion is not enough to homogenize the color, therefore a battery of
stirrers (Fig V.1 and Fig. V.2, No. 11) is located at the end of the melt zone.
2.1 Geometrical data and physical properties
The Fig. V.2 shows the schematics of the forehearth melt zone describing the different layers
that compose it, with their physical properties showed in the Tab. V.1 and V.2 as well as some
important geometrical data showed in the Tab. V.3.
The low value elected for the emissivity of the refractory material (type ER1711 RT, Fig. V.2)
takes into account its deterioration (corrosion, mechanical failures) which increases the pore
sizes and cracks, whereby heat transfer by radiation can occur, reducing its emission capac-
ity [116].
The heat transfer coefficient of the surrounding atmosphere is adjusted until obtaining pre-
dictions on the temperature distributions in the range of the measurement errors (section
3.2).
Table V.1: Physical properties of the used insulating and refractory materials in the forehearth
Parameter ER 1711
RT
ZR 55
HA
SC 47
LA
ISOREF
J125
Bulk density [Kg/dm3] 4 3.2 0.55 1.23
Specific heat [J/(Kg·K)] 713* 1152* 1152* 1152*
Thermal conductivity [W/(m·K)] 4 0.72*
1000 oC
0.45
1000 oC
0.70
1000 oC
Emissivity [1] 0.2*** - - -
Heat transfer coefficient [W/(m2K)] - - 20**** 20****
* Data from the start-up project [63], ** same as SC 47 LA, *** see [116],**** see section 3.2
2.2 Physical properties of the white glass
The thermal conductivity [17], [117], the specific heat [17], [117], the emissivity [118], and the
refraction index [119] are taken from the literature and later tuned with the temperature mea-
surements on the forehearth. The density, viscosity and electrical conductivity of the molten
glass are considered dependent on the temperature. The dependency of the density is equal
to the DGG standard soda lime glass Ia, the dependency of the viscosity is self-measured
with a rotational viscometer VIS 403/ NETZSCH at the TU Ilmenau and the dependency of
the electrical conductivity was measured by JSJ Jodeit GmbH in Jena-Maua. The measured
temperature dependencies are approximated on the basis of the known physical behavior
(see Tab. V.4).
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Table V.2: Physical properties of the used insulating materials in the forehearth
Parameter CASI
11
Micro
therm
RL 20
115
SC 45
HA
ZM 20
AB
Bulk density [Kg/dm3] 2.5 0.26 0.55** 2 2.95
Specific heat [J/(Kg·K)] 1152* 1152* 1152* 1152* 713*
Thermal conductivity [W/(m·K)] 0.11
400
oC
0.029
400 oC
0.45** 0.45* 2.04
1000
oC
Emissivity [1] - - - - -
Heat transfer coefficient [W/(m2K)] - 20**** - 20**** 20****
* Data from the start-up project [63], ** same as SC 47 LA, *** see [116], **** see section 3.1
Table V.3: Geometrical data of the O-I forehearth
Parameter Value
Glass melt level HG [mm] 165
Glass melt width BG [mm] 1092
Distance between the feed tube and the stirring battery LFS [mm] 1549
Refractory width bF [mm] 1492
Refractory height hF [mm] 378
Forehearth width BF [mm] 2000
Forehearth height HF [mm] 1324
Feed tube diameter [mm] 45-50
Feed tube separation distance [mm] 200
Table V.4: Physical properties of the molten glass
Parameter Value / temperature dependencies in oC
Density [kg/m3] ρG(TG) = 2508.43 - 0.15T
Dynamic viscosity [Pas] lg(ηG(TG)) = -4.10 + 7213.38T-1
Electric conductivity [S/m] lg(σG(TG)) = 3.55 – 2863.26T-1
Specific heat [J/(Kg·K)] CpG = 1285
Thermal conductivity [W/(K·m)] λG = 0.1-2
Emissivity [1] εG = 0.8
Refraction index [1] nG = 1.2-2.2
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2.3 Temperature measurements
The temperatures in the molten glass are measured with a platinum rhodium thermocouple
sensor which is introduced into a quartz glass tube to protect it from the contact with the
molten glass which is around 1200 oC. The signal is acquired by the meter VOLTCRAFT R©
306 data logger thermometer with an estimated global measurement error of ± 5 oC.
The measurements are made in two positions of the molten glass and on the surface of the
forehearth (Fig. V.1.a). First under the feed tubes and the second under the stirring battery
where it is only possible to open the top surface of the forehearth removing few bricks (Fig.
V.1.a).
However, the temperature measurements in the molten glass could only be realized when
the feed tubes as well as the stirring battery are not in operating state (Fig. V.1.a) and green
glass is running in the melt zone of the forehearth.
The Fig. V.3.a shows the measured temperatures in the molten glass in the middle (0, 0, z)
mm and side (420, 0, z) mm of the feed tube position (Fig. V.2.a) called the inlet, as well
as in the middle (0, 1549, z) mm and side (420, 1549, z) mm of the first line of the stirring
battery (Fig. V.2.b) called the outlet. Unfortunately, the measurement in the middle of the
outlet is corrupted (burning of the cable isolation due to the contact with the hot surface of
the forehearth). The Fig. V.3.b shows the linear interpolation of the measured temperatures
on the inlet that is used as boundary condition of the 3D numerical model.
a) b)
Figure V.3: Measured temperatures on the inlet (red and blue dots) and outlet (green and
black dots) of the molten green glass in the non-operating state of the feed tubes and the stir-
ring battery. b) Linear interpolation of the measured temperature distribution on the surface
of the inlet of the molten green glass.
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2.4 Operating parameters
The operating parameters used in the study are those obtained when the temperature mea-
surements were performed (Tab. V.5). The natural gas flow rate goes through 16 burners in
each side of the forehearth but only 12 are in the melt zone, therefore this number is used to
compute the total thermal power (Tab. V.6).
The total thermal power PG,
PG = m˙GCpGTG = 1.35MW (V.1)
introduced in the forehearth is about 1.35 MW computed with the specific heat CpG of the
molten glass (Tab. V.4), its pull rate m˙G (V.5) and a mean typical inlet temperature TG = 1200
oC. A part of this power is loss through:
• the molten glass surface mainly by radiation,
• the walls of the refractory material by conduction and radiation,
• insulation materials by conduction and
• through the forehearth surface by convention.
Therefore the forehearth has a burner system which produces a power PB about 38 KW to
compensate these losses (Tab. V.6),
PB = ϕNGγNGm˙NGNB = 38 kW (V.2)
where ϕNG is the energy density of natural gas, γNG is the thermal efficiency, m˙NG is the natural
gas flow and NB is the number of burners.
Table V.5: Operating parameters at the moment of the temperature measurements
Glass pull rate m˙G Mean velocity UG Glass type Glass level HG Gas flow rate
[t/d] [mm/s] [mm] [Nm3/h]
78.7 1.5 Green glass 165 7.4
Table V.6: Operation parameters of the burners
Energy density of natural
gas ϕNG
Thermal
efficiency γNG
Gas flow
m˙NG
Burner
numbers NB
Power
PB
[MJ/Nm3] [1] [Nm3/h] [1] [kW]
35.6 0.7* 7.4 24 38
* See [115]
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3 Numerical Simulations
The numerical simulations are performed with the commercial computational fluid dynamics
software ANSYS/ FLUENT v.13 using a non-conformal mesh, elaborated with the commer-
cial software Gambit v.2.4. This type of mesh, where the grid nodes don’t match along the
interfaces, is used to isolate the different requirements of mesh resolution; more in the molten
glass and in the atmosphere and less in the refractory and in the insulating materials (Fig.
V.4.b). The geometrical model is made of an hexahedral mesh because it has better orthog-
onality respect to the walls and to the direction of the flow giving more accurate results than,
e.g. a tetrahedral mesh. The resulting mesh gives 1 398 275 cells.
Initially, the numerical simulations of the velocity and temperature distributions are made
without the electrodes, in order to validate the model with the temperature measurements.
The heat transfer by radiation (Eq. III.31) between the crown (walls surrounding the atmo-
sphere), the flames and the molten glass surface as well as the radiation inside the molten
glass is made with the discrete ordinates radiation model [122] whose heat flux is included
into the energy equation (Eq. III.32). Then, the distribution of the electric current density, the
magnetic flux density and the Lorentz force density are computed using the user define func-
tions (UDF) of Fluent and then loaded dynamically by this solver (see chapter III, section 4.1).
After obtaining a steady and well converged simulation, the selected frits trajectories in the
molten glass flow are modeled with the trajectories of passive particles computed with the
discrete phase model using the Runge-Kutta method [2].
Two types of electrode and coil configurations are analyzed numerically to obtain a large push
up effect created by the Lorentz force density, although additional negative vertical velocities
happened due to the Joule heating [64]. One of the configuration is made of two electrodes
and one coil and the other configuration of three electrodes and two coils energizing them
with single-phase alternating current (50 Hz). The last configuration is retained (Fig. V.4.a)
because the former didn’t produce enough push up effect close to the center of the molten
glass channel.
3.1 Boundary conditions
The boundary conditions applied to the geometrical model are:
• No-slip condition on the electrodes and channel walls (velocity vector equal to zero).
• A pressure outlet on the surface of the outlet channel (pressure equal to zero).
• A fixed temperature inlet distribution equal to the temperature measurements (Fig. V.3)
• A mass flow inlet of 78.7 t/d on the surface entrance of the inlet channel.
• An electric potential of 0 V on the middle electrode and of 20 V on the side electrodes.
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• A convective heat flux on the forehearth surface with a variable heat transfer coefficient.
a) b)
Figure V.4: a) Schematic of the melt zone of the forehearth containing the electrode and
coil arrangements used to generate the Lorentz force density. b) Length section of the non-
conformal hexahedral mesh containing 1 398 275 cells. 1- insulation material zone, 2- the
refractory material zone, 3- molten glass zone, 4- the electrode zones, 5- the atmosphere
zone, 6- electrodes, 7- coils located in the insulating material, 8- direction of the molten glass
flow.
The velocity distributions of the molten glass flow in the forehearth are well developed, but
the truncation of the geometry to make the numerical analysis in the melt zone requires the
definition of inlet and outlet boundary conditions. The boundary condition for the velocity
which is equal to the mass flow of the molten glass (Tab. V.5) gives a velocity distribution
with only one component parallel to the y-axis and to the direction of the molten glass flow.
Therefore, the velocity distribution at the outlet is used as a boundary condition of the inlet
several times, until obtaining an stable distribution along the forehearth.
3.2 Temperature distributions and validations with measurements
In order to have a realistic representation of the push up effect created by the Lorentz force,
it is necessary to compute with enough accuracy the temperature distribution in the molten
glass and forehearth as well as the velocity distribution of the molten glass flow.
The numerical model predicts total heat loss of 37.5 KW, which is the heat transfer rate dif-
ference between the outlet and the inlet of the molten glass channel (see Eq. V.1). The loss
is compensated by the burner flames included into the model as a normal temperature dis-
tribution which is tuned to obtain a stable distribution of the temperature along the forehearth.
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a) b)
Figure V.5: a) Measured (dots with the error range of ± 5 oC) and simulated (line) tempera-
ture distribution inside the molten glass along the z-axis of the forehearth at the middle of the
inlet (0, 0, z) mm. b) Computation of the temperature in each face of the forehearth surface
(red color) and temperature measurements in each face (black color).
a) b)
Figure V.6: Measured (dots with the error range of ± 5 oC) and simulated (line) temperature
distribution inside the molten glass along the z-axis of the forehearth a) at the inlet side (420,
0, z) mm and b) at the outlet side (420, 1549, z) mm.
The comparison of the simulated temperature distributions on the forehearth surface as well
as in the molten glass with the measured temperatures are shown in the Fig. V.5 and Fig.
V.6. The deviations are less than ± 5 oC which are in the range of the measurement error.
Only the simulated temperature distribution in the molten glass on the middle region of the
outlet is underestimated (approx. 10 K) (Fig. V.6.b). To tune the measured surface temper-
atures on the forehearth with the calculated temperatures, the heat transfer coefficient has a
linear variation over it with a mean value of 20 W/(m2K).
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3.3 Coil and electrode arrangements
After the sufficient validation of the temperature distribution predicted by the 3D numerical
model with in-situ temperature measurements (O-I GLASSPACK GmbH & Co. KG), it is pos-
sible to evaluate different electrode and coil configurations. This evaluation is carried out to
obtain the desirable push up effect created by the Lorentz force in the molten glass in order
to prevent the sinking process of the frits, although additional negative vertical velocities took
place due to the Joule heating [64].
O-I GLASSPACK uses 4 feed tubes (Fig. V.1.a and V.2.a) with an ending diameter between
45-50 mm and with a distance between them of 200 mm. Therefore the electrode arrange-
ments must cover a total width of 700 mm using a height hOI, E equal to 3/4 of the molten
glass height HG = 124 mm (Fig. V.2.a).
First, it is studied an arrangement of two molybdenum electrodes and one water cooled coil
producing a Lorentz force density with a magnitude of 7 N/m3 in the middle of the molten
glass channel and 17 N/m3 near the electrodes [64]. But, the Joule heating created by the
impressed electric current density in the molten glass is more important than the push up ef-
fect made by the Lorentz force density. As a result, negative velocities are developed in the
middle of the channel obtaining a final frits level lower than configuration without electrodes.
To overcome this problem, a third electrode is added in the middle of the channel to cover
the width of the forehearth and the coil is replaced by two smaller coils.
In this configuration, the middle electrode has bigger diameter DOI, E = 80 mm than the side
electrodes DOI, E = 60 mm in order to limit the electric current density on its surface under the
maximum admissible value of 2 A/cm2 [48]. Also, the Joule heating density around the middle
electrode is reduced and thus the temperature gradients (Fig. V.8.c) which are responsible
of the additional negative velocities (Fig. V.8.b).
Table V.7: Physical properties of the molybdenum electrodes [48]
Density Thermal conductivity Heat capacty Electrical conductivity Emissivity
[Kg/m3] [W/(m·K)] [J/(Kg·K)] [S/m] [1]
10220 113 (1000 oC) 303 (1000 oC) 3.17x106 0.16 (1000 oC)
For such electrode system, two water cooled copper coils with an external diameter DOI, C =
200 mm, an internal diameter dOI, C = 140 mm, a height hOI, C = 40 mm and a winding wOI, C
= 20 turns is selected (Fig. V.9).
The coil arrangements is located in the insulating material 200 mm from the bottom of the
molten glass to avoid perturbations in the refractory material (Fig. V.9). But, in this study the
effects of the coil temperature in the insulating material is not taken into account.
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In order to obtain the Lorentz force density fL,OI aligned opposite to the molten glass flow
over the total cross section (Fig. V.7.c and V.7.d), the electric current on the electrodes flows
from the left and from the right electrode to the middle electrode. The amount of the total
electric current is IOI,E = 217 A (Fig. V.7.a) using a voltage of VOI,E = 20 V. The electric current
on each coil is IOI,C = 1500 A, flowing in clockwise direction in the right coil and in opposite
direction in the left coil to obtain a magnetic flux density BOI that circulates around the middle
electrode (Fig. V.7.b). In the real situation in which AC currents are used, this is possible by
phase inversion.
The magnetic flux density BOI has a maximum value of ≈ 20 mT close to the bottom of the
molten glass channel (Fig. V.7.b). Between the electrodes, the electric current density JOI
has a mean value of 600 A/m2, which increases up to ≈ 4000 A/m2 near the electrodes (Fig.
V.7.a). The resulting fL,OI has values between 7 and 13 N/m3 between the electrodes, which
increases up to ≈ 50 N/m3 near the bottom of the electrodes (Fig. V.7.c and V.7.d).
Near the side electrodes, the temperature is about 1187 oC, but near the middle electrode,
it increases up to 10 K. The electric current density in the surface of the middle electrode is
about 4000 A/m2, but only the part of surface of the side electrodes opposite to the middle
electrode has a value about 4000 A/m2 the rest has a value about 2000 A/m2. Moreover, the
side electrodes are close to the wall of the channel where the heat transfer is more intense.
b)
a)
d)
c)
Figure V.7: Electric current density, magnetic flux density and Lorentz force density distri-
bution in a cross section plane (x, 775, z) mm. a) Distribution of the electric current density
magnitude JOI. b) Vector field of the magnetic flux density BOI colored by its magnitude. c)
Distribution of the Lorentz force density magnitude fL,OI. d) Vector field of the Lorentz force
density fL,OI colored by its magnitude.
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Without electrodes, exist already negative velocities located close to the sides of the molten
glass channel. This happens because, the heat transfer by radiation is more intense close to
the sides due to the location of the burners. Therefore, the temperature at the surface of the
molten glass is higher on the sides than on the center, but the temperature in the middle of
the molten glass is higher than at the top center (Fig. V.8.c). These gradients of temperature
are the responsible of the convection cells close to the sides, but their velocities are several
times lower than the pull rate ( 0.03 mm/s << 1.5 mm).
Then, when the electrodes are added and are in operation mode, additional negative veloc-
ities (convection cells) appear near the middle electrode due to the additional temperature
gradients and the venturi effect.
b)
a)
d)
c)
Figure V.8: Temperature and velocity distribution in a cross section plane (x, 775, z) mm.
a) Distribution of the velocity component UG,Z without the electrodes. b) Distribution of the
velocity component UG,Z with the electrodes. c) Distribution of the temperature TG without the
electrodes. d) Distribution of the temperature TG with the electrodes.
3.4 Push up effect
The trajectories of the frits in the molten glass are modeled with passive particles with initial
positions equal to the positions of the right feed tubes, due to the symmetry of the forehearth.
Therefore, the initial positions of the particles in the molten glass are (100, 0, 82) mm and
(300, 0, 82) mm (Fig. V.2).
The Fig. V.10.a shows that the trajectory with initial position at (300, 0, 82) mm close to the
side electrode has a final level (y = 1500 mm, corresponding with the end of the melt zone
/ with the input range of the stirring battery) higher than the configuration without electrodes
approx. 1 mm. Close to this electrode, positive vertical velocities are developed (Fig. V.8.b)
due to the push up made by the Lorentz force density (Fig. V.7.d). But the trajectory with
initial position at (100,0,82), close to the middle electrode, has a final level lower than the
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configuration without electrodes almost 3 mm. The molten glass temperature close to this
electrode is higher than the side electrodes , negatives velocities are developed (Fig. V.8.b)
due to the Joule heating, which is more important around the middle electrode than the push
up made by the Lorentz force density.
To overcome this problem, the feed tubes located at x = -100 mm and x = 100 mm are re-
placed by one feed tube located at x = 0 mm (Fig. V.9.a) because in the region close to the
middle electrode the positive vertical velocities are stronger (Fig. V.8.b).
In this case, the trajectories with initial position at (0, 0, 82) mm, (40, 0, 82) mm and (300,
0, 82) mm have a final level higher than the configuration without electrodes almost 20 mm,
2 mm and 1 mm respectively (Fig. V.10.b) when the electrodes and coils are located in the
middle of the melt zone, LOI,E = LOI,C = 775 mm.
a) b)
Figure V.9: Schematics of the melt zone of the forehearth with the new distribution of the
feed tubes and the electrode and coil arrangements. a) Cross section. b) length section. 1-
arrangement of three molybdenum electrodes, 2- arrangement of two water cooled copper
coils, 3- refractory material, 4- feed tubes.
Due to the positive slope of the trajectories (Fig. V.10), it is possible to increase their final
levels locating the electrodes and coils closer to the feed tube (LOI,E = LOI,C = 388 mm, Fig.
V.9.b). It is found that the final levels are increased up to 25 mm, 3 mm and 2 mm from the
initial positions of (0,0,82) mm, (40, 0, 82) mm and (300, 0, 82) mm respectively (Fig. V.11.a
and V.11.b).
102
a) b)
Figure V.10: Particle trajectories with IOI, E = 217 A, IOI, C = 1500 A and with the electrode and
coil arrangements located at y = 775 mm (LOI, E = LOI, C = 775 mm). a) Trajectories with initial
positions located at (100,0,82) mm and (300,0,82) mm. b) Trajectories with initial positions
located at (0, 0, 82) mm, (40, 0, 82) mm and (300, 0, 82) mm.
a) b)
Figure V.11: Trajectories with initial positions located at (0,0,82) mm, (40,0,82) mm and
(300,0,82) mm using IOI, E = 217 A and IOI, C = 1500 A as well as with the electrode and coil
arrangements located at y = 388 mm (LOI, E = LOI, C = 388 mm). a) Plot of the trajectories in
a range of 78 - 86 mm for the z-axis. b) Plot of the trajectories in a range of 70 - 105 mm for
the z-axis to show the final level of the trajectory with initial position at (0,0,82) mm.
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4 Conclusions
The investigations show that on the basis of a verified numerical 3D model which includes
the boundary conditions, process parameters and temperature dependent material proper-
ties, it is possible to obtain a sufficiently accurate temperature distribution within the errors
of ± 5 K on the surface of the forehearth as well as in the molten glass. Only the calculated
temperatures on the side of the outlet are in the range of ± 10 K due to the simplification
made on the optical properties of the molten glass, considered independent of temperature
and wavelength.
The molten glass must be considered as semi-transparent with its optical properties de-
pending on the temperature. However, the temperature dependent absorption and emission
coefficients were not known.
In order to cover the large width of the O-I forehearth, it is necessary to implement an ar-
rangement of three electrodes and two opposite connected coils to obtain enough push up
effect over the total cross section. But, the heat transfer in the green glass together with the
large dimensions of the O-I forehearth and the Joule heating increase the convection in the
molten glass, and thereby generates additional negative vertical velocities reducing the push
up effect created by the Lorentz forces.
The effect of the Lorentz force density on the molten glass flow is increased by using an elec-
trode with a larger diameter in the middle, than in the sides. Then, to use the regions where
the push up effect created by the Lorentz force density is more important than the Joule heat-
ing, avoiding the additional negative velocities, the two inner feed tubes are replaced by one
feed tube located in the middle of the forehearth. As a result, the corresponding trajectories
go closer to the middle electrode than before, resulting in a higher final level of them at the
outlet of the molten glass.
The trajectories of passive particles with initial positions at (0, 0, 82) mm, (40, 0, 82) mm and
(300,0,82) mm have final levels higher than the configuration without electrodes almost 25
mm, 3 mm and 2 mm respectively.
It is expected that the push up effect in white glass will be stronger than in green glass using
the same electric currents IE and IC because:
• The Joule heating will have a lower impact in white glass than in green glass due to the
better internal heat transfer.
• Consequently, the bottom temperature of white glass will be several degrees higher
than green glass reducing the temperature gradient from ≈ 20 K (Fig. V.5.a and V.6)
to 10 K (data provided by O-I GLASSPACK GmbH & Co. KG). Also the mean working
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temperature will increase from 1183 oC (Fig. V.5.a and V.6) to 1219 oC (data provided
by O-I GLASSPACK GmbH & Co. KG).
• Therefore, assuming that the physical properties of white glass follow the same behav-
ior of the green glass (Tab. V.4), its density and viscosity are respectively 0.2 % and
31% lower than green glass, and its electrical conductivity 16 % higher than green glass
for the temperature mentioned above.
• With these values the Lorentz force density will be higher than 20 N/m3 (Fig. V.7.c) with
an enhanced push up effect close to the bottom of the white glass.
The push up effect generated by the Lorentz force density in white glass must be evaluated
with a numerical study due to the strong non-linear coupling between the hydrodynamic, heat
transport and electromagnetic fields. Also, it must evaluate the appropriate configuration of
the electrode arrangements and magnetic system. This numerical study has to be based on
a verified model.
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5 Outlook
In a further study, the influence of the temperature dependent optical properties of the molten
glass must be included into the mathematical model to analyze its influence in the heat trans-
fer and thus in the temperature distribution within the molten glass.
Also, the burner flames must be modeled to evaluate its impact on the heat transfer. There-
fore, when the electrodes are in active mode, the thermal power added by Joule heating can
be compensated regulating the gas flow of the burners (Tab. V.6).
The frits, modeled in this study as passive particles, follow the streamlines of the molten glass
flow, but cannot model the sinking process due to the gravity. In order to take into account this
process, the frits could be modeled as a fluid (second continuous phase), with an initial higher
density than the molten glass (main continuous phase) due to its initial lower temperature.
Also, this multiphase flow accounts for the diffusion of the secondary phase within the main
phase. Additionally, the diffusion of ions in the molten glass due to the melting and dissolution
of the frits during its residence in the molten glass must be considered.
The push up effect generated by the Lorentz force density not only prevent the sinking of the
frits, but also can be used to give the necessary level that the battery of stirrers needs to
produce a good homogenization of the molten frits within the molten glass.
The evaluation of the homogenization quality related to different final levels of the frits at the
end of the melt zone, needs to include the battery of stirrers into the geometrical model. The
motion of the stirrers can be modeled with the multiple reference frame model or the sliding
mesh model [2]. Later, the Lorentz force density can be evaluated as a replacement of the
stirring battery in the same spirit as in the study of the Electromagnetic mixer (see chapter
IV).
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CHAPTERVI
Project III: Electromagnetic crystallizer
1 Introduction
This project is focused on the study of a new technique, the Lorentz force technique, as
replacement of the mechanical stirrer used currently in the chemical industry for the mixing of
inorganic solutions during the crystallization process (see chapter I section 3.4). The current
technique has some limitations such as:
• the flow is generated by means of shear stresses around the stirrer impellers, limiting
the mixing in the whole volume of the crystallizer,
• increasing the power could help the mixing but also may break the crystals reducing its
size,
• the wear of the stirrer can contaminate the solution and the reaction products.
Electromagnetic forces called Lorentz forces can be used to overcome these limitations ex-
ploiting the electrical conductivity of the solutions due to its electrolytic nature.
The Lorentz force is created with an arrangement of two electrodes impressing an electric
current density in the fluid and an external arrangement of three coils, with its magnetic field
penetrating the solution.
Unlike the shear stresses produced by the mechanical stirrer, the Lorentz force spreads in
the whole volume having a better impact on the homogenization, but also it is not exempt
of limitations. The impressed electric current density is limited by the water content on the
chemical solution, because the redox reaction of water must be avoided. Also, the magnetic
field must be created with a simple arrangement of coils, limiting the magnitude of this field.
Additionally, the electric current density causes a heating of the solution which can influence
the crystallization.
The first task of this study is the analysis and validation of the velocity distribution by means
of numerical simulations performed with the commercial software ANSYS / Fluent v. 13. The
fluid flow is analyzed in laminar and turbulent regime which is determined by the magnitude
of the Lorentz force.
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In laminar regime, the numerical results are validated with an analytical solution. In turbulent
regime, the RANS turbulence models chosen to study the mean velocity distribution are val-
idated with the more accurate Large Eddy Simulation (LES).
The second task is to select from the RANS models the one that shows the best agreement
with the LES results. The velocity distributions predicted by the selected RANS model is used
to compute the trajectories of passive particles and thus to quantify the mixing capabilities of
the Lorentz force.
The third and final task of the study is the design of the physical model to validate in a further
study the numerical results.
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2 Description of the crystallizer physical model
The physical model of the crystallizer has an annular shape and it is made of an outer and
inner metallic cylinder acting as electrodes. Also, it has two circular insulators made of plex-
iglas (PMMA-Polymethyl methacrylate) located on the top and bottom, and an external coil
system which creates an axial homogeneous magnetic field in the whole crystallizer.
a) b)
Figure VI.1: a) Schematics of the physical model including the geometric data in mm. 1-
bottom insulator, 2- outer electrode, 3- inner electrode, 4- top insulator. b) Mesh representa-
tion in a vertical plane containing 333600 cells used in the computation of the flow in laminar
and turbulent regime by the RANS turbulence models.
2.1 Geometrical data and properties
The selected geometry has a diameter of 300 mm and a height of 300 mm corresponding to
a volume of 21 l or 0.021 m3, same as the one of the pilot vessel used by K-UTEC AG Salt
Technologies ([131]). Therefore the outer cylindrical electrode has this same geometrical
data and the top and bottom insulator the same diameter.
A diameter of 20 mm is selected for the inner electrode to maximize the amount of usable
volume and to keep low, possible overheating of the solution due to the Joule effect. Smaller
values increases the electric current density, incrementing the temperature of the solution.
Also, the electric current density must be lower than 2 A/cm2 [48] to prevent the corrosion of
the electrodes.
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2.2 Physical properties of the fluid model
The physical model is filled with a fluid model made of sodium chlorate dissolved in water up
to the saturation point [123]. The temperature dependencies of the physical properties such
as density and viscosity, are assumed same as the water with an electrical conductivity of
34.2 S/m assumed constant and thermal conductivity of 0.561 W/(K·m) (Tab. VI.1).
Table VI.1: Physical properties of the fluid model [123]
Parameter Value / temperature dependencies in oC
Density [kg/m3] ρEC(TEC) = 1209.4 - 0.42TEC
Dynamic viscosity [Pas] ηEC(TEC) = 0.00247 - 3 x 10-5TEC + 2 x 10-7T 2EC
Electrical conductivity [S/m] σEC = 34.2
Specific heat [J/(Kg·K)] CpEC = 4183
Thermal conductivity [W/(K·m)] λEC = 0.561
2.3 Operating parameters
The water content in the chemical solution imposes a limitation in the electric potential dif-
ference applied between the electrodes which equals to the standard potential of the water
electrolysis of 1.229 V at 25 oC [90]. Therefore a RMS value of 0.8 V is selected to avoid the
electrolysis and to restrict the electric current density in the solution and thus the heating.
An homogeneous magnetic flux density parallel to the z-axis is imposed in the whole geom-
etry of the physical model. An RMS value of 10 mT is selected because it can be created
with a simple arrangement of coils.
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3 Numerical simulation
The numerical simulations are performed with the commercial computational fluid dynam-
ics software ANSYS/ FLUENT v.13 using an hexahedral mesh generated by the commercial
software Gambit v.2.4.
The unsteady RANS simulations are made with several mesh densities until obtaining mesh
independent results with a time step of 0.005 s, keeping the CFL condition lower than 1
(Uδ tδx < 1). A good compromise is obtained with a mesh containing 333 600 cells (Fig. VI.1.b).
On the other hand, the numerical results of the LES made with a time step of 0.0005 s, keep-
ing the CFL condition lower than 1, always depends on the mesh density, because it resolves
the turbulent scales until the smallest cell. Therefore a good compromise between the grid
size requirements and the computational resources with a mesh containing 4 474 740 cells
is found [138].
Due to the axial symmetry of the geometry, the cylindrical coordinate system with coordinates
(r, θ , z) is used in this study. The electric current density JEC impressed in the fluid has only
a radial component depending on the radial position r. The interaction of JEC with the ex-
ternally created magnetic flux density BEC oriented axially produces a Lorentz force density
fL,EC having only an azimuthal component that depends on the radial position r (Fig. VI.2.b).
The fluid flow is initially studied analytically and numerically at a constant temperature of 20
oC without including the effects of the Joule heating (Eq. III.32). The initial value of the elec-
tric potential difference between the inner and outer electrode electrode is 0.0001 V giving
a laminar flow. This value is increased until its maximum value of 0.8 V whereby a growing
Lorentz force density is generated changing the flow towards the turbulent regime.
Currently, there are several RANS turbulence models based on the Boussinesq hypothesis
to resolve the Reynolds stress tensor by means of a turbulent viscosity [126]. The turbulence
models based on two scalar transport equations that can resolve rotating flow offered by the
Fluent software [2], such as the k− ε RNG model, the k− ε Realizable model and the k−ω
SST model are analyzed in this study.
Due to the convex profile of the flow field [136, 137], a curvature correction is necessary in
the RANS models that modifies the production term (energy extraction from the mean flow
to the large turbulent scales) of the transport equation for the turbulence kinetic energy k,
the specific dissipation rate ω and the turbulent rate ε. The k − ε models have already their
own terms to take into account rotating flow, therefore this curvature correction could produce
unexpected results. This correction is necessary because these models are insensitive to
curvatures by default (see chapter III, section 4.2).
After validating the suitable RANS turbulence models with the LES results, a simulation with
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the temperature dependence of the physical properties of the fluid, including the effects of the
Joule heating is performed in order to show their possible influences in the fluid flow. Then,
the mean velocity distributions predicted by the selected model are required to compute the
trajectories of passive particles with the discrete phase model. The particle positions are
used to quantify the mixing grade by means of the stirring index (Eq. III.68).
3.1 Boundary conditions
The boundary conditions (fig. VI.1.a) applied to the geometrical model are:
• No-slip condition on the electrodes and insulators (velocity vector equal to zero).
• A convective heat flux on the surface of the outer electrode and insulators with a heat
transfer coefficient of 10 W/(m2K) and a surrounding temperature of 20 oC.
• An electric potential ϕEC,o = 0 V applied on the outer electrode, a maximum ϕEC,i = 0.8
V applied on the inner electrode and an electric potential gradient equal to zero applied
on the top and bottom insulators.
a) b)
Figure VI.2: a) Schematic of the middle line and vertical plane used to present the numerical
results. b) Distribution of the Lorentz force density magnitude fL,EC in a cross section plane
located in the middle of the physical model (z = 150 mm).
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3.2 Laminar regime
The laminar regime of the fluid flow is obtained numerically when the modified Hartmann
number MEC (Eq. III.21) is lower than 93 and the Reynolds number ReEC (Eq. III.19) is lower
than 104. For bigger values, the flow develops radial velocities close to the outer electrode
(Fig. VI.5.b). Therefore, the flow computation needs to take into account the contribution of
the Reynolds stress tensor which is resolved with a turbulence model.
The computation of the fluid flow in laminar regime is made at a constant temperature of 20
oC and validated with an analytical analysis of the Navier-Stokes equations.
Analytical solution
Assuming the physical model is an infinitely long cylinder (hEC →∞), the Lorentz force density
fL,EC is described with Eq. VI.1:
fL,EC = −1r
σECϕEC,iBEC
ln
(
DEC,i
DEC,o
) eˆθ (VI.1)
The flow driving by the Lorentz force density fL,EC can be described by cylindrical coordi-
nates r, θ and z as UEC,r, UEC,θ and UEC,z corresponding respectively to the radial, azimuthal
and axial component of the velocity (see appendix A).
Furthermore, assuming the flow fully developed (∂UEC,θ/∂θ = 0) and under isothermal con-
ditions ( ∆TEC = 0) only the azimuthal component of the velocity UEC,θ which value depends
on the position r is obtained. With these conditions, the general Navier-Stokes equations for
incompressible flows (Eq. A.1, A.2, A.3 and A.4) are simplified to the Eq. VI.2 and VI.3.
ρEC
(
U2EC,θ
r
)
=
∂ pEC
∂ r
(VI.2)
0 = ηEC
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∂
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− U
2
EC,θ
r
)
− 1
r
σECϕEC,iBEC
ln
(
DEC,i
DEC,o
) (VI.3)
The azimuthal velocityUEC,θ has negative values due to the clockwise direction of the Lorentz
force density (Eq. VI.1), but to better illustrate its distribution, its absolute value |UEC,θ | is di-
agrammed. The Fig. VI.3.a and VI.3.b shows the distribution of |UEC,θ | along the r-axis for
ReEC = 21 and MEC = 47 corresponding to an electric potential ϕEC,i = 0.0001V . This velocity
has a radial distribution independent on z (Fig. VI.3.b), but as expected depended on r with
a distinct maximum value closer to the inner electrode according to the distribution of the
Lorentz force density (Fig. VI.2).
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In order to model numerically an infinity geometry along the z-axis, a null shear stress is
applied on the top and bottom insulators. The simulated azimuthal velocity distribution UEC,θ
has a mean velocity magnitude of 0.01 cm/s corresponding to a Reynolds number ReEC =
17 and a modified Hartmann number MEC = 55 with a relative error of 0.8% respect to the
analytical result (Fig.VI.3.a and VI.3.b).
Then the non-slip condition on the insulators is restored, giving an expected lower magnitude
of the azimuthal velocity (Fig.VI.3.a and VI.3.c) due to the shear stresses applied by the
insulators on the flow.
a) b) c)
Figure VI.3: Distribution of the absolute value of the azimuthal velocity |UEC,θ |. a) Analytical
result in blue color, numerical simulation with a null shear stress condition in red color and
in green color with the non-slip condition plotted in a middle line. b) Numerical result in a
vertical plane with a null shear stress condition. c) Numerical result in a vertical plane with a
non-slip condition.
Near the insulators, viscous forces in the boundary layer are important, generating a local im-
balance between the pressure and the Lorentz force (Eq. VI.2). This reduces the azimuthal
velocity UEC,θ and the flow spiral radially inward, in the direction of low pressure (Fig. VI.4.a,
No. 1). The velocity magnitude UEC increases as the flow approach the inner electrode due
to the mass conservation (Eq. III.16). Then, near the inner electrode an axial flow UEC,z is
created forming two secondary flows, from the middle to the bottom and to the top, in the r-z
plane ((Fig. VI.4, No. 2, 3, 4)).
This secondary flow is called the Ekman pumping superimposing to the primary swirling flow
created by the Lorentz force. The boundary layer, where the local imbalance happen, is
called the Ekman layer [89, 127].
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a) b)
Figure VI.4: a) Streamlines of 5 points with initial positions at (0, y = 70-140, z= 20) mm
colored by the velocity magnitude. b) Distribution of the axial velocityUEC,z in a vertical plane.
1- spiral flow near the bottom insulator, 2- axial flow forming a secondary flow, 3- positive
axial velocity forming the secondary flow, 4- negative axial velocity forming the secondary
flow.
3.3 Instabilities
With the validated numerical model in laminar regime, the electric potential applied on the
inner electrode is increased up to 0.01 V (up to ReEC=576 and MEC=168). At this electric
potential level, the fluid flow starts to develop negative radial velocities close to the outer
electrode (Fig VI.5.b).
a) b)
Figure VI.5: Velocity distributions in a middle line for MEC= 60, 93, 135, 168 and ReEC =
16, 104, 358, 576. a) Distribution of the absolute value of the azimuthal velocity |UEC,θ |. b)
Distribution of the radial velocity UEC,r.
115
These radial velocities form a primary jet (Fig. VI.6.a) that can be considered as a primary
instability in the same way as the three-dimensional Taylor-Couette system [124], [125], af-
fecting the velocity distribution (Fig VI.5.a and VI.6.b).
This first instability appears in the form of counter-rotating toroidal vortices called Taylor vor-
tices that is a tertiary flow superposed to the primary and secondary flow. Then, while the
Lorentz force density is increased due to the increasing of the electric potential, more jets
are developed along the z-axis and close to the outer electrode changing their positions over
time, breaking the symmetry of the system. Therefore, the fluid flow now is irregular and
transient characterizing a turbulent regime (see chapter III) [129].
a) b)
Figure VI.6: Distribution of the velocity in a vertical plane using different scales to show
better their characteristics. a) Radial velocity UEC,r responsible of the jets development in the
middle and close to each cover. b) Velocity magnitude UEC. 1- positive radial velocity forming
the tertiary flow, 2- negative radial velocity forming the tertiary flow.
3.4 Turbulent flow
When the modified Hartmann number MEC is higher than 93 and the Reynolds number ReEC
is higher than 104, the flow becomes turbulent and the jets developed during the transition
to turbulence loose their regularity.
The computation of the fluid flow in turbulent regime is made with the RNG k− ε, the Realiz-
able k− ε and the SST k−ω turbulence models. In order to resolve the boundary layer, wall
functions are needed between the wall and the first computational node which in this case is
located at y+ ≈ 4 laying in the viscous sublayer (chapter III, section 4.3).
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The k−ε models use an enhanced wall treatment which specifies the velocity, the dissipation
rate ε and the turbulent viscosity with one equation model near the walls for y+<11.2, instead
of the standard wall function that specifies only the velocity and ε respecting the calculated
y+. According to [2], the enhanced wall treatment describes better the effects of pressure
gradients and the high three-dimensionality of the flow near the wall region, than the stan-
dard wall function.
The SST k − ω model uses by default an enhanced wall function that specifies the velocity
and the specific dissipation ω near the walls [2].
The numerical predictions made by the different turbulence models are evaluated with the
mean velocity magnitude distribution in a middle line of the physical model.
The Fig. VI.7.a shows the mean velocity magnitude distribution without using the curvature
correction with its maximum value located close to the outer electrode. The mismatch of
the velocity distribution around r ≈ 15 mm predicted by the k − ε models, comes from the
enhanced wall treatment which computes the turbulent viscosity with one equation model for
y+<11.2 (r ≈ 15 mm). Due to the mismatch, another simulation is performed with the k − ε
models using the standard wall function, giving better results (Fig. VI.8.a).
a) b)
Figure VI.7: Mean velocity magnitude distribution in a middle line. a) RANS models without
the curvature correction using an enhanced wall treatment for the k − ε models. b) RANS
models with the curvature correction using an enhanced wall treatment for the k − ε models
and LES with the WALE sub-grid model.
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The Fig. VI.7.b shows the mean velocity magnitude distribution using the curvature correc-
tion with its maximum value located close to the inner electrode. Here also, the turbulent
viscosity computed by the enhanced wall treatment used in the k− ε models, creates a mis-
match on the velocity around r = 15 mm propagating in the whole domain giving inconsistent
results. Therefore, another simulation with the k− ε models using the standard wall function
is performed obtaining consistent results (VI.8.b).
a) b)
Figure VI.8: Mean velocity magnitude distribution in a middle line. a) RANS models without
the curvature correction using the standard wall function for the k − ε models. b) RANS
models with the curvature correction using the standard wall function for the k − ε models
and LES with the WALE sub-grid model.
a) b)
Figure VI.9: Distribution of the turbulent viscosity ηEC,τ in a vertical plane computed with the
k − ω SST model. a) Without the curvature correction. b) With the curvature correction.
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The differences between the computation of the mean velocity magnitude distribution using
and not using the curvature correction come from the production term in the transport equa-
tion of these models. The production is over predicted affecting the turbulent viscosity (Fig.
VI.9) and giving a maximum velocity close to the outer electrode. This affirmation is based
on the LES results because it can resolve the large turbulent scales of the flow, which are
susceptible to the shape of the geometry, and models the scales smaller than the computa-
tional cell [136, 137].
The size of the resolved turbulent scales (vortices) depends on the mesh which now has 4.5
million of cells giving an y+ ≈ 1. Then, the scales smaller than the mesh cells are filtered
producing a sub-grid stress tensor (chapter III, section 4.2). This tensor is computed with the
Boussinesq hypothesis and its turbulent viscosity is modeled with the WALE sub-grid-scale
turbulence model (see chapter III, section 4.2).
The statistical averaging velocity magnitude distribution computed with LES is compared with
the RANS results in the Fig. VI.8.b. The RNG k− ε, Realizable k− ε and SST k−ω models
using the curvature correction give equivalent results with a mean difference respect to the
LES of 12.3 %, 5.9 % and 11.8 % respectively.
Also it is performed an LES with the Smagorinsky-Lilly model, which gives similar statisti-
cal velocity distribution to the computed by the LES with the WALE model. Therefore, the
modeled small scales play a negligible role in the mean velocity distribution.
a) b)
Figure VI.10: Mean velocity magnitude distribution in a vertical plane. a) Computed with the
k − ω SST model including the curvature correction. b) Computed with the LES using the
WALE sub-grid model.
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The SST k − ω model is selected for the subsequent validation despite its error, higher than
the Realizable k − ε, and because it is a more robust model than the k − ε models for this
type of flow, due to the fact that it is designed for the near wall region where as the k− ε not
[2]. The Fig. VI.10 shows the mean velocity magnitude distribution computed by the SST
k − ω, which has a mean flow distribution similar to the one predicted by the LES.
Until this point, all simulations are performed at a constant temperature of 20 oC. If the tem-
perature dependencies of the physical properties are considered (Tab VI.1), as well as the
Joule heating that introduces a thermal power of 15 W, then the temperature of the fluid rises
up to 0.4 K close to the inner electrode from an starting temperature of 20 oC.
This increase on the temperature doesn’t modify significantly the physical properties of the
fluid and thus the convection currents due to buoyancy are very small compared with the
main flow. Therefore the mean velocity distribution at constant temperature of 20 oC has the
same tendency as in the temperature dependent case with a relative error of 2% (Fig. VI.11).
a) b)
Figure VI.11: Numerical simulation performed with the k − ω SST model including the cur-
vature correction a) Temperature distribution in a vertical plane. b) Mean velocity magnitude
distribution along the radial position in a middle line. In red color - Numerical simulation using
a constant temperature of 20 oC without taking into account the effects of the Joule heating.
In blue color - Numerical simulation using the temperature dependence of the physical prop-
erties of the fluid model including the effects of the Joule heating.
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3.5 Particle distributions
The mean velocity distribution computed with the k−ω SST model at a constant temperature
of 20 oC is used to compute the mixing capabilities of the Lorentz force by means of the
spatial distribution of a group of passive particles. It is selected a starting number of 10 000
particles, but it is introduced effectively into the model 9088 because some of them lie on the
top surface of the inner electrode.
a) b) c)
Figure VI.12: a) Initial random particle distribution on a horizontal plane (r, θ , z = 149 ) mm
at tEC,p = 0 s. b) Particle distribution at tEC,p = 50 s c) Particle distribution at tEC,p = 500 s.
The Lorentz force density creates several fluid flow configurations, but the study of the mixing
process is made in turbulent regime achieved with the maximum electric potential of 0.8 V
applied on the inner electrode, and a magnetic flux density of 10 mT giving a ReEC = 11145
and MEC = 694. As a result, the turbulent properties of the fluid flow such as irregularity used
to mix the solution, don’t allow to compute the particle trajectories considering a particular
fluid flow configuration at a given time. Therefore, the computation of the particle positions
is made at the end of each time step of the fluid flow computation (unsteady particle tracking).
The passive particles are located at the top of the physical model after the fluid flow is de-
veloped completely (Fig. VI.12.a) corresponding to a particle time computation of tEC,p = 0 s.
These particles cover the whole surface with a random distribution (Fig. VI.12.a) because in
order to produce a good mixing, the fluid flow must be capable to carry in the whole volume
particles located at different positions on the top surface.
The Fig. VI.12.b shows the particle distribution at tEC,p = 50 s where the fluid flow starts to
carry the particles in the volume. The Fig. VI.12.c shows the particle distribution at tEC,p =
500 s where the particles start to spread in the whole volume with a random distribution.
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3.6 Stirring index εEC
The quantification of the mixing grade is made by the stirring index εEC (Eq. III.68) using
the three dimensional position of 9088 particles. For that purpose, the physical model is
covered with 8000 hexahedral boxes with a size of 15 mm, from which only the boxes inside
the physical model are used. Then the number of particles is increased until obtaining a
constant value for the index.
a) b)
Figure VI.13: a) 8000 hexahedral boxes with a size of 15 mm covering the whole volume of
the physical model. b) Evolution of the stirring index εEC computed with 9088 particles.
The Fig VI.13.b shows the evolution in time of the stirring index achieving its maximum value
of 0.6 when the time is higher than 400 s. Then, using the same box size of 15 mm as well
as 39 596 particles and 79 059 particles, a stirring index of 0.71 and of 0.78 is respectively
obtained. But, when the box size is reduced up to 10 mm, a stirring index of 0.61 is obtained
for 39 596 particles. When the box size is reduced up to 7.5 mm, a stirring index of 0.60 is
obtained for 79 059 particles.
In case the flow is in laminar regime, the azimuthal primary flow makes circulate the particles
around the inner electrode, and the secondary flows created by the Ekman pumping makes
circulate the particles in a close loop. The secondary flows create two well defined zone,
from the top to the middle and from the bottom to the middle, that don’t exchange momentum
confining the particles. When the laminar flow develops the first instability, a tertiary flow is
created in the middle of the physical model driving the particles in a torodial vortex but still the
particles circulate in a close plath. When the torodial vortices start to change their positions
over time, the necessary conditions of good mixing start to appear such as separate initially
close part and bring together initially distant parts (chapter III, section 5). Therefore, the
turbulence properties of the flow enhance significantly the mixing process started by the the
primary azimuthal flow, created by the Lorentz force density.
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4 Experimental design
The experimental validation of the mean velocity distribution computed with the RANS k−ω
SST turbulent model and with the LES using the subgrid-scale WALE turbulent model, needs
the design of a magnetic system able to produce up to 10 mT. The design of the electrode
arrangements is already defined in the description of the physical model. Therefore, it is
necessary only to take into consideration the selection of the material of the electrodes that
must hold the corrosion produced by the dissolved salt [134].
Initially, the physical model is scaled down, but to achieve the same Reynolds number as
in the turbulent case (Re ≈ 11000), it is necessary to increase the mean flow velocity by
increasing the Lorentz force density. But the amount of the Lorentz force density that can
be produced is limited by the maximum electric potential that can be used without producing
the water redox, and the maximum magnetic flux density that can be created by a simple
arrangement of coils as seen in the project I (see chapter IV, section 2.4). Therefore, the
design of the coil system is made using the unchanged geometrical dimensions of the crys-
tallizer physical model (Fig. VI.1.a).
The magnetic system is made with an arrangement of coils made of copper wire that can
produce an homogeneous field in the volume of the physical model. For that purpose, three
different coil configurations are studied; the Helmholtz coil, an improvement of the Helmholtz
coil and a Maxwell coil. In each of them, a parametric analysis is performed with the finite
element software FEMM v.4.2 [130].
The voltage and thus the electric current IEC,C used to energize the coils are sinusoidal with
a frequency fEC of 50 Hz. Therefore, the variation of the magnetic flux φEC associated to this
current induces a voltage UEC,L in the coil described by the Faraday’s law:
UEC,L =
−dφEC
dt
= −LEC dIEC,Cdt (VI.4)
where LEC is the inductance of the coil configuration at a permeability µ = µO. Numerically,
the magnetic flux density BEC is computed with the vector potential AEC approach (See
chapter III, section 4). Then, the magnitude of the total voltage drop UEC,T which includes the
drop due to the electrical resistance REC (UEC = IEC,CREC) as well as the total power PEC,T and
Ohmic losses PEC,R in the coil system can be calculated with:
UEC,T = IEC,C
√
R2EC + (2pi fECLEC)2 (VI.5)
PEC,T = UEC,T IEC,C (VI.6)
PEC,R = RECI2EC,C (VI.7)
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The parametric analysis starts with a coil arrangements that has only one turn, then pro-
gressively more turns are added in the radial r and axial z direction until obtaining the best
configuration, with the lowest voltage drop and the magnetic flux density of 8 mT. Finally the
temperature of the coils cooled down by natural convection with a heat transfer coefficient of
10 W/(m2K) and a surrounding temperature of 25 oC is computed with the appendant total
power and Ohmic losses.
4.1 Physical properties and geometrical data of the coil
The coils are made of copper wire (Tab. VI.2) with a diameter of 1.18 mm and of 1.70 mm
including the insulation, which gives a cross section area of 2.26 mm2 with a winding filling
factor of 0.8. To avoid the use of a cooling system, the electric current density is limited to 2
A/mm2 to keep the temperature of the coils low enough [106].
Table VI.2: Physical properties of the copper wire
Density [Kg/m3] 8978
Specific heat [J/(Kg·K)] 381
Thermal conductivity [W/(m·K)] 387.6
Electric conductivity (130 oC) [MS/m] 36.5*
* Data from the project [106]
4.2 Validation of the finite element software FEMM
The FEMM software is validated with measurements of the axial magnetic flux density BEC,z
performed at the TU Ilmenau [139]. For that, an arrangement of three coils with a winding
number wEC = 442 operating with an RMS value of the electric current IEC,C = 4 A (Fig. VI.14)
is used. Also, the Biot-Savart equation implemented in a C++ code is used to validate the
FEMM software.
The Fig. VI.15.a and Fig. VI.15.b show the measurements made by [139] of the axial mag-
netic flux density BEC,z along the z-axis (r = 0,z) mm and along the r-axis (r,z = 0) mm re-
spectively as well as the numerical computation performed with the FEMM software and the
Biot-Savart equation.
The distribution of the axial component of the magnetic flux density BEC,z along the z-axis
and along the r-axis computed with FEMM software deviates respectively 1.1 % and 0.9 %
from the experimental measurements (no experimental errors on the measurement system
and position system were provided by [139]). Whereas the calculation with the Biot-Savart
equation deviates respectively 0.9 % and 1.1 %.
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a) b)
Figure VI.14: a) Schematics of the three coil arrangements with the geometrical data in mm.
b) Computation of the magnetic flux density magnitude BEC with the FEMM software in 2D
axisymmetric mode, using an RMS electric current IEC,C = 4 A.
a) b)
Figure VI.15: Distribution of the axial component of the magnetic flux density BEC,z(r,z) where
the experimental data [139] is in blue color, the FEMM results in red color and the Biot-Savart
results in green color. a) Distribution of BEC,z(r=0, z) along the z-axis. b) Distribution of BEC,z(r,
z = 0) along the r-axis.
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4.3 Helmholtz coil
The Helmholtz coil is made of two coils where the distance between these two have to be
equal to their radius rEC. They are set apart each other 300 mm to cover the physical model
volume (Fig. VI.16).
The parametric analysis performed with the FEMM software, uses a maximum electric cur-
rent density of 2 A/mm2 defining the electric parameters (Tab. VI.3) and the geometrical
configuration (Fig. VI.16) of the Helmholtz coil keeping low the temperature.
Table VI.3: Electrical parameters of the Helmholtz coil arrangement
Coils wEC IEC,C REC PEC,R LEC BEC UEC,T PEC,T
[1] [A] [Ω] [W] [mH] [mT] [V] [W]
Top 266 4.52 6.08 124.2 60 5.14 89.8 405.8
Bottom 266 4.52 6.08 124.2 60 5.14 89.8 405.8
Figure VI.16: Schematic of the Helmholtz coil.
The Fig. VI.17.a shows that is possible to achieve only a mean axial magnetic flux density
of 5 mT with a total power of 812 W. The total power increments the mean stationary coil
temperature up to 67 oC. Also, the homogeneity of the magnetic flux density is only kept in
half of the physical model region, then for larger values (r > 70 mm) the magnetic flux density
diverges from the mean value up to 1 mT (Fig. VI.17.a).
As a result, the capabilities of an improvement of this configuration proposed by [133] is
explored.
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a) b)
Figure VI.17: Distribution of the axial component BEC,z(r,z) of the magnetic flux density
along the r-axis for different axial positions, z=0 mm, z=50 mm, z=100 mm and z=140 mm.
a) Produced by the Helmholtz coil with the optimal design according to Tab. VI.3 and Fig.
VI.16. b) Produced by the improved Helmholtz coil with the optimal design according to Tab.
VI.4 and Fig. VI.18.
4.4 Improvement of the Helmholtz coil
The magnetic flux density BEC can be increased and homogenized along the r-axis using a
third coil in the middle of the physical model [133] (Fig. VI.18). The winding number wEC,m
of the additional coil is determined by the winding number wEC of the coils located at the
ends of the geometry (Eq. VI.8). The distance hEC,m from the middle coil to the external coils
is determined by the radius rEC of the external coils (Eq. VI.8). But, in order to match the
geometry of the crystallizer physical model, the relation for hEC has to be broken.
wEC,m = 0.531wEC hEC,m = 0.7601rEC (VI.8)
The parametric analysis performed with the FEMM software, uses a maximum electric cur-
rent density of 2 A/mm2 defining the electric parameters (Tab. VI.4) and the geometrical
configuration (Fig. VI.18) of the improved Helmholtz coil keeping low the temperature.
Table VI.4: Electrical parameters of the improved Helmholtz coil arrangement
Coils wEC IEC,C REC PEC,R LEC BEC UEC,T PEC,T
[1] [A] [Ω] [W] [mH] [mT] [V] [W]
Top 282 4.5 5.14 105 62 8 91 411
Middle 147 4.5 2.7 54.8 33 8 50 219
Bottom 282 4.5 5.14 105 62 8 91 411
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Figure VI.18: Schematic of the improved Helmholtz coil configuration.
This configuration achieves a mean axial magnetic flux density of 8 mT in the range of r = ±
100 mm and z =± 50 mm with a total power of 1041 W (Tab. VI.4) and with a coil temperature
of 108 oC.
The homogeneity of the magnetic flux density is improved, been stable along the r-axis up to
z = ±100 mm. Close to the top and bottom insulators (z = ±140 mm ) the magnetic flux den-
sity diverges from the mean value up to 3 mT for a radial distance r > 100 mm (Fig. VI.17.b).
In order to reach 10 mT, it would be necessary to increment the electric current. To stabilize
the temperature of the coils, an additional cooling by artificial ventilation is required.
4.5 Maxwell coil
The study made by [133] proposed an alternative configuration with three coils called Maxwell
coil (Fig. VI.19). The winding number wEC,m of the coil located in the middle is determined
by the winding number wEC of the coils located at the ends of the geometry (Eq. VI.9). The
distance hEC,m from the middle coil to the external coils is determined by the position rEC,m in
the r-axis of the center of the middle coil (Eq. VI.9).
But, in order to match the geometry of the reactor, the relation for hEC has to be broken.
wEC =
49
64
wEC,m rEC =
√
4
7
rEC,m hEC,m =
√
3
7
rEC,m (VI.9)
The parametric analysis performed with the FEMM software, uses a maximum electric cur-
rent density of 2 A/mm2 defining the electric parameters (Tab. VI.5) and the geometrical
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configuration (Fig. VI.19.a) of the Maxwell coil keeping low the temperature.
Table VI.5: Electrical parameters of the Maxwell coil
Coils wEC IEC,C REC PEC,R LEC BEC UEC,T PEC,T
[1] [A] [Ω] [W] [mH] [mT] [V] [W]
Top 250 4.5 3.2 64.9 44 10 64.1 289.7
Middle 325 4.5 5.5 111.5 99 10 142.7 645.1
Bottom 250 4.5 3.2 64.9 44 10 64.1 289.7
This configuration achieves the desired mean axial magnetic flux density of 10 mT with a total
power of 1225 W (Tab. VI.5). But, the homogeneity of the magnetic flux density distribution
is lower than the improved Helmholtz coil configuration, beginning to diverge from the mean
value up to 3 mT for a distance r > 50 mm (Fig. VI.19.b).
Therefore, from the three analyzed coil configurations, the best results related to the field
homogeneity are identified at the specified geometry of the physical model with the improved
Helmholtz coil (Chapter VI, section 4.4).
Figure VI.19: a) Schematic of the Maxwell coil configuration. b) Distributions of the axial
component BEC,z(r,z) of the magnetic flux density along the r-axis for different axial positions,
z=0 mm, z=50 mm, z=100 mm and z=140 mm produced by the Maxwell coil with the optimal
design according to Tab. VI.5 and Fig. VI.19.a
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4.6 Particle Image Velocimetry - PIV
The measurement of the fluid flow field generated by the Lorentz force can be made with
several well established non-intrusive techniques such as, the Laser Doppler Anemometry
(LDA) also known also Laser Dopper Velocimetry (LDV) [140] and the Particle Image Ve-
locimetry (PIV) [141]. The LDA measures a small region of the space ”single point” at a time
with traditionally higher temporal resolution than the PIV. On the other hand, the PIV has
higher spatial resolution measuring several points at a time and with the current develop-
ment, it could match the temporal resolution of the LDA [142]. Therefore the PIV is selected
to measure the velocity distribution of the flow field.
The PIV is composed of a camera, a laser and tracer particles in the range of micrometers
(≈ 1µm) to follow the stream of the flow without inertia. The laser emits two laser beam
pulses within a short time interval, which are modified by an optical system to a laser sheet
and thus to illuminate a two dimensional plane (r-θ ) of the flow. The particles located in the
illuminated plane scatter the laser which is recorded by the camera in two images. Then by
means of a commercial image processing technique, a cross correlation is computed using
these two images to determine a two dimensional displacement vector and thus together with
the time delay of the laser beam, the velocity vector field can be reconstructed [141].
The Fig. VI.20 shows the proposed arrangement of the PIV system together with the im-
proved Helmholtz coil arrangement and the electrodes of the crystallizer physical model. In
order to illuminate a region of the fluid flow, an aperture has to be made on the outer electrode
and thus, the laser sheet can go through the fluid.
Figure VI.20: Schematic of the improved Helmholtz coil including the PIV system. 1- Aper-
ture in the outer electrode, 2- laser, 3- camera, 4- inner electrode, 5- top cover made of
PMMA, 6- outer wall made of PMMA, 7- middle coil, 8- bottom coil, 9- bottom cover made of
PMMA.
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5 Conclusions
A systematic study of the velocity distribution of an inorganic solution in a crystallizer of an-
nular geometry from the laminar to turbulent regime shows that the RANS models based on
the Boussinesq hypothesis need a curvature correction.
The curvature correction modifies the transport equations of the turbulence kinetic energy k,
the turbulent rate ε of the k − ε RNG and k − ε Realizable models, and the specific dissipa-
tion rate ω of the k−ω SST model. This is necessary because these models don’t take into
account the disturbances made by the curvatures of the geometry on the turbulent viscosity.
Also, despite the fact that the k − ε RNG and k − ε Realizable models contain already cor-
rections to take into account rotating flow, they give similar velocity distribution to the one
computed by k − ω SST model without using the curvature correction in all the models.
When using the curvature correction, the k− ε RNG, the k− ε Realizable and the k−ω SST
models resolve properly the velocity distribution with a similar profile to the one computed by
the LES with a mean difference of 15 %, 9 % and 9 % respectively. The numerical results of
the LES with the WALE subgrid-scale model is used to validate the RANS results because it
resolves all the turbulent scales up to the smallest cell of the mesh and models the smaller
scales. Therefore, the LES is susceptible to the curvatures of the geometry.
From the three RANS turbulence models, the the RANS k − ω SST model is submitted to
compute the mixing capabilities of the turbulent regime started by the Lorenz force. For this
purpose, the trajectories of a group of passive particles are computed, and their positions
are used to quantify the mixing grade by means of the stirring index. The stirring index is
computed with different number of particles using approx. the maximum box size for each of
them, obtaining the same maximum stirring index ≈ 0.60 after 400 seconds.
For the validation of the numerical results, the design of an experimental setup with a special
attention on the coil arrangement needing to produce a homogeneous magnetic flux density
in the volume of the physical model is required as well as the selection of a measurement
system. From three feasible different coil arrangements, the improved Helmholtz coil config-
uration is chosen because with it, the best homogeneity of the magnetic field along the radial
and axial position at a mean magnetic flux density of 8 mT is realizable. Furthermore, the
magnetic flux density can be increased up to 10 mT by increasing the electric current on the
coils but at the same time using a cooling system (e.g. air blower) to keep the temperature
lower than the maximum operation value of the selected copper wire (130 oC).
The PIV is proposed as the measurement system for the velocity distribution because it is
a well established non intrusive technique that gives a good spatial and temporal resolution
[142].
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6 Outlook
The project is focused in the use of the turbulent properties of the fluid flow to enhance the
mixing process already started by the azimuthal primary flow created by the Lorentz force
density.
Therefore, a further investigation could be made on the different flow structures during the
transition to turbulence which could be a new approach to investigate Taylor-Couette flow as
well as on the influence of the fluid flow on the ion concentration which in turns affects the
local electric conductivity and thus the Lorentz force density.
The particle trajectories computed with the mean part of the flow velocities (chapter III, sec-
tion 4) by the discrete phase model doesn’t include the effects of the fluctuating part of the
flow velocities on the dispersion of the particles. This dispersion can be computed with the
stochastic tracking model or the particle cloud model (see [2]) and it could play an important
role in the mixing process reducing the necessary time to achieve a good homogenization
quality (Fig. VI.13).
Another point to investigate is the influence of the fluid flow on the crystallization process
which can be made with the population balance model that computes the crystal size distri-
bution, as well as the influence of an open crystallizer (without the top insulator) on the flow
structures which can be analyzed as a multiphase flow with the volume of fluid (VOF) model.
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CHAPTERVII
General Conclusions and Outlook
During the development of the three projects along this thesis, it is showed that the Lorentz
force technique can be used efficiently to influence the flow motion of electrolytes such as
molten glasses and inorganic chemical solutions.
The non-negligible electrical conductivity of these fluids allows to impress in them enough
electric current density by means of an arrangement of electrodes. Then, by the interaction
of this current with an externally generated magnetic flux density is produced a Lorentz force
density that can influence significantly the fluid flow. It is showed that the magnetic flux den-
sity can be generated with a simple arrangement of coils in all the analyzed cases.
When the fluid is in laminar regime such as the molten glass flow, the Lorentz force density is
used to control flow, for the mixing process stretching and folding the fluid flow and to create
a push up effect preventing the sinking of minerals used for the coloring of glasses.
When the fluid is in turbulent regime such as the flow of a sodium chloride aqueous solution,
the Lorentz force density is used to create a primary flow that starts the mixing process, which
is enhanced by the turbulent properties of the flow.
The following sections present a summary of the conclusions and outlooks related to the
three different projects.
1 Project I: Electromagnetic mixer
This project is focused on the study of the Lorentz force technique as replacement of the
mechanical stirrer used currently in the glass industry, e.g. for the production of optical glass.
The physical model of the electromagnetic mixer is composed of two inner electrodes, one
outer electrode and an arrangement of coils located along its axis, and a fluid model. The
numerical simulation shows that it is possible to influence the laminar fluid flow, turning the
flow around the active inner electrode, following the direction of the Lorentz force density.
Therefore, the Lorentz force density is used to stretch and to fold the fluid, necessary condi-
tions to mix a laminar flow because it brings distant parts together and separates close parts.
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The mixing capabilities of the electromagnetic mixer is quantified with the stirring index that
uses the spatial distribution of passive particles. This stirring index is compared with the stir-
ring index of a highly optimized mechanical stirrer used by SCHOTT AG. Despite the similar
values of their stirring indexes, the electromagnetic mixer produces a better homogenization
quality of the particle distributions, showing that the electromagnetic mixer could be a better
alternative than the mechanical stirrer to mix molten glasses.
In order to validate the numerical results, an experimental study of the physical model using a
model fluid is performed. It employs a camera-laser system to record the intensity distribution
of the laser scattered from micrometer silicon nitride particles injected in the physical model.
The obtained images is used by a self-developed image processing technique to reconstruct
the spatial position of the particles for the computation of the experimental stirring index.
Although the experimental stirring index has a close value to the simulated stirring index, the
particle distributions are different. This difference comes from the out of focus technique that
needs to be recalibrated during the measurements as well as from the thermal effects on the
walls of the physical model that is not considered in the simulation. However, this technique is
useful to assess by comparison the homogenization obtained by a laminar mixing processes.
The particle detection can be improved using a rectangular outlet channel, eliminating the
necessity to correct the position of the particles using the Snell’s law as well as by adjustment
of the camera focus plane every few steps decreasing the blurring of the particles. Also, the
intensity of the scattered laser recorded by the camera can be incremented, decreasing the
thickness of the laser sheet using a lithographic technique.
Another point to investigate is the validity of the assumption based on the results of Sugilal
Gopalakrisnan [19] that a numerical simulation made in steady mode produces similar results
as in transient mode. Also, the validity to use a constant magnetic flux density instead of its
distribution along the axis of the physical model must be proved.
The validated numerical model is scaled-up to a real stirring cell using realistic mass flow
inlet, wall temperature and temperature-dependent physical properties of molten glass.
The numerical results show that the electrodes in the mixer don’t produce large overheat-
ing in the molten glass (< 7 K), reducing the impact in the conditioning temperature. Also,
the coils are located in the insulation region of the mixer in order to avoid perturbations in
the refractory material. And finally, there is no electromagnetic risk for the surrounding equip-
ment due to the relatively low current density and frequency used by the electrodes and coils.
The optimal geometric and electric relations found by Sugilal Gopalakrisnan [19] is not used
in the scale-up model because its length is fixed by the length of the electrodes and the diam-
eter by the diameter of the real stirring cell. Therefore, a new parametric analysis to obtain
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the highest stirring index is performed.
The stirring index of the real stirring cell has a lower value than the stirring index of the physical
model, but still competitive with that of the mechanical stirrer. The physical model produces
better mixing because it is longer than the real mixer, promoting a more homogeneous dis-
tribution.
Along the development of this project several conferences were performed [67, 68, 69].
2 Project II: High performance forehearth
This project is focused on the evaluation of the Lorentz force technique to create a push up
effect, preventing the sinking process of the minerals (frits) used to color the molten glass.
The start-up of this project is developed between the TU Ilmenau, FERRO GmbH and Iittala
Glass Factory / Fiskars Corp and the second phase of this project is developed between the
TU Ilmenau, FERRO GmbH and O-I GLASSPACK GmbH & Co. KG. O-I provided the geo-
metrical data and physical properties of its forehearth as well as the operating parameters
and glass samples allowing to build successfully a numerical model of the molten glass flow
in a forehearth. Also, the validation of the numerical model with in-situ temperature mea-
surements in the molten glass as well as on the surface of the forehearth, is possible due to
this collaboration.
The numerical model predicts with sufficient accuracy the temperature distribution on the sur-
face of the forehearth as well as in the molten glass within the errors of ± 5 K. But, due to the
simplification made on the optical properties of the molten glass, the calculated temperatures
on the side of the outlet are in the range of ± 10 K.
In a further study, the molten glass must be considered semi-transparent with its optical prop-
erties depending on the temperature, to analyze its influence in the heat transfer and thus in
the temperature distribution within the molten glass.
The minerals (frits) used to color the molten glass is modeled as passive particles, following
the streamlines of the molten glass flow, but they cannot model the sinking process due to
the gravity. In order to take into account this process, the molten glass and the frits could
be modeled as a multiphase flow that accounts for the diffusion of the frits in the molten glass.
The Lorentz force density is used to create a push up effect to prevent the sinking process
of the frits and to improve the input flow conditions of the stirring battery. It is generated with
an arrangement of three electrodes and two opposite connected coils to obtain enough push
up effect over the total cross section of the O-I forehearth. But, the heat transfer in green
glass and the Joule heating created by the impressed electric current density increases the
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convection in the molten glass, and thereby generates additional negative vertical velocities
reducing the push up effect.
The joule heating is decreased having the middle electrode with a larger diameter than in
the sides. In order to use the regions where the push effect is more important, the feed tube
numbers and positions are changed avoiding regions with additional negative velocities. As
a result, the trajectories of the passive particles have final levels higher than the configuration
without electrodes at the outlet of the molten glass.
It is expected that the push up effect in white glass will be stronger than in green glass using
the same electric currents on the electrodes and coils due to its better internal heat transfer,
reducing the temperature gradient, and due to its higher working temperature. Therefore, it
will have lower viscosity and higher electric conductivity than green glass obtaining a more
intense Lorentz force density and thus a better push up effect.
The push up effect in white glass must be evaluated with a verified numerical model as well
as with an appropriate configuration of the electrode and coil arrangements.
Along the development of this project a patent [66], a paper [65] and several conferences
[72, 73, 74] were performed.
3 Project III: Electromagnetic crystallizer
This project is focused on the study of the Lorentz force technique as a replacement of the
mechanical stirrer used currently in the chemical industry for the mixing of inorganic solutions
during the crystallization process.
The physical model of the electromagnetic crystallizer is composed of one inner electrode,
one outer electrode and an arrangement of three coils located along its axis, using a fluid
model.
The Lorentz force density is used to create a primary flow launching the mixing process, en-
hanced by the turbulent properties of the fluid flow. A further investigation could be focused
on the different flow structures developed during the transition to turbulence which could be
a new approach to investigate Taylor-Couette flow. Also, an investigation of the influence of
the fluid flow on the ion concentration which in turn affects the Lorentz force density could be
made.
The numerical simulation of the fluid flow is made with several RANS turbulence models such
as the RNG k − ε, the Realizable k − ε and the SST k − ω models. These models need a
curvature correction to resolve properly the velocity distribution because they don’t take into
account the disturbances created by the curvatures of the geometry on the flow.
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The mean velocity distribution computed by the RANS turbulence models is validated with
the results of a Large Eddy Simulation (LES) using the WALE subgrid-scale model because
it resolves the turbulent scales up to the smallest cell of the mesh, which are susceptible to
the curvatures of the geometry.
The three RANS turbulence models predict a similar velocity profile to the one obtained by
LES, but the SST k − ω model is chosen to compute mixing capabilities of the turbulent
regime because it is a model that suites better this type of flow than the k−ε models. For this
purpose, the discrete phase model is used to compute the trajectories of a group of passive
particles, and their positions are used to quantify the mixing grade by means of the stirring
index, achieving its maximum value of 0.71 after 400 seconds.
The discrete phase model uses the mean velocity distribution to compute the particle tra-
jectories, but in order to take into account the dispersion of the particles generated by the
fluctuating part of the flow velocities, the stochastic tracking model or the particle cloud model
could be used. It is important to evaluate this dispersion because it could play an important
role in the mixing process, reducing the necessary time to achieve a good homogenization
quality.
Also, another point to investigate is the influence of the fluid flow on the crystallization pro-
cess, which can be made with the population balance model that computes the crystal size
distribution. The influence of an open crystallizer (without the top insulator) on the flow struc-
tures, which can be analyzed as a multiphase flow with the volume of fluid (VOF) model is
yet to be investigated as well.
The validation of the numerical results require an experimental study, but a design of an ex-
perimental setup and the measurement system is only proposed. The key part of the experi-
mental design is the selection of the coil arrangements, needing to produce a homogeneous
magnetic flux density in the volume of the physical model.
From three feasible different coil arrangements, the improved Helmholtz coil configuration
gives the best homogeneity of the magnetic field along the radial and axial position at a mean
magnetic flux density of 8 mT. Furthermore, the magnetic flux density can be increased up
to 10 mT by increasing the electric current on the coils, but at the same time using a cooling
system (e.g. air blower) to control the increase of the temperature.
The PIV is proposed as the measurement system for the velocity distribution because it is a
well established non intrusive technique that gives a good spatial and temporal resolution.
Along the development of this project several conferences were performed [71, 70].
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APPENDIXA
Navier-Stokes Equation in cylindrical
coordinates
The Navier-Stokes equations expressed in vector form can be written in several coordinate
systems. The coordinates systems that suite the best to the type type of geometries analyzed
along this thesis are the cartesian and cylindrical. Here is only presented the Navier-Stokes
equations in cylindrical coordinates because they are used in the analytical analysis of the
flow made in the Project II (chapter VI).
In cylindrical coordinates, with the components of the velocity vector UEC = (UEC,r,UEC,θ ,UEC,z),
the Navier-Stokes equations (Eq. III.15 and Eq. III.16) take the form:
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Nomenclature
Symbol Description
Aef magnetic vector potential [T·m]
Aη fitting constant of the Vogel-Tammann-Fulcher equation [1]
Aρ fitting constant of the equation for the density [1]
Aσ fitting constant of the equation for the conductivity [1]
Bη fitting constant of the Vogel-Tammann-Fulcher equation [1]
Bρ fitting constant of the equation for the density [1]
Bσ fitting constant of the equation for the conductivity [1]
Bef eigenfeld [T]
Be externally created magnetic flux density [T]
B total magnetic flux density [T]
Bˆe steady part of Be [T]
BPM,z axial component of the magnetic flux density of the electromagnetic mixer physical
model [mT]
BOI magnetic flux density of the high performance forehearth [mT]
BEC magnetic flux density of the crystallizer physical model [mT]
BEC,z axial component of the magnetic flux density of the crystallizer physical model
[mT]
BEC mean magnetic flux density of the crystallizer physical model [mT]
BF width of the high performance forehearth [m]
BG glass melt width of the high performance forehearth [m]
bF refractory width of the high performance forehearth [m]
Cs constant of Smagorinski-Lilly model [1]
Ck parameter of the WALE model [1]
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Symbol Description
Cω cross diffusion term [Kg/(m3s2)]
Clw constant of the law of the wall ≈ 5 [1]
Cµ constant of the k − ε models [1]
CpRF specific heat capacity of the molten glass used in the real feeder [J/(K·Kg)]
CpG specific heat capacity of the molten glass used in the high performance forehearth
[J/(K·Kg)]
CpEC specific heat capacity of the fluid model used in the crystallizer physical model
[J/(K·Kg)]
c0 speed of light in vacuum [m/s]
cp specific heat capacity [J/(K·Kg)]
DAG diameter of the SCHOTT AG stirring cell [m]
DPM diameter of the electromagnetic mixer physical model [m]
DEC,i diameter of the inner electrode of the crystallizer physical model [mm]
DEC,o diameter of the outer electrode of the crystallizer physical model [mm]
Dk dissipation of k [kg/(s3m)]
Dω dissipation of ω [Kg/(m3s2)]
dPM distance between inner electrodes of the electromagnetic mixer physical model
[m]
dc f distance between the center and the face of the cell [m]
dl is a line element of the coil [m]
d(t) total distance between particles [m]
dw closest distance to the wall [m]
d50,3 particle size [µm]
E electric field [V/m]
Ei induced electric field [V/m]
F state function [1]
Fr Froud number [1]
F3(d) mean particle size distribution [1]
f frequency [Hz]
fEC frequency of the applied electric current on the coils of the crystallizer physical
model [Hz]
fcc curvature correction [1]
fRTD residence time distribution [s]
FRTD cumulative of the residence time distribution [s]
fL,ef Lorentz force density related to the eigenfeld [N/m3]
fL total Lorentz force density [N/m3]
162
Symbol Description
fL,ef natural Lorentz force density [N/m3]
fL,PM Lorentz force density of the electromagnetic mixer physical model [N/m3]
fL,OI Lorentz force density of the high performance forehearth [N/m3]
fL,EC Lorentz force density of the crystallizer physical model [N/m3]
G filter function [1]
g gravitational acceleration 9.81 [m/s2]
g˙ dimensionless gravitational acceleration [1]
H3(d) mean frequency distribution [1]
HF height of the high performance forehearth [mm]
HG molten glass level of the high performance forehearth [mm]
hF refractory height of the high performance forehearth [mm]
hEC height of the crystallizer physical model [mm]
hEC,m distance from the middle coil to the top and bottom coil of the crystallizer physical
model [mm]
h Planck constant 6.63x10-34 [m2Kg/s]
Iδ identity matrix [1]
I electric current [A]
IPM,E electric current in the fluid model used in the electromagnetic mixer physical model
[A]
IPM,C electric current in the coils of the electromagnetic mixer physical model [A]
IEC,C electric current in the coils of the crystallizer physical model [A]
J electric current density [A/m2]
Jˆ steady part of J [A/m2]
JL,PM electric current density in the fluid model used in the electromagnetic mixer phys-
ical model [A/m2]
JOI electric current density in the molten glass of the high performance forehearth
[A/m2]
K number of boxes
k turbulent kinetic energy [m2/s2]
kB Boltzmann constant 1.38x10-23 [m2Kgs−2K−1]
kc thermal conductivity [W/(m·K)]
kRF effective thermal conductivity of the molten glass used in a real feeder [W/(m·K)]
Lsgs parameter of Smagorinski-Lilly model [m]
LAG length of the SCHOTT AG stirring cell [m]
LPM length of the electromagnetic mixer physical model [m]
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Symbol Description
LFS distance between the feed tubes and the stirring battery of the high performance
forehearth [m]
L characteristic length of the system [m]
LEC inductance of the coils of the crystallizer physical model [Vs/A]
lk Kolmogorov length scale [m]
l(t) distance between particles over time [m]
M square of the modified Hartmann number [1]
MPM square of the modified Hartmann number of the electromagnetic mixer physical
model [1]
MEC square of the modified Hartmann number of the crystallizer physical model [1]
m mean number of particles [1]
m˙ volumetric flow rate [m3/s]
m˙FM volumetric flow rate of the fluid model used in the electromagnetic mixer physical
model [ml/min]
m˙G pull rate of the molten glass used in the high performance forehearth [t/d]
N total number of particles [1]
Nip interaction parameter [1]
Nd total number of mesh points [1]
NPM dimensionless switching frequency about the inner electrodes of the electromag-
netic mixer physical model [1]
n current time level [t]
ni number of particles in the box i [1]
nw unitary vector normal to the wall [1]
nr refractive index [1]
np refractive index of PMMA [1]
n f refractive index of the fluid model used in the electromagnetic mixer physical model
[1]
na refractive index of the air [1]
nG refractive index of the molten glass used in the high performance forehearth [1]
Pe Pe´clet number number [1]
Pr Prandtl number [1]
Pω production of ω [Kg/(m3s2)]
Pk production of k [kg/(s3m)]
PG total thermal power carry by the molten glass used in the high performance fore-
hearth [W]
PB total thermal power produced by the burners the high performance forehearth [W]
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Symbol Description
PEC,T total power of the coils of the crystallizer physical model [W]
PEC,R Ohmic losses of the coils of the crystallizer physical model [W]
p pressure [Pa]
pEC pressure of fluid model used by the crystallizer physical model [Pa]
p˙ dimensionless pressure [1]
p¯ mean part of the instantaneous p [Pa]
p˜ filtered or resolved part of p [Pa]
p′ fluctuating or residual part of p [Pa]
pv volumetric heat source [W/m3]
qr,0 reference radiative heat flux density [W/m2]
qcv convective heat flux [W/m2]
qc conductive heat flux [W/m2]
qb radiative heat flux density for the black body [W/m2]
qr radiative heat flux [W/m2]
r position variable [m]
Re Reynolds number [1]
ReAG Reynolds number of the SCHOTT AG stirring cell [1]
RePM Reynolds number of the electromagnetic mixer physical model [1]
ReEC Reynolds number of the crystallizer physical model [1]
REC resistance of the coils of the crystallizer physical model [Ω]
rEC radius of the Helmholtz coil arrangement of the crystallizer physical model [m]
St Strouhal number [1]
S surface vector [m2]
S¯ mean shear stress tensor [1/s]
S¯sgs filtered shear stress tensor [1/s]
sST local stretch ratio [1]
T temperature [K]
T0 parameter of the Vogel-Tammann-Fulcher equation [1]
Tg transformation temperature [K]
Tm melting point temperature [K]
Ts surface temperature [K]
T∞ surrounding air temperature [K]
TG temperature of the molten glass used in the high performance forehearth [oC]
TF temperature of the surface of the high performance forehearth [oC]
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Symbol Description
T¯ shear stress tensor [Pa]
t time [s]
t˙ dimensionless time [1]
tk Kolmogorov time scale [s]
tRTD residence time [s]
t¯RTD mean residence time [s]
tEC,p particle residence time of the crystallizer physical model [s]
U¯ mean part of U [m/s]
u′ fluctuating part or residual part of U [m/s]
U instantaneous velocity vector field [m/s]
U˙ dimensionless instantaneous velocity vector field [1]
U˜ filtered or resolved part of U [m/s]
Uc velocity at the cell center [m/s]
U f velocity at the faces of the cell [m/s]
UFM,z mean axial velocity of the fluid model used in the electromagnetic mixer physical
model [mm/s]
UG,z axial velocity of the molten glass of the high performance forehearth [mm/s]
UEC velocity magnitude of fluid model used by the crystallizer physical model [cm/s]
UEC,θ azimuthal velocity component of fluid model used by the crystallizer physical
model [cm/s]
UEC,z axial velocity component of fluid model used by the crystallizer physical model
[cm/s]
UEC,r radial velocity component of fluid model used by the crystallizer physical model
[cm/s]
uk Kolmogorov velocity scale [m/s]
uτ friction velocity [m/s]
u+ dimensionless velocity [1]
V volume [m3]
wEC coil winding numbers of the crystallizer physical model [1]
wEC,m middle coil winding number of the Maxwell arrangement of the crystallizer physical
model [1]
ys dimensionless distance from the wall surface [m]
y+ dimensionless distance from the wall surface [1]
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Symbol Description
α heat transfer coeffcient [W/(m2K)]
β closure coefficient of the SST k − ω model [1]
β ∗ closure coefficient of the SST k − ω model [1]
γ closure coefficient of the SST k − ω model [1]
δτ length scale [m]
ε dissipation rate [m2/s3]
εr emissivity [1]
εG emissivity of the molten glass used in the high performance forehearth [1]
εe permitivity [F/m]
εSI stirring index [1]
η dynamic viscosity [Pas]
ηAG dynamic viscosity of the molten glass used in the SCHOTT AG stirring cell [Pas]
ηFM dynamic viscosity of the fluid model used in the electromagnetic mixer physical
model [Pas]
ηRF dynamic viscosity of the molten glass used in a real feeder [Pas]
ηG dynamic viscosity of the molten glass used in the high performance forehearth
[Pas]
ηEC dynamic viscosity of the fluid model used in crystallizer physical model [Pas]
ηt turbulent viscosity [Pas]
ηsgs turbulent viscosity of LES [Pas]
κ Von Ka´rma´n constant ≈ 0.41 [1]
λ wavelength [m]
λL Lyapunov exponent [1]
λs slop of the local stretch ratio [1]
λal f ons lambda Alfons [1]
λG thermal conductivity of the molten glass used in the high performance forehearth
[W/(m·K)]
λEC thermal conductivity of the fluid model used in crystallizer physical model
[W/(m·K)]
µ0 magnetic permeability 4pi × 10−7 [N/A2]
ν cinematic viscosity [m2/s]
ξ parameter of viscosity [Pas]
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Symbol Description
ρ density [Kg/m3]
ρAG density of the molten glass used in the SCHOTT AG stirring cell [Kg/m3]
ρFM density of the fluid model used in the electromagnetic mixer physical model [Kg/m3]
ρRF density of the molten glass used in a real feeder [Kg/m3]
ρG density of the molten glass used in the high performance forehearth [Kg/m3]
ρEC density of the fluid model used in crystallizer physical model [Kg/m3]
ρe electric charge density [C/m3]
σ electrical conductivity [S/m]
σFM electrical conductivity of the fluid model used in the electromagnetic mixer physical
model [S/m]
σRF electrical conductivity of the molten glass used in a real feeder [S/m]
σG electrical conductivity of the molten glass used in the high performance forehearth
[S/m]
σEC electrical conductivity of the fluid model used in crystallizer physical model [S/m]
σs Stefan-Boltzmann constant 5.67x10-8 [Wm−2K−4]
σRTD standard deviation of the residence time distribution [s]
σk closure coefficient of the SST k − ω model [1]
σω closure coefficient of the SST k − ω model [1]
τPM shifting period about the inner electrodes of the electromagnetic mixer physical
model [t]
τw wall shear stresses [Pa]
θJBe angle between J and Be
ϕEC,o electric potential applied on the outer electrode of the crystallizer physical model
[V]
ϕEC,i electric potential applied on the inner electrode of the crystallizer physical model
[V]
Ω control volume [m3]
ω specific dissipation rate [1/s]
∇ gradient operator [1/m]
∇˙ dimensionless gradient operator [1/m]
∇× rotational operator [1/m]
∇· divergence operator [1/m]
∇˙· dimensionless divergence operator [1]
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