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1. Introduction
Let K be an infinite field and let n and r be positive integers. For each partition λ of
r into at most n parts, there is a GL(n,K)-module (λ), called the Weyl module, which
is a subspace of V ⊗r . There are also Weyl modules for the symplectic group Sp(2m,K),
which we denote by (λ). In [2], Carter and Lusztig use operators in the hyperalgebra of
GL(n,K) to give a basis for (λ) which is indexed by semistandard λ-tableaux. A version
of the Carter–Lusztig basis theorem for the symplectic Weyl module has not been given,
however, and it is the intent of this article to provide one using the symplectic tableaux of
R.C. King [9].
Our approach is similar to that taken by Green in [8] where he proves a version of the
Carter–Lusztig basis theorem for the Weyl module for GL(n,K), except that we work in
the hyperalgebra for Sp(2m,K) instead of the Schur algebra. The main tools in the proof of
Green’s version of the standard basis theorem are the Carter–Lusztig lemma, a triangular,
unimodular matrix known as the Désarménien matrix, and the fact that the Schur module,
∇(λ), has a basis consisting of bideterminants given by semistandard λ-tableaux. In [1],
Berele uses the King tableaux to show that the bideterminants given by semistandard
symplectic λ-tableaux form a basis for the symplectic Schur module for Sp(2m,K) when
K has characteristic zero. This result was shown to be true for arbitrary infinite fields by
Donkin in [7]. Donkin also gives a symplectic version of the Carter–Lusztig lemma in [7].
The missing piece in the puzzle is the Désarménien matrix so we develop a symplectic
version of this matrix along the way.
The Désarménien matrix is defined in [5] and [6] using the Capelli operators. Although
the authors do not make use of this fact, these operators lie in the hyperalgebra for
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the hyperalgebra for Sp(2m,K). The Désarménien matrix is interesting in its own right
and may be looked at from three different viewpoints. It is a combinatorial object in that
the entries of the matrix may be determined in a purely combinatorial manner, it provides
a straightening algorithm for writing a given bideterminant as a K-linear combination of
bideterminants given by semistandard λ-tableaux, and it provides the connection between
the Carter–Lusztig basis for (λ) and the basis of bideterminants given by semistandard
λ-tableaux for ∇(λ). Our matrix may also be used to give a straightening algorithm for
bideterminants in the symplectic Schur module. Donkin provides an alternative symplectic
straightening algorithm in [7]. We use our symplectic Désarménien matrix to give a
symplectic version of the Carter–Lusztig basis theorem in Theorem 4. Our proof shows
that, as in the original setting, this basis and the basis of bideterminants given by semi-
standard symplectic tableaux for the symplectic Schur module are related by our matrix.
The symplectic Weyl module has a unique maximal submodule M . Let L(λ) denote
the quotient module (λ)/M and let UK denote the hyperalgebra of Sp(2m,K). The set
of UK -modules L(λ), where λ is a partition of r into no more than m parts, constitutes
a complete list of non-isomorphic irreducible UK -modules. In general, the dimensions of
the irreducible modules L(λ) are not known. As in [3] we get a spanning set for L(λ) as a
corollary to our standard basis theorem for the symplectic Weyl module.
2. Young tableaux and the Schur module
Throughout, K shall be an infinite field and n and r fixed positive integers. If m
is a positive integer, let m = {1, . . . ,m}. We take I (n, r) to be the set of r-tuples I =
(i1, i2, . . . , ir ) where iρ ∈ n.
A partition of r is a k-tuple λ = (λ1, . . . , λk) where λi ∈ N, λ1  λ2  · · ·  λk , and∑k
i=1 λi = r . The Young diagram of shape λ is the set
[λ] = {(i, j): 1 i  k, 1 j  λi}.
The Young diagram of shape λ is often depicted in the plane by an arrangement of r boxes
in k left-justified rows with the ith row consisting of λi boxes. The conjugate of λ is
the s-tuple µ = (µ1,µ2, . . . ,µs) where µi is the length of the ith column of the Young
diagram of shape λ.
A λ-tableau is a map T : [λ]→ n depicted by filling the boxes of the Young diagram of
shape λ with numbers from the set n.
Example 1. If λ= (3,2), the following are λ-tableaux:
1 1 3
2 4 ,
2 3 1
5 2 .
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right and the entries in each column increase strictly from top to bottom. In the example
given above, the first tableau is semistandard while the second is not.
A basic λ-tableau is a bijection T̂ : [λ]→ r. We shall take T̂ to be the λ-tableau which
is obtained by filling the Young diagram of shape λ with the numbers 1, . . . , r canonically
across the rows. In other words, we take T̂ to be the tableau that results from filling [λ]
with 1, . . . , r in order across the rows from left to right and top to bottom. We denote this
choice for T̂ by T̂λ. For example, if λ= (3,2), then
T̂λ = 1 2 34 5 .
Each I ∈ I (n, r) is a map I : r → n. To each λ-tableau T we may associate a unique
I ∈ I (n, r) with T = I ◦ T̂λ; we will often denote T by TI . Thus, TI is the λ-tableau
that arises from filling the Young diagram of shape λ canonically across the rows with
the numbers in I . The tableaux in Example 1, for instance, are T(1,1,3,2,4) and T(2,3,1,5,2),
respectively.
We define a right action of the symmetric group Sr on I (n, r) by I · σ = (iσ1, . . . , iσ r)
where I = (i1, i2, . . . , ir ) ∈ I (n, r). Then Sr acts on the set of λ-tableaux with entries from
n by TIσ = TI ·σ . The column stabilizer of T̂λ, denoted C(T̂λ), is the set of σ ∈ Sr which
preserve the columns of T̂λ under this action. The signed column sum for T̂λ is the sum{
C
(
T̂λ
)}= ∑
σ∈C(T̂λ)
sgn(σ )σ.
Let A(n) denote the K-algebra generated by the n2 coordinate functions xij ,
1 i, j  n, of GL(n,K). Since K is infinite, we may regard A(n) as the algebra of all
polynomials over K in the n2 indeterminates xij . Let A(n, r) be the subset of A(n) given
by polynomials of degree r . Let X denote the matrix (xij )1i,jn. Then GL(n,K) acts on
A(n) by
g · P(X)= P(Xg), g ∈ GL(n,K), P ∈A(n).
Given an n × n matrix A = (aij )1i,jn and subsequences I, J of (1,2, . . . , n), we
take AIJ to denote the determinant of the minor of A with rows indexed by I and columns
indexed by J . Fix λ, a partition of r , and suppose that the Young diagram of shape λ has
s columns. For a λ-tableau T , let T (j) denote its j th column. Given two λ-tableaux S
and T , the bideterminant (S : T ) ∈A(n, r) is given by
(S : T )=XS(1)T (1)XS(2)T (2) · · ·XS(s)T (s).
Let Tλ denote the λ-tableau for which every entry in the ith row is equal to i . We shall only
be concerned with bideterminants (Tλ : T ) and we take [T ] to represent the bideterminant
(Tλ : T ). Then [Tλ] = (Tλ : Tλ) is the product of the bideterminants of the principal minors
of X of sizes µ1,µ2, . . . ,µs where µ= (µ1, . . . ,µs) is the conjugate of λ. We will often
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definition:
(1) If T is a λ-tableau with two repeated entries in a column, then [T ] = 0.
(2) If σ ∈ C(T̂λ), then [TI ·σ ] = sgn(σ )[TI ].
The Schur module, denoted ∇(λ), is the K-span of the bideterminants [T ] where each
T is a λ-tableau. Provided that the Young diagram of shape λ has at most n rows, ∇(λ)
is a nonzero GL(n,K)-invariant submodule of A(n, r). It is well-known (see [8, 4.5a]
for instance) that ∇(λ) has K-basis consisting of bideterminants [T ] where each T is a
semistandard λ-tableaux.
3. The Weyl module and the standard basis theorem
Let Xij , 1 i, j  n, in the Lie algebra gl(n,C) denote the n×n matrix with a 1 in the
ij th position and zeros elsewhere. The universal enveloping algebra of gl(n,C), denoted
UC, is the associative C-algebra generated by the set {Xij : 1  i, j  n} subject to the
relations
XijXkl −XklXij = δjkXil − δliXkj , 1 i, j, k, l  n.
Define elements eij , fij , and hi , where 1 i, j  n, in UC by
eij :=Xij , fij :=Xji, hi :=Xii . (1)
Given X ∈UC and α a positive integer, let
X(α) = X
α
α! and
(
X
α
)
= 1
α!X(X− 1)(X− 2) · · ·(X− α + 1).
Kostant’s Z-form for UC, denoted UZ, is the subring of UC with Z-basis given by{ ∏
1i<jn
e
(γij )
ij
∏
1in
(
hi
βi
) ∏
1i<jn
f
(αij )
ij : αij , βi, γij ∈ Z0
}
. (2)
The first product is ordered e(γn−1,n)n−1,n · · ·e(γ2n)2n · · ·e(γ23)23 e(γ1n)1n · · ·e(γ12)12 and the order in the
third is the opposite of this. The hyperalgebra of GL(n,K), denoted UK , is defined by
base change; UK = UZ ⊗Z K . We write u ∈ UK to mean the image in UK of the element
u ∈ UZ.
Let V be an n-dimensional vector space with basis v1, . . . , vn. The rth tensor power of
V , denoted V ⊗r , is a UK -module with generators acting as
eij vk = δjkvi, fij vk = δikvj , hivk = δikvk, (3)
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u ∈ UK .
The algebra A(n, r) is also a UK -module via
eij xlk = δjkxli, fij xlk = δikxlj , hixlk = δikxlk (4)
and u(xl1k1 · xl2k2 · · · · · xlrkr )= (uxl1k1) · xl2k2 · · · · · xlrkr + · · ·+ xl1k1 · xl2k2 · · · · · (uxlrkr ),
where u ∈ UK . The Schur module is a UK -invariant submodule of A(n, r). Indeed, if
[T ] ∈ ∇(λ), then eij [T ] =∑k[Tk] where the sum runs over the λ-tableaux Tk which come
from changing a j to an i in T , fij [T ] =∑k[Tk] where the sum runs over the tableaux
Tk that come from changing an i to a j in T , and hi[T ] = α[T ], where α is equal to the
number of i’s that appear in T .
Given I = (i1, i2, . . . , ir ) ∈ I (n, r) let vI = vi1 ⊗vi2 ⊗· · ·⊗vir ∈ V⊗r . Let I (λ) denote
the subsequence which satisfies TI(λ) = Tλ. Define
vλ = vI (λ)
{
C
(
T̂λ
)} (5)
and let (λ)Z be the left UZ-module generated by vλ. The Weyl module, (λ), is the left
UK -module defined as
(λ)=(λ)Z ⊗Z K.
It can be shown that the Weyl module is the contravariant dual to ∇(λ), see [8, 5.1].
Let T be a column increasing λ-tableau such that every entry in row i of T is greater
than or equal to i . Define the operator FT ∈UK by
FT =
∏
1i<jn
f
(γij )
ij ,
where γij is the number of entries equal to j in row i of T and the ordering in the product
is as in (2); that is FT = f (γ12)12 f (γ13)13 · · ·f (γ1n)1n · · ·f (γn−1,n)n−1,n . We now state the standard basis
theorem for (λ) [2, p. 118, Theorem].
Standard basis theorem. The set {FT vλ: T is a semistandard λ-tableau} is a K-basis for
(λ).
4. The symplectic Schur and Weyl modules
Let n= 2m and introduce symbols 1, 2, . . . ,m. As in [7], we let m = {1, 2, . . . ,m} and
we place a bar over a GL(n,K)-module to denote its symplectic analogue. Throughout
the remainder of the article, we shall identify the set n with the set m ∪ m via the map
φ : n → m∪m defined by φ(i)= i and φ(2m+ i − 1)= i, 1 i m.
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non-degenerate bilinear form ( , ) on V by
(vi , vi)= 1 =−(vi, vi), 1 i m, and (vi , vj )= 0 otherwise.
The symplectic group, Sp(2m,K), is as follows:
Sp(2m,K)= {g ∈ GL(2m,K): (gx, gy)= (x, y) for all x, y ∈ V }.
If κ ∈ m with κ = i for some i ∈ m, we define κ = i . The universal enveloping algebra
for the Lie algebra sp(2m,C), denoted UC, is the subalgebra of UC generated by the
matrices Xκµ ∈ UC, κ,µ ∈ m ∪m, where
Xκµ =

Xκµ if κ = µ,
Xκµ −Xµκ if κ = µ, κ,µ ∈ m or κ,µ ∈ m,
Xκµ +Xµκ if κ = µ, κ ∈ m and µ ∈ m, or κ ∈ m and µ ∈ m.
We adopt similar conventions to those in (1) for labelling elements of UC;
eκµ :=Xκµ, f κµ :=Xµκ, hκ :=Xκκ, κ,µ ∈ m∪m.
Kostant’s Z-form for UC, denoted UZ, has basis as in (2), simply bar all operators in
the product. The hyperalgebra of Sp(2m,K) is defined as
UK =UZ⊗Z K.
The hyperalgebra of Sp(2m,K) plays a crucial role in the study of its representations
since the category of finite dimensional UK -modules is equivalent to the category of finite
dimensional rational Sp(2m,K)-modules.
The modules V⊗r and A(n, r) are both UK -modules via the actions (3) and (4). Define
(λ)Z to be the left UZ-module generated by vλ, where vλ is as defined in (5). The
symplectic Weyl module is the left UK -module defined as
(λ)=(λ)Z ⊗Z K.
In order to discuss the symplectic λ-tableaux given by R.C. King in [9], we reorder the
set m∪m by
1 < 1 < 2< 2 < · · ·<m<m. (6)
A symplectic λ-tableau T is obtained by filling the boxes of the Young diagram of shape λ
with elements from the set m∪m. In other words, T : [λ]→ m∪m. A symplectic tableau
T is called semistandard symplectic if it is semistandard in the usual sense (with respect
to the ordering given in (6)) and satisfies the additional property that the elements of row i
are all greater than or equal to i for each i .
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λ= (2,2,1), T =
1 2
2 3
3
, and S =
1 2
1 2
3
.
Then T is a semistandard symplectic λ-tableau while S is not.
The coordinate ring K[Sp(2m,K)] is the restriction to Sp(2m,K) of the algebra of
polynomial functions K[GL(n,K)] on GL(n,K). The symplectic Schur module, denoted
∇(λ), is a subspace of K[Sp(2m,K)] defined as the restriction of ∇(λ) to Sp(2m,K).
Given a symplectic tableau T , the bideterminant [T ] in ∇(λ) is the restriction of the
bideterminant [T ] to Sp(2m,K). We refer to the bideterminant [T ], where T is a
symplectic tableau, as a symplectic bideterminant. We will omit the bar on [T ] and
it shall be understood that unless we state otherwise, we are working with symplectic
bideterminants. Note that symplectic bideterminants inherit properties (1) and (2) of
Section 2.
A version of the following theorem was first proved by De Concini in [4] where he
used his own version of symplectic tableaux. In [1], the theorem is proved using the King
tableaux in the case where K has characteristic zero. The result was later shown to hold
true for arbitrary infinite fields in [7].
Theorem. The set {[T ]: T is a semistandard symplectic λ-tableau} forms a K-basis for
∇(λ).
5. A symplectic version of the Désarménien matrix
In [6], Désarménien et al. use operators in the hyperalgebra of GL(n,K) to provide
a straightening algorithm for bideterminants [T ] in the Schur module, ∇(λ), via the
Désarménien matrix. We shall employ elements in the hyperalgebra of Sp(2m,K) to
provide a symplectic version of the Désarménien matrix. We will use this matrix to give a
symplectic version of the Carter–Lusztig basis for (λ) in Theorem 4.
Given a semistandard symplectic λ-tableau T with k m rows, we define operatorsET
and FT in UK as follows:
ET =
∏
j =i
1ik
e
(γij )
ij and FT =
∏
j =i
1ik
f
(γij )
ij ,
where γij is the number of entries equal to j in row i of T and the sum runs over all
j ∈ m ∪m. Note that for a fixed i , we must have i < j or j = i for all j ∈ m ∪m since T
is semistandard symplectic. We order the product ET as
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(γmm)
mm · · ·e(γ2m)2m · · ·e
(γ22)
22 e
(γ1m)
1m · · · e(γ12)12 e
(γ12)
12 e
(γ11)
11 ,
and we order FT in the opposite manner. We make the following definitions.
Definition 1. Let S and T be λ-tableaux and suppose that T is semistandard symplectic.
Define Ω(S,T )= c where c is the coefficient of [Tλ] in the sum ET [S].
Example 3. Let
T = 1 2 22 2
and let
S = 1 1 21 2 .
Then
ET [S] = e22e12e12[S]
= e22(e12 − e21)(e12 + e21)
[
1 1 2
1 2
]
= e22(e12 − e21)
[
2 1 2
1 2
]
by property (1) of Section 2
= e22
[
2 1 1
1 2
]
=
[
2 1 1
1 2
]
=−[Tλ] by property (2) of Section 2,
so Ω(S,T )=−1.
We order the symplectic λ-tableaux by declaring TI < TJ if I < J with respect to the
lexicographic order on I (m ∪m, r). Let
Iλ =
{
I ∈ I (m ∪m, r): TI is a semistandard symplectic λ-tableau
}
.
Definition 2. The symplectic Désarménien matrix is the matrix
Ω = [Ω(TI ,TJ )]I,J∈Iλ .
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proofs of the theorems that follow, we will often make use of the following lemma which
we state without proof. Its validity may easily be shown using a simple inductive argument.
Lemma 1. Suppose that T is a λ-tableau. Then e(r)ij [T ] =
∑
S[S] where the sum runs over
the λ-tableaux S which result from replacing r entries equal to i in T by j ’s in all possible
ways.
Theorem 1. If T is a semistandard symplectic λ-tableau, then Ω(T,T )= 1.
Proof. We need to prove that ET [T ] = [Tλ]. Since T is semistandard symplectic, there
are exactly γ11 1’s in T and they all occur in the first row. By Lemma 1, e
(γ11)
11 [T ] = [U ]
where U is identical to T except that the entries in the first γ11 columns of the first row of
U are equal to one. Let κ ∈ m ∪ m with κ < m and suppose that e(γ1κ )1κ · · ·e
(γ11)
11
[T ] = [U ]
where the first γ11 + γ11 + · · · + γ1κ columns of the first row of U contain ones while the
remainder of the tableau is identical to T . Note that there are no 1’s in U as they were all
changed to ones by the operator e(γ11)11 . Let η be minimal in m∪m with η > κ so that e
(γ1η)
1η
occurs in the product ET directly after e(γ1κ)1κ . If η = j ∈ m, then e1η = e1j + ej1 and since
there are no 1’s in U , any product of operators which contains ej1 takes [U ] to zero. Thus
(e1j + ej1)(γ1j )[U ] = e
(γ1j )
1j [U ].
Since U is semistandard symplectic, any j ’s which appear in U below the first row must
occur in the first γ11 + · · · + γ1κ columns. Since a one occurs in the first row of U above
each of these j ’s, changing any of them to a one results in a zero bideterminant by property
(1) of Section 2. So by Lemma 1, e(γ1j )1j [U ] = [U ′] where U ′ is identical to T except that
the entries in the first γ11 + γ11 + · · · + γ1κ + γ1η columns of the first row of U ′ are
equal to one. If η = j ∈ m, then e1η = e1j − ej1 and we form the same conclusion. By
induction we have shown that e(γ1m)1m e
(γ1m)
1m · · ·e
(γ11)
11 [T ] = [U ] where U is identical to T
except that the first row of U consists entirely of ones. A similar argument shows that
e
(γ2m)
2m e
(γ2m)
2m · · ·e
(γ22)
22 · · ·e
(γ11)
11 [T ] = [U ] where the first two rows of U coincide with Tλ and
the remainder of the tableau coincides with T . Inductively, we get the general result. ✷
Let V be a UK -module and let χ = (χ1, . . . , χm) be an m-tuple of non-negative
integers. The weight space V χ is the subspace
V χ = {v ∈ V : hiv = χiv, i = 1, . . . ,m}.
The vectors in V χ are called weight vectors of weight χ . If [T ] ∈ ∇(λ) and χT,i denotes
the number of i’s in T , the weight of [T ] is χ = (χT ,1 − χT,1, . . . , χT ,m − χT,m). Up to
multiplication by a nonzero scalar, the bideterminant [Tλ] is the unique vector of weight λ
in ∇(λ). ✷
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satisfies T = TI as the row sequence associated to T .
Theorem 2. Suppose that S and T are symplectic λ-tableaux and that T is semistandard.
(1) If Ω(S,T ) = 0 then [S] and [T ] have the same weight.
(2) If S is semistandard and Ω(S,T ) = 0 then S  T .
Proof. If [U ] is a bideterminant with weight χ = (χ1, . . . , χm) and i, j ∈ m then eij =
eij + eji takes [U ] to the weight space ∇(λ)α where
α = (χ1, . . . , χi + 1, . . . , χj + 1, . . . , χm);
that is every bideterminant in the sum eij [U ] has weight α. Similarly, eij = eij − eji takes
[U ] to ∇(λ)α where α = (χ1, . . . , χi + 1, . . . , χj − 1, . . . , χm) and clearly eii takes [U ]
to ∇(λ)α where α = (χ1, . . . , χi + 2, . . . , χm). So if [T1] and [T2] are bideterminants that
do not have the same weight, and 1  i  k, κ ∈ m ∪ m, then eiκ [T1] and eiκ [T2] lie in
different weight spaces. To prove (1), suppose that [S] and [T ] do not have the same weight.
Inductively we see that ET takes [S] and [T ] to different weight spaces. But ET [T ] = [Tλ]
by Theorem 1, so [Tλ] does not appear in the sum ET [S]. Thus Ω(S,T )= 0.
To prove (2), we may assume by part (1) that [S] and [T ] have the same weight. Suppose
that S > T and let the first place in the row sequences where the two tableaux differ be at
t in T and s in S where t is in the ith row of T . We shall consider two cases. Suppose first
that t = i. Then since S and T are identical in the first i − 1 rows, an argument similar to
that used to prove Theorem 1 shows that e(γi−1,m)i−1,m · · ·e
(γ11)
11 [S] = [U ] where the first i − 1
rows of U are identical to Tλ and the remainder of U coincides with S. Since s > i, S
contains fewer i’s than T in the ith row; that is S has fewer than γii ’s in the ith row. But
S is semistandard symplectic so contains no i’s below the ith row. Thus the only i’s in U
are those that occur in the ith row so U contains fewer than γii i’s. Thus e
(γii )
ii
[U ] = 0 and
it follows that ET [S] = 0.
Now suppose that t > i. We first argue that t = i . Suppose that t = i so that the two
row sequences first differ at i in the ith row of T and at s > i in the ith row of S. Then T
contains more i’s than S and since [S] and [T ] have the same weight, T also contains more
i’s than S. Since both are semistandard symplectic, this contradicts the fact that S and T
are identical in their row sequences prior to i > i in T . So we may assume that t > i . Let
κ ∈ m ∪m be maximal with κ < t so that ET = · · ·e(γit )it e(γiκ )iκ · · ·e
(γ11)
11 . Since S and T are
identical in their row sequences prior to t in T we have that e(γiκ )iκ · · ·e
(γ11)
11 [S] = [U ] where
the first i − 1 rows of U coincide with Tλ, the first γii + · · · + γiκ columns of the ith row
of U contain i’s and the remainder of U is identical to S. The next operator to appear in
the product ET is eit . Since S is semistandard symplectic and t > i, there are no i’s in
U . Thus we may assume that e(γit )it = e(γit )it . Indeed, if t = j ∈ m, then eit = eij + eji and
the latter operator plays no role since U contains no i’s. We form the same conclusion if
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is semistandard symplectic, any t’s which appear below the ith row of U must appear in
the first γii + γii + · · ·+ γiκ columns. Since each of these columns contains an i , changing
such a t to an i results in a zero bideterminant. Thus, e(γit )it [U ] = 0 from which it follows
that ET [S] = 0; that is Ω(S,T )= 0. ✷
We have the following immediate corollary to Theorems 1 and 2.
Corollary 1. The matrix Ω is an upper triangular unimodular matrix.
As in the case of the usual Désarménien matrix, this matrix does provide an algorithm
for writing a symplectic bideterminant as a linear combination of bideterminants given by
semistandard symplectic tableaux. Before deriving the algorithm, we prove the following
lemma.
Lemma 2. Suppose that S is a column increasing λ-tableau and T a semistandard
λ-tableau and suppose that [S] and [T ] have the same weight. Then
ET [S] =Ω(S,T )[Tλ].
Proof. Since [S] and [T ] have the same weight, ET takes [S] and [T ] to the same
weight space. By Theorem 1, ET [T ] = [Tλ], so every bideterminant in the sum ET [S]
has weight λ. Since [Tλ] is the unique vector of weight λ in ∇(λ) up to multiplication by a
scalar, we have ET [S] = c[Tλ] =Ω(S,T )[Tλ]. ✷
We now discuss a method for writing a symplectic bideterminant as a linear combination
of bideterminants given by semistandard symplectic λ-tableaux. If S is a symplectic
λ-tableau then we can write [S] as a sum of bideterminants [T ] where each T is
semistandard symplectic. It can easily be shown that these bideterminants must have the
same weight as [S]. Let χ be the weight of [S] and let
Iχλ =
{
I ∈ Iλ: [TI ] has weight χ
}
.
Let Ωχ = [Ω(TI ,TJ )]I,J∈Iχλ . Then [S] =
∑
I∈Iχλ aI [TI ] and given J ∈ I
χ
λ we have
ETJ [S] =
∑
I∈Iχλ
aIETJ [TI ] =
∑
I∈Iχλ
aIΩ(TI , TJ )[Tλ] by Lemma 2.
But
ETJ [S] =Ω(S,TJ )[Tλ]
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Ω(S,TJ )[Tλ] =
∑
I∈Iχλ
aIΩ(TI , TJ )[Tλ].
Thus Ω(S,TJ )=∑I∈Iχλ aIΩ(TI , TJ ) for all J ∈ Iχλ . It follows that[
Ω(S,TI )
]
I∈Iχλ = [aI ]I∈Iχλ Ωχ
and since Ωχ is invertible by Corollary 1, we have
[aI ]I∈Iχλ =
[
Ω(S,TI )
]
I∈Iχλ
(
Ωχ
)−1
.
Example 4. Let m= 2, λ= (2,1). We would like to apply the straightening algorithm to
[S] =
[
1 1
2
]
.
There are two semistandard symplectic λ-tableaux which yield bideterminants of weight
χ = (0,−1);
T1 = 1 12 , T2 =
2 2
2 .
Recall that
Tλ = 1 12
in this case. We have ET2 = 12 (e12+e21)2 and ET2[T1] = −[Tλ], so Ω(T1, T2)=−1. Thus,
Ωχ =
(
1 −1
0 1
)
.
Also ET1[S] = [Tλ] and ET2[S] = 0 so Ω(S,T1) = 1 and Ω(S,T2) = 0. If a1 is the
coefficient of [T1] in the straightening decomposition of [S] and a2 that of [T2] then
(a1, a2)= (1,0)
(
1 1
0 1
)
= (1,1).
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Recall from Section 4 that (λ)Z is the left UZ-module generated by vλ and the
symplectic Weyl module is the left UK -module defined as
(λ)=(λ)Z ⊗Z K.
Define an anti-automorphism J :UK → UK by J (eij ) = f ij , J (f ij ) = eij , and
J (hi) = hi . If V is a UK -module, the dual module V ∗ becomes a left UK -module via
the action
(uf )(v)= f (J (u)v), f ∈ V ∗, u ∈ UK, v ∈ V.
The UK -module V ∗ with the above action is the contravariant dual to V , denoted V ◦.
Given two UK -modules V and W , a K-bilinear form ( , ) :V × W → K is called
Sp(2m,K)-contravariant if
(uv,w)= (v,J (u)w) for all u ∈UK, v ∈ V, w ∈W.
We now construct the contravariant dual of the Schur module ∇(λ) which we will
call Vλ since it is the symplectic analogue of Green’s GL(n,K)-module Vλ, defined in
[8, §5]. The contravariant dual of ∇(λ) is also discussed in [10], where it is denoted Wλ,
using a somewhat different approach. It can be shown using algebraic group theory that
∇(λ)◦ ∼=(λ). We will show this directly in Corollary 2 so we refer to Vλ as the symplectic
Weyl module throughout the remainder of the article.
Let V be the natural module and define a map φ :V⊗r →∇(λ) by φ(vI )= [TI ]. Let
ψ :V⊗r →∇(λ)
denote the composition of φ with restriction to Sp(2m,K). Then ψ is a well-defined
UK -epimorphism so N = kerψ is a UK -module.
Let 〈 , 〉 :V⊗r × V⊗r →K be the canonical form on V⊗r ;
〈vI , vJ 〉 = δI,J ,
where I, J ∈ I (m ∪m, r) and δI,J =∏rρ=1 δiρ,jρ .
Define Vλ to be the orthogonal complement to N = kerψ in V ⊗r with respect to the
above form;
Vλ =
{
x ∈ V ⊗r : 〈x,N〉 = 0}.
It is easy to see that the form 〈 , 〉 is Sp(2m,K)-contravariant. Furthermore, if u ∈ UK ,
v ∈ Vλ, and x ∈N , we have
〈uv,x〉 = 〈v,J (u)x〉= 0
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( , ) :Vλ×∇(λ)→K
defined by (
x,ψ(y)
)= 〈x, y〉, x ∈ Vλ, y ∈ V⊗r (7)
is a non-degenerate, UK -contravariant form since 〈 , 〉 is non-degenerate and UK -contra-
variant. To see that the form is UK -contravariant, let u ∈UK, x ∈ Vλ, and y ∈ V ⊗r . Then(
ux,ψ(y)
)= 〈ux,y〉 = 〈x,uy〉 = (x,ψ(uy))= (x,uψ(y))
since ψ is a UK -epimorphism. It follows from a symplectic analogue of [8, Theorem 2.7e]
that Vλ ∼= (∇(λ))◦.
We want to give a basis for V λ. We first discuss the symplectic version of the Carter–
Lusztig lemma ([2, Lemma 3.3] or [8, 4.6a]) which is proved by Donkin in [7]. Before sta-
ting the lemma, we define the necessary notation. Let Q = {(q1, j), (q2, j), . . . , (q2a, j)}
with q1 < q2 < · · · < q2a be a subset of the j th column of [λ], the Young diagram of
shape λ. If I = {i1, i2, . . . , ia} is a subset of m with i1 < i2 < · · ·< ia , let T (Q, I) be the
symplectic tableau that is identical to T off Q, takes the value iρ at (q2ρ−1, j), and takes
the value iρ at (q2ρ, j) for 1 ρ  a. We let Tλ denote the set of symplectic λ-tableaux.
Symplectic Carter–Lusztig Lemma. Let F be an abelian group and let f :Tλ → F be a
map satisfying the following conditions:
(1) f (T )= 0 if T has equal entries at two distinct places in the same column.
(2) f (S) = −f (T ) if S is obtained from T by interchanging two distinct entries in the
same column.
(3) (Garnir relations) ∑σ∈G(J ) sgn(σ )f (T σ)= 0 for any T ∈ Tλ and for any non-empty
subset J of the (j + 1)th column of the basic λ-tableau T̂λ, where j ∈ {1, . . . , r − 1}.
In the sum, G(J ) is a transversal of the set of cosets {σX: σ ∈ Y }, where Y is the
subgroup of Sr consisting of all σ ∈ Sr which fix every element outside T̂λ(j) ∪ J ,
T̂λ(j) is the j th column of T̂λ, and X = C(T̂λ)∩ Y .
(4) For all T ∈ Tλ, for each subset Q of the j th column of [λ] with even cardinality 2a,
and for all I ⊆ m of size a, we have
f
(
T (Q, I)
)= (−1)a∑
J
f
(
T (Q,J )
)
,
where the sum runs over all J ⊆ m of size a which are disjoint from I .
Then the image of Tλ under f lies in the subgroup of F generated by{
f (T ): T is a semistandard symplectic λ-tableau
}
.
526 A. Stokke / Journal of Algebra 272 (2004) 512–529We give an example to illustrate property (4).
Example 5. Let
m= 4, λ= (1,1,1,1), and T =
1
1
4
4
.
If we let Q be the entire first column of T , and I = {1,4}, then T (Q, I)= T . For a function
f :Tλ → F to satisfy property (4), we need, for instance,
f

1
1
4
4
=−f

2
2
4
4
− f

3
3
4
4
 .
The symplectic Carter–Lusztig lemma allows us to describe N = kerψ more precisely.
We give a brief proof of the next result which follows the proof of [8, 5.2a].
Theorem 3. The UK -module N is the K-span of the subset R = R1 ∪ R2 ∪ R3 ∪ R4 of
V ⊗r where
(1) R1 consists of all vI such that TI has equal entries in a column.
(2) R2 consists of all vI − sgn(σ )vIσ where σ ∈ C(T̂λ).
(3) R3 consists of all elements
∑
σ∈G(J ) sgn(σ )vIσ where I ∈ I (m ∪ m, r) and J is a
subset of T̂λ(j + 1) for some j ∈ {1, . . . , r − 1}.
(4) R4 consists of all elements vQ(I)− (−1)a∑J vQ(J ) where Q(I),Q(J ) ∈ I (m∪m, r)
are such that TQ(I) = T (Q, I) and TQ(J ) = T (Q,J ) for some subset Q of the j th
column of [λ] of even cardinality 2a, I ⊆ m has cardinality a, and the sum is over all
J ⊆ m with size a which are disjoint from Q.
Proof. Green proves in [8, 5.2a], that the K-span of R1 ∪R2 ∪R3 is equal to kerφ. Since
ψ is the composition of φ with restriction to ∇(λ), the K-span of R1∪R2∪R3 is contained
in kerψ = N . Donkin shows in [7, Theorem 2.3b], that [TQ(I)] − (−1)a∑J [TQ(J )] = 0
where Q(I) and Q(J ) satisfy the hypotheses of part (4). Thus if A denotes the K-span of
R1 ∪R2 ∪R3 ∪R4, we have A⊆N = kerψ .
Define an epimorphism g :Tλ → V⊗r /A by g(TI ) = vI + A. Then g satisfies (1)–(4)
of the symplectic Carter–Lusztig lemma, so the image of g is contained in the K-span of
{vI + A: TI semistandard symplectic}. Since the bideterminants given by semistandard
symplectic tableaux form a basis for ∇(λ) and the map ρ :V⊗r/A → ∇(λ) defined
by ρ(vI + A) = ψ(vI ) maps {vI + A: TI semistandard symplectic} onto {[TI ]: TI
semistandard symplectic}, ρ is injective. Thus N ⊆A. ✷
We now give a symplectic version of the Carter–Lusztig basis theorem.
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for Vλ.
Proof. We first show that vλ ∈ Vλ. In [8, 5.3a], it is shown that 〈vλ, x〉 = 0 if x ∈
R1 ∪ R2 ∪ R3. If x ∈ R4, then x = vQ(I) − (−1)a∑J vQ(J ) where by definition, Q(I)
and each Q(J ) contain at least one i for some i ∈ m. Thus 〈vλ, x〉 = 0 which shows that
vλ ∈ Vλ.
Since Vλ is the contravariant dual to ∇(λ), Vλ and ∇(λ) have the same dimension (see
[8, Proposition 3.3e]). Since {[T ]: T is a semistandard symplectic λ-tableau} is a basis for
∇(λ), we need only show that the set under consideration is linearly independent. Consider
the non-degenerateUK -contravariant form
( , ) :Vλ×∇(λ)→K
defined in (7). Given I, J ∈ Iλ, we have(
FTI vλ,ψ(vJ )
)= (vλ,ETI ψ(vJ ))
= (vλ,ETI [TJ ])
=
(
vλ,Ω(TJ ,TI )[Tλ] +
∑
M
aM [TM ]
)
,
where for each M , aM ∈K and [TM ] has weight different from λ. But(
vλ,Ω(TJ ,TI )[Tλ] +
∑
M
aM[TM ]
)
=Ω(TJ ,TI )〈vλ, vI (λ)〉 +
∑
M
aM
〈
vλ, [TM ]
〉
=Ω(TJ ,TI ).
By Corollary 1, [Ω(TJ ,TI )]I,J∈Iλ is a triangular, unimodular matrix so the matrix[(
FTI vλ, [TJ ]
)]
I,J∈Iλ =
[(
FTI vλ,ψ(vJ )
)]
I,J∈Iλ
is as well. We now have that {FTI vλ: I ∈ Iλ} forms a basis for Vλ. ✷
Corollary 2. The UK -module Vλ is the symplectic Weyl module
Vλ ∼=(λ).
Proof. Due to the above theorem, Vλ is a submodule of (λ). In [7], it is shown that
the dimension of ∇(λ) is given by Weyl’s character formula. But Vλ and ∇(λ) have the
same dimension, and it is well known that the dimension of (λ) is also given by Weyl’s
character formula. This completes the proof. ✷
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The Weyl module (λ) has a unique maximal UK -submodule M (symplectic version
of [8, 5.4b]) so the quotient module (λ)/M is irreducible. It can also be shown that ∇(λ)
has a unique minimal submodule L(λ) which is generated as a UK -module by [Tλ] and
(λ)/M ∼= L(λ) (see [8, 5.4c, 5.4d]). Furthermore, the set{
L(λ): λ is a partition of r into not more than m parts
}
forms a complete list of irreducible non-isomorphicUK -modules. When the characteristic
ofK is zero,L(λ)=∇(λ) and the dimension of ∇(λ) is given by Weyl’s character formula.
When K has nonzero characteristic, the dimension of L(λ) is, in general, not known. As
a corollary to Theorem 4, we get a spanning set for L(λ) by applying the operators FT
to [Tλ].
Corollary 3. The set {FT [Tλ]: T is a semistandard symplectic λ-tableau} is a K-spanning
set for L(λ).
Proof. Using the basis of Theorem 4, we get a surjective UK -homomorphism
φ :(λ)/M → L(λ)
defined by φ(F T vλ + M) = FT [Tλ] where T is semistandard symplectic. Since the
set {FT vλ: T is a semistandard symplectic λ-tableau} is a basis for (λ), the set
{FT [Tλ]: T is a semistandard symplectic λ-tableau} is a spanning set for L(λ). ✷
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