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1 Introduction
The theory of crystal base was introduced by Kashiwara in [3]. He proved the existence and uniqueness
of this base for a quantized universal enveloping algebras Uq(g), where g is an arbitrary Kac-Moody Lie
algebra with symmetrizable Cartan matrix. The theory of crystal base provides a powerful combinatorial
tool for studying the structure of the integrable highest weight modules and the decomposition of tensor
products of them.
Let g be an arbitrary Kac-Moody Lie algebra with a symmetrizable Cartan matrix. Let I be its index
set. Denote the set of simple roots of g by {αi | i ∈ I} . Let P be the weight lattice of g. Take an integrable
Uq(g)-module M and let f˜i, e˜i be the Kashiwara operators (cf. §3.1.2) on M . Let A be the subring of
Q(q) consisting of f ∈ Q(q) that is regular at q = 0. A crystal lattice L of an integrable Uq(g)-module M
is free A-submodule of M such that M ∼= Q(q) ⊗A L, L =
⊕
λ∈P Lλ, where Lλ = L ∩Mλ and e˜iL ⊂ L,
f˜iL ⊂ L. A crystal base of the integrable Uq(g)-module M is a pair (L,B) such that (i) L is a cyrstal
lattice of M , (ii) B is a Q-base of L/qL, (iii) B = ⊔λ∈PBλ where Bλ = B ∩ (Lλ/qLλ), (iv)e˜iB ⊂ B ⊔ {0},
and (v) for b, b′ ∈ B, b′ = f˜ib if and only if b = e˜ib
′ for i ∈ I. We sometimes replace condition (ii) by :
Bps = B
′ ⊔ (−B′) where B′ is a Q-base of L/qL. In this case, w e call (L,Bps) a crystal pseudo base. The
quotient Bps/{±1} is called an associated crystal of (L,Bps).
In [6], Kashiwara and Nakashima gave an explicit construction of crystal bases for all finite demensional
irreducible modules over Uq(g), where g is of type An, Bn, Cn, Dn, in terms of generalized Young tableaux.
Kang and Misra gave a construction of crystal bases of Uq(G2)-module by a method similar to Kashiwara
and Nakashima’s in [7].
The notion of perfect crystals was introduced in [8] and [9] in order to compute the one-point functions
of vertex model in 2 dimensional lattice statistical models. If a Uq(g)-module M has perfect crystal base,
we have the notion of paths. Using paths, we can compute one-point functions of vertex models. We define
classical part of the weight lattice by Pcl =
∑
ZΛi. A Pcl-weighted crystal is called a classical crystal and
P -weighted crystal is called an affine crystal. Let c be the central element. Further we define εi(b), ϕi(b) by
max{k ≥ 0 | e˜ki b 6= 0}, max{k ≥ 0 | f˜
k
i b 6= 0} respectively. We define ε(b), ϕ(b) by
∑
i εi(b)Λi,
∑
i ϕi(b)Λi
respectively. A classical crystal B is called a perfect crystal of level l if B satisfies: (i) B⊗B is connected,
(ii) there exists λ0 ∈ Pcl such that wt(B) ∈ λ0+
∑
i6=0 Z≤0cl(αi) and that ♯(Bλ0 ) = 1, (iii) there is a finite
dimensional U ′q(g)-module with a crystal pseudo base (L,Bps) such thatB
∼= Bps/±1, (iv) for any b ∈ B, we
have 〈c, ε(b)〉 ≥ l, and (v) the maps ε, ϕ : Bl = {b ∈ B |〈c, ε(b)〉 = l} → (P
+
cl )l = {λ ∈
∑
Z≥0Λi |〈c, λ〉 = l}
are bijective.
In [8], they give examples of perfect crystals of arbitrary levels for algebras of the following types: A
(1)
n ,
B
(1)
n , C
(1)
n , D
(1)
n , A
(2)
2n , A
(2)
2n−1, D
(2)
n+1. Up to now we do not know simple criterion for perfectness of crystals.
Further, perfect crystals with arbirary level for E
(1)
n , F
(1)
4 , G
(1)
2 , E
(2)
6 are not known. In this paper, we
give a series of perfect crystals of Uq(G
(1)
2 ), following method in [8].
Let U ′q(G
(1)
2 ) be the subalgebra of Uq(G
(1)
2 ), generated by ei, fi, q
h (h ∈ P ∗cl =
∑
i∈{0,1,2} Zhi). We
proceed in the following way.
1. As in [8], for a given level l, our strategy is to emply the fusion procedure in order to construct finite
dimensional irreducible module Vl of U
′
q(G
(1)
2 ) with a crystal pseudo base such that its associated
crystal is perfect of level l. As a starting point, we take the following data. Let V be the direct sum of
the 14-dimensional module with highest weight Λ1 and the trivial module over Uq(G2). The module
V has a crystal base which is characterized by a polarization on V . A polarization on Uq(g)-moduleM
1
is the symmetric bilinear such that for u, v ∈M (i)(qhu, v) = (u, qhv), (ii) (eiu, v) = (u, q
−1
i t
−1
i fiv),
(iii) (fiu, v) = (u, q
−1
i tieiv) and (iv) positive definite. Let B
1 be the associated crystal of Uq(G2).
We define the actions of e0, f0, and q
h0 on V to make it an irreducible module for U ′q(G
(1)
2 ). Then
we show that there exists a polarization for U ′q(G
(1)
2 ). We see that B
1 is a perfect crystal of level 1
by direct calculation. Using the global base [5], we compute the R-matrix for V explicitly. By the
fusion construction, we obtain a certain finite-dimensional submodule Vl of V
⊗l. The existence of
polarization on Vl ensures that the submodule Vl has a crystal pseudo base. The associated crystal
of Vl is isomorphic to a crystal of Uq(G2) and a crystal of Uq(A2) as crystals of Uq(G2) and Uq(A2)
respectively. These isomorphisms show that the associated crystal is a crystal of U ′q(G
(1)
2 ). It is a
perfect crystal of level l. This is shown in the section 4.
2. In section 5, we construct a perfect crystal Bl of Uq(G
(1)
2 ) in a combinatorial way.
The Dynkin diagram of G
(1)
2 is
0 1 2
. Here, let J0 = {1, 2} and J2 = {1, 0} be the index set
of G2 and A2, respectively. We define ıi : Ji → I by ıi(j) = j (i = 0, 2). We define crystal G
l to be
Gl =
l⊕
n=0
BG2(nΛ1) (as crystals for Uq(G2) ).
The affine crystal bl for Uq(G
(1)
2 ) is constructed with G
l and f˜0. To define f˜0 on G
l, we use crystals
of Uq(A2). Here, we define A by
Ai =
⊕
i≤j1,j0≤l−i
BA2(j1Λ1 + j0Λ0) (as crystals for Uq(A2)),
A =
[ l2 ]⊕
i=0
Ai.
We define operators EA, FA on A such that for b, b
′ ∈ A, (C1) EAb = b
′, if and only if FAb
′ = b,
(C2) EAf˜
A
0 (b) = f˜
A
0 EA(b), (C3) max{m | F
m
A b 6= 0} −max{m
′ | Em
′
A b 6= 0} = −2wt
A
1 (b)− wt
A
0 (b).
Operators EA and FA are counterpart of e˜
G
2 , f˜
G
2 on G
l. The crystal base A has an involution CA
such that
CA
((
f˜A0
)r (
f˜A1
)q (
f˜A0
)p
b
l,i
(k,j)
)
=
(
f˜A0
)j+q−2p−r (
f˜A1
)k+j−q (
f˜A0
)k−q+p
b
l,i
(j,k),
where 0 ≤ i ≤
[
l
2
]
, i ≤ k, j ≤ l− i, b
l,i
(k,j) is the highest weight element on Ai with weight jΛ1+ kΛ0,
0 ≤ p ≤ j, p ≤ q ≤ p + k, 0 ≤ r ≤ j + q − 2p. By calculation, we see ♯A = ♯Gl. In view
of this, we construct one-to-one map Φ : A → Gl such that for b ∈ A (E1) e˜G1Φ(b) = Φ
(
e˜A1 b
)
,
(E2) f˜G2 Φ(b) = Φ (FAb), (E3) wt
G
1 (Φ(b)) = wt
A
1 (b), (E4) wt
G
2 (Φ(b)) = −2wt
A
1 (b) − wt
A
0 (b), (E5)
e˜G0Φ(b) = 0 (resp. f˜
G
0 Φ(b) = 0) if and only if e˜
A
0 (b) = 0 (resp. f˜
A
0 (b) = 0), for b ∈ A. Then we define
f˜0 on G
l by Φf˜A0 Φ
−1. By weight consideration, (C2), involution, etc., we see that the action of f˜0 is
unique. Therefore we have crystal base of Uq(G
(1)
2 ).
3. We show that perfectness are satisfied by direct calculation (§5.4,§5.5).
Graphs of the perfect crystal of level 1 and level 2 are given by Figure 1 and 9 respectively. In Figure 9,
for simplicity, we omit arrows of EA(b) such that ε
A
0 (b) 6= 0. By definition, we have B
2 = BG2(2Λ1) ⊕
BG2(Λ1)⊕B
G2(φ) and A0 = ⊕0≤j1,j0≤2B
A2(j1Λ1+j0Λ0), A1 = B
A2(Λ1+Λ0), A = A0⊕A1. In this graph,
the element b ∈ B2 from which we draw arrows of EA satisfies Φ(b) ∈ B
G2(2Λ1), Φ
(
f˜A0 b
)
6∈ BG2(Λ1) and
e˜A0 b = 0. For b ∈ A such that Φ(b) ∈ B
G2(Λ1) ⊕ B
G2(φ), the action of EA is same as the case of level 1.
Using commutativity (C2), we obtain the completed graph of the perfect crystal of level 2. We obtain the
perfect crystal B1 of level 1 by restricting B2 to BG2(Λ1)⊕B
G2(φ). From these examples, we expect that
we can obtain the perfect crystal Bl+1 by extending Bl.
2
To find perfect crystals of level l, we wrote a C program which judges whether a given representation has
perfect crystal on a combinatorial level. In this program, we construct crystal bases B using a Lakshmibai-
Seshadri path [11]. A Lakshmibai-Seshadri path is a piecewise linear paths π : [0, 1] → (
∑
ZΛi) ⊗Z R.
Operators eα and fα on the path are modification by simple reflection σ with respect to the simple root
α. When translated into the language of crystal base, a path π is a base and operators eαi and fαi are
Kashiwara operators e˜i and f˜i. Let δ =
∑
aiαi be the null root. We define the operator f˜0b (b ∈ B), by
searching bases with weight wt(b)+
∑
i6=0 aiαi and taking into account the conditions for perfectness. The
conditions are 〈c, ϕ(b)〉 ≥ l, and the map ϕ : Bl = {b ∈ B | 〈c, ϕ(b)〉 = l} →
(
P+cl
)
l
= {λ ∈
∑
Z≥0Λi |
〈c, λ〉 = l} are bijective (c is the element of the center). If we find suitable action of f˜0, B is perfect crystal
on a combinatorial level.
Using this program we find that ⊕lk=0B(kΛ1) is a candidate of perfect crystals of level l also for
Uq(F
(1)
4 ), Uq(E
(1)
6 ), etc, on a combinatorial level. We hope to report on these in a future publication.
The author would like to acknowledge professor Etsuro Date and T. Nakashima for their helpful advices.
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1
φ
✻
✻
✻
✻
✻
✛
Uq(G
(1)
2 )
∗
∗
↑ f˜0 ւ f˜1 ց f˜2
∗ is minimal
BG2(Λ1)
BG2(φ)
Figure 1: Perfect crystal of level 1
2 Results
Denote the index set of the simple roots of G
(1)
2 by I = {0, 1, 2}. We can take J0 = {1, 2} and J2 = {1, 0}
as the index set of G2 and A2, respectively. We define ıi : Ji → I by ıi(j) = j (i = 0, 2).
Proposition 2.1 For any integer l ≥ 1, there exists the crystal Bl for G
(1)
2 such that
ı∗0(B
l) ∼=
l⊕
k=0
BG2(kΛ1) ( as crystals of Uq(G2)),
3
and
ı∗2(B
l) ∼=
[ l2 ]⊕
i=0
⊕
i≤j1,j0≤l−i
BA2(j1Λ1 + j0Λ0) ( as crystals of Uq(A2)).
Theorem 2.2 The crystal Bl is a perfect crystal of level l for Uq(G
(1)
2 ).
3 Preliminaries
3.1 Crystal base
We recall definitions of quantum enveloping algebras Uq(A2), Uq(G2), Uq(G
(1)
2 ) and crystal bases of Uq(A2),
Uq(G2).
3.1.1 Definition of Uq(g)
Let g be a semi simple (resp. affine ) Lie algebra generated by ei, fi (i ∈ I = {1, . . . , n}(resp.{0, 1, . . . , n}) )
and h the Cartan subalgebra over Q. Let {αi | i ∈ I} ⊂ h
∗ and {hi | i ∈ I} ⊂ h denote the simple roots
and simple coroots, respectively. We denote a non-degenerate invariant symmetric bilinear form on h∗ by
(, ). This bilinear form (, ) satisfies (αi, αi) ∈ Z>0. Let P be the weight lattice and P
∗ be the dual lattice.
The quantized universal enveloping algebra Uq(g) is the Q(q)-algebra generated by the symbols ei, fi
(i ∈ I) and qh (h ∈ P ∗) with the following defining relations:
q0 = 1, qhqh
′
= qh+h
′
for all h, h′ ∈ P ∗,
qheiq
−h = q〈h,αi〉ei, q
hfiq
−h = q−〈h,αi〉fi for all i ∈ I, h ∈ P
∗,
[ei, fi] = δij
ti − t
−1
i
qi − q
−1
i
, where qi = q
(αi,αi) and ti = q
(αi,αi)hi = qhii ,
b∑
k=0
(−1)ke
(k)
i eje
(b−k)
i = 0 for i 6= j and b = 1− 〈hi, αj〉.
b∑
k=0
(−1)kf
(k)
i fjf
(b−k)
i = 0 for i 6= j and b = 1− 〈hi, αj〉.
Here we use the following notations: [m]i =
qmi −q
−m
i
qi−q
−1
i
, [k]i! =Π
k
m=1
[m]i, and e
(k)
i = e
k
i /[k]i!, f
(k)
i = f
k
i /[k]i!.
For k < 0, we put e
(k)
i = f
(k)
i = 0.
It is well-known that Uq(g) has a Hopf algebra srtucture with a comultiplication ∆ defined by
∆(ei) = ei ⊗ t
−1
i + 1⊗ ei,
∆(fi) = fi ⊗ 1 + ti ⊗ fi,
∆(qh) = qh ⊗ qh.
for all i ∈ I, h ∈ P ∗. The tensor product of two Uq(g)-modules has a stucture of Uq(g)-module by this
comultiplication.
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3.1.2 Definition of crystal bases[3]
For Uq(g)-module M and λ ∈ P , the λ-weight space of M is defined by Mλ = {u ∈ M | q
hu =
q〈h,λ〉u for all h ∈ P ∗}. For J ⊂ I, let Uq(gJ) be the subalgebra of Uq(g) generated by ei, fi, ti and
t−1i (i ∈ J). We say that M is integrable if M =
⊕
λ∈P Mλ and M is a union of finite-dimensional
Uq(g{i})-modules for each i ∈ I. By the representation theory of Uq(sl 2) any element u ∈ Mλ can be
uniquely written as
u =
∑
k≥0
f
(k)
i uk,
where uk ∈ ker ei ∩Mλ+kαi . We define the Kashiwara operators e˜i and f˜i on M as follows.
e˜iu =
∑
f
(k−1)
i uk,
f˜iu =
∑
f
(k+1)
i uk.
Let A be the subring of Q(q) consisting of the rational functions regular at q = 0. A crystal lattice of
integrable Uq(g)-module M is a free A-submodule of M such that (1) M ∼= Q(q) ⊗A L, (2) L = ⊕λ∈PLλ
where Lλ = L ∩Mλ, (3) e˜iL ⊂ L, f˜iL ⊂ L. A crystal base of the integrable Uq(g)-module M is a pair
(L,B) such that
( i ) L is a crystal lattice of M ,
( ii ) B is a Q-base of L/qL,
(iii) B = ⊔λ∈PBλ where Bλ = B ∩ (Lλ/qLλ),
(iv) e˜iB ⊂ B ⊔ {0}, f˜iB ⊂ B ⊔ {0},
( v ) for b, b′ ∈ B, b′ ∈ f˜ib if and only if b = e˜ib
′ for i ∈ I.
We sometimes replace (ii) by: Bps = B
′ ⊔ (−B′) where B′ is a Q-base of L/qL. We call (L,Bps) a crystal
psuedo-base and Bps/{±1} the associated crystal of (L,Bps).
For a dominant integrable weight λ ∈ P+ = {λ ∈ P | 〈hi, λ〉 ≤ 0 for all i}, let V (λ) denote the
irreducible integrable Uq(g)-module with highest weight λ. Let uλ be the highest weight vector of V (λ),
and let L(λ) be the smallest A-submodule of V (λ) containing uλ and stable under f˜i’s. Set B(λ) = {b ∈
L(λ)/qL(λ) | b = f˜i1 · · · f˜iluλ mod qL(λ)} \ {0}. Than (L(λ), B(λ)) is crystal base of V (λ). Crystal graph
is an oriented colored ( by I ) graph with B(λ) as the set of vertices and colored arrow b
i
−→ b′ if and
only if b′ = f˜ib (hence e˜ib
′ = b). Then graph completely describes the actions of e˜i and f˜i on B(λ). For
b ∈ B(λ), we set
εi(b) = max{k ≥ 0 | e˜
k
i b 6= 0},
ϕi(b) = max{k ≥ 0 | f˜
k
i b 6= 0}.
Note that B(λ) = ⊔µ∈PB(λ)µ and for b ∈ B(λ)µ, we have 〈hi,wt(b)〉 = ϕi(b) − εi(b), where wt(b) = µ
denotes the weight of b.
Proposition 3.1 Let (Lj , Bj) be crystal bases of integrable Uq(g)-modules Mj (j = 1, 2). Set L = L1 ⊗A
L2 ⊂M1⊗M2 and B = {b1⊗b2 | bj ∈ Bj (j = 1, 2)} ⊂ L/qL}. Then (L,B) is the crystal base of M1⊗M2
and the action of f˜i, e˜i is given by
f˜i(b1 ⊗ b2) =
{
f˜ib1 ⊗ b2 if ϕi(b1) > εi(b2),
b1 ⊗ f˜ib2 if ϕi(b1) ≤ εi(b2),
e˜i(b1 ⊗ b2) =
{
e˜ib1 ⊗ b2 if ϕi(b1) ≥ εi(b2),
b1 ⊗ e˜ib2 if ϕi(b1) < εi(b2).
5
Corollary 3.2 For bj ∈ Bj (j = 1, 2), we have
εi(b1 ⊗ b2) = max(εi(b1), εi(b2) + εi(b1)− ϕi(b1)),
ϕi(b1 ⊗ b2) = max(ϕi(b2), ϕi(b1) + ϕi(b2)− εi(b2)).
Proposition 3.3 Let (Lj , Bj) be crystal bases of integrable Uq(g)-modules Mj (j = 1, . . . , N), and let
{ak} be the sequence defined by a1 = 0, ak+1 = ak + ϕi(bk)− εi(bk+1). Then we have
f˜i(b1 ⊗ · · · ⊗ bN ) = b1 ⊗ · · · ⊗ bk−1 ⊗ f˜ibk ⊗ bk+1 ⊗ · · · ⊗ bN ,
where k = max{j | aj = min{a1, . . . , aN}},
e˜i(b1 ⊗ · · · ⊗ bN ) = b1 ⊗ · · · ⊗ bl−1 ⊗ e˜ibl ⊗ bl+1 ⊗ · · · ⊗ bN ,
where l = min{j | aj = min{a1, . . . , aN}}.
We regard integrable Uq(g)-module M as a union of finite dimensional Uq(g{i})-module for any i ∈ I. Let
u0 be the base of trivial representation of Uq(sl 2)-module, and let u+, u− be a base of 2 dimensional
Uq(sl 2)-module which satisfy
fu+ = u−,
where f is one of generators of Uq(sl 2).
In order to calculate the action of e˜i and f˜i on tensor products, we will use u+, u− and u0. For that
purpose we prepare the following. Let B be a crystal base. Let W be the set of words generated by u+,
u−, u0.
Definition 3.4 For i ∈ I we define a map
Ψi : B →W
as follows:
(1) for b ∈ B such that e˜ib = f˜ib = 0, we define
Ψi(b) = u0,
(2) if bk is an element of a maximally connected i-colored crystal subgraph b1
i
−→ b2
i
−→ · · ·
i
−→ bn
where n ∈ Z≥2, we define
Ψi(bk) = u
k−1
− u
n−k
+ .
We extend Ψi to b
′
1 ⊗ · · · ⊗ b
′
N ∈ B
⊗N , N ∈ Z>0, by
Ψi(b
′
1 ⊗ · · · ⊗ b
′
N ) = Ψi(b
′
1) · · ·Ψi(b
′
N ) = u1 · · ·uN ,
where, Ψi(b
′
k) = uk ∈W.
For v = v1 · · · vN ′ ∈ W, we define the length of the word v by l(v) = N
′. Let N be the set of words
generated by Z>0.
Definition 3.5 We define a map ΨN : B
⊗N → N by
ΨN(b
′
1 ⊗ · · · ⊗ b
′
N ) = 1
l(Ψi(b1))2l(Ψi(b2)) · · ·N l(Ψi(bN ))
For r = r1 · · · rN ′′ ∈ N, we also define the length of the word r by l(r) = N
′′.
We put Wj = {v ∈W | l(v) = j}, Nj = {r ∈ N | l(r) = j}, where j ∈ Z≥0.
Take words v = v1 · · · vM ∈WM , r = r1 · · · rM ∈ NM , where M ∈ Z≥0. We put
s = ♯{s′ | vs′ = u0, 1 ≤ s
′ ≤M},
{m1,m2, . . . ,ms} = {s
′ | vs′ = u0, 1 ≤ s
′ ≤M},
where 1 ≤ m1 < m2 < · · · < ms ≤M .
6
Definition 3.6 We define a map
Red0 :
⋃
j∈Z≥0
(Wj ×Nj)→
⋃
j∈Z≥0
(Wj ×Nj) .
The map Red0 delete all vmi which equal to u0 in v and rmi in r. Namely we can express
Red0(v, r) = (v1 · · · vm1−1vm1+1 · · · vms−1vms+1 · · · vM , r1 · · · rm1−1rm1+1 · · · rms−1rms+1 · · · rM ).
We define
s0 =
{
min{m | vm = u+, vm+1 = u−} if there exists m such that vm = u+, vm+1 = u−,
0 otherwise.
Definition 3.7 We define a map
Red+ :
⋃
j∈Z≥0
(Wj ×Nj)→
⋃
j∈Z≥0
(Wj ×Nj) ,
for v = v1 · · · vM ∈WM , r = r1 · · · rM ∈ NM by
Red+(v, r) =
{
(v1 · · · vs0−1vs0+2 · · · vM , r1 · · · rs0−1rs0+2 · · · rM ) if s0 ≥ 1,
(v, r) if s0 = 0.
Definition 3.8 We define a map
Red :
⋃
j∈Z≥0
(Wj ×Nj)→
⋃
j∈Z≥0
(Wj ×Nj)
by
Red = Redn+Red0,
where n ∈ Z≥0 such that n = min{n
′ | Redn
′+1
+ (Red0(v, r)) = Red
n′
+ (Red0(v, r))}.
By Definition 3.8, we can denote
Red (Ψi(b),ΨN(b)) = (v
′
1v
′
2 · · · v
′
M ′ , r
′
1r
′
2 · · · r
′
M ′ )
where M ′ ∈ Z≥0. Let PrW, PrN be a projection of ∪j∈Z (Wj ×Nj) to W, N respectively. We define a map
Redi : B
⊗N →W,
by
Redi = PrW · Red(Ψi,ΨN)
We define a map
RedN : B
⊗N → N,
by
RedN = PrN · Red(Ψi,ΨN)
We set
s+ =
{
min{s′ | v′s′ = u+} if there exists s
′ such that v′s′ = u+,
0 otherwise,
s− =
{
max{s′ | v′s′ = u−} if there exists s
′ such that v′s′ = u−
0 otherwise.
7
Proposition 3.9 For b = b1 ⊗ · · · ⊗ bN ∈ B
⊗N , we have
f˜i(b) =
{
b1 ⊗ · · · ⊗ f˜ibrs+ ⊗ · · · ⊗ bN if s+ > 0,
0 if s+ = 0,
e˜i(b) =
{
b1 ⊗ · · · ⊗ e˜ibrs− ⊗ · · · ⊗ bN if s− > 0,
0 if s− = 0.
For b = b1 ⊗ · · · ⊗ bN ∈ B
⊗N , we denote Ψi(bk) = u
εi(bk)
− u
ϕi(bk)
+ . Then we see that Proposition 3.3 and
Proposition 3.9 are equivalent.
Remark 3.10 For b = b1 ⊗ · · · ⊗ bN , we denote Redi(b) = u
m1
− u
m2
+ (m1, m2 ∈ Z≥0). Then by Definition
3.4 and Proposition 3.9, we see
εi(b) = m1,
ϕi(b) = m2.
Example 3.11 We assume b = b1 ⊗ b2 ⊗ b3, Ψi(b1) = u1 = u−u+u+, Ψi(b2) = u2 = u0 and Ψi(b3) =
u3 = u−u+. We calculate f˜ib as follows:
Ψi(b) = Ψi(b1)Ψi(b2)Ψi(b3)
= u1u2u3
= u−u+u+u0u−u+,
ΨN(b) = 111233,
Red0(Ψi(b),ΨN(b)) = (u−u+u+u−u+, 11133),
Red(Ψi(b),ΨN(b)) = (u−u+u+, 113),
Redi(b) = u−u+u+.
Then we have s+ = 2, and that s+-th integer of the word 113 is 1. Therefore,
f˜ib =
(
f˜ib1
)
⊗ b2 ⊗ b3.
3.1.3 Crystal bases for Uq(A2)-module[6]
Consider the finite dimensional simple Lie algebra of type A2 with Cartan matrix
(
2 −1
−1 2
)
, Let us
denote by {α1, α2} the set of simple roots and {h1, h2} the set of simple coroots. Define Λi ∈ h
∗ (i = 1, 2)
by Λi(hj) = δij , (j = 1, 2). We put P = ZΛ1⊕ZΛ2, P
∗ = Zh1⊕Zh2. Thus any dominant integral weight
Λ ∈ P+ is of the form Λ = mΛ1 + nΛ2, (n,m ∈ Z+). We define a non-degenerate symmetric bilinear form
(, ) on h∗ by (α1, α1) = (α2, α2) = 1, (α1, α2) = (α2, α1) = −
1
2 , 〈hi, αj〉 is the (i, j)-th element of Cartan
matrix and set ti = q
hi for i = 1, 2. Then the corresponding quantized universal enveloping algebra Uq(A2)
is the associative algebra over Q(q) generated by ei, fi, ti, t
−1
i (i = 1, 2) satisfying the relations:
titj = tjti, tit
−1
i = t
−1
i = ti = 1,
tiejt
−1
i = q
〈hi,αj〉ej , tifjt
−1
i = q
−〈hi,αj〉fj ,
[ei, fj ] = δij
ti − t
−1
i
q − q−1
,
e
(2)
i ej − eiejei + eje
(2)
i = f
(2)
i fj − fifjfi + fjf
(2)
i = 0 (i 6= j).
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Let V be the 3-dimensional Q(q)-vector space with a basis
{
1 , 2 , 3
}
. We define a Uq(A2)-module
structure on V as follows:
e1 1 = 0, e1 2 = 1 , e1 3 = 0,
e2 1 = 0, e2 2 = 0, e2 3 = 2 ,
f1 1 = 2 , f1 2 = 0, f1 3 = 0,
f2 1 = 0, f2 2 = 3 , f2 3 = 0,
t1 1 = q 1 , t1 2 = q
−1
2 , t1 3 = 3 ,
t2 1 = 1 , t2 2 = q 2 , t2 3 = q
−1
3 .
The module V is isomorphic to the integrable highest weight Uq(A2)-module V (Λ1) with highest weight
Λ1 and highest weight vector 1 .
Proposition 3.12 Put
L(Λ1) = A 1 ⊕A 2 ⊕A 3 ,
B(Λ1) =
{
1 , 2 , 3
}
.
Then (L(Λ1), B(Λ1)) is the crystal base of V (Λ1). The crystal graph B(Λ1) is given by:
1
1
−→ 2
2
−→ 3 .
Define an ordering on the set B(Λ1) by
1 ≺ 2 ≺ 3 .
We write a
b
for a ⊗ b (a ≺ b). Similar to the B(Λ1)-case, the crystal graph B(Λ2) is given by:
1
2
2
−→ 1
3
2
−→ 2
3
.
Proposition 3.13 The crystal bases of B(mΛ1+nΛ2) is given by the set of semi-standard Young tableaux
of the same shape
B(mΛ1 + nΛ2)
=


bm+n1 · · · b
m+1
1 b
m
1 · · · b
1
1
bm+n2 · · · b
m+1
2
∣∣∣∣∣∣∣ b
j
i ∈ {1, 2, 3}, b
j
i ≤ b
j−1
i , b
j
1 < b
j
2

 .
In particular, highest weight element bˆ ∈ B(mλ1 + nΛ2) is given by
bˆ =
1 · · · 1 1 · · · 1
2 · · · 2
.
By Definition 3.4 we have
Ψi
(
j
)
=


u+ if i = j,
u− if i+ 1 = j,
u0 otherwise.
An element b of B(mΛ1 + nΛ2) can be expressed in the form
b11 ⊗ · · · b
m
1
⊗
(
bm+11 ⊗ b
m+1
2
)
⊗ · · · ⊗
(
bm+n1 ⊗ b
m+n
2
)
∈ B(Λ1)
⊗m+2n.
Then using Proposition 3.9, we have the action of e˜i and f˜i.
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3.1.4 Crystal bases for Uq(G2)-module[7]
Consider the finite dimensional simple Lie algebra of type G2 with Cartan matrix
(
2 −1
−3 2
)
.
Let {α1, α2}, {h1, h2} be the set of simple root and simple coroot respectively. Let h, Λi (i = 1, 2), P and
P ∗ be Caltan subalgebra, fundermental weight, weight lattice and dual lattice, respectively. We define a
non-degenerate symmetric bilinear form (, ) on h∗ by (α1, α1) = 3, (α2, α2) = 1, (α1, α2) = (α2, α1) = −
3
2 ,
〈hi, αj〉 is (i, j)-element of Cartan matrix and set qi = q
(αi,αi), ti = q
hi for i = 1, 2. Then the corresponding
quantized universal enveloping algebra Uq(G2) is the associative algebra over Q(q) generated by ei, fi, ti,
t−1i (i = 1, 2) satisfying the relations:
titj = tjti, tit
−1
i = t
−1
i = ti = 1,
tiejt
−1
i = q
〈hi,αj〉
i ej , tifjt
−1
i = q
−〈hi,αj〉
i fj ,
[ei, fj] = δij
ti − t
−1
i
qi − q
−1
i
,
e
(2)
1 e2 − e1e2e1 + e2e
(2)
1 = f
(2)
1 f2 − f1f2f1 + f2f
(2)
1 = 0,
4∑
n=0
(−1)ne
(n)
2 e1e
(4−n)
2 =
4∑
n=0
(−1)ne
(n)
2 e1e
(4−n)
2 = 0.
Let V be the 14-dimensional Q(q)-vector space with a basis{
i , i
∣∣∣ i = 1, . . . , 6} ∪ { 01 , 02} .
We define a Uq(G2)-module structure on V as follows:
e1 2 = 1 , e1 5 = 4 , e1 02 = [2]2 6 , e1 6 = 02 +
1
[2]2
01 ,
e1 4 = 5 , e1 1 = 2 ,
e2 3 = [3]2 2 , e2 4 = [2]2 3 , e2 6 = 4 , e2 01 = [2]2 5 ,
e2 5 = 01 +
[3]2
[2]1
02 , e2 4 = [3]2 6 , e2 3 = [2]2 4 , e2 2 = 3 ,
f1 1 = 2 , f1 4 = 5 , f1 6 = 02 +
1
[2]2
01 ,
f1 02 = [2]2 6 , f1 5 = 4 , f1 2 = 1 ,
f2 2 = 3 , f2 3 = [2]2 4 , f2 4 = [3]2 6 , f2 5 = 01 +
[3]2
[2]1
02 ,
f2 01 = [2]2 5 , f2 6 = 4 , f2 4 = [2]2 3 , f2 3 = [3]2 2 ,
t1 1 = q1 1 , t1 2 = q
−1
1 2 , t1 3 = 3 , t1 4 = q1 4 , t1 5 = q
−1
1 5 ,
t1 6 = q
−2
1 6 , t1 01 = 01 , t1 02 = 02 , t1 6 = q
−2
1 6 ,
t1 5 = q1 5 , t1 4 = q
−1
1 4 , t1 3 = 3 , t1 2 = q1 2 , t1 1 = q
−1
1 1 ,
t2 1 = 1 , t2 2 = q
3
2 2 , t2 3 = q2 3 , t2 4 = q
−1
2 4 , t2 5 = q
2
2 5 ,
t2 6 = q
−3
2 6 , t2 01 = 01 , t2 02 = 02 , t2 6 = q
3
2 6 ,
t2 5 = q
−2
2 5 , t2 4 = q2 4 , t2 3 = q
−1
2 3 , t2 2 = q
−3
2 2 , t2 1 = 1 .
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The other cases, b ∈ B(Λ1) is annihilated by e˜i or f˜i.
The module V is isomorphic to the integrable highest weight Uq(G2)-module V (Λ1) with highest weight
Λ1 and highest weight vector 1 .
Proposition 3.14 Put
L(Λ1) =
6⊕
i=1
(
A i ⊕A i
)⊕
A 01
⊕
A 02 ,
B(Λ1) =
{
i , A i
∣∣∣ i = 1, 2, . . . , 6) ∪ { 01 , 02} .
Then (L(Λ1), B(Λ1)) is the crystal base of V (Λ1). The crystal graph B(Λ1) is given by:
1 ✲ 2 ✲ 3 ✲ 41 2 2
✒
❘
5 ✲ 01 ✲ 5
2 2
❘
6 ✲ 02 ✲ 6
1 1 ✒
4 ✲ 3 ✲ 2 ✲ 12 2 1
2
1
2
1
.
Define an ordering on the set B(Λ1) by
1 ≺ 2 ≺ 3 ≺ 4 ≺
5
6
≺
01
02
≺
5
6
≺ 4 ≺ 3 ≺ 2 ≺ 1 .
We define the map sgn, xi, and xi.
For a ∈ R, we define sgn(a) by
sgn(a) =


a
|a|
a 6= 0,
0 a = 0.
For b = b1 · · · bn , we define xi(b), xi(b) by
xi(b) = ♯
{
bk = i
∣∣∣ k = 1, . . . , n} (i = 1, . . . , 6, 01, 02),
xi(b) = ♯
{
bk = i
∣∣∣ k = 1, . . . , n} (i = 1, . . . , 6).
Proposition 3.15 The crystal bases of B(nΛ1) is given by following set of restrected semi-standard Young
tableaux: 

b = b1 · · · bl
= bl ⊗ · · · ⊗ b1
∣∣∣∣∣∣∣∣∣∣∣∣
bk  bk+1 (k = 1, · · · , l− 1)
x5(b) + x01(b) + x02 + x5(b) ≤ 1,
x3(b) + x4(b) + x5(b) ≤ 1,
x5(b) + x4(b) + x3(b) ≤ 1,
x5(b) + sgn(x6(b)) + x01(b) ≤ 1,
x01(b) + sgn(x6(b)) + x5(b) ≤ 1


.
By Definition 3.4, we have
Ψ1
(
1
)
= u+, Ψ1
(
2
)
= u−, Ψ1
(
3
)
= u0, Ψ1
(
4
)
= u+,
Ψ1
(
5
)
= u−, Ψ1
(
6
)
= u2+, Ψ1
(
01
)
= u0, Ψ1
(
02
)
= u−u+,
Ψ1
(
6
)
= u2−, Ψ1
(
5
)
= u+, Ψ1
(
4
)
= u−, Ψ1
(
3
)
= u0,
Ψ1
(
2
)
= u+, Ψ1
(
1
)
= u−,
11
Ψ2
(
1
)
= u0, Ψ2
(
2
)
= u3+, Ψ2
(
3
)
= u−u
2
+, Ψ2
(
4
)
= u2−u+,
Ψ2
(
5
)
= u2+, Ψ2
(
6
)
= u3−, Ψ2
(
01
)
= u−u+, Ψ2
(
02
)
= u0,
Ψ2
(
6
)
= u3+, Ψ2
(
5
)
= u2−, Ψ2
(
4
)
= u−u
2
+, Ψ2
(
3
)
= u2−u+,
Ψ2
(
2
)
= u3−, Ψ2
(
1
)
= u0.
(3.1.1)
3.1.5 Affine crystal
Here we recall the definition of affine crystal. Let g be an affine Lie algebra overQ with an indecomposable
generalized Cartan Matrix. Let c ∈
∑
i Z≥0hi be the canonical central element. Let {αi | i ∈ I} ⊂ h
∗
be the set of simple roots, and let {hi | i ∈ I} ⊂ h be the set of coroots. Let δ ∈
∑
i Z≥0αi be the
generator of null roots. Set hcl =
⊕
i∈I Qhi ⊂ h and h
∗
cl = (
⊕
i∈I Qhi)
∗. Let cl : h∗ → h∗cl denote the
canonical morphism. We have an exact sequence 0 → Qδ → h∗ → h∗cl → 0. Fix i0 ∈ I and take an
integer d such that δ − dαi0 ∈
∑
i6=i0
Zαi. For simplicity we write 0 for i0. We define a map af : h
∗
cl → h
∗
satisfying: cl ◦ af = id and cl ◦ af(αi) = αi for i 6= 0. Let Λi be the element of h
∗
cl ⊂ h
∗ such that
〈hj ,Λi〉 = δij . Hence we have αi =
∑
j〈hj , αi〉af(Λi)+δi,0d
−1δ. We define P =
∑
i Zaf(Λi)+Zd
−1δ ⊂ h∗
and Pcl = cl(P ) ⊂ h
∗
cl. An element of P is called an affine weight and an element in Pcl is called a classical
weight. Let U ′q(g) be the quantized universal enveloping algebra associated with Pcl. A P -weighted crystal
is called an affine crystal and a Pcl-weighted crystal is called a classical crystal. Let Mod
f (g, Pcl) be the
category of U ′q(g)-module M satisfing the following conditions:
M has the weight decomposition M = ⊕λ∈PclMλ,
and
M is finite-dimensional over Q(q).
For a U ′q(g)-module M in Mod
f (g, Pcl), we define the Uq(g)-module Aff(M) by
Aff(M) = ⊕λ∈PAff(M)λ, Aff(M)λ =Mcl(λ) for λ ∈ P.
The actions of ei and fi are defined by the commutative diagrams
Aff(M)λ
ei−→ Aff(M)λ+αi
≀| ≀|
Mcl(λ)
ei−→ Mcl(λ+αi),
and
Aff(M)λ
fi
−→ Aff(M)λ−αi
≀| ≀|
Mcl(λ)
fi
−→ Mcl(λ−αi).
We define the U ′q(g)-linear automorphism T of Aff(M) by
Aff(M)λ
T
−→ Aff(M)λ+δ
≀| ≀|
Mcl(λ)
id
−→ Mcl(λ+δ).
3.1.6 Quantized universal enveloping algebra Uq(G
(1)
2 )-module
Consider the finite dimensional affine Lie algebra G
(1)
2 with Cartan matrix

 2 −1 0−1 2 −1
0 −3 2


.
Let {α0, α1, α2}, {h0, h1, h2} be the set of simple root and simple coroot respectively. Let h and Λi (i =
0, 1, 2) be Caltan subalgebra, fundermental weight, respectively. We define a non-degenerate symmetric
bilinear form (, ) on h∗ by (α0, α0) = (α1, α1) = 3, (α2, α2) = 1, (α0, α1) = (α1, α0) = (α1, α2) = (α2, α1) =
− 32 , 〈hi, αj〉 is (i, j)-element of Cartan matrix and set qi = q
(αi,αi), ti = q
hi for i = 1, 2. Canonical central
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element is c = h0 + 2h1 + h2. Then the corresponding quantized universal enveloping algebra Uq(G
(1)
2 ) is
the associative algebra over Q(q) generated by ei, fi, ti, t
−1
i (i = 0, 1, 2) satisfying the relations:
titj = tjti, tit
−1
i = t
−1
i = ti = 1,
tiejt
−1
i = q
〈hi,αj〉
i ej , tifjt
−1
i = q
−〈hi,αj〉
i fj ,
[ei, fj ] = δij
ti − t
−1
i
qi − q
−1
i
l∑
n=0
(−1)ne
(n)
i eje
(l−n)
i =
l∑
n=0
(−1)ne
(n)
i eje
(l−n)
i = 0, (i 6= j, l = 1− 〈hi, αj〉) .
3.2 Perfect crystal[9]
Let B be a classical crystal. For b ∈ B, we set ε(b) =
∑
i εi(b)Λi, and ϕ(b) =
∑
i ϕi(b)Λi. Note that
wt(b) = ϕ(b) − ε(b). Set P+cl = {λ ∈ Pcl | 〈hi, λ〉 ≥ 0 for all i ∈ I} and for l ∈ Z≥0, let (P
+
cl )l = {λ ∈
P+cl | 〈c, λ〉 = l}.
Definition 3.16 (Definition 4.6.1 in [9])
For l ∈ Z≥0, we say that B is a perfect crystal of level l if
(1) B ⊗B is connected.
(2) There exists λ0 ∈ Pcl such that wt(B) ∈ λ0 +
∑
i6=0 Z≤0cl(αi) and that ♯(Bλ0) = 1.
(3) There is a finite dimensional U ′q(g)-module with a crystal pseudo-base (L,Bps) such that
B ∼= Bps/± 1.
(4) For any b ∈ B, we have 〈c, ε(b)〉 ≥ l.
(5) The maps ε, ϕ : Bl = {b ∈ B | 〈c, ε(b)〉 = l} → (P
+
cl )l are bijective.
The elements in Bl are called minimal elements.
Definition 3.17 LetM be a Uq(g)-module. A symmetric bilinear form (, ) on M is called a prepolarization
of M if it satisfies for u, v ∈M :
(i) (qhu, v) = (u, qhv),
(ii) (eiu, v) = (u, q
−1
i t
−1
i fiv),
(iii) (fiu, v) = (u, q
−1
i tieiv).
A prepolarization is called a polarization if it is positive definite.
Lemma 3.18 (Lemma 3.4.4 in [9])
Let M be a U ′q(g)-module in Mod
f (g, Pcl). Assume that M has a crystal pseudo-base (L,B) such that
(i) there exists λ ∈ Pcl such that ♯(B/{±1})λ = 1,
(ii) B/{±1} is connected.
Then M is an irreducible U ′q(g)-module.
Let us introduce the subalgebras AZ and KZ of Q(q) as follows:
AZ = {f(q)/g(q) | f(q), g(q) ∈ Z[q], g(0) = 1},
KZ = AZ [q
−1].
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Proposition 3.19 (Proposition 2.6.2 in [8])
Assume that g is finite dimensional and let M be a finite dimensional integrable Uq(g)-module of M . Let
(, ) be a prepolarization on M , and MKZ a Uq(g)-submodule of M such that (MKZ ,MKZ ) ⊂ KZ . Let
λ1, . . . , λm ∈ P+ (λk =
∑
j akjΛj , akj ∈ Z≥0, k = 1, . . . ,m), and we assume the following conditions.
(i) dimMλk ≤
m∑
j=1
dimV (λj)λk for k = 1, . . . ,m.
(ii) There exists uj ∈ (MKZ )λj (j = 1, . . . ,m) such that (uj , uk) ∈ δjk+qA and (eiuj, eiuj) ∈ qq
−2(1+〈hi,λj〉)A
for all i ∈ I.
Set L = {U ∈M | (u, u) ∈ A} and set B = {b ∈MKZ ∩ L/MKZ ∩ qL |(b, b)0 = 1}. Then we have
(i) (, ) is a polarization on M ,
(ii) M ∼= ⊕V (λj),
(iii) (, )0 is positive definite, and (L,B) is a crystal pseudo-base of M .
Lemma 3.20 (Lemma 4.1.2 [8]) A polarization (, ) for Kac-Moody Lie algebra with symmetrizable Cartan
matrix satisfies following relations.
(i) Let b be a global base which satisfies eib = 0 and 〈hi,wt(b)〉 = 1. Then (b, b) = (fib, fib).
(ii) Let b be a global base which satisfies eib = 0 and 〈hi,wt(b)〉 = 2. Then (b, b) = (f
(2)
i b, f
(2)
i b) =
q−1i [2]
−1
i (fib, fib).
(iii) Let b be a global base which satisfies eib = 0 and 〈hi,wt(b)〉 = 3. Then (b, b) = (f
(3)
i b, f
(3)
i b) =
q−2i [3]
−1
i (f
(2)
i b, f
(2)
i ) = q
−1
i [2]
−1
i (fib, fib).
The existace of polarization for Kac-Moody Lie algebra with symmetrizable Cartan matrix is proved in
Proposition 3.4.4 [4].
Proposition 3.21 (Proposition 3.4.5 in [8])
Let m be a positive integer and assume the following conditions:
(i) 〈hi, lλ0 + jαi0 〉 ≥ 0 for i 6= i0 and 0 ≤ j ≤ m,
(ii) dim(Vl)lλ0+kαi0 ≤
∑m
j=0 dim V (lλ0 + jαi0 )lλ0+kαi0 for 0 ≤ k ≤ m, where V (λ) is an irreducible
Uq(gI\i0)-module with highest weight λ,
(iii) There exists i1 ∈ I such that {i ∈ I | 〈hi0 , αi〉 < 0} = {i1},
(iv) −〈hi0 , lλ0 − αi1 〉 ≥ 0.
Then we have
Vl ∼= ⊕
m
j=0V (lλ0 + jαi0) as a Uq(gI\{i0})-module,
and Vl admits a crystal pseudobase as a U
′
q(g)-module.
4 Level-one representation and fusion construction
4.1 Construction of the polarization of V 1
The space V 1 ∼= V (Λ1)⊕ V (0) is endowed with a U
′
q(G
(1)
2 )-module structure as follows.
f0 6 = 2 , f0 4 = 3 , f0 3 = 4 , f0 2 = 6 ,
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f0 1 = · +
1
[2]1
02 , f0 · = [2]0 1 ,
f1 1 = 2 , f1 4 = 5 , f1 6 = 02 +
1
[2]2
01 +
1
[2]1
· ,
f1 02 = [2]2 6 , f1 5 = 4 , f1 2 = 1 ,
f2 2 = 3 , f2 3 = [2]2 4 , f2 4 = [3]2 6 , f2 5 = 01 +
[3]2
[2]1
02 ,
f2 01 = [2]2 5 ,f2 6 = 4 , f2 4 = [2]2 3 , f2 3 = [3]2 2 ,
e0 6 = 2 , e0 4 = 3 , e0 3 = 4 , e0 2 = 6 ,
e0 1 = · +
1
[2]1
02 , e0 · = [2]0 1 ,
e1 1 = 2 , e1 4 = 5 , e1 6 = 02 +
1
[2]2
01 +
1
[2]1
· ,
e1 02 = [2]2 6 , e1 5 = 4 , e1 2 = 1
e2 2 = 3 , e2 3 = [2]2 4 , e2 4 = [3]2 6 , e2 5 = 01 +
[3]2
[2]1
02 ,
e2 01 = [2]2 5 , e2 6 = 4 , e2 4 = [2]2 3 , e2 3 = [3]2 2 ,
qh0 = q−2h1−h2 ,
where · is the base of V (0).
We put
B1 = { i , 01 , 02 , i , · | i = 1, . . . 6}.
Let (, )1 be the polarization on the Uq(G2)-module V (Λ1). We shall define a symmetric bilinear form
(, ) on V 1 by (
· , u
)
=
(
u, ·
)
= 0 u ∈ V (Λ1),(
· , ·
)
= q0[2]0
(
1 , 1
)
1
,
(u, v) = (u, v)1 u, v ∈ V (Λ1).
By Lemma 3.20, we have(
a1 , a1
)
= q−22 [3]
−1
2
(
a2 , a2
)
= q−32 [3]
−1
2 [2]
−1
2
(
01 , 01
)
= q−11 [2]
−1
1
(
02 , 02
)
,
where a1 = 1, 2, 6, 6, 2, 1, a2 = 3, 4, 5, 5, 4, 3. It follows that (, ) is a polarization on the U
′
q(G
(1)
2 )-module
V 1.
Therfore we see that B1 is a crystal base and Kashiwara operators act as follows.
f˜0 6 = 2 , f˜0 4 = 3 , f˜0 3 = 4 , f˜0 2 = 6 , f˜0 1 = · , f˜0 · = [2]0 1 ,
f˜1 1 = 2 , f˜1 4 = 5 , f˜1 6 = 02 f˜1 02 = [2]2 6 , f˜1 5 = 4 , f˜1 2 = 1 ,
f˜2 2 = 3 , f˜2 3 = [2]2 4 , f˜2 4 = [3]2 6 , f˜2 5 = 01 , f˜2 01 = [2]2 5 , f˜2 6 = 4 ,
f˜2 4 = [2]2 3 , f˜2 3 = [3]2 2 ,
e˜0 6 = 2 , e˜0 4 = 3 , e˜0 3 = 4 , e˜0 2 = 6 , e˜0 1 = · , e˜0 · = [2]2 1 ,
e˜1 1 = 2 , e˜1 4 = 5 , e˜1 6 = 02 , e˜1 02 = [2]2 6 , e˜1 5 = 4 , e˜1 2 = 1
e˜2 2 = 3 , e˜2 3 = [2]2 4 , e˜2 4 = [3]2 6 , e˜2 5 = 01 , e˜2 01 = [2]2 5 , e˜2 6 = 4 ,
e˜2 4 = [2]2 3 , e˜2 3 = [3]2 2 ,
By checking of conditions of Definition 3.16, we have following proposition.
Proposition 4.1 B1 is a perfect crystal of level 1.
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4.2 Decomposition of the tensor product
The tensor product V 1 ⊗ V 1 is decomposed in the following way:
(V (Λ1)⊕ V (0))⊗ (V (Λ1)⊕ V (0))
∼= V (2Λ1)⊕ V (3Λ2)⊕ V (2Λ2)⊕ V (Λ1)
⊕3 ⊕ V (0)⊕2.
(4.2.1)
Lemma 4.2 Following vectors u2Λ1 , u3Λ2 , u2Λ2 , u
1
Λ1
, u2Λ1 , u
3
Λ1
, u10 and u
2
0 are the highest weight vectors
with the weights 2Λ1, 3Λ2, 2Λ2, Λ1, Λ1, Λ1, 0 and 0 respectively.
u2Λ1 = 1 ⊗ 1 ,
u3Λ2 = 1 ⊗ 2 − q
3
2 ⊗ 1 ,
u2Λ2 = 1 ⊗ 5 − q
3
2 ⊗ 4 +
[2]2
[3]2
q4 3 ⊗ 3 − q
7
4 ⊗ 2 + q
10
5 ⊗ 1 ,
u1Λ1 = 1 ⊗ · ,
u2Λ1 = · ⊗ 1 ,
u3Λ1 = 1 ⊗ 02 − [2]1q
6
2 ⊗ 6 +
[2]1
[3]2
q5 3 ⊗ 4 −
[2]1
[3]2
q6 4 ⊗ 3
+[2]1q
9
6 ⊗ 2 − q
12
02 ⊗ 1 ,
u10 = · ⊗ · ,
u20 = 1 ⊗ 1 − q
3
2 ⊗ 2 +
1
[3]2
q2 3 ⊗ 3 −
1
[3]2
q3 4 ⊗ 4
+
1
[3]2
q6 5 ⊗ 5 + q
6
6 ⊗ 6 −
q6
[2]2[3]2
01 ⊗ 01 −
q6
[2]1
02 ⊗ 02
+
q8
[3]2
5 ⊗ 5 + q
12
6 ⊗ 6 −
q11
[3]2
4 ⊗ 4 +
q12
[3]2
3 ⊗ 3
−q15 2 ⊗ 2 + q
18
1 ⊗ 1 −
q6
[2]1[2]3
01 ⊗ 02 −
q6
[2]1[2]3
02 ⊗ 01
−
q6
[2]21
02 ⊗ · −
q6
[2]21
· ⊗ 02 .
4.3 Calculation of the R-matrix
Let V 1x be U
′
q(g)-module Q[x, x
−1]⊗ V 1 with the actions of ei, fi, and ti given by x
δi0ei, x
−δi0fi, and ti,
respectively. The R-matrix for V 1 is an invertible Q[x, x−1, y, y−1]⊗ Uq(G2)-linear map
R(x, y) : Vx ⊗ Vy → Vy ⊗ Vx
satisfying following properties.
(1) R(x, y) ∈ Q(q)[x/y, y/x]⊗ EndQ(q)(V
1 ⊗ V 1).
(2) (R(y, z)⊗ 1)(1⊗R(x, z))(R(x, y)⊗ 1) = (1⊗R(x, y))(R(x, z)⊗ 1)(1⊗R(y, z)).
(3) R(x, y)R(y, x) ∈ Q(q)[x/y, y/x].
By the decomposition 4.2.1, Uq(G2)-linearlity and R = R(x, y), we have
R(u2Λ1) = a
2Λ1u2Λ1 , R(u3Λ2) = a
3Λ2u3Λ2 , R(u2Λ2) = a
2Λ2u2Λ2 ,
R(uiΛ1) =
3∑
j=1
aΛ1ij u
j
Λ1
(i = 1, 2, 3), R(ui0) =
2∑
j=1
a0iju
j
0 (i = 1, 2).
(4.3.1)
Consider the highest weight vectors given in Lemma 4.2. Then we have in V 1x ⊗ V
1
y :
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1. f
(2)
0 f1f
(3)
2 f1u
1
Λ1
= [2]1q
−3x−1y−1u2Λ1 ,
2. f
(2)
0 f1f
(3)
2 f1u
2
Λ1
= [2]1q
−3x−1y−1u2Λ1 ,
3. f
(2)
0 f1f
(3)
2 f1u
3
Λ1
= [2]1(x− q
6y)(x+ q12y)q−6x−2y−2u2Λ1 ,
4. e1e
(3)
2 e
(2)
1 e
(3)
2 e0e
(2)e
(3)
2 e1e0u
1
Λ1
= [2]1y(x+ y)u2Λ1 ,
5. e1e
(3)
2 e
(2)
1 e
(3)
2 e0e
(2)e
(3)
2 e1e0u
2
Λ1
= [2]1q
−6x(x + y)u2Λ1 ,
6. e1e
(3)
2 e
(2)
1 e
(3)
2 e0e
(2)e
(3)
2 e1e0u
3
Λ1
= [2]2q
5(q4 + 1)(x− q6y)u2Λ1 ,
7. f0u
1
Λ1
= [2]1q
−6y−1u2Λ1 ,
8. f0u
2
Λ1
= [2]1x
−1u2Λ1 ,
9. f0u
3
Λ1
= 0,
10. f
(2)
0 u
1
0 = [2]
2
1q
−3x−1y−1u2Λ1 ,
11. f
(2)
0 u
2
0 = q
−12(x2 + q30y2)x−2y−2u2Λ1 ,
12. f
(2)
1 f
(6)
2 f
(4)
1 f
(6)
2 f
(2)
1 f
(2)
0 f1f
(2)
2 f1f2f0f1f
(3)
2 f1f0u
1
0
= [2]21(q
4 + q2 + 1)q−8(q6y2 + x2)xyu2Λ1 ,
13. f
(2)
1 f
(6)
2 f
(4)
1 f
(6)
2 f
(2)
1 f
(2)
0 f1f
(2)
2 f1f2f0f1f
(3)
2 f1f0u
2
0 =
[2]2q
−10(q4 + q2 + 1)((q22 + q18)y2 + (q6 + 1)(q16 − q14 + q12 − 2q10 + q8 − 2q6 + q4 − q2 + 1)xy +
(q4 + 1)x2)xyuΛ1 ,
14. f
(2)
0 f1f
(3)
2 f
(2)
1 f
(3)
2 u3Λ2 = q
−3(x − q6y)(x+ y)x−2y−2u2Λ1 ,
15. f
(2)
0 f1f
(3)
2 f
1f
(2)
2 u2Λ2 = q
−8(q4 + q2 + 1)(x− q6y)(x− q10y)x−2y−2u2Λ1 .
From these equations and the relation [R,∆(X)] = 0 (X ∈ Uq(G2)), we obtain
a2Λ1(q
6y, x, (q4 + 1)[2]2q
4(x− q6y)) = (q6x, y, (q4 + 1)[2]2q
4(y − q6x)) t(aΛ1ij ),
a2Λ1(x, y, 0) = (y, x, 0)
t(aΛ1ij ),
a2Λ1([2]
2
1q
6, (x2 + q30y2)q−3x−1y−1) = ([2]21q
6, (y2 + q30x2)q−3x−1y−1) t(a0ij),
a2Λ1(s1(x, y), s2(x, y)) = (s1(y, x), s2(y, x))
t(a0ij),
(x− q6y)a2Λ1 = a3Λ2(y − q
6x),
(x− q6y)(x− q10y)a2Λ1 = a2Λ2(y − q
6x)(y − q10x),
where
s1(x, y) = [2]1(q
4 − a2 + 1)(x2 + q6y2)
s2(x, y) = (q
22 + q18)y2 + (q6 + 1)(q16 − q14 + q12 − 2q10 + q8 − 2q6 + q4 − q2 + 1)xy + (q4 + 1)x2.
Let P2Λ1 , P3Λ2 , P2Λ2 , PuiΛ1
(i = 1, 2, 3) and Pui0 (i = 1, 2) be the projection from V
1 ⊗ V 1 to V (2Λ1),
V (3Λ2), V (2Λ2), Uq(G2)u
i
Λ1
(i = 1, 2, 3) and Uq(G2)u
i
0 (i = 1, 2) respectively.
Proposition 4.3 Put z = xy−1. Since the R-matrix R(x, y) depends only on x/y, we denote R(z) =
R(x, y). Then we have
R(z)(u2Λ1) = (1− q
12z)(1− q10z)(1− q8z)(1− q6z)u2Λ1 ,
R(z)(u3Λ2) = (1− q
12z)(1− q10z)(1− q8z)(z − q6)u3Λ2 ,
R(z)(u2Λ2) = (1− q
12z)(z − q10)(1− q8z)(z − q6)u2Λ2 ,
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R(uiΛ1) =
3∑
j=1
aΛ1ij u
j
Λ1
(i = 1, 2, 3),
R(ui0) =
2∑
j=1
a0iju
j
0 (i = 1, 2).
Here (aΛ1ij ) and (a
0
ij) are given by
aΛ111 = (1− q
12z)(q6 − 1)(q2 + 1)z(−(q16 − q14 + q12 − q10 − q6)z − (q4 − q2 + 1)),
aΛ112 = (1− q
12z)q6(1− z)(q12z2 + (q12 − q6 − q4 − q2)z + 1),
aΛ113 = (1− q
12z)q3(q6 − 1)z(z − 1),
aΛ121 = (1− q
12z)q6(1− z)(q12z2 − (q10 + q8 + q6 − 1)z + 1),
aΛ122 = (1− q
12z)(q6 − 1)(q2 + 1)z((−q16 + q14 − q12)z + (q10 + q6 − q4 + q2 − 1)),
aΛ123 = (1− q
12z)q3(q6 − 1)(z − 1)z,
aΛ131 = (1− q
12z)q9(q12 − 1)(q4 + 1)(q2 + 1)z(1− z)(z − q6),
aΛ132 = (1− q
12z)q3(q12 − 1)(q4 + 1)(q2 + 1)(1− z)(q6 − z),
aΛ133 = (1− q
12z)(z − q6)(q6z2 + (q18 − q12 − q10 − q8 − q6 + 1)z + q12),
a011 = q
30z4−q24(q4+1)(q2+1)z3+(q36−q30+q22+q20+2q18+q16+q14−q6+1)z2−q6(q4+1)(q2+1)z+q6,
a012 = −q
3(q12 − 1)(q6 + 1)(1− z)(1 + z)z,
a021 = −q
3 q
6−1
q4−q2+1 (1− z)(1+ z)((q
22+ q18)+ (q40− q38+ q36− q34− q30− q26− q20− q14− q10− q6+ q4−
q2 + 1)z + (q22 + q18)z2),
a022 = q
30−q24(q4+1)(q2+1)z+(q36−q30+q22+q20+2q18+q16+q14−q6+1)z2−q6(q4+1)(q2+1)z3+q6z4.
4.4 Fusion construction
Let l be a positive integer and Sl the symmetric group of order l. Let si be the simple reflection (the
permutation of i and i + 1). Let l(w) be the length of w ∈ Sl. Then for any w ∈ Sl, we can define
Rw(x1, . . . , xl) : Vx1 ⊗ · · · ⊗ Vxl → Vxw(1) ⊗ · · · ⊗ Vxw(l) as follows:
R1(x1, . . . , xl) = 1.
Rsi(x1, . . . , xl) =
(
⊗j<iidVxj
)
⊗R(xi, xi+1)⊗
(
⊗j>i+1idVxj
)
.
For w, w′ with l(ww′) = l(w) + l(w′),
Rww′(x1, . . . , xl) = Rw′(xw(1), . . . , xw(l)) ◦Rw(x1, . . . , xl).
Fix r ∈ Z>0. For each l ∈ Z>0, we put
Rl = Rw0
(
qr(l−1), qr(l−3), . . . , q−r(l−1)
)
:
Vqr(l−1) ⊗ Vqr(l−3) ⊗ · · · ⊗ Vq−r(l−1) → Vq−r(l−1) ⊗ Vq−r(l−3) ⊗ · · · ⊗ Vqr(l−1) ,
where w0 ∈ Sl is the permutation given by i 7→ l + 1 − i. Then Rl is a U
′
q(g)-linear homomorphism. We
define
Vl = ImRl.
Hence taking Λ1 − 2Λ0 as λ0 in Definition 3.16. By Proposition 4.3, we have
ϕ(z) = (1− q12z)(1− q10z)(1− q8z)(1− q6z).
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Puting
r = 3.
We see that
ϕ(q2kr) does not vanish for any k > 0.
By Proposition 4.3, we see
R(q2r)(u2Λ1) = (1 − q
18)(1− q16)(1− q14)(1− q12),
R(q2r)(u1Λ1) =
3∑
j=1
aΛ11j u
j
Λ1
,
R(q2r)(u10) =
2∑
j=1
a01ju
j
0,
R(q2r)(u2Λ2) = 0,
R(q2r)(u1Λ1 − u
2
Λ1) = 0,
R(q2r)(u3Λ1) = 0,
R(q2r)(q3(q12 − q6 + 1)u10 − (q
6 + 1)u20) = 0.
Then N = ker R(q2r) contains u3Λ2 , u2Λ2 , u
1
Λ1
− u2Λ1 , u
3
Λ1
and q3(q12 − q6 + 1)u10 − (q
6 + 1)u20. Therefore
by (4.2.1), we have
N ∼= Uq(G2)u3Λ2 ⊕ Uq(G2)u2Λ2 ⊕ Uq(G2)u
3
Λ1
⊕Uq(G2)(u
1
Λ1 − u
2
Λ1)⊕ Uq(G2)(q
3(q12 − q6 + 1)u10 − (q
6 + 1)u20).
Then we have
dim(V ⊗2/N) = dim

 2⊕
j=0
V (jΛ1)


= ♯
{
b ⊗ a
∣∣∣ a b ∈ B(2Λ1)}
+♯
{
a ⊗ ·
∣∣∣ a ∈ B(Λ1)}+ ♯{ · ⊗ · }
where a, b ∈ {1, . . . , 6, 01, 02, 6, . . . , 1}.
Hence,
dim
(
V ⊗l
/∑
V i ⊗N ⊗ V ⊗(l−2−i)
)
= ♯
{
bn ⊗ · · · ⊗ b1 ⊗ · ⊗ · · · ⊗ ·
∣∣∣∣∣ bi bi+1 ∈ B(2Λ1)· b1 ∈ B(Λ1) , 0 ≤ i < n ≤ l
}
= dim

 l⊕
j=0
V (jΛ1)

 .
By (3.3.10) of [9], Vl is the quotient of V
⊗l
/∑l−2
i=0 V
⊗i ⊗N ⊗ V (l−2−i) .
Therefore we have,
dim(Vl)λ ≤
l∑
j=0
dimV (j(Λ1 − 2Λ0))λ.
We set i0 = 0, then 〈h1, λ0〉 = 1, 〈h2, λ0〉 = 0, {i1} = {1}, 〈h0, λ0〉 = −2. Therefore applying Proposition
3.21, we obtain the following results.
Proposition 4.4
1. Vl has a crystal pseudobase.
2. Vl ∼=
⊕l
j=0(V (j(Λ1 − 2Λ0))) as a Uq(G2)-module.
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5 Perfectness of the crystals
The algebra Uq(G
(1)
2 ) is Q(q)-algebra generated by {ei, fi, ti, t
−1
i (i ∈ I = {0, 1, 2})}. Let Uq((G
(1)
2 )J ) be a
Q(q)-algebra generated by {ei, fi, ti, t
−1
i (i ∈ J ⊂ I)}.
The algebras Uq((G
(1)
2 ){1,2}) and Uq((G
(1)
2 ){0,1}) are isomorphic to Uq(G2) and Uq(A2) respectively. Let
J0 = {1, 2} and J2 = {1, 0} be the index set of A2 and G2, respectively. We define ıi : Ji → I by ıi(j) = j
(i = 0, 2). In order to show that the crystal Bl is perfect, we have to show the following conditions.
(1) There exists a crystal base of Uq(G2) isomorphic to ı
∗
0(B
l).
There exists a crystal base of Uq(A2) isomorphic to ı
∗
2(B
l). Crystal base Bl is connected.
(2) For any b ∈ Bl, 〈c, ϕ(b)〉 ≥ l.
(3) The maps ε and ϕ:Bl = {b ∈ B
l | 〈c, ε(b)〉 = l} −→ (P+cl )l = {λ ∈
∑
Z≥0Λi | 〈c, λ〉 = 1} are
bijective.
(4) Crystal graph of Bl ⊗Bl is connected.
At first we construct crystal Bl which satisfies condition (1) (§5.2, §5.3). Then we prove conditions (2)(3)
in §5.4, and (4) in §5.5.
5.1 Preparation
Let BA2(λ) (resp. BG2(λ)) be a crystal base of Uq(A2) (resp. Uq(G2)) with the highest weight λ. We
write b1 · · · bn instead of Young tableau b1 · · · bn . We introduce following notations:
a
k
=
k︷ ︸︸ ︷
a · · · a (a = 1, . . . , 6, 01, 02, 6, . . . , 1),
C
k
= f˜k1 6
k
=


6
k
2 6
k
2 , k ≡ 0 (mod 2),
6
[ k2 ] 02 6
[ k2 ] , k ≡ 1 (mod 2),
W
k
= f˜k2 2
k
=


2
2k
3 6
k
3 k ≡ 0 (mod 3),
2
2[ k3 ] 3 6
[ k3 ] k ≡ 1 (mod 3),
2
2[ k3 ]+1 4 6
[ k3 ] k ≡ 2 (mod 3),
W
k
= e˜k2 2
k
=


6
k
3 2
2k
3 k ≡ 0 (mod 3),
6
[ k3 ] 3 2
2[ k3 ] k ≡ 1 (mod 3),
6
[ k3 ] 4 2
2[ k3 ]+1 k ≡ 2 (mod 3).
Then we easily have
C
k
= 6 C
k−2
6 , (5.1.1)
W
k
= 2
2
W
k−3
6 , (5.1.2)
W
k
= 6 W
k−3
2
2
, (5.1.3)
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f˜1 C
k
= C
k−1
6 , (5.1.4)
e˜2 W
k
= 2 W
k−1
, (5.1.5)
e˜2 W
k
= 6 W
k−2
2 . (5.1.6)
Proposition 5.1 For C
k
, W
k
, W
k
(k ∈ Z≥0), We have
Red2
(
C
k
)
= u0, (5.1.7)
Red1
(
W
k
)
= u0, (5.1.8)
Red1
(
W
k
)
= u0. (5.1.9)
Proof We prove (5.1.7). By Definition 3.4 and (3.1.1) we have
Ψ2
(
C
2k
)
= Ψ2
(
6
k
6
k
)
= u3k+ u
3k
− ,
Red2
(
C
2k
)
= u0,
Ψ2
(
C
2k+1
)
= Ψ2
(
6
k
02 6
k
)
= u3k+ u0u
3k
− ,
Red2
(
C
2k+1
)
= u0.
In a similar way, we can prove (5.1.8), (5.1.9). ✷
We use the following notations for b ∈ BA2(mΛ1 + nΛ2),
b =
bm+n1 · · · b
m+1
1 b
m
1 · · · b
1
1
bm+n2 · · · b
m+1
2
∈ BA2(mΛ1 + nΛ2)
= bm+n1 , b
m+n
2
· · · bm+11 , b
m+1
2 b
m
1
· · · b11 . (5.1.10)
The highest weight element is given by
1 · · · 1 1 · · · 1
2 · · · 2
= 1, 2
n
1
m
.
Proposition 5.2 Fix l ∈ Z>0. Take i, j, p such that 0 ≤ i ≤
[
l
2
]
, i ≤ j ≤ l − i, 0 ≤ p ≤ j. Let
b ∈ BA2((i+ j)Λ1 + lΛ2) be the highest weight element. Let b ∈ B
A2((i+ j)Λ1 + lΛ2) be the lowest weight
element. Then we have
ε2
(
f˜ l+j1 f˜
l
2b
)
= 0, (5.1.11)
ϕ2
(
f˜ l+j1 f˜
l
2b
)
= j, (5.1.12)
f˜p2 f˜
l+j
1 f˜
l
2b = f˜
l+j−p
1 f˜
l+p
2 f˜
p
1 b, (5.1.13)
f˜ l+j−p1 f˜
l+p
2 f˜
p
1 b = e˜
i
1e˜
l−p
2 b. (5.1.14)
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Proof By Proposition 3.13, we have
b = 1, 2
l
1
i+j
,
b = 2, 3
l
3
i+j
.
We prove (5.1.11), (5.1.12). Using Proposition 3.9, we have
Ψ2(b) = u
i+j
0 (u0u+)
l,
Red2
(
b
)
= ul+.
Then we have
f˜ l2b = 1, 3
l
1
i+j
.
Similarly, we have
f˜ l+j1 f˜
l
2b = 1, 3
i
2, 3
l−i
2
i+j
.
Using Proposition 3.9, we have
Ψ2
(
1, 3
i
2, 3
l−i
2
i+j
)
= ui+j+ (u+u−)
l−i(u0u−)
i,
Red2
(
1, 3
i
2, 3
l−i
2
i+j
)
= uj+.
Therefore, we have
ε2
(
1, 3
i
2, 3
l−i
2
i+j
)
= 0,
ϕ2
(
1, 3
i
2, 3
l−i
2
i+j
)
= j.
Relations (5.1.13), (5.1.14) can be proved by using
f˜ l+j−p1 f˜
l+p
2 f˜
p
1 b = 1, 3
i
2, 3
l−i
2
i+j−p
3
p
.
✷
Proposition 5.3 Let b be the highest weight element of the crystal base BA2(kΛ1+jΛ2) of Uq(A2). Then
for 0 ≤ q < p ≤ j we have,
f˜1f˜2
(
f˜ q1 f˜
p
2 b
)
= f˜2f˜1
(
f˜ q1 f˜
p
2 b
)
.
Proof By (5.1.10), we have
b = 1, 2
j
1
k
.
Using Proposition 3.9, we have
Ψ2(b) = u
k
0(u0u+)
j ,
Red2
(
b
)
= uj+.
Therefore we have
f˜p2 b = 1, 2
j−p
1, 3
p
1
k
.
Using Proposition 3.9 again, we have
Ψ1
(
f˜p2 b
)
= uk+(u+u−)
p(u+u−)
j−p.
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Thus we have
f˜ q1 f˜
p
2 b =


1, 2
j−p
1, 3
p
1
k−q
2
q
(k > q),
1, 2
j−p
1, 3
p−q+k
2, 3
q−k
2
k
(k ≤ q).
In a similar way we have,
f˜2f˜1
(
f˜ q1 f˜
p
2 b
)
= f˜1f˜2
(
f˜ q1 f˜
p
2 b
)
=


1, 2
j−p
1, 3
p
1
k−q−1
2
q
3 (k ≥ q),
1, 2
j−p
1, 3
p−q+k−1
2, 3
q−k+1
2
k−1
3 (k < q).
In a similar way, we have the following Proposition.
Proposition 5.4 Let b be the highest weight element of BA2(kΛ1 + jΛ2). For 0 ≤ p ≤ j, 0 ≤ s ≤ k, we
have
e˜1f˜
s
2 f˜
p+s+1
1 f˜
p
2 b = f˜
s
2 f˜
p+s
1 f˜
p
2 b 6= f˜
s+1
2 f˜
p+s
1 f˜
p−1
2 b, (5.1.15)
e˜1f˜
s+1
2 f˜
p+s+1
1 f˜
p
2 b = f˜
s+2
2 f˜
p+s
1 f˜
p−1
2 b 6= f˜
s+1
2 f˜
p+s
1 f˜
p
2 b. (5.1.16)
Proposition 5.5 Let b be the highest weight element of crystal base BA2(kΛ1 + jΛ2). For an element
f˜ q1 f˜
p
2 b (p ≤ q ≤ p+ k), we have
ϕ2
(
f˜ q1 f˜
p
2 b
)
= j + q − 2p. (5.1.17)
Proof Using Proposition 3.9 we have,
Red2
(
f˜ q1 f˜
p
2 b
)
= uj+p−2q+ .
Proposition 5.6 For b ∈ BG2(lΛ) such that f˜2b 6= 0, there exists unique k
′ ∈ {0, . . . , ϕ2(b)− 1} such that
ϕ1(f˜
(k+1)
2 (b)) =
{
ϕ1(f˜
(k)
2 (b)) k ≤ k
′,
ϕ1(f˜
(k)
2 (b)) + 1 k > k
′.
where k = 0, . . . , ϕ2(b)− 1.
Proof Put b = b1⊗· · ·⊗bl, and r1r2 · · · rε1(b)+ϕ1(b) = RedN(b). Let k1 be rε1(b) if ε1(b) 6= 0, 0 if ε1(b) = 0.
By Proposition 3.3, there exists integers k2 ∈ Z≥0 such that
f˜2b = b1 ⊗ · · · ⊗ f˜2bk2 ⊗ · · · ⊗ bl.
First we consider Ψ1(f˜2bk2), using u+, u− in Defnition 3.4.
if bk2 = 2 , 5 , 6 , 4 , then Ψ1(bk2) = u
n
−, Ψ1(f˜2bk2) = u
n−1
− (n = 1, 2). (5.1.18)
if bk2 = 3 , 4 , 01 , 3 , then Ψ1(bk2) = u
n′
+ , Ψ1(f˜2bk2) = u
n′+1
+ (n = 0, 1). (5.1.19)
We consider Ψ1(f˜2b). By Remark 3.10, we have Red1(b) = u
ε1(b)
− u
ϕ1(b)
+ .
The case of 1 ≤ k2 ≤ k1.
If (5.1.18), we see that
Red1(f˜2b) = u
ε1(b)−1
− u
ϕ1(b)
+ . (5.1.20)
If (5.1.19), we see that the increased u+ is paired with a neighboring u− and reduced. Then we have
(5.1.20).
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The case of k1 + 1 ≤ k2 ≤ l.
If (5.1.18), the decreased u− is paired with u+ in Ψ1(b). Then we see
Red1(f˜2b) = u
ε1(b)
− u
ϕ1(b)+1
+ . (5.1.21)
If (5.1.19), we see (5.1.21).
Therefore, we have ϕ1(f˜2b) equals ϕ1(b) or ϕ1(b) + 1.
Put f˜2b = b
′ = b′1 ⊗ · · · ⊗ b
′
l. If f˜2b
′ 6= 0, we have
f˜2b
′ = b′1 ⊗ · · · ⊗ f˜2bk′2 ⊗ · · · ⊗ b
′
l,
where k′2 ∈ Z≥0. Here the action of f˜2 is given by changing the leftmost u+ to u− in Red2(b) and
Red2(b
′) = u
ε1(b
′)
− u
ϕ1(b
′)
+ . Then we see that k
′
2 ≥ k2.
Thus we have the proposition.
5.2 Construction of crystal base Bl of Uq(G
(1)
2 )
5.2.1 Structure of Bl
As we noted earlier, Uq((G
(1)
2 ){1,2}) is isomorphic to Uq(G2) and Uq((G
(1)
2 ){1,0}) is isomorphic to Uq(A2).
Since the structure of Uq(A2) is simpler than that of Uq(G2), we define the actions of f˜0 on Uq(G2) by
expoiting operators on Uq(A2). In view of isomorphism between Uq((G
(1)
2 ){1,0}) and Uq(A2), we write
{1, 0} as index set of roots of Uq(A2). The affine crystal B
l for Uq(G
(1)
2 ) is constructed on G
l with f˜G0 .
Definition 5.7 Fix l ∈ Z>0. We define crystal base G
l of Uq(G2) and crystal base A of Uq(A2) as follows.
Gl =
l⊕
n=0
BG2(nΛ1),
Ai =
⊕
i≤j1,j0≤l−i
BA2 , (j1Λ1 + j0Λ0)
A =
[ l2 ]⊕
i=0
Ai.
We denote f˜i, e˜i, ϕi, εi, wt, wti (i = 1, 0) on A by f˜
A
i , e˜
A
i , ϕ
A
i , ε
A
i , wt
A, wtAi respectively. In a similar
way, we denote f˜i, e˜i, ϕi, εi, wt, wti (i = 1, 2) on G by f˜
G
i , e˜
G
i , ϕ
G
i , ε
G
i , wt
G, wtGi respectively.
Proposition 5.8
♯Gl = ♯A
Proof The proposition amounts to show
l∑
n=0
♯BG2(nΛ1) =
[ l2 ]∑
i=0
∑
i≤j1,j2≤l−i
♯BA2(j1Λ1 + j2Λ2). (5.2.1)
Let ∆+ be the set of positive roots, put δ = 12
∑
β∈∆+ β, and let d(Λ) be the dimension of finite dimensinal
irreducible representation with highest weight Λ. Then we have
d(Λ) = Π
β∈∆+
(Λ + δ, β)
(δ, β)
by [13]. Therefore, we have
♯BG2(nΛ1) = (n+ 1)
(
1
2
n+ 1
)(
2
3
n+ 1
)(
3
4
n+ 1
)(
3
5
n+ 1
)
,
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♯BA2(n1Λ1 + n2Λ2) =
1
2
(n1 + 1)(n2 + 1)(n1 + n2 + 2).
By calculation, we see that
♯BG2(lΛ1) =
[ l2 ]∑
i=0

l−i−1∑
k=i
♯BA2(kΛ1 + (l − i)Λ2) +
l−i∑
j=i
♯BA2((l − i)Λ1 + jΛ0)

 . (5.2.2)
Thus, we have (5.2.1). ✷
By Proposition 5.8, we can construct one-to-one correspondence between Gl and A as sets.
Let b
l,i
(j1,j0) ∈ Ai be the heighest weight element with weight j1Λ1 + j0Λ0. Let b
l,i
(−j1,−j0)
∈ Ai be the
lowest weight element with weight −j1Λ1 − j0Λ0. Elements b
l,i
(j1,j0) and b
l,i
(−j0,−j1)
satisfy
b
l,i
(j1,j0) =
(
e˜A0
)j0 (
e˜A1
)j1+j0 (
e˜A0
)j1
b l,i(−j0,−j1).
For a Lie algebra of type A2, it is known that all elements b in the crystal base B
A2(jiΛ1 + j0Λ0) are
uniquely expressed as
b =
(
f˜A0
)r (
f˜A1
)q (
f˜A0
)p
b
l,i
(j1,j0) (0 ≤ p ≤ j0, p ≤ q ≤ p+ j1, 0 ≤ r ≤ j0 + q − 2p), (5.2.3)
It is possible that there exists crystal bases with same highest weight in Ai and Ai′ (i 6= i
′). To distinguish
them, we define crystal base Bi(j1,j0) ⊂ Ai by
Bi(j1,j0) =
{(
f˜A0
)r (
f˜A1
)q (
f˜A0
)p
b
l,i
(j1,j0)
∣∣∣ 0 ≤ p ≤ j0, p ≤ q ≤ p+ j1, 0 ≤ r ≤ j0 + q − 2p} . (5.2.4)
By calculation, we have the following proposition.
Proposition 5.9 For Bi(k,j) (i < k, j ≤ l − i), we have
Bi(k,j)
∖ ({(
f˜A1
)q (
f˜A0
)p
b
l,i
(k,j)
∣∣∣∣ i<k,j≤l−i0≤p≤j,0≤q≤p+k
}
⊔
{(
e˜A1
)q (
e˜A0
)p
b l,i(−j,−k)
∣∣∣∣ i<k,j≤l−i0≤p≤j,0≤q≤p+k
})
∼= BA2((k − 1)Λ1 + (j − 1)Λ0).
(5.2.5)
For l ∈ Z>0, we define
A
(l)
i =

 ⊔
i≤k≤l−i
Bi(k,i)

⊔

 ⊔
i<j≤l−q
Bi(i,j)


⊔ ⊔
i<k,j≤l−i
0≤p≤j,0≤q≤p+k
(
f˜A1
)q (
f˜A0
)p
b
l,i
(k,j)

⊔

 ⊔
i<k,j≤l−i
0≤p<k,0≤q≤p+j
(
e˜A1
)q (
e˜A0
)p
b l,i(−j,−k)

 ,
A(l) =
⊔
0≤i≤[ l2 ]
A
(l)
i .
Proposition 5.10 For l ∈ Z>0, we have
♯BG2(lΛ1) = ♯A
(l).
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Proof By Proposition 5.9, we have
♯BA2 ((l − i)Λ1 + (l − k)Λ0) = ♯B
i
(k,i)
+
l−i−k∑
m=1
♯
{(
f˜A1
)q (
f˜A0
)p
b
l,i
(k+m,i+m)
∣∣∣∣ 0 ≤ p ≤ i+m0 ≤ q ≤ p+ k +m
}
+
l−i−k∑
m=1
♯
{(
e˜A1
)q (
e˜A0
)p
b l,i(−i−m,−k−m)
∣∣∣∣ 0 ≤ p < k +m0 ≤ q ≤ p+ i+m
}
,
♯BA2 ((l − j)Λ1 + (l − i)Λ0) = ♯B
i
(i,j)
+
l−i−j∑
m=1
♯
{(
f˜A1
)q (
f˜A0
)p
b
l,i
(i+m,j+m)
∣∣∣∣ 0 ≤ p ≤ j +m0 ≤ q ≤ p+ i+m
}
+
l−i−j∑
m=1
♯
{(
e˜A1
)q (
e˜A0
)p
b l,i(−j−m,−i−m)
∣∣∣∣ 0 ≤ p < i+m0 ≤ q ≤ p+ j +m
}
.
By (5.2.2), we have
[ l2 ]∑
i=0

 l−i∑
k=i
♯BA2((l − k)Λ1 + (l − i)Λ0) +
l−i∑
j=i+1
♯BA2((l − i)Λ1 + (l − j)Λ0)

 = ♯BG2(lΛ1).
✷
By Proposition 5.9 and Proposition 5.10, we have the following lemma.
Lemma 5.11 For l ∈ Z>0 we have
Gl \ A(l) ∼= Gl−1.
as crystal base of Uq(A2).
5.2.2 Operators EA and FA on A
We are going to define operators EA and FA on A which satisfy properties
(C1) for b, b′ ∈ A, EAb = b
′, if and only if FAb
′ = b,
(C2) for b ∈ A, EAf˜
A
0 (b) = f˜
A
0 EA(b),
(C3) for b ∈ A, max{m | FmA b 6= 0} −max{m
′ | Em
′
A b 6= 0} = −2wt
A
1 (b)− wt
A
0 (b).
Operators EA and FA are counterpart of e˜
G
2 and f˜
G
2 , respectively. In view of Lemma 5.2.5 and (C2) we
define EA and FA inductively. If l = 0, A is trivial. If l > 0, we use following relation for induction
EA
((
f˜A1
)q (
f˜A0
)p
b
l,i
(k,j)
)
= e˜A0
(
EA
((
f˜A1
)q−1 (
f˜A0
)p
b
l−1,i
(k−1,j−1)
))
. (5.2.6)
Put A
(l)
+ = {b | e˜0(b) = 0}. Using Proposition 3.9, we see that A
(l)
+ is given by
A
(l)
+ =
{(
f˜A1
)q (
f˜A0
)p
b
l,i
(k,j)
∣∣∣∣0 ≤ i ≤
[
l
2
]
, i ≤ k, j ≤ l − i, 0 ≤ p ≤ j, p ≤ q ≤ p+ k
}
.
By (C1) and (C2), it is sufficient to define the operator EA for b ∈ A
(l)
+ .
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Definition 5.12 We define EA by
EA
((
f˜A1
)q (
f˜A0
)p
b
l,i
(k,j)
)
=


(
f˜A1
)q (
f˜A0
)p
b
l,i
(k−1,j), (a1)(
f˜A1
)q+1 (
f˜A0
)p+1
b
l,i
(k,j+1), (a2)(
f˜A1
)q+1 (
f˜A0
)p
b
l,i+1
(k+1,j−1), (a3)(
f˜A1
)q+1 (
f˜A0
)p
b
l,i
(k+1,j−1), (a4)(
f˜A1
)q+1 (
f˜A0
)p
b
l,i−1
(k+1,j−1), (a5)
0, (a6)
e˜A0
(
EA
((
f˜A1
)q−1 (
f˜A0
)p
b
l−1,i
(k−1,j−1)
))
. (5.2.6)
Conditions for (a1)-(a6) and (5.2.6) are as follows:
(1) If i < k ≤ l − i, i < j ≤ l − i,
(i) if 0 ≤ q ≤ j − 1−
[
j−k
3
]
, p = min(q, j), then the action of EA is given by (a1),
(ii) if j < l − i, j −
[
j−k
3
]
≤ q ≤ j + k, p = min(q, j), then the action of EA is given by (a2),
(iii) if j = l − i, j −
[
j−k
3
]
≤ q ≤ j + k, p = min(q, j), then the action of EA is given by (a6),
(iv) if 0 ≤ p ≤ j − 1, p+ 1 ≤ q ≤ p+ k, then we use induction (5.2.6).
(2) If k = i, i+ 2 ≤ j ≤ l− i,
(i) if 0 ≤ p ≤ j − 1−
[
j−i
3
]
, p ≤ q ≤ p+ i then the action of EA is given by (a3),
(ii) if j < l − i,j −
[
j−i
3
]
≤ p ≤ j, p ≤ q ≤ p+ i then the action of EA is given by (a2),
(iii) if j = l − i, j −
[
j−i
3
]
≤ p ≤ j, p ≤ q ≤ p+ i then the action of EA is given by (a6).
(3) If k = i, j = i+ 1,
(i) if 0 ≤ p ≤ i, p ≤ q ≤ p+ i then the action of EA is given by (a4),
(ii) if p = i+ 1, p ≤ q ≤ p+ i then the action of EA is given by (a2).
(4) If k = i, j = i,
(i) if 0 ≤ p ≤ i− 1, p ≤ q ≤ p+ i then the action of EA is given by (a5),
(ii) if p = i, i ≤ q ≤ 2i then the action of EA is given by (a2).
(5) If i+ 1 ≤ k ≤ l − i, j = i,
(i) if 0 ≤ p ≤ i, p ≤ q ≤ p− 1−
[
i−k
3
]
then the action of EA is given by (a1),
(ii) if p = i, p−
[
i−k
3
]
≤ q ≤ p+ k then the action of EA is given by (a2),
(iii) if 0 ≤ p ≤ i− 1, p−
[
i−k
3
]
≤ q ≤ p+ k then the action of EA is given by (a5).
27
By (C1) and definition of EA, we see the action of FA on A
(l)
+ is given by
FA
((
f˜A1
)q (
f˜A0
)p
b
l,i
(k,j)
)
=


f˜ q1 f˜
p
0 b
l,i
(k+1,j), (a1)
′
f˜ q−11 f˜
p−1
0 b
l,i
(k,j−1), (a2)
′
f˜ q−11 f˜
p
0 b
l,i−1
(k−1,j+1), (a3)
′
f˜ q−11 f˜
p
0 b
l,i
(k−1,j+1), (a4)
′
f˜ q−11 f˜
p
0 b
l,i+1
(k−1,j+1), (a5)
′
0, (a6)′
e˜A0
(
FA
((
f˜A1
)q−1 (
f˜A0
)p
b
l−1,i
(k−1,j−1)
))
. (5.2.6)′
As in the case of EA, we use induction (5.2.6)
′. Conditions for (a1)′-(a6)′ are as follows:
(1) If i < k ≤ l − i, i < j ≤ l − i,
(i) if k < l − i, 0 ≤ q ≤ j − 1−
[
j−k−1
3
]
, p = min(q, j), then the action of FA is given by (a1)
′,
(ii) if k = l − i, 0 ≤ q ≤ j − 1−
[
j−k−1
3
]
, p = min(q, j), then the action of FA is given by (a6)
′,
(iii) if j −
[
j−k−1
3
]
≤ q ≤ j + k, p = min(q, j), then the action of FA is given by (a2)
′,
(iv) if 0 ≤ p ≤ j − 1, p+ 1 ≤ q ≤ p+ k, then we use induction (5.2.6)′.
(2) If k = i, i+ 1 ≤ j ≤ l − i,
(i) if 0 ≤ p ≤ j − 1−
[
j−k−1
3
]
, q = p then the action of FA is given by (a1)
′,
(ii) if 0 ≤ p ≤ j − 1−
[
j−k−1
3
]
, p+ 1 ≤ q ≤ p+ k + 1 then the action of FA is given by (a3)
′,
(iii) if j −
[
j−k−1
3
]
≤ p ≤ j, p ≤ q ≤ p+ k, then the action of FA is given by (a2)
′.
(3) If k = i, j = i,
(i) if 0 ≤ p ≤ i, p = q then the action of FA is given by (a2)
′,
(ii) if 0 ≤ p ≤ i, p+ 1 ≤ q ≤ p+ i then the action of FA is given by (a3)
′.
(4) If k = i+ 1, j = i,
(i) if 0 ≤ p ≤ i, p = q then the action of FA is given by (a2)
′,
(ii) if 0 ≤ p ≤ i, p+ 1 ≤ q ≤ p+ i+ 1 then the action of FA is given by (a4)
′.
(5) If i+ 2 ≤ k ≤ l − i, j = i,
(i) if 0 ≤ p ≤ i, p ≤ q ≤ p− 1−
[
i−k−1
3
]
then the action of FA is given by (a1)
′,
(ii) if 0 ≤ p ≤ i, p−
[
i−k−1
3
]
≤ q ≤ p+ k then the action of FA is given by (a5)
′.
For b ∈ A, we put
εA(b) = max{m | F
m
A b 6= 0},
ϕA(b) = max{m
′ | Em
′
A b 6= 0}.
We verify that EA is well-defined. By the definition of FA, we see that for b, b
′ ∈ A
(l)
+ ,
if EA(b) = EA(b
′) 6= 0, then b = b′. (5.2.7)
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In order to verify (C2), we prove that EA(f˜
A
0 (b)) 6= 0 if and only if f˜
A
0 (EA(b)) 6= 0. For this, it is sufficient
to prove that for b ∈ A
(l)
+ ,
ϕ0(b) = ϕ0(EAb). (5.2.8)
Using Proposition 5.5, we have following formula in the case of (a1) of Definition 5.12,
ϕ0
(
f˜ q1 f˜
p
0 b
l,i
(k,j)
)
= j + q − 2p,
ϕ0
(
EAf˜
q
1 f˜
p
0 b
l,i
(k,j)
)
= ϕ0
(
f˜ q1 f˜
p
0 b
l,i
(k−1,j)
)
= j + q − 2p.
In a similar way we can prove other cases. Therefore we see that for b ∈ A such that EA(b) 6= 0, f˜
A
0 b 6= 0
we have EA
(
f˜A0 b
)
6= 0. Similarly we can show that for b ∈ A such that EA(b) = 0 or f˜
A
0 b = 0 we have
EA
(
f˜A0 b
)
= 0.
We verify (C3). By calcualtion, we see
wtA
(
f˜ q1 f˜
p
0 b
l,i
(k,j)
)
= (k + p− 2q)Λ1 + (j − 2p+ q)Λ0. (5.2.9)
If the action of EA is given by (a1), we have
wtA
(
EAf˜
q
1 f˜
p
0 b
l,i
(k,j)
)
= wtA
(
f˜ q1 f˜
p
0 b
l,i
(k−1,j)
)
= (k − 1 + p− 2q)Λ1 + (j − 2p+ q)Λ0.
Therefore, we have
− 2wtA1 (EAb)− wt
A
0 (EAb) = −2wt
A
1 (b)− wt
A
0 (b) + 2. (5.2.10)
Similarly we can show (5.2.10) when the action of EA is given by (a2) - (a5).
We prove (C3) for b =
(
f˜A1
)q (
f˜A0
)p
b
l,i
(l−i,j) ∈ A
(l)
+ where i ≤ j ≤ l − i, 0 ≤ p ≤ j, p ≤ q ≤ p+ l − i. By
Definition 5.12, b satisfies FA(b) = 0 and
εA(b) = 2l− 2i+ j − 3q. (5.2.11)
1. If 0 ≤ p = q ≤
[
i+j
2
]
,
The action of EA on f˜
p
1 f˜
p
0 b
l,i
(k,j) (i < k ≤ l − i) is given by (a1). Then we have
El−2iA (b) = f˜
p
1 f˜
p
0 b
l,i
(i,j).
If
[
j−i
2
]
> 0, the action of EA on f˜
p
1 f˜
p
0 b
l,i
(i,j) is given by (a3). We put x =
i+j
2 , xˆ =
i+j+1
2 . Then we
have
E
l−3i+[x]
A (b) =
{
f˜p+xˆ−i−11 f˜
p
0 b
l,xˆ−1
(xˆ−1,xˆ) j − i is odd,
f˜p+x−i1 f˜
p
0 b
l,x
(x,x) j − i is even.
If i− j is odd, the action of EA on f˜
p+xˆ−i−1
1 f˜
p
0 b
l,xˆ−1
((xˆ−1),xˆ) is given by (a4). Then we have
E
l−3i+[x]
A (b) = f˜
p+xˆ−i
1 f˜
p
0 b
l,xˆ−1
(xˆ,(xˆ−1)).
If j − p− [xˆ − i] > 0, then the action of EA on f˜
p+x−i
1 f˜
p
0 b
l,x
(x,x), f˜
p+xˆ−i
1 f˜
p
0 b
l,xˆ−1
(xˆ,xˆ−1) are given by (a5).
Then we have
El−2i+j−pA (b) = f˜
j
1 f˜
p
0 b
l,p
(j+i−p,p).
Moreover, the action of EA on f˜
j
1 f˜
p
0 b
l,p
(j+i−p,p) is given by (a2). Then we have
E2l−2i+j−3pA (b) = f˜
l+j−2p
1 f˜
l−p
0 b
l,p
(j+i−p,l−p). (5.2.12)
Finally, the action of EA on f˜
l+j−2p
1 f˜
l−p
0 b
l,p
(j+i−p,l−p) is given by (a6). Then we have
E2l−2i+j−3p+1A (b) = 0.
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2. If
[
i+j
2
]
< p = q < 2j+i3 , we can calculate in a similar way:
El−2iA (b) = f˜
p
1 f˜
p
0 b
l,i
(i,j), (a1)
El−i+2j−3pA (b) = f˜
2j+i−2p
1 f˜
p
0 b
l,2j+2i−3p
(2j+2i−3p,−j−i+3p) , (a3)
E2l−2i+j−3pA (b) = f˜
l+j−2p
1 f˜
l−i−j+p
0 b
l,2j+2i−3p
(2j+2i−3p,l−2j−2i+3p) , (a2)
E2l−2i+j−3p+1A (b) = 0. (a6)
(5.2.13)
3. If 2j+i3 < p = q ≤ j or j = p < q, we have
El−i+2j−3qA (b) = f˜
q
1 f˜
p
0 b
l,i
(3q−2j,j), (a1)
E2l−2i+j−3qA (b) = f˜
l−i−j+q
1 f˜
l−i−j+p
0 b
l,i
(3q−2j,l−i), (a2)
E2l−2i+j−3q+1A (b) = 0. (a6)
(5.2.14)
4. If p < j = i, p < q < y + j, we have
E
l−2i−3(p−q)
A (b) = f˜
q
1 f˜
p
0 b
l,i
(i+3(q−p),i), (a1)
El−i−3q+2pA (b) = f˜
q+i−p
1 f˜
p
0 b
l,p
(2i+3q−4p,l−p), (a5)
E2l−i−3qA (b) = f˜
l+i−3p+q
1 f˜
l−p
0 b
l,p
(2i+3q−4p,l−p), (a2)
E2l−i−3q+1A (b) = 0. (a6)
(5.2.15)
5. Other cases are reduced to Gl−1, using (5.2.6).
Then for b =
(
f˜A1
)q (
f˜A0
)p
b
l,i
(l−i,j) ∈ A
(l)
+ where i ≤ j ≤ l − i, 0 ≤ p ≤ j, p ≤ q ≤ p+ l − i, we have
−2wtA1 (b)− wt
A
0 (b) = −(2l− 2i+ j − 3q).
By (5.2.11), we see
ϕA(b)− εA(b) = −(2l− 2i+ j − 3q).
Therefore by (5.2.10), we verify inductively that EA satisfies (C3).
5.2.3 An involution on A
Let b l,i(j1,j0) be the lowest weight element in Ai with weight j1Λ1+ j0Λ0. We define a map CA : A → A by:
CA
((
f˜A0
)r (
f˜A1
)q (
f˜A0
)p
b
l,i
(k,j)
)
=
(
e˜A0
)r (
e˜A1
)q (
e˜A0
)p
b l,i(−k,−j)
=
(
f˜A0
)j+q−2p−r (
f˜A1
)k+j−q (
f˜A0
)k−q+p
b
l,i
(j,k).
(5.2.16)
where 0 ≤ p ≤ j, p ≤ q ≤ p+ k, 0 ≤ r ≤ j + q − 2p. It is easy to see that CA is an involution,
CA (CA (b)) = b (b ∈ A).
Proposition 5.13 For b ∈ A, we have
CA (EAb) = FA(CA (b)). (5.2.17)
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Proof It is sufficient to prove (5.2.17) for b ∈ A such that εA0 (b) = 0.
We assume that for b =
(
f˜A1
)q (
f˜A0
)p
b
l,i
(k,j) ∈ A, k, j, p, q satisfy i + 1 ≤ k ≤ l − i, i + 1 ≤ j ≤ l − i,
0 ≤ q ≤ j− 1−
[
j−k
3
]
, p = min(q, j). Since this is the condition (1)(i) in Definition 5.12, the action of EA
is given by (a1). Then we have
CA (EAb) =
(
f˜A0
)j+q−2p (
f˜A1
)k+j−q−1 (
f˜A0
)k−q+p−1
b
l,i
(j,k−1).
We consider the action of FA on CA (b). By applying the involution, we have
CA (b) =
(
f˜A0
)j+q−2p (
f˜A1
)k+j−q (
f˜A0
)k−q+p
b
l,i
(j,k).
Thus the action of FA on CA (b) is given by (a2)
′. Therefore we have
FA (CA (b)) =
(
f˜A0
)j+q−2p (
f˜A1
)k+j−q−1 (
f˜A0
)k−q+p−1
b
l,i
(j,k−1).
In a similar way, we have
if the action of EAb is given by (a1), then the action of FA (CA (b)) is given by (a2)
′,
if the action of EAb is given by (a2), then the action of FA (CA (b)) is given by (a1)
′,
if the action of EAb is given by (a3), then the action of FA (CA (b)) is given by (a5)
′,
if the action of EAb is given by (a4), then the action of FA (CA (b)) is given by (a4)
′,
if the action of EAb is given by (a5), then the action of FA (CA (b)) is given by (a3)
′,
if the action of EAb is given by (a6), then the action of FA (CA (b)) is given by (a6)
′.
Thus we have CA (EA(b)) = FA (CA (b)). ✷
For a ∈ Z, we define a+ by
a+ =
{
a (a > 0),
0 (a ≤ 0).
We set BC , BW , BU , BR ⊂ A
(l) by
BC =
{(
f˜A1
)q (
f˜A0
)p
b
l,i
(l−i,j)
∣∣∣∣ 0 ≤ i ≤
[
l
2
]
, i ≤ j ≤ l − i, 0 ≤ q ≤ p ≤ j
}
,
BW =
{(
f˜A1
)q (
f˜A0
)p
b
l,i
(l−i,j)
∣∣∣∣ 0 ≤ i ≤
[
l
2
]
, j = i, 0 ≤ p ≤ j, p < q ≤ y + j
}
,
BU =
{(
f˜A1
)q (
f˜A0
)p
b
l,i
(l−i,j)
∣∣∣∣ 0 ≤ i ≤
[
l
2
]
, i ≤ j ≤ l − i, p = j, j < q ≤ y + 2j − i
}
,
BR =
{(
f˜A1
)q (
f˜A0
)p
b
l,i
(l−i,j)
∣∣∣∣ 0 ≤ i ≤
[
l
2
]
, i < j ≤ l − i,
0 ≤ q < j, p < q ≤ y + j − (i− p)+
}
,
where y = y
((
f˜A1
)q (
f˜A0
)p
b
l,i
(l−i,j)
)
=
[
l−i−j
3
]
.
In view of Definition 5.12, the conditions εA0 (b) = 0, ϕA(b) = 0 on b =
(
f˜A1
)q (
f˜A0
)p
b
l,i
(l−i,j) (0 ≤ i ≤[
l
2
]
, i ≤ j ≤ l− i, 0 ≤ p ≤ j) are rephrased as

0 ≤ q ≤ p−
[
−l+i+j
3
]
+ (j − i) (p ≤ i, l − i− j ≡ 0 (mod 3)),
0 ≤ q ≤ p− 1−
[
−l+i+j
3
]
+ (j − i) (p ≤ i, l − i− j 6≡ 0 (mod 3)),
0 ≤ q ≤ j −
[
−l+i+j
3
]
(p > i, l − i− j ≡ 0 (mod 3)),
0 ≤ q ≤ j − 1−
[
−l+i+j
3
]
(p > i, l − i− j 6≡ 0 (mod 3)).
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Summarizing, we have
0 ≤ q ≤
[
l − i− j
3
]
+ j − (i − p)+ = y + j − (i − p)+.
Thus we have{
b ∈ A
∣∣εA0 (b) = 0, ϕA(b) = 0}
=
{(
f˜A1
)q (
f˜A0
)p
b
l,i
(l−i,j)
∣∣∣∣0 ≤ i ≤
[
l
2
]
, i ≤ j ≤ l− i, 0 ≤ p ≤ j, p ≤ q ≤ y + j − (i− p)+
}
.
Hence, we see easily that{
b ∈ A
∣∣εA0 (b) = 0, ϕA(b) = 0} ⊂ BC ∪BW ∪BU ∪BR.
By Proposition 5.3, we have{(
f˜A0
)r (
f˜A1
)p (
f˜A0
)p
b
l,i
(l−i,j)
∣∣∣ 0 ≤ p ≤ j, 0 ≤ r ≤ j − p} = BC . (5.2.18)
Proposition 5.14 For b ∈ BW ∪BU , we have
CA
(
E
εA(b)
A (b)
)
∈ BC .
Proof By calculation for b =
(
f˜A1
)q (
f˜A0
)p
b
l,i
(l−i,i) ∈ BW (0 ≤ p < i, p < q ≤ y + i) we have
CA
(
E
εA(b)
A b
)
=
(
f˜A1
)i+2q−2p (
f˜A0
)2i+3q−4p
b
l,p
(l−p,2i+3q−4p).
Since p < q, p < i, we have
2i+ 3q − 4p− (i + 2q − 2p) = (i− p) + (q − p) > 0.
Then we have
CA
(
E
εA(b)
A b
)
∈ BC .
In a similar way, for b ∈ BU we have
CA
(
E
εA(b)
A b
)
∈ BC .
✷
Similar to Proposition 5.14, we have following proposition:
Proposition 5.15 For b ∈ BR, we have
CA
(
E
εA(b)
A (b)
)
∈ BR.
5.2.4 Definition of Φ on A and f˜G0 on G
l
In this section, we define one-to-one map Φ : A → Gl and Kashiwara operator f˜G0 on G
l expoiting operators
on A.
Since roots α0 and α2 of algebra Uq(G
(1)
2 ) are orthogonal, the Kashiwara operator f˜
G
0 commutes with
f˜G2 .
(D1) f˜G0 f˜
G
2 (b) = f˜
G
2 f˜
G
0 (b), e˜
G
0 e˜
G
2 (b) = e˜
G
2 e˜
G
0 (b), for b ∈ G
l.
In view of Proposition 5.8, we are going to construct the one-to-one map
Φ : A → Gl,
with the following properties;
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(E1) e˜G1Φ(b) = Φ
(
e˜A1 b
)
, for b ∈ A,
(E2) f˜G2 Φ(b) = Φ (FAb), for b ∈ A,
(E3) wtG1 (Φ(b)) = wt
A
1 (b), for b ∈ A,
(E4) wtG2 (Φ(b)) = −2wt
A
1 (b)− wt
A
0 (b), for b ∈ A,
(E5) e˜G0Φ(b) = 0 (resp. f˜
G
0 Φ(b) = 0) if and only if e˜
A
0 (b) = 0 (resp. f˜
A
0 (b) = 0), for b ∈ A.
By (E1) and (E2), we see easily
(E1)′ f˜G1 Φ(b) = Φ
(
f˜A1 b
)
, for b ∈ A,
(E2)′ e˜G2Φ(b) = Φ (EAb), for b ∈ A.
We call an element b ∈ A A-terminal if FA(b) = 0. An EA-string is a sequence of elements in A, b , EA(b),
E2A(b), . . ., E
n
A(b), where b is A-terminal and E
n+1
A (b) = 0 (n ∈ Z≥0). We first define Φ for A-terminal
elements using (E3)(E4) mainly. Next we define the the action of Φ for elements of an EA-string using
(E2). We verify (E1) completely in §5.3.
Definition 5.16 We define
Φ
((
f˜A0
)p
b
l,0
(l,l)
)
= 6
p
2
l−p
(0 ≤ p ≤ l), (5.2.19)
Φ
((
e˜A0
)p
b l,0(−l,−l)
)
= 2
l−p
6
p
(0 ≤ p ≤ l). (5.2.20)
We verify the properties (E1)–(E5).
By the definition of b
l,0
(l,l),
wtA
(
b
l,0
(l,l)
)
= lΛ1 + lΛ0.
By (E3) and (E4), we see that Φ
(
b
l,0
(l,l)
)
is the element with weight lΛ1 − 3lΛ2. We can see easily that
b = 6
k
2
l−k
(0 ≤ k ≤ l) is the only element such that wtG2 (b) = −3l. Moreover b = 2
l
is
the only element such that wtG1 (b) = l. The highest weight element is only element in B
i
(k,j) that satisfies
wt(b) = k′Λ1 + j
′Λ0 (k
′ ≥ k, j′ ≥ j). By the definition of A, the element b ∈ A with wt(b) = lΛ1 + lΛ0 is
b
l,0
(l,l). Therefore, we have
Φ
(
b
l,0
(l,l)
)
= 2
l
. (5.2.21)
We verify (E1). Since e˜A1 b
l,0
(l,l) = 0, we verify e˜
G
1 2
l
= 0. Using Proposition 3.9,
Ψ1
(
2
l
)
= ul+.
Then we have
e˜G1 2
l
= 0
In a similar way, we verify (E2). We consider
(
f˜A0
)p
b
l,0
(l,l). We see that the element b ∈ G
l which satisfy
following formula is unique:
wtG(b) = (l + k)Λ1 − 3lΛ2.
Thus, we can define
Φ
((
f˜A0
)p
b
l,0
(l,l)
)
= 6
p
2
l−p
(0 ≤ p ≤ l). (5.2.22)
33
Similarly, by the calculation of weight, we can define uniquely
Φ
((
e˜A0
)p
b l,0(−l,−l)
)
= 2
l−p
6
p
(0 ≤ p ≤ l).
✷
By (E5) and (5.2.22), we define the action of e˜G0 and f˜
G
0 for 6
p
2
l−p
(0 ≤ p ≤ l) by
f˜G0 6
p
2
l−p
=

 6
p+1
2
l−p−1
0 ≤ p ≤ l− 1
0 p = l
(5.2.23)
e˜G0 6
p
2
l−p
=

 6
p−1
2
l−p+1
1 ≤ p ≤ l
0 p = 0
(5.2.24)
In view of Definition 5.12, 5.16 and (E2)′, following definition is led.
Definition 5.17 We define
Φ
((
f˜A0
)p
b
l,0
(k,l)
)
=
(
e˜G2
)l−k
6
p
2
l−p
. (5.2.25)
where 0 ≤ k, p ≤ l.
We verify the properties (E1)–(E5). The property (E2) is obvious. We verify (E1)(E3). We see
εA1
((
f˜A0
)p
b
l,0
(k,l)
)
= 0,
ϕA1
((
f˜A0
)p
b
l,0
(k,l)
)
= p+ k.
On the other hand,
(
e˜G2
)l−k
6
p
2
l−p
=


2
(l−k)/3
6
p−(l−k)/3
2
l−p
0 ≤ l − k ≤ 3p, l − k ≡ 0 (mod 3)
2
[(l−k)/3]
4 6
p−1−[(l−k)/3]
2
l−p
0 < l − k < 3p, l − k ≡ 1 (mod 3)
2
[(l−k)/3]
3 6
p−1−[(l−k)/3]
2
l−p
0 < l − k < 3p, l − k ≡ 2 (mod 3)
2
p
W
l−k−3p
2
k+2p
l − k > 3p
Using Proposition3.9, we have
ε1
((
e˜G2
)l−k
6
p
2
l−p
)
= 0, (5.2.26)
ϕ1
((
e˜G2
)l−k
6
p
2
l−p
)
= p+ k. (5.2.27)
By calculation, we can verify (E4). We verify (E5). By (5.2.24) and (D1), we must have
e˜G0
((
e˜G2
)l−k
2
l
)
= 0 (5.2.28)
✷
By Definition 5.17 and (E1)′, following definition is led.
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Definition 5.18 We define
Φ
((
f˜A1
)q (
f˜A0
)l
b
l,0
(k,l)
)
=
(
f˜G1
)q (
Φ
((
f˜A0
)l
b
l,0
(k,l)
)
(0 ≤ p ≤ l + j).
We can verify (E1),(E2), (E3), (E4). We see easily
f˜A0
((
f˜A1
)q (
f˜A0
)l
b
l,0
(k,l)
)
= 0 (0 ≤ q ≤ l).
By (5.1.11), we see
e˜A0
((
f˜A1
)q (
f˜A0
)l
b
l,0
(k,l)
)
= 0 (l ≤ q ≤ l + j).
In order to satisfy (E4), we define
f˜G0
(
Φ
((
f˜A1
)q (
f˜A0
)l
b
l,0
(k,l)
))
= 0 (0 ≤ q ≤ l),
e˜G0
(
Φ
((
f˜A1
)q (
f˜A0
)l
b
l,0
(k,l)
))
= 0 (l ≤ q ≤ l + j).
For b ∈ Bi(k,j) we define y(b) ∈ Z≥0 by
y(b) =
[
l − i− j
3
]
.
We often write y instead of y(b) for simplicity.
Definition 5.19 For b
l,i
(l−i,j), we define
Φ
(
b
l,i
(l−i,j)
)
=


6
y
C
y+i
2
y+i
2
j−i
l − i− j ≡ 0 (mod 3),
6
y+1
C
y+i−1
4 2
y+i
2
j−i
(
l − i− j ≡ 1 (mod 3)
y + i > 0
)
,
5 2
j−i
(
l − i− j ≡ 1 (mod 3)
y + i = 0
)
,
6
y+1
C
y+i
3 2
y+i
2
j−i
(l − i− j ≡ 2 (mod 3)).
(5.2.29)
We verify the properties (E1)–(E5). We verify (E1) and (E3). We see easily
e˜A1
(
b
l,i
(l−i,j)
)
= 0, f˜G1
(
b
l,i
(l−i,j)
)
= l − i.
By proposition 3.9, we have
Ψ1
(
6
y
C
y+i
2
y+j
)
= uy+j+ u
y+i
− u
y+i
+ u
2y
+ ,
Red1
(
6
y
C
y+i
2
y+j
)
= ul−i+ .
Then we have
e˜G1
(
6
y
C
y+i
2
y+j
)
= 0,
f˜G1
(
6
y
C
y+i
2
y+j
)
= l − i.
In a similar way, we have
e˜G1
(
6
y+1
C
y+i−1
4 2
y+j
)
= 0, f˜G1
(
6
y+1
C
y+i−1
4 2
y+j
)
= l − i,
e˜G1
(
5 2
j−i
)
= 0, f˜G1
(
5 2
j−i
)
= l − i,
e˜G1
(
6
y+1
C
y+i
3 2
y+j
)
= 0, e˜G1
(
6
y+1
C
y+i
3 2
y+j
)
= l − i,
By calculation, we can verify (E2) and (E4). We verify (E5). We put b = 6
y
C
y+i
2
y+j
. By
calculation and Lemma 5.17, we have
(
e˜G2
)2l−2i+j
b = 2
y(b)
C
y(b)+i
6
y(b)+j
,
(
e˜G1
)l+j (
e˜G2
)2l−2i+j
b = 2
y(b)
6
2y(b)+i+j
,(
f˜G2
)l−i−j (
e˜G1
)l+j (
e˜G2
)2l−2i+j
b = 6
l
.
By Definition 5.18, we must have
Φ
((
f˜A1
)l+j (
f˜A0
)l
b
l,0
(i+j,l)
)
= 2
y
C
y+i
6
y+j
,
e˜G0 2
y
C
y+i
6
y+j
= 0.
By (D1), we must have
e˜G0 6
y
C
y+i
2
y+j
= 0.
Similarly, we can prove other cases. ✷
Definition 5.20 We set b = b
l,i
(l−i,j). We define the action of Φ as follows:
If 0 ≤ p ≤ i,
Φ
((
f˜A0
)p
b
)
=


1
p
6
y
C
y+i−p
2
y+j
(l − i− j ≡ 0 (mod 3)),
1
p
6
y+1
C
y+i−p−1
4 2
y+j
(y + i > p, l − i− j ≡ 1 (mod 3)),
1
i
5 2
j
(y + i = p, l − i− j ≡ 1 (mod 3)),
1
p
6
y+1
C
y+i−p
3 2
y+j
(l − i− j ≡ 2 (mod 3)),
if i < p ≤ j,
Φ
((
f˜A0
)p
b
)
=


1
i
6
p−i+y
C
y
2
y+j−p+i
(l − i− j ≡ 0 (mod 3)),
1
i
6
p−i+y+1
C
y−1
4 2
y+j−p+i
(y > 0, l− i− j ≡ 1 (mod 3)),
1
i
6
p−i
5 2
j−p+i
(y = 0, l− i− j ≡ 1 (mod 3)),
1
i
6
p−i+y+1
C
y
3 2
y+j−p+i
(l − i− j ≡ 2 (mod 3)).
36
By calculation, we can verify (E1)–(E4). In order to satisfy (E5), we define e˜G0 on Φ
((
f˜A1
)p (
f˜A0
)p
b
l,i
(l−i,j)
)
(0 ≤ p ≤ j) and f˜G0 on Φ
((
f˜A1
)q (
f˜A0
)j
b
l,i
(l−i,j)
)
(0 ≤ q ≤ j).
Using Proposition 5.14, 5.15 and (E2), it is enough to define the action of Φ on BC ∪BR.
By (E1)′, we are led to the following definition.
Definition 5.21 We define
Φ
((
f˜A1
)q (
f˜A0
)p
b
l,i
(l−i,j)
)
=
(
f˜G1
)q (
Φ
((
f˜A0
)p
b
l,i
(l−i,j)
))
,
where (0 ≤ p ≤ j, 0 ≤ q ≤ y + j − (i− p)+).
Thus we have defined Φ(b) where b ∈ BC ∪BR.
Definition 5.22 For b = b1 · · · bn ∈ B
G2(nΛ1) (0 ≤ n ≤ l), we define the involution on G
l by
CG (b) = bn · · · b1 ,
where if bi = m (m = 1, . . . , 6) then bi = m , if bi = 01, 02, then bi = bi .
Remark 5.23 Let b (resp. b) be the highest (resp. lowest) weight element of BG2(lΛ1). By Proposition
3.9, 3.14 and 3.15, we have
b = 1
l
,
b = 1
l
.
By Defintion 5.22, we have
CG
(
b
)
= b.
Using Proposition 3.9 again, we see
CG
(
f˜iN · · · f˜i1b
)
= e˜iN · · · e˜i1b.
Definition 5.24 We define Φ for b ∈ BC ∪BR
Φ(EmA b) =
(
e˜G2
)m
(Φ(b)) (0 ≤ m ≤ εA(b)). (5.2.30)
We define Φ for b ∈ BW ∪BU ,
Φ(EmA b) = CG (Φ (CA (E
m
A b))) (0 ≤ m ≤ εA(b)). (5.2.31)
For b ∈ BR, we define
Φ
(
EmA
((
f˜A0
)ϕ0(b)
(b)
))
= CG
(
Φ
(
F
εA(b)−m
A CA (b)
))
. (5.2.32)
Remark 5.25 By Definition 5.24, we see that the relation (5.2.30) satisfies (E2). By (5.2.30) and
Proposition 5.14, we see that CA (E
m
A b) is already defined. By (5.2.31) ,We see CA (CA (E
m
A b)) = b
(0 ≤ m ≤ εA(b)).
We have defined Φ(b) where b ∈ A(l).
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Proposition 5.26 For b ∈ A(l),
CG (Φ(b)) = Φ(CA (b)).
Proof We put b =
(
f˜A1
)q (
f˜A0
)j
b
l,i
(l−i,j). By (5.2.12), (5.2.13) and (5.2.14),
E
εA(b)
A
((
e˜A0
)j−q
b
)
=


(
f˜A1
)l+j−2q (
f˜A0
)l−q
b
l,q
(j+i−q,l−q) if 0 ≤ q ≤
[
i+ j
2
]
,
(
f˜A1
)l+j−2q (
f˜A0
)l−i−j+q
b
l,2i+2j−3q
(2i+2j−3q,l−2i−2j+3q) if
[
i+ j
2
]
< q ≤
2j + i
3
,
(
f˜A1
)l−i−j+q (
f˜A0
)l−i−j+q
b
l,i
(−2j+3q,l−i) if
2j + i
3
< q ≤ j.
(5.2.33)
If 0 ≤ q ≤
[
i+j
2
]
,
Φ
((
f˜A0
)j
b
l,i
(l−i,j)
)
= 1
i
6
j−i+y
C
y
2
y+i
,
Φ
((
f˜A1
)q (
f˜A0
)j
b
l,i
(l−i,j)
)
=


1
i
6
j−i+y
C
y
2
y+i−q
1
q
(i > q),
1
i
6
j−q+y
C
y+q−i
2
y
1
i
(i ≤ q),
Φ
(
E
εA(b)
A
(
f˜A1
)q (
f˜A0
)j
b
l,i
(l−i,j)
)
=


1
i
2
j−i+y
C
y
6
y+i−q
1
q
(i > q),
1
i
2
j−q+y
C
y+q−i
6
y
1
i
(i ≤ q),
CG
(
Φ
(
E
εA(b)
A
(
f˜A1
)q (
f˜A0
)j
b
l,i
(l−i,j)
))
=


1
q
6
i−q+y
C
y
2
y+j−i
1
i
(i > q),
1
i
6
y
C
y+q−i
2
y+j−q
1
i
(i ≤ q).
On the other hand,
Φ
((
f˜A0
)i
b
l,q
(l−q,i+j−q)
)
=


1
q
6
i−q+y
C
y
2
y+j
(i > q),
1
i
6
y
C
y+q−i
2
y+j+i−q
(i ≤ q),
Φ
(
CA
(
E
εA(b)
A b
))
= Φ
((
f˜A1
)i (
f˜A0
)i
b
l,q
(l−q,i+j−q)
)
=


1
q
6
i−q+y
C
y
2
y+j−i
1
i
(i > q),
1
i
6
y
C
y+q−i
2
y+j−q
1
i
(i ≤ q).
By (5.2.31), we have
CG (Φ (E
m
A b)) = Φ (CA (E
m
A b)) (0 ≤ m ≤ ε0(b))
In a similar way, we can calculate other cases. ✷
Definition 5.27 For b ∈ Gl, we define f˜G0 (b) and e˜
G
0 (b) by
f˜G0 (b) = Φf˜
A
0 Φ
−1(b),
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e˜G0 (b) = Φe˜
A
0 Φ
−1(b).
We define εG0 (b) and ϕ
G
0 (b) by
εG0 (b) = max
{
n
∣∣∣(e˜G0 )n b 6= 0} ,
ϕG0 (b) = max
{
n
∣∣∣(f˜G0 )n b 6= 0} .
By (C2), it is obvious that f˜G0 = Φf˜
A
0 Φ
−1, e˜G0 = Φe˜
A
0 Φ
−1 satisfy (D1).
Remark 5.28 By Difinition 5.27, for b ∈ A we have
εG0 (Φ(b)) = ε
A
0 (b),
ϕG0 (Φ(b)) = ϕ
A
0 (b).
Proposition 5.29 The action of f˜G0 is unique.
Proof Let Φ, Φ′ be one-to-one maps A → Gl which satisfy conditions (E1)(E2)(E3) in §5.2.4. Here, by
(E2) we have ΦFA = f˜
G
2 Φ, Φ
′FA = f˜
G
2 Φ
′. We see that if for b ∈ A
Φ(f˜A0 b) 6= Φ
′(f˜A0 b), for some b ∈ A
we have
Φ
(
f˜A0 F
ϕA(b)
A (b)
)
6= Φ′
(
f˜A0 F
ϕA(b)
A (b)
)
.
Therefore it is sufficient to verify that Φ(b) is unique, for b ∈ A such that FA(b) = 0. By (E1), Φf˜
A
1 = f˜
G
1 Φ,
then it is enough to verify that
Φ
((
f˜A0
)p
b
l,i
(l−i,j)
) (
0 ≤ i ≤
[
l
2
]
, 0 ≤ j ≤ l − i, 0 ≤ p ≤ j
)
is unique. This is obvious by Proposition 5.20. ✷
The affine crystal Bl which is constructed with G and f˜G0 satisfies Proposition 2.1.
5.3 Proof of commutativity of Φf˜A1 = f˜
G
1 Φ
In this section we prove (E1) in §5.2.4, namely for b ∈ A
b −→ Φ(b)
↓ ↓
f˜A1 b −→ f˜
G
1 (Φ(b)) .
In the proof of commutativity we use e˜A1 , e˜
G
1 instead of f˜
A
1 , f˜
G
1 respectively. Consider an EA-string b,
EA(b), . . ., E
ϕA(b)
A (b), where b ∈ A is A-terminal. For any b ∈ A, we can denote
b = En
′
A b
′,
where n′ ∈ Z≥0, b
′ ∈ A is an A-terminal element, namely FA(b
′) = 0. Similarly, we can denote
e˜A1 b = E
n′′
A b
′′,
where n′′ ∈ Z≥0, b
′′ ∈ A is an A-terminal element. In order to show (E1), we will verify
e˜G1
(
Φ
(
En
′
A b
′
))
= Φ
(
En
′′
A b
′′
)
. (5.3.1)
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Let us define A+, A− by
A+ =
[ l2 ]⊕
i=0
⊕
i≤k≤j≤l−i
Bi(k,j),
A− =
[ l2 ]⊕
i=0
⊕
i≤j<k≤l−i
Bi(k,j).
For b′ ∈ A+ such that EA(b
′) ∈ A−, we see that the action of EA is given by (a3) or (a4) or (a5). We
take b =
(
f˜A1
)q (
f˜A0
)p
b
l,i
(l−i,j) ∈ BC (0 ≤ q ≤ p ≤ j), which is an A-terminal element of an EA-string.
By consulting the proof of (C3) in §5.2.2, we see that for b the action of EA has following relations, using
sequence depending b, 0 ≤ n1 ≤ n2 ≤ · · · ≤ n6 = εA(b).
the action of EA on E
n′
A b (0 ≤ n
′ < n1) is given by (a1), if n1 6= 0,
the action of EA on E
n′
A b (n1 ≤ n
′ < n2) is given by (a3), if n1 < n2,
the action of EA on E
n′
A b (n2 ≤ n
′ < n3) is given by (a4), if n2 < n3,
the action of EA on E
n′
A b (n3 ≤ n
′ < n4) is given by (a5), if n3 < n4,
the action of EA on E
n′
A b (n4 ≤ n
′ < n5) is given by (a2), if n4 < n5,
the action of EA on E
n6
A b is given by (a6).
Then we see that the number n¯(b) ∈ Z≥0 which satisfy following condition is at most one:
E
n¯(b)
A b ∈ A+,
E
n¯(b)+1
A b ∈ A−.
If there does not exist such n¯(b), we put
n¯(b) = εA(b) = 2l− 2i+ j − 3q.
By Proposition 5.13 and induction (5.2.6) it is sufficient to prove (5.3.1) for b′ = EnAb (0 ≤ n ≤ n¯(b), b ∈
BC).
5.3.1 Actions of e˜A1
Proposition 5.30 For
(
f˜A1
)q (
f˜A0
)p
b
l,i
(l−i,j) ∈ BC (0 ≤ q ≤ p ≤ j), we have following relations.
Put b1 =
(
f˜A1
)q (
f˜A0
)p
b
l,i
(l−i,j) (3q ≥ i+ 2j −
[
j−i
2
]
, p+ 2q > i+ 2j). We have
e˜A1 (E
n
Ab1) = E
n
A
((
f˜A1
)q−1 (
f˜A0
)p
b
l,i
(l−i,j)
)
, (5.3.2)
e˜A1
(
E
l−i−j+3(j−q)+1
A b1
)
= E
l−i−j+3(j−q)
A
((
f˜A1
)q (
f˜A0
)p+1
b
l,i
(l−i,j+1)
)
, (5.3.3)
e˜A1
(
E
l−i−j+3(j−q)+2
A b1
)
= E
l−i−j+3(j−q)
A
((
f˜A1
)q+1 (
f˜A0
)p+2
b
l,i
(l−i,j+2)
)
, (5.3.4)
e˜A1
(
E
l−i−j+3(j−q+1)+n′
A b1
)
= E
l−i−j+3(j−q)+n′
A
((
f˜A1
)q+2 (
f˜A0
)p+3
b
l,i
(l−i,j+3)
)
, (5.3.5)
where 0 ≤ n ≤ l − j − i+ 3(j − q), 0 ≤ n′ ≤ 3(y − 1), y =
[
l−i−j
3
]
.
Put b2 =
(
f˜A1
)q (
f˜A0
)p
b
l,i
(l−i,j) (p− q ≤
[
j−i
2
]
, p+ 2q ≤ i+ 2j). We have
e˜A1 (E
n
A b2) = E
n
A
((
f˜A1
)q−1 (
f˜A0
)p
b
l,i
(l−i,j)
)
, (5.3.6)
e˜A1
(
E
l−2i+[(j−i)/2]−n′
A b2
)
= E
l−2i+[(j−i)/2]−3−n′
A
((
f˜A1
)q (
f˜A0
)p
b
l,i+1
(l−(i+1),j−1)
)
, (5.3.7)
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where 0 ≤ n ≤ l − 2i+ p− q, 0 ≤ n′ ≤
[
j−i
2
]
.
Put b3 =
(
f˜A1
)q (
f˜A0
)p
b
l,i
(l−i,j) (3q < i+ 2j −
[
j−i
2
]
,
[
j−i
2
]
< p− q), then we have
e˜A1 (E
n
A b3) = E
n
A
((
f˜A1
)q−1 (
f˜A0
)p
b
l,i
(l−i,j)
)
, (5.3.8)
where 0 ≤ n ≤ l − 2i+
[
j−i
2
]
.
Proof We consider the action of e˜A1 for
(
f˜A0
)r (
f˜A1
)q (
f˜A0
)p
b
l,i
(k,j) (0 ≤ p ≤ j, p ≤ q ≤ p + k, 0 ≤ r ≤
j + q − 2p). By Proposition 5.4, if q = p we have
e˜A1
(
f˜A0
)r (
f˜A1
)p (
f˜A0
)p
b
l,i
(k,j) =
(
f˜A0
)r (
f˜A1
)p−1 (
f˜A0
)p
b
l,i
(k,j)
where 0 ≤ r ≤ j − p. If q > p,
e˜A1
(
f˜A0
)r (
f˜A1
)p (
f˜A0
)p
b
l,i
(k,j) 6=
(
f˜A0
)r (
f˜A1
)p−1 (
f˜A0
)p
b
l,i
(k,j)
where q − p ≤ r ≤ j + q − 2p.
We consider the case of q = p in part I, and the case of q > p in part II.
Part I We consider
(
f˜A0
)r (
f˜A1
)p (
f˜A0
)p
b
l,i
(k,j) (0 ≤ p ≤ j, 0 ≤ r ≤ j − p).
We define b, b′ ∈ Bi(k,j) by
b =
(
f˜A1
)p (
f˜A0
)p
b
l,i
(k,j),
b′ =
{ (
f˜A1
)p−1 (
f˜A0
)p−1
b
l,i
(k,j) (p > 0)
0 (p = 0)
.
Then by Proposition 5.3 we have
e˜A1
(
f˜A0
)r
b =
(
f˜A0
)r+1
b′,
(Figure 2). We define mb by
mb = j − k − 3(j − p) = −2j − k + 3p,
We consider an EA-string. We can express b using an A-terminal element. By Definition 5.12, we have
b = E
l−i−k+(mb)+
A
((
f˜A1
)p−(mb)+ (
f˜A0
)p
b
l,i
(l−i,j−(mb)+)
)
(5.3.9)
If mb < 0 the action of EA is given by (a1) or (a3) of Definition 5.12, and if mb ≥ 0 the action is given by
(a2).
The case of (a1):EAb ∈ B
i
(k−1,j).
This case is b = En
′
A b1 (0 ≤ n
′ < min{l − 2i, l − i + 2j − 3q}), b = En
′
A b2 (0 ≤ n
′ < l − 2i), b = En
′
A b3
(0 ≤ n′ < l − 2i).
If p = 0, we have
e˜A1 EAb = 0.
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ւ f˜A1 ց f˜
A
0
r
b
l,i
(k,j)
b′
b
p−1
p−1
j−p
Figure 2: Part I, the location of b and b′ in the
crystal graph of Bi(k,j).
ւ f˜A1 ց f˜
A
0
r
b
l,i
(k−1,j)
EAb
′
EAb
p−1
p−1
j−p
Figure 3: Part I, the case of (a1), the location of
EAb and EAb
′ in the crystal graph of Bi(k−1,j).
If p > 0, since mb < 0, we have mb′ < 0. Then the actions of EA for b
′ is given by (a1). Then we have
EAb =
(
f˜A0
)p (
f˜A1
)p
b
l,i
(k−1,j),
EAb
′ =
(
f˜A0
)p−1 (
f˜A1
)p−1
b
l,i
(k−1,j),
(Figure 3). Then we obtain
e˜A1 EA
((
f˜A0
)r
b
)
= EA
((
f˜A0
)r+1
b′
)
. (5.3.10)
We have the case of (0 ≤ n ≤ min{l− 2i, l− i+2j − 3q}) of (5.3.2), the case of (0 ≤ n ≤ l− 2i) of (5.3.6),
and the case of (0 ≤ n ≤ l − 2i) of (5.3.8),
The case of (a2):EAb ∈ B
i
(k,j+1).
This case is b = En
′
A b1 (l − i+ 2j − 3q ≤ n
′ < 2l − 2i+ j − 3q, l− i+ 2j − 3q < l − 2i).
We denote
EAb =
(
f˜A1
)p+1 (
f˜A0
)p+1
b
l,i
(k,j+1).
if mb = 0, 1, 2, since mb′ < 0 ≤ mb, then the action of EA for b
′ is given by (a1). Then we have
EAb
′ =
(
f˜A1
)p−1 (
f˜A0
)p−1
b
l,i
(k−1,j).
Therefore, we have
e˜A1 EA
((
f˜A0
)r
b
)
6= EA
((
f˜A0
)r+1
b′
)
.
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By (5.3.9), we have
e˜A1 EA
((
f˜A0
)r)
b = El−i−kA
((
f˜A0
)r+1 (
f˜A1
)p (
f˜A0
)p
b
l,i
(l−i,j+1)
)
.
if mb ≥ 3, then the action of EA for b
′ is given by (a2), since 0 ≤ mb′ < mb. Thus we have
EAb
′ =
(
f˜A1
)p (
f˜A0
)p
b
l,i
(k,j+1),
(Figure 4). Therefore, we have
e˜A1 EA
((
f˜A0
)r
b
)
= EA
((
f˜A0
)r+1
b′
)
= El−i−k+mb−2A
((
f˜A0
)r+1 (
f˜A1
)p−mb+2 (
f˜A0
)p
b
l,i
(l−i,j−mb+3)
)
.
(5.3.11)
Therefore we have (5.3.3), (5.3.4), (5.3.5), if l − i+ 2j − 3q < l − 2i.
The case of (a3):EAb ∈ B
i+1
(i+1,j−1). .
This case is b = El−2iA b1, b = E
l−2i
A b2, b = E
l−2i
A b3.
We denote
EAb =
(
f˜A1
)p+1 (
f˜A0
)p
b
l,i+1
(k+1,j−1),
Since mb′ < mb < 0 the actions of EA for b
′ is given by (a3). Then we have
EAb
′ =
(
f˜A1
)p (
f˜A0
)p−1
b
l,i+1
(k+1,j−1).
Here by Proposition 5.4 we have
e˜A1
(
f˜A0
)r (
f˜A1
)p+1 (
f˜A0
)p
b
l,i
(k,j) =
(
f˜A0
)r+1 (
f˜A1
)p (
f˜A0
)p−1
b
l,i
(k,j) 6=
(
f˜A0
)r (
f˜A1
)p (
f˜A0
)q
b
l,i
(k,j) (r > 0),
e˜A1
(
f˜A1
)p+1 (
f˜A0
)p
b
l,i
(k,j) =
(
f˜A1
)p (
f˜A0
)p
b
l,i
(k,j) 6= f˜
A
0
(
f˜A1
)p (
f˜A0
)p−1
b
l,i
(k,j),
(Figure 5). Then we have
e˜A1
(
f˜A0
)r
EAb =
(
f˜A0
)r+1
EAb
′ (r > 0), (5.3.12)
e˜A1 EAb = E
l−2(i+1)
A
((
f˜A1
)p (
f˜A0
)p
b
l,i+1
(l−i−1,j−1)
)
. (5.3.13)
Therefore we have the case of n = l − 2i+ 1 of (5.3.2), (5.3.6), (5.3.8).
Part II. We consider e˜A1 EA
(
f˜A0
)r (
f˜A1
)p+s (
f˜A0
)p
b
l,i
(k,j) (i ≤ k, j ≤ l − i, k − i ≥ s > 0)
If i < k, j ≤ l − i, we use induction (5.2.6). Otherwise, using involution, we have
CA
(
b
l,i
(j,i)
)
=
(
f˜A0
)i (
f˜A1
)i+j (
f˜A0
)j
b
l,i
(i,j).
Then it is sufficient to consider following element:
e˜A1 EA
(
f˜A0
)r (
f˜A1
)p+s (
f˜A0
)p
b
l,i
(i,j) (i < j ≤ l − i, 0 < s ≤ k − i).
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ւ f˜A1 ց f˜
A
0
r
b
l,i
(k,j+1)
EAb
p
p
j−p
Figure 4: Part I, the case of (a2), the localtion
of EAb in the crystal graph of B
i
(k,j+1).
ւ f˜A1 ց f˜
A
0
b
l,i+1
(k+1,j−1)
EAb
′
EAb
p−1
p
j−p−1
j−p
Figure 5: Part I, the case of (a3), the location of
EAb and EAb
′ in the crystal graph Bi+1(k+1,j−1).
We denote b, b′, b′′ ∈ Bi(k,j) by
b =
(
f˜A1
)p+s (
f˜A0
)p
b
l,i
(k,j),
b′ =
(
f˜A1
)p+s+1 (
f˜A0
)p−1
b
l,i
(k,j),
b′′ = e˜A1 b.
Then we have
e˜A1
(
f˜A0
)r
b =
(
f˜A0
)r
b′′ (r < s),
e˜A1
(
f˜A0
)r
b =
(
f˜A0
)r+1
b′ (r ≥ s),
(Figure 6). We rewrite mb
mb = (j + s)− (k − s) + s− 3((j + s)− p) = −2j − k + 3p.
Then we denote b using the A-terminal element in an EA-string.
b =


E
s+l−2(k−s+1)
A
(
f˜A1
)p (
f˜A0
)p
b
l,k−s+1
(l−(k−s+1),j+s) if mb < 0,
E
s+l−2(k−s+1)+mb
A
(
f˜A1
)p−mb (
f˜A0
)p−mb
b
l,k−s+1
(l−(k−s+1),j+s−mb), if mb ≥ 0.
(5.3.14)
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The case of (a2): EAb ∈ B
i
(i,j+1).
This case is b = En
′
A b1 (l − 2i ≤ l − i+ 2j − 3q ≤ n
′ < 2l− 2i+ j − 3q).
We denote
EAb =
(
f˜A1
)p+s+1 (
f˜A0
)p+1
b
l,i
(i,j+1).
if r < s, since mb = mb′′ , then the action of EA for b
′′ is given by (a2). Then we have
EAb
′′ =
(
f˜A1
)p+s (
f˜A0
)p+1
b
l,i
(i,j+1).
Therefore we have,
e˜A1 EA
((
f˜A0
)r
b
)
= EA
((
f˜A0
)r
b′′
)
.
If r ≥ s, mb = 0, 1, 2, since mb′ < 0, then the action of EA for b
′ is given by (a3). Then we have
EAb
′ =
(
f˜A1
)p+s (
f˜A0
)p−1
b
l,i+1
(i+1,j−1).
therefore we have
e˜A1 EA
((
f˜A0
)r
b
)
= E
s+l−2(i−s+1)
A
((
f˜A0
)r+1 (
f˜A1
)p (
f˜A0
)p
b
l,k−s+1
(l−(i−s+1),j+s+1)
)
. (5.3.15)
If r ≤ s, mb ≥ 3, than the actions of EA for b
′ is given by (a2), since mb′ ≥ 0. Then we have,
EAb
′ =
(
f˜A1
)p+s (
f˜A0
)p
b
l,i
(i,j+1),
(Figure 7). Thus we have
e˜A1 EA
((
f˜A0
)r
b
)
= EA
((
f˜A0
)r+1
b′
)
= E
s+l−2(i−s+1)+m−2
A
((
f˜A0
)r+1 (
f˜A1
)p−m+2 (
f˜A0
)p−m+2
b
l,i−s+1
(l−(i−s+1),j−m+2+s)
) (5.3.16)
Therefore we have the case of (5.3.3), (5.3.4), (5.3.5), if l − 2i ≤ l− i + 2j − 3q.
The case of (a3):EAb ∈ B
i+1
(i+1,j−1).
This case is b = En
′
A b1 (l − 2i < n
′ < l − i + 2j − 3q), b = En
′
A b2 (l − 2i < n
′ <
[
j−i
2
]
), b = En
′
A b3
(l − 2i < n′ <
[
j−i
2
]
). (5.3.8).
Since mb′ < mb′′ = mb < 0, the action of EA for b
′, b′′ is given by (a3). Then we have
EAb =
(
f˜A1
)p+s+1 (
f˜A0
)p
b
l,i+1
(k+1,j−1),
EAb
′ =
(
f˜A1
)p+s (
f˜A0
)p−1
b
l,i+1
(k+1,j−1),
EAb
′′ =
(
f˜A1
)p+s (
f˜A0
)p
b
l,i+1
(k+1,j−1),
(Figure 8). With Proposition 5.4, we have
e˜A1 EA
((
f˜A0
)r
b
)
= EA
((
f˜A0
)r
b′′
)
(r < s+ 1),
e˜A1 EA
((
f˜A0
)r
b
)
= EA
((
f˜A0
)r+1
b′
)
(r ≥ s+ 1).
(5.3.17)
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Figure 6: Part II, the location of b, b′ and b′′ in
the crystal graph Bi(i,j).
ւ f˜A1 ց f˜
A
0
b
l,i
(i,j+1)
EAb
✛ EAb′′
p
p
p+1s
s−1
Figure 7: Part II, the case of (a2), the loca-
tion of EAb and EAb
′′ in the crystal graph of
Bi(i,j+1).
Therefore we have the case of (l − 2i < n ≤ l − i+ 2j − 3q) of (5.3.2), the case of (l − 2i < n ≤
[
j−i
2
]
) of
(5.3.6) and (5.3.7),
By (5.3.9) – (5.3.17), we have Proposition 5.30. ✷
5.3.2 Actions of e˜G1
Proposition 5.31 For b ∈ G, n ∈ Z>0 if f˜
G
1
(
e˜G2
)n
b =
(
e˜G2
)n
f˜G1 b 6= 0, we have
f˜G1
(
e˜G2
)k
b =
(
e˜G2
)k
f˜G1 b (0 ≤ k ≤ n).
Proof We prove the proposition by the induction on k. We assume
f˜1 (e˜2)
k′
b = (e˜2)
k′
f˜1b (0 ≤ k
′ < k),
then we prove
f˜1e˜2 (e˜2)
k−1
b = e˜2f˜1 (e˜2)
k−1
b. (5.3.18)
We write e˜k−12 b = b1 ⊗ · · · ⊗ bl. We have
f˜1 (e˜2)
k−1
b = b1 ⊗ · · · ⊗ f˜1bk1 ⊗ · · · ⊗ bl, (5.3.19)
e˜2 (e˜2)
k−1
b = b1 ⊗ · · · ⊗ e˜1bk2 ⊗ · · · ⊗ bl, (5.3.20)
where 1 ≤ k1, k2 ≤ l.
The case of k1 > k2. Similar to Proposition 5.6, by Proposition 3.3 we see that the action of f1 increase
the number of u+ of Red2(b). Then the operator f˜1 does not influence the action of e˜2. In a similar way,
we see that the operator e˜2 does not influence the action of f˜1. Therfore we have (5.3.18).
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Figure 8: Part II, the case of (a3), the location
of EAb, EAb
′ and EAb
′′ in the crystal graph of
Bi+1(i,j+1).
The case of k1 ≤ k2. We assume
f˜1e˜2 (e˜2)
k−1
b 6= e˜2f˜1 (e˜2)
k−1
b. (5.3.21)
By assumption, at most one of following relations are satisfied:
f˜1e˜2
(
e˜k−12
)
b =
{
b1 ⊗ · · · ⊗ f˜1e˜2bk2 ⊗ · · · ⊗ bl
b1 ⊗ · · · ⊗ e˜2bk2 ⊗ · · · ⊗ f˜1bk′1 ⊗ · · · ⊗ bl
, (5.3.22)
e˜2f˜1
(
e˜k−12
)
b =
{
b1 ⊗ · · · ⊗ e˜2f˜1bk1 ⊗ · · · ⊗ bl
b1 ⊗ · · · ⊗ e˜2bk′2 ⊗ · · · ⊗ f˜1bk1 ⊗ · · · ⊗ bl
, (5.3.23)
Since f˜1u+ = u− and Ψ1(b) = u
ε1(b)
− u
ϕ1(b)
+ , we have k1 < k
′
1. In a similar way we have k
′
2 < k2. If (5.3.22)
is satisfied, we see that k1-th element of e˜
k′
2 f˜1e˜
k
2b and f˜1e˜
k′
2 e˜
k
2b (1 ≤ k
′ ≤ n − k) are different. Then we
have
e˜n2 f˜1b 6= f˜1e˜
n
2 b. (5.3.24)
This is contradiction. In a similar way, if (5.3.23) is satisfied, we have contradiction. Thus we have (5.3.18).
✷
We prove from (5.3.2) to (5.3.8) exchanging e˜A1 with e˜
G
1 . For example, we denote following equations
exchanging e˜A1 with e˜
G
1 from (5.3.2) to (5.3.5). We put b1 =
(
f˜A1
)q (
f˜A0
)p
b
l,i
(l−i,j) ∈ BC (3q ≥ i+2j−
[
j−i
2
]
,
p+ 2q > i+ 2j).
We are going to show
e˜G1 (Φ (E
n
A b1)) = Φ
(
EnA
((
f˜A1
)q−1 (
f˜A0
)p
b
l,i
(l−i,j)
))
, (5.3.25)
e˜G1
(
Φ
(
E
l−i−j+3(j−q)+1
A b1
))
= Φ
(
E
l−i−j+3(j−q)
A
((
f˜A1
)q (
f˜A0
)p+1
b
l,i
(l−i,j+1)
))
, (5.3.26)
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e˜G1
(
Φ
(
E
l−i−j+3(j−q)+2
A b1
))
= Φ
(
E
l−i−j+3(j−q)
A
((
f˜A1
)q+1 (
f˜A0
)p+2
b
l,i
(l−i,j+2)
))
, (5.3.27)
e˜G1
(
Φ
(
E
l−i−j+3(j−q+1)+n′
A b1
))
= Φ
(
E
l−i−j+3(j−q)+n′
A
((
f˜A1
)q+2 (
f˜A0
)p+3
b
l,i
(l−i,j+3)
))
, (5.3.28)
where 0 < n < l − j − i+ 3(j − q), 0 < n′ < 3(y − 1).
Here we prove the case of l − i− j ≡ 0 (mod 3), we can prove other cases similarly.
By Proposition 5.20, we have
Φ(b1) = 1
i
6
j−q
6
y
C
y+q+p−j−i
2
y−1
1
j+i−p
.
The case of (5.3.25), n = 0. By (E1), we have
e˜G1 (Φ(b1)) = Φ
((
f˜A1
)q−1 (
f˜A0
)p
b
l,i
(l−i,j)
)
.
The case of (5.3.25), n = l− i− j + 3(j − q). Put b4 = E
l−j−i+3(j−q)
A b. We see
Φ(b4) = 1
i
2
j−p
2
y
C
y+q+p−j−i
2
y
1
j+i−p
.
Using Definition 3.4
Ψ1(b4) = u
j−p+i
− u
y
+u
y+q+p−j−i
− u
y+q+p−j−i
+ u
y+j−p
− u
i
+,
Red1(b4) = u
j−p+i
− u
q+p−j−i
− u
2q+p−2j−i
+ u
i
+.
By Proposition 3.9, we have
e˜G1 (Φ(b4)) = 1
i
2
j−p
2
y
e˜G1 C
y+q+p−j−i
2
y
1
j+i−p
= 1
i
2
j−p
2
y
6 C
y+q+p−j−i−1
2
y
1
j+i−p
.
Put b′4 = E
n
A
((
f˜A1
)q−1 (
f˜A0
)p
b
l,i
(l−i,j)
)
. We see
Φ(b′4) = 1
i
2
j−p
2
y
6 C
y+p+q−j−i−1
2
y
1
j+i−p
.
Thus we have
e˜G1 (Φ (E
n
Ab1)) = Φ
(
EnA
((
f˜A1
)q−1 (
f˜A0
)p
b
l,i
(l−i,j)
))
.
The case of (5.3.26). We set b5 = E
l−j−i+3(j−q)+1
A b.
Φ(b5) = 1
i
2
j−p
2
y
C
y+q+p−j−i
3 2
y−1
1
j+i−p
.
We consider e˜G1 (Φ(b5)) with u+ and u−.
Ψ1(Φ(b5)) = u
j+i−p
− u
y−1
+ u0u
y+q+p−j−i
− u
y+q+p−j−i
+ u
y+j−p
− u
i
+,
Red1 (Φ(b5)) = u
j+i−p
− u
p+q−j−i+1
− u
2q+p−2j−i
+ u
i
+.
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Then we have
e˜G1 (Φ(b5)) = 1
i
2
j−p
2
y
e˜G1 C
y+q+p−j−i
3 2
y−1
1
j+i−p
= 1
i
2
j−p
2
y
6 C
y+q+p−j−i−1
3 2
y−1
1
j+i−p
.
We put b′5 = E
l−i−j+3(j−q)
A
((
f˜A1
)q (
f˜A0
)p+1
b
l,i
(l−i,j+1)
)
. Then we have
Φ(b′5) = 1
i
2
j−q
2
y
6 C
y+p+q−j−i−1
3 2
y−1
1
j+i−p
.
Thus we have
e˜G1
(
Φ
(
E
l−i−j+3(j−q)+1
A b1
))
= E
l−i−j+3(j−q)
A
((
f˜A1
)q (
f˜A0
)p+1
b
l,i
(l−i,j+1)
)
.
Similarly, in case of (5.3.27), n′ = 0 and n′ = 2(l− i− j) + 3(j − q) of (5.3.28), we have
e˜G1
(
Φ
(
E
l−i−j+3(j−q)+2
A b1
))
= Φ
(
E
l−i−j+3(j−q)
A
((
f˜A1
)q+1 (
f˜A0
)p+2
b
l,i
(l−i,j+2)
))
,
e˜G1
(
Φ
(
E
l−i−j+3(j−p)+3
A b1
))
= Φ
(
E
l−i−j+3(j−q)
A
((
f˜A1
)q+2 (
f˜A0
)p+3
b
l,i
(l−i,j+3)
))
,
e˜G1
(
Φ
(
E
2(l−i−j)+3(j−p)
A b1
))
= Φ
(
E
2(l−i−j)+3(j−q−1)
A
((
f˜A1
)q+2 (
f˜A0
)p+3
b
l,i
(l−i,j+3)
))
.
By Proposition 5.31, we have e˜G1Φ = Φe˜
A
1 for E
n
Ab1 (0 ≤ n ≤ εA(b1) = 2(l − i− j) + 3(j − p)).
Similarly, we can prove e˜G1Φ = Φe˜
A
1 for any b ∈ A.
5.4 Selection of minimal
5.4.1 Selection of minimal elements in BG2(lΛ1)
In this section, we only consider crystal Bl, so we denote e˜1, e˜2 instead of e˜
G
1 , e˜
G
2 respectively for simplicity.
By definition 3.16, minimal elements are b ∈ Bl such that 〈c, ϕ(b)〉 = l. At first we search for the element
b ∈ B(lΛ) such that 〈c, ϕ1(b)Λ1 + ϕ1(b)Λ2〉 = l. Next we verify that there does not exist b ∈ B(lΛ1) such
that 〈c, ϕ1(b)Λ1 + ϕ2(b)Λ2〉 < l. Then we verify that for b ∈ B
l such that 〈c, ϕ1(b)Λ1 + ϕ2(b)Λ2〉 = l, we
have ϕ0(b) = 0
Proposition 5.32 For b ∈ BG2(lΛ1) such that ε2(b) = 0, we have
min{2ϕ1(f˜
(k)
2 (b)) + ϕ2(f˜
(k)
2 (b)) | k = 0, . . . , ϕ2(b)} ≥ l −
[
1
2
wt0(b)
]
,
Proof We consider
min{2ϕ1(b
′) + ϕ2(b
′) | b′ = f˜
(k)
2 (b), k = 0, . . . , ϕ2(b)}. (5.4.1)
By Proposition 5.6, we have
2ϕ1(f˜
(k+1)
2 (b)) + ϕ2(f˜
(k+1)
2 (b))− (2ϕ1(f˜
(k)
2 (b)) + ϕ2(f˜
(k)
2 (b))) =
{
1 (k < k′)
−1 (k ≤ k′)
.
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We set b′ = f˜
ϕ2(b)
2 b. Then (5.4.1) is
2ϕ1(b) + ϕ2(b)−
ϕ2(b)− (2ϕ1(b
′)− (2ϕ1(b) + ϕ2(b)))
2
= ϕ1(b) + ϕ1(b
′).
Then we prove
ϕ1(b) + ϕ1(b
′)− l +
[
1
2
wt0(b)
]
≥ 0.
We recall that xi(b) = ♯
{
bk = i
∣∣∣ k = 1, . . . , n} (i = 1, . . . , 6, 01, 02), xi(b) = ♯{ bk = i ∣∣∣ k = 1, . . . , n}
(i = 1, . . . , 6). We consider b such that ε2(b) = 0. Such an element b satisfy following conditions:
(1) 0 ≤ x1(b) + x1(b) ≤ l. This is because f˜2
(
1
)
= 0, e˜2
(
1
)
= 0, f˜2
(
1
)
= 0, e˜2
(
1
)
= 0.
(2) x02(b) = 0 or 1. Since f˜2
(
02
)
= 0, e˜2
(
02
)
= 0 and by Proposition 3.15 x02(b) < 2.
(3) x2(b) = x3(b) = x4(b) = x5(b) = x01(b) = 0. Because if x2(b) > 0 or x3(b) > 0 or x4(b) > 0 or
x5(b) > 0 or x01(b) > 0 then ε2(b) > 0.
(4) x3(b) + x4(b) + x5(b) = 0 or 1. By Proposition 3.15.
(5) x6(b) ≤ x6(b). In particular, if x3(b) = 1 or x4(b) = 1 then x6(b) < x6(b) and if x5(b) then x6(b) = 0.
(6)
6∑
i=1
(xi(b) + xi(b)) + x01(b) + x02(b) = l.
We start with the case of x5(b) = 0.
By calculation, we have x1(b
′) = x1(b), x6(b
′) = x2(b) + x3(b) + x4(b) + x6(b), x02(b
′) = x02(b), x6(b
′) =
x6(b), x4(b
′) = x4(b), x3(b
′) = x3(b), x2(b
′) = x6(b) − x02(b) − x6(b) − x4(b) − x3(b), x1(b
′) = x1(b). We
put δ = wt0(b) mod 2. Thus we have
−wt0(b) = 2x1(b) + x2(b) + x3(b) + x4(b) + x6(b)− x6(b)− 2x1(b),
l = x1(b) + x2(b) + x3(b) + x4(b) + x6(b) + x02(b) + x6(b) + x1(b),
l −
[
1
2
wt0(b)
]
= 2x1(b) +
3
2
x2(b) +
1
2
x3(b) +
1
2
x4(b) +
3
2
x6(b) +
1
2
x6(b) +
δ
2
,
ϕ1(b) = x1(b) + (x02 (b) + 2x6(b) + x4(b)− x2(b))+,
ϕ1(b
′) = x1(b
′) + x02 (b
′) + 2x6(b
′) + (x2(b
′)− x4(b
′)− x6(b
′)− x02(b
′))+,
= x1(b) + 2x2(b) + 2x3(b) + 2x4(b) + 2x6(b) + x02(b)
+(x6(b)− x02(b)− 3x6(b)− 2x4(b)− x3(b))+.
ϕ1(b) + ϕ1(b
′)− l +
[
1
2
wt0(b)
]
=
1
2
|x02(b) + 2x6(b) + x4(b)− x2(b)|
+
1
2
|x6(b)− x02(b)− 3x6(b)− 2x4(b)− x3(b)| −
δ
2
(5.4.2)
≥ 0 (integer greater than − 12 ).
The case of x5(b) = 1. By Proposition 3.15, x3(b) = x4(b) = x6(b) = x02(b) = 0. Similar to the case of
x5(b) = 0, we have
ϕ1(b) + ϕ1(b
′)− l+
[
1
2
wt0(b)
]
=
1
2
x2(b) +
1
2
x6(b)−
δ
2
≥ 0 ( integer greater than − 12 ) (5.4.3)
✷
A minimal element is an element b ∈ Bl such that 〈c, ϕ(b)〉 = l. By 〈c, ϕ(b)〉 = ϕ0(b) + 2ϕ1(b) + ϕ2(b)
and Proposition 5.32, if wt0(b) > 0 we have 〈c, ϕ(b)〉 > l. Therefore for a minimal element b we must have
wt0(b) = 0.
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Lemma 5.33 we have
min{〈c, ϕ(b)〉 | b ∈ B(nΛ1)} = l.
Proof By (5.4.2) and (5.4.3), the elements b such that ε2(b) = 0, ϕ1(b) + ϕ1(f˜
ϕ2(b)
2 (b)) = l satisfy
following conditions.
If x5(b) = 0,
x2(b) = 2x6(b) + x02 (b) + x4(b),
x2(b) = 3x6(b) + x02 (b) + 2x4(b) + x3(b).
If x5(b) = 1,
x2(b) = 0,
x6(b) = 0.
Then we can express b such that ε2(b) = 0, ϕ1(b) + ϕ1(f˜
ϕ2(b)
2 (b)) = l as:
b =


1
m
2
n
C
n
6
n
1
m
(l = 2m+ 3n),
1
m
2
n
4 C
n−1
6
n+1
1
m
(n > 0, l = 2m+ 3n+ 1),
1
m
5 1
m
(l = 2m+ 1),
1
m
2
n
3 C
n
6
n+1
1
m
(l = 2m+ 3n+ 2).
where m,n ∈ Z≥0. We put
b˜(m) = f˜
3n
2 b =


1
m
2
n
C
n
2
n
1
m
(l = 2m+ 3n),
1
m
2
n
4 C
n−1
4 6
n
1
m
(n > 0, l = 2m+ 3n+ 1),
1
m
01 1
m
(l = 2m+ 1),
1
m
2
n
3 C
n
3 2
n
1
m
(l = 2m+ 3n+ 2),
where m ∈ Z≥0 such taht l− 2m ≥ 0. We prove 〈c, 2ϕ1(b˜(m))Λ1+ϕ2(b˜(m))Λ2〉 = l (k = 1, 2, 3). We prove
the case of l = 2m+ 3n. By Proposition 3.9
Ψ1(b˜(m)) = u
m
−u
n
+u
n
−u
n
+u
n
−u
m
+ ,
Red1
(
b˜(m)
)
= um−u
m
+ ,
we have
ϕ1(b˜(m)) = m.
By Proposition 3.9
Ψ2(b˜(m)) = u0u
3n
− u0u
2n
+ u0,
Red2
(
b˜(m)
)
= u3n− u
3n
+ ,
we have
ϕ2(b˜(m)) = 3n.
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Therefore,
〈c, 2ϕ1(b˜(m))Λ1 + ϕ2(b˜(m))Λ2〉 = 2m+ 3n.
In similar way, we can prove other cases.
Let B0l
∼= {b | b ∈ B(lΛ1), 〈c, ϕ1(b)Λ1 + ϕ2(b)〉 = l}, (P
+
cl )
0
l
∼= {λ ∈ ZΛ1 + ZΛ2 | 〈c, λ〉 = l}. Then we
see following proposition easily.
Proposition 5.34 The maps ε, ϕ : B0l → (P
+
cl )
0
l are bijective.
5.4.2 Existence of minimal elements on BG2(lΛ1)
We consider
(
f˜A1
)i (
f˜A0
)i
b
l,i
(i,i). By Definition 5.12, we have
(
f˜A1
)i (
f˜A0
)i
b
l,i
(i,i) =
(
e˜A2
)l−2i (
f˜A1
)i (
f˜A0
)i
b
l,i
((l−i),i).
For b ∈ BikΛ1+jΛ0 , we define y = y(b) =
[
l−i−j
3
]
.
By Proposition 5.20 and Lemma 5.21,
Φ
((
f˜A1
)i (
f˜A0
)i
b
l,i
((l−i),i)
)
=


1
i
6
y
C
y
2
y
1
i
(l − 2i ≡ 0 (mod 3)),
1
i
5 1
i
(l − 2i ≡ 1 (mod 3), y = 0),
1
i
6
y
6 C
y−1
4 2
y
1
i
(l − 2i ≡ 1 (mod 3), y > 0),
1
i
6
y
6 C
y
3 2
y
1
i
(l − 2i ≡ 2 (mod 3)),
we have
Φ
((
e˜A2
)l−2i (
f˜A1
)i (
f˜A0
)i
b
l,i
((l−i),i)
)
=


1
i
2
y
C
y
2
y
1
i
(l − 2i ≡ 0 (mod 3)),
1
i
01 1
i
(l − 2i ≡ 1 (mod 3), y = 0),
1
i
2
y
4 C
y−1
4 2
y
1
i
(l − 2i ≡ 1 (mod 3), y > 0),
1
i
2
y
3 C
y
3 2
y
1
i
(l − 2i ≡ 2 (mod 3)),
Therefore we have proved existence of minimal elements. By (5.1.12) we see
ϕ0
((
f˜A1
)i (
f˜A0
)i
b
l,i
(i,i)
)
= 0.
Thus we have
〈c, ϕ(b˜(m))〉 = l,
where m ∈ Z≥0.
52
5.4.3 Selection of minimals on Bl
By (5.2.6), for n < l, we have
ϕ0
∣∣∣
Bn+1
(b) = ϕ0
∣∣∣
Bn
(b) + 1.
Then for b ∈ Bn such that 〈c, ϕ(b)〉 = n, we have 〈c, ϕ(b)〉 = n + 1 on Bn+1. If l = 1, by calculation we
see min
{
〈c, ϕ(b)〉 | b ∈ B1
}
= 1. Then we see
min
{
〈c, ϕ(b)〉
∣∣ b ∈ Bl } = l,
inductively. Therefore a minimal element for level l − 1 is also a minimal element for level l. Thus it is
obvious that ε and ϕ are bijective.
Example 5.35 Following elements are minimal (0 ≤ l ≤ 7).
if l ≥ 0 φ,
if l ≥ 1 01 ,
if l ≥ 2 1 1 3 3 ,
if l ≥ 3 1 01 1 2 02 2 ,
if l ≥ 4 1
2
1
2
1 3 3 1 2 4 4 2 ,
if l ≥ 5 1
2
01 1
2
1 2 02 2 1 2 3 02 3 2 ,
if l ≥ 6 1
3
1
3
1
2
3 3 1
2
1 2 4 4 2 1 2
2
6 6 2
2
,
if l ≥ 7 1
3
01 1
3
1
2
2 02 2 1
2
1 2 3 02 3 2 1 2
2
4 02 4 2
2
.
5.5 Connectedness of Bl ⊗Bl
We will show connectedness of Bl ⊗Bl, by showing that any element of Bl ⊗Bl is connected with φ⊗ φ.
We consider decomposition of tensor products BG2(m1Λ1)⊗B
G2(m2Λ1). Each connected component has
a lowest weight element. Then, we prove the lowest elements connected with φ⊗ φ.
For b1 ∈ B
G2(m1Λ1), b2 ∈ B
G2(m2Λ1), there exist a sequance (i1, . . . , ik) (in ∈ {1, 2}, n = 1, . . . , k)
such that f˜i1 · · · f˜i2b1 ⊗ b2 is a lowest weight element b
′
1 ⊗ 1
m2
∈ BG2(m1Λ1)⊗B
G2(m2Λ2). We can
express
f˜i1 · · · f˜i2b1 ⊗ b2 = b
′
1 ⊗ 1
m2
.
Then there exists b′′1 ∈ B
G2(m′1Λ1) such that
f˜
(ϕ0(b
′
1)−m2)++m2
0 b
′
1 ⊗ 1
m2
= b′′1 ⊗ φ.
There exist another sequence (i′1, · · · , i
′
k′) (i
′
n ∈ {1, 2}, n = 1, . . . , k
′) such that f˜
m′1
0 f˜i′1 · · · f˜i′k′
b′′1 is lowest
weight element 1
m′1 . Therefore we can express as
f˜
m′1
0 f˜i′1 · · · f˜i′k′
b′′1 ⊗ φ = f˜
m′1
0 1
m′1 ⊗ φ = φ⊗ φ.
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Then we have
b1 ⊗ b2 is connected with φ⊗ φ.
By §5.4, §5.5 we have Theorem 2.2.
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Perfect crystal of level 2
2 2
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2 6 1
1 02 1
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6 6
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02 6 6φ
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1 6
1 1
1 2
2 2
3 2
3 1 4 2
3 4 1
5 1
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5 4 6
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1 4
1 5
2 5
4 2
3 2
3 1 3 6
3 02
3 6
5 2
5 1
4 1
6 5
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4 02 4
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3 1 4
2 4 1 3
2 3
01 2
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01 4 4
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2 5
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Figure 9: Perfect crystal of level 2
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