For the linear finite element solution to the Poisson equation, we show that superconvergence exists for a type of graded meshes for corner singularities in polygonal domains. In particular, we prove that the L 2 -projection from the piecewise constant field ∇uN to the continuous and piecewise linear finite element space gives a better approximation of ∇u in the H 1 -norm. In contrast to the existing superconvergence results, we do not assume high regularity of the exact solution.
Introduction
Let Ω ⊂ R 2 be a bounded polygonal domain. We shall consider the linear finite element approximation for the Poisson equation We are interested in the case when Ω is concave, and thus the solution of (1.1) possesses corner singularities at vertices of Ω where some of the interior angles are greater than π. By the regularity theory, the solution u is in H 1+β (Ω) with β = min i {π/α i , 1}, where α i are interior angles of the polygonal domain Ω. It is easy to see that when the maximum angle is larger than π, i.e., Ω is concave, u / ∈ H 2 (Ω), and thus the finite element approximation based on quasi-uniform grids will not produce the optimal convergence rate. Graded meshes near the singular vertices are employed to recovery the optimal convergence rate. Such meshes can be constructed based on a priori estimates [3, 4, 6, 24, 25, 31, 37] or on a posteriori analysis [9, 12, 39] . In this paper, we shall consider the approach used in [6, 31] , and in particular, focus on the linear finite element approximation of (1.1).
In [6, 31] , a sequence of linear finite element spaces V N ⊂ H 1 0 (Ω) is constructed, such that 2) where u N = u V N is the finite element approximation and N = dim V N . The convergence rate N −1/2 in (1.2) is the best possible rate we can expect for the linear element, and the solution u N is the best approximation (i.e., the projection) of u into V N in the H 1 semi-norm. We cannot find a better approximation to u in the space V N measured in the H 1 semi-norm. The main contribution of this paper is to demonstrate that appropriate post-processing of the piecewise constant vector function ∇u N will improve the convergence rate. More precisely, let V N denote the space of continuous and piecewise linear finite element functions. Note that V N is bigger than V N since it also contains nodal basis of boundary nodes. For any u ∈ L 2 (Ω), denote by
the L 2 -projection to V N , and for u ∈ H 1 (Ω),
Then on appropriate graded meshes and for any δ > 0, we shall show
where C depends only on the interior angles of Ω, the initial triangulation T 0 of Ω, and the constant δ. Therefore, we obtain a better approximation of ∇u based on existing information on the mesh and corresponding matrices. Note that instead of the inversion of the stiffness matrix, the computation of Q N (∇u N ) only involves the inversion of the mass matrix. Following our diagonal scaling technique in Section 2, the preconditioned conjugate gradient (PCG) method with the diagonal pre-conditioner will be convergent very quickly. Consequently, the computational cost of Q N u N is negligible comparing with that of u N . The improved convergence rate (1.3) is known as superconvergence in the literature. Let u I ∈ V N be the nodal interpolation of u. Our proof of (1.3) is based on the following supercloseness between u N and u I in V N :
(1.4)
Our approach can be easily modified to prove a similar result for average type recovery scheme [47] or polynomial preserving recovery scheme [45] . For example, let us define an average type recovery scheme by R :
where ω i is the patch including the vertex x i , i.e., the union of all triangles containing x i , and | · | is the two dimensional Lebesgue measure. Then a similar estimate 5) holds. The average type recovery involves only simple function evaluation and arithmetic operations, and thus is more computationally favorable. The idea of post-processing the solution in the L 2 -norm for a better approximation has been widely addressed. For example, see the early paper [21] in 1974. When the solution u is smooth enough, the superconvergence theory is well estabilished. See [5, 7, 10, 13-15, 27, 29, 36, 38, 46] for the super-closness (1.4); see [7, 15, 22, 28, 30, [41] [42] [43] [44] for the superconvergence of recovered gradient (1.3) or (1.5). Analogue of (1.3), (1.4), and (1.5) on quasi-uniform meshes are usually proved with the assumption u ∈ H 3 (Ω)∩W 2,∞ (Ω), which is not realistic for corner singularities.
Instead of standard Sobolev spaces, we here use weighted Sobolev spaces to prove similar results on graded meshes for corner singularities, and establish (1.3), (1.4), and (1.5) in terms of the smoothness of f . It is worth noting that using the knowledge of singular expansions of the solution near the vertices, [23] presented a super-closeness result on smoother graded meshes introduced by [4] . In [34, 35] , such expansion is used to prove superconvergence on rectangular meshes. Also in a recent paper [40] , the knowledge of singular expansions of the solution near the vertices is used to justify the superconvergence of recovered gradients on adaptive grids obtained from a posteriori processes.
Based on different principles, we use weighted Sobolev spaces to prove the superconvergce of gradient recovery schemes on a class of graded meshes for corner singularities, which can be generated by a simple and explicit process. Since the singular expansion is not required in our analysis, it is possible to extend our results to other singular problems (transmission problems, Schrödinger type operators, and many other singular operators from physics) [31, 33] , which can be treated in similar weighted Sobolev spaces.
Throughout this paper, by x y , we mean x ≤ Cy, for a generic constant C > 0, and by x y, we mean x y and y x. All constants hidden in this notation are independent of the problem size N and of the solution. However, they may depend on the shape of Ω, and on other parameters which will be specified in the context.
The rest of this paper is organized as follows. In Section 2 we introduce the weighted Sobolev space, the construction of graded meshes, and error estimates on the interpolant and finite element solution. In Section 3, we prove the super-closeness and superconvergence of the recovered gradient. In Section 4, we provide a numerical example to support our theoretical results.
Approximation Using Weighted Sobolev Spaces
In this section, we shall briefly introduce the weighted Sobolev space K m a (Ω), and provide preliminary results in order to carry out further analysis on graded meshes. On details of weighted Sobolev spaces used here, we refer readers to [6, 26, 31] . In addition, we also establish some new error estimates which cannot be found in [6] . Throughout this paper, we assume Ω ⊂ R 2 is a polygonal domain with vertices v i , i = 1, · · · , M . The interior angle at vertex v i is denoted by α i for i = 1, · · · , M .
Weighted Sobolev spaces
Let r i be the distance function from any point in Ω to the i-th vertex v i . Denote by l the minimum of non-zero distances from any v i to an edge of Ω. Let
where B(x, r) denotes the open ball centered at x with radius r. Note that the neighborhoods
when x ∈ V i , and
Such a smooth function can be easily constructed, e.g., using mollifier to smoothly glue r i in V i and the constant functionl/2 in an open domain inside Ω\ ∪ V i . This leads to the definition of the weighted Sobolev space for corner singularities [6, 26, 31] .
Definition 2.1. Let ρ be chosen as above, and let m ∈ Z + and a ∈ R. The weighted Sobolev space K m a (Ω) is defined as:
Equipped with the inner product
(Ω) is a Hilbert space by the standard argument [20] , with the induced norm
, and semi-norm
We here survey some intrinsic properties of the weighted Sobolev space K m a (Ω) that are necessary for our further analysis. These results can be easily verified by direct calculations. One can also see [6, 26, 31] for details of proofs.
From Definition 2.1, ρ is equal to the distance function in a small neighborhood of the vertex and bounded below away from zero otherwise. Then, it can be seen that K m a (Ω) and H m (Ω) are equivalent on the domain whose closure excludes vertices of Ω.
, where M 1 and M 2 depend on ξ, m and a, but not on u.
The following lemma gives relations between different spaces near a vertex of Ω.
We now give the homogeneity argument in the weighted Sobolev space. For simplicity, we consider a new coordinate system that is a simple translation of the old xy-coordinate system with v i now at the origin of the new coordinate system. Let G ⊂ V i be the subset, such that ρ ≤ ξ ≤l on G. For 0 < λ < 1, we let G := λG and define the dilation of a function on G in the new coordinate system as follows,
for all (x, y) ∈ G ⊂ V i . The following result can be found at [6] (Lemma 1.9).
In addition, a direct calculation shows that
defines a bounded map.
Regularity of the solution
(Ω) satisfying the following weak formulation:
where
and f, v is the dual pair of
where P m (τ ) is the polynomial space of order m on the triangle τ .
The finite element approximation of (2.2) is: given a function
By the Poincaré inequality, a(·, ·) defines an inner product in H 1 0 (Ω), and thus the existence and uniqueness of the solution u and u T comes from the Riesz representation theorem.
From (2.2) and (2.3), we immediately get the Galerkin orthogonality
Consequently,
namely u T is the best approximation of u in the a(·, ·) inner product. When f is more regular, we may expect the solution u to be in high-order Sobolev spaces. Here we recall the regularity result in terms of weighted Sobolev spaces K m a (Ω) that has been proved in [6, 31] . Recall that α i is the interior angle of the i-th vertex of Ω.
Theorem 2.1. Let β := min i {π/α i , 1} and | | < β. Then, for any given f ∈ K
2), and
where C depends on Ω and , but not on u or f .
We mention that even if the domain is convex, the solution could have singularities near vertices in some Sobolev spaces H m (Ω), for m > 2. From Theorem 2.1, however, there is no loss of K m a (Ω)-regularity in the weighted Sobolev spaces. Therefore, it is convenient to use weighted Sobolev spaces K m a on non-smooth domains to carry out the analysis. In particular, for
(Ω). We will use this property to replace the strong regularity assumption u ∈ H 3 (Ω) used in the literature, in order to study the superconvergence on graded meshes.
Graded meshes
Following [6, 31] , we now construct a class of suitable graded meshes to obtain the optimal convergence rate of the finite element solution in the presence of the corner singularity in the solution of (1.1). Starting from an initial triangulation of Ω, we divide each triangle into four triangles to construct such a sequence of triangulations, which is similar to the regular midpoint refinement. The difference is, in order to attack the corner singularity, when we perform the refinement, we move the middle points of edges towards the singular vertex of Ω. Here a singular vertex v i means α i > π. Definition 2.2. Let κ ∈ (0, 1/2], and T be a triangulation of Ω such that each triangle in T contains at most one vertex of Ω. The κ-refinement of T , denoted by κ(T ), is obtained by dividing each edge AB of T into two parts as follows. If neither A nor B is a singular vertex of Ω, then we divide AB into two equal parts. Otherwise, if A is a singular vertex of Ω, we divide AB into AC and CB, such that |AC| = κ|AB|. This will divide each triangle of T into four triangles. We start with an initial triangulation T 0 of Ω such that all triangles in T 0 have interior angles bounded below by a positive angle and are of comparable sizes. Furthermore each triangle in T 0 contains at most one vertex of Ω. Let
We then obtain a sequence of triangulations {T L } ∞ L=1 and will use it to construct our finite element space. Note that for a fixed κ, {T L } ∞ L=1 is shape regular and the shape regular constant depending only on κ and T 0 .
The process of generating triangles in Definition 2.2 actually decomposes the triangulation T L into layers D i , i = 0, · · · , L that can be described as follows. For 0 ≤ i < L, let {τ i,j , j = 1, · · · K} be the set of the triangles in T i that contains the singular vertex S 0 . Then, after one refinement, τ i,j is divided into a small similar triangle with the same vertex S 0 and a trapezoid between two parallel sides. (See Figure 2.1) . We thus denote by D i+1 the union of the trapezoids generated in ∪ K j=1 τ i,j during this refinement. In addition, we define
The generation of different layers D 0 and D 1 is illustrated in Figure 2 .2. 
By the construction, in each layer away from the singular vertex, the weight function ρ is comparable with a constant, i.e.
Note that (2.6) does not hold for i = L, where we can only have ρ κ L and cannot bound ρ below by κ L since ρ is approaching to zero. Since every triangle is divided into four smaller triangles in one κ-refinement, the number
The choice of the grading parameter κ, determines the density of the mesh accumulating at the singular vertex, and consequently, determines the approximation property of finite element spaces. It has been shown in [6, 31] that if we choose then the quasi-optimal rate of convergence for finite element approximation can be obtained on the graded mesh from the κ-refinement. All constants skipped in (2.5), (2.6), and (2.7) depend on the initial triangulation and the grading parameter κ. The latter, by (2.8) depends on the choice of m and . In our applications, we shall usually choose m = 1 or 2, and a fixed < β. Here recall that β = min i {π/α i , 1} depends only on the interior angles of Ω. Therefore, all constants depend on the domain Ω and the initial triangulation T 0 .
Interpolation error estimates
In this section, we give the interpolation error estimate in H 1 semi-norm and a weighted L 2 norm on T L . Let us introduce the standard Lagrange interpolation operator I m :
. In particular, we use the short notation u I = I 1 u and u Π = I 2 u for the linear and quadratic interpolant, respectively. Lemma 2.5. Let τ i ∈ T L be a triangle sitting in the layer
, and (2.9)
Proof. Recall that we have the standard interpolation error estimate
which leads to
. The estimate (2.10) for 0 ≤ i < L is proved similarly.
For the most inner layer, i.e., i = L, we need a special treatment. Let τ L be a triangle in D L . We denote u λ (x, y) = u(λx, λy) with the single singular vertex v i as the origin. Let
Let χ :τ L → [0, 1] be a non-decreasing smooth function that depends only on ρ and is equal to 0 in a neighborhood of S 0 , but is equal to 1 at all other interpolant points ofτ different from S 0 . We introduce the auxiliary function v = χu λ onτ L . Consequently,
where C depends on the choice of the nodal points. In addition, since we chop out the singular region, v ∈ H m+1 (τ L ), and
Since we are considering the homogenous Dirichlet boundary condition, u(S 0 ) = 0 and the interpolant I m v = I m u λ = (I m u) λ by the definition of v and the affine invariant of the Lagrange interpolatoin.
By the homogeneity argument (see Lemma 2.3), we have -error then follow from summing up this result on all triangles. As a consequence of (2.9), we obtain the optimal convergence rate of nodal interpolation in H 1 -norm. Here we only present results for linear interpolation u I , i.e., m = 1. Theorem 2.2. Suppose the grading parameter κ = 2 −1/ , 0 < < β and u ∈ K 2 1+ (Ω). Then there exists a constant C = C( , T 0 )
(Ω) . Proof. From the relation of h i , κ i and N ; see (2.5), (2.6), (2.7), and (2.8), we have
, which leads to the desired result by standard summation process.
We now give an estimate of u − u I in a weighted L 2 norm. We first define a piecewise constant approximation of the weight function ρ −1 :
Then, we define the weighted L 2 inner product with respect to r In addition, the above inner product induces the norm,
and u rc,L 2 (Ω) can be thought as an approximation of the weighted Sobolev norm
Theorem 2.3. Suppose the grading parameter κ = 2 −1/ , > 0 and u ∈ K 2 1+ (Ω). Then there exists a constant C = C( , T 0 )
Proof. By the definition of (·, ·) rc,L 2 (Ω) and the weighted Sobolev space
Now using the estimate (2.10), we get
Note that κ ≤ 1/2 and thus the weight r c ≥ 1. As a consequence
We can prove a more tight estimate for the standard L 2 -norm provided with a stronger grading parameter.
Theorem 2.4. Suppose the grading parameter κ = 2 −2/ , > 0 and u ∈ K 2 (Ω). Then there exists a constant C = C( ,
Proof. Let us take τ i ∈ D i for 0 ≤ i < L. By the standard interpolation error estimate and the relation of ρ and κ,
In the last step, the choice of κ = 2 −2/ is important to get the correct rate.
The case i = L is proved using a similar technique in Lemma 2.5.
Error estimate on the finite element approximation
In this section, we shall give the error estimate on u − u N in the H 1 norm and the weighted L 2 norm. Throughout this section, we always assume u is the solution of (2.
is the linear finite element approximation of u, i.e., the solution of (2.3), and the data f ∈ L 2 (Ω). Note that we use the subscript N in u N to indicate the relation of the finite element solution with the number of interior nodes which is also the dimension of V L . Theorem 2.5. Suppose the grading parameter κ satisfies κ = 2 −1/ , for 0 < < β. There exists a constant depending only on , T 0 and Ω, such that,
Proof. By (2.4) and Theorem 2.2,
(Ω) . Then by the regularity result (Theorem 2.1) and Lemma 2.2,
We now give a weighted L 2 error estimate of u − u N using the standard duality argument. Similar estimates are obtained in [4, 11] . Theorem 2.6. Suppose the grading parameter κ satisfies κ = 2 −1/ , for 0 < < β. There exists a constant depending only on , T 0 and Ω, such that
Proof. Consider the following boundary value problem:
(2.12)
Then by choosing v = u − u N in (2.12), we have
By Theorems 2.2 and 2.1, we have
. By the relation of ρ and r c in D i , we have
Combining the results above, we have
Superconvergence on Graded Mesh
In this section, we shall prove the super-closeness between u N and u I on graded meshes, on which we have the optimal rate of convergence for quadratic elements. Namely, we choose κ = 2 −2/ for the mesh grading. Based on this result, we prove the L 2 projection of ∇u N will give a better approximation of ∇u. We also sketch the proof for the average type gradient recovery scheme.
Super-closeness
For a given node x i , we denote by ω i , the patch of x i , which is the union of all triangles sharing this node. The superconvergence comes from the symmetry of the local patch ω i . Note that to obtain a better convergence rate, we need a graded mesh with higher mesh density at the singular vertices (κ = 2 −2/ ).
Lemma 3.1. Suppose the grading parameter κ satisfies κ = 2 −2/ , for some ∈ (0, β). For an interior node x i and
1+ (ω i ) and the patch ω i is symmetric, then we have
Proof. By the construction of graded meshes, if the patch is symmetric, then it contains six similar triangles. Note that the tangential derivative of ϕ i vanishes on the boundary edges of ω i while for the interior edges of ω i , the two triangles sharing that edge forms a parallelogram. Using the identity of error formula in [7] (see also [17] ), we obtain
Noting that ∇ϕ i L 2 (ωi) ≤ C and using the relation of ρ, κ and h i , we get
We then estimate the consistence error on the patch which is not symmetric.
Lemma 3.2. Suppose the grading parameter κ satisfies κ = 2 −2/ , for some ∈ (0, β). For a node
Proof. By the Cauchy-Schwarz inequality and interpolation error estimate, we have
. By the relation of h i and κ i ,
When i is close to zero, e.g., i = 0, the rate in (3.1) becomes 2 L N −1 = N −1/2 . But when i = L, L − 1, the rate becomes N −1 . This estimate indicates when the patch is close to the singularity, although we can only have first order convergence in terms of h i , the patch is small enough to obtain a better rate N −1 in terms of N . Let e i = (u N − u I )(x i ) and e = (e 1 , · · · , e N ) t . We now estimate e := e l 2 .
Lemma 3.3. Suppose the grading parameter κ satisfies κ = 2 −1/ , for some ∈ (0, β) and
where r c is defined in (2.11) and M = (m i,j ) with
Therefore, as a symmetric and positive definite and diagonal dominant matrix, N −1
by its definition and the inverse inequality. Then, we conclude
(Ω) . In the last step, we have used the estimates in Theorems 2.3 and 2.6. Now it is in the position to prove our main result.
Theorem 3.1. Suppose the grading parameter κ satisfies κ = 2 −2/ , for some ∈ (0, β), and f ∈ H 1 (Ω). For any δ > 0, there exists a constant C = C(δ, , β, T 0 ) such that
Proof. Let r i = a(u − u I , ϕ i ) and r = (r 1 , · · · , r N ) t . Then
r i e i ≤ r e .
We define I good = {1 ≤ k ≤ N, ω k is symmetric} and
Note that I i contains the patch on the boundary of D i which forms a narrow strip with measure
To estimate the error r , we divide it into two parts
For k ∈ I good , note that if the patch is symmetric, then it sits in the interior of some D i , i < L, and thus we can apply Lemma 3.1 to obtain
We then estimate the second term I 2 . Again, we divide it into two cases, 0 ≤ i < L and i = L. When i ∈ I L , we apply Lemma 3.
For k ∈ I i , 0 ≤ i < L, we use the infinity norm estimate. For any 0 < s < 1,
Then, the last inequality above is based on the fact that W 1+s,∞ (ω k ) is defined by interpolation between W 1,∞ (ω k ) and W 2,∞ (ω k ), and therefore, its norm only depends on the corresponding norms of the original spaces [1, 8, 19] . And thus
Here we use the fact (3.2). The rate is computed as the follows
where δ > 0 can be arbitrarily small as s → 1. Therefore,
(Ω) . Therefore, by the Sobolev imbedding theorem, for any 0 < s < 1,
where C depends only on the domain Ω\D L and s. From Lemma 3.3,
(Ω) . Here we apply Lemma 3.3 for κ = 2 −1/ with = /2 and the fact u K 2
. Put all estimates together, we obtain
(Ω) , which leads to the desired result by the regularity result.
Superconvergence of the recovered gradient
In this subsection, we aim to estimating ∇u − Q N ∇u N . Here recall that Q N denotes the L 2 projection to V N and
is the linear finite element spaces including the boundary nodes also. SinceN := dim(V N ) ≤ CN , we shall still use N , the number of interior nodes, in the following estimates. Following [7] , we apply the triangle inequality
and estimate these three terms one by one. Similar approach may be found at [2] .
Lemma 3.4. Suppose the grading parameter κ = 2 −2/ for some ∈ (0, β) and u ∈ K
is a bounded operator from Lemma 2.4, i.e.
(Ω) , we finish the proof.
The third term I 3 is from the super-closeness and the stability of Q N in L 2 norm.
Lemma 3.5. Suppose the grading parameter κ = 2 −2/ for some ∈ (0, β) and u ∈ K 3 1+ (Ω). Then for any δ > 0,
(Ω) . So we only need to estimate the second term I 2 . Lemma 3.6. Suppose the grading parameter κ = 2 −2/ for some ∈ (0, β) and u ∈ K 3 1+ (Ω). Then for any δ > 0,
Without loss of generality, we only estimate
i be the mass matrix. Then by the definition of Q N ,
and thus
We shall estimate h −1 i s i as before. For interior nodes and ω i ∈ D i , i < L is symmetric, by integration by parts, we have
When the patch ω i is symmetric, for any quadratic function p, (p − p I , ∂ x ϕ i ) = 0, since p − p I is even and ∂ x ϕ i is odd (with respect to the node x i ). We shall also use the quadratic interpolant u Π as a bridge in the proof. It is obvious that u I = (u Π ) I .
Let p ∈ P 2 (ω i ) be any quadratic polynomial in ω i . Then
By the interpolation error estimate
, and use the Bramble-Hilbert lemma to get
. For non-symmetric patches, we use the same procedure in Theorem 3.1. For the most inner layer, i.e., i ∈ I L h −1
. For non-symmetric patch in other layers, we use
and follow the same procedure in the proof of Theorem 3.1 to obtain
Put them together, we get the desired estimate.
We summarize as the following theorem.
Theorem 3.2. Suppose the grading parameter κ satisfies κ = 2 −2/ , for some ∈ (0, β), and f ∈ H 1 (Ω). For any δ > 0, there exists a constant C = C(δ, , β, T 0 ) such that
Remark 3.1. The estimate in Theorem 3.1 and thus Theorem 3.2 may be improved by using more refined analysis, e.g., the integral identity over triangles in [7] .
Average-type recovery
In this subsection, we analyze the average type gradient recovery scheme. The proof is similar and thus we only sketch the outline here.
Let us define R :
where ω i is the patch of the vertices x i , i.e., all triangles containing x i , and | · | is the Lebesgue measure. Then similar superconvergence holds.
Theorem 3.3. Suppose the grading parameter κ satisfies κ = 2 −2/ , for some ∈ (0, β), and f ∈ H 1 (Ω). For any δ > 0, there exists a constant C = C(δ, , β, T 0 ) such that
By the triangle inequality
As an average operator, it is easy to show R is stable in L 2 norm and thus
It remains to estimate the first term. To this end, we need to apply the local analysis in the patch of a triangle τ i that is U (τ i ) = ∪ x k ∈τi ω k .
When u ∈ P 1 (U (τ i )), ∇u is a constant and thus R(∇u I ) = ∇u. By the Bramble-Hilbert lemma, we have the first order estimate ∇u − R(∇u I ) L 2 (τi) h i |u| H 2 (U (τi)) .
When the patch U (τ i ) is symmetric, the recovery operator will preserve quadratic functions. Namely for u ∈ P 2 (U (τ i )), R(∇u I ) = ∇u in τ i . Then a second order estimate holds (see e.g. [28] ) ∇u − R(∇u I ) L 2 (τi) h 2 i |u| H 3 (U (τi)) .
For non-symmetric patch, we again use the fact the measure of non-symmetric patches is small. Using the relation of local mesh size and the weight function, we can transform the estimate to weighted Sobolev spaces as before.
Numerical Examples
In this section, we shall present numerical examples to support our theoretical results. We shall consider the Poisson equation with the Dirichlet boundary condition:
(4.1) We use continuous piecewise linear finite elements to solve these Poisson equations. We adopt LNG FEM [32] to generate the graded mesh, AFEM@matlab [18] for the solution, and iFEM [16] for the recovered gradient by using the simple average process (3.4) . For the L-shape domain, β = 2/3 and we choose κ = 0.1 < 2 −2/β , while we let κ = 0.05 < 2 −4 for the singularity from the crack. We present several graded meshes obtained by κ-refinement in Figure 4 .1. The convergence rates of the L-shape problem and the crack problem can be found in Figure 4 .2 and in Figure 4 .3, respectively.
From Figure 4 .2 and 4.3, it is clear that we obtain the optimal convergence rate for ∇u − ∇u N L 2 (Ω) which is N −1/2 . The superconvergence rate for ∇u − R∇u N L 2 (Ω) is around N −0.65 which is very close to the theoretical prediction −5/8 = −0.625. We note that the rate of super-closeness ∇u I − ∇u N L 2 (Ω) is around N −0.85 , which is better than our theoretical estimates. See also Remark 3.1. 
