Abstract -To study the complex neuromuscular control pathways in human movement, biomechanical parametric models and system identification methods are employed. Although test-retest reliability is widely used to validate the outcomes of motor control tasks, it was not incorporated in system identification methods. This study investigates the feasibility of incorporating test-retest reliability in our previously published method of selecting sensitive parameters. We consider the selected parameters via this novel approach to be the key neuromuscular parameters, because they meet three criteria: reduced variability, improved goodness of fit, and excellent reliability. These criteria ensure that the parameter variability is below a user-defined value, the number of these parameters is maximized to enhance goodness of fit, and their test-retest reliability is above a user-defined value. We measured variability, the goodness of fit, and reliability using Fisher information matrix, variance accounted for, and intraclass correlation, respectively. We also incorporated model diversity as a fourth optional criterion to narrow down the solution space of key parameters. We applied this approach to the head position tracking tasks in axial rotation and flexion/extension. A total of forty healthy subjects performed the tasks during two visits. With variability and reliability measures ≤0.35 and ≥0.75, respectively, we selected three key parameters out of twelve with the goodness of fit >69%. The key parameters were associated with at least two neuromuscular pathways out of four modeled pathways (visual, proprioceptive, vestibular, and intrinsic), which is a measure of model diversity. There- J. fore, it is feasible to incorporate reliability and diversity in system identification of key neuromuscular pathways in our application.
fore, it is feasible to incorporate reliability and diversity in system identification of key neuromuscular pathways in our application.
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I. INTRODUCTION

I
DENTIFICATION techniques for parametric models are needed to investigate the neuromuscular control pathways involved in human movement. Unfortunately, we do not have direct access to individual pathways, but instead rely on gross measures such as movement kinematics and electromyography [1] . Therefore, neuromuscular parametric models have been used to estimate the relative contribution of various neuromuscular control pathways [2] - [5] . These parametric models typically have multiple independent neuromuscular control signal pathways. Because the neurophysiology is complex with many pathways, these models also tend to be complex with a large number of parameters to be estimated [4] , [6] , [7] . For a fixed amount of information (measurement), increased parameterization results in increased parameter variability [4] , [8] - [10] , which subsequently decreases reliability.
Reliability is usually assessed for nonparametric measures such as root mean square error and mean velocity [11] - [14] . Reliability is rarely assessed for estimated model parameters (we are aware of a single study that reported reliability of parameter estimates [15] ). No study, to our knowledge, considered incorporating reliability as a selection criterion in system identification for estimating model parameters. Excellent parameter reliability is important for system identification methods to be useful in biomechanical and clinical applications [16] - [18] . Therefore, reliability should be incorporated in existing system identification methods for estimating model parameters.
We previously developed a system identification method that estimates only sensitive model parameters while fixing the remaining ones to preliminary values [19] . It allows selection across all possible parameter subsets, which makes it exhaustive. Because no parameter is eliminated (parameters are either estimated or fixed), all neuromuscular pathways are present in the final model. Sensitive parameters were selected based on parameter variability (measured by Fisher information matrix (FIM)) and goodness of fit.
The main purpose of this study was to investigate the feasibility of incorporating test-retest parameter reliability in our existing FIM method of selecting sensitive parameters. We used a neuromuscular model of the head-neck system for position-tracking tasks in axial rotation (Yaw) and flexion/extension (Pitch). We hypothesized that it is feasible to select sensitive parameter subsets with excellent reliability. We consider these parameters to be the key model parameters substantially affecting head-neck control.
II. METHODS A. Subjects
Forty healthy subjects were recruited for this study (TABLE I) . They did not have neck pain lasting more than three days in the last year nor neurological or balance disorders. The Michigan State University's Biomedical and Health Institutional Review Board approved the experiment protocol. All subjects signed an informed consent before participation.
B. Data Collection
The experimental setup of head position tracking (Fig. 1 ) used a helmet, secured on the subject's head, with two string potentiometers (SP2-50, Celesco, Chatsworth, CA) attached to measure head angle [14] . The reference marker r (t) along with the head position marker y(t) were displayed on a monitor (SyncMaster SA650, Samsung; 27 cm×47.5 cm) fixed 1 meter away from the subject. Subjects were instructed to track the reference marker as fast and accurate as possible. The reference signal was a pseudorandom sequence with random step durations (0.3-0.9 seconds) and amplitudes such that the maximum amplitude was ±4°centered around 0°(the upright head position) [14] . Subjects completed each task (Yaw and Pitch) on two visits separated by an average of 6.7 (range 1-21) days. Each task consisted of two 15-second practice trials and three 30-second trials during each visit. Data was sampled at 50 Hz and collected with a data acquisition card (cDAQ-9172, National Instruments, Austin, TX).
C. Data Analysis
1) The Parametric Model: The parametric models of the tasks (Fig. 2) used previously published physiological subsystems [6] , [20] , [21] , but the output was modified from head acceleration to head position. This modification does not alter the model behavior, nor the physiological parameter interpretation given in those studies. The physiological parameters (TABLE II) were divided into parameters that may be estimated (candidate key parameters)
and fixed parameters fixed := J T c m h T (fixed value across subjects). The physiological descriptions of the parameters are listed in TABLE II. They are the model parameters of visual, vestibular, proprioceptive, and intrinsic pathways, torque converter, and the head-neck plant (Fig. 2) .
2) Parameter Estimation: Estimated model parameters identify the physiological contributions of neuromuscular control pathways. Because the parameters had different magnitudes (TABLE II) , which may cause numerical issues in optimization, the parameters were normalized. For the i th parameter i , its normalized counterpart is i ∈ [−1, 1]. Any subset φ ⊆ is estimated in the same way as , therefore, we use φ for generalization. Parameters were estimated by nonlinear least squaresφ
where y is the concatenated head position measurement of three trials,ŷ is the simulated model output, and · 2 is the 2-norm of a vector. We used MATLAB's function 'lsqnonlin' to solve (2) . Preliminary estimates of were obtained per subject per visit (nominal values, TABLE III and  TABLE IV) based on which we defined the parameters' bounds (TABLE II) . For a given subset φ, its parameters were estimated (per subject per visit) while fixing the remaining parameters to the mean (across subjects and visits) of the nominal values. Because the Pitch model has a gravity component while the Yaw model does not (Fig. 2) , each model was fitted for its task separately.
3) The Existing FIM Method: FIM is a square matrix computed at the normalized true model parameters φ 0 and denoted by I(φ 0 ). Because the subjects' true parameters are unknown, we used the nominal values (TABLE III and TABLE IV) . The diagonal elements of FIM inverse (I −1 ) are parameter estimation error variance (represent parameter variability).
The FIM method [19] , [22] for a single dataset (single subject, single visit) selects sensitive parameter subsets (θ or φ). The method formulated as
searches all possible parameter subsets to maximize the number of sensitive parameters per subset (n θ ) while bounding parameter variability below a user-defined value [19] . Maximizing the number of estimated parameters indirectly improves goodness of fit. The first constraint on the reciprocal condition number rcond(·) to be larger than the machine epsilon guarantees the inverse matrix operation (I −1 ) is wellconditioned. d max (·) returns the maximum diagonal element, and σ 2 allowable is the maximum allowable parameter variability (a user-defined value). This constraint eliminates any parameter subset that has a parameter variability larger than σ 2 allowable . As the user decreases σ 2 allowable , the selection becomes more conservative (selects less variable parameter subsets).
To be conservative, this constraint was modulated to bound d max across all subjects and visits below σ 2 allowable . That is, max
where i is the subject index, j is the visit index, and φ 0,(i, j ) is the normalized nominal parameters of the i th subject in the j th visit. Therefore, sensitive subsets were selected only if their maximum variability was ≤ σ 2 allowable for all subjects and visits. For a concise notion, we define the variability of a subset by
We used 10 equally-spaced values (k = 1 : 10) of σ 2 allowable from 0.05 to 0.95 to select the sensitive parameter subsets. At σ 2 allowable (k), the number of selected subsets is N candidate (k). 4) Reliability of a Parameter Subset: Between-visit reliability is important in our application. Between-visit comparison of parameters can detect the effect of an intervention introduced between two visits, which is a long-term goal of our work. Therefore, between-visit reliability of the normalized sensitive parameter estimates was computed using intraclass correlation coefficient for absolute agreement ICC(A, k) with 95% confidence interval (CI) [23] . The reliability of a normalized parameter subset φ was considered as the smallest ICC of its parameters. That is
where n * θ is the number of sensitive parameters in the subset φ. The ICCs were classified as poor (<0.40), fair (0.40-0.59), good (0.60-0.74), or excellent (0.75-1.00) [24] .
5) The Proposed Method: To investigate the feasibility of incorporating reliability in the FIM method, we used three criteria to select key model parameters for estimation. They are parameter variability, goodness of fit, and parameter reliability. The first two were adjusted from the existing FIM method. The variability criterion selects the subsets whose variability does not exceed a user-defined upper bound σ 2 max , i.e., Variability (φ) ≤ σ 2 max . The goodness of fit criterion selects the subsets that have the largest number of parameters. The reliability criterion selects the subsets whose reliability is greater than or equal to a user-defined lower bound ICC min , i.e., Reliability (φ) ≥ ICC min . If there is more than one feasible solution (two or more parameter subsets) after applying the three criteria, a fourth optional criterion reflecting model diversity was applied to reduce the solution space. Our proposed system identification method is summarized in TABLE V. Diversity in our model may be postulated as the presence of independent neuromuscular pathway signals in the model. Therefore, selecting parameters in as many pathways as possible yields a "diverse" parametric model. In our model (Fig. 2) , we have four pathways: visual, vestibular, proprioceptive, and intrinsic. A diversity index is how many pathways are represented by the selected parameters.
6) Assessing Goodness of Fit: To assess goodness of fit for the selected parameters, we used variance accounted for (VAF) [4] , [25] As VAF approaches 100%, the simulated data better fits the experimental data.
III. RESULTS
A. Illustrative Example
A simulation example is provided in the supplementary material. It uses a simple model with over-parametrization. It provides a step-by-step deployment of our proposed method. Our method could eliminate over-parameterization of the model hence restore identifiability. Moreover, our method could improve the reliability of the selected parameters compared to the reliability of the nominal parameters. 
B. Experimental Results
Sensitive parameter subsets were selected using the FIM method. The maximum number of sensitive parameters per subset n * θ ranged from 2 to 3, and from 2 to 4 for Yaw and Pitch, respectively (Fig. 3) . For the interval (0,σ 2 allowable ] in the inequality (4), the number of sensitive subsets is N candidate (Fig. 3) . The sensitive subsets (TABLE VI) The ICCs of the sensitive parameters were greater (more reliable) than those of all 12 model parameters (TABLE VI) . The reliability of a sensitive subset was considered the smallest ICC of its parameters. Therefore, the reliability of the sensitive subsets ranged from 0.07 to 0.85 and from 0.30 to 0.91 for Yaw and Pitch, respectively.
Key model parameters for estimation were selected using the four criteria defined earlier. First, for the variability criterion, we selected an upper bound σ 2 max = 0.35, which eliminated all subsets below the 4 th row in TABLE VI. Second, the maximum number of sensitive parameters per subset (in the remaining rows) is n * θ = 3. Therefore, we eliminated the upper three rows in Yaw and the 1 st row in Pitch. (diversity index = 2), and three feasible solutions in Pitch
}} (diversity indices = 3, 2, and 2, respectively). Fourth, by maximizing the diversity index, the selected key parameters for Yaw and Pitch were {K vis , K ccr , τ }, and {K ccr , τ, τ CNS1 }, respectively. The key parameters were estimated while fixing the remaining ones to their nominal values (TABLE III and TABLE IV) . In Yaw, the 95% CI of ICCs ranged from 0.55 to 0.93. In Pitch, the 95% CI of ICCs ranged from 0.69 to 0.96.
IV. DISCUSSION
We hypothesized that it is feasible to incorporate parameter reliability in our FIM method to select key model parameters that substantially affect head-neck control. In our application, the reliability of the sensitive parameters ranged from very poor to excellent, however, they were still more reliable than all model parameters (TABLE VI) . This indicates that the FIM method of selecting sensitive parameters improves reliability, but it does not guarantee excellent reliability. Hendershot et al. [15] found a similar wide range of parameter reliability (from 0.19 to 0.72); however, they did not select sensitive parameters as in our case. Out of the sensitive parameter subsets (TABLE VI) , there was more than one subset with excellent reliability (ICC ≥ 0.75). Therefore, it is feasible to incorporate parameter reliability in our FIM method. Incorporating reliability as a selection criterion in system identification is transformative. Estimating all model parameters, in our case, yielded some negative ICCs (TABLE VI). Although negative ICCs are possible given the mathematical formula [23] , they may suggest that the model is not appropriate for modeling the data. Given our results that we could extract parameter subsets with excellent reliability, we provide a remedy for system identification with lack of identifiability and reliability.
Since our method provides a unique solution of the estimated parameters, it can be useful for a clinical comparison test (of an intervention), where subjects with and without an intervention need to be compared. Our result (the selected key parameters) can be also utilized for a single visit because in general clinicians are busy to take repeated measurements in multiple visits.
Reducing the solution space of the FIM method is an advantage of adding the third reliability criterion. For example, in Pitch, the solution space was reduced from 6 sensitive parameter subsets to 3. This helps modelers reach a better decision by eliminating less-reliable sensitive parameter subsets. To reduce the solution space further, we proposed selecting subsets with the most diverse parameters, i.e., parameters from different feedback pathways (visual, vestibular, proprioceptive, and intrinsic). Using the variability, goodness of fit, reliability, and diversity criteria on data of forty subjects, we selected one subset of key model parameters in Yaw and Pitch. However, the modeler might have a specific preference that can replace this diversity criterion. For example, if a modeler expects major differences to be present in the vestibular pathway before and after an intervention, then selecting subsets with more parameters from the vestibular pathway is a better choice.
Some physiological parameters and feedback pathways are relatively more important than others in head position tracking tasks. In Yaw, the visual, proprioceptive, vestibular, and intrinsic parameters were in 7, 6, 5, and 0 sensitive subsets out of 9, respectively (TABLE VI). In Pitch, these parameters were in 14, 9, 13, and 0 sensitive subsets out of 16, respectively. This suggests that the visual pathway is the most important feedback in head position tracking tasks. This finding validates the previously published simplified models that considered only the visual feedback for tracking tasks [21] , [26] . The results also suggest that the vestibular pathway is more important for Pitch than for Yaw. It might be due to the effect of gravity in Pitch. By investigating the visual parameters further, the visual delay τ was in 6 out of 9 and 14 out of 16 sensitive subsets in Yaw and Pitch, respectively. On the other hand, the visual gain K vis was in 3 and 4 subsets in Yaw and Pitch, respectively. This may suggest that the visual delay is the most important parameter in the most important pathway contributing to head position tracking performance in Yaw and Pitch.
Some limitations of our study are worth noting. First, the physiological parameter bounds affect the selected sensitive parameter subsets because FIM is computed at the normalized nominal parameters. For example, if the bounds of a parameter are expanded, its normalized variability I −1 (φ i ) shrinks, i.e., this parameter becomes more sensitive than it really is. Therefore, reasonable parameter bounds must be used. Second, the key parameter estimates might be biased (offset from the true values), but they are more precise (with less variability) than the estimates of all model parameters [19] . This bias cannot be measured because the true subject parameters are unknown. However, for a given study, such as detecting the effect of an intervention introduced between two visits, using between-visit comparison of parameters, the bias effect is relatively constant, while the estimates are more precise.
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