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Resumo
Este trabalho propo˜e a aplicac¸a˜o do Filtro de Kalman para a fusa˜o de informac¸o˜es dos
diferentes sensores de um roboˆ para sua auto-localizac¸a˜o. Inicialmente sa˜o apresentados
alguns conceitos fundamentais para o desenvolvimento do projeto, tais como a represen-
tac¸a˜o em espac¸o de estado, estimac¸a˜o recursiva, o Filtro de Kalman, entre outros. O
sistema alvo do estudo foi um comboio que, inicialmente em repouso, se desloca segundo
a trajeto´ria descrita pela sua linha. Pore´m, em determinados momentos, o sistema recebe
alguns diferentes tipos de perturbac¸a˜o externa que podem comprometer a qualidade dos
dados utilizados para seu controle, que sa˜o sua posic¸a˜o e velocidade. O Filtro de Kalman
foi utilizado para garantir que tais informac¸o˜es, mesmo com a auseˆncia de determinados
tipos de medidas, estejam dispon´ıveis, uma vez que sa˜o de extrema importaˆncia para a
integridade do sistema. Para isso, foi elaborado um algoritmo em Matlab que simula o
deslocamento de um mo´vel unidimensional, como um comboio, ao longo do tempo jun-
tamente com o Filtro de Kalman, capaz de estimar os estados do sistema. Observou-se
que, mesmo com a presenc¸a de eventuais distu´rbios, o Filtro de Kalman foi capaz fazer a
estimativa convergir para o estado real e sendo ainda capaz de fundir as diversas fontes
de informac¸a˜o numa representac¸a˜o u´nica do ”estado do mundo”, justificando assim o meio
para o qual fora designado.
Palavras-chave: Fusa˜o Sensorial, Filtro de Kalman, Robo´tica Mo´vel, Auto-Localizac¸a˜o.
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Abstract
This work proposes the application of the Kalman Filter for the fusion of information from
different sensors of a robot for your own localization. Initially is shown some fundamen-
tal concepts for the development of the project, such as the estate space representation,
recursive estimation, the Kalman Filtering, among several. The studied system is an uni-
dimentional mobile vehicle that can represent, for example, a train. However, at some
moments, the system gets different kinds of external disturbs that maybe damage his be-
havior. The Kalman Filtering was utilized to ensure the information, even when some
measurements are not always available, since it’s of extremely importance to the system
integrity. Therefore, was developed a algorithm in Matlab that simulates the vehicle’s
displacement through the time with the Kalman Filter, able to estimate the estates of the
system. The Kalman Filter was able to converge even in the presence of perturbations
and create a meaningful world state.
Key-words: Sensorial Fusion, Kalman’s Filtering, Movable Robotics, Self Localization.
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Cap´ıtulo 1
Introduc¸a˜o
A cada dia que passa, torna-se crescente a necessidade do homem de conhecer novos
meios de realizar tarefas responsa´veis por melhorar o bem estar da humanidade. A partir
da´ı, novas te´cnicas sa˜o desenvolvidas e antigos me´todos sa˜o aperfeic¸oados. Para tais
acontecimentos, e´ necessa´ria a aplicac¸a˜o de sistemas responsa´veis por realizar tarefas que
na˜o condizem com a realidade f´ısica do ser humano. Podemos ter como exemplo um roboˆ
que trabalha em ambientes cujas condic¸o˜es f´ısicas na˜o seriam suportadas por um homem
comum, como uma montadora de carros, onde pec¸as de peso elevado sa˜o fixadas de forma
ra´pida e precisa durante um longo per´ıodo de tempo. Nenhum ser vivo suportaria tais
condic¸o˜es.
Com o intuito de conhecer alguns estados1, que variam linearmente com o tempo, de
um sistema real, foi realizado um estudo baseando-se na fusa˜o de informac¸o˜es utilizando
o Filtro de Kalman (Kalman,1960). Para isso, foi fez-se uso de um sistema ana´logo unidi-
mensional que simulava o comportamento de um comboio, o qual sera´ descrito com maiores
detalhes a seguir. Os estados estimados pelo Filtro de Kalman representaram de maneira
satisfato´ria o sistema, condizendo com o propo´sito a que fora designado.
Este trabalho apresentara´ o conceito de Filtro de Kalman de maneira introduto´ria
aplicado a` estimac¸a˜o de estados e fusa˜o sensorial de sistemas reais.
1.1 Proposta de Projeto
Em todas as a´reas da engenharia, incertezas sa˜o levadas em considerac¸a˜o a fim de se garan-
tir o funcionamento, dentro dos limites estabelecidos, para que o sistema na˜o apresente
um comportamento que possa comprometer toda a sua estrutura. Em alguns casos, o erro
considerado pode apresentar limites mais amplos, como o sistema de medic¸a˜o de velocidade
de um automo´vel. Embora na˜o seja de interesse que a informac¸a˜o dada ao condutor seja
incoerente com a realidade, se aceita que o dispositivo responsa´vel por medir tal grandeza
apresente um erro. Agora se analisarmos um sistema dosador, que e´ projetado para liberar
uma quantidade exata de determinados componentes qu´ımicos, percebemos que este na˜o
1Conjunto mı´nimo de varia´veis de um sistema em um dado momento to, juntamente com as equac¸o˜es
que representam o seu comportamento, capazes de determinar todas as varia´veis do sistema para qualquer
instante de tempo.
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pode apresentar erros, uma vez que uma quantidade a mais de alguns elementos pode
provocar efeitos indeseja´veis naqueles aos quais sera˜o submetidos.
Em modelagem matema´tica, e´ interessante que a modelizac¸a˜o e a simulac¸a˜o do sis-
tema em estudo seja feita considerando alguns erros que existem nos sistemas reais. Em
outras palavras, deve-se considerar as incertezas presentes nos sistemas ao se fazer uma
modelagem matema´tica do mesmo, a fim de que o modelo obtido corresponda de maneira
satisfato´ria quando aplicado a um sistema real. Tais modelos sa˜o ditos estoca´sticos.
1.2 Objetivos
Este trabalho tem como principais objetivos:
• Implementar computacionalmente um algoritmo baseado no filtro de Kalman capaz
de estimar estados de um sistema quando submetido a situac¸o˜es reais, permitindo
assim sua auto-localizac¸a˜o;
• Testar a robustez do algoritmo implementado, submetendo o sistema a diferentes
tipos de ru´ıdos;
• Apresentar a limitac¸o˜es reais da utilizac¸a˜o do me´todo utilizado.
1.3 Justificativa
Para a obtenc¸a˜o de modelos que condizem com a realidade, ru´ıdos devem ser considerados
durante a sua modelizac¸a˜o. Para tal, fez-se o uso do Filtro de Kalman para a fusa˜o de
informac¸o˜es, uma vez que este apresenta uma capacidade de combinar dados de diferentes
sensores em uma estimativa estatisticamente o´tima quando o sistema pode ser representado
por um modelo linear contaminado por ru´ıdos Gaussianos brancos.
Os sistemas reais podem apresentar falhas inesperadas, as quais podem comprometer
o funcionamento correto do mesmo. Dependendo do sistema, os riscos oferecidos prove-
nientes de tais deficieˆncias, podem ter uma pequena ou uma elevada proporc¸a˜o. Para
que a seguranc¸a e a confiabilidade do funcionamento dos dispositivos sejam mantidas, e´
de extrema necessidade que te´cnicas e me´todos robustos a falhas sejam implantados nos
sistemas de interesse. Para isso, e´ feito o estudo do filtro de Kalman para estimac¸a˜o de
estados de um sistema quando este e´ submetido a falhas.
1.4 Organizac¸a˜o do Texto
Este trabalho fora dividido em seis cap´ıtulos. Neste primeiro, e´ apresentada uma breve
introduc¸a˜o, situando o leitor a respeito do problema a ser tratado, juntamente com o seu
objetivo e justificativa de realizac¸a˜o.
No segundo cap´ıtulo alguns conceitos ba´sicos com relac¸a˜o aos sistemas reais e a repre-
sentac¸a˜o em espac¸o de estados sa˜o apresentados e discutidos. Feito isto, e´ apresentado um
exemplo de aplicac¸a˜o.
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No cap´ıtulo treˆs e´ apresentada a teoria que envolve o Filtro de Kalman, juntamente
com alguns conceitos ba´sicos de estimac¸a˜o recursiva, os quais foram utilizados no decorrer
do trabalho.
No quarto cap´ıtulo foi feita uma descric¸a˜o do sistema alvo, onde as matrizes de estado
que descrevem seu comportamento foram estimadas baseando-se na teoria da cinema´tica,
cuja mesma foi descrita e exemplificada neste cap´ıtulo. Foi mostrado tambe´m a imple-
mentac¸a˜o do Filtro de Kalman no ambiente MatLab. A seguir, no quinto cap´ıtulo, foram
realizados testes com o intuito de saber o comportamento do Filtro de Kalman em algu-
mas situac¸o˜es ditas reais. Foram enta˜o apresentados os resultados e as dividas concluso˜es
apresentadas no cap´ıtulo seguinte.
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1.4. ORGANIZAC¸A˜O DO TEXTO
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Cap´ıtulo 2
Representac¸a˜o em Espac¸o de
Estados
2.1 Os Sistemas Reais
Desde o momento em que acordamos pela manha˜ ate´ o momento em que dormimos, li-
damos com os mais variados tipos de sistemas que nem sempre percebemos, como por
exemplo, o temporizador de um sema´foro, climatizadores de ambiente, a acelerac¸a˜o dos
automo´veis, elevadores e outros. Todos esses processos apresentam, de alguma forma,
um controle, seja este em malha aberta ou malha fechada. Os ditos em malha aberta sa˜o
aqueles que necessitam de alguma intervenc¸a˜o externa para o ajuste do setpoint, como a
regulac¸a˜o de temperatura de um ar-condicionado. Se algue´m perceber que a temperatura
na˜o esta´ agrada´vel, pode simplesmente fazer o ajuste manualmente. Em outras palavras,
um sistema em malha aberta e´ aplicado em situac¸o˜es em que as sa´ıdas sa˜o esperadas e
conhecidas. Ja´ os sistemas em malha fechada, sa˜o aqueles que sa˜o controlados automati-
camente de acordo com alguns crite´rios pre´-estabelecidos e as sa´ıdas na˜o sa˜o previs´ıveis.
Podemos colocar como exemplo um climatizador de ambiente que esta´ programado para
que uma determinada temperatura seja mantida. Caso o dia esteja muito quente ou muito
frio, a quantidade de calor a ser fornecida ou retirada do ambiente varia, sem a intervenc¸a˜o
do homem, bastando apenas uma programac¸a˜o adequada.
Todos os sistemas mencionados anteriormente precisam ser representados de alguma
forma, seja pelas equac¸o˜es f´ısicas que regem o seu comportamento, por diagrama de blocos
ou de algumas das outras va´rias maneiras, onde uma delas, que sera´ utilizada no decorrer
deste trabalho, a representac¸a˜o por espac¸o de estados. O desenvolvimento de te´cnicas
para desenvolver equac¸o˜es matema´ticas capazes de reproduzir de forma aproximada o
comportamento dinaˆmico de sistemas reais e´ um dos temas mais fascinantes da cultura
humana (Ljung, 1987).
2.2 Conceitos Ba´sicos
A representac¸a˜o de um sistema na forma de espac¸o de estados e´ um tipo representac¸a˜o
feita na forma matricial que simula o seu comportamento. Tal artif´ıcio simplifica muito
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o sistema de representac¸a˜o matema´tica das equac¸o˜es envolvidas, uma vez que com o au-
mento do nu´mero de varia´veis de estado, entradas e sa´ıdas na˜o aumente significativamente
a complexidade das equac¸o˜es. A teoria de controle moderno baseia-se em representac¸o˜es
em espac¸o de estados, nas quais surge o conceito de varia´veis de estado (Chen, 1984).
Para o entendimento de tal assunto, e´ necessa´rio ter alguns conceitos ba´sicos que sera˜o
apresentados a seguir.
Modelos de Estado
O modelo de estado e´ aquele utilizado para representar um sistema na forma de espac¸o
de estados. A seguir e´ a apresentada o modelo em sua forma discreta:{
xk+1 = Axk +Buk
yk+1 = Cxk +Duk
(2.1)
Onde A,B,C e D sa˜o matrizes de valores constantes que sa˜o obtidas atrave´s de equac¸o˜es
que descrevem o comportamento do sistema. Em sua forma cont´ınua temos:{
x˙(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t)
(2.2)
Varia´veis de Estado
O estado de um sistema e´ um conjunto mı´nimo de varia´veis (x1(to), x2(to), ..., xn(to))
que juntamente com a entrada u(t) para t ≥ to permite a caracterizac¸a˜o do sistema. O
estado do sistema em sua forma discreta tambe´m pode ser um vetor como:
xk =

x1k
x2k
...
xnk
 (2.3)
Para a forma cont´ınua:
x(t) =

x1(t)
x2(t)
...
xn(t)
 (2.4)
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2.3 Exemplo de um Circuito RLC
Para ilustrar os conceitos vistos ate´ aqui, sera´ apresentado um exemplo de representac¸a˜o
de um sistema na forma de espac¸o de estados.
Dado o seguinte circuito RLC:
Figura 2.1: Circuito ele´trico RLC
Para representar o circuito acima na forma de espac¸o de estados, sera˜o necessa´rias
duas varia´veis de estado. Tal considerac¸a˜o e´ feita com base nos elementos armazenadores
de energia, que no caso do circuito sa˜o dois: o capacitor, que armazena energia na forma
de tensa˜o e o indutor, que armazena energia na forma de corrente ele´trica. As equac¸o˜es
a seguir representam o comportamento da corrente no capacitor e tensa˜o no indutor,
respectivamente.
iC = C
dvC
dt
, (2.5)
vL = L
diL
dt
. (2.6)
As varia´veis de estado sempre sa˜o escolhidas conforme as suas grandezas diferencia´veis.
Por isso, as varia´veis de estado escolhidas sera˜o a corrente no indutor (iL) e a tensa˜o no
capacitor (vC). De acordo com a equac¸a˜o (2.2), o sistema deve ser montado em func¸a˜o das
varia´veis de estado. Em outras palavras, o lado direito da equac¸a˜o (2.2) deve ser escrito
com uma combinac¸a˜o linear entre (iL) e (vC). A partir do me´todo dos no´s, em circuitos
ele´tricos podemos dizer que
iC = −iR + iL, (2.7)
ou
iC = − 1
R
vC + iL (2.8)
Analisando as malhas externas temos:
vL = −vC + v(t) (2.9)
Agora substituindo (2.5) em (2.8) e (2.6) em (2.9), temos:
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dvC
dt
= − 1
RC
vC +
1
C
iL (2.10)
diL
dt
= − 1
L
vC +
1
L
v(t) (2.11)
Agora para abtenc¸a˜o da equac¸a˜o de sa´ıda iR(t), sabemos que:
iR(t) =
vC
R
(2.12)
Agora de posse das equac¸o˜es que regem o comportamento do sistema fica fa´cil montar
a sua representac¸a˜o em espac¸o de estados. Relacionando a equac¸a˜o (2.2) com as equac¸o˜es
(2.10), (2.11) e (2.12) tem-se:[
˙vC
˙iL
]
=
[
− 1RC 1C
− 1L 0
][
vC
iL
]
+
[
0
1
L
]
v(t) (2.13)
iR =
[
1
R 0
] [ vC
iL
]
(2.14)
Esta e´, enta˜o, a representac¸a˜o por espac¸o de estados do circuito RLC proposto. Note
que todas as equac¸o˜es esta˜o em func¸a˜o dos estados do sistema.
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3.1 Estimac¸a˜o Recursiva
Mediante a nossa realidade, para se identificar um sistema e simular o seu comportamento,
e´ necessa´rio que se haja um estudo a fim de se obter um modelo que simule tal. Dependendo
do tipo de representac¸a˜o escolhida, e´ preciso que paraˆmetros sejam estimados baseados
em uma lo´gica adequada. Essa estimac¸a˜o pode ser feita tendo como princ´ıpios ba´sicos:
• Estimac¸a˜o em batelada;
• Estimac¸a˜o recursiva.
A estimac¸a˜o em batelada e´ feita quando se tem todas as informac¸o˜es referentes ao sistema e
seu comportamento antes do processo de estimac¸a˜o, sendo que os paraˆmetros sa˜o estimados
em uma so´ etapa dentro de um so´ vetor.
Ja´ na estimac¸a˜o recursiva, as informac¸o˜es que representam o comportamento do sis-
tema sa˜o obtidas durante o pro´prio processo de estimac¸a˜o. Para isso, ocorrem atualizac¸o˜es
dos dados dos sensores, onde tais sa˜o armazenados e enta˜o e´ executada a etapa de esti-
mac¸a˜o. Esta te´cnica e´ largamente utilizada quando se trata de processos em que seus
estados variam com o tempo, ou seja, em sistemas de tempo real.
3.2 O Filtro de Kalman - Introduc¸a˜o
Existem va´rias maneiras de se estimar estados de um sistema dinaˆmico, pore´m cada uma
delas apresenta algumas limitac¸o˜es e restric¸o˜es conforme a a´rea de aplicac¸a˜o. Partindo-se
desta ide´ia, em 1960, um estudioso chamado Rudolf Emil Kalman publica um artigo que
possibilita o homem a dar um grande passo no sentido do desenvolvimento, com o t´ıtulo
de ”A New Approach to Linear Filtering and Prediction Problems”, onde e´ proposto um
novo me´todo de filtragem linear e predic¸a˜o a partir de medic¸o˜es ruidosas, fazendo-se o uso
de te´cnicas probabil´ısticas, o qual mais viria a ser conhecido como o Filtro de Kalman
(Kalman, 1960). A formulac¸a˜o de seu algor´ıtimo recursivo e´ semelhante ao algoritmo de
mı´nimos quadrados recursivo com ganho normalizado (Ljung,1999).
9
3.3. APLICAC¸O˜ES DOS FILTROS DE KALMAN
Para se fazer um modelo matema´tico capaz de representar um sistema real, e´ preciso
levar em considerac¸a˜o alguns fatores presentes na realidade. Tais fatores fazem a diferenc¸a
no momento da aplicac¸a˜o do sistema desenvolvido nos sistemas reais. Me´todos que utilizam
tais princ´ıpios sa˜o conhecidos como me´todos estoca´sticos. Os modelos determin´ısticos
sa˜o aqueles nos quais na˜o sa˜o modeladas incertezas de nenhuma natureza. Nos modelos
estoca´sticos as incertezas sa˜o modeladas na forma de varia´veis aleato´rias (Aguirre, 2000).
A fim de se representar matematicamente tais incertezas presentes nos sistemas reais, e´
utilizado um ru´ıdo Gaussiano Branco. Matematicamente, atrave´s do Teorema do Limite
Central, e´ poss´ıvel provar que, como nos sistemas reais, o ru´ıdo e´ causado por um somato´rio
de pequenas fontes de perturbac¸a˜o, podendo assim se representado por uma PDF2.
Fazendo as considerac¸o˜es propostas anteriormente, o Filtro de Kalman e´ capaz de
estimar os estados de um sistema contaminado por um ru´ıdo Gaussiano branco. Suas
equac¸o˜es matema´ticas compo˜em um processo recursivo o´timo capaz de reduzir a soma dos
quadrados das diferenc¸as entre os valores reais e os estimados. Para tal, sa˜o consideradas
duas etapas, a de atualizac¸a˜o do tempo e a de atualizac¸a˜o das medidas, as quais sera˜o
abordadas com maiores detalhes mais a frente.
3.3 Aplicac¸o˜es dos Filtros de Kalman
A grande maioria dos processos, em maior parte na a´rea de pesquisa e desenvolvimento,
apresenta diferentes faixas de trabalho. Podemos tomar como exemplo um sistema que
e´ responsa´vel por medir a temperatura, com o menor erro poss´ıvel, de um determinado
ambiente. Pore´m, as variac¸o˜es te´rmicas podem oscilar muito, de graus negativos ate´
valores elevad´ıssimos. A partir da´ı, tem-se a necessidade de se fazer uso de diferentes
tipos de sensores, uma vez que e´ muito dif´ıcil projetar um dispositivo de medic¸a˜o que
funcione de maneira adequada em todas as faixas de operac¸a˜o. Enta˜o, suponhamos que
sera˜o utilizados treˆs sistemas de medic¸a˜o diferente: um para baixa (A), um para me´dia
(B) e outro para altas temperaturas (C). A questa˜o e´: qual a confiabilidade depositada
nos treˆs sensores com as variac¸o˜es te´rmicas? Na˜o e´ dif´ıcil perceber que em determinados
momentos, o sensor A garantira´ uma informac¸a˜o mais correta que o sensor B, ou o sensor
B apresentara´ maior confiabilidade que o sensor C em determinados momentos. Enta˜o e´
aplicado o Filtro de Kalman para fazer a fusa˜o das diferentes informac¸o˜es, considerando-
se as regio˜es de confianc¸a de cada dispositivo. Quando o problema envolve estimac¸a˜o
simultaˆnea de estados e de paraˆmetros de um processo, podendo servir de base para
controle adaptativo, uma formulac¸a˜o aumentada do problema em espac¸o de estados e´
empregada (Chui e Chen, 1999).
Um outro exemplo de aplicac¸a˜o e´ em navegac¸o˜es aeroespaciais, onde grandezas f´ısicas
teˆm que ser medidas para se determinar varia´veis de interesse, como posic¸a˜o e velocidade.
Pore´m, limitac¸o˜es sensoriais fazem com que as medidas apresentem algumas incertezas e
ru´ıdos, tendo alguns fatores de intervenc¸a˜o. Para isso, torna-se necessa´rio se fazer uma
ponderac¸a˜o dos dados existentes, a fim de se obter estimativas confia´veis. Enta˜o o Filtro
2Func¸a˜o densidade de probabilidade, do ingleˆs probability density function.
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de Kalman e´ aplicado com o intuito de fazer tais filtragens de informac¸a˜o (Faria e Souza,
2008).
Com o avanc¸o da tecnologia, o Filtro de Kalman tem sido empregado cada vez mais
em diversos setores da indu´stria, como na determinac¸a˜o do prazo de validade de alimentos,
tendeˆncias de mercado, economia e ate´ mesmo em diagno´stico me´dico.
3.4 Equac¸o˜es do Filtro de Kalman
O Filtro de Kalman apresenta, como mencionado anteriormente, uma vasta aplicabilidade
nos problemas do dia-a-dia, uma vez que pode estimar estados passados, presentes e futuros
de um sistema. Tais condic¸o˜es sa˜o de grande interesse na em quaisquer que sejam as a´reas
de aplicac¸a˜o, uma vez que dessa forma e´ poss´ıvel prever um poss´ıvel erro antes mesmo que
ele acontec¸a. Considerando, a fim de facilitar o entendimento, um sistema unidimensional
(Jeoseph,1999), ou seja, com apenas uma varia´vel a ser estimada, onde as grandezas deixam
de ser vetores e passam a ser escalares. Para a estimac¸a˜o de uma determinada varia´vel
aleato´ria xk, tem-se:
xk = a xk−1 + wk−1, (3.1)
onde:
• a e´ conhecido;
• wk−1 representa um ru´ıdo gaussiano branco de me´dia igual a zero e
variaˆncia q.
Atrave´s da equac¸a˜o (3.1) percebe-se que o estado atual xk depende exclusivamente de
condic¸o˜es anteriores. Em outras palavras, o estado presente de xk esta´ diretamente rela-
cionado com o seu estado anterior, uma vez que este e´ multiplicado por a e enta˜o somado a
um ru´ıdo wk−1. Partindo-se deste princ´ıpio, consideremos xˆo e´ a melhor estimativa inicial
de xo. Apesar de xˆo ser a melhor estimativa, existe um erro de estimac¸a˜o, onde a sua
variaˆncia pode ser expressa por:
po = E[xo − xˆo]2, (3.2)
onde E representa o operador de valor esperado. A partir desatas condic¸o˜es, a partir
das equac¸a˜o (3.1) torna-se poss´ıvel calcular um estimativa para uma nova amostra, que
sera´ considerada sendo como x˜1. Enta˜o temos que:
x˜1 = axo + wo. (3.3)
Analisando-se a equac¸a˜o (3.3) podes notar e considerar, assim como Kalman, que wo e´
nulo, uma vez que consideramos o ru´ıdo como sendo gaussiano branco com me´dia igual a
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zero, e na˜o se esquecendo que a quantidade de informac¸o˜es inicias e´ muito pequena. Enta˜o
reescrevendo a equac¸a˜o (3.3), obte´m-se:
x˜1 = a xˆo. (3.4)
Para a variaˆncia do erro de estimac¸a˜o de x˜1, atrave´s de simples substituic¸o˜es das equac¸o˜es
anteriores, temos que:
p˜1 = E[x1 − x˜1]2,
p˜1 = [a xo + wo − a xˆo]2,
p˜1 = a2 E[xo − xˆo]2 +E[wo]2 + 2a E[(xo − xˆo)wo].
Podemos enta˜o simplificar a equac¸a˜o anterior anulando-se o u´ltimo termo, uma vez
que x e w na˜o sa˜o correlacionados. Logo:
p˜ = 2 a2po + q. (3.5)
onde q e´ igual a [wo]2 e representa o vetor de covariaˆncia de ru´ıdo do processo.
O pro´ximo passo agora e´ obter a medida da varia´vel x, sabendo que:
y1 = c x1 + e1 (3.6)
onde varia´vel y1 da equac¸a˜o anterior geralmente e´ um sinal medido e pode variar no tempo.
c e´ uma constante conhecida e e1 e´ um ru´ıdo gaussiano branco com variaˆncia igual a r.
Se y1 fosse obtido antes da realizac¸a˜o da medida, enta˜o
y˜1 = c x˜1 (3.7)
onde y˜1 e´ a sa´ıda estimada do sistema.
Atrave´s das equac¸o˜es anteriores, obteve-se x˜1, onde este e´ uma estimativa aproximada
do estado alvo do sistema. Segundo Kalman, este valor poderia, a partir de dados coletados
em tempo real (yk), melhorar o valor obtido em x˜1, o qual pode ser representado abaixo:
xˆ1 = x˜1 + k1(y1 − y˜1),
xˆ1 = x˜1 + k1(y1 − c x˜1), (3.8)
onde xˆ1 e´ uma estimativa melhorada de x˜1.
Repare que na equac¸a˜o acima y1 − y˜1 e´ multiplicado por k1, o qual faz refereˆncia ao
ganho de Kalman para aquele instante, e depois somado a x˜1. A diferenc¸a entre y1 e y˜1 e´
conhecida como inovac¸a˜o, uma vez que representa o erro de se estimar y1. Tal discrepaˆncia
e´ proveniente de:
1. Ru´ıdo de medic¸a˜o (3.6);
2. Erro no ca´lculo de x˜1 (3.4).
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O ganha de Kalman, e´ utilizado para indicar o quanto a parcela referida acima deve ser
considerada. Em outras palavras, apo´s a estimac¸a˜o de xˆ1, esta e´ corrigida multiplicando-se
a diferenc¸a entre o valor medido y1 e o valor aproximado de y˜1 pelo ganho de Kalman no
instante de k = 1 (k1).
Para se calcular o ganho de Kalman, e´ necessa´rio levar em considerac¸a˜o a variaˆncia do
erro de estimac¸a˜o, que e´:
E[x1 − xˆ1] = E[x1 − x˜1 − k1(y1 − cx˜1)]2,
E[x1 − xˆ1] = E[x1 − x˜1 − k1(c x1 + e1 − c x˜1)]2,
E[x1 − xˆ1] = E[(1− c k1)2(x1 − x˜1)2] + (k1e1)2],
logo,
E[x1 − xˆ1] = p1 = p˜1(1− c k1)2 + r k21. (3.9)
Derivando-se a equac¸a˜o acima em relac¸a˜o a k1 e igualando-a a zero, obte´m-se a melhor
estimativa para xˆ1, uma vez que a variaˆncia do erro de estimac¸a˜o sera´ a menor poss´ıvel.
Com isso, temos que:
k1 =
1
c p˜1(c2 p˜1 + r)
; (3.10)
Organizando-se as equac¸o˜es anteriores de maneira adequada, tem-se enta˜o um algor´ı-
timo recursivo que recebe o nome de Filtro de Kalman, onde sua lo´gica e´ apresentada a
seguir:
x˜k = a xˆk−1 + b uk−1
y˜k = c x˜k
p˜k = a2 pk−1 + q
kk = c p˜k(c2p˜k+r)−1 (3.11)
pk = p˜k(1− c kk)2 + r k2k
xˆk = x˜k + kk(yk − y˜k)
A fim de se aplicar a sistemas multidimensionais, atrave´s de algumas operac¸o˜es matri-
ciais tem-se:
X˜k = A Xˆk−1 +B uk−1
Y˜k = C X˜k
P˜k = A Pk−1 AT +Q
Kk = P˜k CT (CP˜k CT +R)−1 (3.12)
Pk = (I −Kk C)P˜k(I −Kk C)T +Kk R KTk
Xˆk = X˜k +Kk(Yk − Y˜k)
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Note, tanto em (3.11) como em (3.12), que as treˆs primeiras equac¸o˜es sa˜o responsa´veis
por predizer o comportamento do sistema. Esta etapa e´ conhecida como Time Update. As
equac¸o˜es restantes, reponsa´veis por melhorar os valores estimados anteriormente, fazem
parte de uma etapa conhecida como Measurement Update.
Na primeira equac¸a˜o, tanto em (3.11) como em (3.12), foi adicionada uma parcela de
B uk−1. Esta foi inseria com o intuito de se considerar a entrada u do sistema no instante
de tempo k. B Representa uma constante conhecida.
Atrave´s das equac¸o˜es (3.12), devemos fazer algumas considerac¸o˜es em relac¸a˜o a` dimen-
sa˜o das matrizes, as quais esta˜o representadas abaixo:
• X e´ uma matriz n x 1;
• A e´ uma matriz n x n;
• B e´ uma matriz n x 1;
• u e´ um escalar, ou seja, 1 x 1;
• C e´ uma matriz m x n;
• Y e´ uma matriz m x 1;
• P e´ uma matriz n x n;
• Q e R sa˜o, para este trabalho, consideradas constantes;
• K e´ uma matriz n x n;
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Implementac¸a˜o do Filtro de
Kalman
Este cap´ıtulo tem como objetivo apresentar uma das diversas maneiras de se aplicar o Filtro
de Kalman para fundir informac¸o˜es de diferentes sensores de um sistema. Primeiramente
sera´ feita a descric¸a˜o do sistema alvo e, posteriormente, sera´ mostrada os passos a serem
seguidos com o intuito de se obter um modelo que represente suas caracter´ısticas e, enta˜o,
sera´ elaborado um algoritmo baseando-se nas informac¸o˜es obtidas.
4.1 Descric¸a˜o do Sistema Unidimensional
Milhares de pessoas utilizam todos os dias diversos meios de transportes para se deslocarem
para seus devidos fins. Pore´m, elas na˜o sabem que por traz de todos aqueles meios de
locomoc¸a˜o sa˜o controlados por sistemas, muitas vezes inteligentes, sujeitos a falhas, sejam
elas mecaˆnicas, ele´tricas ou outra. Para isso, existem diferentes tipos de se remediar o
poss´ıvel problema. Para esclarecer, levemos em considerac¸a˜o o sistema de frenagem de um
automo´vel. Se o condutor percebe que durante um percurso o seu sistema de frenagem
foi avariado, ele pode reduzir a velocidade do ve´ıculo utilizando apenas o freio de ma˜o. A
soluc¸a˜o a princ´ıpio parece fa´cil, mas na˜o quando se trata de um sistema que e´ monitorado
remotamente e que ali esta˜o envolvidas uma grande quantidade de pessoas. Imaginemos
tambe´m que um sate´lite que acompanha visualmente a posic¸a˜o de um Comboio. Se este
entrar em um tu´nel, o sate´lite e´ incapaz de obter a sua posic¸a˜o, enta˜o outros recursos sa˜o
utilizados.
A partir do momento em que o comboio esta´ dentro do tu´nel, e´ necessa´rio estimar
a sua posic¸a˜o em func¸a˜o do tempo. Seria poss´ıvel fazer uso de sensores indicadores de
posic¸a˜o, pore´m na˜o seria muito via´vel, sendo que determinadas medidas passam a estar
inacess´ıveis. A soluc¸a˜o enta˜o proposta neste trabalho e´ a utilizac¸a˜o do Filtro de Kalman
como me´todo de estimac¸a˜o recursiva. Para isso devemos fazer algumas considerac¸o˜es que
sera˜o descritas na pro´xima sec¸a˜o. A seguir e´ apresentada uma figura que descreve tal
situac¸a˜o:
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Figura 4.1: Comboio se deslocando rumo ao tu´nel.
4.2 Obtenc¸a˜o das Matrizes de Estado
A obtenc¸a˜o das matrizes de estado e´ feita, como mencionado no cap´ıtulo 2, a partir
das equac¸o˜es que representam o comportamento do sistema em estudo. Enta˜o, para que
possamos desenvolver tal racioc´ınio, e´ necessa´rio fazer um estudo particular das equac¸o˜es
que caracterizam o movimento do comboio, que na f´ısica e´ conhecida como 1Cinema´tica.
4.2.1 Cinema´tca
A Cinema´tica e´ uma a´rea da f´ısica que estuda o movimento dos corpos sem se preocupar
com as forc¸as que originam tal comportamento. Para isso, e´ necessa´rio considerar infor-
mac¸o˜es relacionadas com a posic¸a˜o, o deslocamento, o espac¸o percorrido, a velocidade, a
rapidez e a acelerac¸a˜o dos corpos. Neste primeiro caso, sera´ abordada a parte da cinema´-
tica que relaciona o deslocamento de um corpo em func¸a˜o do tempo e da acelerac¸a˜o a` qual
este e´ submetido.
4.2.2 O Deslocamento dos Corpos
Ao longo dos anos, a necessidade de se conhecer o comportamento dos corpos quando
submetidos a determinadas forc¸as em determinados ambientes se tornou necessa´rio, visto
que o desenvolvimento humano esta´ diretamente ligado a estes princ´ıpios. Em outras
palavras, o estudo do movimento dos corpos foi, e ainda e´, uma grande base para grandes
descobertas e aplicac¸o˜es que facilitam a vida do homem, como a elaborac¸a˜o de carros
que oferecem maior seguranc¸a a` vida, os va´rios meios de transporte que sa˜o utilizados
diariamente por milho˜es de pessoas.
A velocidade desenvolvida por um corpo esta´ relacionada diretamente com o espac¸o
que este percorre em func¸a˜o do tempo, conforme a equac¸a˜o apresentada a seguir.
v =
d− do
t− to , (4.1)
logo,
1A´rea da mecaˆnica que estuda o movimento dos corpos sem se preocupar com suas causas.
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v =
∆d
∆t
(4.2)
De acordo com a equac¸a˜o acima, entende-se que quanto mais o espac¸o percorrido em
func¸a˜o do tempo, maior sera´ a velocidade que este descreve. Com o mesmo racioc´ınio,
temos que:
a =
∆v
∆t
(4.3)
onde,
∆v = v − vo (4.4)
Expandindo a equac¸a˜o (4.3) atrave´s da equac¸a˜o (4.4) temos que a velocidade repre-
sentada por:
v = vo + a∆t (4.5)
Com isso, tem-se a representac¸a˜o da velocidade final em func¸a˜o da velocidade inicial,
acelerac¸a˜o desenvolvida e da variac¸a˜o do tempo. Com base nas equac¸o˜es vistas anterior-
mente, pode-se obter todas as equac¸o˜es da cinema´tica, conforme apresentado a seguir:
d =
∫ t
0
(vo + a(t))dt, (4.6)
v(t) =
∫ t
0
a dt, (4.7)
Uma aplicac¸a˜o deste racioc´ınio sera´ enta˜o apresentada.
4.2.3 Exemplo de Aplicac¸a˜o da Cinema´tica
Dois corpos, A e B, descrevem uma trajeto´ria cujas informac¸o˜es de velocidade e tempo
sa˜o apresentadas na figura a seguir:
P
1200
3
6
11
A
B
t(s)
v(m/s)
9
Figura 4.2: Deslocamento dos corpos A e B.
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Deseja-se enta˜o saber, a partir das informac¸o˜es fornecidas acima, o instante de tempo
no ponto P e qual a espac¸o percorrido por cada um dos corpos neste momento.
O primeiro passo para a soluc¸a˜o deste problema, e´ montar a equac¸a˜o matema´tica que
representa o movimento de cada um dos corpos. Para isso, utilizaremos a equac¸a˜o (4.7)
para fazer a modelizac¸a˜o. Para A enta˜o temos:
vA = vAo + aAt
11 = 3 + aA.120
aA = 0, 067 m/s2
Enta˜o substituindo o valor encontrado da acelerac¸a˜o na equac¸a˜o (4.7) e a velocidade
inicial, obte´m-se a equac¸a˜o para da velocidade para qualquer instante de tempo.
vA = 3 + 0, 067t (4.8)
Agora, para o corpo B, a partir dos mesmo procedimentos, temos que
9 = 6 + a.120
a = 0, 025 m/s2
enta˜o,
vB = 6 + 0, 025t (4.9)
De posse das equac¸o˜es que descrevem o movimento dos corpos A e B, basta iguala-las para
se saber o instante de tempo t relacionado com o ponto P. Logo
vA = vB,
3 + 0, 067t = 6 + 0, 025t,
0, 067t− 0, 025t = 6− 3,
t = 71, 43 s.
Enta˜o no instante t = 71, 43 o corpo A passa pelo corpo B. Para se saber a distaˆncia
percorrida neste instante, basta substituir o valor do tempo encontrado nas equac¸o˜es vistas,
utilizando a acelerac¸a˜o e as velocidades do corpo desejado. Para o corpo A temos:
112 = 32 + 2.0, 067.d
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d = 835, 2 m
Agora para o corpo B:
92 = 62 + 2.0, 025.d
d = 900 m
Enta˜o, ate´ o instante P, o corpo A percorreu uma distaˆncia de aproximadamente 835,2
metros, enquanto o corpo B percorreu 900 metros.
4.2.4 Equac¸o˜es de Estado do Comboio
Antes de encontrar as equac¸o˜es caracter´ısticas do movimento do comboio, e´ necessa´rio
se estabelecer alguns crite´rios ba´sicos que sera˜o de grande importaˆncia no momento de
montagem das matrizes. As varia´veis de estado sa˜o: espac¸o percorrido e a velocidade.
Como entrada, utilizaremos a acelerac¸a˜o desenvolvida pelo corpo e como sa´ıda, o espac¸o
percorrido. Enta˜o, a partir da equac¸a˜o (4.6) e (4.7),
d = do + vot+
1
2
at2
v = vo + at
Tais equac¸o˜es tera˜o que ser representadas em de espac¸o de estados, ou seja, na forma
matricial. A matriz que servira´ de base para esta representac¸a˜o a partir da entrada e sa´ıda
considerada e´:
[
d˙
v˙
]
=
[
A1,1 A1,2
A2,1 A2,2
][
d
v
]
+
[
B1,1
B2,1
]
a (4.10)
[
y
]
=
[
C1,1 C2,1
] [ d
v
]
. (4.11)
Relacionando as equac¸o˜es (4.6) e (4.7) com a matriz acima, temos:
[
d˙
v˙
]
=
[
1 ∆t
0 1
][
d
v
]
+
[
1
2∆t
2
∆t
]
a (4.12)
[
y
]
=
[
1 0
] [ d
v
]
. (4.13)
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4.3 A Implementac¸a˜o do Algor´ıtimo
Para a implementac¸a˜o dos algor´ıtimos utilizados neste trabalho foi utilizado como software
o MATLAB, do ingleˆs MATrix LABoratory. Este foi escolhido como ferramenta devido
suas grandes capacidades e facilidades de implementac¸a˜o e aplicac¸a˜o, tendo em vista sua
alta performance em problemas relacionados ao ca´lculo nume´rico, tendo como elemento
ba´sico de informac¸a˜o, matrizes que na˜o necessitam ser dimensionadas, ale´m das inu´meras
formas de construc¸o˜es gra´ficas.
Para este sistema bidimensional, foi utilizado um tempo de amostragem de 0,1 se-
gundos. Fez-se esta escolha devido a grande necessidade de atualizac¸a˜o das informac¸o˜es
referentes a` movimentac¸a˜o do comboio. Em outras palavras, em frac¸o˜es de segundos, o
sistema pode responder de maneira inesperada, o que dificultaria uma poss´ıvel tentativa
de correc¸a˜o de erro se o tempo de atualizac¸a˜o dos dados fosse grande.
As simulac¸o˜es feitas em MATLAB, foram divididas em duas etapas para a avaliac¸a˜o
da robustez do Filtro de Kalman. Na primeira, a o comboio desenvolve o seu movimento
variando a sua acelerac¸a˜o. Neste momento, todas as medidas esta˜o dispon´ıveis para a
atualizac¸a˜o. Na segunda etapa, o comboio tambe´m apresenta variac¸o˜es na acelerac¸a˜o,
pore´m mais frequentes e acentuadas. Em determinados momentos, a fim de simular uma
poss´ıvel falha, ha´ auseˆncia de medidas.
Tendo como partida esta informac¸o˜es e as matrizes de estado do sistema obtidas nas
equac¸o˜es (4.12) e (4.13), define-se a primeira etapa do projeto sendo:
dt=0.1; %Tempo de amostragem
A=[1 dt;0 1];
B=[1/2*dt^2;dt];
C=[1,0];
D=[];
A fim de facilitar o desenvolvimento do projeto, escolhemos as covariaˆncias do ru´ıdo
de medic¸a˜o e o ru´ıdo de processo sendo iguais a 1. Logo:
R=1; % R = Covariancia do ruido de medic¸~ao
Q=1; % Q = Covariancia do ruido de processo
Definindo enta˜o a entrada, o tempo e outras varia´veis:
t = [0:dt:100]’;
u = [3*ones(1,length(t))]’;
u(250:750)=0;
n = length(t)
randn(’seed’,0)
w = sqrt(Q)*randn(n,1); % w = Ruido de processo
v = sqrt(R)*randn(n,1); % v = Ruido de medic¸ao
Utilizando o ru´ıdo de processo w e o ru´ıdo de medic¸a˜o v encontrados anteriormente,
temos que:
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sys = ss(A,B,C,0,dt);
[y,t2] = lsim(sys,u+w,t);
yv = y2 + v;
A partir de agora, sera´ implementado o Filtro de Kalman, considerando-se as seguintes
condic¸o˜es iniciais:
P = B*Q*B’; % covariancia do erro inicial
x = zeros(2,1); % condic¸oes iniciais do estado
ye = zeros(length(t),1);
ycov = zeros(length(t),1);
xd_est=[];
xv_est=[];
Agora segue-se as equac¸o˜es de atualizac¸a˜o de tempo e de medida:
for i=1:length(t)
% Atualizac¸ao do tempo
x = A*x + B*u(i); % x[n+1|n]
P = A*P*A’ + B*Q*B’; % P[n+1|n]
ye(i) = C*x;
% Atualizac¸ao da medida
K = P*C’*(C*P*C’+R)^-1; % Ganho de Kalman
x = x + K*(yv(i)-C*x); % x[n|n]
P = (eye(2)-K*C)*P; % P[n|n]
errcov(i) = C*P*C’;
xd_est=[xd_est,x(1,1)];
xv_est=[xv_est,x(2,1)];
end
Comparando a resposta real com a resposta estimada:
figure;
plot(t,yv,’r--’,t,x_est(1,:),’b-’)
title(’Resposta do Filtro de Kalman - Distancia’)
legend(’Resposta Real Ruidosa’,’Resposta do Filtro de Kalman’)
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xlabel(’No. de amostras’), ylabel(’Saı´da’)
figure;
plot(t,y2(:,2),’r--’,t,x_est(2,:),’b-’)
title(’Resposta do Filtro de Kalman - Velocidade’)
legend(’Resposta Real Ruidosa’,’Resposta do Filtro de Kalman’)
xlabel(’Tempo’), ylabel(’Velocidade’)
figure;
plot(t,errcov), ylabel(’Covaria^ncia do erro’)
title(’Convariancia do Erro’)
xlabel(’Tempo’), ylabel(’Erro’)
EstErr = y-ye;
EstErrCov = sum(EstErr.*EstErr)/length(EstErr)
Este algoritmo foi descrito com o intuito de mostrar a facilidade de implementac¸a˜o
do Filtro de Kalman em diferentes ambientes de simulac¸a˜o, partindo-se desta lo´gica com-
putacional. Algumas modificac¸o˜es e acre´scimos, e este algoritmo pode ser utilizado como
formas de testar a robustez do filtro perante a grande quantidade de situac¸o˜es reais, ou
ate´ mesmo adaptado a outro processo.
Apo´s compilado, este algor´ıtimo gera gra´ficos que nos permitem avaliar o desempenho
do Filtro de Kalman na estimac¸a˜o dos estados do sistema, os quais sera˜o apresentados no
cap´ıtulo seguinte.
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Simulac¸o˜es e Testes
Este cap´ıtulo tem como principal objetivo apresentar as simulac¸o˜es realizadas, a partir do
algoritmo elaborado e apresentado no cap´ıtulo 4, do sistema do comboio. Foram tambe´m
realizados testes a partir desta simulac¸a˜o com o objetivo de definir um pouco das carac-
ter´ısticas do Filtro de Kalman quando submetido a condic¸o˜es ditas reais, os quais foram
divididos em duas etapas que sera˜o descritas a seguir.
Na primeira etapa, foram realizados os testes mais ba´sicos, que tem como principal
objetivo, verificar o funcionamento do Filtro de Kalman para a estimac¸a˜o da velocidade e
do deslocamento em condic¸o˜es normais de operac¸a˜o. Ja´ na segunda, e´ considerado que o
sistema sofre uma perturbac¸a˜o externa e, por algum motivo, muda subitamente de posic¸a˜o.
As condic¸o˜es submetidas aos testes sa˜o:
• Primeira etapa: As medidas que sa˜o utilizadas na etapa de atualizac¸a˜o do Filtro
de Kalman nem sempre esta˜o dispon´ıveis, mas quando esta˜o, sa˜o de boa qualidade.
Em alguns momentos, tem-se informac¸o˜es ora de velocidade, ora de posic¸a˜o, ora de
velocidade e posic¸a˜o e, em determinados instantes, na˜o se tem quaisquer dados do
sistema real.
• Segunda etapa: Sa˜o feitas as mesmas considerac¸o˜es da etapa anterior, pore´m em
determinado momento, tem-se auseˆncia de medidas para a fase de atualizac¸a˜o do
Filtro de Kalman e, coincidentemente, o sistema tem sua posic¸a˜o alterada para um
valor complemente fora da lo´gica descrita pelas equac¸o˜es cinema´ticas. Posterior-
mente, novos dados do sistema real sa˜o disponibilizados.
O sistema do comboio e´ interessante porque atrave´s do monitoramento remoto das
varia´veis de interesse, tem-se uma grande fexibilidade de tratamento das informac¸o˜es pre-
sentes no sistema. Atrave´s dessas, e´ possivel controlar o processo em diferentes ambientes
que na˜o seja dentro do ve´ıculo propriamente dito. Desta forma, e´ possivel um controle
e monitoramento mais preciso de uma ou mais pessoas, o que faz deste meio mais se-
guro. Pore´m na˜o podemos nos esquecer das poss´ıveis falhas que todos os sistemas esta˜o
submetidos, onde a segunda etapa dos testes tem esta finalidade.
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5.1 Primeira Etapa
Tendo feitas as considerac¸o˜es referentes a` primeira etapa, a seguir sera´ apresentado o
gra´fico de posic¸a˜o do sistema real juntamente com a estimada pelo Filtro de Kalman.
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Figura 5.1: Espac¸o percorrido (real e estimado) pelo comboio.
Atrave´s da figura acima, notamos que o Filtro de Kalman foi capaz de estimar o
estado relativo ao espac¸o percorrido pelo comboio de maneira a atender as expectativas.
Mesmo apresentando ru´ıdos no processo e na medic¸a˜o, a resposta gerada pelo filtro foi
muito boa, visto que pouco se percebe os res´ıduos gerados em pelas diferenc¸as de valores,
apesar de estarem presentes. Para melhor esclarecer, a seguir sera´ apresentada a figura
anterior, pore´m em uma escala que facilite a percepc¸a˜o da discrepaˆncia entre a curva real
e a estimada.
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Figura 5.2: Espac¸o percorrido (real e estimado) pelo comboio.
Note que a resposta real apresenta ru´ıdo incorporado a`s suas medidas. Apesar disso, o
Filtro de Kalman apresenta uma estimativa o´tima, suavizando as regio˜es de certa instabi-
lidade. A figura a seguir apresenta a resposta gerada pelo Filtro de Kalman na estimac¸a˜o
do segundo estado: a velocidade.
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Figura 5.3: Distaˆncia real e estimada pelo Filtro de Kalman para o comboio.
Inicialmente, o comboio esta´ com uma acelerac¸a˜o de aproximadamente 3 m/s2. No
instante de t = 25 segundos, o ve´ıculo desacelera ate´ obter uma velocidade constante
ate´ t = 75 segundos, onde o comboio varia positivamente a sua velocidade em func¸a˜o do
tempo. Apesar de todas estas variac¸o˜es, o Filtro de Kalman foi capaz de acompanhar todo
o desenvolvimento do sistema, embora este esteja contaminado com ru´ıdo.
Esta simulac¸a˜o foi feita considerando que as medidas utilizadas para atualizac¸a˜o na˜o
estavam dispon´ıveis em todos os instantes de tempo. Com isso, a tendeˆncia e´ o aumento
da diferenc¸a entre os valores estimados e os valores medidos, uma vez que na˜o existe
informac¸o˜es a serem comparadas com os estados estimados. Pore´m, quando informac¸o˜es
referentes ao estado real do sistema se encontram dispon´ıveis, o erro diminui subitamente.
A seguir sa˜o apresentados dois gra´ficos: de velocidade e deslocamento, respectivamente.
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Figura 5.4: Velocidade e posic¸a˜o ao longo do tempo.
- Ausencia de medidas;
- Apenas medidas de distancia;
- Apenas medida de velocidade;
- Medidas de distancia e velocidade.
O comprimento das semi-reatas acima esta´ relacionado com o desvio padra˜o naquele
instantes, onde o ponto presente entre estas indica a me´dia dos dados.
E´ interessante perceber que a` medida em que as informac¸o˜es de atualizac¸a˜o do sis-
tema na˜o se encontram dispon´ıveis, a matriz de covariaˆncia aumenta, o que resulta em
uma variac¸a˜o crescente do erro dos dados estimados, uma vez que tais informac¸o˜es esta˜o
diretamente relacionadas.Nota-se tambe´m, que ao longo do tempo, a covariaˆncia apresen-
tada na curva de velocidade sofre maior variac¸a˜o do que a curva de posic¸a˜o. A seguir e´
apresentado uma figura que representa tais relac¸o˜es.
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Figura 5.5: Auto-covariaˆncia da posic¸a˜o e da velocidade ao longo do tempo.
Comparando os gra´ficos das figuras (5.4) e (5.5), percebemos que a covariaˆncia dos
estados estimados variam de acordo com a disponibilidade dos dados para atualizac¸a˜o.
Em momentos que existem informac¸o˜es referentes ao deslocamento e a` velocidade, o erro
apresenta os menores valores. Pore´m, com as limitac¸o˜es das medidas, sejam estas de
qualquer que seja a varia´vel de estado, o erro aumenta. Em particular, notamos atrave´s
da figura (5.5) que, como mencionado anteriormente, a auseˆncia de medidas afeta mais a
estimac¸a˜o dos dados de posic¸a˜o do que a estimac¸a˜o dos dados de velocidade.
Outra qualidade da estimac¸a˜o dos estados atrave´s do Filtro de Kalman, e´ que quando
as medidas se tornam dispon´ıveis, o erro decresce abruptamente. Em outras palavras, a
taxa de variac¸a˜o do erro (variac¸a˜o decrescente) e´ maior quando se tem informac¸o˜es reais
do sistema do que quando estas na˜o esta˜o presentes (variac¸a˜o crescente).
A seguir e´ apresentada a figura de covariaˆncia cruzada entre os valores estimados da
posic¸a˜o e da velocidade.
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Figura 5.6: Covariaˆncia cruzada entre os dados estimados para posic¸a˜o e velocidade.
Analisando-se a figura (5.6), percebemos a covariaˆncia cruzada entre os dois estados
estimados. Nota-se que, em alguns instantes de tempo, a covariaˆncia assume valores neg-
ativos. Como sabemos, a covariaˆncia mostrada acima e´ a soma do produto das diferenc¸as
entre a varia´vel posic¸a˜o no tempo t e a sua respectiva me´dia (ou seja, ∆posic¸a˜o), pela
diferenc¸a entre a varia´vel velocidade no mesmo tempo t e sua respectiva me´dia (ou seja,
∆velocidade). Em alguns instantes, o os dados estimados sa˜o inferiores a` me´dia, o que
resultara´ em uma parcela negativa da covariaˆncia. Para o nossa caso, consideremos que
em valores inferiores a zero a covariaˆncia entre as duas varia´veis e´ nula.
A seguir sera´ apresentado um gra´fico que nos mostra os res´ıduos dos dados de esti-
mac¸a˜o.
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Figura 5.7: Erros de estimac¸a˜o da posic¸a˜o e da velocidade.
Dada a figura acima, percebemos que o erro de estimac¸a˜o assemelha-se a um ru´ıdo
Gaussiano branco. Fez-se enta˜o a me´dia aritme´tica das matriz dos erros de posic¸a˜o e de
velocidade, os quais sa˜o iguais a 0, 0323 e 0,0083, respectivamente. Tais ana´lises sa˜o de
grande importaˆncia, uma vez que mostra a convergeˆncia dos dados estimados pelo Filtro
de Kalman, atendendo a`s espectativas. Atrave´s da figura (5.5), esperava-se que o erro fosse
maior para a estimac¸a˜o dos dados de posic¸a˜o, dada sua covariaˆncia ao longo do tempo.
Tal suposic¸a˜o foi aceita a partir do momento que percebemos que a me´dia dos res´ıduos de
estimac¸a˜o de posic¸a˜o foi maior que os res´ıduos de estimac¸a˜o de velocidade.
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5.2 Segunda Etapa
A segunda etapa dos testes realizados tem como principal objetivo, ver ate´ que ponto o
Filtro de Kalman e´ fiel nas estimac¸o˜es dos estados do sistema. Se por algum motivo as
medidas das varia´veis observadas pelo filtro apresentam valores que na˜o condizem com a
realidade do processo, este tendera´ a estimar erroneamente as informac¸o˜es de interesse.
Como mencionado anteriormente, o sistema e´ submetido a` mesma entrada das situ-
ac¸o˜es anteriores, pore´m, em determinado momento, na˜o existem informac¸o˜es das varia´veis
de observac¸a˜o para efetuar a etapa de atualizac¸a˜o das medidas do Filtro de Kalman. Al-
guns instantes depois, ainda na mesma condic¸a˜o, o sistema muda subitamente de posic¸a˜o.
Se foˆssemos comparar com um sistema robo´tico, no qual sua posic¸a˜o e´ descrita atrave´s
das coordenas x, y e o aˆngulo θ, que, durante a fase de estimac¸a˜o das varia´veis de estado,
este fosse retirado de sua posic¸a˜o e colocado em outra, sem qualquer relac¸a˜o com o estado
anterior (rapto do roboˆ). O que se espera e´ que, a partir do momento que na˜o sa˜o feitas
atualizac¸a˜o das informac¸o˜es, o erro se eleve gradativamente e, apo´s a mudanc¸a inesperada
da posic¸a˜o do roboˆ, o filtro continue estimando valores baseados nos dados anteriores. A
partir do momento em o posicionamento real e´ informado, o Filtro de Kalman corrige
corrija o erro de estimac¸a˜o. O gra´fico que descreve esta situac¸a˜o e´ apresentado a seguir.
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Figura 5.8: Velocidade e posic¸a˜o ao longo do tempo. A linha vermelha representa a
resposta real e a linha preta a resposta estimada
No instante de tempo t = 10 segundos, na˜o existem informac¸a˜o dispon´ıvel das varia´veis
de observac¸a˜o (distaˆncia e velocidade), onde se percebe pelo tipo de linha. Apo´s alguns
instantes, em t = 20 segundos, roboˆ (comboio) muda sua posic¸a˜o instantaneamente, ”en-
ganando”assim as estimac¸o˜es feitas pelo filtro. Logo em seguida, em t = 22 segundos,
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novas medidas va´lidas sa˜o informadas para se realizar a etapa de atualizac¸a˜o.
Atrave´s da figura anterior percebemos, conforme o previsto, que a partir do instante
que as informac¸o˜es de atualizac¸a˜o tornam-se restritas, o Filtro de Kalman estima os ”pos-
s´ıveis”estados do sistema baseado em instantes passados sem garantir qualquer certeza.
Como tais instantes na˜o teˆm quaisquer relac¸o˜es de posicionamento com o estado atual, o
filtro passa a apresentar resultados insatisfato´rios neste intervalo. A partir do momento
que novas medidas sa˜o fornecidas, o erro de estimac¸a˜o decresce rapidamente, atendendo
a`s espectativas.
Para melhor compreender a situac¸a˜o descrita acima, a seguir e´ apresentado um gra´fico
que mostra a covariaˆncia da posic¸a˜o e da velocidade ao longo do tempo, respectivamente.
0 20 40 60 80 100
0
20
40
60
80
100
Auto−Covariância da Posição
Tempo (s)
Co
va
riâ
nc
ia
 d
a 
Po
siç
ão
 (m
2 )
0 20 40 60 80 100
0
0.5
1
1.5
Auto−Covariância da Velocidade
Tempo (s)C
ov
ar
iâ
nc
ia
 d
a 
Ve
lo
cid
ad
e 
(m
/s)
2
Figura 5.9: Auto-covariaˆncia da posic¸a˜o e da velocidade ao longo do tempo.
Atrave´s da figura apresentada, nota-se que a covariaˆncia aumenta em func¸a˜o da auseˆn-
cia de dados para a atualizac¸a˜o das medidas do filtro. Este aumento e´ consideravelmente
grande no instante em que o roboˆ muda para uma posic¸a˜o fora da prevista. Esta elevac¸a˜o
acontece rapidamente, pore´m, a partir do momento em que novos dados sa˜o disponibiliza-
dos para a etapa de atualizac¸a˜o, a covariaˆncia reduz abruptamente. A seguir e´ apresentado
o gra´fico de covariaˆncia cruzada entre os estados estimados.
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Figura 5.10: Covariaˆncia cruzada entre a posic¸a˜o e da velocidade ao longo do tempo.
A figura apresentada acima nos mostra a covariaˆncia cruzada entre os estados estimados
pelo Filtro de Kalman, que sa˜o a posic¸a˜o e a velocidade. E´ noto´rio que no instante que na˜o
existem medidas para atualizac¸a˜o, a covariaˆncia aumenta muito devido a grande diferenc¸a
entre o valor dos dados estimados para os dados esperados. Pore´m, isso acontece em um
instante de tempo que tende realmente a prejudicar as estimativas, uma vez que ocorre
uma mudanc¸a inesperada no sistema real e as informac¸o˜es referentes a este na˜o esta˜o
dispon´ıveis para serem percebidas pelo Filtro de Kalman. A seguir sera´ apresentado o
gra´fico dos res´ıduos de estimac¸a˜o.
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5.2. SEGUNDA ETAPA
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Figura 5.11: Erro de estimac¸a˜o da posic¸a˜o e da velocidade ao longo do tempo.
Dado o gra´fico acima, nota-se que como na primeira etapa dos testes, os res´ıduos de
estimac¸a˜o se assemelham com um ru´ıdo Gaussiano branco com me´dia pro´xima de zero.
Pore´m, no momento em que ocorre a auseˆncia de atualizac¸a˜o das medidas, como esperado,
o filtro estima estados fora da condic¸a˜o real do sistema, aumentando assim os res´ıduos
consideravelmente. Com isso, a me´dia aritme´tica entre a diferenc¸a dos valores reais e os
valores estimados tende a ser alterada em func¸a˜o do grande aumento do erro no instante
mencionado acima.
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Cap´ıtulo 6
Concluso˜es
A partir dos estudos realizados, foi poss´ıvel perceber alguns aspectos fundamentais do
funcionamento do Filtro de Kalman aplicado aos sistemas reais. Foi mostrado que as
medic¸o˜es das varia´veis de interesse nos sistemas reais sempre estara˜o contaminadas com
ru´ıdos, sejam eles provenientes do pro´prio processo ou da medic¸a˜o. Estes, por sua vez,
tendem a distorcer a informac¸a˜o observada, falseando os dados reais. Para a estimac¸a˜o
dos estados de interesse, o Filtro de Kalman e´ sempre uma boa alternativa, desde que seja
poss´ıvel representar o comportamento do sistema em matrizes de estado que representam
o estado do mundo.
Durante a primeira etapa dos testes, notamos que o Filtro de Kalman foi capaz de
atender a`s expectativas, uma vez que este estimou as varia´veis de estado de interesse de
maneira eficaz, mesmo na presenc¸a de ru´ıdo. Isto ocorre devido a algumas particularidades
presentes no filtro. Ao se realizar um teste, percebeu-se que quanto maior o ru´ıdo presente
no modelo dos dados do sistema, os quais sa˜o utilizados na etapa de atualizac¸a˜o do Filtro de
Kalman, maior era o tempo necessa´rio para a convergeˆncia dos dados estimados pelo filtro.
Isto ocorre devido ao ganho de Kalman presente na etapa de atualizac¸a˜o das medidas que
utiliza o modelo do ru´ıdo das medidas. Quando esta medida se encontra muito ruidosa,
o filtro passa a ter menos confianc¸a em suas informac¸o˜es, o que faz com que a parcela
a ser somada ao estado ja´ estimado anteriormente na fase de atualizac¸a˜o das medidas
seja pequena. O Filtro de Kalman ao perceber, atrave´s dos me´todos e te´cnicas que o
compo˜em, que a medida e´ de boa qualidade, atrave´s do ganho de Kalman faz com que a
medida prevista pela etapa de atualizac¸a˜o do tempo seja corrigida e aproximada do seu
valor real, reduzindo assim os res´ıduos de estimac¸a˜o e aproximando o valor da estimativa
do estado do seu valor real. A variaˆncia da estimativa depende dos modelos dos ru´ıdos
presentes no sistema (ru´ıdo do modelo e ru´ıdo da medida).
Ja´ na segunda etapa dos testes, cujo objetivo era analisar a robustez do Filtro de
Kalman, percebeu-se que na auseˆncia de medidas para a etapa de atualizac¸a˜o, os estados
estimados tendem apresentar uma variac¸a˜o crescente do erro. Se neste momento de auseˆn-
cia de dados para o ajuste das informac¸o˜es estimadas o sistema responder de uma maneira
diferente da sua tendeˆncia, o Filtro de Kalman na˜o percebe tais mudanc¸as, o que faz com
que este estime estados diferentes dos reais esperados. Quando as novas medidas reais sa˜o
apresentadas ao filtro, este corrige rapidamente o erro presente em suas estimac¸o˜es.
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Em ambos os testes realizados, nem sempre as informac¸o˜es referente a` posic¸a˜o e a`
velocidade estavam dispon´ıveis e foi poss´ıvel estudar o impaco desse facto nas variaˆncias
associads. Mesmo assim o Filtro de Kalman foi capaz de estimar bem os estados de
interesse e os res´ıduos de estimac¸a˜o tendem a zero, o que prova a convergeˆncia do me´todo
utilizado.
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