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Conventional computer technology is ubiquitous in modern society. Initially used only to 
perform mathematical calculations, computers are now integrated with most daily human 
activity. As the demand on computers shifts towards more and more complex tasks, the 
limitations of conventional computing architectures are being realized. Conversely, many 
such tasks can easily be carried out by the human brain, which is capable of abstraction, 
recognition, prediction and decision making with extremely low power consumption. 
The vast capabilities of the brain have motivated the development of novel neuromorphic 
computing architectures which can naturally facilitate brain-like computation. Several such 
architectures are being developed internationally, but few aim to mimic the complex 
connectivity and critical dynamics of the cortex; features which are central to the brain’s 
computational power. 
This thesis investigates percolating atomic switch networks (PASNs) as candidates for 
novel neuromorphic architectures. It is demonstrated that PASNs exhibit many of the same 
emergent phenomena as the brain, including scale-free temporal dynamics and long-range 
temporal correlations. It is further shown that the critical avalanche dynamics observed in 
neuronal firing patterns is also present in the sequences of switching activity exhibited by 
PASNs. Scaling exponent relations are used to definitively demonstrate that, like the brain, 
PASNs are critical systems. 
Reservoir computing (RC) is a novel brain-inspired computing paradigm that utilizes 
temporal correlations to perform classification and prediction tasks. The nonlinear dynamical 
response of PASNs to electrical stimulation makes them particularly suitable candidates for 
physical reservoirs in neuromorphic RC systems. PASNs are thus utilized as the dynamical 
nodes in a time-delay RC framework. Through numerical simulations and experiments, it is 
demonstrated that PASNs can perform waveform classification and time-series prediction 
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Chapter 1  
Introduction 
In the last century, the vast power and utility of information systems has been harnessed by 
humanity. The invention of the solid state transistor in 1947, by John Bardeen, Walter 
Brattain, and William Shockley at Bell Labs, marked the beginning of the digital revolution, 
and the dawn of the information age [1]. The microminiaturization of transistors, and the 
development of semiconductor fabrication techniques, lead to the realization of the integrated 
circuit (IC) in 1959 [2]. Since then, the capacity and operational speed of ICs has progressed 
enormously as a result of decades of innovation aimed towards reducing transistor 
dimensions, and hence increasing the transistor density of ICs. This progression was 
encapsulated by Gordon Moore, and famously referred to as Moore’s law: The number of 
transistors in a dense IC doubles approximately every two years [3]. What began as the 
observation of a simple trend quickly became a benchmark for the semiconductor industry, 
and for over forty years, Moore’s law held fast. But with exponentially increasing transistor 
density, comes the exponentially increasing cost of the research and development required 
for each new generation of ICs [4]. Additionally, the size of individual transistors is 
approaching physical limitations: transistors on the latest generation of commercially 
available chips are as small as 7 nm [5,6]. In fact, Ref. [7] demonstrates a working transistor 
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comprised of a single atom, which is the absolute limit of miniaturization. These factors 
signify an imminent departure from Moore’s law, which Gordon Moore himself has 
predicted will occur within a decade [8].  
In order to sustain the rate of increase of computational power, future devices will need 
to adopt revolutionary new architectures. If the components of ICs cannot continue to be 
made smaller, consideration must be given to alternatives to both the components themselves, 
and to how these components are arranged. One such approach which has gained significant 
interest since its conception by Carver Mead in the late 1980s, is neuromorphic computing 
[9,10]. When it comes to abstractive computational tasks, such as pattern recognition, 
navigation, and decision making, the human brain surpasses even the world’s best 
supercomputers, at a fraction of the energy consumption [10,11]. Neuromorphic architectures 
are inspired by the brain’s ability to process a multitude of poorly conditioned sensory 
information and identify and extract the useful patterns and trends. Neuromorphic 
architectures use components which have similar functionalities to the neurons and synapses 
in the brain [12]. However, it has been pointed out that few of these approaches aim to mimic 
the complex and critical connectivity of such components within the brain [13], features 
which some believe lie at the heart of the brain’s computational power. 
Percolating atomic switch networks (PASNs) [14-19] , which are the focus of this thesis,  
have been shown to possess some desirable attributes of a neuromorphic system. They 
respond to electrical stimulus with complex conductance switching dynamics which may be 
utilized to perform computational tasks. Furthermore, PASNs are self-organised devices 
poised at criticality which are fabricated from metal nanoparticles (NPs) using scalable low-
cost procedures. 
The remainder of this chapter gives an overview of the mammalian brain (Section 1.1), 
followed by a description of artificial neural networks (Section 1.2) and neuromorphic 
computing (Section 1.3). Section 1.4 then introduces PASNs and describes the physical 
mechanisms by which they operate.  
1.1 The Brain: A Biological Computer 
The brain is a biological information processing system which is present in all vertebrate and 
most invertebrate animals. It is the primary component of the nervous system and has 
centralized control over a body’s other organs. A brain is responsible for processing 
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information collected by the sense organs (eyes, ears etc.) and subsequently driving the 
function of the organism to sustain its life. Raw sensory information is combined with 
information about the current needs of the animal and its memory of past circumstances 
(perception) in order to respond to its environment such that those needs are met (control). 
The exertion of coherent control over the actions of an organism requires the interplay of a 
large number of functional sub-systems. A centralized brain allows the integration of 
information, thus providing coordinated motor control, preventing the co-occurrence of 
interfering functions, and allowing stimulus in one area of the body to excite responses in 
another areas [20]. The result is an organism which can exhibit rapid and coordinated 
responses to changes in its environment. 
The brain receives and transmits information throughout the body via both electrical and 
chemical signalling. The fundamental units of the nervous system are called neurons: cells 
which are capable of sending electrochemical pulses called action potentials over long 
distances to other cells via protoplasmic fibres called axons [21]. Figure 1.1 (a) shows a 
schematic diagram of a neuron cell. Neurons receive action potentials from other neurons 
through chemical junctions called synapses, and a single axon can have several thousand 
synaptic connections to other cells [21]. Synapses are the key functional elements of the brain 
because they regulate the connectivity between different neurons and thereby control how 
they communicate with one another. Figure 1.1 (b) shows a schematic diagram of a chemical 
synapse. When an action potential is emitted from the nucleus of a neuron (called the 
presynaptic neuron), it travels along the axon and arrives at a synaptic terminal where it 
triggers the release of chemicals called neurotransmitters. Neurotransmitters flow into the 
synaptic cleft and bind to receptors on the membrane of the post-synaptic neuron or target 
cell. Depending on the type of neurotransmitter released, the synaptic response may either be 
inhibitory or excitory. The post-synaptic neuron has synaptic connections to many other 
presynaptic neurons and therefore receives a multitude of both inhibitory and excitory 
signals. If the sum of excitory signals being received exceeds the sum of inhibitory signals 
by some threshold, then the neuron may release its own action potential. The firing neuron 
then becomes the “presynaptic” neuron and the signalling process repeats with new target, or 
“post-synaptic” neurons [22].  
The neurons within the brain are highly interconnected by synaptic junctions forming a 
complex network. Which neurons are firing at any given time is determined not only by the 
input signals from sensory organs, but also by which neurons were firing at some previous 
14 |                                                                                                        Chapter 1 - Introduction 
 
 
time, and by the relative strength of the synaptic connections between the neurons. Repeated 
exposure to the same sensory input can result in a strengthening (or weakening) of synaptic  
connections, leading to stronger excitory (or inhibitory) synaptic responses. This can increase 
(or decrease) the likelihood of post-synaptic neurons firing, resulting in a different response 
from the network of neurons to the sensory input. This is called synaptic plasticity and is 
thought to be the primary mechanism responsible for learning and memory in the brain 
[21,23]. Learning is an emergent property of the complex network of interacting neurons: 
learning cannot be achieved by individual neurons as it requires adaption of the synaptic 












Figure 1.1: Neuron and synapse schematics. (a) Schematic diagram of a neuron cell. Action 
potentials are generated in the nucleus and transmitted to other neurons via synaptic terminals. (b) 
Schematic diagram of a chemical synapse. Action potentials from the presynaptic cell trigger the 
release of neurotransmitters from the axon terminal which are received by the dendrite of the post-
synaptic neuron. Reproduced under creative commons licence (CCL): Wikipedia / CC BY-SA 
(https://creativecommons.org/licenses/by-sa/4.0). 
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function of the nervous system, are relatively simple entities: if they are sufficiently 
stimulated, they release an electrical pulse which contributes to the stimulation of other 
neurons. It is the topology of the network, which is modulated by synaptic connections, that 
is responsible for how neurons affect each other, and for how the state of the entire network 
of neurons evolves in time [24]. While the detailed mechanisms of individual neurons and 
synapses have been elucidated by extensive studies, the manifestation of intricate and 
complex behaviours from the interaction between ensembles of billions of neurons is yet to 
be fully understood [25]. 
The structure of the brain, referring to the topology of the connections between all of the 
neurons, is neither regular nor random, but somewhere in between. The networks within the 
brain have been shown to be highly clustered like a regular lattice while also having a short 
path length like a random graph [26]. This is called a small-world network topology and is 
thought to provide the brain with a host of computational benefits such as high efficiency and 
minimal wiring cost while maintaining a high degree of global connectivity [27]. It has also 
been shown that the connectivity in cortical networks is fractal [28] and scale-free [29], 
meaning that connection patterns repeat on smaller and smaller scales, and that some neurons 
which are connected to huge numbers of other neurons, act as main hubs for information 
transfer. It is thought that this brain structure was selected by evolution to enable the brain to 
carry out adaptive functions, like learning and pattern identification, efficiently and for 
minimal evolutionary cost [26].  
The information processing in the brain is spatio-temporal. It depends on how the 
complex network of billions of neurons and trillions of synapses evolves in time, with the 
state of each neuron being affected by other neurons and by its own history. Together, the 
interconnected neurons form a chaotic system which is strictly deterministic, but which is so 
complex and nonlinear that its exact state at some point in the future is impossible to predict. 
This type of behaviour is typical of systems which operate in the vicinity of a critical point; 
often termed ‘at the edge of chaos’. In fact, considerable evidence has accrued that the brain 
indeed operates near a critical point and is a self-organised critical system [30-33]. This is 
characterized by bursts of activity amongst neuronal populations called neuronal avalanches. 
Critical systems are sensitive to small perturbations which provide the brain high dynamic 
range and responsiveness, allowing adaptive behaviour. It is hypothesized that criticality 
bestows the brain a number of other functional advantages such as maximum computational 
performance [13,33-36]. 
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Animals require the ability to respond quickly, adequately, and efficiently to changes in 
their environment in order to be selected by evolution. This response requires the interplay 
of a large number of functional subsystems, and the real-time interpretation of incoming 
sensory information. To achieve these tasks in the most efficient way, nature produced the 
brain, a highly complex network of nonlinearly interacting neurons and synapses, to control 
the animal’s response to its environment. When it comes to tasks like real-time processing of 
images, patterns, audio, and abstractive tasks like classification and decision making, there is 
no better, and certainly no more efficient computer in the world than the human brain. 
However, information processing in the brain is very different to information processing in 
conventional computer chips (Section 1.3.1) where the networks of transistors are highly 
regular arrays and the behaviour of the elements are well defined and instruction based. Thus, 
neuromorphic architectures are required to harness the computational power and efficiency 
of the biological brain. 
 
1.2 Artificial Neural Networks 
Artificial neural networks (ANNs) [37,38] are software implementations of bio-inspired 
computing principles. They utilize some of the functionality of cortical networks to varying 
degrees of bio-realism, but in all cases, ANNs are a simplification of the immensely complex 
and intricate biological brain. ANNs utilize a collection of interconnected nodes, which are 
analogous to neurons, with weighted connections that are analogous to synapses. Nodes 
receive input from other nodes via these weighted connections, and based on that input, 
transmit signals to other nodes. This is a simplified version of the operational principles of 
the brain described in Section 1.1. Like the brain, ANNs perform tasks by learning, rather 
than by following predefined instructions. For example, an ANN may learn to classify 
bananas upon being presented with images containing different fruit. The ANN must first be 
told which images contain bananas (training) and then can perform the task without being 
told which images contain bananas (classification). The ANN performs this task without 
knowledge of the features of a banana; that they are slender and curved, or that they are 
yellow, for example. Instead, ANNs identify distinct features of the examples they are shown 
automatically. They are not looking for a yellow curved blob in the image, but rather looking 
for identifying features which were present in previous examples of images of bananas. In 
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contrast, a conventional computer algorithm may investigate a series of logical pre-scripted 
conditions: does the image contain a yellow region? If so, is the aspect ratio of the yellow 
region greater than some threshold? If so, … etc. until the algorithm arrives at a conclusion 
about whether the image contains a banana. Investigating many conditions for many different 
classes (apples, watermelon etc.) requires a huge number of logic operations to produce a 
single classification. ANNs on the other hand learn the features of the different classes and 
can identify them at once without being told to look for certain attributes of that class, 
resulting in excellent performance for classification and regression tasks. 
ANNs are networks of nodes which interact via weighted connections. A weighted 
connection is simply a pathway for information where the flow of the information can be 
high for a strong connection (large weight) or low for a weak connection (small weight). In 
training an ANN, learning is achieved by adjusting the weights of the connections between 
nodes such that the network response is closer to the desired response. For example, imagine 
that images of fruit are used to train an ANN to identify bananas. If the ANN successfully 
classifies images as either containing (or not containing) bananas for some fraction of the 
examples it is shown, then the connection weights are systematically altered so that the 
fraction of successful classification increases. This can be repeated iteratively to achieve the 
maximum possible number of successful classifications. 
There are many different types of ANN models of varying complexity, and they typically 
have their own training algorithms. All ANNs however are based on networks of nodes, and 
all training algorithms involve correctly choosing the weights between them. More complex 
models typically have greater functionality/better performance, but also incur greater training 
and operating costs. The following sub-sections introduce some of the key ANN archetypes. 
1.2.1 Feed-forward Neural Networks 
The nodes in an ANN are typically organized into layers. ANNs in which information passes 
in one direction from layer to layer is called a feed-forward neural network, and the simplest 
illustration of such is the single-layer perceptron (SLP).  
In its simplest form, an SLP contains a single artificial neuron which is represented by a 
threshold function. Figure 1.2  shows a schematic of a SLP and an equivalent biological 
analogy [39]. There are 𝑛 biological neurons passing their signals 𝑥 to a neuron via synaptic 
connections with weights 𝑤. In this example, the post-synaptic neuron is the perceptron and 
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the pre-synaptic neurons are input nodes. The function of the perceptron is to output a value 
of 1 if the weighted linear sum of the inputs (𝜉) exceeds its own threshold value (𝑏), and 0  
otherwise. As a linear classifier, the binary outputs can be interpreted as either confirming or 
denying the membership of the input to a particular class. The perceptron can be trained to 
classify using a set of example inputs. Learning occurs by incrementally adjusting the weights 
(and threshold) so that the difference between the target output and the perceptron output is 
minimized [39]. As the error is a function of all of the weights, it forms a complex 
multidimensional hyperplane, and the goal of training is to find the global minima. There 
exists a training rule which will yield the optimal set of perceptron weights in a finite number 
 
Figure 1.2: Schematic of a perceptron. A depiction of a biological neural network and the 
equivalent single-layer perceptron. 𝑛 signals 𝑥𝑖 are fed from other neurons (input nodes) via 
synaptic junctions (weighted connections, 𝑤𝑖). The “integrate-and-fire” action of a biological 
neuron is crudely approximated by a linear threshold function 𝜎: if the weighted linear sum of 
inputs 𝜉 exeeds the neuron’s threshold potential 𝑏, then the output is one and the neuron is said to 
be “activated”, otherwise the output is zero. As a linear classifier, the binary outputs can be 
interpreted as either confirming or denying the membership of the input to a particular class. 
Reproduced with permission from Ref [39] 
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of iterations [40], but this rule can only perform accurately for classes which are linearly 
separable [41]. 
Classification of nonlinearly separable classes requires an additional layer of nodes 
between the input and output nodes, leading to the multi-layer perceptron (MLP) [41]. The 
schematic diagram in Figure 1.3 shows a MLP which features a hidden layer between the 
input and output layers. This layer of neurons is described as “hidden” because the states of 
the nodes in this layer are never examined: the inputs are fed to the input nodes and the output 
is taken from the output nodes, but the nodes in the hidden layer do their job (explained 
below) quietly in the background. This architecture serves as the basis for all other more 
complex ANNs which may have additional hidden layers (deep neural networks) or different 
connectivity structures (convolutional and/or recurrent neural networks).  
The role of the hidden layer is geometrically illustrated in Figure 1.4  (taken from Ref. 
[38]). The SLP performs a linear classification by creating an (𝑁 − 1)-dimensional 
hyperplane within the 𝑁-dimensional network space, where 𝑁 is the number of inputs to the 
single layer. If the two classes are separable, but cannot be separated by a single hyperplane, 
the problem is said to be nonlinearly-separable. Such a problem requires a region of the 𝑁-
dimensional space to be confined by multiple hyperplanes which can only be achieved by the 
addition of a second layer. A good example is the XOR problem which is illustrated in Figure 
1.4. Each node in the SLP can draw a line through the two-dimensional (2D) space, but it 
requires a second layer to combine those lines to form the isolated region containing the black 
circles, just as XOR cannot be computed by any single Boolean logic operation. The problem 
requires two “layers” of logic operations: the first layer computes whether one element is true 
using OR (a linear operation) and also that both elements are not true using NAND (again, a 
 
Figure 1.3 Schematic of a multi-layer perceptron. The addition of a “hidden  layer” between the 
input and output layers allows the perceptron to be trained on nonlinearly separable classes.  
Reproduced with permission from Ref  [41]. 
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linear operation). The second layer computes its own linear operation using the outputs of 
the first layer as the input: it checks that both of the previous conditions are true (using AND).  
While the nodes in a feed-forward are not explicitly performing these logic operations, 
they are performing linear classifications, and the effect of layering those linear operations 
allows for nonlinear separation of different classes. In fact, the MLP has been shown to be a 
universal approximator: a multi-layer feed-forward network using a finite number of nodes 
and a logistic sigmoid activation function is theoretically capable of approximating any 
continuous function [42]. It has further been shown that this rule holds for any non-
polynomial activation function [43]. The caveat is that the so-called universal approximation 
theorem does not address the learnability of the required parameters: while it may be in theory 
possible for a MLP to learn “anything”, in practise it is often a matter of overcoming other 
constraints such as computation time, the vanishing gradient problem [44], or getting stuck 
in local minima during training [45]. Hence there is motivation for more complex 
architectures which can mitigate these practical barriers, despite the universal approximation 
theorem stating that a single hidden layer is sufficient.  
Multi-layer feed-forward networks can use a variety of training methods to optimize their 
weights. The most popular of these is back-propagation where the weights are initialized to 
 
Figure 1.4: Geometric illustration of the role of the hidden layer in a MLP. SLPs can only 
separate classes using a single hyperplane. The hidden layer allows the composition of hyperplanes 
so that nonlinear boundaries can be formed. The universal approximation theorem states that a 
MLP can approximate any function, meaning that it can create an arbitrarily complex boundary, 
given it has sufficient nodes.  Reproduced with permission from Ref. [38]. 
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random values and iteratively updated in response to feedback of the calculated error between 
the target and the network response. This process, called gradient decent, involves 
calculating the derivative of the error function with respect to the weights, and then adjusting 
the weights such that the error decreases [46]. Gradient decent, and therefore back-
propagation, thus require activation functions to be continuously differentiable. For this 
reason, the stepwise threshold function 𝜎 in Figure 1.2 is typically replaced by a logistic 
sigmoid function, though other functions are also used [47].  
A deep neural network (DNN) is an ANN which features multiple hidden layers between 
the input and output layers [49], as depicted in Figure 1.5. Deep neural networks are capable 
of solving complex problems because the primary operations performed by the lower layers 
(e.g. identifying features of a class) are composited by the higher layers. Furthermore, it has 
been demonstrated that DNNs can model complex nonlinear relationships using fewer nodes 
than a similarly performing shallow ANN [49], and that adding more layers to a DNN can 
increase its performance, as depicted in Figure 1.6 (taken from Ref. [50]).  
One consequence of the many layers of abstraction mean that the DNN is very good at 
picking up obscure trends within the data; some of which may not be the desired trend. This 
is called overfitting (discussed in Section 4.3.5) and is usually mitigated by regularization 
techniques [51,52]. Convolutional neural networks (CNNs) [53] incorporate such 
regularization measures into their architecture. The MLP and DNN are fully-connected, 
meaning that each node in one layer is connected to every node in the next layer, but the CNN 
utilizes a hierarchical connectivity and shared weights in order to assemble complex patterns 
from the combination of smaller, simpler patterns. They typically feature at least one 
“convolutional” layer which uses convolution in place of matrix multiplication, as well as a 
 
Figure 1.5. Schematic of a deep neural network. The addition of multiple hidden layers to a 
MLP results in a deep neural network (DNN) which are capable of modelling complex nonlinear 
relationships due to the additional layers of abstraction. Reproduced with permission from Ref [48]. 
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host of other different types of layers such as pooling layers, fully connected layers, ReLU 
layers, and normalization layers. While the details of this architecture are beyond the scope 
of this study, keen readers can find further information in Ref. [54] and citations therein. 
1.2.2 Recurrent Neural Networks 
Section 1.2.1 introduced several models of feed-forward ANNs where information is always 
passed in one direction. This section expands this discussion to include ANN models that 
feature recurrent connectivity i.e. pathways which form loops within the network. The 
majority of the information presented here can be found in the review [55] and its citations. 
Feed-forward ANNs perform very well at abstraction and classification tasks. Examples 
presented to the network during training invoke some response from the network which is 
mapped to the desired outcome by adapting the weights representing the connections between 
the nodes. This network response depends only on the example being presented to it – not on 
any previous inputs, or any previous outputs, and once this example has been processed, the 
state of the network is lost. This is fine for tasks in which examples which are generated and 
processed independently, such as images of fruit which may contain bananas, but poses a 
serious problem if the examples being presented are related in time or space, such as in the 
case of time-series prediction [56] and sequence classification tasks like text recognition [57]. 
 
Figure 1.6. Effect of depth of a DNN. Empirical data showing that the greater the number of 
layers in a DNN, the better its performance at transcribing multi-digit numbers from photographs 
of addresses. Reproduced with permission from Ref. [50]. 
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Recurrent neural networks (RNNs) [58] feature directed information pathways which 
form recurrent loops. This endows the network with a fading memory of its past states: the 
inputs that each node receives is partially made up of the output of that (or other) nodes(s) at 
some previous time. This is illustrated schematically in Figure 1.7. Because of this fading 
memory, RNNs can process sequences of inputs and can identify patterns in time, which is 
extremely useful in real-world applications like stock forecasting and speech recognition. 
However, the additional recurrent connections are not without consequence: the training of 
RNNs is immensely complicated because some of the connections are passing information 
through time. For backpropagation, this requires that the recurrent networks be “unrolled” in 
time, as depicted in Figure 1.8. Each time step essentially becomes a layer in an unrolled non-
recurrent network, meaning that one ends up training the equivalent of an extremely deep 
feed-forward neural network. The consequences of this training scheme are high 
computational and temporal cost, as well as exacerbation of the vanishing/exploding gradient 
problem [44]. Hence, there exists motivation for the exploration of alternative RNN models 
which exploit the power of recurrence while also providing a practically implementable 
training procedure. 
 
Figure 1.7: Schematic of a recurrent neural network (RNN). Augmenting a MLP by 
adding directed information pathways which span different time steps (dashed arrows) 
creates a RNN which features a fading memory of inputs and allows for successful 
classification of sequences of inputs, as required in tasks such as time series prediction and 
speech recognition [55]. 
24 |                                                                                                        Chapter 1 - Introduction 
 
 
1.2.3 Reservoir Computing 
Section 1.2.2 introduced RNNs and described a very complex and computationally expensive 
adaptation of backpropagation which makes RNNs extremely difficult to train. This difficulty 
arises due to the huge number of weights which must be trained, both between nodes of the 
network, and between time steps. One approach which works surprisingly well is to simply 
not train all of the connections. If one were to randomly initialize all of the weights in a RNN 
and then only adapt (train) the weights in the final (output) layer, then the training procedure 
is reduced to a simple linear operation resulting in immense improvement in computational 
cost and training speed. This RNN model is called reservoir computing (RC) [60], because 
the hidden layers of the network act as a dynamic reservoir and the output layer maps the 
state of this reservoir to the desired outcome.  
Two well-known realizations of RC are the echo state network (ESN) [58] and the liquid 
state machine (LSM) [61] which were developed independently during the early 2000s. The 
popularity of ESN and LSM frameworks at the time of their realization was due to the speed 
and ease of calculating the weights, compared to the challenge faced in adapting all 
connections as in most approaches to RNN training. With the advent of deep learning [62-
64], these challenges have essentially been solved, and the appeal of RC software 
implementations is fading in favour of those more advanced RNN training techniques [65]. 
However, in a dynamical system where individual connection weights cannot be accessed 
directly, RC is an appealing method of achieving computation. Such dynamical systems may 
in fact be represented by physical reservoirs which are analogue to recurrent neural structures. 
 
Figure 1.8: Unrolling a RNN in time. Schematic showing a recurrent node from within a RNN 
(left) and its equivalent form after unrolling in time (right). Each time step becomes a layer and the 
recurrent connection becomes feedforward connection, allowing for backpropagation through time. 
This diagram shows only one node, but this happens in parallel to all nodes in the network, meaning 
that it is a very complex and very deep feed-forward network which ends up being trained. 
Reproduced from Ref. [59] (permission requested). 
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Several implementations of hardware-based RC have been realized using: functionalized 
nanowire networks [66,67], passive silicon photonic reservoirs [51,68], mechanical nano-
oscillator systems [69], carbon nanotube/polymer networks [70], and memristor based 
neuromorphic microchips [71]. While these approaches are novel and have shown the ability 
for pattern recognition and time-series prediction, scalability is a concern when it comes to 
creating functional devices. Conversely, the low-cost fabrication of PASNs uses self-
assembly of nanoparticles to provide a promising low-cost route to scalable RC hardware. 
Detailed discussion on RC, and particularly time-delay reservoir computing (TDRC), can be 
found in in Chapter 4. 
1.3 Neuromorphic Computing 
Neuromorphic computing is a concept popularized by Carver Mead in the late 1980s [9]. It 
describes how the implementation of very-large-scale-integration (VLSI) may be used to 
combine analogue circuits, in order to mimic the structure and electronic behaviour found in 
the biological nervous system [9]. In modern times, the definition has been extended to 
include VLSI of both analogue and digital circuitry, as well as software implementation of 
neural models, such as neural networks and deep learning algorithms. Software based 
implementations, while novel, still face the same imminent limitations as Moore’s law: they 
rely on the complementary metal-oxide semiconductor (CMOS) transistor and the von 
Neumann architecture, the enhancement of which can no longer be sustained by 
miniaturization methods.  Hence, this thesis is focused on the hardware implementations of 
neuromorphic computing, more rigidly called neuromorphic architectures. 
1.3.1 Neuromorphic versus von Neumann 
Architectures 
Since the realization of the first IC in 1959, computer processing power has increased in 
accordance with Moore’s law [3]. This is predominantly due to the development of advanced 
semiconductor fabrication techniques, enabling more and more transistors to fit on a Si wafer 
of constant size. Because transistor dimensions are approaching physical limitations [4], and 
the cost of developing each new generation of ICs is increasing exponentially [6], new 
methods of increasing computational power must be sought. This section gives a brief 
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introduction to both the von Neumann and neuromorphic architectures and highlights some 
key differences between the two. More detailed discussions on the von Neumann and 
neuromorphic architectures can be found in Refs. [72,73], and Refs. [9,10] respectively. 
Conventional computers rely on the von Neumann architecture, named for its principle 
inventor, mathematician and physicist John von Neumann (1945). This architecture features 
four primary components: the central processing unit (CPU), containing an arithmetic logic 
controller and processor registers, and a control unit containing an instruction register and 
program counter; a memory unit for storing data and instructions; a secondary storage unit 
such as a hard drive; and I/O ports for receiving and returning information. A schematic 
representation of the von Neumann architecture is shown in Figure 1.9 (a).  
Computation is achieved when programmatic instructions, which are stored in the main 
memory, are sent to the CPU. The arithmetic logic controller executes the instructions, 
accessing data and additional program instructions from the main memory as required. Once 
an instruction has been executed, the generated output is returned to the main memory. 
During this process, the control unit is responsible for managing memory addresses for read 
and write operations, as well as controlling the flow of program instructions. Because the 
program instructions and the associated data are both stored in the main memory, they share 
a common bus to the CPU. Consequently, the CPU cannot conduct a read/write operation 
and fetch a program instruction simultaneously. In the early days of the von Neumann 
architecture, this was not an issue: main memory was relatively small and processor clock 
speeds relatively slow (kB and kHz respectively). However, modern computers feature CPUs 
with GHz clock speeds, and fast, random-access memory (RAM) containing GB of storage. 
As a result, the bus between the main memory unit and the CPU limits the data throughput 
to levels below the capacity of both the CPU and memory unit. This is known as the von 
Neumann bottleneck, and is a fundamental limitation of the architecture.  
Registers and cache memory are small, fast access memory units which are situated very 
close to the processing core. Frequently used instructions or data can be stored in these units 
to reduce the latency introduced by the von Neumann bottleneck, but it cannot be eliminated 
entirely. Furthermore, as the capacity of processors and memory units increases, the worse 
this bottleneck becomes. Fast processors which are spending many cycles simply waiting for 
data transfer through the bottleneck costs both time and energy, resulting in computers which 
are less efficient. 
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Conventional computers, based on CMOS ICs and the von Neumann architecture, are 
irrefutably superior to the human brain at sequential, arithmetic calculations. For example, a 
simple calculator contains the most basic CMOS technology and is capable of multiplying 
numbers in a fraction of time it takes a human to do the same. However, if the calculator is 
tasked with recognising one face amongst a crowd of people, obviously it will fail, and even 
the world’s best supercomputers would require megawatts of energy, and several seconds (or 
longer) to complete this task. The human brain however, easily completes the task in 
milliseconds, requiring only ~20 W of power [74]. The brain of the fruit fly is more efficient 
still: capable of intricate nonlinear tasks such as real-time flight control, predator avoidance, 
and the search for food and mates, all while consuming mere microwatts of power [75]. There 
is clearly a huge amount to be learned from nature regarding efficient computation, especially 
when it comes to nonlinear, abstractive tasks like decision making and pattern recognition. 
Neuromorphic architectures [76,77] are based on the inspiration of biological neural 
systems. Rather than the centralized processing core and distinct memory unit of the von 
Neumann architecture, neuromorphic architectures feature highly distributed and parallel 
processing, with integrated memory. More specifically, a large number of artificial neurons 
are arranged in a complex interconnected network, where electrical signals are transmitted 
between them via weighted connections represented by artificial synapses. A schematic 
representation of this layout is depicted in Figure 1.9 (b). The inherently distributed nature of 
neuromorphic architectures enables highly parallel information processing and memory 
storage, thus avoiding the von Neumann bottleneck entirely. Memory is achieved by the 
 
Figure 1.9: von Neumann vs Neuromorphic architectures. Schematic representations of (a) von 
Neumann architecture, and (b) neuromorphic architecture. Reproduced from Ref. [10]. 
(a)                                                                        (b)      
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plasticity of synaptic connections: the connection weights are updated in response to neuronal 
stimulus. This history dependent connectivity allows neuromorphic systems to learn new 
tasks and adapt to uncertain environments [78]. 
ANNs (Section 1.2) are software based approaches to neural computing which are 
implemented using standard CMOS technology and the von Neumann architecture. Thus, 
they enable conventional computers to perform tasks using bio-inspired computing 
principles. However, there is a fundamental incompatibility between the discrete state 
operation of conventional computing hardware and the brain-like computations which are 
forced to operate on it. This limits the capabilities of ANN approaches in software which 
require massive amounts of energy to perform tasks that the brain can perform with 
astonishing efficiency. Neuromorphic architectures are therefore required to provide a 
hardware platform that is naturally amenable to performing brain-like operations quickly and 
efficiently. 
1.4 Percolating Atomic Switch Networks 
This section introduces percolating atomic switch networks (PASNs) and several related 
concepts. Section 1.4.1 introduces nanoclusters and nanoparticles, giving a brief summary of 
PASN fabrication. Section 1.4.2 describes the coalescence of clusters after landing on the 
substrate, and Section 1.4.3 discusses percolation theory in the context of a network of 
conducting nanoparticles. The two operational regimes of PASNs are then introduced; the 
tunnelling regime in Section 1.4.4 and the switching regime in Section 1.4.5. Finally, Section 
1.4.6 details the history dependence of the switching voltage threshold which separates the 
tunnelling and switching regimes. 
1.4.1 Nanoclusters and Nanoparticles 
Nanoclusters (or simply clusters) are particles comprised of groups of atoms which have at 
least one dimension in the 1 – 10 nm range. They are formed by the nucleation of individual 
atoms or molecules, and held together by intermolecular forces such as covalent, ionic or 
metallic bonds, and Van der Waals forces [79]. Clusters belong to the wider class of 
nanoscale structures called nanoparticles (NPs), which may have dimensions as large as 100 
nm [80].  In this thesis, the term NP is used to describe particles larger than 10 nm. 
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The atoms at the surface of any object often have very different properties than those that 
make up the bulk. Such atoms have fewer neighbours, resulting in a locally asymmetric 
charge distribution and dangling surface bonds.  These dangling bonds increase the energy 
of the surface, changing the way that the surface interacts with its surroundings. Due to their 
high surface to volume ratio, nanoclusters have a much greater proportion of surface atoms 
than macroscopic objects, meaning that the effects of surface atoms may be dominant in some 
circumstances [81]. Also, the tiny size of nanoclusters makes them subject to quantum 
mechanical effects [82]. These factors result in uniquely size-dependent properties such as: 
melting point, chemical reactivity, optical and electrical properties [83-85].  
It has been proposed that the unique and intriguing properties of clusters/NPs could be 
exploited in the creation of new materials and devices. Although the ability to observe and 
manipulate matter on such small scales has been a relatively recent accomplishment of 
modern science, already many applications of NPs have been discovered, such as in sun-
screens and cosmetics, solar and fuel cells, and in medical treatments [85-87]. 
In this thesis, metal (Sn) clusters (~7 nm) are produced using the inert gas aggregation 
(IGA) technique [88,89]. IGA introduces vaporised or sputtered atoms into a flow of low-
temperature inert gas where they aggregate into clusters. Cluster size can be controlled by the 
flow, temperature and pressure of the inert gas and the vaporisation/sputtering rate. Clusters 
produced using IGA form a beam which is incident upon a prepared substrate (Si/Si3N4) 
forming a cluster film. As the density of the film increases, the clusters coalesce into larger 
NPs (~50 mn). The substrate features two 300 µm wide planar electrodes separated by a 100 
µm gap. A 2D percolating NP network is formed when a certain fraction of the area bound 
by the electrodes is filled with NPs. Detailed discussion of the PASN fabrication procedures 
can be found in Chapter 2. 
1.4.2 Coalescence 
When nanoclusters are bought into contact with each other, an agglomerative process called 
coalescence occurs [90,91]. In much the same way that two water droplets merge together, 
dangling bonds on the surface of each cluster are free to bind which reduces the number of 
surface atoms, and equivalently the total surface energy. When enough clusters are present, 
coalescence will continue to occur until the decrease in surface energy is less than the energy 
required to rearrange the clusters. If clusters have been exposed to reactive gas species (such 
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as oxygen or sulphur) then the surface atoms can bind to gas ions making them much less 
susceptible to coalescence [92]. 
In this thesis, when clusters land on the substrate they coalesce resulting in larger 
structures; nanoclusters of diameter ~7 nm can coalesce to form NPs which have dimensions 
of 20 – 50 nm [93]. The deposition environment contains a small partial pressure of moist air 
which aids partial oxidation of the cluster surfaces and is used to control the level of 
coalescence. This procedure has been shown to stabilize the resulting devices which can then 
operate for many weeks [16]. 
1.4.3 Percolating Networks 
1.4.3.1 Percolation theory 
Percolation theory, as first proposed by Broadbent and Hammersley in 1957 [94], describes 
the way liquid traverses through a randomly distributed solid media. As the density of the 
solid medium increases, the probability of a pathway which is traversable by the liquid 
decreases. Since then, many different percolation models have been developed [95]. Of 
particular relevance to this thesis are theories of 2D percolation and the extension of these 
theories to explain the conductance of random resistor networks [96].  
Figure 1.10 gives a schematic summary of several different 2D percolation models [95]. 
Figure 1.10 (a) shows bond percolation, where the nodes of a 2D 𝑁 × 𝑁 lattice are randomly 
connected with some probability 𝑝. In the limit 𝑁 → ∞, there exists a continuous pathway 
between opposite edges (yellow) when the probability 𝑝 exceeds the critical probability 𝑝𝑐 ≈ 
0.50. This critical probability is called the percolation threshold and is the critical point in a 
second-order phase transition between the unconnected and connected phases of the lattice. 
𝑝 is then the order parameter which is dominant in determining the connectivity of the 
system regardless of exactly which nodes are connected by bonds. 
Figure 1.10 (b) shows directed bond percolation, a variant of bond percolation whereby 
each bond can only transmit in one direction. Figure 1.10 (c) shows site percolation where 
the nodes of a lattice are randomly occupied with probability 𝑝. Adjacently occupied sites 
are considered to be connected and the same second order phase transition occurs at the 
critical probability 𝑝𝑐. Figure 1.10 (d) illustrates continuum percolation, where the lattice is 
replaced with an 𝑁𝑑 × 𝑁𝑑 area. Discs of diameter 𝑑 are then placed randomly within the 
area and allowed to overlap. The order parameter 𝑝 in this case is the fraction of the surface  
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area which is covered by discs. As 𝑁 → ∞, there exists a continuous pathway between 
opposite edges for a critical surface coverage 𝑝𝑐 ≈ 0.68. It has been shown [17] that this 
model of overlapping discs provides a good description of the conductance of networks of 
deposited nanoparticles. Figure 1.10 (e) and (f) show continuum percolation with tunnelling 
for  𝑝 < 𝑝𝑐 and 𝑝 ~ 𝑝𝑐 respectively. The red symbols indicate small gaps between groups of 
well-connected particles through which tunnelling currents might flow. For 𝑝 < 𝑝𝑐, 
 
Figure 1.10: Illustration of different 2D percolation models. (a) Bond Percolation. Bonds 
connect nodes with probability p. Note that a pathway exists between the contacts (yellow) for 𝑝 >
𝑝𝑐 ≈ 0.5 (in the limit of large system sizes). (b) Directed Bond Percolation. Bonds are directional, 
allowing current flow in only one direction. (c) Site Percolation. Nodes in the network are occupied 
with probability p. (d) Continuum Percolation. Discs are randomly placed between the contacts 
and are allowed to interpenetrate. For large system sizes a continuous pathway exists between the 
contacts for 𝑝 > 𝑝𝑐 ≈ 0.68. (e) Continuum percolation with tunnelling at  𝑝 < 𝑝𝑐. In the continuum 
model, and near to but below the percolation threshold, quantum tunnelling between particles is 
possible for small gap sizes (red symbols), allowing conduction even when no continuous pathway 
exists. (f)  Continuum percolation with tunnelling at 𝑝 ~ 𝑝𝑐. Tunnelling connections coexist with 
a continuous pathway between the contacts. [97] 
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transmission can only occur via tunnelling, but for 𝑝 ~ 𝑝𝑐 there exists a complete connection 
across the network which is in parallel with incomplete pathways that contain tunnel gaps.  
1.4.3.2 Percolating Atomic Switch Networks 
The PASNs studied in this thesis are modelled as systems of continuum percolation with 
tunnelling [17]. The discs represent metal NPs formed by the coalescence of randomly 
deposited clusters, and the network boundaries represent two pre-fabricated gold (Au) 
electrodes which sit on a silicon nitride (Si3N4) surface. As metal clusters land randomly 
between the electrodes, the initial probability of clusters overlapping is zero. The proportion 
of the surface between the electrodes which is covered by clusters (𝑝) grows as the deposition 
of clusters proceeds. As 𝑝 increases, so does the probability of clusters overlapping, where 
they coalesce to form small connected regions on the surface. At the critical surface coverage 
𝑝𝑐 (i.e. the percolation threshold) a phase transition occurs: a connected region will span the 
entire gap between the two electrodes.  
Shortly before the percolation threshold is reached, many incomplete pathways exist 
between the electrodes which are disrupted by small gaps. At this surface coverage (𝑝 <  𝑝𝑐), 
the only available conduction mechanism is electron tunnelling [98]  through the small gaps. 
Therefore, the conductance (𝐺) depends exponentially on 𝑝, since for higher surface 
coverage, the average size of tunnel gaps is reduced [18]. At this coverage, there are no 
completed pathways, and the I-V characteristic across the network is non-linear [17]. 
  
   
 
Figure 1.11: Percolating Atomic Switch Networks. (a) Schematic diagram of a PASN. The solid 
black line represents a metallic connection while the dotted line shows incomplete pathways which 
are interrupted by tunnel gaps. (b) An SEM image of a zoomed region (scale bar = 100 nm) of a 
PASN showing the coalesced NP structure which contains many gaps. Reproduced with permission 
from Ref. [19]. 
(a)                                                                        (b)      
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Conversely, if clusters are deposited beyond the percolation threshold (𝑝 > 𝑝𝑐), there 
exist several completely metallic pathways (i.e. tunnel gaps have been filled by incoming 
clusters), and the current flow is then dominated by purely Ohmic connections between the 
electrodes. At this coverage, the network conductance follows the power law: 𝐺 ∝
(𝑝 − 𝑝𝑐)
𝑡, where for two-dimensional systems 𝑡 has the universal value 1.3 [99]. 
The PASNs studied in this thesis were deposited close to, but slightly above the 
percolation threshold (𝑝 ≳ 𝑝𝑐). Figure 1.11 (a) shows a schematic diagram of a PASN and 
Figure 1.11 (b) shows a scanning electron micrograph of the coalesced NPs. At this coverage, 
the current flow through the network is primarily facilitated by completely metallic 
connections (solid line in Figure 1.11 (a)), but there also exist many incomplete pathways 
(dashed lines) which are interrupted by tunnel gaps. When a voltage bias is applied across 
the two electrodes, huge electric fields exist within the tunnel gaps which lead to additional 
tunnelling currents (Section 1.4.4). If the bias is sufficiently large (i.e. above some voltage 
threshold), then atomic switching processes can occur within the tunnel gaps (Section 1.4.5).  
1.4.4 Tunnelling Regime 
When the voltage 𝑉 applied across the two electrodes of a PASN is below a threshold voltage 
𝑉𝑡ℎ𝑟𝑒𝑠, the PASN is said to be in the tunnelling regime. There is no switching activity in the 
tunnelling regime because such processes are electric field driven, and below 𝑉𝑡ℎ𝑟𝑒𝑠, the 
electric field is insufficient. The network topography (i.e. the lay-out of current pathways) is 
therefore static. Current flow 𝐼 is facilitated by both complete metallic pathways (Ohmic 
conduction) and by transmission across small gaps in incomplete pathways (tunnelling 
conduction).  
Ohmic conduction is described by Ohm’s law which states that 𝐺 = 𝐼/𝑉. Ohms law 
describes the conduction of an ideal resistor for which the 𝐼-𝑉 relation is linear, as shown by 
the red curve in Figure 1.12 (a). The conductance is proportional to the slope of the 𝐼-𝑉 curve, 
which is the same for all voltages, as shown in Figure 1.12 (b).  
Tunnelling conduction [98] is a quantum mechanical phenomenon whereby electrons can 
penetrate a potential barrier which is forbidden by the laws of classical mechanics. The details 
of quantum tunnelling can be found in Ref. [100]. Tunnelling conduction does not follow 
Ohm’s law: there is a disproportionate increase in 𝐼 relative to 𝑉 which leads to the nonlinear 
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𝐼-𝑉 characteristic shown (blue) in Figure 1.12 (a) and the increasing conductance with 
voltage shown (blue) in Figure 1.12 (b). 
There are several models of tunnelling conduction in nanoscale electronic systems, 
including the Kaiser model and the Simmons model. The Kaiser model [101] is a generic, 
phenomenological model for tunnelling conduction in networks which has been shown to fit 
various nanoscale electronic systems. It states: 
 
𝐺 =  
𝑔0(𝑇)exp (𝑉 𝑉0⁄ )
1 + ℎ[exp(𝑉 𝑉0⁄ ) − 1]
 
(1) 
where 𝑔0(𝑇) is the zero-bias conductance, and ℎ is the ratio of 𝑔0(𝑇) with the saturation 
conductance. The parameter 𝑉0 is closely related to the barrier height.  
The Simmons model [102] is a theoretical model of tunnelling between two metal 
electrodes through a thin insulating film. It states that the current density for a generalized 
tunnel barrier is: 
 𝐽 =  𝐽0 (𝜑𝐵 𝑒
−𝐴√𝜑𝐵 − (𝜑𝐵 + 𝑒𝑉) 𝑒
−𝐴√𝜑𝐵−𝑒𝑉) (2) 
with  






Figure 1.12: Ohmic vs non-ohmic conduction. (a) Current-voltage characteristic (𝐼(𝑉)) and (b) 
conductance-voltage characteristic (𝐺(𝑉)) for an ideal resistor (red) and a PASN in the tunnelling 
regime (blue). The ideal resistor shows linearity (i.e. Ohm’s law), while the PASN is nonlinear due 
to tunnelling conduction.  
(a)                                                                (b)      
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where 𝜑𝐵 and 𝑠𝐵 represent the barrier height and width respectively and the symbol 𝛽 is a 
dimensionless correction factor of order unity.  
Unlike the Kaiser expression, the Simmons expression contains physically meaningful 
parameters, such as the average barrier height and width. This is useful when modelling a 
single junction as in Ref. [16]. However, when considering the conductance of an entire 
PASN which contains many tunnel junctions and Ohmic pathways, the Kaiser model is just 
as useful. In Section 5.2, the Kaiser model is fitted to the 𝐺-𝑉 characteristic of a PASN and 
the fitted parameters used to model the behaviour of PASNs in the tunnelling regime. 
1.4.5 Switching regime 
When the voltage 𝑉 applied across the two electrodes of a PASN is above the threshold 
voltage 𝑉𝑡ℎ𝑟𝑒𝑠, the PASN is said to be in the switching regime. For 𝑉 > 𝑉𝑡ℎ𝑟𝑒𝑠 there exists 
sufficiently large electric fields within tunnel gaps to cause the formation of atomic scale 
filaments. Conversely, formed filaments are subject to sufficiently high current densities to 
cause filament rupture. Tunnel gaps which exhibit this behaviour are called atomic switches. 
1.4.5.1 Atomic Switches 
There is considerable evidence that atomic scale filaments can form in nanoscale gaps 
between NPs [18,19,103]. Electric field induced surface diffusion (EFISD) is a process 
whereby atoms on the surface of a solid become mobile under the influence of a strong 
electric field (?⃑?  > 1 V/m) [104]. When 𝑉 > 𝑉𝑡ℎ𝑟𝑒𝑠, the electric field strength within some 
of the tunnel gaps in a PASN is sufficient to enable diffusion of atoms on the NP surface 
which then drift into the gap forming a protrusion. This protrusion causes the gap to narrow, 
further increasing the strength of the electric field. 
For electric fields greater than 25 V/m, a jump to contact may occur via electric field 
induced evaporation (EFIE) [105]. In this case, atoms at the narrowest point of the gap are 
ionized and ejected from the metallic surface, forming a protrusion from the opposite side of 
the gap. When the two protrusions meet via a single atomic contact, the filament is formed 
and a quantized conduction pathway exists between the NPs [19]. The quantum of 
conductance is 𝐺0 = 2𝑒
2 ℎ⁄ = 7.75×10-5 Siemens. Figure 1.13 contains schematic diagrams 
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of the EFISD and EFIE processes, and the resulting atomic scale filament. This process 
results in a stepwise increase in the conductance of the network. 
The formation of an atomic scale filament can connect previously disjointed sections of 
the network, creating an Ohmic conduction pathway1 which spans the network. When this 
occurs, the filament is subject to very high current density, and may be subject to rupture by 
electromigration. The atoms within a filament experience a force induced by momentum 
transfer from collisions with conduction electrons. This causes the atoms to migrate in the 
direction of electron flow, and when current densities exceed ~2×108 A/m2, the resulting 
force on the atoms is great enough to cause mechanical breakdown of the filament [107]. The 
observable result of this process is a stepwise decrease in the conductance of the network. 
1.4.5.2 Switching Events 
Figure 1.14 shows an example of a time-resolved measurement of 𝐺 while applying a 6 V 
DC bias. The stepwise increases and decreases in 𝐺 correspond to filament formation and 
filament destruction respectively. The occurrence of either the formation or destruction of a 
filament is called a switching event and the size of each switching event is defined as the total 
change in 𝐺 (called ∆𝐺) that results from the switching event. Figure 1.14 shows switching 
events of many different sizes occurring stochastically in time: typical behaviour of a PASN 
in the switching regime. 
 
1 Current through an atomic scale filament occurs via ballistic transport [106]. Although the conduction 
mechanism in the filaments is different than in the NPs (where there is resistivity due to scattering), both obey 
Ohm’s law and so the completed pathways are Ohmic. 
 
Figure 1.13: Schematic of atomic filament formation. (Left) Atoms on the surface of a NP 
undergo EFISD to form a protrusion in the gap. (Middle) The protrusion causes the gap to narrow, 
further increasing the electric field. (Right) EFIE then causes a jump to contact forming an atomic 
scale filament that bridges the gap between NPs. 
1 . 4  Percolating Atomic Switch Networks  | 37 
 
 
Each time a switching event occurs, the network topology (i.e. the layout of conduction 
pathways) changes. Consequently, there is a redistribution of electric fields and current 
densities throughout the network which may induce further switching events at other 
switching junctions. In this case, switching events are said to be correlated because each 
event happens as a result of some previous event(s). Switching activity may therefore occur 
in bursts or “avalanches” which are an indicator of criticality and are discussed extensively 
in Chapter 3. 
Finally, it has been demonstrated [15] that the average number of switching events per 
unit time is dependent on the applied voltage. This is because larger biases induce stronger 
electric fields within the tunnel gaps in the network resulting in the activation of a larger 
number of atomic switches. Concurrently, larger currents flow through conduction pathways 
in the network leading to increased current densities in atomic filaments. This leads to an 
increased number of filament ruptures. In addition to the increase in the number of active 
switching sites, the EFISD/EFIE and electromigration processes responsible for switching 
activity are accelerated by larger electric fields and current densities. Thus, applying larger 
bias voltages increases both the number of active switches, and the rate at which filaments 
form and rupture. The voltage dependence of the switching rate is used to model the 
switching regime nonlinear dynamical node (SRNDN) in Section 5.3. 
1.4.6 Dynamic Switching Threshold 
The voltage threshold 𝑉𝑡ℎ𝑟𝑒𝑠 which separates the tunnelling and switching regimes of PASN 
behaviour is dynamic. 𝑉𝑡ℎ𝑟𝑒𝑠 is initially ~3 V, but changes depending on the bias voltage 
 
Figure 1.14: Example of PASN conductance switching. A time resolved measurement of the 
conductance 𝐺 of a PASN under a 6 V DC bias. Increases in 𝐺 correspond to filament formation 
via EFISD/EFIE and decreases in 𝐺 correspond to filament destruction via electromigration; both 
are termed switching events. Although the conductance of the filaments is quantized, their 
contribution to the conductance of the network depends on where the switching junction is located 
in the network. Thus, the size (∆𝐺) of a switching event can range over several orders of magnitude. 
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applied to the PASN. Larger bias voltages (e.g. > 8 V) applied for extended periods of time 
cause the network to “fatigue”, whereby some switching junctions become permanently 
unable to switch. This results in an increase in 𝑉𝑡ℎ𝑟𝑒𝑠 meaning that larger bias voltages are 
required to induce the same level of switching activity.  
The exact processes that cause fatigue are not well-understood, nor are they a focus of 
this thesis. Fatigue does however enable larger bias voltages to be applied while remaining 
in the tunnelling regime. This property is exploited in Section 6.1 where a PASN was 
intentionally fatigued by applying 10 V DC for many hours in order to then apply bias 
voltages ≤ 8 V without inducing unwanted switching events.  
1.5 Summary and Thesis Layout 
Chapter 1 has introduced the brain as a biological computer which can perform recognition 
and prediction tasks with paramount efficiency, as compared with conventional CMOS/von 
Neumann computing architectures. ANNs were then described as software-based approaches 
to brain-inspired computing, which mimic aspects of information processing in the brain. 
However, ANNs rely on conventional computing hardware which is fundamentally different 
than the architecture of the brain and thus ANNs consume many orders of magnitude more 
energy than the brain. Neuromorphic computing was proposed as a potential solution to this 
problem. Radically new and innovative computing architectures are required that are 
naturally suited to performing brain-like information processing. Realization of such 
architectures are projected to allow neural computing with the efficiency of the biological 
brain.  
This thesis explores PASNs as candidates for novel neuromorphic computing 
architectures. PASNs exhibit complex nonlinear dynamics in response to electrical signals 
making them suitable to act as physical reservoirs in a RC scheme. The layout for the 
remainder of this thesis is as follows.  
Chapter 2 details the materials and experimental procedures used to fabricate PASNs, as 
well as the analytical procedures used to analyse experimental data.  
Chapter 3 reviews several emergent properties of biological neuronal networks, including 
critical avalanche dynamics, and demonstrates that PASNs share these same properties. It is 
definitively shown that PASNs are critical systems, a feature which other neuromorphic 
approaches lack.  
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Chapter 4 then introduces a computational framework called time-delay reservoir 
computing (TDRC). A review of relevant literature is presented, and some common tasks 
used to benchmark novel neuromorphic architectures are described.  
In Chapter 5, several numerical implementations of TDRC are used to perform 
classification and prediction tasks. One of these implementations utilizes a model of a PASN 
in the tunnelling regime, while another uses a model of a PASN in the switching regime.  
Finally, experimental attempts at TDRC using real PASN devices in the tunnelling 










Materials and Methods 
This chapter describes the materials and the experimental and analytical procedures used in 
this thesis. Section 2.1 gives an overview of the materials used to fabricate PASN devices: 
nanoparticles made from tin (Sn) and the silicon/silicon nitride (Si/Si3N4) substrate. Section 
2.2 outlines the procedures used to fabricate PASNs and to perform subsequent electrical 
measurements. Substrate preparation and the cluster deposition system are described in 
detail. Finally, Section 2.3 discusses the analytical procedures used to characterise the 
electrical properties of PASN devices. This includes identifying switching events from time-
resolved conductance measurements, statistical analysis of those switching events, and fitting 
models to their statistical distributions from which parameters are extracted. 
 




2.1.1 Silicon/Silicon Nitride 
Si wafers with a 200 nm Si3N4 passivation layer were used as substrates for the percolating 
nanoparticle networks. Many properties of Si3N4 make it an excellent substrate for 
microelectronics, such as its hardness, low chemical reactivity, and electrical impermeability 
[108]. Essential to the fabrication of stable PASN devices are the atomic scale smoothness of 
the Si3N4 layer which allows controlled coalescence of clusters on the surface (Section 1.4.2), 
and its electrical insulating properties which restrict current flow to the nanoparticle network 
rather than through the Si wafer itself. Of particular relevance to the neuromorphic theme of 
this thesis is the compatibility of these substrates with existing CMOS technology; a 
beneficial attribute when it comes to upscaling and integrating successful architectures. 
2.1.2 Tin 
The nanoparticles (NPs) which comprise the percolating network of a PASN are made from 
tin (Sn). Sn is a post-transition metal which is situated in group 14 of the periodic table. It 
has a magic atomic number of 50, meaning that that all of its nuclear shells are filled, giving 
rise to unique properties [109]. For example, it has 10 stable isotopes, more than any other 
chemical element, and has 2 common allotropes at room temperature. The most stable of the 
two is 𝛽-Sn, a malleable and ductile metallic form which is silver in colour and has body-
centred tetragonal structure. At temperatures below 286.35 K (13.2 ℃) 𝛽-Sn morphs into the 
diamond cubic structure 𝛼-Sn, which in contrast is brittle and grey, and exhibits no metallic 
behaviour. This transformation proceeds slowly above ~243 K (−30 ℃), but it has been 
observed that the transformation can be catalysed by the presence of either 𝛼-Sn 
(autocatalysis) or the 4+ oxidation state (SnO2). The latter is the most stable of two possible 
oxidation states that exist for tin, the other being 2+ (SnO). Metallic Sn oxidizes naturally in 
the atmosphere, forming a thin SnO2 passivation layer which protects the bulk from further 
oxidation [110]. Ref. [111] shows that the rate for such a reaction, which is initially slow, can 
be increased under humid conditions. The oxidation of Sn NPs exhibits a strong size 
dependence [112] by which the self-limiting oxidation which results in the passivation layer 
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of bulk Sn proceeds to different depths depending on the surface curvature. Furthermore, for 
NPs smaller than ~ 20 nm, the oxidation may continue until the Sn has been entirely 
consumed, leaving behind a hollow oxide shell [112]. Thus, the partial pressure of oxygen 
and humidity inside the deposition chamber (Section 2.2.1.2) must be precisely controlled to 
allow the Sn NP surfaces to be partially oxidized without proceeding to complete oxidation 
of the NPs. The resulting NP networks therefore retain their metallic properties, but the 
presence of SnO/SnO2 helps to stabilize the networks [16]. 
2.2 Experimental Procedures 
2.2.1 PASN Fabrication 
PASNs are fabricated by depositing metal nanoclusters onto a Si3N4 surface between two Au 
electrodes. This Section details the preparation of the Si3N4 substrate and the subsequent NP 
deposition. The procedures outlined here are also discussed extensively in Refs. [93,113]. 
2.2.1.1 Substrate Preparation 
This section details the preparation of the passivated silicon wafers which are used as the 
substrates for PASN fabrication. In order to test the electrical properties of the NP networks 
after deposition, the first treatment of these wafers is the deposition of two 50 nm thick 
Au/NiCr (gold-nichrome) electrodes. This is achieved by shadow mask evaporation within 
the ultra-high vacuum (UHV) chamber of an Edwards Auto 306 thermal evaporator. A thin 
metallic sheet with a 5 x 5 array of H-shaped perforations (the shadow mask) is suspended 
below the nitridized face of the Si wafer. Further below, a small tungsten crucible containing 
a raw Nichrome (NiCr, 99.5%) is subjected to an electrical current, the resistance of which 
heats the crucible, causing the NiCr to slowly evaporate. The perforated sheet acts as a stencil, 
allowing the evaporated NiCr atoms to pass through the perforations, forming 5nm thick H-
shaped layers of NiCr on the substrate. A 100 µm thick wire atop the shadow mask runs down 
the centre of each column of perforations, vertically dissecting the H-shaped NiCr layers, as 
shown in Figure 2.2 (a). The result is a Si wafer which has 25 pairs of 300 µm wide electrodes, 
each of which features a 100 µm gap. Following the NiCr deposition, the exact same 
evaporation procedure is used to deposit a 45 nm thick layer of Au (99.99%). The nichrome 
forms a wetting layer which aids in the adhesion of the Au contacts to the Si3N4  
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surface. The wafer is then dissected into 25 10 x 10 mm samples, one of which is shown in 
Figure 2.2 (b).  
Once the electrodes are fabricated, the electrode profiles are measured using a Dektak 
profilometer. This ensures that the gap between the electrodes is of desired size and shape, 
and that there are no Au/NiCr particles within the gap. The substrates are then cleaned in 
acetone to remove any contaminants. Because acetone is a fast evaporating solvent, a 
successive rinse in isopropyl alcohol (IPA) is required to wash away any dissolved 
contaminants remaining on the surface. Following the IPA rinse, the substrates are blow-
 
Figure 2.1: Photograph of the deposition system. Clusters produced at the source are propelled 
towards the substrate in the deposition chamber due to the pressure gradient created by the three 
stage pumping system.   
  
Figure 2.2: Substrate preparation.  A shadow mask used in the deposition of the Au/NiCr 
electrodes onto the Si3N4 substrate. A 100 µm thick wire runs down the centre of each column of 
perforations providing the gap in which cluster networks can be deposited (b) A photograph of a 
fabricated sample. The 10 x 10 mm wafer features prefabricated Au/NiCr electrodes, separated by 
a 100 µm wide gap. The darker region in the centre shows the area which has been deposited with 
Sn clusters. [93] 
(a)                                                         (b)   
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dried with 99.99% N2, and examined using an optical microscope. If no contaminants remain 
in or near the active area between the electrodes, the substrates are mounted to the cold finger 
cryostat for cluster deposition. 
2.2.1.2 Cluster Deposition 
Nanoparticles are deposited onto the pre-prepared substrates using a UHV cluster deposition 
system [89]. The deposition system (shown in Figure 2.1) is comprised of three primary 
components: the source chamber, where clusters are produced using a magnetron sputter 
source; the mass selection chamber where clusters can be selected based on their size; the 
deposition chamber where clusters make contact with the pre-prepared substrates. A three-
stage pumping system creates a pressure gradient along the length of the apparatus which 
carries nanoclusters produced at the source down to the substrate in the deposition chamber. 
The components of the deposition system are described extensively in Ref. [113] and so only 
a brief description is given here. 
Pumping System 
The vacuum inside the cluster deposition system is maintained by a three stage pumping 
system which utilizes several different types of pumps. 
Rotary pumps [114] are used to create low vacuum (~10-3 Torr) to provide backing and 
fore-pumping to the roots pumps and molecular turbo pumps. Rotary pumps capture gas 
using mechanical techniques, often using an electric motor which drives a piston or 
diaphragm. Captured gasses are then expelled through an exhaust outlet. The moving parts 
are often lubricated with oil and so filters are required in order reduce the chance of 
contaminating the vacuum environment. 
Roots vacuum pumps [114] are used to evacuate large volumes of gas quickly and 
efficiently. They can provide good quality vacuum up to ~10-5 Torr. Roots pumps are positive 
displacement lobe pumps, in which gas is compressed and compelled out due to two-lobe 
structures rotating at high speed. The structure and the rotation of the lobes generates low 
pressure on one side which helps to remove the gases out of the chamber, and high pressure 
on the other side which pushes the gases to the inlet of a backing rotary pump where they are 
expelled to the environment. 
Turbo molecular pumps [115] are capable of maintaining UHV up to ~10-10 Torr. They 
use momentum transfer to capture gas molecules. This is achieved using a series of spinning 
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turbines called rotors and stationary turbines called stators. Gas molecules collide with the 
angled blades on a rotor, gaining momentum. This causes a pressure increase between the 
rotor and the stator due to the relative motion between them. Subsequent rotor-stator pairs 
cause the increased pressure to rise as captured gas makes its way from inlet to the outlet, 
where it is expelled by a backing pump. The turbines rotate at a large number of revolutions 
per minute and hence require a cooling system to relieve thermal load on the bearings. 
Cluster Source Stage 
The source chamber houses a magnetron sputter source [116], a liquid N2 cooling system and 
a supply of inert Ar gas. A schematic diagram of the source chamber is shown in Figure 2.3. 
The magnetron sputter source contains a metal disc called a target2 which supplies the 
material for the nanoparticles. The target acts as a cathode under strong DC bias. Ar gas is 
bled into the source chamber close to the surface of the target where it is ionized by the strong 
electric field. The Ar+ ions then undergo rapid acceleration towards the negatively charged 
target. The bombardment of Ar+ ions transfers energy to the metal surface atoms, and if this 
energy transfer exceeds the binding energy3 of the target material, causes atoms to sputter out 
of the surface of the target. A permanent magnet situated at the back of the target captures 
any secondary electrons produced during ionization (or during ionic bombardment of the 
target) and traps them in helical trajectories close to the target surface. These electrons cause 
further ionization of the Ar gas and allow plasma creation at low pressure.  
Sputtered atoms are carried by the Ar gas towards the nozzle at the end of the source 
chamber due to the strong pressure differential between the source chamber and the mass-
selection chamber. As the metal atoms traverse the distance labelled as the aggregation length 
in Figure 2.3, they aggregate into clusters. The aggregation length can be adjusted externally, 
thus controlling the size of the clusters: larger aggregation lengths mean that the time of flight 
between the target and the nozzle is longer causing increased aggregation and larger clusters. 
Other factors which determine the distribution of cluster sizes are the bias applied to the 
target, and the pressures of the source and mass selection chamber, each precisely controlled. 
 
2 A range of different metals can be used to create the nanoparticles, including Pb and Ag, but the PASNs 
studied in this thesis consist exclusively of Sn NPs. The target is a disc (50 mm diameter, 6mm thickness) of 
99.999% pure 𝛽-Sn. 
3 Surface atoms require three times the binding energy to be liberated from the target; approximately 
equivalent to the heat of sublimation [117] 






Figure 2.3: Schematic of the source chamber. [118] 
 
Figure 2.4: Schematic of the Palmer-Issendorff mass selector.  (a) Cluster beam 
trajectory is in the 𝑥-direction and aligned with the space between plates 1 and 2. Charged 
clusters are accelerated in the 𝑦-direction by voltage pulses applied across plates 1 and 2 
and decelerated by voltage pulses applied across plates 3 and 4. Clusters travel a distance 
𝑎 during the pulses and 𝑏 in between pulses. (b) Relative pulse timing is used to select a 
particular cluster mass. Pulses 𝑈𝑝 are applied for duration 𝑡𝑝. 𝑡𝑑 is the delay time between 











(b)   
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Liquid N2 flows through cooling lines which prevent the source from overheating while water 
lines running to the sputter source prevent the rubber UHV gasket at the back of the target 
from freezing. 
Mass-selection Stage 
Clusters produced at the source stage enter the mass-selection chamber through a skimmer 
[119]. The skimmer is primarily responsible for shaping the plume of clusters (and Ar) which 
emerges from the source chamber nozzle into a collimated beam. The alignment of the nozzle 
and skimmer is of utmost importance as a small misalignment can have a drastic impact on 
the resulting cluster beam. 
After exiting the source chamber, the majority of the Ar gas is evacuated from the cluster 
beam via the first pumping stage which features a roots pump backed by a rotary pump. These 
pumps maintain the pressure inside the source chamber at ~10-5 Torr. The clusters, which 
have much larger momentum than the Ar atoms, continue on their trajectory towards the 
deposition chamber. The pressure gradient inside the mass chamber is maintained by a 
second pumping stage: a molecular turbo pump backed by a rotary pump. 
Inside the mass-selection chamber is a Palmer-Issendorff mass selector [120]. The mass 
selector consists of two pairs of metallic plates which are parallel with the trajectory of the 
beam, as shown schematically in Figure 2.4. A fraction of clusters within the beam are 
ionized and are therefore subject to Lorentz force when moving through an electric field. The 
clusters enter the space between plates 1 and 2, where the ionized clusters are subject to a 
positive force in the 𝑦-direction exerted by an accelerating voltage pulse applied across plates 
1 and 2. The clusters then travel through holes in plates 2 and 3 into the space between plates 
3 and 4. A decelerating voltage pulse of equal but opposite amplitude is then applied across 
plates 3 and 4, removing the vertical velocity component gained during the accelerating 
pulse. The clusters then leave the mass selector in the 𝑥-direction through an aperture. 
Because the acceleration pulse causes light clusters to gain more vertical velocity than 
the heavy clusters, they travel farther upwards during the time between pulses. Consequently, 
for a certain pulse magnitude 𝑈𝑝, pulse duration 𝑡𝑝 and delay time 𝑡𝑑, there is a very small 
range of cluster sizes which are aligned with the exit aperture. 
The mass selector can be used to limit the sizes of clusters in the beam to a narrow range, 
at the expense of reduction in mass flux. Alternatively, it can be used to measure the mass 
spectrum of the cluster beam by placing a Faraday cup at the exit aperture of the mass 
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selector. A Faraday cup can be used to infer the number of incident clusters by measuring the 
resulting current induced when the charged clusters make contact with the Faraday cup and 
become neutral. Mass spectroscopy is performed by iteratively changing the magnitude of 
the acceleration/deceleration pulses and measuring the relative number of incident clusters 
for each magnitude using the Faraday cup. In this thesis, the mass selector was used only to 
conduct mass spectroscopy prior to the deposition of each PASN device. A typical mass 
spectrum of the cluster beam is shown in Figure 2.5. It shows that cluster sizes are distributed 
as a narrow peak centred at ~7nm. 
Deposition Stage 
The deposition chamber (shown schematically in Figure 2.6 (a)) contains a Janis ST-400 cold 
finger cryostat (shown in Figure 2.6 (b)) on which pre-prepared substrates are mounted. The 
cold finger cryostat is secured to a linear translator which allows its vertical position to be 
adjusted externally. The sample holder at the bottom of the cold finger features three sample 
stages complete with electrical probes for conducting in situ electrical measurements. Two 
thermocouples and a small heating element are mounted on the sample holder for 
temperature-dependence measurements. 
The atmosphere inside the deposition chamber is at the lowest point along the pressure 
gradient inside the cluster deposition system. The vacuum is maintained by the third pumping 
stage: a second molecular turbo pump backed by another rotary pump. During cluster 
deposition, a small partial pressure of moist synthetic air is introduced to the deposition 
chamber using a needle valve which is connected to a bubbler containing distilled water. The 
moisture and oxygen allow the cluster surfaces to partially oxidise which limits the 
 
Figure 2.5: Typical mass spectrum of the cluster beam.  
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coalescence of the clusters (See Section 1.4.2) after landing on the substrate, leading to stable 
PASN devices [16]. 
At the back of the deposition chamber is a Sycon Instruments STM-100/FM film-
thickness monitor (FTM) which is used to monitor the deposition rate. Typical deposition 
rates used to fabricate PASNs are ~0.2 Å/s. Because the sample holder intercepts the cluster 
beam during deposition (see Figure 2.6 (a)), the rate cannot be measured simultaneously and 
so it measured both prior to and immediately following the deposition of each of the three 
devices. The deposition rate can be controlled by adjusting the source bias. 
An electronically-triggered, gas-powered interlock separates the mass-selection and 
deposition chambers and is used to terminate the cluster beam when not depositing clusters  
and to isolate the deposition chamber once deposition is complete. Cluster deposition 
proceeds by lowering the externally adjustable cryostat so that one of the three mounted 
substrates is aligned with the centre of the cluster beam. The interlock is opened, and clusters 
are incident on the substrate, slowly covering the active surface area between the two 
electrodes. During deposition, the resistance of the sample is monitored by applying 100 mV 
across the two electrodes on the substrate and measuring the resulting current. The measured 
 
Figure 2.6: Deposition chamber and sample holder.  (a) Schematic of the deposition chamber.  
[118] (b) A photograph of the sample holder [93] 
(a)                                                              (b)   
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current remains at zero4 until the onset of conduction which occurs when the surface coverage 
between the two electrodes reaches the percolation threshold (see Section 1.4.3). Cluster 
deposition is then allowed to proceed until the measured current corresponds to a device 
resistance of 2 kΩ, at which point the beam is terminated by closing the interlock. The 
cryostat is retracted from the cluster beam and the deposition rate remeasured before lowering 
the second substrate into the cluster beam and the process is repeated for the remaining two 
samples. Following the deposition of all three samples, the interlock is closed and the 
fabricated PASN devices remain in vacuum inside the deposition chamber where they are 
subject to electrical characterisation. 
2.2.2 Electrical Measurements 
Conductance measurements of PASN devices were performed by applying a voltage 𝑉 across 
the two electrodes of the PASN and taking time-resolved measurements of both 𝑉 and the 
resulting current 𝐼. Conductance 𝐺 was then calculated in post-processing using 𝐺 = 𝐼/𝑉. 
Three different measurement systems were utilized to perform conductance measurements 
in this thesis. For all measurement systems, the measurement circuit was connected using 
coaxial cables of 50 Ω impedance terminated with BNC5 connections. 
Keithley System 
The first system was used to perform low bandwidth conductance measurements. It consists 
of: an IOtech digital-to-analog converter (DAC) which was used to apply voltages across the 
PASN electrodes; a Keithley 2000 multimeter used to measure the applied voltage; a Keithley 
6514 electrometer used to measure the current flowing through the PASN. The instruments 
are controlled by a LabVIEW graphical user interface (GUI) via GPIB6 cables. The Keithley 
system was limited to a sampling frequency of 5 Hz due the latency between the two 
independent measurement instruments. However, its low bandwidth allows for averaging 
(over a 20 ms window) in real time which is desirable for noise reduction purposes. The 
Keithley system was used to perform the 5 Hz measurements discussed in Section 3.2.3. 
 
4 The measured current is actually a few pA which is the Keithley 6514 leakage current, but this represents 
no measurable current flow between the PASN electrodes. 
5 Bayonet Neill–Concelman 
6 General Purpose Interface Bus 




The second measurement system utilizes a two-channel digital phosphor oscilloscope 
(Tektronix TDS5032B), a Stanford SR570 operational amplifier (op-amp) and a TTI 
Instruments TG-2000 function generator. The TG-2000 was used to apply voltages across 
the PASN electrodes which were measured directly using one of the oscilloscope channels. 
The other oscilloscope channel was used in conjunction with the op-amp to indirectly 
measure the current. Op-amps produce a voltage which is a linear function of the current 
flowing into them. Thus, by replacing the ground in the measurement circuit with the virtual 
ground of the op-amp, the current flowing through the circuit can be inferred by measuring 
the op-amp output voltage with the oscilloscope. The current values were calculated in post-
processing by multiplying the measured op-amp voltages by the op-amp gain which was set 
to 1mA/V. Using a single oscilloscope to simultaneously measure 𝑉 and 𝐼 eliminates all of 
the latency issues associated with the Keithley system. Additionally, the oscilloscope is 
capable of high-bandwidth measurements up to 500 MHz and features an averaging filter 
which was used to minimise sampling noise. However, it has a limited memory of 2×106 
points per recording which limits the total duration of each experiment depending on the 
sampling rate. The oscilloscope system was used to perform the 5 kHz measurements 
discussed in Section 3.2.3. 
National Instruments (NI) System 
The third measurement system comprises a National Instruments PXIe-6378 ADC7/DAC and 
the same Stanford SR570 op-amp used in the oscilloscope system. The PXIe-6378 features 
4 dedicated DAC channels and 16 dedicated ADC channels which can simultaneously 
measure voltages at up to 3.5 MHz. The instrument is controlled using a custom built 
LabVIEW GUI. Like the oscilloscope system, the op-amp is used to infer the current by 
measuring its output voltage with one of the ADC channels. Simultaneously, the voltage is 
measured using another ADC channel. The NI system does not feature a built-in averaging 
filter to reduce noise and so an averaging filter is applied in post-processing. This involves 
measuring at a higher sampling rate and then down-sampling by taking the average of 
multiple recorded points. For example, to obtain a 5 kHz measurement with averaging would 
mean sampling at 100 kHz and then taking the average of every 20 points so that the final 
 
7 Analog-to-digital converter 
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sampling interval after averaging is 200 𝜇s. This procedure has a very similar effect to using 
the built-in averaging filter of the oscilloscope system. 
There are two8 (relevant) advantages of using this measurement system over the other 
two systems. Firstly, it is capable of streaming raw measured data directly to a solid-state 
hard-drive (SSD) which eliminates the experiment duration constraint imposed by the limited 
memory of the oscilloscope system. Secondly, the DAC channels can each be programmed 
to output arbitrary waveforms. This is essential for time-delay reservoir computing (Chapter 
4) where sequences of masked input values must be applied to the PASNs as voltages. Thus, 
the NI system was used to perform all of the measurements (5 kHz after averaging) presented 
in Chapter 6. 
2.3 Analytical Procedures 
This Section describes the analytical procedures and mathematical tools used to perform 
quantitative analysis of PASN conductance measurements.  
2.3.1 Event Identification 
In the switching regime (Section 1.4.5), PASNs exhibit stepwise changes in conductance (𝐺) 
in response to applied voltage. These changes in 𝐺 are called switching events and are 
identified using a threshold procedure. As with all time-resolved electrical measurements, 
there is some level of noise from the environment in the measurement of 𝐺. The threshold 
procedure is used to distinguish the true changes in 𝐺 caused by switching events from the 
apparent changes in 𝐺 caused by noise. 
Figure 2.7 shows a zoomed plot of a 5 kHz measurement of 𝐺 (top) and the corresponding 
|∆𝐺| (bottom). |∆𝐺| was calculated by taking the absolute value of the point-to-point 
differential of 𝐺. The events denoted by the solid red markers were identified by subjecting 
∆𝐺 to a threshold 𝐺𝑡ℎ𝑟𝑒𝑠 indicated by the red line. The small amplitude fluctuations in |∆𝐺| 
are due to noise and so 𝐺𝑡ℎ𝑟𝑒𝑠 is set to be slightly larger than the noise band. Any time that 
|∆𝐺| > 𝐺𝑡ℎ𝑟𝑒𝑠 an event is assigned.  
 
8 A third (but less relevant) advantage is the ability of the NI system to measure up to 16 channels 
simultaneously. This is superfluous to requirement for two-electrode PASNs, but would be advantageous when 
characterising multi-contact PASNs (See Section 6.3) 
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The open red symbols represent interstitial points which are a consequence of using an 
averaging filter during the measurement. Section 2.2.2 detailed the various measurement 
systems used in this thesis; each of them uses an averaging filter to minimise sampling noise. 
The oscilloscope and NI measurement systems both take many samples during each sampling 
interval and record the mean value from those samples. One consequence of this type of 
averaging filter is that if a stepwise change in conductance (i.e. a switching event) occurs 
during the sampling interval, the recorded 𝐺 value will lie somewhere between the initial and 
final conductance values. These interstitial points create the false impression that there have 
been two consecutive switching events, when really there has only been one switching event. 
Thus, a merging procedure is used to remove the artificial events. Any two consecutive events 
identified using the threshold procedure (i.e. |∆𝐺| > 𝐺𝑡ℎ𝑟𝑒𝑠 ) which have the same sign in 
∆𝐺 are merged together to form a single event denoted by a solid red marker at end point of 
the second event. The size of that event is then the sum of the two consecutive ∆𝐺 values. 
This procedure was used when identifying switching events from data measured using either 
the oscilloscope or NI systems. Data from the Keithley system, which uses a much slower 
 
Figure 2.7: Threshold procedure. Top: A measurement of 𝐺 (blue) sampled at 5 kHz using the 
oscilloscope measurement system. A DC bias voltage of 6 V was applied across the PASN. The 
solid red markers denote identified events while the open red markers indicate interstitial points. 
Bottom: The corresponding |∆𝐺|(blue) calculated by taking the absolute value of the point-to-point 
differential of 𝐺. The red line indicates the threshold of 0.005 𝐺0. The same open and solid red 
markers are shown. 
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sampling rate and has a short window of averaging (20 ms) relative to the sampling interval 
(200 ms), is not subject to the merging procedure. 
2.3.2 Probability Distributions 
Probability distributions are mathematical functions which describe the probability of the 
different possible outcomes of an experiment. Of particular interest are power law probability 
distributions and exponential probability distributions which occur in many natural systems 
[121]. Power law distributions are often used to infer correlations, scale-invariance and 
criticality (Chapter 3). Exponential distributions on the other hand usually arise from 
uncorrelated Poisson processes [122]. Thus, it is essential in statistical analysis to be able to 
reliably distinguish between the two types of distribution. 
2.3.2.1 Power Law Distributions 
A power law distribution [121] of some variable 𝑥 is given by a probability 
 𝑃(𝑥) = 𝐶𝑥−𝛼 (5) 
where 𝛼 is some constant called the exponent and 𝐶 is a normalization constant. 𝐶 depends 
on whether the variable 𝑥 is continuous or discrete. In the continuous case, it is required that  




Which, in the limit 𝑥𝑚𝑎𝑥 → ∞,  leads to 









where 𝑃(𝑥) is the probability density function (PDF) of 𝑥, and 𝑥𝑚𝑖𝑛 is the minimum value 




= 1 (8) 
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is the generalized zeta function. In this thesis, the power law distributed quantities of interest 
(e.g. inter-event interval, avalanche size etc.) are discrete and so PDFs are described using 
Eq.(9). 
In some cases, it is also convenient to consider the complementary cumulative density 
function (CDF) of a power law, defined as 𝑆(𝑥) = Pr(𝑋 ≥ 𝑥)9. For the continuous case 
  















2.3.2.2 Exponential Distributions 
Exponential distributions [123] describe the times between events in a Poisson point process 
where events occur continuously and independently at a constant average rate. An 
exponential distribution of some variable 𝑥 is given by the PDF 
 𝑃(𝑥) = 𝐶𝑒−𝜆𝑥 (14) 
where 𝜆 is the exponent and 𝐶 is the normalization constant. Requiring that  




yields the normalization constant 
 𝐶 = 𝜆𝑒𝜆𝑥𝑚𝑖𝑛  (16) 
The CDF of the exponential distribution is given as  
 𝑆(𝑥) = 1 − 𝑒−𝜆𝑥 (17) 
2.3.2.3 Distinguishing Power Laws from Exponentials  
Historically, a power law (exponential) distribution was identified by plotting a histogram on 
double (single) logarithmic axes where it appears as a straight line. The slope then represents 
the exponent 𝛼 (𝜆) which could be extracted by conducting a least squares regression (Section 
 
9 Pr () means “probability of” and 𝑋 is the observed value in 𝑥. 
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2.3.4.1) of the data. However, it has been shown [121] that such methods are subject to 
systematic errors under relatively common conditions and are thus untrustworthy. Modern 
techniques for identifying power law distributions in empirical data (and distinguishing them 
from exponential or other distributions) include using maximum likelihood estimators (MLE) 
(Section 2.3.4.2) and statistical tests such as the Kolmogorov-Smirnov (KS) test (Section 
2.3.4.3) and Bayesian Information Criterion (BIC, Section 2.3.4.4).  
2.3.3 Autocorrelation Functions 
Autocorrelation is the correlation of a signal with a delayed copy of itself, as a function of 
the delay. Autocorrelation functions (ACFs) [124] are mathematical tools used to find 
repeating patterns in signals such as periodic signals obscured by noise. Formally, the ACF 
of a time series 𝑦(𝑡) of length 𝑁 is 
 𝐴(𝑡𝑑) =
∑ (𝑦𝑛 − ?̅?)(𝑦𝑛+𝑑 − ?̅?)
𝑁−𝑑
𝑛=1




where 𝑑 < 𝑁 − 1. Here ?̅? denotes the mean of the time series 𝑦 and 𝑡𝑑 is the delay time with 
𝑑 being an integer called the lag which describes the number of time steps the delayed signal 
has been shifted relative to the original signal.  
Two metrics of correlation which can be inferred from the ACF are the correlation 
strength and the correlation range. Correlation strength is the amplitude of the ACF taken at 
a particular lag value, usually 𝑑 = 1 (i.e. 𝐴(𝑡1) called the lag-1 autocorrelation). The 
correlation range is given by the maximum delay time for which  𝐴(𝑡𝑑) remains outside of 







∆ represents a confidence boundary of 95%. If 𝐴(𝑡𝑑) lies within the confidence interval, then 
the signal is said to be uncorrelated. If 𝐴(𝑡𝑑) is initially outside the confidence interval but 
decays exponentially to 𝐴(𝑡𝑑) < ∆, then the time series is said to exhibit short-range 
temporal correlation (SRTC). If 𝐴(𝑡𝑑) decays slowly to 𝐴(𝑡𝑑) < ∆ following a power law, 
then the time series 𝑦(𝑡) is said to exhibit long-range temporal correlation (LRTC). Both 
58 |                                                                                       Chapter 2 - Materials and Methods 
 
 
SRTC and LRTC can be further characterised by the exponents of their respective 
exponential or power law ACFs. 
If 𝑦(𝑡) is a random signal, then its ACF should lie within the confidence interval for all 
𝑑 > 0. The ACF for a random signal is shown in Figure 2.8 (a). 𝐴(𝑡𝑑) is represented by the 
red markers and the blue lines denoted the confidence interval. As expected, ~95% of the 
𝐴(𝑡𝑑) values fall inside the confidence interval. If a signal is correlated, then the ACF should 
remain outside the confidence interval for some time. Figure 2.8 (b) shows the ACF for a 
correlated time series. 𝐴(𝑡𝑑) > ∆ until 𝑡𝑑~85 with a lag-1 correlation strength of ~0.41. The 
inset shows the ACF plotted on double logarithmic axes where it can be seen that 𝐴(𝑡𝑑) 




Figure 2.8: Autocorrelation function examples. (a) The ACF of an uncorrelated (random) time 
series. 95% of 𝐴(𝑡𝑑) values (red) fall within the confidence interval ∆ (blue). (b) The ACF of a 
correlated time series shows a lag-1 correlation strength of ~0.41 and a correlation range of 𝑡𝑑~85. 
Plotting the ACF on double logarithmic axes (see inset) shows that 𝐴(𝑡𝑑) decays as a power law 
and indicates the presence of LRTC. [125] 
(a)                                                                (b)    
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2.3.4 Model Fitting Procedures 
This section presents several methods used to fit mathematical models to empirical data and 
to subsequently verify the fits of those models. 
2.3.4.1 Least Squares Regression 
Least squares regression [126] is a standard method for approximating the solutions of 
overdetermined10 systems. It uses the sum of squared residuals11 𝑆 as a cost function which 
is minimised for the optimal solution. For a model function 𝑓 
 ?̂?𝑖 = 𝑓(𝑥𝑖, 𝛽) (20) 
where ?̂?𝑖 is an estimate of the observed dependent variable 𝑦𝑖, 𝑥𝑖 is an independent variable 
and 𝛽 is a set of parameters. The least squares method minimises  




  (21) 
to determine the set of parameters 𝛽 to which the observations most likely belong. The exact 
procedure can be found elsewhere [126,127]. In this thesis, built in MATLAB functions such 
as lscov() and fit() were used to perform least-squares regression. Least squares 
regression was used to fit the autocorrelation functions in Section 3.2.2, the 〈𝑆〉(𝑇) 
distributions in Section 3.2.3.2 and the universal scaling functions of avalanche profiles in 
Section 3.2.3.3. 
2.3.4.2 Maximum Likelihood Estimation 
Maximum likelihood estimation (MLE) [121,128] is a method of estimating the parameters 
of a model probability distribution by maximising a likelihood function. Assuming a model 
distribution characterised by parameter(s) 𝛽, the likelihood function of a variable 𝑥 of length 
𝑁 is defined as  




In practical applications it is often more convenient to use the log-likelihood i.e. the natural 
logarithm of the likelihood function: 
 
10 Overdetermined systems are described by more equations than there are unknown parameters. 
11 Residuals are the difference between observed values and those values predicted by a model. 
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The log-likelihood has the advantage that the product operator becomes a summation 
operator, allowing individual components to be maximised. Computational cost is reduced 
(especially when 𝛽 is obtained analytically by differentiating) and the maximum of the 
likelihood and the log-likelihood coincide. 
Maximising 𝑙(𝛽) yields an estimate of the parameter(s) ?̂? for which the observed data is 
most likely under the assumed model. The standard error on ?̂? is derived from the width of 




+ 𝑂(1/𝑁) (24) 
Relevant to this thesis are the explicit forms of 𝑙 for the power law and exponential 
distributions introduced in Section 2.3.2. For a discrete power law distribution with exponent 
𝛼, the log-likelihood is given by 
 𝑙(𝛼) = 𝑁 ln((𝛼 − 1)𝑥𝑚𝑖𝑛




For a discrete exponential distribution with exponent 𝜆 the log-likelihood is given by,  
 





Eqs. (25) and (26) are used in Chapter 3 to fit model probability distributions to empirical 
data. The assumed models are verified as the best models by first using the BIC (Section 
2.3.4.4) and the fitted MLE parameters are then verified by the KS test (Section 2.3.4.3). 
2.3.4.3 Kolmogorov-Smirnov Test 
The Kolmogorov-Smirnov goodness-of-fit test (KS test) [121,128] is method of statistically 
verifying a model fitted to an empirical distribution. The KS test uses an indicator called the 
KS distance (𝑑𝑠) to compare the fitted empirical distribution with a range of synthetic 
distributions derived from the same model. The result is a probability (p-value) which 
quantifies the plausibility that the empirical distribution belongs to the fitted model. 
The KS distance is defined as the maximum distance between the CDF of the model 
distribution 𝑆𝑜(𝑥) and the CDF of the empirical distribution 𝑆𝑒(𝑥). Formally, it is given by 
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 𝑑𝑠 = max|𝑆𝑜(𝑥) − 𝑆𝑒(𝑥)| (27) 
in the range 𝑥𝑚𝑖𝑛 ≤ 𝑥 ≤ 𝑥𝑚𝑎𝑥 of the considered function. 𝑑𝑠 is a measure of how much the 
empirical CDF deviates from the model CDF and is an indicator of goodness-of-fit. Smaller 
𝑑𝑠 corresponds to a better fit. 
The KS distance is converted to a p-value by considering the KS distance 𝑑𝑠 for 500 
synthetic distributions 𝑆𝑠(𝑥) drawn randomly from the model being tested. The p-value is 
obtained from the fraction of the synthetic distributions that are closer to model CDF than 
the experimentally measured distribution. 
The final result of the test is obtained by comparing the p-value with the significance 
value 𝑝𝑠. If 𝑝 > 𝑝𝑠, then the hypothesis that the empirical data belongs to the model 
distribution cannot be rejected, and the fit passes the KS test. Conversely, if 𝑝 < 𝑝𝑠, then the 
hypothesis is rejected, and the fit fails the KS test. In this thesis, a relatively stringent 
significance value of 𝑝𝑠 = 0.2 was used. The KS test is used in this thesis for every fit that 
was performed via MLE. 
2.3.4.4 Bayesian Information Criterion  
To fit a model distribution to empirical data, the appropriate model must first be selected. 
The Bayesian information criterion (BIC) [129] is a criterion used to select a model 
distribution from a finite set of model distributions. The definition of BIC is 
 𝐵𝐼𝐶 = −2𝑙(?̂?) + ln (𝑁)𝐾𝑖 (28) 
where 𝑙(?̂?) is the maximum log-likelihood, 𝑁 is the number of observations in the variable 
of interest 𝑥, and 𝐾𝑖 is the number of free parameters in the chosen model. The BIC is 
calculated for a range of candidate models and the model which produces the lowest BIC is 
the preferred model. The latter term appropriately adds a penalty to the BIC for models which 
have more parameters. 
The BIC values of candidate models can be converted to a series of weights 𝑤𝑖 which 
indicate the relative probabilities that each model is the most suitable. The conversion from 
BIC to 𝑤𝑖 for 𝑀 candidate models is given by  
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 𝑤𝑖 = 
exp [−(𝐵𝐼𝐶𝑖 − 𝐵𝐼𝐶𝑚𝑖𝑛)/2]




where 𝐵𝐼𝐶𝑚𝑖𝑛 is the smallest BIC value from the candidate models.  
BIC is used in Section 3.2.3.6 to verify the selection of power law distributions against 
exponential, log-normal and Weibull distributions as the most suitable models for describing 
the distributions of the sizes and durations of avalanches in PASN switching activity. 









Chapter 3  
Emergent Phenomena 
Emergent phenomena [130] are properties or behaviours of a system which cannot be 
exhibited by the individual components of the system in isolation. They are features which 
emerge from the collective interaction of the fundamental elements of the system. An 
illustrative example is road traffic: a single car on a road cannot form a traffic jam, and neither 
can many cars on many different roads, nor can many cars using the same road at different 
times. Traffic jams can only occur if many cars share the same roads at the same time i.e. it 
is the collective interaction of many cars which cause traffic to emerge. Emergent phenomena 
are found in many natural systems, and life itself is considered to be an emergent property of 
the laws of physics and chemistry [131]. 
Section 1.1 introduced the brain as a biological information processing system composed 
of a collection of neurons which interact with one another by exchanging electro-chemical 
pulses via synaptic connections. Thoughts, emotions, and virtually all animal behaviour are 
emergent features of the brain, including the ability to perform classification/recognition/ 
prediction tasks which is also the goal in neuromorphic computing. Most neuromorphic 
approaches focus on replicating the functions of neurons and synapses on the individual level, 
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rather than on replicating the collective behaviour of populations of neurons and synapses 
[13]. While there are many novel devices which emulate neurons and synapses such as 
silicon-based neurons [132,133], memristor cross-bar synapses [134-136], and phase change 
materials [137,138], relatively little attention has been given to designing systems of 
functional elements which give rise to the same emergent properties which are displayed by 
the brain [13]. Given that the computational tasks which lie at the heart of neuromorphic 
computing are in fact emergent properties of the brain, it is important to emulate not only the 
functionality of neurons and synapses, but their collective behaviour. Furthermore, these 
collective behaviours can give valuable insight into the nature of the cortex and the dynamical 
regime which enables its impressive computational ability.  
 
3.1 Emergent Properties of the Brain 
The brain exhibits many emergent properties and functionalities. As the scope of this thesis 
is to elucidate whether percolating networks of nanoparticles have neuromorphic potential, 
focus is restricted to the emergent properties of neuronal networks which have been 
demonstrated via experimental investigation. The mammalian cortex is often studied both in 
vitro, where cortical slices are either grown or deposited on micro-electrode arrays [30], and 
in vivo, where living animals have electrodes surgically implanted into the brain. In both 
cases it has been demonstrated that neuronal populations exhibit firing patterns which have 
rich spatial and temporal features such as self-similar temporal dynamics and long-range 
temporal correlation (LRTC) [139,140], scale-free and fractal topography [29,141], 
hierarchical organisation [27], and critical avalanche dynamics [30,31,33]. This section 
introduces some of the key findings of neuroscientific studies pertaining to emergent 
properties of the brain. 
3.1.1 Inter-event Intervals and Correlations 
Inhomogeneous temporal processes often give rise to bursts of events which contain high 
activity periods separated by periods of quiescence [122]. There are many such processes 
which occur both in nature and human systems, such as earthquakes in tectonic systems 
[142], sunspots in solar activity [143], email sequences in digital communications [144], and 
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neuronal firing in the cortex [145]. These bursty sequences are often characterised by the 
time between consecutive events, called the inter-event interval (IEI). For a regular process, 
IEIs take on well-defined values, but the inhomogeneous processes of interest here have a 
wide range of IEIs, and it is the statistical distributions of IEIs which characterise the system. 
Systems which exhibit inhomogeneous bursts of activity often have IEI probability 





where 𝑃 represents the probability of observing an IEI of duration 𝑡𝑖𝑒, and 𝛾 is called the 
characteristic exponent. Eq. (30) says that the shorter the IEI, the more often it will be 
observed, but that there remains a non-zero probability of very long IEIs. Power law IEI 
distributions are often seen as representing “scale-free” dynamics, where there exists no 
characteristic time scale of the system because it is operating on all time scales [140]. The 
characteristic exponent 𝛾 then dictates at what rate the probability of observing a particular 
IEI decays with the magnitude of the IEI.  
To calculate the IEI distribution of a system, its activity must be reduced to a sequence 
of discrete temporal events which can be interpreted as a time-dependent point process 𝐸(𝑡) 
[122]. In this case, 𝐸(𝑡) = 1 for each time step in which an event takes place, and 0 
otherwise. These binary event sequences are often referred to as event trains. Figure 3.1 
shows temporal sequences of (a) earthquakes at a particular location, (b) neuronal firing in a 
rat hippocampus, and (c) outgoing mobile phone calls of an individual person [122]. The 
 
Figure 3.1: Bursty temporal sequences. Temporal sequences of (a) earthquakes with magnitude 
greater than 2 at a single location, (b) A single neuron firing inside a rat’s hippocampus, and (c) 
Outgoing mobile phone calls of an individual. Shorter IEIs are denoted by darker colours. The 
bursty nature of the sequences is universal. Reproduced from Ref. [122] under CCL. 
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darker colours represent shorter IEIs and the bursty nature of the sequences are a universal 
emergent feature of the systems from which they originate, despite those systems being 
qualitatively different. 
Inhomogeneous temporal processes such as those in Figure 3.1 can be characterised by 
the probability distributions of IEIs. Figure 3.2  shows the IEI distributions for three examples 
of human communications: (a) a mobile phone call sequence, (b) a sequence of short 
messages, and (c) an email sequence [122]. All three of the distributions feature a region 
(over several orders in 𝑥) which is approximately linear on logarithmic axes, indicating power 
law scaling behaviour. The solid lines in each plot represent regressive fits to the data from 
which the characteristic exponents can be estimated. For the distributions shown in Figure 
3.2, it was reported that 𝛾 ≅ 0.7, 0.7, 1.0 for (a), (b), and (c) respectively. Note that each of 
the sequences show a strong cut-off beginning at approximately 𝑡𝑖𝑒 = 1 day, where the 
probability of observing an IEI in this region decays much faster than the power law scaling 
observed for 𝑡𝑖𝑒 < 1 day. This is because human communications are dictated by daily cycles 
of human activity, particularly sleep patterns and typical business hours, and thus IEIs of 
multiple days are very unlikely. 
While power law distributed IEIs are common features of correlated inhomogeneous 
event sequences, they alone are not sufficient to demonstrate correlation between events, as 
spurious power law IEI distributions may arise from uncorrelated Poisson processes e.g. 
 
Figure 3.2: Probability distributions of IEIs in human communications. The IEI probability 
distributions for (a) a mobile phone call sequence, (b) a sequence of short messages, and (c) an 
email sequence. All three of the distributions feature a region (over several orders in 𝑥) which is 
approximately linear on logarithmic axes, indicating power law scaling behaviour. The solid lines 
in each plot represent regressive power law fits to the data yielding estimates of the characteristic 
exponent 𝛾 ≅ 0.7, 0.7, 1.0 for (a), (b), and (c) respectively.  Reproduced from Ref. [122] under 
CCL. 
(a)                                       (b)                                          (c) 
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renewal processes [122,146,147]. Hence, correlation in temporal sequences of events is often 
characterised by the autocorrelation function (ACF). The ACF is the correlation of a signal 
with a delayed copy of itself as a function of delay. It represents the similarity between a 
signal at a time 𝑡 and at a time 𝑡 + 𝑡𝑑 where 𝑡𝑑 is the delay time, or lag. A formal description 
of the ACF is given in Section 2.3.3. 
Figure 3.3 shows the ACFs for the same temporal sequences represented by the IEI 
distributions in Figure 3.2 [122]. The linear regions signify power law decay (the axes are on 
a logarithmic scale) of the ACF, and the slopes of the fitted lines represent the characteristic 
exponent 𝛽, which was estimated to be 0.5, 0.6, and 0.75 for the mobile call, short message, 
and email sequences respectively. A smaller value of 𝛽 corresponds to slower decay of the 
ACF amplitude and indicate that correlations persist over longer times, meaning that the 
occurrence of an event is correlated with events which took place further in the past. Large 
values of 𝛽 mean that the ACF decays quickly, and that events are only correlated on short 
time scales [148]. The cut-offs which were observed in Figure 3.2 as a consequence of daily 
cycles of human activity are reflected in these ACF plots by the range over which the ACF 
decays as a power law. The ACF transitions from power law decay to noise at approximately 
the same time as the cut-offs of the IEI distributions in Figure 3.2. This is again the effect of 
daily cycles of human activity, where for lag values of 𝑡𝑑 ≳ 8 hours, one would not expect 
significant overlap between the communication sequence and its delayed copy. 
 
Figure 3.3: ACFs of sequences of digital human communications. ACFs of (a) a mobile phone 
call sequence, (b) a sequence of short messages, and (c) an email sequence. The ACF is a measure 
of the correlation between each event train and a delayed copy of itself, as a function of the delay 
𝜏. The linear regions represent power law decay (logarithmic axes), and the fitted curves (solid 
lines) can be used to estimate the ACF characteristic exponent 𝛽, which are reported as 0.5, 0.6, 
and 0.75 respectively. Smaller 𝛽 implies slower decay in the ACF amplitude indicating a longer 
correlation time i.e. how long the delay must be before the ACF drops below confidence bounds 
(not shown here). Reproduced from Ref. [122] under CCL. 
(a)                                     (b)                                          (c) 
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The open symbols in Figure 3.3 represent the results of the same ACF calculations on 
independent sequences. As the correlations in a sequence are represented by the ordering of 
the IEIs, shuffling the IEI sequence should destroy the correlations while preserving the IEI 
distribution. The shuffled distributions still produce power law decaying ACFs signifying 
“spurious unexpected dependencies” which the authors suggest is an illustration of the 
limitations of the ACF as a measure of quantifying correlations in inhomogeneous temporal 
processes [122]. This facilitates the requirement that the “burstiness” (i.e. avalanche 
dynamics) of the temporal sequences be quantified and used to unambiguously demonstrate 
the existence of correlations between events.  
Before moving on to avalanche analysis of temporal sequences, it is worth noting that the 
same power law decaying IEI distributions and ACFs observed in human communications 
are also found in the analysis of neuronal firing patterns [122,140,149]. An example of the 
IEI probability distribution and ACF of the firing sequence of a single neuron is shown in 
Figure 3.4. The power law decaying IEI distribution (a) and ACF (b) imply scale-free 
dynamics and LRTC respectively. Despite the firing sequence being recorded from a single 
neuron, these are emergent features of the neuronal network in which the single neuron was 
embedded. The network of interconnected neurons provides the stimulus which causes the 
neuron being recorded to exceed its membrane potential threshold and subsequently fire an 
action potential. The clear power law scaling of the IEIs and ACF suggest that neuronal firing 
is an inhomogeneous temporal process with correlated activity occurring across multiple time 
scales. However, as denoted by the open symbols in Figure 3.4 (b), the independent (shuffled) 
 
Figure 3.4: IEI distribution and ACF of a neuron firing sequence. (a) The IEI probability 
distribution and (b) the ACF of the firing sequence of a single neuron which exists as part of a 
neuronal network. The solid lines are regressive fits to the linear regions which signify power law 
decay over several orders in 𝑥 (note the logarithmic axes). The fitted lines were used to estimate 
the characteristic exponents 𝛾 ≅ 1.1 and 𝛽 ≅ 2.3. The open symbol in (b) represent the ACF of 
an independent sequence (see text).  Reproduced from Ref. [122] under CCL. 
(a)                                                          (b)  
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sequences which should have no inherent correlations also appear to follow a power law 
decay. Hence, as in the case of human communications, characterisation of the burstiness of 
neuron firing sequences is required to unambiguously demonstrate LRTC. 
3.1.2 Avalanche Dynamics and Criticality 
Self-organised criticality (SOC) is a phenomenon where certain dissipative dynamical 
systems evolve to a critical point, at which the behaviour of the system becomes scale-free 
i.e. there exist no time or length scales which accurately characterise the system [150]. The 
concept is often illustrated by avalanches in a pile of sand grains [151]. As grains are dropped 
onto the pile one at a time, the pile grows until it reaches a critical point at which the slope of 
the pile fluctuates about a constant angle of repose. The addition of each new grain has the 
chance to trigger an avalanche on any scale relevant to the size of the pile. This model was 
used by Ref. [150] to demonstrate that SOC is a naturally emerging phenomena which unifies 
the previously unexplained but prevalent observations of “flicker” (1/𝑓) noise [152] and 
spatial self-similarity i.e. fractal structures [153] in a wide range of different dynamical 
systems. 
The term “avalanche” was originally used to describe the sudden cascade of sand grains 
in a pile, but its meaning has since been extended to refer to any burst of activity in any self-
organised critical system. For example, an earthquake may trigger an avalanche of 
aftershocks in a tectonic system [154], or an action potential may trigger an avalanche of 
neuronal firings in a cortical network [30]. This section describes some key results from the 
literature on avalanches and criticality in human communications, and in the brain. 
As noted in Section 3.1.1, Ref. [122] posits that “heavy-tailed” IEI distributions and 
power law decaying ACFs are not sufficient methods of fully quantifying temporally 
correlated heterogeneous behaviour due to spurious dependencies observed in uncorrelated 
sequences. Ref. [122] instead suggests that it is rather the distribution of the number of events 
in a bursty period which serves as the best indicator of dependencies. The same binarized 
sequences (event trains) of mobile phone calls, short messages and email sequences from 
Section 3.1.1 were analysed for avalanches, using the string method for burst identification 
[155]. This involves choosing a maximum IEI (𝑡𝑚𝑎𝑥) which may occur within a burst and 
arguing that any two events which occur within that interval are correlated due to their close 
temporal proximity. It then follows that a burst is any sequence of successive events which  
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 are separated by IEIs < 𝑡𝑚𝑎𝑥, and that any event which occurs within a burst is dependent 
on the occurrence of the preceding events within that burst. The burst size probability 
distribution 𝑃(𝐸) is generated by counting the number of events 𝐸 in each burst. If the 
sequence is uncorrelated i.e. the events occur independently of one another, then 𝑃(𝐸) is 
uniquely determined by the IEI distribution 𝑃(𝑡𝑖𝑒) such that 









The integral inside the first parentheses denotes the probability of randomly drawing an IEI 
≤ 𝑡𝑚𝑎𝑥, therefore the first term is the probability that this is done independently 𝑛 − 1 
consecutive times. The second term gives the probability that the 𝑛𝑡ℎ draw is an IEI > 𝑡𝑚𝑎𝑥, 




= 𝑎 where the constant 𝑎 < 1, resulting in asymptotic behaviour of the 
general exponential form 𝑃(𝐸 = 𝑛) ~ 𝑎𝑛−1. Consequently, any finite sequence of 
uncorrelated events will have a 𝑃(𝐸) distribution which decays exponentially, even if the 
𝑃(𝑡𝑖𝑒) distribution follows a power law. Any deviation from the exponential decay is 
indicative of correlations in the timing of successive events [122]. 
Figure 3.5 shows the resulting 𝑃(𝐸) distributions for (a) a mobile phone call sequence, 
(b) a sequence of short messages, and (c) an email sequence. These are the exact same 
sequences used to produce the 𝑃(𝑡𝑖𝑒) distributions and ACFs in Figure 3.2 and Figure 3.3 
respectively. The 𝑃(𝐸) distributions are all heavy-tailed i.e. they are approximately linear on 
 
Figure 3.5: Burst size distributions for digital communications sequences. Probability 
distributions 𝑃 of the number of events in a burst 𝐸 for (a) a mobile phone call sequence, (b) a 
sequence of short messages, and (c) an email sequence. The 𝑃(𝐸) distributions are heavy-tailed, 
regardless of the bin size 𝑡𝑚𝑎𝑥 used in the calculation (see text). Note that Ref. [122] uses the 
symbol ∆𝑡 instead of 𝑡𝑚𝑎𝑥 in the legends. Shuffling the sequences destroys the correlations 
between event times and their 𝑃(𝐸) distributions (open symbols) are consequently exponential.  
Reproduced from Ref. [122] under CCL. 
(a)                                            (b)                                            (c) 
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logarithmically scaled axes implying power law scaling (but a more rigorous fitting 
procedure would be required to confirm true power law dependency). In any case, the 𝑃(𝐸) 
distributions certainly do not decay exponentially, as would be the case for an uncorrelated 
sequence of events. Ref. [122] correctly identified the ambiguity in the choice of 𝑡𝑚𝑎𝑥 which 
determines how an avalanche is defined. Hence, they show the 𝑃(𝐸) distributions for a wide 
range of 𝑡𝑚𝑎𝑥 values
12, thus demonstrating the invariance of the heavy-tailed distributions to 
the choice of 𝑡𝑚𝑎𝑥: although the distributions do change slightly, the distributions remain 
heavy-tailed and their slopes remain similar. In stark contrast are the 𝑃(𝐸) distributions of 
the shuffled sequences, denoted by the open symbols in Figure 3.5. The shuffled 
𝑃(𝐸) distributions drop away much faster than any of the unshuffled distributions and are 
indeed representative of exponential decay, in accordance with Eq. (31). The merits of 
 
12 Note that Ref. [122] uses the symbol ∆𝑡 instead of  𝑡𝑚𝑎𝑥 in the legends of Figure 3.5. 
 
Figure 3.6: Definition of a neocortical avalanche. (a) Subsection of a 60-channel MEA recording 
of spontaneous neuronal activity showing (b) correlated periods containing spatiotemporal 
patterns. Avalanches were defined as sequences of continuous activity which were preceded and 
terminated by empty frames. (c) the spatial distribution of neuronal firings during a 3-frame 
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preferentially using the burst size distribution over the ACF as a method of identifying 
correlations is readily obvious upon comparison of Figure 3.3 and Figure 3.5. While the 
ACFs in Figure 3.3 do show LRTC represented by the slow power law decay, the shuffled 
sequences also exhibit this behaviour. On the other hand, the exponential 𝑃(𝐸) distributions 
of the shuffled sequences are distinctly different than the heavy-tailed 𝑃(𝐸) distributions of 
the unshuffled sequences signalling that the original event sequences were in fact correlated. 
3.1.2.1 Avalanche Size and Duration 
A procedure similar to the analysis of bursty time series outlined above was used in Ref. [30] 
to demonstrate the existence of avalanches in cortical networks. They investigated both 
mature organotypic cultures and acute slices of rat cortex by recording the local field 
potentials (LFPs) produced by neurons firing, using 60 channel multielectrode arrays 
(MEAs). They define a frame as the spatial pattern of electrodes which recorded neurons 
firing during a time bin of width ∆𝑡. An avalanche (equivalent to a burst) was then defined 
as any number of consecutive frames featuring neuronal activity, which were both preceded 
and terminated by a blank frame (no activity). This definition is illustrated pictorially in 
Figure 3.6 [30], where the bin size ∆𝑡 = 4ms is equivalent to the mean value of the IEI 
distribution, 〈IEI〉. Figure 3.6 (a) shows a recording of spontaneous neuronal activity that 
features avalanches of neuronal firing. An example of an avalanche is shown in Figure 3.6 
(b), while Figure 3.6 (c) demonstrates that the spiking events are distributed across many of 
the MEA electrodes indicating spatiotemporal correlation within the cortical network. Ref. 
[30] further defines the avalanche size (𝑆) as the total number of recorded LFPs which occur 
in a single avalanche, and the avalanche duration (𝑇) as the number of frames over which 
the avalanche occurs. This definition of avalanche size is consistent with the definition of 𝐸 
used in Ref. [122] in the analysis of bursty communications sequences. Similarly, it was 
found that the probability distributions of avalanche size 𝑃(𝑆) are heavy-tailed and follow 
power law decay over several orders of magnitude, as shown in Figure 3.7 (a). The power 
law decay is expressed as 
 𝑃(𝑆)~𝑆−𝜏 (32) 
where 𝜏 ≈ 1.5 for a bin size of ∆𝑡 =  〈𝐼𝐸𝐼〉. 
As the bin size ∆𝑡 is a free parameter, the analysis was repeated for different bin sizes 
ranging from 0.25 - 4 times 〈𝐼𝐸𝐼〉 and it was found that the 𝑃(𝑆) distibutions follow power  
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 law decay independently of the bin size used, though the power law exponent 𝜏 is dependent 
on the bin size, as depicted by the inset in Figure 3.7 (a). The exponent for avalanche size 𝜏 
was estimated to be approximately 3/2, which is in agreement with the predictions of a critical 
branching process [156] (discussed further in Section 3.1.2.2). The dependence of 𝜏 on ∆𝑡 
comes from the fact that longer bin sizes can result in several shorter avalanches being 
concatenated into one single avalanche. This leads to many fewer short avalanches and 
 
Figure 3.7: Avalanche size and duration distributions from biological neuronal networks. (a) 
Probability distribution of avalanche sizes (number of LFPs recorded) in log-log coordinates for 
different ∆𝑡 (average for seven cultures). The linear regions indicate power law dependency 
𝑃(𝑆)~𝑆𝜏. Cut-off induced by maximum number of electrodes (𝑛 ≈ 60). Inset shows dependence 
of size exponent 𝜏 on ∆𝑡 also follows a power law with exponent −0.16 ± 0.01. (b)  Duration 
distributions of cortical avalanches follow a power law 𝑃(𝑇)~𝑇𝛼 ( 𝛼 ≈ −2) with an exponential 
cut-off consistent with finite size effects. (c) Probability distribution of avalanche size based on 
summed LFPs as a function of bin width ∆𝑡. Inset is an overplot of power laws for all seven cultures 
at ∆𝑡 = 1ms expressed in multiples of average LFP magnitude. (d) Normalized time 𝑡/∆𝑡 gives 
scale-free duration distribution (average over ∆𝑡 = 1, 2, 4, 8, 16 ms for seven cultures). Dashed 
line represents a slope of -2.  Reproduced from Ref. [30] under CCL. 











(c)                                                                  (d) 
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several more large avalanches, corresponding to a decrease in the slope of 𝑃(𝑆). The opposite 
is true for shorter bin sizes, where large avalanches may be broken into several smaller 
avalanches. Interestingly, it was found that the variation of 𝜏 with ∆𝑡 also follows a power 
law 𝜏(∆𝑡)~∆𝑡−0.16 ±0.01. The strong cut-off in Figure 3.7 (a) observed at 𝑆 ≈ 60 is due to 
the number of electrodes on the MEA: because neurons have a refractory period following 
the release of an action potential [157], it is unlikely that the same neurons fire more than 
once during an avalanche, essentially setting an upper limit on the number of LFPs which 
can be observed. 
Similar results to those displayed in Figure 3.7 (a) were found when the avalanche size 
definition was modified to include the amplitude of the recorded local field  
potentials, as shown in Figure 3.7 (b). In this case, the avalanche size is expressed as the 
absolute sum of LFP peak amplitudes and continues to display power law decay regardless 
of the chosen ∆𝑡, and again a slope of 𝜏 ≈ 1.5 was observed. The inset of Figure 3.7 (b) 
shows the same result for seven different cortical networks binned at ∆𝑡 = 1ms and 
expressed in terms of the mean LFP magnitude. This shows that at any given scale, the ratio 
of patterns with size above or below that scale is constant, leading to the conclusion that the 
dynamics do not have a critical size threshold i.e. cortical networks exhibit scale free 
dynamics. 
The distribution of avalanche durations is another important parameter in characterising 
system dynamics, describing the temporal dimension of propagation. Ref. [30] shows that, in 
accordance with theoretical considerations [156], and neuronal network simulations [158], 
the probability distribution of the durations of cortical avalanches 𝑃(𝑇) also follows a power 




These results are shown in Figure 3.7 (c), where 𝑃(𝑇) is shown as a function of ∆𝑡, and in 
Figure 3.7 (d) where the transformation 𝑡′ = 𝑡/∆𝑡 was used to demonstrate that the 
distributions in (c) collapse onto a single scale-invariant duration distribution which has an 
initial slope of 𝛼 ≈ 2. 
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3.1.2.2 The Mechanism behind Cortical Avalanches  
Section 3.1.2.1 described the results of Ref. [30] which presented the first conclusive 
demonstration of power law distributed avalanches in cortical networks. The inquisitive 
reader will no doubt be wondering what the generative mechanism behind these avalanches 
is, and whether there is any physical meaning to the determined power law exponents. Ref. 
[30] theorises that these observations are the result of a self-organised critical branching 
(SOCB) process [156,159].  
A branching process can be described in the context of mean-field theory [150] where 
the sites 𝒓 of a 𝑑-dimensional lattice are assigned a binary value 𝑧(𝒓) (i.e. a cellular 
automaton) which are allowed to change according to a fixed rule. A site 𝒓𝑖 can be described 
as ‘active’ if 𝑧(𝒓𝑖)  =  1, and ‘inactive’ if 𝑧(𝒓𝑖)  =  0. An inactive site may then become 
active in the next time step with probability 1 − ℎ, if at least one of its neighbours (an adjacent 
site) is active, and with probability ℎ if no neighbours are active. This is called a branching 
process because each newly activated site has the chance to trigger further activation, or die 
out [160], and can result in the propagation of avalanches (fronts of site activation). Mean 
field theory has been successfully used to describe a number of physical phenomena, 
including the Ising model for ferromagnetism [161], and the widely studied sand pile models 
of SOC [150], which are in fact characterised by a critical branching process [156]. 
For a branching process to be critical, some control parameter must be fine-tuned to a 
critical value; in the mean field example, that parameter is ℎ, the probability that the 
neighbour of an active site becomes active in the next time step. But the nature of self-
organised systems such as sand piles prohibits this fine tuning because the system evolves to 
a stationary state naturally. The SOCB process reconciles this paradox by coupling local 
dynamical rules with global conditions which regulate the total energy of the system and 
produce a critical branching process without the need to fine tune the control parameter. The 
SOCB process has been shown to produce scale-free avalanches which have power law 
probability distributions [156] consistent with the values of 𝜏 =  −3/2 and 𝛼 = −2 found in 
mean field theory [150] and in the analysis of avalanches in neuronal networks [30]. 
Ref. [30] investigated the presence of a branching process in cortical networks by directly 
calculating the branching parameter 𝜎 [162]. 𝜎 gives the expected number of MEA electrodes 
that will be active in the next time step following the activation of a single electrode. The 
average number of descendant electrodes can be approximated by the ratio of descendent 
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electrodes to ancestor electrodes for two consecutive time bins at the beginning of an 
avalanche, as depicted in Figure 3.8 (a) [30]. If 𝜎 > 1, then the system is increasingly 
activated at each time step, leading to a runaway (supercritical) state, and if 𝜎 < 1 then 
activity decreases at subsequent time steps and the system quickly returns to a (subcritical) 
state of dormancy. If 𝜎 = 1, then the branching process is critical, and on average, the 
activation of 𝑛 electrodes at one time step leads to the activation of 𝑛 electrodes in the next 
time step, keeping the network at the edge of stability (depicted in Figure 3.8 (b)). Ref. [30] 
reports values of 𝜎 which are remarkably close to the critical value of 1: they find 𝜎 = 
1.04 ± 0.19 for avalanches starting with one active electrode, and 𝜎 = 0.90 ± 0.19 for those 
avalanches beginning with more than one activated electrode, as shown in Figure 3.8 (c). To 
rule out chance occurrence, they repeated the analysis for 50 control sets which had the event 
times jittered by 4-80 ms. For jitter of ± 4ms, 𝜎 had decreased significantly to 0.7 and 
decreased further with increased jitter. This demonstrates that the original branching 
parameter was significantly different than that expected by chance. The realization of a 
critical branching parameter, as well as the power law distributed avalanche properties (size, 
duration) with exponents 𝜏 =  −3/2 and 𝛼 = −2, are together strong evidence for a critical 
branching process as the mechanism responsible for avalanches in cortical networks. 
 
Figure 3.8: Critical branching parameter in neuronal networks. (a) Illustration of the 
branching parameter 𝜎 as the ratio of the number of activated MEA electrodes in the first and 
second frames of an avalanche. (b) For 𝜎 > 1, avalanche size diverges taking over the whole 
network, while for  𝜎 < 1 the avalanche dies away quickly. At the critical value 𝜎 = 1, avalanches 
persist at all scales. (c) Values of 𝜎 calculated from cortical avalanches with (left) one active 
electrode and (right) multiple active electrodes in the first frame. The values are in agreement with 
a critical branching process as the mechanism behind cortical avalanches.  Reproduced from Ref. 
[30] under CCL. 
(a)                                                           (b)                                             (c) 
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3.1.2.3 Criticality Beyond Power Law Scaling 
The evidence for criticality in the brain outlined in Sections 3.1.2.1 and 3.1.2.2 relies heavily 
on the presence of power law scaling in the statistics of avalanches in the measured LFPs of 
cortical cultures [30]. The inference of such strong conclusions from the presence of apparent 
power law distributions has been appropriately cautioned for several reasons [163,164]. One 
reason is because power law distributed avalanches predicted by theory [150,156] arise from 
the consideration of infinite systems, while empirical studies examine finite systems and 
datasets [164]. It has also been noted that power law statistics may result from uncorrelated 
processes with origins unrelated to criticality or a second order phase transition [165]. For 
example, it has been shown that a random typewriter would generate texts that have word 
frequencies distributed as a power law [166] which demonstrates that such statistics may 
arise from purely stochastic mechanisms. Furthermore, it has been shown that apparent 
power law distributions may arise from combinations of exponential distributions [167], and 
that the inverse of regularly distributed quantities may be power law distributed [168]. Other 
examples of power law scaling away from criticality include random walks [165], and 
systems with aggregation and injection [169], as well as models of neuronal networks which 
lie in the regime of balanced inhibition and excitation [170].  
The presence of power law scaling in avalanche statistics alone is clearly an insufficient 
measure of demonstrating criticality, and more thorough analyses must be performed. This 
motivated the work of Ref. [31] where high resolution measurements of the spiking of in 
vitro neuronal cultures were shown to conform to several aspects of the unified theory of 
critical systems [171].  
Ref. [171] uses renormalization group methods to demonstrate that the underlying cause 
of universal scale-free behaviour in critical systems is a fixed point in system space at which 
models map to the same point under coarse-graining, resulting in similar behaviour at all 
scales. This theory predicts that, in accompaniment to the previously demonstrated power 
law distributed avalanche sizes and durations, the average size of avalanches of a particular 
duration should also scale as a power law as a function of duration. This notion is based on 
the observation that in magnetic systems, larger avalanches (with more domain flips) take 
longer to finish and have internal self-similar statistics (e.g. Figure 3.10), and provides a 
relationship between the spatial and temporal domains of avalanche dynamics. The 
derivation is as follows [171]. All avalanches of a duration 𝑇 will have a distribution of sizes  





Figure 3.9: Avalanche profile extracted from MEA recordings of cortical tissue. (a) A 
micrograph of a cortical slice on a 512 electrode MEA (black rectangle denotes array location). (b) 
Voltage trace from one electrode showing spikes from neurons firing. (c) Time of spike marked as 
black dot. (d) Raster plot of spike times from many neurons over a 48 s interval. (e) An avalanche 
represented as a series of frames: each frame is the entire array (electrodes are small dots) with the 
large dots denoting spikes which occurred during a 5 ms interval (∆𝑡). An avalanche is a series of 
consecutively active frames with inactive frames either side. (f) The avalanche shape (temporal 
profile) is obtained by plotting the number of spikes in each frame. Reproduced with permission 
from Ref. [31]. 























             (f) 
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with mean 〈𝑆〉. 〈𝑆〉(𝑇) can be compared to itself on a slightly longer time scale (as in Ref. 
[172]) by scaling time by a small factor of 1 − 𝛿. This should lead to a correspondingly small 
rescaling of the average size by a factor 1 + 𝑎𝛿, such that 
 〈𝑆〉(𝑇) = (1 + 𝑎𝛿)〈𝑆〉((1 − 𝛿)𝑇). (34) 
In the limit 𝛿 → 0, this becomes  




the solution of which is the power law relation  
 〈𝑆〉(𝑇) =  𝑆0𝑇
𝑎 (36) 
where the exponent 𝑎 is called the critical exponent. Ref. [171] renames 𝑎 in terms of three 
other critical exponents, 𝜎, 𝜈, and 𝑧, such that 𝑎 = 1 𝜎𝜈𝑧⁄ . This convention is adopted in this 
thesis for consistency with the literature, but the descriptions of the parameters 𝜎, 𝜈, and 𝑧 
are not pertinent here and can instead be found in Ref. [171] and citations therein.  
Another prediction of the unified theory of critical systems [171] is the collapse of 
avalanche shapes onto a universal scaling function. Consider the event train 𝐸(𝑡) of a critical 
system undergoing avalanches. The event rate 𝑠(𝑡) can be obtained by binning 𝐸(𝑡) in the 
time domain giving the number of events per unit time. The nature of avalanche dynamics 
 
Figure 3.10: Avalanche shape collapse from Barkhausen noise. (a) Voltage pulse representing 
the number of magnetic domains flipped per unit time during a single large avalanche. The 
avalanche is noisy, almost dying several times necessitating that shapes be averaged over all 
occurrences of the same duration. (b) Collapse of the average avalanche shapes of 4 different large 
durations onto a single scaling function which is approximately parabolic. Shape collapse provides 
a more robust assessment of criticality than independent size and duration scaling. Reproduced 
with permission from Ref. [171]. 
(a)                                                            (b) 
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dictates that there are large fluctuations in 𝑠(𝑡) which are separated by periods where 𝑠(𝑡) =
0 (quiescence). The shape of an avalanche (also called the temporal profile) is then defined 
as the set of non-zero 𝑠(𝑡) values which lie between the preceding and trailing empty bins, 
as per the definition of an avalanche given in Section 3.1.2.1. This is illustrated in Figure 3.9 
[31] where the MEA (a) recordings of neuronal spiking (b, c) are resolved into ‘frames’ 
(equivalent to time bins with spatial information) (d, e) which are used to plot the temporal 
profile of the avalanche (f). As avalanches typically contain large fluctuations, such as in the 
example of Barkhausen noise shown in Figure 3.10 (a) [171], the avalanche shapes are 
averaged over all avalanches of equal duration to produce the mean temporal profile for each 
unique duration. Let 〈𝑠〉(𝑡, 𝑇) denote the mean temporal profile for avalanches of duration 𝑇. 
A change of variables 𝑡 → 𝑡/𝑇 allows 〈𝑠〉(𝑡, 𝑇) to be compared to itself on a time scale 
shifted by a small factor 1 − 𝛿 such that  
 〈𝑠〉(𝑡/𝑇, 𝑇) = (1 + 𝑏𝛿)〈𝑠〉(𝑡/𝑇, (1 − 𝛿)𝑇) (37) 
As 𝛿 → 0, Eq. (37) becomes 




Which is solved by  
 〈𝑠〉 = 𝑠0𝑇
𝑏 (39) 
Because the integration constant depends on 𝑡/𝑇, 𝑠0 = 𝒔(𝑡/𝑇), the final scaling form is given 
by 
 〈𝑠〉(𝑡, 𝑇) = 𝑇𝑏 𝒔(𝑡/𝑇) (40) 
where the scaling function 𝒔(𝑡/𝑇) is a universal prediction of the theory [171]. 
The mean temporal profiles 〈𝑠〉(𝑡, 𝑇) of each unique duration 𝑇 should collapse onto the 
scaling function 𝒔(𝑡/𝑇). This is illustrated in Figure 3.10 (b) by plotting 𝑇−𝑏〈𝑠〉(𝑡, 𝑇) against 
𝑡/𝑇 for 4 long avalanche shapes from experimentally measured Barkhausen noise [173]. All 
of the plots fall onto the same curve (which is approximately parabolic) clearly indicating 
self-similarity. Ref. [171] cautions that if the shape collapse yields plots which do not all look 
alike, then any power laws measured are likely accidental. The exponent 𝑏 provides an 
additional method of estimating the critical exponent 1 𝜎𝜈𝑧⁄ : because 〈𝑆〉(𝑇) =
∫〈𝑠〉(𝑡, 𝑇)𝑑𝑡 = ∫𝑇𝑏 𝒔(𝑡/𝑇)~𝑇𝑏+1 must equate with the scaling relation given by Eq. (36), 
it is clear that 𝑎 = 𝑏 + 1 → 𝑏 = 1 𝜎𝜈𝑧⁄ − 1. 
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The scaling of the average size of avalanches with their durations, as well as the collapse of 
avalanche profiles onto a single function are considered to be much more robust measures of 
demonstrating criticality than the mere presence of power law distributed avalanche sizes and 
durations [174,175]. However, in a model of neuronal networks based on Boltzmann’s theory 
of molecular chaos, it has been demonstrated that both size-duration scaling and avalanche 
shape invariance can arise by purely stochastic mechanisms [175]. This necessitates an 
additional criterion when demonstrating criticality in dynamical systems: satisfaction of the 
relationship between exponents known as the “crackling relationship” [171,176] which 








There are thus three independent measures of obtaining an estimate of the critical 
exponent 1 𝜎𝜈𝑧⁄ :  
1. By measuring the power law exponents of avalanche size and duration and using Eq. 
(41). 
2. By measuring the power law exponent of the average size given duration 〈𝑆〉(𝑇). 
3. By performing a shape collapse onto a known scaling function.  
Although the models of Ref. [175] could reproduce the power law distributed avalanche 
statistics and shape invariance, they could not satisfy the crackling relation, which is therefore 
recommended by the authors as a method of distinguishing systems which are truly critical 
from those which may give spurious signs of criticality. Hence, the agreement of these three 
independent estimates of the critical exponent 1 𝜎𝜈𝑧⁄  is crucial for a robust demonstration of 
criticality consistent with the theory of [171]. 
The results from Ref. [31] indeed satisfy the criteria outlined in Ref. [171]. Figure 3.11 
shows histograms of avalanche size and duration in log-log coordinates for (left column) a 
critical cortical network, and (right column) a subcritical cortical network [31]. The size and 
duration distributions for the critical case have linear regions over several orders of 
magnitude, indicating power law scaling consistent with Eqs. (32) and (33) respectively. The 
corresponding power law exponents were reported to be 𝜏 = 1.7 ± 0.2 and 𝛼 = 1.9 ± 0.2. 
The bottom row of Figure 3.11 contains the average size given duration which scales in 
accordance with Eq. (36) in both the critical and subcritical cases; though the range of data 
from the subcritical network is limited to < 2 orders reflecting the early cut-off in the duration 
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distribution as compared with the critical case. The critical exponent is reported as 1/𝜎𝜈𝑧 = 
1.3 ± 0.05. These three exponent values do satisfy the crackling relationship (Eq. (41)) within 
their uncertainties. 
Finally, Figure 3.12 shows the avalanche shape collapse (bottom row) of three mean 
temporal profiles (top row) of long duration from the same two samples as in Figure 3.11. 
 
Figure 3.11: Avalanches in cortical networks follow power law scaling. Contrasting size and 
duration distributions and average size for fixed duration from a critical data set (left) and a 
subcritical data set (right). Experimental data are shown by lines with markers and data from the 
corresponding models are shown by smooth lines. The dashed lines on the left (near critical) 
column correspond to power laws with exponent 1.7, 1.9, and 1.3, corresponding to the critical 
exponents 𝜏, 𝛼 and 1/𝜎𝜈𝑧 respectively. These values satisfy the exponent relation (Eq. (41)) as is 
expected for a system near criticality. Statistical error bars are only significant for the largest and 
longest events for the experimental data and are too small to see in the figure for the simulations.  
Reproduced with permission from Ref. [31]. 
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The left column is from the critical network and shows a clean collapse of the avalanche 
shapes onto a scaling function which is approximately parabolic. This behaviour is 
reproduced by a simulation of the critical cortical network (middle column, see [31] for 
details). The subcritical network (right column) does not exhibit shape collapse: the mean 
temporal profiles are noisy, and their scaling does not resemble that of a single, well-defined 
function. Collectively, the presence of power law avalanche size and duration distributions 
that have exponents which satisfy the crackling relation, as well as the collapse of avalanche 
shapes onto a single scaling function, provides compelling evidence for criticality in cultured 
cortical slices. 
Similar evidence of criticality in vivo have also been reported in the awake monkey brain 
[177], and in the anesthetized rat brain [178]. It has also been demonstrated that the visual 
cortex is self-organised to criticality by adaptation to sensory inputs [32], and more recently 
that whole-brain dynamics of live zebra fish [179] and mice waking from anaesthesia [180] 
exhibit crackling noise consistent with criticality [171]. Although there is still some 
 
Figure 3.12: Cortical avalanches exhibit shape collapse. Shapes and attempted collapses from 
three data sets: two experimental and one simulated. Shapes are produced by averaging the 
temporal profiles of all avalanches of a particular duration; different colours here represent different 
durations. The collapses are plotted by rescaling the horizontal and vertical axes. The left- and right 
most data correspond to experimental data close to, and far from criticality, respectively. Sample 8 
clearly shows the roughly parabolic shapes in the raw data and a corresponding very clean collapse, 
as would be expected from critical data. Sample 6 shows neither. The middle plots are a simulation 
of sample 8, using transfer entropy data from that set. They clearly show similar shapes and 
collapse to a universal scaling function.  Reproduced with permission from Ref. [31]. 
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controversy regarding criticality in the brain [181-183], the evidence in favour of criticality 
[184-188] is mounting steadily. 
3.1.2.4 Criticality and Information Processing 
Aside from explicit demonstrations of criticality, it has been shown that the brain exhibits a 
number of related network properties such as short characteristic path length and high 
clustering (small world properties) [26], hierarchical organisation [27] and scale-free degree 
distributions [189], and fractal structural and functional topography [141]. It is theorized that 
these features bestow the brain with a number of functional benefits [33], including LRTC 
[29,140], efficient transportation of energy and information [190], optimal dynamic range 
[35] and maximum number of metastable states [159], a balance between minimal wiring 
cost and maximum local autonomy/global connectivity [26], and robustness and adaptability 
leading to divergent functionality within a fixed structure [27]. Inspired by these results, 
neuromorphic computing approaches such as RC have begun to incorporate scale-free and 
hierarchical network topographies [191], which show greater performance in predictive time 
series tasks as compared with conventional random reservoirs [192]. The allure of the 
advantageous information processing features associated with criticality in neuronal 
networks is beginning to draw neuromorphic focus away from regular arrays of device 
elements towards more complex designs aimed to emulate the complexity and criticality of 
the brain [13], though at present, realizations of such are few and show limited functionality 
[66 ,193,194]. 
3.2 Emergent properties of PASNs 
Section 3.1 introduced the concept of emergent phenomena and reviewed literature 
pertaining to the emergence of correlations and criticality in biological neuronal networks. It 
was shown that both in vitro and in vivo measurements of brain tissue are consistent with the 
theory of critical systems [171] where statistical analysis of avalanche dynamics are required 
to meet stringent criteria. These properties are thought to provide the brain with a host of 
functional benefits which has inspired the pursuit of neuromorphic architectures which share 
the emergent properties of the brain. This section presents results from electrical 
measurements of PASNs. The same techniques applied to biological neuronal networks are 
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employed to show unambiguously that PASNs exhibit LRTC and do in fact operate in a 
critical dynamical regime [97]. 
3.2.1 Self-similar Electrical Signals 
The contiguous fluctuations observed in the activity of critical systems arise from the 
heterogeneous response of the system to slow constant driving. Thus, to investigate the 
presence of avalanches, DC signals were applied to two-terminal PASN devices while 
simultaneously measuring the conductance of the entire network (see Section 2.2.2 for details 
on electrical measurements). Changes in the network conductance ∆𝐺 were identified as 
events by applying a threshold function (Section 2.3.1) which results in a sequence of event 
sizes ∆𝐺(𝑡) as shown in the top panel of Figure 3.13 (a). The sequence is comprised of bursts 
 
Figure 3.13: Self-similar electrical signals from PASNs. (a) Percolating devices produce 
complex patterns of switching events that are self-similar in nature. The top panel contains 2400 s 
of data, with the bottom panels showing segments of the data with 10, 100, and 1000 times greater 
temporal magnification and with 3, 9, and 27 times greater magnification on the vertical scale (units 
of 𝐺0  =  2𝑒
2/ℎ, the quantum of conductance, are used for convenience). The activity patterns 
appear qualitatively similar on multiple different time scales. (b and c) The probability density 
function (PDF) for changes in total network conductance, 𝑃(∆𝐺), resulting from switching activity 
exhibits heavy-tailed probability distributions. The data shown in (b) (sample I) were obtained with 
a slow (5 Hz) sampling rate, and the data shown in (c) (sample II) were measured 1000 times faster 
(see Section 2.2.2), providing further evidence for self-similarity. [97] 







                                                                                              (c) 
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of events of multiple sizes and are qualitatively similar to electrical signals measured in the 
cortex [30,31,179]. The subsequent panels show the same data magnified by 10, 100, and 
1000 times on the temporal scale and 3, 9, and 27 times on the vertical scale. The burstiness 
of the sequence appears qualitatively similar regardless of the level of magnification, 
providing preliminary evidence of self-similarity.  
Figure 3.13 (b, c) contain distributions of ∆𝐺 from two PASNs measured on vastly 
different time scales (5 Hz and 5 kHz respectively). The distributions are heavy-tailed and 
span about three orders of magnitude. Despite a difference in sampling rates by a factor of 
1000, the slope of the linear regions is strikingly similar, estimated to be −2.59 and −2.36 
respectively. This provides another promising sign of temporal self-similarity. The different 
event sizes correspond to different atomic switch locations throughout the highly branched 
network: because the local conductance of each atomic filament is nominally 1𝐺0 [19], the 
distributions in Figure 3.13 (b, c) can only arise from a complex network of switching 
elements. Higher order branches of the network have more current pathways which run in 
parallel to them. Hence, an atomic switch on a higher order branch makes a smaller 
contribution to the total network conductance, and results in a smaller change in network 
conductance when that element switches locally from 1𝐺0 to ~0𝐺0 (or vice versa). 
Conversely, low order branches which have few parallel current pathways carry more current 
and hence cause a larger change in the network conductance for a local conductance change 
which is nominally the same as that of an atomic switch on a higher order branch. To obtain 
the quasi-continuous ∆𝐺 distribution shown in Figure 3.13 (b, c) requires that there are a vast 
number of atomic switches distributed throughout a highly branched network. These 
observations are consistent with the spatial self-similarity found in percolating structures 
[195] and are evidence of fractal topology in PASNs. 
3.2.2 IEI Distributions and ACFs 
To investigate the presence of correlations in PASN switching activity, the ∆𝐺(𝑡) sequences 
were converted to event trains  and the IEI distributions and ACFs were calculated (Section 
3.1.1). Figure 3.14 (a) and (c) show the probability distributions (PDFs) of IEIs from (a) 
sample I (5 Hz measurement) and (c) sample II (5kHz measurement). Both follow power law 
decay over several orders of magnitude, consistent with Eq. (30), indicating the possibility of 
correlation between events. Power law exponents were found by MLE (Section 2.3.4.2) to 
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be 𝛾 = 1.39 ± 0.01 and 𝛾 = 1.30 ± 0.01 respectively. The agreement of the two exponents 
despite the fact that the measurement rates differ by 3 orders of magnitude is strong evidence 
for temporal self-similarity. 
The corresponding ACFs are represented by the red curves in Figure 3.14 (b) and (d) 
(sample I, sample II respectively). They also follow power law decay over several orders of 
magnitude, indicative of LRTC. The characteristic exponent 𝛽 was found by linear regression 
to be 𝛽 = -0.19 ± 0.01 and 𝛽 = -0.23 ± 0.01 respectively.  The IEI sequences were shuffled 
to destroy any correlations, and the ACFs of the shuffled sequences were calculated as shown 
in grey in Figure 3.14 (b) and (d). The ACFs of the shuffled sequences decay much more 
quickly than the unshuffled sequences (𝛽 = -0.66 ± 0.01 and 𝛽 = -0.64 ± 0.02), signalling 
that the original sequences indeed exhibit LRTC. Again, the fitted exponents are strikingly 
similar across the different devices irrespective of the different measurement rates.  
 
Figure 3.14: IEI distributions and ACFs from PASNs. Probability distributions of IEIs from (a) 
sample I (5 Hz measurement) and (c) sample II (5kHz measurement) follow power law decay over 
several orders of magnitude indicating the possibility of correlation between events. They have 
almost identical slopes despite the fact that the measurement rates differ by 3 orders of magnitude, 
evidence of temporal self-similarity. The corresponding ACFs (red in b, d respectively) also follow 
power law decay over several orders of magnitude, indicative of LRTC. When the IEI sequence is 
shuffled, the correlations are destroyed and the ACFs (shown in grey) decay with a much steeper 
slope. Again, the temporal self-similarity is evident by the near equality between the fitted 
exponents. [97] 








(c)                                            (d) 
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The IEI distributions and ACFs of these two devices together cover more than five orders 
in time which is convincing evidence of scale-free temporal dynamics. Although, as 
discussed in Section 3.1, IEI distributions and ACFs have been shown to be insufficient 
methods of demonstrating that a system operates near a critical point. Thus, Section 3.2.3 
presents the results from detailed avalanche analysis of PASN electrical signals. 
3.2.3 Avalanche Dynamics and Criticality 
Section 3.1.2 discussed the rigorous criteria for demonstrating that a dynamical system is 
operating in the critical regime [171]. Not only should the bursts of activity (i.e. avalanches) 
have power law distributed sizes and durations, but the average size of an avalanche should 
also scale as a power law as a function of its duration. Furthermore, the mean temporal 
profiles of avalanches should collapse onto a universal scaling function and estimates of the 
critical exponent 1/𝜎𝜈𝑧 should be in agreement and satisfy Eq. (41). This section presents 
results that demonstrate that sequences of switching activity in PASNs indeed meet all of 
these criteria. 
Avalanches were identified from event trains of PASN switching activity in accordance 
with the methods used in Ref. [31,171]. The mean IEI was used as the bin size ∆𝑡 for each 
data set (the effect of varying ∆𝑡 is discussed in Section 3.2.3.5). The analysis presented here 
was carried out using components of the MATLAB Neural Criticality and Complexity 
toolbox developed in Ref. [196]. 
3.2.3.1 Avalanche Size and Duration 
Figure 3.15 shows the probability distributions (PDF) of avalanche size 𝑆 from (a) sample I 
(5 Hz measurement) and (c) sample II (5kHz measurement). Both follow power law decay 
over ~3 orders of magnitude, consistent with Eq. (32). The red markers show the avalanche 
size distributions in linear bins, which have a minimum probability between 10−3 and 10−4 
corresponding to a single occurrence within the measured avalanche sequence. The same 
distributions are shown in logarithmic bins (blue markers) in order to demonstrate that the 
rare large avalanches do in fact continue to scale with the power law represented by the solid 
black line.  
Figure 3.15 (b), and (d) show the corresponding probability distributions of avalanche 
duration 𝑇, which follow power law decay over ~2 orders of magnitude, consistent with Eq. 
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(33). Again, the linearly binned data (red) appears scattered at large 𝑇, and so the 
logarithmically binned distributions in blue are used to demonstrate that even the longest 
measured avalanches conform to the fitted power law represented by the solid black line.  
To verify the correlations implied by the avalanche size and duration scaling, the original IEI 
sequences were shuffled and the avalanche analysis repeated, producing the distributions 
shown in grey in Figure 3.15. All of these distributions follow the expected exponential decay 
consistent with uncorrelated sequences and the findings in Ref. [122]. 
Interestingly, the distributions of avalanche size and duration derived from the unshuffled 
event sequences do not show an exponential cut-off as predicted by Ref. [156]. This may be 
a sign that even the largest measured avalanches do not feel the finite size of the networks 
[156]: the cut-off is due to avalanches which propagate to the edge of the network, where it 
 
Figure 3.15: Avalanche size and duration distributions from PASN measurements. (a) The 
distributions shown in (a, b, sample I, 5 Hz sampling rate) and (c, d, sample II, 5kHz sampling rate) 
demonstrate the existence of self-similar avalanches across multiple time scales. (a, c) PDFs of 
avalanche size and (b, d) PDFs of avalanche duration both follow power laws with exponents 𝜏 ≈
2 and 𝛼 ≈ 2.7 respectively, providing strong evidence for temporal correlations. Red, distributions 
presented using standard (linear) bin sizes; blue, distributions presented using logarithmic bin sizes 
to allow visualization of the heavy tail; grey, distributions after shuffling of the sequence of IEIs in 
the original data to destroy correlations. [97] 









(c)                                                   (d) 
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may otherwise continue. The rectangular PASNs (100 × 300 µm) have hard boundaries at 
the electrode edges, but are not bounded at the other two edges, where the network of 
nanoparticles extends a large distance. As the avalanches are driven by the voltage difference 
between the two electrodes, switching activity should generally occur in the “active area” 
between them, but avalanches which propagate to the unbounded edge of the active area may 
continue to propagate under driving from a fringe electric field. Another possible explanation 
for the absence of an exponential cut-off is that avalanches in PASNs are not limited to 
nearest neighbour interactions as in theoretical treatments [156,171]. For example, in the 
Ising model of ferromagnetism [197], an event (domain flip) may cause any neighbouring 
domain to flip which can cause an avalanche to propagate away from the seed event. In a 
PASN however, when an event occurs as an atomic switch either opening or closing, the 
current and voltage can be redistributed throughout the entire network on a virtually 
instantaneous time scale. This means that when a seed event occurs in one location, the 
resulting instability induced which causes the next event may be in a completely different 
part of the network. In this explanation, avalanches need not propagate as a front of nearest 
neighbour induced events, and hence would not be obstructed by the edges of the network. 
3.2.3.2 Average Size given Duration 
The existence of power law distributed avalanche sizes and durations are promising signs 
that PASNs may be operating within a critical regime. However, as it has been shown that 
such scaling behaviour can arise away from criticality (Section 3.1.2.3) this section 
demonstrates that the average size of an avalanche scales with its duration as a power law, in 
accordance with Eq. (36). 
Figure 3.16 shows the average size given duration 〈𝑆〉(𝑇) for (a) sample I (5 Hz 
measurement) and (b) sample II (5kHz measurement). There is clear power law scaling 
consistent with Eq. (36), as indicated by the black curves. The exponents, which represent 
the critical exponent 1/𝜎𝜈𝑧, were found (using maximum likelihood estimation (Section 
2.3.4.2)) to be 1.55 ± 0.06 and 1.64 ± 0.03 for Figure 3.16 (a) and (b) respectively. Again, 
there is evidence of temporal self-similarity in the near equality between the exponents of the 
two different data sets despite being measured at different sampling rates. This type of scaling 
behaviour relates the spatial and temporal domains of the PASN switching activity and 
provides strong support for the hypothesis that such is a product of criticality. The fitting 
range is limited by statistical factors and does not signify limits to which the data follows a 
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power law: avalanches of duration 𝑇 are required to occur at least five times during the 
measurement to be considered statistically significant, though even those avalanches which 
lie outside the fitting range appear to be consistent with the scaling relationship. The lower 
bound represents the requirement that avalanches of 𝑇 < 3 be excluded from avalanche shape 
collapse (Section 3.2.3.3) as their temporal profiles are at most two points, giving a straight 
line which cannot collapse onto a parabolic scaling function. As the critical exponents derived 
from the average size given duration and the avalanche shape collapse will be used for 
comparison, it is consistent to exclude avalanches of duration 𝑇 < 3 from this analysis as 
well; although again it appears that these points do in fact conform to the same power laws 
represented by the black lines. 
3.2.3.3 Avalanche Shape Collapse 
The theory of critical systems predicts that the shapes of avalanches produced by critical 
systems should exhibit a characteristic collapse onto a universal scaling function [171]. The 
avalanche profiles were averaged over all occurrences of each duration by calculating the 
mean number of events at each time bin. This results in a single mean temporal profile for 
each unique duration, which are shown in Figure 3.17 for (a) sample I (5 Hz measurement) 
and (c) sample II (5kHz measurement). As sample I was measured on a relatively slow time 
scale, very long avalanches are rare and consequently there are a there are a limited number 
of mean temporal profiles. This is reflected by the short fitting range in Figure 3.16 (a), as 
 
Figure 3.16: Average avalanche size given duration from PASN switching activity. 
Histograms of the average size 〈𝑆〉 of an avalanche of duration (𝑇) scales as a power law as a 
function of its duration for both (a) sample I (5 Hz measurement) and (b) sample II (5kHz 
measurement). The black lines represent the power law given by Eq. (36) with exponents found by 
maximum likelihood estimation. The exponents are very similar despite the different measurement 
rates, indicating temporal self-similarity. [97] 
(a)                                                          (b) 
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avalanches of duration 𝑇 are required to occur at least five times during the measurement in 
order to be considered statistically significant and to be included in the avalanche shape 
collapse.  
 There exists a hierarchy amongst the avalanche profiles (best illustrated by Figure 3.17 
(c)): in general, the longer an avalanche the higher its amplitude. It is exactly this 
characteristic which allows the mean temporal profiles to collapse onto the scaling function, 
as shown in Figure 3.17 (b) and (d). The shape collapse is performed by first interpolating all 
of the mean temporal profiles so that they have the same number of points as the longest 
avalanche, and then scaling time by 1/𝑇 (for each mean profile) so that all of the avalanche 
profiles span the range [0, 1]. Then, as per Eq. (40), the amplitude is scaled by 𝑇𝑏 where the 
value of 𝑏 is found by minimising the variance between the ensemble of temporally scaled 
mean avalanche profiles. The scaling function 𝒔(𝑡, 𝑇) is then a parabola fitted using linear 
regression, essentially minimising the variance of the scaled collapsed profiles. The scaling 
 
Figure 3.17: PASN avalanche shapes collapse onto a universal scaling function. The mean 
temporal profiles 𝑠(𝑡) for avalanches measured in (a) sample I (5 Hz measurement) and (c) sample 
II (5kHz measurement). The line colour fades with increasing duration to represent the decreasing 
number of avalanche profiles used to produce each mean profile. (b, d) When subjected to a scaling 
operation (see text) the mean temporal profiles from (a, c respectively) collapse onto a universal 
scaling function. [97] 









(c)                                                 (d) 
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functions are shown by the black lines in Figure 3.17 (b) and (d).  Further details regarding 
the shape collapse methodology can be found in Ref. [196]. 
Because 𝑏 = 1/𝜎𝜈𝑧 − 1 (see Section 3.1.2.3), the shape collapse yields an additional 
estimate of the critical exponent, which in this case was found to be 1.58 ± 0.12 and 
1.66 ± 0.03 for sample I and sample II respectively. As with the other exponent values found 
in this analysis, the agreement between the two estimates of 1/𝜎𝜈𝑧 from the different samples 
and different measurement rates is striking. The shape collapses are convincing, and are 
consistent with the examples from neural tissue shown in Refs. [196,198]. 
As per Ref. [171], the observation of avalanche shape collapse is a much more robust 
analysis for demonstrating criticality as compared with simple power law scaling. However, 
as elucidated by Ref. [175], even the shape collapse can arise in systems away from 
criticality, and to be certain that a system is critical, one must examine the relationship 
between the various critical exponents. 
3.2.3.4 Exponent Relationships 
In accordance with Ref. [171], three independent estimates of the critical exponent 1/𝜎𝜈𝑧 
have been obtained from: the crackling relationship (Eq. (41) which considers 𝜏 and 𝛼), the 
〈𝑆〉(𝑇) scaling (Eq. (36)), and from the shape collapse (Eq. (40)). If the bursts of switching 
activity in PASNs is truly the result of criticality, then the three estimates of 1/𝜎𝜈𝑧 should 
agree. The values of the critical exponents determined in this investigation are summarized 
in Figure 3.18: (a) and (b) show the determined values of 1/𝜎𝜈𝑧 in green, blue and cyan (left 
axis), and 𝜏 and 𝛼 (red, amber, right axis) for sample I and sample II respectively. The result 
corresponding to the data presented in Figures 3.15 - 3.17 is labelled as ‘All’ in both panels, 
representing the concatenation of the constituent datasets. The agreement between the three 
values of 1/𝜎𝜈𝑧 is clear and unambiguous in both cases. 
Sample I was measured at 4V, 5V, and 6V to explore the role of applied electric field 
strength in the avalanche dynamics. The 4V and 6V data give estimates of 1/𝜎𝜈𝑧 which are 
in agreement, while the 5V dataset does not satisfy the crackling relationship (Eq. (41)). The 
statistics of the individual datasets are much lower than when combined, so the discrepancy 
between exponent values may simply arise from a statistical variation. The low statistics are 
not surprising given that the voltage threshold for switching is ~3V: 4-6 V is considered a 
low operating voltage for PASNs and the resulting switching activity is not as rapid as at  
 




Figure 3.18: Critical exponent values from avalanches in PASN switching activity. Estimates 
of three independent measures of 1/𝜎𝜈𝑧 are obtained from Eq. (41) (green), plots of mean 
avalanche size given duration (blue), and avalanche shape collapse (cyan). The blue, cyan, and 
green symbols agree within the measurement uncertainty in almost every case. Each panel also 
shows the power law exponents of avalanche size (𝜏; red) and avalanche duration (𝛼; amber). (a) 
Critical exponents for sample I over a range of low voltages and for a combined dataset (5Hz 
sampling rate), showing that the critical exponents are substantially independent of voltage. (B) 
Comparison of critical exponents measured for sample II for repeated, independent 6 V DC 
measurements (5 kHz sampling rate). (c) Critical exponents for sample III as a function of voltage 
(5 Hz sampling rate). (d) Data from a second sequence of measurements on sample III identical to 
that in (c), showing that while the exponents 𝛼 and 𝜏 vary because of internal reconfigurations of 
the percolating device, the three estimates of 1/𝜎𝜈𝑧 remain in good agreement at every voltage. 
(e) and (f) Voltage-dependent data from sample IV (5 kHz and 5 Hz sampling rates, respectively), 
showing that criticality and self-similarity are observed on vastly different time scales. [97] 
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 higher voltages. This means that a few of the rare long IEIs (i.e. from the heavy tail in Figure 
3.14 (a)) may decrease the statistical quality of the data by chance. Another possibility is that 
the PASN system is on a chaotic phase space trajectory which oscillates about a critical point, 
and that the subset of that trajectory which corresponds to the 5V measurement was slightly 
away from the critical point. Finally, it may be possible that the system dynamics are critical 
at 4V and 6V, but not critical at 5V. However, as shown below, further investigations into 
the voltage dependence of avalanche dynamics do not support this conjecture. 
Figure 3.18 (b) contains the exponent values from measurements on sample II. These 
recordings were made using a digital oscilloscope which had a limited sample memory of 
2M points. Thus, in order to collect enough data to carry out a statistically meaningful 
analysis of avalanche dynamics, six measurements were made in succession and 
concatenated prior to the avalanche analysis. This result is labelled as ‘All’, while the other 
points along the 𝑥-axis of Figure 3.18 (b) show the exponents derived from performing the 
avalanche analysis on the constituent datasets. Of the six constituent datasets, the three 
critical exponent estimates are in agreement for all but one, with some agreeing better than 
others. Given that these measurements are nominally the same, it is likely that the fluctuations 
seen in the exponent values arise due to statistical variations. Whether this is in turn caused 
by a chaotic phase space trajectory along which the system moves around in the vicinity of a 
critical point is unclear but may be answered by computer simulations in some future work. 
The critical exponents from the ‘All’ case are in very good agreement, indicating that 
discrepancies in the shorter datasets are likely due to statistical limitations.  
A range of measurements were also carried out on two additional samples. Figure 3.18 
(c) and (d) show the resulting critical exponents for different DC voltage measurements on 
sample III, all measured at 5kHz. There is only one out of the ten datasets which produce 
1/𝜎𝜈𝑧 values which do not agree: the crackling relationship estimate (green) for the second 
6V measurement is not in agreement with the 〈𝑆〉(𝑇) estimate (blue). The critical exponents 
of the all of the other datasets are consistent with criticality, despite the range of different 
voltages (between 6V and 10V). This demonstrates that the observation of criticality does 
not depend strongly on the driving strength, consistent with SOC. For example, the 
avalanches in a sand pile would not depend on how fast individual grains are added to the 
pile, until the rate of addition became comparable to the time scale of the longest avalanches; 
One grain per day, or per hour, or per minute would make no difference, however, 1 grain 
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per 𝜇s would likely affect the avalanche dynamics, probably driving it into a supercritical 
state where one single continuous avalanche spans the entire system. 
Repeated measurements of sample III at the same voltage give critical exponent values 
which differ slightly, exemplified by the fluctuations in Figure 3.18 (c) and (d), and the 
differences between the two panels. Again, these measurements are nominally the same, the 
only difference being the initial configuration of the PASN for each measurement. The state 
of the network at any given time is the result of all previous stimulation and the switching 
activity which it induced. Despite the fluctuations in the values of the critical exponents, they 
agree in almost all cases, which is suggestive of a chaotic phase space trajectory, typical of 
critical systems [199]. 
To further demonstrate the reproducibility of the results, additional voltage dependent 
measurements were made on another PASN, sample IV. Figure 3.18 shows the resulting 
 
Figure 3.19: Scatter plot of the critical exponents from avalanches in PASNs.  Different 
coloured markers represent the values of 𝛼 and 𝜏 from each of the different panels in Figure 3.18. 
The mean values of 1/𝜎𝜈𝑧 are expressed as the slopes of the broken lines, which were found to be 
1.46 ± 0.05, 1.40 ± 0.03, and 1.40 ± 0.04 from the crackling relationship (green), 〈𝑆〉(𝑇) (blue), 
and shape collapse (cyan) respectively (uncertainties given by shaded segments are 1 standard 
deviation), indicating that there is no significant difference between the estimates from the three 
independent methods. This is confirmed by a single-factor analysis of variance (ANOVA) test (P 
= 0.47). This is strong evidence for universal avalanche dynamics in PASN devices. [97] 
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critical exponent values for (e) 5 kHz sampling rate, and (f) 5 Hz sampling rate. Even 
measuring the same sample at rates which differ by three orders of magnitude produces 
critical exponent values which are similar and in agreement, showing that the analysis is 
robust against the choice of sampling rate. Again, fluctuations are observed due to the chaotic 
trajectory of the PASN which produces statistical variations. 
In Figure 3.18 the format used to show the critical exponents makes the agreement 
between the values of 1/𝜎𝜈𝑧 for each measurement clear, but it is difficult to see how they 
compare as an ensemble. Hence, the same 𝜏 and 𝛼 values (all points in red and amber in 
Figure 3.18) are shown as a scatter plot in Figure 3.19. The crackling relationship (Eq. (41)) 
expresses 1/𝜎𝜈𝑧 in terms of 𝜏 and 𝛼, meaning that 1/𝜎𝜈𝑧 can be expressed as the slope of a 







   →    𝛼 =
1
𝜎𝜈𝑧
(𝜏 − 1) + 1 (42) 
The mean values of 1/𝜎𝜈𝑧 were calculated independently for the green, blue and cyan points 
in Figure 3.18, and are represented by the straight lines in Figure 3.19. The colours are 
consistent with those used in Figure 3.18: crackling relationship (green), 〈𝑆〉(𝑇) scaling 
(blue), and shape collapse (cyan). The mean values of 1/𝜎𝜈𝑧 were found to be 1.46 ± 0.05, 
1.40 ± 0.03, and 1.40 ± 0.04 respectively, where the uncertainties are the standard deviation 
of each set of exponent values, and are represented by the shaded segments in Figure 3.19. 
The agreement of the 〈1/𝜎𝜈𝑧〉 values, as well as the fact that the majority of the 𝜏 and 𝛼 
points fall within the standard deviation, are strong indicators of universal avalanche 
dynamics across all of the different measurements performed in this study [200]. This was 
further verified by a single factor ANOVA test which gave a p-value of 0.47, signalling that 
there is no significant difference between the sets of 1/𝜎𝜈𝑧 values obtained by the three 
independent methods. 
The results presented in this chapter satisfy some of the most stringent criteria for 
demonstrating criticality in a dynamical system [171]. Even sceptics of the traditional 
analysis of criticality, which relied solely on the presence of power law scaling (See Section 
3.1.2.3), suggest that the agreement of critical exponent values is unlikely to arise away from 
criticality and should therefore be sought for demonstrations of such [175]. The fact that DC 
measurements of PASN switching activity over a range of different devices, operating 
voltages, and measurement rates, produce critical exponents which are in agreement in almost 
all cases, is strong evidence that PASNs are in fact critical systems. 
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3.2.3.5 Choice of time bin size (∆𝑡) and ∆𝐺 threshold 
 One important parameter choice which affects the analysis of avalanches and the resulting 
exponent values is the size of the time bin ∆𝑡. A common method [30,31] is to use the mean 
IEI as the bin size, a practise which was adopted and used to produce the results of this 
chapter. However, as this is a free parameter, it is prudent to explore its effect on the analysis. 
Figure 3.20 presents the results of avalanche analysis on sample II using a wide range 
different sized time bins: (a) shows the distributions of avalanche size, (b) shows the 
distributions of avalanche duration, and (c) show the resulting critical exponent values for 
each bin size in the range 0.001 – 1 s. As the bin size increases, small avalanches are 
concatenated into larger avalanches due to the fact that avalanches must be separated by at 
least one inactive time bin. This results in an increasing proportion of large avalanches and 
causes the slopes of the size and duration distributions to decrease. This is reflected by the 
decreasing values of 𝜏 and 𝛼 as a function of increasing bin size in Figure 3.20 (c). 
Remarkably, while 𝜏 and 𝛼 decrease significantly, and the size and duration distributions in 
Figure 3.20 (a) and (b) change in terms of their slope and total number of avalanches, all but 
one bin size (∆𝑡 = 0.1 s) result in values of 1/𝜎𝜈𝑧 which are in agreement. This demonstrates 
 
Figure 3.20: Avalanche analysis using different sized time bins.  The detection of avalanches 
requires events to be binned in the time domain (Section 3.1.2). The size of this time bin was chosen 
in each case to be the mean IEI, and here it is shown that the conclusions of this chapter do not rely 
on this choice. (a) The avalanche size distributions, and (a) the avalanche duration distributions, 
for different bin sizes (0.001 – 1 s, blue - red). (C) The power law exponents of the size and duration 
distributions do change as a function of bin size (red and amber), but they do so in such a way that 
the three estimates of 1/𝜎𝜈𝑧 (crackling relationship: green; <S>(T): blue; shape collapse: cyan) 
are still consistent with criticality: green, blue, and cyan symbols agree within the uncertainties for 
almost every bin size. Note that the uncertainties increase for large bin sizes because the number 
of avalanches decreases significantly. The mean IEI is indicated by the vertical purple line. [97] 
(a)                                          (b)                                           (c) 
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that the choice of ∆𝑡 does not significantly affect the results of the avalanche analysis and 
provides further evidence for temporal self-similarity in PASN switching activity. 
Another free parameter which may bias the results of the avalanche analysis is the choice 
of ∆𝐺 threshold which is used to identify switching events from the PASN conductance 
measurements. All electrical measurements are subject to some level of noise which appears 
as random fluctuations. As demonstrated in Figure 3.13, the distribution of event sizes ∆𝐺 is 
approximately power law with many more small events than large events. The smallest 
measurable changes in conductance are on the order of the noise amplitude and so a 
distinction must be made between those fluctuations which arise due to switching events and 
those which correspond to noise. The threshold is therefore set just above the noise amplitude 
to be certain that the detected events are in fact due to switching. Further details on event 
detection can be found in Section 2.3.1. 
The threshold used in this study was 0.005 𝐺0, which is above the noise level. Because 
the sizes of events likely extend below the noise amplitude, there are always going to be some 
missed events, and the aim of the thresholding procedure is to maximize the number of 
captured events while ensuring that no false events are recorded. There is therefore some 
ambiguity about where the threshold should be set, and here it is shown that using a smaller 
 
Figure 3.21: Avalanche analysis after using different event detection thresholds. The value of 
the threshold is chosen to be close to but above the noise level. The data presented in this figure is 
from sample II but data from all samples show similar behaviour. (a) The avalanche size 
distribution is not significantly affected by changes to the threshold value over the range 0.001-
0.005 𝐺0 (red - blue). (b) The avalanche duration distribution is similarly robust against changes in 
the threshold value. (c) Although there is some variation in the values of the fitted exponents (𝜏 
and 𝛼) as a function of the threshold value (due mainly to the change in mean IEI value that is used 
for binning the data), the value of 1/𝜎𝜈𝑧 derived from the crackling relationship (green) is in good 
agreement with the 1/𝜎𝜈𝑧 values obtained from the 〈𝑆〉(𝑇) (blue) and shape collapse (cyan) over 
the entire range of threshold values. The demonstration of criticality is therefore not affected by 
the event detection procedure. [97] 
(a)                                           (b)                                           (c) 
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threshold within a reasonable range does not significantly affect the results of the avalanche 
analysis. 
Figure 3.21 contains the results of avalanche analysis performed on sample II after using 
a range of different thresholds during the event detection procedure: (a) shows the avalanche 
size distributions, (b) shows the avalanche duration distributions, and (c) shows the values of 
the critical exponents as a function of ∆𝐺 threshold over a range 0.001-0.005 𝐺0. Below 0.001 
𝐺0, the detection procedure is definitely picking up noise, so the exploration of threshold 
effects is limited to that value. As the threshold increases, the number of detected events 
decreases leading to longer IEIs and a longer 〈𝐼𝐸𝐼〉 (which is used as the time bin size). 
Hence, increasing the ∆𝐺 threshold has a similar effect to increasing the time bin size ∆𝑡 
(discussed above): the size and duration distributions become slightly flatter, leading to a 
small decrease in the values of the critical exponents 𝜏 and 𝛼, as shown in Figure 3.21 (c). 
Despite this, the values of 1/𝜎𝜈𝑧 are in good agreement at every threshold tested, 
demonstrating that the choice of ∆𝐺 threshold is substantially independent of the conclusion 
that PASNs operate in a critical regime.  
3.2.3.6 Statistical Verification of Power Law Distributions  
The avalanche analysis presented in this chapter is a more complete and robust demonstration 
of criticality than traditional methods which relied solely on power law scaling. Nonetheless, 
this analysis still hinges heavily on the presence of power law scaling and on the fitted 
exponents. Therefore, several statistical tests were conducted to be certain that the avalanche 
size and duration distributions are indeed power law and that the fitted exponents are correct. 
All of the histograms and probability distributions presented in this chapter were tested 
against power law, exponential, log-normal, and Weibull functions using the BIC (Section 
2.3.4.4). Figure 3.22 presents the results of this verification process. The avalanche size and 
duration PDFs (left) from sample I and sample II (as in Figure 3.15) are accompanied by their 
corresponding CDFs (middle). In each panel, all four functions being tested are shown in 
different colours: power law (𝑥−α, black), exponential (𝑒−λ𝑥), gray), log-normal 
(𝑥−1𝑒−𝜎
−2(𝑙𝑛 𝑥 − 𝜇)2/2, green), and Weibull (𝑥η−1 𝑒−γ𝑥
η
, cyan). The tables to the right contain 
the parameters of each model which were fitted using MLE (Section 2.3.4.2). The different 
functions were assessed using the BIC, the results of which are characterised by 𝑤𝐵𝐼𝐶 which 
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Figure 3.22: Comparison of power law and other fits to the avalanche size and duration 
distributions. Left: probability density functions, reproduced from Figure 3.15; centre: 
corresponding complementary cumulative distribution functions (CDF); right: tables of fitted 
parameters. Fitted curves are obtained for the data over the same ranges as are shown in Figure 
3.15 using MLE. The fits are compared using the Bayesian information criterion (BIC). The 
weights (𝑤BIC) indicate the relative probability that each model provides the best fit. The compared 
distributions are power law (𝑥−α, black), exponential (𝑒−λx), gray), log-normal 
(𝑥−1𝑒−𝜎
−2(𝑙𝑛 𝑥 − 𝜇)2/2, green), and Weibull (𝑥η−1  𝑒−γ𝑥
η
, cyan). Note that the log-normal and 
Weibull fits are so similar that it is difficult to resolve the green and cyan lines. In each case the 
power law distribution is favoured over all the others. [97] 
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gives the probability that a particular function gives the best fit to the data. In every case the 
power law is found to be the best fit.  
While the log-normal and Weibull distributions produce fits that appear to the naked eye 
comparable to the quality of the power law fit, the BIC takes into account the larger number 
of parameters required to achieve the fit. Note also that the mean of the log-normal 
distribution is 𝑒(𝜇+𝜎
2)/2 and the mean of the Weibull distribution is 𝛾−1/𝜂𝛤(1 + 𝜂−1) which 
are smaller than 1 (and in many cases smaller than 0.01) for every fit. These values are clearly 
unphysical and are incompatible with the actual means of the distributions. The unphysical 
fitted parameters are chosen by the fitting procedure because they result in log-normal and 
Weibull distributions that approximate power laws in their tails.  
The fitted power law functions were then subjected to the KS test (Section 2.3.4.3) where 
it is required that 𝑝 < 0.2 to reject the null hypothesis that the avalanche distributions are 
power law distributed. In all cases, it is found that this null hypothesis cannot be rejected 
(𝑝 > 0.2), leading to the conclusion that the sizes and durations of avalanches in PASNs are 
indeed power laws. 
3.2.4 Conclusions 
The aim of this chapter was to determine whether the switching activity observed in PASNs 
is consistent with the avalanches of criticality that exist in cortical tissue. It is hypothesized 
that the critical regime in which the brain operates provides many computational advantages, 
and that the same features may be beneficial for brain inspired computing approaches such 
as neuromorphic computing. Statistical analysis of the IEI probability distributions showed 
that they follow power law decay, indicative of correlated switching, which was supported 
by analysis of the ACFs which show slow power law decay corresponding to LRTC. The 
presence of correlations was verified by shuffling the original sequences which destroyed the 
correlations and produced exponential distributions which were markedly different than 
those of the original data.  
The distributions of avalanche sizes and durations were also shown to follow power laws, 
the critical exponents of which were determined by MLE and verified by the KS test. Power 
law distributed avalanche statistics are a sign of scale-free dynamics, which is consistent with 
observations of neuronal firing patterns. Further to this, it was demonstrated that the average 
size of avalanches in PASNs scale as a power law as a function of their duration, and that the 
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average shapes of avalanches collapse onto a universal scaling function, providing robust 
evidence for criticality. Finally, it was shown that the relationship between the critical 
exponent values are consistent with the unified theory of critical systems, a property which 
is considered to be one the most stringent criteria for demonstrating that a dynamical system 
is operating in a critical regime. 
Together, the evidence presented in this chapter makes a strong case that PASNs are 
critical systems and that their measured electrical signals exhibit many of the same statistical 
properties as the brain. This is a promising sign that PASNs may have computational power 
and paves the way towards the realization of a novel neuromorphic architecture that emulates 
the complexity and criticality of the biological brain; a characteristic which has so far been 









Chapter 4  
Introduction to Time-delay Reservoir 
Computing 
Section 1.4 introduced the different modes of nonlinear conduction in PASNs. Below a 
threshold voltage, the PASN is in a passive tunnelling regime (Section 1.4.4) in which the 
network topology remains fixed and conductance depends on applied voltage. Voltages 
which exceed the threshold push the PASN into an active switching regime (Section 1.4.5) 
where filaments are created and destroyed within tunnel junctions, resulting in a dynamic 
network topology and a voltage dependent switching rate. Chapter 3 demonstrated that in the 
active regime, switching events occur in avalanches that exhibit many scale-free properties 
which are consistent with LRTC and criticality. It is believed that critical networks, such as 
those in the cortex, offer a host of computational advantages over non-critical networks, 
including maximum computational power, information transfer and storage [13,33-36]. 
This chapter discusses a computational framework called time-delay reservoir computing 
(TDRC) in which the properties of PASNs outlined above are utilized to attempt pattern 
recognition and prediction tasks. Section 4.1 Introduces TDRC as an adaptation of 
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conventional RC which uses a single nonlinear dynamical node (NDN) to emulate a virtual 
reservoir. Section 4.2 describes several benchmark tasks commonly used to demonstrate 
computational abilities of novel neural networks/neuromorphic systems. In Section 4.3, a 
complete overview of the TDRC framework is given and the pre-processing and training 
procedures used in this thesis are described in detail. Section 4.4 contains a review of 
literature regarding novel implementations of physical TDRC systems. In Chapter 5, several 
software implementations of TDRC are explored and used to assess different NDN models 
and parameter choices. Finally, in Chapter 6 an experimental PASN-based TDRC 
implementation is used to perform two benchmark tasks, and Section 6.3 details plans for 
future work in this area, as informed by the simulation and experimental results. 
4.1 Introduction to TDRC 
Section 1.2.3 introduced reservoir computing (RC) as an adaptation of the recurrent neural 
network (RNN) model (Section 1.2.2). In RC, only output connections are trained and the 
hidden layer, or reservoir in this context, remains untrained. Motivated by the laborious 
training process required to implement RNNs, the RC approach significantly reduces the 
training cost for tasks like pattern recognition, classification and time-series forecasting. For 
these tasks, RC has been shown to compete with, and in some cases exceed the performance 
of traditionally trained RNNs [201]. RNNs are software implementations of bio-inspired 
computing principles, hence the original implementations of RC were also in software. More 
recently the RC framework has been employed in an increasing number of neuromorphic 
applications which has enabled the utilization of nonconventional computing hardware [201-
204] (discussed in Section 1.2.3). 
Why should PASNs be suitable for RC? 
PASNs are networks of nonlinearly interacting elements (tunnel gaps/atomic switches) which 
respond to external electric fields. It is therefore a reasonable conception that a PASN may 
be a suitable hardware platform with which to implement a neuromorphic RC system. If a 
PASN was used as a physical reservoir in place of the hidden layer and input signals encoded 
in applied voltage stimulus, then the higher-dimensional transformation (Section 4.3.4.1) 
which lies at the heart of neural network computation may indeed be carried out by the 
physical conduction mechanisms taking place within PASNs. As this transformation is the 
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most costly aspect of software-based RC approaches, a hardware-based approach using a 
PASN may yield a RC system which can perform classification/recognition/prediction tasks 
with superior power efficiency [51]. 
Why explore the time-delay variant of RC? 
The output of the hidden layer of a neural network has high dimensionality because there are 
many nodes within the network which have connections to the output layer, as illustrated by 
the red arrows in Figure 4.1. Training an RC system involves adapting the output connection 
weights such that the signal at the output nodes approximates the desired response. In 
hardware-based RC systems, the output layer and training are facilitated by a separate entity 
than the reservoir; typically by dedicated CMOS circuitry, or by a conventional computer 
[204-207]. Therefore, to use a PASN as a physical reservoir would therefore require multi-
contact device geometry: 𝑁 electrodes which are distributed spatially throughout the network 
of nanoparticles, providing 𝑁 different (but correlated) nonlinearly transformed 
representations of the input signal to the output layer. This is indeed a feasible idea, but at the 
time of this study, multi-contact PASNs are in their infancy and are not available for 
neuromorphic applications. Hence, to explore the computational capabilities of the two-
contact PASNs studied in this thesis, an alternative RC framework called TDRC is used. 
TDRC is a variant of RC which uses a single nonlinear dynamical node (NDN) to emulate 
a reservoir of nonlinearly interacting, spatially distributed nodes. Because TDRC requires 
only one real node, it is a suitable framework to explore computation using the two-contact 
PASNs studied in this thesis.  
The difference between RC and TDRC 
A full overview of the TDRC framework is given in Section 4.3 but the difference between 
RC and TDRC is summarised schematically in Figure 4.1 [202]. In RC, the connections 
between the nodes in the reservoir ensure that the state of each node depends on the states of 
the other nodes (spatial correlation), and the recurrent connections ensure that the state of 
each node depends on the previous state of the reservoir (temporal correlation). In TDRC, 
the reservoir is replaced with a delay line: a period of time during which the state of a single 
NDN is sampled at regular intervals, with each sample representing the state of a   virtual 
node. If the dynamical node is operating in a transient regime (i.e. never reaching a steady 
state), then its state at any time is dependent on previous states, thus providing temporal 
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correlation between the virtual nodes: an analogue of the spatial correlation between nodes 
in RC (discussed further in Section 4.3.4).  
Each loop around the delay line is equivalent to a time step 𝜏, such that a virtual reservoir 
of 𝑁 virtual nodes can be described by a state vector of length 𝑁 at every time step. The 
temporal correlation which is provided by the recurrent connections in RC is emulated in 
TDRC by a delayed feedback mechanism: the state of each virtual node on the 𝑘𝑡ℎ loop of 
the delay line is fed back into the NDN during the (𝑘 + 1)𝑡ℎ loop, thus providing a 
dependence between the states of the virtual reservoir at each time step. 
In RC, the input signal is fed simultaneously into the nodes of the reservoir via the blue 
connections in Figure 4.1 (a). This is impossible in TDRC because the virtual nodes are points 
 
Figure 4.1: Conventional RC scheme vs TDRC scheme. (a) A schematic diagram of 
conventional RC. Input nodes are randomly connected to the reservoir and input signals enter the 
reservoir in parallel. The spatial and recurrent connections between the nodes facilitate the 
projection of input signals to a higher-dimensional reservoir space. The output layer is a linear 
read-out mechanism which is trained to map the reservoir state to the desired output by adapting 
the connection weights represented by the red arrows. (b) A schematic diagram of TDRC. Inputs 
are flattened and fed sequentially into a single nonlinear dynamical node (NDN) represented by 
NL. Sampling the state of the NDN at regular intervals (𝜃) emulates a virtual reservoir of virtual 
nodes. The NDN must be kept in a transient state in order to facilitate temporal connections 
between virtual nodes, and recurrent connectivity is provided by an external feedback mechanism 
(not shown). Reproduced from Ref. [202] under CCL. 
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in time rather than points in space, hence the input signal must be flattened in a pre-processing 
step (Section 4.3.1). The output layer and training schemes used in TDRC (Section 4.3.5) are 
identical to those used in RC: some training data is fed into the reservoir and the state of each 
node is sampled at each time step producing a time-dependent response vector for each of 
the 𝑁 nodes in the reservoir. The final output of the reservoir is a linear combination of the 
response vectors and the training occurs by adapting the weights (i.e. the constant factors 𝑤𝑖 
in the linear combination described by Eq. (46)) so that the linear combination approximates 
the desired output as closely as possible. 
 Once the training is complete, testing of the system is performed using new data which 
is qualitatively similar to the training data. If the training was successful and the weights have 
been successfully adapted, then the reservoir will be able to generate a good approximation 
of the desired output, even though it has never been exposed to that input data before i.e. the 
system has “learned” to correctly identify patterns in the input signal. 
4.2 Tasks and Benchmarking 
Before moving on to a detailed description of the TDRC framework, it is useful to first 
introduce some of the benchmark tasks commonly used by the neuromorphic community. 
Conventional CMOS computer chips can all be compared quantitatively by technical 
specifications. For example, a CPU which has a clock speed of 1 GHz is better than a CPU 
operating at 1 MHz, 16 GB of RAM is better than 8 GB of RAM, etc. But neuromorphic 
computing is an emerging field comprising many different types of approaches and systems, 
which in most cases cannot be directly compared with one another in terms of technical 
specifications. This necessitates that neuromorphic architectures be assessed using their 
performance at some well-defined brain-like tasks (pattern recognition/classification/ 
prediction). This section describes several of the tasks commonly used to quantify the 
performance of reservoirs in RC.  
It should be noted that only the waveform discrimination (Section 4.2.2) and NARMA10 
(Section 4.2.4) tasks are explored in detail in this thesis. The remaining tasks outlined here 
are included to: support the review of literature results in Section 4.4; present alternative tasks 
which may be explored in future works in order to comprehensively demonstrate the 
computational abilities of PASN-based neuromorphic architectures.  
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4.2.1 Exclusive disjunction 
Exclusive disjunction, more commonly known as exclusive OR (XOR), is a Boolean logic 
operation which takes two binary inputs and outputs TRUE if those inputs differ and FALSE 
otherwise. It is closely related to the OR logic operation, which returns TRUE if either one 
of its inputs are TRUE, but XOR returns false for the case where both inputs are TRUE. As 
a classification task, the XOR task takes pairs of binary values (representing TRUE and 
FALSE) as inputs and requires a binary output corresponding to TRUE if the two input values 
are different, and FALSE if they are the same.  
As shown in Figure 1.4, XOR is a nonlinearly separable classification problem: the two 
classes TRUE and FALSE (denoted by the black and white circles) cannot be separated by a 
single linear boundary. This problem was studied extensively in the early days of neural 
network software [46,208] and is now commonly used only for illustrative purposes [38] and 
exploring the capabilities of new architectures [66]. 
4.2.2 Waveform Discrimination 
Waveform discrimination [146] is a classification task in which the input is a randomised 
sequence of different waveforms (e.g. sine and square) of equal period and amplitude. The 
task is to correctly classify each waveform in the sequence by outputting a different binary 
value for each class (e.g. 1 for a sine wave and a -1 for a square wave). The task may be 
adapted to include 𝑛 waveform types, which typically involves a “winner-takes-all” readout 
(Figure 4.2): 𝑛 linear output nodes (i.e. perceptrons; Section 1.2.1) are trained to each return 
‘1’ for one class and zero for the others. The reservoir states are read by each output node 
and the one which returns the closest value to 1 is the winner: the input waveform is identified 
as the winning class. 
The performance of the waveform discrimination task is characterised by the 
classification score: the proportion of waveforms which were classified correctly. The 
classification score is often expressed as a percentage of the total number of testing examples. 
The performance may also be characterised using the error between the virtual reservoir 
output ?̂? and the target function 𝑦. The error is often expressed as the normalised root-mean 
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square error (NRMSE) between the reservoir output ?̂?𝑘 and the target function 𝑦𝑘: 
 𝑁𝑅𝑀𝑆𝐸 =  √
1
𝑚





where 𝜎 represents the standard deviation and 𝑚 is the number of time steps in the target 
function. Better performance at the task corresponds to a lower NRMSE value. 
As in the case of XOR, this type of classification task requires nonlinear separation, but 
it is the classification of sequences of input values, whereas XOR uses static inputs. 
Therefore, this task is particularly well suited to demonstrate the effects of memory in neural 
networks and has been used to assess several TDRC implementations [146,201,209,210] 
where temporal correlation facilitates high dimensional projection within the reservoir. In 
this thesis, the sine-square waveform discrimination task is used extensively to study both 
numerical and experimental implementations of PASN-based TDRC systems. 
4.2.3 Nonlinear Channel Equalisation 
The nonlinear channel equalization task is based on a real-world problem in wireless 
communications. A sequence of characters 𝑠(𝑛) to be sent wirelessly to a receiver is first 
converted to an analogue envelope signal 𝑑(𝑛) and then modulated on a high-frequency 
carrier signal. The receiver demodulates the carrier to produce an analogue signal 𝑢(𝑛), 
which is a corrupted version of 𝑑(𝑛). The corruption is caused by thermal/interference noise, 
nonlinear distortion through high-gain amplifiers, and multipath propagation causing inter-
 
Figure 4.2: Winner-takes-all output layer. The output layer features one linear classifier for each 
of the classes in the input data. Each classifier is trained to output one for a particular class, and 
zero for all other classes. The classifier which outputs the highest value is the ‘winner’ and 
determines the class to which the input should belong. The margin is the difference between the 
output values of the winning classifier and the second place classifier indicates of the level of 
certainty of the classification. 
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symbol superposition [192]. The task is to de-corrupt the signal 𝑢(𝑛) so that it resembles 
𝑑(𝑛) as closely as possible. The de-corrupted signal is then converted back into characters, 
which should be the same as the original input sequence 𝑠(𝑛). The performance metric for 
this task is the error rate: the fraction of reconstructed characters which do not match those 
in 𝑠(𝑛). 
This task has been used to demonstrate practical utility for neuromorphic architectures 
[201,211], while many of the other common tasks (e.g. waveform discrimination) are used 
solely for research purposes.  
4.2.4 Nonlinear Auto-regressive Moving Average 
Tasks 
Nonlinear auto-regressive moving average (NARMA) tasks [202,212-216] are an example 
of chaotic time series prediction. There are two NARMA tasks commonly used to 
demonstrate the predictive capabilities of artificial neural systems: NARMA10 and 
NARMA30. Both tasks take a set of random values 𝑢(𝑘) in the interval [0, 0.5] as input with 
the aim of reproducing a target function 𝑦(𝑘). For NARMA10, the target function is given 
by the recursive formula 
 𝑦𝑘+1 = 0.3𝑦𝑘 + 0.05𝑦𝑘 [∑𝑦𝑘−𝑖
9
𝑖=0
] + 1.5𝑢𝑘𝑢𝑘−9 + 0.1 (44) 
At any point 𝑘, the amplitude of 𝑦(𝑘) depends on the previous ten random input values u(𝑘) 
and on the ten previous values of 𝑦(𝑘). Hence, the reservoir must have sufficient memory to 
 
Figure 4.3: Input and target functions for the NARMA10 task. The input 𝑢(𝑘) is a sequence 
of random values in the range [0, 0.5] (blue) from which the target function 𝑦(𝑘) is generated by 
Eq. (44) (red). At every point 𝑘, the target function depends on ten previous input and output points. 
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retain information about ten input and output points in order to construct a good 
approximation of the target function. The target function for the NARMA30 task depends on 
the previous 30 input and output values at any point 𝑘 and is given by the recursive formula 
 𝑦𝑘+1 = 0.2𝑦𝑘 + 0.04𝑦𝑘 [∑𝑦𝑘−𝑖
29
𝑖=0
] + 1.5𝑢𝑘𝑢𝑘−29 + 0.001 
(45) 
Given that the NARMA30 task requires information to be retained by the reservoir for 30 
points rather than ten points, this is a much more difficult task.  
In this thesis, only the NARMA10 task is explored, though the NARMA30 task should 
indeed be attempted in future work on PASNs. Figure 4.3 gives an example of a sequence of 
random input values 𝑢(𝑘), as well as the corresponding NARMA10 target function 𝑦(𝑘) 
given by Eq. (44). Because 𝑦𝑘+1 depends on 𝑢𝑘−9, the first 10 values of 𝑦(𝑘) are zero, 
Beyond the tenth point, 𝑦(𝑘) fluctuates in a chaotic manner. Because 𝑦(𝑘) is dependent on 
a sequence of random positive numbers, there is a possibility that the target function diverges 
for very long sequences [205]. Hence, sequences of 1000 values are used in this study to 
ensure that the task provides a significant challenge to the reservoir, but to avoid divergence. 
The performance of the reservoir at NARMA tasks is quantified by the NRMSE (Eq. (43)) 
between the reservoir output ?̂?𝑘 and the target function 𝑦𝑘. 
4.2.5 Spoken Digit Recognition 
Spoken digit recognition is a practical application where the aim is to correctly classify audio 
recordings of isolated spoken digits. Examples of this task [204,205] use a subset of the NIST 
TI-46 corpus [217] which contains ten digits (0…9) each recorded ten times by five different 
female speakers. The required pre-processing for this task typically involves the use of a 
cochlear model [218] which converts the audio waveform into frequency channels. Cochlear 
models vary in their complexity, the simplest being a linear cochlear filter which is 
approximately equivalent to a Fourier transform. However, the most realistic cochlear filters 
feature a nonlinear component which have recently been shown to be capable of providing 
sufficient separation as to successfully perform spoken digit recognition tasks without the 
need for a reservoir at all [219]. Ref. [219] therefore recommends avoiding the use of 
nonlinear cochlear filters when exploring reservoir performance as they can obscure the true 
role of the reservoir in the computation. 
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Following the cochlear filter, time series corresponding to different frequency channels 
(representing the intensity of each bin in the frequency domain during the recording) are fed 
into the reservoir where they are nonlinearly transformed. The transformed signals are passed 
to a readout layer which is a winner-takes-all array of linear classifiers (shown in Figure 4.2), 
one for each digit. Each classifier is trained to output ‘1’ for its specific digit and ‘-1’ or ‘0’ 
for all other digits. The reservoir states are passed simultaneously to all of the trained 
classifiers, and the one which produces the largest positive value is the “winner”, resulting in 
the audio input being classified as the digit corresponding to that linear classifier.  
Task performance is measured in two ways: the word error rate (WER) which is simply 
the relative number of incorrect classifications expressed as a percentage of the total number 
of testing examples; and the margin, which denotes the smallest difference in the output 
values of each classifier in the output layer. 
4.2.6 Santa Fe Laser  
Santa Fe laser is a one-step time series prediction task. The input data originates from an 
experimental measurement of the intensity of an 81.5 𝜇m 14NH3 cw (FIR) laser which 
exhibits Lorentz chaotic dynamics [220]. The task is to predict the next value in the sequence 
for every time step. Thus, the target function is equivalent to the input sequence shifted 
forward by one time step. An example of the Santa Fe laser data set is shown in Figure 4.4 
(a), and a zoomed in plot of the input and target sequences in Figure 4.4 (b) [205]. As in the 
case of the waveform discrimination and NARMA tasks, performance is characterised by the 
error between the reservoir output and the target function; often expressed as the NRMSE 
(Eq. (43)).  
4.2.7 MNIST Image Classification 
The MNIST (Modified National Institute of Standards and Technology) database [221] is a 
database of images of handwritten digits (0…9) which is commonly used for training image 
processing systems [222] and in training and testing machine learning algorithms [223]. It is 
derived from re-mixing the original NIST database [224] testing and training sets, which 
were from American Census Bureau employees and American high school students 
respectively. The qualitative differences between the training and testing sets made classifiers  
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difficult to train on the original NIST database, an issue which MNIST avoids by mixing the 
two datasets. Additional modifications include normalizing the images to 28×28 pixels and 
anti-aliasing the original black and white images which introduced greyscale levels. In total, 
the MNIST database contains 60,000 training images and a further 10,000 testing images.  
Hierarchically organised deep convolutional neural networks (see Section 1.2) are the 
best performing architectures at classifying the MNIST dataset at an error rate of only 0.23% 
[225], surpassing the performance of support vector machines used by the creators of the 
MNIST database (0.8% error rate) [221]. In 2017, an extended MNIST database (EMNIST) 
was published which contains hand-written letters in addition to the original MNIST data 
[226]. EMNIST contains 240,000 training and 40,000 testing images of alphanumeric 
characters. 
 
Figure 4.4: Santa Fe laser data. (a) An example of a chaotic time series measurement from the 
Santa Fe laser. (b) Points connected by dotted line is a subset of the data shown in (a), while the 
points connected by the solid line represent the corresponding target function; equivalent to the 
original time series shifted forward by one step. The task is to predict the next value in the chaotic 











                                       
(b)                                        
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Classification of the MNIST dataset typically involves training a neural network or 
neuromorphic architecture with an output layer of ten linear classifiers using the winner-take-
all approach (Figure 4.2) where each linear classifier is trained to output 1 for one of the ten 
digits, and -1 (or zero) for all others. For each image, the classifier which outputs the largest 
positive value is the winner and determines the class to which the image should belong. 
MNIST has been used to demonstrate classification ability in neuromorphic architectures 
including those based on reservoir computing [206,227-229]. Although not explored in this 
thesis, successful classification of the MNIST database would provide strong evidence of the 
computational power of PASN-based architectures and it is therefore recommended for 
exploration in future works.
4.3 Time Delay Reservoir Computing 
Overview 
Section 4.1 gave an introduction to TDRC and described the ability of a single time-
multiplexed single nonlinear dynamical node (NDN) to emulate a conventional reservoir of 
spatiotemporally correlated nodes. This section gives a detailed overview of the TDRC 
framework in terms of its three layers: Section 4.3.1 introduces the input layer and details the 
required pre-processing of the input signal, Section 4.3.4 describes the hidden layer and the 
key parameters which determine the connectivity structure of the virtual reservoir, and 
Section 4.3.5 elucidates the training of the output layer. The explanations given throughout 
this section are supported by examples of the sine-square waveform discrimination task 
(Section 4.2.2) using TDRC implemented in software with the Mackey-Glass NDN. The 
descriptions in this section are adapted from Ref. [205] which provides a comprehensive 
explanation of the TDRC framework. 
4.3.1 Time Scales 
There are several important time scales which must be explicitly defined in order to 
understand the TDRC framework. The first is the time step 𝜏 which is equal to the length of 
the delay line. Each time step is denoted by the index 𝑘. It is important to distinguish this 
definition of a time step from a sampling interval; two terms which are commonly used 
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interchangeably. During each time step 𝜏, the state of the NDN is sampled 𝑁 times at regular 
intervals 𝜃, such that 𝜏 = 𝑁𝜃. Each sample is denoted by the index 𝑖 such that 𝑖 = 1, …, 𝑁. 
These 𝑁 samples make up the 𝑁 virtual node states which describe the state of the virtual 
reservoir at some time step 𝑘 (discussed further in Section 4.3.4). There is one input value 
𝑢(𝑘) for each time step 𝑘 which is injected into the NDN for the duration 𝜏. Correspondingly, 
there is one output value ?̂?(𝑘) for each time step 𝑘 which is created by linearly combining 
all 𝑁 of the virtual node states sampled during that time step.  
Time is, in principle, a continuous variable denoted by 𝑡𝑘,𝑖. The subscripts indicate that 
time is measured both in time steps and sampling intervals. For example, the state of the 𝑖𝑡ℎ 
virtual node at the 𝑘𝑡ℎ time step is sampled at 𝑡 = 𝑘𝜏 + 𝑖𝜃.  
The final important time scale is the response time of the NDN which is characterised by 
a time constant 𝑇. The response time of the NDN describes how long it takes the node to 
reach a steady state after being subject to some new input. The convention adopted in this 
thesis is to normalize time such that 𝜃 = 1 and then describe the other time scales (𝜏, 𝑇) in 
terms of 𝜃. 
4.3.2 Nonlinear Dynamical Nodes 
Nonlinear dynamical nodes (NDNs) are objects, which may or may not be physical, that 
exhibit some nonlinear dynamical response to external stimulation. An unphysical NDN 
could be an equation or model (e.g. the Mackey-Glass Oscillator (MGO) in Section 5.1) 
which is implemented numerically on a computer. Conversely, a physical NDN could be a 
real system which is being physically stimulated and its response measured. This thesis 
explores both unphysical and physical NDNs. The former are referred to as numerical NDN 
models, while the latter are referred to as physical NDNs. Explicitly, the Tunnelling Regime 
NDN (TRNDN) and Switching Regime NDN (SRNDN) introduced in Sections 5.2 and 5.3 
respectively, are numerical models based on real PASN behaviour. The experimental 
implementation of TDRC in Chapter 6 uses a physical PASN in the tunnelling regime and is 
thus referred to as a physical TRNDN. 
118 |                                            Chapter 4 - Introduction to Time-delay Reservoir Computing 
 
 
4.3.3 Input Processing 
In a conventional RC scheme, the reservoir is comprised of many interconnected nodes, as 
shown in Figure 4.1 (a). The input layer has many input nodes which are connected to the 
nodes of the reservoir via weighted connections (blue arrows). Input signals are fed 
simultaneously into the reservoir through these input connections. Conversely, in TDRC the 
reservoir (called a virtual reservoir) is emulated by time multiplexing a NDN: virtual nodes 
are points in time along the delay line, rather than points in space like the nodes in a 
conventional reservoir. It is therefore not possible to inject input signals to all nodes of the 
virtual reservoir simultaneously, and the input signals must be “flattened” in a pre-processing 
step. This involves a sample and hold operation and a masking operation which are detailed 
below. 
The input layer takes a discrete input 𝑢(𝑘), which in the case of the waveform 
discrimination task is a balanced random sequence of sine and square waveforms of equal 
period and amplitude. 𝑢(𝑘) is transformed into a piecewise continuous function 𝐼(𝑡) by 
sampling and holding 𝑢(𝑘) for a duration τ. This duration τ is the length of the delay line and 
relates 𝑢(𝑘) and 𝐼(𝑡) by 𝐼(𝑡) = 𝑢(𝑘) for 𝜏𝑘 ≤ 𝑡 <  𝜏(𝑘 + 1). An example of 𝑢(𝑘) and the 
corresponding 𝐼(𝑡) are shown for a single sine wave in Figure 4.5. The reason for this sample 
and hold operation is so that each node in the virtual reservoir receives the same input signal 
at each time step, just as each input node would receive the same input signal at each time 
step in a conventional reservoir. In TDRC each time step 𝑘 is equal to the length of the delay 
line τ. The example in Figure 4.5 shows a sine wave sampled eight times per waveform period 
meaning that the period of the waveform is 8𝜏. 
The 𝑁 virtual nodes in the delay line are defined by multiplying 𝐼(𝑡) by the piecewise 
continuous binary mask function 𝑀(𝑡) which is constant over the period 𝜃 (where 𝜃 = 𝜏/𝑁) 
and periodic over the period 𝜏. Figure 4.6 shows the functions 𝐼(𝑡) and 𝑀(𝑡), as well as the 
resulting function 𝐽(𝑡), which is the pre-processed input to be injected into the NDN. The 
mask serves two purposes: firstly, it emulates the role of input connection weights in 
conventional RC (blue arrows in Figure 4.1 (a)) by multiplying the input to each virtual node 
by a different value (though only values of ±1 are used here whereas conventional RC input 
connections can be float values within this range). Secondly, and perhaps more importantly,   






Figure 4.5: Sample and hold operation. The raw input signal 𝑢(𝑘) (blue) and the 
corresponding 𝐼(𝑡) (red) resulting from a sample and hold operation. 
 
Figure 4.6: Masking procedure. Top: A zoomed view of the same 𝐼(𝑡) trace as in Figure 4.5. 
Middle: A 6-bit binary mask, 𝑀(𝑡), which is periodic over  𝜏 and constant over 𝜃. Bottom: The 
pre-processed input signal to be fed to the hidden layer, 𝐽(𝑡) = 𝐼(𝑡)𝑀(𝑡). 
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the mask keeps the NDN in a transient regime by choosing the period 𝜃 such that 𝜃 ≲ 𝑇 ≪
 𝜏, where T is the time scale of the nonlinear node [230]. By setting 𝜃 < 𝑇, the node is never 
allowed to reach a steady state, and information can pass from one virtual node to the next 
creating an interconnection structure (in time) which emulates the spatial connectivity 
between nodes in a conventional reservoir. The temporal connectivity structure of the virtual 
reservoir is discussed in Section 4.3.4. 
4.3.4 Hidden Layer 
4.3.4.1 Increasing Dimensionality 
The hidden layer is responsible for the higher-dimensional transformation of the input signal. 
In conventional RC approaches, this transformation is achieved by feeding input signals into 
the reservoir where each node nonlinearly transforms the signal it receives and passes it to 
other nodes in the reservoir. At each time step, each node receives (i) signals from the input 
layer, (ii) signals from other nodes in the reservoir, and (iii) signals from itself from the 
previous time step via recurrent connections. At each node in the reservoir, these three types 
of signals are combined and nonlinearly transformed to determine the state of that node 
(represented by a scalar value) at each time step. The state of the node is the signal which is 
then transmitted at the next time step to: other nodes in the reservoir via the weighted node-
to-node connections; the same node via recurrent connections. The state of a reservoir of 𝑁 
nodes can therefore be described by a 1 × 𝑁 array of node states at each time step. Because 
the state of each node depends on the input signal, the previous states of the other nodes, and 
on its own previous state, the state of the reservoir can be considered a higher dimensional 
representation of the input signal.  
For example, in the task of waveform discrimination, the input signal might consist of a 
sequence of sine and square waveforms: a vector of 𝐾 amplitude values where 𝐾 is the total 
number of time steps in the sequence. When injected into a reservoir of 𝑁 nodes, this 1 × 𝐾 
input signal is transformed into an 𝑁 × 𝐾 array of node states, the evolution of each node 
being described by a 1 × 𝐾 array of states. The reservoir has therefore increased the 
dimensionality of the input signal by a factor of 𝑁. These 𝑁 representations are correlated 
because the state of each node depends on the states of the other node. This correlation is an 
essential property of the reservoir output, because it allows the 𝑁 representations of the input 
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signal to be recombined at the output layer in a useful way (Section 4.3.5). If the node states 
did not depend on one another, then the 𝑁 representations of the input signal would be 
independent transformations, not corresponding to a single higher dimensional space, but 
rather to many independent spaces of the same dimensionality as the input signal. Higher 
dimensional transformations increase the separability of different classes of inputs [60], so it 
is crucial that the reservoir projects the input onto a single high-dimensional space, rather 
than many independent low-dimensional spaces. The connectivity between the nodes in a 
reservoir is therefore a vital component of an effective RC implementation. 
The virtual reservoir in TDRC must produce the same higher-dimensional 
transformation as described in the above paragraphs. The 𝑁 virtual nodes are points in time 
along the delay line, at which the state of a single NDN is sampled. In physical 
implementations, the state of the NDN is defined as the value of some observable quantity of 
the physical NDN. This observable is called the explanatory variable 𝑥(𝑡). Each loop of the 
delay line  corresponds to a single time step 𝜏 (see Figure 4.1), during which 𝑁 samples of 
𝑥(𝑡) are taken. Each of these samples represents the state of a virtual node. The interval 
between each sample is 𝜃 (such that 𝜏 = 𝑁𝜃) during which time the NDN is responding to 
the input it is receiving, evolving to the next virtual node state.  
The connectivity between virtual nodes must therefore be temporal in nature: the state of 
the NDN at 𝑡 = 𝑛𝜃 must depend on the state of the NDN at 𝑡 = (𝑛 − 1)𝜃, meaning that the 
NDN must possess some memory. If the NDN responds to a new input with some time 
constant 𝑇, then the state of the NDN after receiving the input depends on both the new input, 
and on its previous state, for a short while after the new input is applied. It is the relationship 
between the time constant 𝑇 and the sampling interval 𝜃 which determines the connectivity 
between virtual nodes, as shown in Figure 4.7. If the state of the NDN is sampled at short 
intervals relative to its time constant (𝜃 ≪ 𝑇), then the state of the NDN depends mostly on 
its previous state, having had insufficient time to respond fully to the new input (green in 
Figure 4.7 (a)). Conversely, if the NDN is sampled at intervals much longer than its time 
constant (𝜃 ≫ 𝑇), then the state of the NDN depends only on the new input, its response 
having completely saturated (red in Figure 4.7 (a)). It is only when the sampling interval is 
of similar duration to the time constant of the NDN (𝜃~𝑇) that the state of the NDN depends 
at all times on both its previous state, and on the new input (black line in Figure 4.7 (a)). This 







Figure 4.7: 𝜽/𝑻 determines the connectivity between virtual nodes. The pre-processed input 
signal, 𝐽(𝑡) (blue), and the response of a Mackey-Glass NDN for different ratios of 𝜃/𝑇:  𝜃 ≫ 𝑇 
(red) results in a saturated NDN response leading to small variation in the virtual node states,  𝜃 ≪
𝑇 (green) produces a highly damped output with approximately linear dynamics, and  𝜃 ≲ 𝑇 
(black) produces a rich nonlinear transformation of the input signal as the node is kept in a transient 
regime. (b, c) Illustrations of the connectivity structure between the virtual nodes. (b) In the case 
where  𝜃 ≫ 𝑇, the saturated NDN response (red in (a)) means that the virtual node states are 
independent and depend only on their own previous states due to the delayed feedback mechanism. 
(c) In the case where  𝜃 ≲ 𝑇 (black in (a)), the NDN is in the transient regime and the virtual node 
states are dependent on one another. The different dashed lines represent the connection strength, 
smaller dashes indicating stronger connections. Nodes which are directly adjacent have stronger 
connections, and connection strength decreases between nodes which have larger separation along 
the delay line. (a) was generated using the MGO model (Section 5.1); (b, c)  Reproduced from Ref. 
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is called the transient regime, as every virtual node state corresponds to the transient response 
of the NDN to the present input. In this regime, the state of each virtual node is dependent on 
the states of the virtual nodes which precede it in the delay line. Hence, keeping the NDN in 
a transient regime provides temporal connectivity between virtual nodes, and the strength of 
the connectivity is determined by the relative values of 𝜃 and 𝑇, as illustrated in Figure 4.7 
(b) and (c).  
The fact that the NDN must remain in the transient regime elucidates the importance of 
the role of the masking function 𝑀(𝑡) which is applied to the input signal at the pre-
processing step. 𝑀(𝑡) is constant over 𝜃, during which time the NDN is responding to a 
constant input and the choice of 𝜃/𝑇 determines the extent to which the NDN responds. The 
exact sequence of binary values in 𝑀(𝑡) determines the connectivity structure between the 
virtual nodes, equivalent to the randomly weighted connections between nodes in a 
conventional reservoir [230]. So, it is the masking function which is responsible for keeping 
the NDN in the transient regime and providing connectivity between the virtual nodes.  
For the TDRC implementations in this thesis, time is normalised such that 𝜃 = 1 and the 
time constant 𝑇 is then expressed in terms of 𝜃. The relationship between 𝑇 and 𝜃 is 
extensively explored as a key parameter for both numerical and experimental TDRC 
implementations (Chapter 5 and Chapter 6).  
4.3.4.2 Nonlinearity 
Section 4.3.4.1 described the mechanism by which a virtual reservoir projects an input signal 
onto a higher dimensional space. This is the core role of the hidden layer and enables 
successful separation of different classes of inputs. However, this higher dimensional 
representation is only useful if the transformation of the input signal is nonlinear.  
The output of RC is generated at the output layer (Section 4.3.5) by creating a linear 
combination of the 𝑁 representations of the input signal (one produced by each output node 
in the reservoir). If these 𝑁 representations are simple linear transformations of the input 
signal, then any linear combination of them will result in the equivalent of a single linear 
transformation of the input. In this case a true higher-dimensional transformation has not 
been achieved: each of the 𝑁 representations of the input signal are simply scaled versions 
of one another and reduce to a single, low-dimensional representation. Consequently, the RC 
output must follow the same evolution as the input signal, and nonlinearly separable classes 
(e.g. XOR, Section 4.2.1) cannot be distinguished. If, however, each node in the reservoir 
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performs a nonlinear transformation on the signal it receives, the 𝑁 representations of the 
input signal can be combined linearly to produce an output which follows a different time 
evolution i.e. one which cannot be produced by a linear transformation. Only then can 
nonlinearly separable classes be distinguished. 
For example, Figure 4.8 illustrates how linear separability is achieved using a nonlinear 
projection onto higher-dimensional space. The two response classes of the XOR problem 
(yellow spheres: true; red stars: false) cannot be separated by a single straight line in 2-D. In 
3-D however, the two classes may be separated by a single linear plane, but only if the 
transformation is nonlinear i.e., they have different positions along the newly introduced 𝑧-
dimension. If the transformation was linear, then each sphere/star would have the same z-
value, and the classes would remain inseparable. 
In conventional RC, the nonlinear transformation is produced by a nonlinear activation 
function at each node in the reservoir: All of the inputs to a node are summed and passed 
through the activation function to produce the output of that node which is then distributed 
to other nodes in the reservoir at the next time step. In TDRC, the NDN must exhibit a 
nonlinear response to the input signal to generate the required nonlinear transformation.  
4.3.4.3 Recurrence 
Sections 4.3.4.1 and 4.3.4.2 explain how the connectivity between nodes in a reservoir, and 
the nonlinear transformations taking place at each node, produce a higher dimensional 
 
Figure 4.8: Linear separability results from nonlinear higher-dimensional projection. (a) The 
XOR problem in a two-dimensional space: yellow spheres represent the true response, while red 
stars represent the false response. The two classes of response cannot be separated by a single 
straight line. (b) Projection to a higher dimensional space (i.e. adding the 𝑧-dimension) allows the 
two classes to be separated by a linear 2-D plane, only if the projection is nonlinear. A linear 
projection onto a 3-D space would mean that each sphere/star had the same 𝑧-value, and the classes 
would remain inseparable by a linear 2-D plane.  Reproduced from Ref. [202] under CCL. 
(a)                                                                  (b)                                        
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representation of the input signal which can be used to perform classification tasks. Another 
important feature of a reservoir is recurrent connectivity: connections which span different 
time steps.  
In conventional RC, the nodes feature explicit connections which pass the state of each 
node to the same node at the next time step. This gives the reservoir memory and allows for 
the classification of sequences of inputs (Section 1.2.2). In TDRC, where the nodes are points 
in time along the delay line, the memory of the NDN, which is characterised by the response 
time 𝑇, facilitates the temporal connectivity between the nodes in the virtual reservoir. As 
this connectivity is an analogue of the spatial connectivity between nodes in conventional 
RC, the recurrent connections in a virtual reservoir must be supplied by another mechanism. 
A delayed-feedback loop is used for this purpose. By combining the previous state of the 
virtual reservoir at each time step with the new input signal, the state of each virtual node is 
dependent on its own previous state, fulfilling the role of the recurrent connections in RC. 
The role of delayed feedback and its effect on reservoir performance is explored in both 
numerical and experimental implementations of TDRC (Chapter 5 and Chapter 6). 
4.3.5 Output Layer and Training 
The output layer and training procedures used in TDRC are identical to those of conventional 
RC. When a 𝐾 × 1 sequence of inputs 𝐽(𝑡) is injected into the reservoir, a 𝐾 × 𝑁 matrix of 
node states 𝑋 is produced. Each row is the state vector of the reservoir at one time step 𝑘 
where 𝑘 ∈ [1, 𝐾], and each column represents the response of one node as a function of time. 
This matrix is called the predictor matrix or observation matrix as it contains observations of 
the virtual reservoir (values of the explanatory variable which define virtual node states) 
which are used to predict the target function. The 𝐾 × 𝑁 predictor matrix has a constant bias 
term13 added to it so that it becomes 𝐾 × (𝑁 + 1).  
The output layer is a map from the state of the reservoir 𝑋(𝑘) to the desired output i.e. 
the target function 𝑦(𝑘). This map is achieved by training a set of weights 𝑤𝑖 where 𝑖 ∈
 [1, 𝑁 + 1] so that a linear combination of the 𝑁 + 1 columns of 𝑋, ?̂?(𝑘), can be constructed 
to approximate the target function 𝑦(𝑘): 
 
13 The bias term allows for the vertical offset of ?̂? to be fitted to that of the target function 𝑦 by adapting the 
corresponding weight 𝑤𝑁+1 during training.  
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 ?̂?(𝑘) = ∑ 𝑤𝑖
𝑁+1
𝑖=1
𝑥𝑖 ≈ 𝑦(𝑘) (46) 
The weights 𝑤𝑖 are chosen to minimize the mean square error between ?̂?(𝑘) and 𝑦(𝑘) i.e. 
‖𝑋𝑤 − 𝑦‖2. This is achieved by linear regression, using  
 𝑤 = (𝑋†𝑦)𝑇 (47) 
where † denotes the Moore-Penrose pseudoinverse which is used to find a solution to a 
system of linear equations which may not have a unique solution. This training process is 
carried out using some subsection of the dataset called ‘training data’ (usually 50% of the 
dataset) and results in a set of weights being chosen for the output layer. A subsequent testing 
process is then performed on the remainder of the dataset (which was not used in the training 
process) using the predetermined weights. If the reservoir has been successfully trained, the 
output ?̂?(𝑘) should approximate the target function 𝑦(𝑘) for the testing data with similar 
accuracy to that observed in the training process. 
In the case of overfitting, where the training successfully produces weights that can 
generate a good approximation of 𝑦(𝑘) for the training data, but fails to do so for the testing 
data, regularization may be used requiring an additional validation process. In this thesis, the 
method of Tikhonov regularization, otherwise known as ridge regression, is used to 
circumvent overfitting [51,52]. Unlike simple linear regression, which seeks to minimize the 
mean square error ‖𝑋𝑤 − 𝑦‖2, ridge regression aims to minimize the cost function  
 ‖𝑋𝑤 − 𝑦‖2 + ‖𝜆𝑤‖2 (48) 
where 𝜆 is a constant called the ridge parameter which has the effect of penalizing large 
weights. The larger the value of 𝜆, the greater the penalty, and the smaller the magnitude of 
the chosen weights. When using ridge regression, the training process involves choosing a 
wide range of 𝜆 values and obtaining a set of weights 𝑤 which minimizes Eq. (48) for each 
𝜆 value. This necessitates the validation procedure, whereby a set of validation data which is 
exclusive to the training and testing data is used to choose the best 𝜆 value, and therefore the 
best set of weights. This is achieved by selecting the value of 𝜆 which produces the lowest 
normalized root mean square error (NRMSE) between the constructed linear combination 
?̂?(𝑘) and the target function 𝑦(𝑘) for the validation dataset. 
The TDRC procedure used in this thesis is summarised in Figure 4.9, using the 
sine/square waveform discrimination task (Section 4.2.2) as an example. Figure 4.9 (a) shows 
4 . 3  Time Delay Reservoir Computing Overview | 127 
 
 
the discretised sequence of sine and square waveforms, each cycle of which has eight time 
steps denoted by the red dots. The top panel of Figure 4.9 (b) shows a subsection of 𝐽(𝑡) 
containing a sine and square waveform after the mask has been applied. The mask has 𝑁 =
12 bits, so there are 12 virtual nodes along the delay line. The bottom panel of Figure 4.9 (b) 
shows the response of a Mackey-Glass NDN (Section 5.1) to the input stream in the top panel. 
Figure 4.9 (c) shows the NDN response over one time step 𝜏, which is equivalent to one loop 
around the delay line, during which the state of the NDN is sampled 𝑁 times at intervals of 
𝜃. These 𝑁 samples represent the state of the virtual reservoir during that time step which is 
mapped to the target function (Figure 4.9 (d)) by combining the virtual node states into a 
weighted linear sum. One set of 𝑁 weights are found by minimising the difference between 
the reservoir output ?̂?(𝑘) (red circles) and the target function 𝑦(𝑘) orange line for the training 
data. That set of weights is then applied to every time step in the testing data, in the manner 
shown in Figure 4.9 (c) and (d). If the weights have been correctly determined, the virtual 
reservoir is trained and the reservoir output ?̂?(𝑘) should be a good approximation of the target 
function 𝑦(𝑘). 
For sequence classification tasks, such as waveform discrimination, one final step called 
“output squashing” is performed. Each time step 𝑘 produces one point in ?̂?(𝑘)  
and each waveform contains 8 time steps14 (see Figure 4.9 (a)). However, each waveform 
belongs to only one class: sine or square. Thus, it is necessary to “squash” the eight values 
into a single value which can be used to assign the predicted class for that waveform. This is 
performed by taking the mean of ?̂?(𝑘) over each waveform period i.e. 8 time steps, which is 
denoted as 〈?̂?〉. In this thesis, if 〈?̂?〉 is positive then the waveform is classified as a sine wave, 
and if 〈?̂?〉 is negative, the waveform is classified as a square wave. This is similar to using a 
threshold function (with the threshold at zero) which is a common method of squashing the 
output [231].  
 
14 In theory, any number of timesteps could be used for each waveform. In this thesis, the convention is to 
use 8 time steps per waveform, consistent with Refs. [146,201,209,210]. 





Figure 4.9: Summary of TDRC procedure. An example of sine/square waveform discrimination 
demonstrating how the target function is approximated by the virtual reservoir output. (a) The 
discretised input sequence of sine and square waveforms using 8 time steps (𝜏) per cycle. (b) Top: 
A subsection of the input sequence 𝐽(𝑡) showing the masked waveforms. The mask length is 𝜏 =
𝑁𝜃 where 𝑁 = 12. Bottom: The response of the single NDN to the input sequence. In this case, a 
Mackey-Glass NDN was used (Section 5.1) with 𝑇 = 1𝜃,  𝜂 = 0.5, 𝛽 = 0.05 and 𝑝 = 1. (c) A 
zoomed region of the NDN response showing that the state of the NDN is sampled at intervals of 
𝜃, making up the 12 virtual node states in each time step. (d) Each of the 𝑁 virtual node states are 
multiplied by a weight 𝑤𝑖, where 𝑖 = 1…𝑁, such that their linear combination produces the correct 
value corresponding to the target function shown in red. As this section of data corresponds to the 
second time step in a sine wave, the target value is one, while for square waves, the target values 
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The NARMA10 task (Section 4.2.4), which is also explored in this thesis, uses the same 
procedure as the waveform discrimination task in Figure 4.9. The only differences are that 
the inputs are random input values 𝑢(𝑘) in the interval [0, 0.5] rather than waveform 
amplitude values, and the target function, which for NARMA10 is given by Eq. (44). Each 
input value is masked and applied for one time step. As NARMA10 is a time series prediction 
task rather than a sequence classification task, no squashing of the output is required. 
4.4 Related Literature 
This section reviews literature regarding the use of the TDRC framework in hardware 
applications of reservoir computing, a field which has gained increasing interest in recent 
years. Further details on such implementations, and on those utilizing conventional RC for 
neuromorphic applications, can be found in the review in Ref. [232] and citations therein. 
TDRC, as outlined in Sections 4.1 and 4.3, was first conceptualized in Ref. [205]. 
Conventional RC requires a network of many nodes in order to generate a high-dimensional 
representation of input signals. Time-delayed dynamical systems on the other hand can 
generate high-dimensional patterns [233] requiring only a single NDN which is time-
multiplexed to emulate a network of virtual nodes [202]. In neuromorphic implementations 
of RC, where the reservoir must be facilitated by a physical system, device complexity and 
power consumption can be largely reduced by the need for only one physical node. Hence, 
TDRC is becoming a popular choice for novel hardware implementations of RC 
[51,201,202,204].  
4.4.1 Electronic Circuit Implementation 
The first hardware implementation of TDRC was an analogue electronic circuit which 
emulated the Mackey-Glass oscillator (Section 5.1) and featured a delayed feedback 
mechanism [202]. Two benchmark tasks were used to demonstrate classification and 
prediction capabilities: spoken digit recognition (Section 4.2.5), and NARMA10 (Section 
4.2.4).  
The WER of the spoken digit recognition task was reported to be 0.2%, a result which is 
comparable to the best performing software implementations of conventional RC at the time 
[234]. A simulation of the analogue circuit was also found to perform well at the spoken digit 
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recognition task, producing a WER as low as 0.14%. It is typical that simulated systems 
perform slightly better than their experimental counterparts due to the absence of real-world 
interference such as electronic noise. In this thesis, a software implementation of TDRC 
based on that in Ref. [202] is used extensively to explore the parameter space of the TDRC 
framework. 
The NARMA10 task was performed using a simulation of the analogue circuit for 
different virtual reservoir sizes. The NRMSE values between the reservoir output and the 
target function for the testing data range between 0.53 (for 𝑁 = 20) and 0.12 (for 𝑁 = 400). 
The authors note that a NRMSE of 0.4 corresponds to the performance of a linear shift 
register, and only performance which results in NRMSE < 0.4 is of any real interest. The 
NARMA10 task was not explored experimentally in Ref. [205], but in Ref. [202] a NRMSE 
value of 0.15 is reported for the NARMA10 task using the same system. 
4.4.2 Photonic Implementations 
An experimental opto-electronic implementation of TDRC was realized in Ref. [235] which 
used an Ikeda nonlinearity [236] and a long spool of optical fibre as the delay line. Optical 
implementations have attracted significant attention because, like the electronic circuit 
implementation in Ref. [202], components are commercially available, but the high 
bandwidth of optical circuitry has positive implications for the processing speed which can 
be attained with such systems [51].  
Several benchmark tasks were used to evaluate the performance of this TDRC 
implementation, including spoken digit recognition (Section 4.2.5) and Santa Fe laser data 
prediction (Section 4.2.6). For the spoken digit recognition task, Lyon’s cochlear ear filter 
[218] was used in the pre-processing step and a virtual reservoir of 400 nodes was emulated 
using a 𝜃/𝑇 ratio of 0.217. The WER was found to be as low as 0.04 ± 0.017 %. Recent 
work by the same group has demonstrated that this impressive classification accuracy can be 
achieved at rates of ~ 106 words per second [207].  
Performance at the Santa Fe laser prediction task was characterised by the normalised 
mean-square error (NMSE), which was reported to be 0.124 ± (4 × 10−4) [235]. It was 
later demonstrated that the latter result could be significantly improved (NMSE ≈  0.06) by 
utilizing a multi-valued mask, rather than the conventional binary mask. This was further 
improved (NMSE ≈ 0.02) by reducing the quantization noise in measuring the physical 
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reservoir by oversampling the NDN state and averaging the oversampled signal [237]. The 
result for this task is comparable to that observed from the noise-free numerical RC 
implementation in Ref. [238]. 
Another opto-electronic delay-based reservoir was developed independently in Ref. 
[201]. This implementation also uses a spool of optical fibre as the delay line but uses the 
sine nonlinearity of an integrated Mach-Zehnder intensity modulator as the NDN. 
Performance is assessed by the performance of a virtual reservoir of at four benchmark tasks: 
sine/square waveform discrimination, NARMA10, nonlinear channel equalization, and 
isolated spoken digit recognition. For the waveform discrimination task, a NMSE of 
1.5 × 10−3 was achieved (100% classification rate). The NARMA10 performance is 
characterised by a NMSE of 0.168 ± 0.015, which the authors note is similar to the result 
(NMSE = 0.15 ± 0.01) obtained by a numerical reservoir (also 𝑁 = 50) in Ref. [239]. 
The same group further demonstrated the computational abilities of their photonic TDRC 
implementation in Ref. [240] by performing the NARMA10 task, nonlinear channel 
equalization, and spoken digit recognition. In this work, a quadratic readout layer was used, 
where the reservoir output given by Eq. (46) is replaced by 




2 ≈ 𝑦(𝑘) (49) 
 For a virtual reservoir of 50 nodes, the NARMA10 task NMSE was reported as 0.062 ±
0.008 for the simulated system and 0.107 ± 0.012 for the experimental implementation. 
Increasing the number of virtual nodes improved these results to 0.0463 ± 0.0142 and 
0.0484 ± 0.0095 respectively. The authors note that their result surpasses that of the best-
performing experimental photonic RC implementation at the time [201]. In the nonlinear 
channel equalization task, an error rate of 0% was obtained for both the simulated and 
experimental systems, meaning that all of the 60, 000 symbols in the testing sequence were 
correctly reconstructed. Excellent performance was also demonstrated in the spoken digit 
recognition task which produced WERs of 0% for both simulation and experiment. The 
photonic reservoir was further tested by adding random background noise to the spoken digit 
recordings (3dB SNR) and repeating the task using 500 virtual nodes. Even with the 
additional noise the reservoir performed well, yielding WERs of 0.6(±0.9)% and 
0.8(±0.8)% for the simulation and experiment respectively. 
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4.4.3 Spin-torque Oscillator Implementations 
Recently the TDRC has been implemented using a nanoscale spintronic oscillator (magnetic 
tunnel junction) as the NDN [204]. When currents flow through a magnetic tunnel junction, 
they become spin-polarized and generate torques on the magnetizations. This causes 
microwave frequency oscillations in the magnetic field, which can be measured in the voltage 
across the junction due to the magneto-resistance effect. The amplitude of these microwave 
oscillations is a nonlinear function of the current flowing through the junction and changes 
to the current cause a corresponding change to the oscillation amplitude with a characteristic 
time constant 𝑇. The oscillation amplitude is therefore used as the explanatory variable as it 
features both the nonlinearity and memory required for TDRC. Interestingly, this 
implementation features no delayed feedback mechanism, so the virtual reservoir emulated 
by the magnetic tunnel junction is essentially a feed-forward network (Section 1.2.1). 
[204] was the first realization of nanoscale oscillators being used for neuromorphic 
computing and was shown to achieve state-of-the-art performance at spoken digit recognition 
(using 400 virtual nodes) and waveform discrimination (using 24 virtual nodes). The 
advantages of this approach include high stability relative to other attempts at using nanoscale 
oscillators for neuromorphic computing, and the potential for upscaling by combining many 
spintronic oscillators into a nonlinearly interacting network. Compared with the photonic 
implementations, spin-torque oscillators have the advantage of being CMOS compatible 
nanoscale elements (photonic delay lines are typically large spools of fibre optics cable), but 
their bandwidth is limited by the oscillator amplitude response time and so the photonic 
reservoirs are capable of much faster processing. 
The WER of the spoken digit recognition task was found to be 0.4% and the waveform 
discrimination produced a 100% classification rate with a standard deviation in the RMSE of 
only 1% (though the RMSE values are not given in Ref. [204]). The spoken digit recognition 
task was performed using two types of pre-processing filters: a linear spectrogram filter and 
a nonlinear cochlear ear filter [218]. The WER of 0.4% quoted above was found using the 
latter, while the best WER using the linear filter were around 20%. This highlights the 
important role of the nonlinear pre-processing step, a fact which is elucidated in Ref. [219] 
where it is shown that high classification rates can be achieved using the nonlinear frequency 
filter in complete absence of the spin-torque oscillator. It is hence recommended that linear 
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frequency filters be used for this task as not to obscure the computational contribution from 
the neuromorphic architecture under study. 
The waveform discrimination task is examined more closely in Ref.  [146] where the 
performance is presented as the RMSE between the reservoir output 𝑦(𝑘) and the target 
function ?̂?(𝑘). The performance was explored as a function of the magnetic field and DC 
offset current used to drive the oscillator. They find the NMSE for the optimised parameters 
to be 0.11 (NRMSE = 0.33).  
The same task was further explored in Ref.  [210] where the amplitude, frequency and 
phase of the microwave oscillations are each used as the explanatory variable. The best 
performance is found for the phase of the oscillations, giving a classification rate of 99.75% 
(one misclassified waveform in 400), which is more nonlinear than the oscillation frequency 
(99.5% successful classifications) and less noisy than the oscillation amplitude (99.0% 
success). It is important to note that these tests were performed without a delayed feedback 
loop and with a very large 𝜃/𝑇 ratio, meaning that the virtual reservoir has no memory of 
past states and connectivity between the virtual nodes is weak. Consequently, the reservoir 
was capable of classifying sine and square waveforms only if their amplitudes differed 
significantly (50% difference). In the non-trivial case, where the waveform amplitudes are 
the same, it is the sequence of input values (which differ for sine and square waves of equal 
amplitude) which must be used to classify the waveforms. Much lower classification rates 
were found for equal amplitude waveform discrimination, the best being 82%, though it is 
not stated which of the explanatory variables is used to obtain this result [210]. 
In Ref. [241] the same group experiment with the inclusion of a delayed feedback 
mechanism. The performance at the waveform discrimination task is explored as a function 
of the operating parameters, and principle component analysis is used to show that the inputs 
are better separated when the delayed feedback mechanism is included: the best classification 
rate without feedback was found to be 89.2 %, which was improved to 98.4% with the 
addition of feedback. This work highlights the importance of recurrence in network 
architectures which are used to classify temporal inputs. 
4.4.4 Summary of Literature Results 
The tables in this section summarise the results of several benchmark tasks reported in the 
literature on different physical TDRC systems. Where possible, several results are also 
134 |                                            Chapter 4 - Introduction to Time-delay Reservoir Computing 
 
 
included from state-of-the-art numerical RC systems for comparison e.g. echo-state 
networks. Shaded cells denote results from simulations of physical TDRC implementations. 
 
 
Waveform Discrimination (% correct) 
Reference (case) 𝑁 
 24 50 
[51] 97.5% (𝑁 = 25)  
[201]  100% (0.0387) 
[146] 100% (0.33)  
[210] (Unequal amplitudes) 99 %, 99.5%, 99.75 %  
[210] (Equal amplitudes) 82%  
[241] 
89.2% → 98.4% by adding 
feedback  
Table 1: Literature results for the waveform discrimination task. Results are given as % of correctly 
classified waveforms with NRMSE values in brackets where given. The three values given for 




Spoken Digit recognition (WER %) 
Reference (case) 𝑁 
 50 100 150 200 308 388 400 500 
[202]       0.2  
[205] (Electronic) 3 1.6 1.2 0.8 0.3   0.14   
[235]       0.04  
[205] (Photonic)       0.02  
[201]    0.4     
[242]   0.6      
[243]      0.014   
[244]       0.05  
[207]       0.04  
[240] (Exp)    0    0.6* 
[240] (Sim)    0    0.8* 
[204]       0.4  
[238] 7.32 2.96 1.82 1.38     
[234]     0.2    
Table 2: Literature results for the spoken digit recognition task expressed as the word error rate %. 
The * symbols denote that babble noise (SNR 3dB) was added to the recordings prior to classification 
to challenge the system. 
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Santa Fe Laser (NMSE) 
Reference (case) 𝑁 
 50 100 150 200 388 400 
[205] (Electronic) 0.0228 0.0214 0.0212 0.021   0.019 
[235]      0.124 
[205] (Photonic)      0.124 
[237]      0.02 
[243]     0.106  
[230]      0.14 
[238] 0.0184 0.0125 0.00945 0.00819   - 
Table 3: Literature results for the Santa Fe laser one-step prediction task expressed as the NMSE. 
 
Nonlinear channel equalisation 28dB (error rate) 
Reference (case) 𝑁 
 50 100 150 200 
[201] 1.30E-04    
[240] (Exp) 0    
[240] (Sim) 0    
[238] 0.0038 0.0021 0.0015 0.0013 
[192] 1e-4 - 1e-5    
Table 4: Literature results for the nonlinear channel equalisation task where the SNR is 28 dB, 
expressed as the error rate (fraction of incorrectly reconstructed symbols). 
 
NARMA10 (NRMSE) 
Reference (case) 𝑁 
 20 50 100 150 200 300 400 520 
[202]       0.15  
[205] (Electronic) 0.53 0.35 0.27 0.21 0.18  0.12  
[205] (Photonic)       0.22  
[201]  0.41       
[230]        0.134 
[240] (Exp)  0.327    0.22   
[240] (Sim)  0.249    0.215 0.103  
[239]  0.39       
[238]  - 0.41 0.31 0.23 0.21   -  
[245] 0.56 0.29  -  -  -  0.099  
[192]         
[234]   0.18      





Chapter 5  
Numerical Implementations of TDRC 
Before attempting hardware based TDRC using a PASN as the NDN, TDRC was first 
implemented numerically using several numerical NDN models, in order to gauge the 
suitability of TDRC as a framework in which to utilize the dynamics of PASN electrical 
signals. Additionally, there are many options when choosing the explanatory variable 𝑥(𝑡) 
of a physical NDN [210] and so another aim was to identify a suitable explanatory variable.  
Section 5.1 presents a numerical implementation of TDRC that uses the Mackey-Glass 
oscillator [246] as the NDN. This model has been successfully used to perform TDRC [202] 
and is thus explored to elucidate the TDRC procedure and to provide a basis for comparison 
with other numerical NDN models in this thesis. 
Section 5.2 introduces a NDN model called the Tunnelling Regime NDN (TRNDN) 
which was designed to mimic the nonlinear conductance-voltage relationship of PASNs in 
the tunnelling regime i.e. when subthreshold voltages are applied to the network (Section 
1.4.4). In this model, input signals are applied as voltages and the explanatory variable is the 
conductance.  
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Section 5.3 presents the Switching Regime NDN (SRNDN) which models the bursty 
switching rate and exhibits critical avalanche dynamics (Section 3.2.3) as observed in PASNs 
in the switching regime. Ref. [15] shows that the PASN switching rate is a nonlinear function 
of applied voltage, and so the switching rate is used as the explanatory variable. 
The various models introduced in this section are assessed using two benchmark tasks: 
sine/square waveform discrimination (Section 4.2.2) and NARMA10 (Section 4.2.4). The 
performance of the different models and parameter choices are compared and used to inform 
the experimental TDRC approach detailed in Chapter 6. 
5.1 Mackey-Glass Oscillator 
TDRC is a complex paradigm with many subtleties so the important features of a dynamical 
node and the important parameter relationships are not readily apparent in the literature, 
beyond the specific cases in Ref. [205]. For example, Ref. [205] demonstrates that a NDN 
based on  the Mackey-Glass oscillator (MGO) is capable of performing well at a speech 
recognition task using certain parameters, but how would that model perform using different 
parameters, or at a different classification task? What if the nonlinearity is different? Is the 
recurrence provided by the delayed feedback mechanism essential to good performance on 
all tasks? These types of questions are not typically elucidated in the literature on TDRC and 
make implementing TDRC with novel systems initially challenging. Hence, the Mackey-
Glass model is implemented as a numerical NDN in order to explore the parameter space of 
the TDRC framework (𝑁, 𝑇, 𝜃 etc), and to use as a starting point for exploring different NDN 
models which are more closely related to the PASN devices which are the focus of this thesis. 
MGO Model Description 
The MGO [246] is a delayed feedback differential equation which was initially proposed to 
model oscillations in blood-cell populations. Because of its ability to generate a range of 
dynamic outputs including oscillations and chaos, it has become a standard method of testing 
algorithms for the quantitative characterization of chaotic dynamics [235]. Additionally, the 
electronic TDRC implementation in Ref.  [202] was modelled on the MGO due to its simp- 
  




Figure 5.1: Orbit diagram for the MGO. Depending on the feedback strength 𝜂, the MGO 
operates in a range of dynamical regimes from a zero fixed point to a non-zero fixed point, limit 




Figure 5.2: Verification of the Mackey-Glass nonlinearity. The Mackey-Glass nonlinearity 
shape for (a) the analogue circuit (black) and corresponding fit (red) from Ref. [205], and, (b) our 
implementation (blue). The red and blue curves are identical. (c) The MGO  response 𝑋 to a masked 
input sequence 𝐽 from Ref. [205], and, (d) from our implementation. The responses are qualitatively 
similar with quantitative differences being due to the different input sequences and the unknown 
initialization of the response in (c). 











(c)                                                                 (d) 
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-licity, noise robustness, and tunability. 








−  𝛾𝑥 (50) 
where 𝛽, 𝛾, 𝑛 are real numbers and 𝑥𝜏 represents the explanatory variable 𝑥 at a time (𝑡 − 𝜏). 
This representation of the MGO depends only on 𝑥, not on any external input. Therefore, in 






𝜂(𝑥(𝑡 − 𝜏) + 𝛾𝐽(𝑡))
1 + (𝑥(𝑡 − 𝜏) + 𝛾𝐽(𝑡))𝑝
−  𝑥(𝑡) 
(51) 
where 𝑥  is the explanatory variable, 𝑇 is the time constant of the oscillator, 𝜏 is the delay 
period, and 𝜂, 𝛾 and 𝑝 are real constants which in Ref. [202] were fixed at 0.5, 0.05 and 1 
respectively. 𝛾 determines the strength of the input signal 𝐽(𝑡) relative to the delayed 
explanatory variable 𝑥(𝑡 − 𝜏), while 𝜂 controls the delayed feedback contribution. The effect 
of varying 𝜂 is demonstrated via the orbit diagram in Figure 5.1 [202,205] for 𝛾 = 0. The 
dynamics range from fixed points, to limit cycles, to deterministic chaos. In Ref. [205], the 
value of 𝜂 = 0.5 was chosen so that the MGO would operate at a stable fixed point in the 
absence of external input (𝛾 = 0), but with external input (𝛾 > 0) will exhibit complex 
dynamics. The same parameters of the MGO used in Ref.  [202] are adopted in this thesis. 
The implementation of the MGO is verified by comparing both the nonlinearity (Figure 
5.2 (b)) and the MGO response to external input (Figure 5.2 (d)) with those of [205] (Figure 
5.2 (a) and (c) respectively). The nonlinearities (red in Figure 5.2 (a) and blue in Figure 5.2 
(b)) are identical, while the response 𝑋 is qualitatively similar. The quantitative differences 
in 𝑋 arise only due to the different input sequences (blue) and the different initial states. 
Hence this implementation of the MGO is consistent with [205]. 
To investigate the role of the delayed feedback mechanism, an alternative version of the 










−  𝑥(𝑡) (52) 
where 𝜂 and 𝑝 retain their values of 0.5 and 1 respectively.  
5 . 1  Mackey-Glass Oscillator  | 141 
 
 
5.1.1 Waveform Discrimination using the MGO 
This section presents results of the waveform discrimination task (Section 4.2.2) using the 
MGO as the NDN in a TDRC framework. The waveform discrimination task involves 
classifying complete sine and square waveforms of equal amplitude within a random 
sequence of waveforms. The trained virtual reservoir should output a binary value indicating 
whether the incident waveform was a sine or a square. The convention used in this thesis is 
‘1’ for a sine wave and ‘-1’ for a square wave. The task was performed both with and without 
delayed feedback, and for a wide range of different 𝑁 and 𝑇.  
Example Result with Delayed Feedback 
Figure 5.3 presents an example result of the waveform discrimination task using the MGO 
with delayed feedback for 𝑁 = 100 and 𝑇 = 5𝜃. Figure 5.3 (a) contains a  
subsection of the input sequence 𝐽(𝑡) which shows six time steps (i.e. 6 𝜏) during a sine wave. 
Figure 5.3 (b) shows the response of the MGO (i.e. the explanatory variable 𝑥(𝑡)) 
corresponding to the input shown in Figure 5.3 (a). Figure 5.3 (c) shows the final output of 
the virtual reservoir ?̂? (blue) which is the linear combination of weighted virtual node 
responses given by Eq. (46). The result in Figure 5.3 (c) shows the result from 400 waveform 
cycles: 200 waveform cycles were used to train the weights 𝑤𝑖 and a further 200 waveform 
cycles were used to test the trained system. In Figure 5.3 (c), ?̂? is compared with the target 
function 𝑦 (red), but because ?̂? is so similar to 𝑦, the red line cannot be seen on this scale. 
Hence, a zoomed plot of Figure 5.3 (c) is shown in Figure 5.3 (d) showing only 50 
waveforms. Here ?̂? can be seen fluctuating around 𝑦 with a very small error. This error is 
expressed as a NRMSE of 1.41×10-6 which in this case is the same for the training and testing 
data. 
The black line in Figure 5.3 (d) represents the squashed output 〈?̂?〉, which is the average 
of ?̂? over each waveform period. The predicted class of each waveform is decided by the sign 
of 〈?̂?〉: when 〈?̂?〉 is positive, the corresponding waveform is classified as a sine wave, and 
when 〈?̂?〉 is negative, the corresponding waveform is classified as a square wave. The results 
in Figure 5.3 show that the MGO correctly classified 100% of the waveforms. 
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Optimising 𝑵 and 𝑻 with delayed Feedback 
To find the optimum number of virtual neurons 𝑁 and optimal time constant 𝑇, the waveform 
discrimination task was repeated for a wide range of different 𝑁-𝑇 combinations. The 
resulting NRMSEs and classification scores for the testing data are shown as colourmaps in 
Figure 5.4 (a) and (b) respectively. 
The dark blue area which covers most of  Figure 5.4 (a) represents low NRMSE values 
(< 0.05) which correspond to good performance. The NRMSE is low for all values of 𝑇 < 
100 and for all values of 𝑁 > 40. For smaller values of 𝑁, the NRMSE begins to increase 
with decreasing 𝑁. The observation of a minimum requirement for the number of virtual 
 
Figure 5.3: Example result of waveform discrimination using the MGO with delayed 
feedback. (a) A subsection of the input sequence 𝐽(𝑡) showing part of a masked sine wave. (b) 
The response of the MGO to the stimulus shown in (a) using 𝑁 = 100 virtual nodes and a response 
time 𝑇 = 5𝜃. (c) The final output of the virtual reservoir ?̂? (blue) approximates the target function 
𝑦 (red) with NRMSE values of 1.41×10-6 for both the training data (green background) and testing 
data (pink background).  The error is so tiny that 𝑦 is completely obscured by ?̂?, so a zoomed plot 
of (c) is shown in (d) where variations in ?̂? can be observed. The black line represents 〈?̂?〉: the 
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nodes is consistent with Ref. [204] which reports good performance at the waveform 
discrimination task only when 𝑁 > 24. 
Figure 5.4 (b) shows the classifications score as a function of 𝑁 and 𝑇. The classification 
score is 100% for all of the tested 𝑁-𝑇 combinations except those for 
𝑁 ≤ 4 and 𝑇 > 10. The difference between the trends in Figure 5.4 (a) and (b) demonstrates 
that even though some 𝑁-𝑇 combinations produce larger discrepancies between ?̂? and 𝑦, the 
classifications can still be successfully performed. This is due to output squashing which 
 
 
Figure 5.4: Optimising 𝑵 and 𝑻 for the waveform discrimination task using the MGO with 
delayed feedback. (a)  Colour map representing the testing period NRMSE for different values of 
N and T for the waveform discrimination task using the MGO with feedback as the dynamical 
node. Lower NRMSE indicates better performance. (b) Colour map representing the number of 
correct classifications as a % score. (c) the best performance was observed at 𝑁, 𝑇 = 180, 1𝜃  where 
the virtual reservoir output ?̂? (blue) approximates the target function 𝑦 (red) with a NRMSE of 
3.6 × 10−8 and 3.7 × 10−8 for the training (green background) and testing (red background) 
periods respectively. The error is so tiny that 𝑦 is completely obscured by ?̂?, so a zoomed region 
of the plot is shown in (d) where variations in ?̂? can be observed. The black line represents 〈?̂?〉: the 
average value of ?̂? over each waveform period. 
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reduces the eight values in ?̂? for each waveform to a single value 〈?̂?〉 which is used to assign 
the predicted class. 
The optimal performance was found for 𝑁 = 180 and 𝑇 =1𝜃, the result of which is 
shown in Figure 5.4 (c). The error is extremely small: the NRMSE is 3.6×10-8 and 3.7×10-8 
for the training and testing data respectively and so a zoomed plot of Figure 5.4 (c) is shown 
in Figure 5.4 (d) where ?̂? (blue), 𝑦 (red) and 〈?̂?〉 (black) can each be resolved. Note that the 
improvement in NRMSE necessitates an expanded vertical scale compared to Figure 5.3 (d). 
Example Result without Delayed Feedback 
The waveform discrimination task was also performed using the MGO without delayed 
feedback, in order to compare with the previous section and thereby characterise the role and 
importance of the delayed feedback component for classification tasks. 
Figure 5.5 shows the same example as in Figure 5.3 (𝑁 = 100, 𝑇 = 5𝜃) but performed 
without the delayed feedback mechanism. The absence of delayed feedback is reflected in 
the MGO response 𝑥 in Figure 5.5 (b). When the input sequence 𝐽(𝑡) in Figure 5.5 (a) is zero, 
𝑥 saturates to a constant value, whereas during the same period in Figure 5.3 (b), 𝑥 continues 
to oscillate because the MGO is still receiving delayed feedback from the previous time step. 
The results, shown in Figure 5.5 (c) and (d) are significantly different than in the case 
with delayed feedback in Figure 5.3 (c) and (d). ?̂? exhibits very large fluctuations when the 
delayed feedback mechanism is not included, and the corresponding NRMSE is 0.323; 
approximately 5 orders of magnitude greater than when delayed feedback is included. 
Despite this, the squashed output 〈?̂?〉 is well resolved for each waveform class and 
consequently the classification score is 100%. 
Optimising 𝑵 and 𝑻 without Delayed Feedback 
In order to find the optimal parameters, the waveform discrimination task was again repeated 
for a wide range of different 𝑁-𝑇 combinations. The resulting NRMSEs and classification 
scores for the testing data are shown as colourmaps in Figure 5.6 (a) and (b) respectively.  
In the absence of delayed feedback, the NRMSE values in Figure 5.6 (a) are much higher 
across the entire 𝑁-𝑇 plane than in Figure 5.4 (a), signalling reduced performance. There is 
however an interesting new feature that emerges as a result of removing the delayed feedback 
mechanism: the diagonal; dark blue band which indicates optimal performance for 𝑇 ~ 𝑁𝜃 =
𝜏. The reason for optimal performance in this region is discussed in the next section below. 
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Again, the classification scores in Figure 5.6 (b) are largely independent of the NRMSE 
values with 100% of waveforms correctly classified for almost all 𝑁-𝑇 combinations. 
The optimal result (lowest NRMSE) was found for 𝑁 = 8 and 𝑇 = 10𝜃 and is shown in 
Figure 5.6 (c) for the full 400 waveform cycles, and a zoomed plot showing 50 waveform 
cycles in Figure 5.6 (d). The fluctuations in ?̂? are reduced  compared to the example in Figure 
5.5, which is reflected in the smaller testing NRMSE value of 0.247.  
The Effect of Delayed Feedback 
The inclusion of the delayed feedback mechanism clearly has an effect, not only on the 
NRMSE, but also on the optimal choice of 𝑁 and 𝑇. In the case where delayed feedback was  
 
Figure 5.5: Example result of waveform discrimination using the MGO without delayed 
feedback. (a) A subsection of the input sequence 𝐽(𝑡) showing part of a masked sine wave. (b) 
The response of the MGO to the stimulus shown in (a) using 𝑁 = 100 virtual nodes and a response 
time 𝑇 = 5𝜃. (c) The final output of the virtual reservoir ?̂? (blue) approximates the target function 
𝑦 (red) with NRMSE values of 0.316 and 0.323 for the training data (green background) and testing 
data (pink background) respectively. (d) A zoomed region of (c) where fluctuations in ?̂? can be 
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included, the virtual reservoir was capable of good performance for any 𝑇, so long as there 
was a sufficient number (𝑁 ≥ 40) of virtual nodes in the reservoir. However, when the 
feedback was removed, optimal performance was only observed for 𝑇 ~ 𝑁𝜃 = 𝜏, indicated 
by the dark blue band in Figure 5.6 (a). This can be understood by considering the role of the 
delayed feedback mechanism, and the memory requirements of the task. The delayed 
feedback mechanism is responsible for emulating the recurrent connections in the virtual 
reservoir, which allows information injected at previous time steps (𝜏’s) to be retained by the 
 
 
Figure 5.6:  Optimising 𝑵 and 𝑻 for the waveform discrimination task using the MGO 
without delayed feedback. (a)  Colour map representing the testing NRMSE for different values 
of 𝑁 and 𝑇 for the waveform discrimination task using the MGO without feedback as the dynamical 
node. (b) Colour map representing the classification score for different 𝑁 and 𝑇. (c) The best 
performance was observed at 𝑁, 𝑇 = 8, 10𝜃  where the virtual reservoir output ?̂? (blue) 
approximates the target function 𝑦 (red) with a NRMSE of 0.205 and 0.247 for the training (green 
background) and testing (red background) data respectively. A zoomed region of the plot is shown 
in (d) where variations in ?̂? can be observed. The black line represents 〈?̂?〉: the average value of ?̂? 
over each waveform period. 
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reservoir where it can contribute to later output signals. This is essential for a sequence 
classification task like waveform discrimination because the sine and square waveforms 
contain many input values i.e. 1 and -1 that are the same. In order to distinguish a sequence 
of eight sine wave values from a sequence of eight square wave values, the reservoir must 
always retain information from the previous time step. This means that the response of the 
reservoir at any time step 𝑘 will depend on the 𝑘𝑡ℎ input value, as well as on the (𝑘 − 1)𝑡ℎ 
input value, and so the 𝑁-dimensional signal that is generated represents the sequence of 
input values. In the absence of the recurrence provided by the delayed feedback mechanism, 
a time constant 𝑇~𝑁𝜃 = 𝜏 allows for information from the (𝑘 − 1)𝑡ℎ  time step to be 
retained in the virtual reservoir at the 𝑘𝑡ℎ time step.  
Of course, this is also true for values of 𝑇 ≫ 𝑁, but very large time constants have the 
consequence that the response to a particular input waveform may then also depend on the 
previous waveform. In this case, there is a different transient response for each waveform 
which depends on the waveforms which precede it. As the sequence of waveforms is random, 
this dependence leads to reduced performance. Therefore, the time constant must be large 
enough to facilitate recurrence, but not so much recurrence that past examples have a 
significant effect on the reservoir response to the present example. Hence, the optimal 𝑁-𝑇 
combination corresponds to 𝑇~𝑁𝜃 = 𝜏, where the time constant is approximately the same 
duration as the delay line i.e. one time step.  
To further illustrate the role of recurrence in sequence classification, Figure 5.7 (inspired 
by Ref. [241]) shows an example of the MGO response over one time step (𝜏), both with and 
without delayed feedback. The parameters 𝑁 = 40 and 𝑇 = 5𝜃 used in this example were 
chosen simply to illustrate the effect of including/excluding the delayed feedback 
mechanism. Figure 5.7 (a) contains a sequence of amplitude values in 𝐼(𝑡) corresponding to 
a sine wave followed by a square wave. There is one time step in the sine wave and four time 
steps in the square wave which have an amplitude of minus one. If the virtual reservoir has 
no recurrence, it does not retain information from previous input values, and will hence 
respond in the same manner to all five inputs of minus one, regardless of their place in the 
sequence. The MGO response to all five of the input values of minus one is shown in Figure 
5.7 for the case (b) without delayed feedback and (c) with delayed feedback. The mask 
function 𝑀(𝑡) is shown by the grey line in each panel. In Figure 5.7 (b) where there is no 
feedback, the five MGO response curves, each corresponding to a different time step in the  
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sequence shown in Figure 5.7 (a), are almost identical. The exception is the short period at 
the beginning of the delay line where the sq6, sq7 and sq8 are identical, but sq5 and si7 are 
different. This is because sq5 and si7 are time steps which were preceded by amplitudes that 
were not minus one, and the response time of the MGO provides a fading memory of the 
previous time step. After ~20𝜃 all five curves are indistinguishable, meaning that only some 
of the node states will be useful in separating the inputs. In contrast, the five MGO response 
curves in Figure 5.7 (c) are distinguishable along the entire delay line because of the direct 
recurrence provided by the delayed feedback mechanism. More importantly to the task, the 
si7 curve is separated from all of the sq curves. In this case, all 40 of the node states are useful 
in providing a higher-dimensional representation of the input sequence, and so the virtual 
reservoir with delayed feedback is a better classifier than the one without delayed feedback. 
This is consistent with the results presented in Figure 5.3 - Figure 5.6 which show that for 
waveform discrimination, the optimal results are obtained using virtual reservoirs with 
delayed feedback.  
 
Figure 5.7: The effect of recurrence from delayed feedback. (a) A sequence of amplitude values 
in 𝐼(𝑡) corresponding to a sine wave followed by a square wave. Each amplitude value is applied 
for one time step 𝜏, by multiplying by the mask function 𝑀(𝑡) which is shown in grey in (b, c). (b) 
The response of the MGO without feedback over different time steps which have an input 
amplitude of minus one. The response curve for time step si7 is only resolvable from the sq5-8 for 
the first few 𝜃 due to the effect of the response time 𝑇 = 5𝜃. (c)  The response of the MGO with 
feedback over the same time steps shown in (b). The response curve for si7 is now resolvable from 
the sq5-8 curves along the entire delay line. This illustrates the increased separability of different 
classes when the virtual reservoir has recurrence provided by the delayed feedback mechanism. 
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Comparison with Literature Results 
 The results of the waveform discrimination task presented in this section can be compared 
with those from the literature which are summarised in Table 1. Both with and without 
feedback, the optimal classification scores are 100%: all 400 waveforms in the input sequence 
are correctly classified. This surpasses the results from Refs. [51,210,241], although these 
were implementations of physical NDNs which are subject to real-world effects unlike the 
numerical NDN considered in this section. Refs. [146,201] report 100% classification rates, 
so the NRMSE can be used as an alternative performance metric. The optimal NRMSE value 
found here (3.7×10-7 with delayed feedback) exceeds both those reported in Refs. [146,201] 
which are 0.33 and 0.0387 respectively. It should be noted that the results reported in Refs. 
[146,201] are from TDRC implementations that use physical systems as the NDNs. Thus, 
they are subject to real-world effects like noise which are likely the reason that the reported 
NRMSE values are much larger than the those from the numerical MGO studied in this 
section. The NRMSE obtained here with no delayed feedback was 0.247 which is comparable 
to the result from Ref. [146] which did include a delayed feedback mechanism. 
5.1.2 NARMA10 using the MGO 
This section presents results of the NARMA10 task (Section 4.2.4) using the MGO as the 
NDN in a TDRC framework. The NARMA10 task involves using random input values 𝑢(𝑘) 
to predict each value in a chaotic time series 𝑦 given by Eq. (44), which depends on the 
previous ten input and output values. The trained virtual reservoir output should be able to 
approximate 𝑦 without explicitly knowing the relationship between 𝑢(𝑘) and 𝑦. The task 
was performed both with and without delayed feedback, and for a wide range of different 𝑁 
and 𝑇.  
Example Result with Delayed Feedback 
Figure 5.8 presents an example result of the NARMA10 task using the MGO with delayed 
feedback for 𝑁 = 100 and 𝑇 = 5𝜃. Figure 5.8 (a) contains a subsection of the input sequence 
𝐽(𝑡) which shows 12 time steps (i.e. 12 𝜏) during which 12 of the 1000 random values in the 
sequence 𝑢(𝑘) were fed into the virtual reservoir. Figure 5.8 (b) shows the response of the 
MGO (i.e. the explanatory variable 𝑥(𝑡)) corresponding to the input shown in Figure 5.8 (a). 
Figure 5.8 (c) shows the final output of the virtual reservoir ?̂? (blue) which is the linear 
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combination of weighted virtual node responses given by Eq. (46). The result in Figure 5.8 
(c) shows the result from 1000 input values: 500 input values were used to train the weights 
𝑤𝑖 and a further 500 input values were used to test the trained system. In Figure 5.8 (c), ?̂? is 
superimposed with the target function 𝑦 (red), but because ?̂? is such a close approximation 
of 𝑦, the target function is largely obscured on this scale. Hence, a zoomed plot of Figure 5.8 
(c) is shown in Figure 5.8 (d) showing the result for only 400 input values. Here ?̂? can be 
seen following 𝑦 very closely.  
The performance of the NARMA10 task is characterised by the NRMSE (calculated from 
?̂? and 𝑦) which was found to be 0.053 and 0.101 for the training and testing data respectively. 
 
Figure 5.8: Example result of NARMA10 using the MGO with delayed feedback. (a) A 
subsection of the input sequence 𝐽(𝑡) showing 12 time steps 𝜏 corresponding to 12 of the random 
input values 𝑢(𝑘). (b) The response of the MGO to the stimulus shown in (a) using 𝑁 = 100 virtual 
nodes and a response time 𝑇 = 5𝜃. (c) The final output of the virtual reservoir ?̂? (blue) 
approximates the target function 𝑦 (red) with NRMSE values of 0.053 and 0.101 for the training 
data (green background) and testing data (pink background) respectively.  (d) A zoomed region of 
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It is typical that the training performance is slightly better than the testing performance 
because the weights are adapted specifically to map the response of the reservoir to the target 
function for the training data. If the testing performance is significantly worse than the 
training performance, it is a sign of overfitting, which may be mitigated by regularization 
techniques (Section 4.3.5). Hence, small differences between the training and testing 




Figure 5.9: Optimising 𝑵 and 𝑻 for the NARMA10 task using the MGO with delayed 
feedback. (a)  Colour map representing the testing period NRMSE for different values of N and T 
for the NARMA10 task using the MGO with feedback as the dynamical node. Lower NRMSE 
indicates better performance. (b) The result from the best performing case: 𝑁, 𝑇 = 180, 1𝜃  where 
the virtual reservoir output ?̂? (blue) approximates the NARMA10 target function 𝑦 (red) with a 
NRMSE of 0.026 and 0.053 for the training (green background) and testing (red background) 
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Optimising 𝑵 and 𝑻 with Delayed Feedback 
To find the optimum number of virtual neurons 𝑁 and optimal time constant 𝑇, the 
NARMA10 task was repeated for a wide range of different 𝑁-𝑇 combinations. The resulting 
NRMSEs for the testing data are shown as a colourmap in Figure 5.9 (a). The dark blue area 
at the bottom of Figure 5.9 (a) represents low NRMSE values (< 0.07) which correspond to 
optimal performance. The NRMSE is low for values of 𝑁 between 100 and 300 and when 
𝑇 = 1𝜃. For larger values of T, the NRMSE begins to increase rapidly with increasing 𝑇. The 
observation of a short optimal time constant is consistent with Ref. [205] which reports 
optimal performance for the NARMA10 task when 𝑇 = 5𝜃, although curiously the optimal 
result found here is for 𝑇 = 1𝜃, while 𝑇 = 5𝜃 results in a NRMSE which is approximately 
twice as large. 
 Figure 5.9 (b) shows the result for the optimal 𝑁-𝑇 combination. The difference between 
𝑦 and  ?̂? is characterised by the NRMSE which is 0.026 and 0.053 for the training and testing 
data respectively.  
Example Result without Delayed Feedback 
The NARMA10 task was also performed using the MGO without delayed feedback, in order 
to characterise the role and importance of the delayed feedback component for time series 
prediction tasks. 
Figure 5.10 shows the same example as in Figure 5.8 (𝑁 = 100, 𝑇 = 5𝜃) but performed 
without the delayed feedback mechanism. The absence of delayed feedback is reflected in 
the MGO response 𝑥  which is markedly different in Figure 5.10 (b) as compared with Figure 
5.8 (b), despite the input sequences (including masks) being identical. The final result, shown 
in Figure 5.10 (c) with a zoomed plot in Figure 5.10 (d), also differ significantly from the 
case with delayed feedback in Figure 5.8 (c) and (d). ?̂? makes a good approximation of the 
high frequency oscillations in 𝑦, but does not fit the slower oscillations well. Consequently, 
the NRMSE is much larger than in the case with delayed feedback: 0.135 for the training data 
and 0.187 for the testing data. Removing the delayed feedback mechanism has thus increased 
the error by a factor of 3-5. Further discussion on the effect of delayed feedback for the 
NARMA10 task is given later in this section. 
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Optimising 𝑵 and 𝑻 without Delayed Feedback 
The NARMA10 task was again repeated for a wide range of different 𝑁-𝑇 combinations. 
The resulting NRMSEs for the testing data are represented as a colourmap in Figure 5.11 (a). 
In the absence of delayed feedback, the NRMSE values in Figure 5.11 (a) are larger across 
the 𝑁-𝑇 plane as compared with Figure 5.9 (a) where delayed feedback was included. As for 
the waveform discrimination task in Section 5.1.1, an interesting trend has emerged as a result 
of removing the delayed feedback mechanism. This time the dark blue band indicates optimal 
performance for 𝑇 ~ 10𝑁𝜃 = 10𝜏. The reason for optimal performance in this region is 
discussed in the next subsection below.  
 
Figure 5.10: Example result of NARMA10 using the MGO without delayed feedback. (a) A 
subsection of the input sequence 𝐽(𝑡) showing 12 time steps 𝜏 corresponding to 12 of the random 
input values 𝑢(𝑘). (b) The response of the MGO to the stimulus shown in (a) using 𝑁 = 100 virtual 
nodes and a response time 𝑇 = 5𝜃. (c) The final output of the virtual reservoir ?̂? (blue) 
approximates the target function 𝑦 (red) with NRMSE values of 0.135 and 0.187 for the training 
data (green background) and testing data (pink background) respectively.  (d) A zoomed region of 
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The optimal result without delayed feedback was found for 𝑁 = 8 and 𝑇 = 110𝜃 and is 
shown in Figure 5.11 (b) for the full 1000 input values. NRMSE values of 0.108 and 0.157 
were found for the training and testing segments respectively. In Figure 5.10, where the time 
constant was 𝑇 = 5𝜃, the high frequency oscillations in 𝑦 were well approximated by the 
virtual reservoir, but not the slow oscillations. The opposite is true for the optimal result in 
Figure 5.11 (b) which shows a good fit to the low frequency oscillations but not to the high 
frequency oscillations. This is a direct consequence of the different time constants used in 
each case, as will be elucidated by the following discussion regarding Figure 5.12.  
 
 
Figure 5.11:  Optimising 𝑵 and 𝑻 for the NARMA10 task using the MGO without delayed 
feedback. (a)  Colour map representing the testing period NRMSE for different values of N and T 
for the NARMA10 task using the MGO without feedback as the dynamical node. Lower NRMSE 
indicates better performance, with the best performance (b) being observed at 𝑁, 𝑇 = 8, 110𝜃  
where the virtual reservoir output ?̂? (blue) approximates the NARMA10 target function 𝑦 (red) 
with a NRMSE of 0.109 and 0.157 for the training (green background) and testing (red 
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The Effect of Delayed Feedback 
The inclusion of the delayed feedback mechanism clearly has an effect on the optimal choice 
of 𝑁 and 𝑇. In the case where feedback was included, the virtual reservoir was capable of 
good performance for a wide range of 𝑁, so long as the response time of the NDN was short. 
When the feedback was removed, a strong relationship between 𝑁 and 𝑇 emerged. This can 
be understood by considering the role of the delayed feedback mechanism, and the memory 
requirements of the task. The delayed feedback mechanism is responsible for emulating the 
recurrent connections in the virtual reservoir, which allows information injected at previous 
time steps to be retained by the reservoir where it can contribute to later output signals. This 
is essential for a time series prediction task like NARMA10, because each point in the target 
function is determined by the preceding 10 input and output values. When the delayed 
feedback is facilitating this recurrence, the time constant 𝑇 is responsible for emulating the 
connectivity between virtual nodes, as discussed in Section 4.3.4.1. However, when the 
delayed feedback mechanism is absent, some recurrence can be provided by having a very 
long time constant. 
If the NDN response time extends beyond 𝜏 = 𝑁𝜃, then the dynamical node output 𝑥(𝑡 =
𝑘𝜏 +  𝑛𝜃) has some dependence on the output at 𝑡 = (𝑘 − 1)𝜏 +  𝑛𝜃 even if there is no 
delayed feedback connection directly transferring information across time steps. The caveat 
is that  𝑥(𝑘𝜏 +  𝑛𝜃) then also depends on 𝑥(𝑘𝜏 + (𝑛 − 𝑖)𝜃) where 𝑖 ∈  [0, 𝑁 − 1] i.e. the 
NDN states which occurred between 𝑡 = (𝑘 − 1)𝜏 +  𝑛𝜃 and 𝑡 = 𝑘𝜏 +  𝑛𝜃. This is because 
for a long time constant, information from the previous time step is being passed along the 
delay line, from virtual node to virtual node, each time being altered by the state of that virtual 
node. So rather than each virtual node receiving its exact output from the previous time step 
as the delayed feedback mechanism provides, each virtual node receives a version of its 
previous output which has been augmented by the other virtual node states along the delay  
line. The dark band in Figure 5.11 (a) therefore represents the optimal point in a trade-off: if 
𝑇 is too small, then information is not being passed from virtual node 𝑛 at 𝑡 = (𝑘 − 1)𝜏 to 
virtual node 𝑛 at 𝑡 = 𝑘𝜏 and there is no recurrent connection (the reservoir essentially 
becomes a feed-forward network (Section 1.2.1)) which has insufficient memory to 
accurately predict the NARMA10 time series. On the other hand, if 𝑇 is too large, then the 
recurrent information being passed to virtual node 𝑛 at 𝑡 = 𝑘𝜏 is strongly perturbed by the 
other virtual nodes on the delay line leading to a “scrambling” of the recurrent information. 
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The dark band in Figure 5.11 (a) indicates that when 𝑇 ~ 10𝑁𝜃 = 10𝜏, the no-feedback 
virtual reservoir has the optimal balance of recurrence and minimal scrambling of the 
recurrent information. The fact that this optimal time constant corresponds to 10𝜏 is 
consistent with the requirements of the NARMA10 task: the virtual reservoir needs to retain 
information from at least previous ten input values and reservoir states i.e. from the previous 
ten loops around the delay line, in order to successfully predict the next point in the sequence. 
The above explanation of optimal performance at 𝑇 ~ 10𝑁𝜃 = 10𝜏 (when delayed 
feedback is not included) is supported by the observation of the best performance at 𝑁 = 8 
virtual nodes. 𝑁 = 8 is a very small number of virtual nodes to achieve optimal performance: 
the reservoir requires 𝑁 ≥ 2 to project the inputs onto a space of higher dimensionality 
(Section 4.3.4.1) but the recurrent information is increasingly scrambled the more virtual 
nodes are on the delay line. The results for the case where feedback is included gives optimal 
performance for 𝑁 = 180 (Figure 5.9) because the scrambling effect is not an issue when 
 
Figure 5.12:  Results of the NARMA10 task for MGO without delayed feedback for different 
𝑻. The NARMA10 task was repeated for 𝑁 = 10 using a range of different time constants, given 
at the right of each trace in units of 𝜃. Shorter response times result in a reservoir which can 
approximate the high frequency oscillations in the chaotic NARMA10 time series but fails to 
replicate the lower frequency oscillations. Long time constants have the opposite effect: low 
frequency oscillations are well approximated while high frequency oscillations are highly damped. 
The optimal time constant lies in between these extremes at 𝑇 ~ 10𝑁𝜃 = 10𝜏, which corresponds 
to ten loops of the delay line i.e. ten time steps: the number of previous input and output points on 
which each value in the target function depends. 
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the time constant is short and the delayed feedback is providing the reservoir with direct 
recurrent connectivity. 
Another sign of the trade-off between recurrence and scrambling of recurrent information 
(when delayed feedback is not included) can be seen in the reservoir output ?̂? i.e. the blue 
curve in Figure 5.11  (b). The target function 𝑦 (red curve) is a chaotic time series and 
therefore contains a wide range of frequency components. Both high and low frequency 
oscillations are approximated by ?̂? when the optimal parameters are used. In Figure 5.12 ?̂? 
and 𝑦 are plotted for 𝑁 = 10 for a range of different time constants. Each dataset is vertically 
shifted for comparison, so the absolute scale of the y-axis is irrelevant. The interesting feature 
is in the time domain: when 𝑇 is small the reservoir is capable of reproducing the high 
frequency oscillations in the target function, but the low frequency oscillations in ?̂? are highly 
damped. Conversely, for large 𝑇 the low frequency oscillations are well approximated but 
not the high frequency components. Both of these cases result in sub-optimal performance 
characterised by a higher NRMSE. The lowest NRMSE, corresponding to the best 
performance in the absence of delayed feedback, is obtained when the amplitude of high and 
low frequency oscillations is balanced which only happens when the MGO response time is 
approximately ten time steps. 
Comparison with Literature Results 
The NRMSE values obtained from performing the NARMA10 task with the MGO are 
comparable to other results from the literature which can be found in Table 5. Here test results 
of 0.053 and 0.157 were obtained for cases with and without a delayed feedback mechanism. 
Interestingly, the result where feedback was not included is similar to that reported in Ref. 
[205] for 𝑁 = 200 which did include delayed feedback; although it should be noted that Ref. 
[205] is an experimental result and is hence limited by noise which is not present in the 
numerical system studied in this section. The MGO result with delayed feedback surpasses 
that of Ref. [245], a numerical echo-state network approach using 𝑁 = 400 which results in 
a NRMSE value of 0.099.  
Ref. [205] reports a NRMSE value of 0.18 for the NARMA10 task using a simulation of 
their electronic circuit implementation. 0.18 is a significantly larger NRMSE (representing 
poorer performance) than the one obtained using the MGO in this thesis. The fine details of 
the numerical simulations in Ref. [205] are not clear (e.g. whether noise was included in the 
simulation), but the different optimal time constant of 𝑇 = 5𝜃 and the poorer performance 
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suggests that despite using the same model parameters, there is some difference between the 
simulations in Ref. [205] and the ones performed here.  
A preliminary study was performed to explore the impact when synthetic white noise was 
added to the MGO output and the NARMA10 task was repeated (results not shown). The 
inclusion of white noise did increase the NRMSE but had no effect on the optimal time 
constant which remained at 𝑇 = 𝜃. These differences are intriguing but the aim here is not to 
reproduce the results in Ref. [205], but rather establish a working TDRC framework that can 
be used as the basis of an exploration of reservoir computing using PASNs. The very low 
NRMSE obtained for the waveform discrimination and NARMA10 tasks (with delayed 
feedback) demonstrates that the framework developed performs at least as well as that 
discussed in the literature, and so this framework is used throughout the rest of this chapter 
with different NDN models. 
5.2 Tunnelling Regime NDN 
PASNs exhibit two distinct types of behaviour when subject to an external applied voltage. 
Below some threshold voltage the PASN operates in the tunnelling regime (Section 1.4.4) 
where the network structure is fixed and the PASN conductance (𝐺) depends nonlinearly on 
the applied voltage (𝑉). The second type of behaviour occurs when 𝑉 exceeds the threshold 
and causes atomic scale filaments to form and rupture within the tunnel gaps throughout the 
network (switching regime), resulting in rich conductance switching in the form of critical 
avalanche dynamics (Section 3.2.3).  
The MGO, which was used to produce the results in Section 5.1, is an established model 
for the NDN in TDRC [202]. It is therefore a useful model for exploring the TDRC parameter 
space and the role of the NDN, but a PASN will not respond to external inputs in the same 
manner as the MGO in either the tunnelling or switching regimes. Hence, this section presents 
a numerical NDN model of a PASN in the tunnelling regime called the Tunnelling Regime 
Nonlinear Dynamical Node (TRNDN). 
5.2.1 TRNDN Model 
In the tunnelling regime, a PASN could be used as a NDN by encoding input signals 𝐽(𝑡) as 
applied voltages, and the conductance could be used as the explanatory variable 𝑥. To explore 
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this possibility numerically, the TRNDN model incorporated the experimentally observed 
nonlinear relationship between 𝐺 and 𝑉 and a modified version of Eq. (51). The general form 






[𝜁(𝑥𝜏 + 𝜅𝐽(𝑡)) −  𝑥(𝑡)] (53) 
where 𝑇 is the response time constant, 𝑥𝜏 denotes the delayed dynamical variable 𝑥 at time 
𝑡 − 𝜏, 𝜅 is a positive constant (set to 0.5 here), and 𝜁 represents any nonlinear transfer 
function. Eq. (53) features the vital components of a NDN: the factor of 1/𝑇 provides the 
connectivity between virtual nodes. Just as in the MGO (Figure 4.7), recurrence is provided 
by the delay-dynamical variable 𝑥𝜏 and the nonlinearity comes from the function 𝜁.  
In theory, Eq. (53) can be used to explore a wide range of nonlinearities simply by 
changing the function 𝜁. However, the aim of this chapter is to implement a PASN as a 
physical NDN, so 𝜁 is modelled on the nonlinear relationship between 𝐺 and 𝑉 observed 
experimentally in PASNs in the tunnelling regime. The aim of this section is to demonstrate 
that the G-V nonlinearity of a PASN in the tunnelling regime could be used to implement an 
experimental PASN-based NDN for TDRC.  
Tunnelling Regime Nonlinearity 
The tunnelling nonlinearity was measured by applying voltage sweeps to a PASN and 
measuring 𝐺. Plotting 𝐺 as a function of 𝑉 yields the 𝐺-𝑉 characteristic shown in Figure 5.13, 
which is representative of most PASN devices. The Kaiser model [101] (Section 1.4.4) which 
is given by Eq. (1) was used to fit (red line) the measured data (blue symbols) using standard 
linear regression techniques which produced the parameters: 𝑔0 = 1.78, ℎ0 = 0.56 and 𝑉0 =
4.02. With these parameters from the experimental data, Eq. (1) was used as the nonlinear 
function 𝜁. Explicitly,  
 
𝜁(𝑉) =  
1.78 exp (𝑉 4.02⁄ )
1 + 0.56[exp(𝑉 4.02⁄ ) − 1]
 
(54) 
where 𝑉 = 𝑥𝜏 + 𝜅𝐽(𝑡). This is called 𝑉 because it represents the actual voltage which would 
be applied to a PASN in an experimental implementation. 
Example of TRNDN Response 
Figure 5.14 (a) gives an example of the numerical TRNDN response (𝐺(𝑡)) to input signals 
𝑉(𝑡). A time constant of 𝑇 = 5𝜃 was used which represents the response time of a real PASN  






Figure 5.13: Nonlinear G-V characteristic of a PASN. The conductance measured as a function 
of voltage (blue) and the corresponding fit using the Kaiser model [101] (red). Here, the fitted curve 
is used as the nonlinear function 𝜁 for the TRNDN for TDRC. The fitted parameters are 𝑔0 = 1.78, 
ℎ0 = 0.56 and 𝑉0 = 4.02. 
 
Figure 5.14: TRNDN Response. Left: The conductance response 𝐺(𝑡) of the numerical TRNDN 
to input signals 𝐽(𝑡) which are encoded as applied voltages 𝑉(𝑡). A time constant of 𝑇 = 5𝜃 was 
used. Right: A zoomed region of the left panel also showing the response of the TRNDN using two 
other time constants:  𝑇 =  2𝜃 (pink, dotted) and  𝑇 =  20𝜃 (maroon, dashed). When performing 
tasks, 𝐺(𝑡) is used as the explanatory variable 𝑥.  
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device. The TRNDN response exhibits qualitative similarity to the MGO response shown in 
Figure 5.2 (d). Figure 5.14 (b) shows a zoomed region of Figure 5.14 (a) with TRNDN 
response curves for three different time constants: 𝑇 = 2𝜃, 𝑇 = 5𝜃 and 𝑇 = 20𝜃. Changing 
the TRNDN time constant 𝑇 has a similar effect as in the case of the MGO, illustrated by the 
comparison of Figure 5.14 (b) and Figure 4.7 (a). Thus, changing the TRNDN time constant 
also alters the connectivity between the virtual nodes in a similar way to the time constant in 
the MGO (see Figure 4.7 (b) and (c) and the related discussion in Section 4.3.4). 
5.2.2 Results from the TRNDN Model 
The numerical TRNDN model was used in the TDRC framework to perform the waveform 
discrimination and NARMA10 tasks. 𝑥 is sampled 𝑁 times during each time step 𝜏, providing 
𝑁 virtual node states. To exploit the nonlinearity of the 𝐺(𝑉) relationship (Eq. (54)), the 
sequence of input waveforms for the waveform discrimination task was scaled to have an 
amplitude of ±5V with an offset of 5V, such that the input waveforms have values between 
0 and 10 V. For the NARMA10 task, the sequence of random input values 𝑢(𝑘) ∈ [0, 0.5] 
was scaled by a factor of 10 before being offset by 5V so that the input voltages have values 
between 0 and 10 V after masking. 
The TRNDN was used to perform each task for several different cases (e.g. with/without 
delayed feedback etc). Since the discussion of the results for each case is quite lengthy and 
the cases are also superficially similar to one another, to aid readability the detailed results 
are presented in Appendix A and a summary of the main findings is given here. 
Appendix A.1 contains the results of the waveform discrimination task. The case with 
delayed feedback is presented in Appendix A.1.1, and the case without delayed feedback is 
presented in Appendix A.1.2. It was found that the TRNDN with delayed feedback performs 
the waveform discrimination task extremely well, yielding a classification score of 100% and 
NRMSE of 6.97×10-7; a similar result to that obtained using the MGO (NRMSE of 3.7×10-
7). When the delayed feedback mechanism was not included, the NRMSE increased to 0.202 
but the classification score remained at 100%. This result is slightly better than the optimal 
result from the MGO without delayed feedback (NRMSE of 0.247). In both cases the trend 
across the 𝑁-𝑇 plane was similar to the MGO: with delayed feedback the optimal time 
constant was short and without delayed feedback the optimal time constant was much longer. 
This trend is consistent with the principle that long time constants can provide the virtual 
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reservoir with some recurrence and can therefore act as a substitute (albeit an inferior one) 
for the delayed feedback mechanism. Together these results from the numerical TRNDN are 
a promising sign that the implementation of a physical TRNDN (i.e. using a real PASN) 
could be used to perform classification tasks, even without a real-time delayed feedback 
mechanism. 
Appendix A.2 contains the results of the NARMA10 task. The case with delayed 
feedback is presented in Appendix A.2.1. Unlike the waveform discrimination task where the 
TRNDN behaviour was similar to the MGO, the TRNDN did not perform well at the 
NARMA10 task when delayed feedback was included. The performance is characterised by 
a NRMSE of 0.176 (approximately 3 times larger than that of the MGO). In addition, the 𝑁-
𝑇 parameter space was also different, showing optimal performance for small 𝑁 where there 
was only weak dependence on 𝑇. It is possible that the TRNDN may be further optimised for 
the NARMA10 task by adapting the delayed feedback strength (𝜅 in Eq. (53)). 
Appendix A.2.2 presents the results of the NARMA10 task when delayed feedback was 
not included. Remarkably, the optimal result (NRMSE of 0.157) is better than the case with 
delayed feedback (NRMSE of 0.176); usually the inclusion of delayed feedback leads to 
significant improvements in performance. Although, this may simply be because the TRNDN 
with delayed feedback performs worse than expected at NARMA10. The trend across the 𝑁-
𝑇 plane is very similar to the MGO case showing optimal performance for 𝑇 ~ 10𝑁𝜃 = 10𝜏. 
Again, this result can be explained by the ability of long time constants to provide indirect 
recurrence in the absence of delayed feedback. As discussed in Section 5.1.2 for the MGO, 
the observation that optimal time constants are ~10 time steps reflects the fact that each value 
in the NARMA10 target function depends on the ten previous values. The NARMA10 results 
obtained from the TRNDN are comparable to that reported in Ref. [205], and are a promising 
sign that real PASNs may be able to perform time-series prediction tasks. 
Summary 
The TRNDN model explored in this section provides valuable insight into how a PASN 
might be implemented as a physical NDN for TDRC. TDRC could be performed 
experimentally by encoding input signals in the applied voltage and measuring conductance 
as the explanatory variable in the tunnelling regime. The time constant could be applied by 
using a low pass filter [247], or by exploiting the natural time-scale of the device [204].  
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From the results in this section one can deduce that for optimal performance at the 
waveform discrimination task, the delayed feedback component should ideally be included. 
In this case, the PASN should perform well for 𝑁 ≥ 50 and 2𝜃 ≤ 𝑇 ≤ 𝜏/2. For the 
NARMA10 task, optimal performance should be expected for small 𝑁 (≤ 60) and any time 
constant 𝑇 ≥ 2𝜃, although the PASN may not perform well at NARMA10 with delayed 
feedback included.  
If delayed feedback were not included, then the optimal choice of 𝑁 and 𝑇 would be 
different: for the waveform discrimination task, optimal performance should be observed for 
𝑁-𝑇 combinations that lie along the dark band in Figure A.4 (a) at 𝑇~𝑁 – though this choice 
may have little impact on the number of correct classifications if the virtual reservoir is 
capable of performing the task. A physical TRNDN should provide good results for the 
NARMA10 task without delayed feedback if 𝑇 ~ 10𝜏.  
Experimental results using a physical TRNDN are described in Section 6.1. 
 
5.3 Switching Regime NDN 
Section 5.2 modelled the use of a PASN operating in the tunnelling regime and showed that 
the tunnelling regime could be used to perform classification/prediction tasks. This section 
aims to model a PASN in the switching regime. At this point the reader is advised in advance 
that the model was unable to achieve successful classification or successful performance of 
the NARMA10 task. Some readers may therefore wish to jump straight to the conclusions 
and explanations for this lack of success, in Section 5.3.3. 
In Chapter 3 it was demonstrated that in the switching regime, PASNs exhibit sequences 
of highly correlated switching events characterised by power law distributed inter-event 
intervals and slowly decaying autocorrelation functions. It was also shown that the PASN is 
a critical system which displays avalanches of switching activity with power law distributed 
sizes and durations. This is interesting for neuromorphic applications because it has been 
demonstrated that criticality in the brain is responsible for optimising computational 
performance, information transfer and memory storage [13,33-36]. Hence, the aim is to 
exploit the features of criticality and correlated switching activity of PASNs to computational 
advantage. 
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This might be achieved by embedding a PASN as the NDN within a TDRC framework. 
If the input signals are encoded as applied voltage, and if that applied voltage exceeds the 
threshold for switching activity, the switching rate may be used as the explanatory variable 
𝑥. It has been shown that the switching rate increases nonlinearly with applied voltage in Ref. 
[15], so in a TDRC framework, the switching rate should be able to facilitate the required 
higher-dimensional transformation of the input voltage signals. Given that the switching rate 
is the quantity which exhibits avalanches and features of temporal correlation, there should 
be some inherent memory of past inputs because the switching activity of the network always 
depends on a combination of present input and previous network states. Hence, the two key 
requirements of a NDN, nonlinearity and memory, should be fulfilled by the PASN switching 
rate. TDRC using the switching rate is implemented using a numerical model called the 
Switching Regime Nonlinear Dynamical Node (SRNDN). 
5.3.1 SRNDN Model 
The SRNDN was designed to mimic the experimental switching rate and the statistical 
properties which were identified during the analysis of avalanches and criticality in Chapter 
3. The aim was to produce a generative model which produces a switching rate value for each 
time step, based on the present input and past outputs. When given a constant input signal 
(equivalent to a DC voltage), the model should produce a switching rate as a function of time, 
which when subjected to avalanche analysis yields statistical distributions of avalanche 
properties which are similar to those observed in the experimental data (Section 3.2.3). 
Experimental Switching Rates 
The switching rate of a PASN is found by counting the number of switching events as a 
function of time. The average inter-event interval (IEI) is typically used as the bin size 
because it is the standard used in the avalanche analysis in Section 3.1.2. Switching rate 
histograms can then be constructed which show the number of bins that contain each value 
in the switching rate. Figure 5.15 shows a typical example of (a) the experimentally measured 
switching rate, and (c) the corresponding switching rate histogram (blue). The switching rate 
is bursty, featuring highly active periods followed by periods of quiescence, and the 
histogram of switching rate values follow power law decay with an exponential cut off in the 
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tail. The SRNDN model should therefore produce a synthetic switching rate which exhibits 
these same properties. 
SRNDN Model Description 
The SRNDN draws each switching rate value from a power law cumulative distribution 
function (CDF), which is given by 





where 𝑥 represents the synthetic switching rate, 𝐴 is a normalization factor and 𝜌 is the power 
law exponent. By using a different random number 𝑟𝑖 at each time step, the power law 
distributed switching rate value 𝑥𝑃𝐿 is extracted using  




− 1 (56) 
 where 𝑟𝑖 ∈ [0, 1]. The -1 term is included in Eq. (56) (and subsequently Eqs. (57) and (58)) 
to account for the number of zeros in the switching rate. Figure 5.15 (c) shows that the number 
of zeros in the experimental switching rate (blue) is consistent with the power law distribution 
and subtracting 1 from each value (𝑥𝑃𝐿)𝑖 allows the synthetic switching rate to contain a 
similar proportion of zeros. 
Although the histogram of 𝑥𝑃𝐿 values follows a power law, the sequence does not feature 
bursts because each value is selected randomly with no correlation between them. To induce 
burstiness in the synthesised switching rate another random number 𝑔𝑖 ∈ [0, 1] is therefore 
used. At each time step, there is equal probability that the rate should increase at the next 
time step (𝑔𝑖 > 0.5), and that it should decrease in the next time step (𝑔𝑖 < 0.5).
15 If the rate 
is increasing and the preceding rate value 𝑥𝑖−1 is non-zero, then the random number 𝑟𝑖 used 
to draw 𝑥𝑃𝐿 from Eq. (56) is scaled in such a way that 𝑥𝑃𝐿 > 𝑥𝑖−1. Specifically, 𝑟𝑖 →
(1 − 𝑟𝑖−1)𝑟𝑖 + 𝑟𝑖−1 such that Eq. (56) becomes 
 






thus, guaranteeing that the next switching rate value will be drawn from the same power law, 
but will be greater than the preceding value. Conversely, if the switching rate is decreasing 
 
15 The justification for this approach is simply that the SRNDN model produces a synthetic switching rate 
which is a faithful representation of the measured switching rates of PASNs (compare the green and blue plots 
in Figure 5.15) which features critical avalanche dynamics (compare Figure 5.17 with the results in Section 
3.2.3). 




Figure 5.15: Comparison of experimental and SRNDN switching rates and switching rate 
histograms. (a) Subsection of a typical switching rate as a function of time measured from a PASN 
while applying 6V DC across the two electrodes. (b) Synthetic switching rate as a function of time 
from the SRNDN. The experimental data and the model data are qualitatively similar, both 
featuring characteristic bursts of activity. (c) The switching rate histograms from the PASN (blue) 
and from the SRNDN (green). The distributions are qualitatively and quantitively similar, both 
exhibiting power law decay with an exponential cut off and similar slopes on the logarithmic axes. 
Note that the largest number of occurrences for each distribution corresponds to rate values of zero. 
Usually on logarithmic axes, such values could not be seen, but the 𝑥-axis is plotted as bin centres 
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and the preceding rate value is non-zero, then 𝑟𝑖 → (𝑟𝑖−1)𝑟𝑖 and Eq. (56) becomes 
 






which always draws a switching rate value which is smaller than the preceding switching rate 
value, but which belongs to the same power law. This makes the switching rate value 𝑥𝑖 
dependent on the preceding switching rate value 𝑥𝑖−1 if 𝑥𝑖−1 > 0. Finally, to add correlation 
between switching rate values on a longer time scale, a response time 𝑇 is introduced, 








− 𝑥𝑖−1) (59) 




((𝑥𝑃𝐿)𝑖 − 𝑥𝑖−1) (60) 
if delayed feedback is not included (𝑁 is the number of virtual nodes in the delay line). The 
resulting switching rate and switching rate histogram are shown in Figure 5.15 (b) and (c) 
(green). The switching rate is bursty and features the characteristic active periods followed 
by periods of quiescence, and the histogram of switching rate values follows power law decay 
with near identical slope to the experimental distribution. 
The final requirement of the SRNDN is that it must produce a nonlinear transformation 
of the input voltage signals 𝐽𝑖 i.e. the switching rate 𝑥 must scale nonlinearly with applied 
voltage. This would be true if 𝑥𝑖(𝐽𝑖) = 𝑓(𝐽) ∙ 𝑥𝑖 where 𝑓(𝐽) is some nonlinear function. It 
was established in Ref.  [15] that the PASN switching rate is a nonlinear function of voltage. 
This is exemplified by Figure 5.16 (a) which shows the average switching rate of a PASN in 
response to voltage pulses of different duration and amplitude. The relationship between the 
applied voltage and the average switching rate is approximately sigmoidal. The sigmoid 
function described by Eq. (62) and shown in Figure 5.16 (b) is therefore used to couple the 
switching rate values produced by Eq. (59) to the applied voltage.  
 
 





Figure 5.16: Voltage dependence of the SRNDN model. (a) The experimentally measured 
average PASN switching rate as a function of applied voltage and pulse duration, taken from Ref. 
[15]. The rate can be approximated by a sigmoidal function of voltage. (b) The sigmoid function 
𝑓(𝐽) which is used to couple the SRNDN switching rate to the applied voltage 𝐽 given by Eq. (62). 
(c) The resulting average switching rate produced by the SRNDN as a function of applied voltage. 
The trend matches that of the experimental data shown in (a). (d) The switching rate histograms 
for different applied voltages. The area under each curve represents the total number of switching 
events which increases with applied voltage. The heavy tail extends further with increasing voltage 
indicating that there are more large rate values indicating increased switching activity at higher 
voltage, consistent with experimental observations. 











(d)                                                           
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Explicitly, the final switching rate value at each time step is given by16 





















Because the switching rate represents a number of discrete events in a time bin, each value 
𝑥𝑖 is rounded to the nearest integer.  
The average switching rate produced by the SRNDN, shown in Figure 5.16 (c), increases 
nonlinearly with applied voltage and is a good qualitative approximation of the 
experimentally observed voltage dependence (for fixed pulse duration) shown in Figure 5.16 
(a). The switching rate histograms for different voltages in the range 1-10 V are shown in 
Figure 5.16 (d). Increasing the applied voltage causes the heavy tail of the switching rate 
histogram to extend further, thus emulating the increased switching activity observed in 
PASNs at larger applied voltages. 
In summary, the SRNDN is a numerical model which produces a sequence of switching 
rate values which are power law distributed. The switching rate as a function of time contains 
correlated avalanches of activity, consistent with the demonstration of criticality given in 
Section 3.2 and providing some memory, which is a crucial requirement for a NDN. The 
average switching rate increases nonlinearly with applied voltage as required to successfully 
project input signals onto a higher dimensional space. Thus, the SRNDN is both a faithful 
representation of real PASN switching activity (see Figure 5.15) and features the vital 
components of an NDN for TDRC. 
SRNDN Critical Avalanche Dynamics 
To demonstrate that the synthetic switching rate generated by the SRNDN is a good 
approximation of the critical avalanche dynamics observed in real PASNs, the same  
 
16 The arrows in Eqs. (61) and (63) represent a variable replacement. For example, Eq. (61) says that the 
value of 𝑥𝑖 produced by either Eq. (59) or (60) is going to be replaced by the value 𝑥𝑖 multiplied by the sigmoid 
function 𝑓 without changing the name of the variable. This notation was used to reduce the number of different 
variable names which are only being used for explanatory purposes. 
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avalanche analysis used in Section 3.2.3 was performed on data from the SRNDN model. 
The results of this analysis are shown in Figure 5.17. The avalanche size and duration 
distributions (Figure 5.17 (a) and (b)) follow the expected power law scaling functions given 
by Eqs. (32) and (33) respectively, while the average size given duration (c) follows the 
power law in Eq. (36). The mean temporal profiles of avalanches shown in Figure 5.17 (d) 
collapse onto a single universal scaling function in Figure 5.17 (e) in accordance with the 
unified theory of critical systems [171]. The three independent measures of the critical 
exponent 1 𝜎𝜈𝑧⁄  (see figure caption) agree within their uncertainties with those obtained from 
experimental data in Section 3.2.3, signalling that the switching rate produced by the SRNDN 
 
Figure 5.17: Avalanche analysis of the SRNDN model. (a) Avalanche size PDF and (b) 
avalanche duration PDF follow the power laws given by Eqs. (32) and (33) respectively. The 
critical exponents were found by MLE to be 𝜏 =1.6 ± 0.1 and 𝛼 = 2.0 ± 0.1. The crackling 
relation (Eq. (41)) can be used to find the critical exponent 1 𝜎𝜈𝑧⁄ =1.7 ± 0.2 (c) The average size 
of avalanches scale as a power law with their duration, in accordance with Eq. (36). The critical 
exponent was found to be 1 𝜎𝜈𝑧⁄ =1.94 ± 0.03. (d) The average temporal profiles of avalanches 
of different durations collapse (c) onto a universal scaling function. This operation yields another 
independent measure of the critical exponent 1 𝜎𝜈𝑧⁄  which was found to be 1.80 ± 0.06. The three 
measures of the critical exponent 1 𝜎𝜈𝑧⁄  are close to agreement, showing that the SRNDN 
switching rate is representative of a critical system. The values of 1 𝜎𝜈𝑧⁄  found from PASN 
avalanche analysis were similar (1 𝜎𝜈𝑧⁄ ≈ 1.7) indicating that the two systems belong to the same 
universality class [171].  












(d)                                                                   (e) 
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model is representative of the same critical avalanche dynamics as those observed in real 
PASNs. The SRNDN parameters used to generate the analysed data were 𝑇 = 5 and 𝜌 =
2.7, which were found by trial and error to produce a good approximation of the experimental 
data. 𝜌 = 2.7 is henceforth adopted as a fixed parameter, while the response time 𝑇 is left as 
a free parameter to explore the effect of memory on the SRNDN virtual reservoir 
performance. 
5.3.2 Results from the SRNDN Model 
The numerical model of the SRNDN developed in the previous section was used in the TDRC 
framework to perform the waveform discrimination and NARMA10 tasks. The explanatory 
variable 𝑥 is the synthetic switching rate which is sampled 𝑁 times during each time step, 
making up the states of the virtual nodes. To exploit the nonlinearity of the voltage-switching 
rate relationship (see Figure 5.16 (c)), the sequence of input waveforms was scaled to have 
an amplitude of ±5V with an offset of 5V, such that the input waveforms have values 
between 0 and 10 V. Equivalently, for the NARMA10 task, the sequence of random input 
values 𝑢(𝑘) ∈ [0, 0.5] was scaled by a factor of 10 and offset by 5V so that the input voltages 
have values between 0 and 10 V after masking. 
The SRNDN was used to perform each task for many different cases (e.g. with/without 
delayed feedback etc) so to aid readability, the detailed results are presented in Appendix B 
and a summary of the main findings is given here.  
Appendix B.1 presents the results for the waveform discrimination task: Appendix B.1.1 
contains the results for the case where delayed feedback is included, while Appendix B.1.2 
contains the results without delayed feedback. It was found that the SRNDN performs poorly 
at the waveform discrimination task, achieving a maximum classification score of only 
51.5% with delayed feedback and 80% without delayed feedback. Unlike the MGO or the 
TRNDN which perform best with delayed feedback, task performance using the SRNDN 
improved when the delayed feedback mechanism was removed.  
Appendix B.2 presents the results for the NARMA10 task. Appendix B.2.1 shows the 
delayed feedback case. It was found that the virtual reservoir could produce a good 
approximation of the training data (NRMSE, 0.084), but performed poorly for the testing 
data (NRMSE, 0.65). This is a characteristic sign of overfitting.  
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Appendix B.2.2 therefore summarises attempts to reduce overfitting by using ridge 
regression (rather than linear regression) to train the weights (see Section 4.3.5). It was found 
that the overfitting could be reduced, narrowing the difference between the training and 
testing performance, but that the testing performance remained poor with the lowest NRMSE 
value obtained being 0.453. 
Appendix B.2.3 contains the results of the NARMA10 task without delayed feedback. 
The results are substantially the same as the case with delayed feedback in Appendix B.2.1 
which suggests that the recurrence provided by the delayed feedback is not being utilized by 
the SRNDN. Overfitting was again observed and so training was also attempted using ridge 
regression. The outcome was essentially the same as the delayed feedback case: the 
difference between training and testing performance was reduced, but the testing 
performance remained poor. 
Finally, Appendix B.3 considers two reasons for the generally poor performance of the 
SRNDN. The first reason is that, like the experimental switching rate data, the synthetic 
switching rate generated by the SRNDN features many empty bins (𝑥 = 0). The second 
reason considered is stochasticity. The response of the switching rate to a particular input 
voltage can vary over several orders of magnitude from trial to trial i.e. the switching rate is 
highly stochastic. In real PASNs, this stochasticity is produced by critical avalanche 
dynamics, and the SRNDN was designed to emulate such behaviour. Because SRNDN 
switching rate is used as the explanatory variable, it was hypothesised that the presence of 
zeros and stochasticity may be responsible for the poor performance of the SRNDN as 
compared to the MGO or TRNDN. 
The effect of zeros in the explanatory variable 𝑥 is investigated in Appendix B.3.1. The 
TRNDN was used to repeatedly perform the waveform discrimination task with an increasing 
proportion of 𝑥-values replaced with zeros. Because the TRNDN performs the waveform 
discrimination task very well (Appendix A.1.1), it is easy to see the significant degradation 
in performance as more and more 𝑥-values are replaced with zeros. It was found that when 
𝑥 contained many zeros, the case with delayed feedback performed much worse than the case 
without delayed feedback. This observation is consistent with the fact that the SRNDN 
performed worse at waveform discrimination when delayed feedback was included, the 
opposite trend observed for other NDN models. One explanation is that the delayed feedback 
mechanism provides recurrent connections which allow previous virtual node states to 
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remain in the reservoir. If some of these virtual node states are zeros, which do not reflect the 
input signal, then their prolonged retention by the reservoir leads to increased error. 
The effect of stochasticity in the explanatory variable 𝑥 was investigated in Appendix 
B.3.2 using a similar procedure. Instead of replacing values of 𝑥 with zeros, all values of 𝑥 
were scaled by a random value 𝑟. Each 𝑟 was drawn from a normal distribution centred at 
one. By repeating the waveform discrimination task using wider and wider normal 
distributions (i.e. increasing its standard deviation 𝜎), the explanatory variable became 
increasingly stochastic. Consequently, the task performance deteriorated with increasing 
stochasticity, and the case with delayed feedback was more severely affected by the 
perturbations to 𝑥. Again, it is the presence of recurrent connections which allow perturbed 
virtual node states to influence the virtual reservoir state for longer, leading to worse 
performance for the case with delayed feedback. 
5.3.3 Summary of results from the SRNDN 
In summary, the SRNDN model did not perform well at either the waveform 
discrimination task or the NARMA10 task. It was also found that the delayed feedback 
mechanism had a negative effect on task performance. Both of these observations could be 
explained by the large number of zeros and the inherent stochasticity of the SRNDN 
explanatory variable. Section 5.3.1 demonstrates that the SRNDN synthetic switching rate is 
a good approximation of the behaviour of real PASNs in the switching regime, and so 
similarly poor performance is expected from a physical implementation of TDRC which uses 
the PASN switching rate as the explanatory variable.  
5.4 Conclusions 
Chapter 5 explored time-delay reservoir computing using several numerical models of 
nonlinear dynamical nodes: the Mackey-Glass oscillator, the tunnelling regime nonlinear 
dynamical node and the switching regime nonlinear dynamical node. In each case the 
waveform discrimination and NARMA10 tasks were performed, the number of virtual nodes 
𝑁 and response time 𝑇 were optimised, and the effect of including/excluding the delayed 
feedback mechanism was investigated. The results are summarised in Table 6. 
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The MGO was the best performing numerical NDN at both the waveform discrimination 
and NARMA10 tasks with NRMSE values of 3.70×10-7 and 0.053 respectively. These rose 
to 0.247 and 0.157 respectively when the delayed feedback mechanism was removed, 
highlighting the significant role being played by direct recurrence.  
The MGO also showed that in the absence of the direct recurrence provided by the 
delayed feedback mechanism, a long time constant could be used to facilitate indirect 
recurrence. For cases without the delayed feedback, the optimal result was found for 
relaxations times 𝑇 ≈ 𝜏 for the waveform discrimination task, and 𝑇 ≈ 10𝜏 for the 
NARMA10 task. These optimum response times relate to the requirements of each task: 
waveform discrimination requires memory of at least one time step so that the NDN output 
depends on the sequence of input values, and NARMA10 at least ten time steps so that the 
next value in the sequence can be predicted. The fact that a long time constant can be used to 
provide recurrence may be helpful in cases where the implementation of a direct external 










MGO with feedback 3.70×10-7 100 0.053 
MGO without 
feedback 
0.247 100 0.157 
TRNDN with 
feedback 
6.97×10-7 100 0.176 
TRNDN without 
feedback 
0.202 100 0.157 
SRNDN with 
feedback 
0.500 51.5 0.207 
SRNDN without 
feedback 
0.500 80 0.207 
SRNDN with 
feedback (Ridge) 
0.499 52.5 0.248 
SRNDN without 
feedback (Ridge) 
0.499 56.25 0.248 
Table 6: Summary of numerical NDN results. NRMSE values are from the testing data. Shaded 
cells contain results from training via ridge regression. All other results were obtained by training 
with linear regression. 
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The TRNDN performed almost as well as the MGO for the waveform discrimination task 
with a NRMSE of 6.97×10-7, however the TRNDN performed significantly worse at the 
NARMA10 task with a NRMSE of 0.176. When the delayed feedback was removed, the 
optimal performance decreased significantly for waveform discrimination, but only 
marginally for the NARMA10 task. This suggests that the TRNDN model may not be 
optimised for time series prediction tasks. Further optimisation of the parameter 𝜅 may 
improve the NARMA10 results.  
Although the SRNDN produces a very convincing replication of the experimental 
switching rate, including the presence of avalanches and criticality, the SRNDN performed 
poorly at both tasks. The optimal results correspond to trivial cases where very large response 
times supress the switching activity to a minimum. This occurs because the stochastic spikes 
of activity in the switching rate do not map to particular input voltages (or sequences of them) 
and so the lowest errors correspond to cases where the switching rate is low.  
How Should a Real PASN be Implemented as a Physical NDN? 
Based on the results of the numerical TDRC simulations explored in this chapter, the optimal 
parameter choices for implementing a PASN as a physical NDN can be inferred.  
The first choice is the operating regime; the TRNDN performed much better than the 
SRNDN because of the stochasticity of the switching rate, indicating that that a PASN should 
be operated in the tunnelling regime for best results. This requires using sub-threshold 
voltages as the inputs and measuring the conductance as a function of time. The time constant 
may be applied using a passive low-pass filter in the circuit, or it may be applied numerically 
in a post-processing step. 
A delayed feedback mechanism should be used if possible, as this enabled excellent 
performance of the TRNDN at the waveform discrimination task. If a delayed feedback 
mechanism cannot be implemented, then a long time constant (𝑇 ≈ 𝑁𝜃 for waveform 






Chapter 6  
Experimental Implementation of TDRC 
The two distinct regimes of PASN operation, tunnelling and switching, were modelled as 
numerical NDNs in Chapter 5. Results of both the waveform discrimination and NARMA10 
tasks were used to assess the TDRC parameter choices for each NDN model and each task. 
The TRNDN model indicated that a real PASN in the tunnelling regime may perform well at 
classification and time series prediction tasks. Conversely, the SRNDN showed that PASNs 
in the switching regime are unlikely to perform well at either task because of the inherently 
stochastic switching rate. Hence, this chapter presents experimental results from attempts at 
both the waveform discrimination and NARMA10 tasks using a real PASN in the tunnelling 
regime. In this thesis, TDRC was not performed using real PASNs in the switching regime. 
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6.1 Tunnelling Regime 
Section 1.4 describes the tunnelling and switching regimes of PASN response to applied 
voltages 𝑉. Recall that the tunnelling regime is accessed at voltages below the switching 
threshold voltage 𝑉𝑡ℎ𝑟𝑒𝑠, and that 𝑉𝑡ℎ𝑟𝑒𝑠 can be increased by applying 𝑉 ≫ 𝑉𝑡ℎ𝑟𝑒𝑠 for 
extended periods of time. The use of a real PASN in the tunnelling regime as a NDN for 
TDRC will hereafter be referred to as a physical TRNDN to distinguish from the numerical 
TRNDN model presented in Section 5.2. 
Input Signals 
When using the physical TRNDN, input signals are encoded as applied voltages, and so the 
threshold voltage 𝑉𝑡ℎ𝑟𝑒𝑠 sets an upper limit to the range of inputs which may be applied 
without inducing unwanted switching events. Hence, to obtain maximum input range and to 
fully exploit the nonlinear 𝐺-𝑉 characteristic, PASNs were fatigued by applying 10 V DC 
for several days before being used as physical TRNDNs (see Section 1.4.6. This process 
caused the switching threshold voltage to increase beyond 8 V, and so input signals could be 
applied within the range 0-8 V without inducing unwanted switching events. 
Input signals 𝐽(𝑡) were applied as voltages across the two electrodes of the PASNs using 
an arbitrary waveform generator. The input signals for the waveform discrimination task 
were sine and square waveforms of 1 second period, each with 8 time steps 𝜏, and each 
timestep with 𝑁 = 200 mask elements17 of duration 𝜃 =625 µs.18 The sine and square 
waveforms had an amplitude of ±3.5 V and an offset of 4.5 V so that the input signals ranged 
between 1-8 V. For the NARMA10 task, each random input value 𝑢(𝑘) was applied for one 
timestep (𝜏 = 100 ms) each containing 𝑁 = 200 mask elements of 𝜃 = 500 µs. The 
amplitude of 𝑢(𝑘) was scaled by a factor of 7 and offset by 4.5 V so that again, the input 
signals range over 1-8 V.  
 
17 𝑁 = 200 was chosen for the experimental implementation because the results from the numerical TRNDN 
model showed good performance at waveform discrimination for 𝑁 = 200. 
18 When using a physical NDN which has a well-defined response time 𝑇, the interval separating virtual 
nodes 𝜃 must be carefully chosen. However, the natural response time of the PASN is not used in this thesis and 
an effective response time (low-pass filter) is applied in post-processing. This procedure and the reasons for it 
are discussed in detail below. Hence, 𝜃 = 625𝜇s (and 500𝜇s for NARMA10) was chosen for convenience. 




The explanatory variable which defines the state of the physical TRNDN is the conductance 
𝐺. 𝐺 is a nonlinear function of applied voltage 𝑉, as shown in Figure 5.13. 𝐺 is obtained by 
conducting time-resolved measurements of 𝑉 and the resulting current 𝐼 and then calculating 
𝐺 = 𝐼/𝑉. Conductance measurements (Section 2.2.2) were made at intervals of 10 µs and 
averaged over 2 points to reduce noise, resulting in a sample of 𝐺 every 20 µs as shown by 
the blue curve in Figure 6.1. Further noise reduction was achieved by passing 𝐺 through a 25 
point median filter, represented by the red curve in Figure 6.1. The states of the virtual nodes 
were then found by sampling 𝐺 at intervals of 𝜃 such that the explanatory variable ?̃? = 𝐺(𝑡 =
𝑛𝜃) where 𝑛 = 1…𝑁𝐾, 𝑁 is the number of virtual nodes in the delay line and 𝐾 is the total 
 
Figure 6.1: Physical TRNDN sampling procedure. A measurement of the conductance 𝐺 of a 
PASN (blue) in response to the applied voltage (black) after 2-point averaging to reduce noise. 
Noise levels were further reduced using a median filter (red curve) before sampling at intervals of 
𝜃 (time is normalized so that 𝜃 = 1) denoted by the red markers. The three different green curves 
represent the filtered and down-sampled 𝐺 after having different response time constants applied 
(see text). Small time constants produce faster variations in 𝐺 and larger oscillation amplitude while 
large time constants lead to slower responses and a damped oscillation amplitude.  
180 |                                                           Chapter 6 - Experimental Implementation of TDRC 
 
 
number of time steps (𝜏) in the input sequence. The ~ above 𝑥 denotes the fact that the time 
constant 𝑇 is yet to be applied (see below) and that the values in ?̃? are not the final virtual 
node states. ?̃? is represented by the red markers in Figure 6.1. 
Response Time 
There is a natural response time of the PASN, which is on the order of ~100 µs. This response 
time could be used to provide the connectivity between virtual nodes if the measurements of 
𝑉 and 𝐼 are sampled at a sufficiently high bandwidth. Unfortunately, the measurement circuit 
used in this study produced transient current spikes in response to voltage step edges; likely 
due to a combination of parasitic capacitance and impedance mismatches in the circuit.  
This problem is illustrated in Figure 6.2 which shows a measurement of 𝐺 (blue) and the 
applied voltage 𝑉 (black). The step edges in 𝑉 cause artefacts in the measurement of 𝐼 (and 
consequently 𝐺) which appear as large spikes. If the spikes were not present, then the 
response time would allow a gradual transition from 𝐺1 to 𝐺2 along a path approximated by 
the dashed line in Figure 6.2. This would mean that if 𝜃 ≲ 𝑇, the virtual node states would 
depend on each other, as per the discussion in Section 4.3.4.1 and the example in Figure 4.7. 
?̃? would then be equal to 𝑥 because no time constant would need to be applied in post-
processing. However, the spike in 𝐺 at the voltage step edge means that the conductance is 
discontinuous, and the response time causes 𝐺 to follow the path highlighted by the solid red 
curve in Figure 6.2. Consequently, the natural response time of the circuit could not be used 
to provide correlation between virtual node states. 
The response time was therefore applied in a post-processing step using 
 
𝑥𝑖 = 𝑥𝑖−1 +
1
𝑇
(?̃?𝑖 − 𝑥𝑖−1) 
(64) 
where 𝑇 is the response time constant and 𝑥 is the explanatory variable with the time constant 
applied. 𝑥 is represented by the green curves in Figure 6.1 for three different values of 𝑇 
(2𝜃, 5𝜃, 10𝜃). While each value of ?̃? depends only on the input voltage and is independent 
of previous values of ?̃?, the time constant has the effect of making each value in 𝑥 depend on 
the preceding values of 𝑥 as in the case of the numerical TRNDN model. This operation is 
essentially a low pass-filter which is commonly used in TDRC implementations [235]. 
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It is desirable to use the natural response time of the PASN as 𝑇 in order to utilize more 
of the PASN functionality and to reduce the amount of post processing (and power 
consumption). However, applying the time constant in post-processing has the significant 
advantage of being able to explore 𝑇 as a free parameter by applying many different time 
constants to the same measurement data and determining which gives the best results. To 
perform the same analysis using the natural response time as 𝑇 would require repeating the 
measurements using many different values of 𝜃. Hence there is an opportunity to efficiently 
compare task performance as a function of the time constant with that of the numerical 
TRNDN. 
Partial Delayed Feedback Mechanism 
To use a delayed feedback mechanism with a physical TRNDN requires that signals are 
analysed in real time and reinjected into the PASN in the next time step. This means that the 
noise reduction, down-sampling and application of the time constant must be performed 
 
Figure 6.2: Physical TRNDN transient current spikes. A measurement of the conductance 𝐺 of 
a PASN (blue/red) showing a transient spike in response to a step in the applied voltage (black). 
The presence of the spike and the natural response time of the PASN circuit causes the conductance 
to follow the path highlighted by the solid red curve. This path is undesirable because there is a 
discontinuity between 𝐺1 and 𝐺2. If the spike were absent, then the conductance would follow a 
path like the one represented by the dashed line and 𝜃 could be tuned so that virtual node states 
were correlated.  
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during each time step so that the node states can be used to augment the input voltage signal 
which is applied in the next time step. Such in-line data processing and waveform generation 
is possible; however it would require the development of a specialized instrument control 
program which is outside the scope of this thesis (see Section 6.3 on future work). 
Hence, a “partial delayed feedback” mechanism was developed. Partial delayed feedback 
is performed in post-processing and involves combining virtual node states 𝑥𝑖 with the state 







Partial delayed feedback has a similar effect to the full delayed feedback used in the 
numerical simulations; it makes the state of each virtual node depend on its previous state by 
passing the previous state directly across time steps i.e. recurrent connectivity. The key 
difference is that the previous state of the virtual node is not reinjected into the NDN, and so 
is not subject to the nonlinear transformation. Consequently, the partial delayed feedback 
mechanism does not result in the same level of recurrence as the full delayed feedback 
mechanism. The partial delayed feedback mechanism was tested using the MGO numerical 
implementation of TDRC and was found (results not shown) to provide a significant 
improvement in performance (over simulations with no delayed feedback) but did not 
perform as well as the full delayed feedback. 
6.1.1 Waveform Discrimination using a Physical 
TRNDN 
This section presents the results of the waveform discrimination task which was performed 
using a physical TRNDN with 𝑁 = 200 virtual nodes. A wide range of different time 
constants were used to find the optimum 𝑇 and cases with and without partial delayed 
feedback were investigated. 
Example Result with Partial Delayed Feedback 
An example result of the waveform discrimination task is shown in Figure 6.3 for 𝑁 = 200 
and 𝑇 = 5. A subsection of the input sequence 𝐽(𝑡) is shown in Figure 6.3 (a). In the case of 
a physical TRNDN, 𝐽(𝑡) is the voltage applied across the two electrodes of the PASN and  
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 can be measured directly as in Figure 6.3 (a). Figure 6.3 (b) shows the explanatory variable 
𝑥 of the physical TRNDN which is the measured conductance response of the PASN after 
postprocessing using 𝑇 = 5 (see Figure 6.1). The effect of partial delayed feedback can be 
seen in the difference between the physical TRNDN response on the left and right side of 
Figure 6.3 (b) where the input signals are the same. Figure 6.3 (c) shows the virtual reservoir 
output ?̂? (blue) and the average of ?̂? over each waveform cycle 〈?̂?〉 (black) superimposed 
with the target function 𝑦 (red) for the full sequence of 600 sine/square waveforms. A zoomed 
region of Figure 6.3 (c) is shown in Figure 6.3 (d), where ?̂? can be seen fluctuating about 𝑦. 
 
Figure 6.3: Waveform discrimination task using physical TRNDN with partial delayed 
feedback; 𝑵 = 𝟐𝟎𝟎, 𝑻 = 𝟓𝜽. (a) A subsection of the input sequence 𝐽(𝑡). (b) The tunnelling 
regime response of the PASN to the stimulus shown in (a) using a response time 𝑇 = 5𝜃. (c) The 
final output of the virtual reservoir ?̂? (blue) approximates the target function 𝑦 (red) with NRMSE 
values of 0.215 and 0.259 for the training and testing data respectively. (d) A zoomed region of (c) 
showing clearly that the two waveform classes have been successfully separated. The classification 
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There is a clear separation between the values of ?̂? corresponding to the different waveform 
classes. All 600 waveforms were correctly classified giving a classification score of 100% 
and NRMSE values of 0.215 and 0.259 for the training and testing data respectively. 
The Effect of Partial Delayed Feedback 
The waveform discrimination task was performed both with and without the partial delayed 
feedback mechanism described by Eq. (65). Recall that delayed feedback aims to provide 
recurrence to the virtual reservoir. Recurrence causes the virtual reservoir to respond 
differently to different sequences of input signals 𝑢(𝑘), rather than producing a response 
which is identical for the same input value 𝑢 regardless of the sequence in which it is 
embedded. 
In the same way that Figure 5.7 illustrates the effect of recurrence from the inclusion of  
the delayed feedback mechanism with the MGO, Figure 6.4 demonstrates the effect of the 
recurrence induced by the inclusion of the partial delayed feedback mechanism with the 
physical TRNDN. Figure 6.4 (a) contains a sequence of input amplitude values in 𝐼(𝑡) 
 
Figure 6.4: The effect of recurrence from partial delayed feedback. (a) A sequence of amplitude 
values in 𝐼(𝑡) corresponding to a sine wave followed by a square wave. Each amplitude value is 
applied for one time step 𝜏, by multiplying by the mask function 𝑀(𝑡) which is shown in grey in 
(b, c). (b) The response of the physical TRNDN without partial delayed feedback ( 𝑇 = 5𝜃) over 
different time steps which have an input amplitude of minus one. The response curve for time step 
si7 is not resolvable from the sq6-8. (c)  The response of the physical TRNDN with partial delayed 
feedback ( 𝑇 = 5𝜃) over the same time steps shown in (b). The response curve for si7 is now 
resolvable from the sq5-8 curves along the entire delay line. This illustrates the increased 
separability of different classes when the virtual reservoir has recurrence provided by the partial 
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corresponding to a sine wave followed by a square wave. There is one time step in the sine 
wave and four time steps in the square wave which have an amplitude of 1 V. If the virtual 
reservoir has no recurrence, it does not retain information from previous input values, and 
will hence respond in the same manner to all five inputs of 1 V, regardless of their place in 
the sequence. The physical TRNDN response to all five of the input values of 1 V is shown 
in Figure 6.4 (b) without partial delayed feedback and in Figure 6.4 (c) with partial delayed 
feedback. The delay line has a duration 𝜏 = 𝑁𝜃 where 𝑁 = 200, which is imposed by the 
mask function 𝑀(𝑡) (grey line in each panel).  In both cases, the physical TRNDN has a time 
constant of 𝑇 = 5𝜃. In Figure 6.4 (b) where there is no partial delayed feedback, the five 
response curves, each corresponding to a different time step in the sequence shown in Figure 
5.7 (a), are almost identical. In contrast, the five response curves in Figure 6.4 (c) are 
distinguishable along the entire delay line because of the recurrence provided by the partial 
delayed feedback mechanism. More important for the classification task, the si7 curve is 
separated from all of the sq curves indicating that the partial delayed feedback mechanism 
provides the virtual reservoir with recurrence, even though past virtual node states are not 
reinjected into the NDN. 
Optimal Response Time for Waveform Discrimination with Partial Delayed 
Feedback 
The waveform discrimination task was repeated using the physical TRNDN with 𝑁 = 200 
and a range of different response times applied in postprocessing. Figure 6.5 shows the 
performance (NRMSE, left axis; classification score, right axis) as a function of the applied 
time constant 𝑇 for (a) the case with partial delayed feedback, and (b) the case without partial 
delayed feedback. 
The case with partial delayed feedback shows a minimum NRMSE of 0.248 for 𝑇 = 
130𝜃 = 0.65𝜏. This optimum result is presented in Appendix C.1. In contrast, the numerical 
TRNDN for 𝑁 = 200 with delayed feedback resulted in an optimal NRMSE of 6.97×10-7 
for an optimal time constant 𝑇 = 4𝜃 = 0.02𝜏 (Figure A.2).  
One reason for the difference between the experimental and numerical results is the 
presence of noise in the measurement of the PASN conductance which is not present in the 
numerical model. Measurement noise has a similar effect to the stochasticity explored in 
Appendix B.3.2 because it causes the explanatory variable 𝑥 to contain stochastic variations. 
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It was shown in Figure B.14 that when the delayed feedback mechanism is included, 
stochasticity in 𝑥 leads to a significant degradation in task performance both in terms of 
NRMSE and classification score. Thus, it is likely that the measurement noise in the 
explanatory variable of the physical TRNDN is responsible for the larger NRMSE than its 
numerical counterpart.  
Another reason that the physical TRNDN produces a larger NRMSE than the numerical 
TRNDN model is the difference between the recurrence provided by the full and partial 
delayed feedback mechanisms. The partial delayed feedback mechanism provides a weaker 
recurrence than the full delayed feedback mechanism. This is because the previous virtual 
node states are not reinjected into the NDN, but rather combined with the present output using 
Eq. (65). Consequently, the information passed through the recurrent connection in the virtual 
reservoir is not subject to a nonlinear transformation as in the case of the full delayed 
feedback mechanism. NDNs with partial delayed feedback therefore perform worse than 
those with full delayed feedback, but still better than those without delayed feedback (which 
are essentially feed-forward virtual reservoirs). 
Finally, the longer optimal response time for the physical TRNDN (𝑇 = 0.65𝜏) as 
compared with the numerical TRNDN (𝑇 = 0.02𝜏) can be attributed to the weaker recurrence 
of the partial delayed feedback mechanism. In Section 5.1, it was shown that optimal time 
constants were found to be much longer in the absence of the direct recurrence provided by 
the full delayed feedback because indirect recurrence could be facilitated by response times 
 
Figure 6.5: Optimising the time constant for the waveform discrimination task using the 
physical TRNDN. The NRMSE (blue) and the classification score (red) as a function of the 
response time 𝑇 for the physical TRNDN. (a) shows the case with partial delayed feedback and (b) 
shows the case without partial delayed feedback. Best results are achieved when partial delayed 
feedback is included, though the difference between the lowest NRMSE in each case is small 
(~0.01) and the classification score is 100% for all 𝑇 both with and without feedback. 
(a)                                                                 (b) 
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which spanned time steps. The optimal time constant is therefore longer for the physical 
TRNDN because it makes up for the weaker recurrence of the partial delayed feedback 
mechanism.   
Optimal Response Time for Waveform Discrimination without Partial 
Delayed Feedback 
Figure 6.5 (b) shows that the physical TRNDN without partial delayed feedback produced a 
minimum NRMSE of 0.257 at 𝑇 = 270𝜃 = 1.4𝜏. This optimal result is presented in 
Appendix C.1. The optimal result from the physical TRNDN without delayed feedback can 
be compared with that of the numerical TRNDN (Figure A.4 (a)), where optimal parameters 
𝑁 = 40 and  𝑇 = 70𝜃 = 1.75𝜏 produced a minimum NRMSE of 0.202.  
The optimal response times are both consistent with the dark band in Figure A.4 (a) which 
represents a region of the parameter space which results in good task performance. The 
location of the dark band corresponds to response times which are about the same length as 
the delay line because this allows some information to be passed between time steps without 
the direct recurrent connections provided by the delayed feedback mechanism (discussed 
further in Section 5.1).  
Again, the physical TRNDN produces an optimal NRMSE (0.257) which is slightly 
larger than that of the numerical TRNDN (0.202). This difference can be attributed to the 
presence of noise in the explanatory variable 𝑥 which arises from the measurement of the 
PASN conductance.  
6.1.2 NARMA10 using a Physical TRNDN 
This section presents the results of the NARMA10 task which was performed using a 
physical TRNDN with 𝑁 = 200 virtual nodes. A wide range of different time constants were 
used to find the optimum 𝑇 and cases with and without partial delayed feedback were 
investigated. 
Example Result with Partial Delayed Feedback 
An example result of the NARMA10 task is shown in Figure 6.6 for 𝑁 = 200 and 𝑇 = 5𝜃. 
Figure 6.6 (a) shows a subsection of the measured input sequence 𝐽(𝑡) containing ten of the 
random input values 𝑢(𝑘). Each input value is masked and applied as a sequence of voltages 
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across the two PASN electrodes. Figure 6.6 (b) shows the conductance response of the PASN 
𝑥 to the input in Figure 6.6 (a) after having been postprocessed in accordance with the 
procedure outlined in Figure 6.1 using 𝑇 = 5𝜃. Figure 6.6 (c) shows the virtual reservoir 
output ?̂? (blue) overlaid with the target function 𝑦 (red) for the full sequence of 1000 input 
values 𝑢(𝑘). A zoomed region of Figure 6.6 (c) is shown in Figure 6.6 (d), where ?̂? can be 
seen following 𝑦 closely for the training data (left) but less closely for the testing data (right). 
The respective NRMSE values which quantify the task performance are 0.084 and 0.265, 
reflecting the much better approximation of 𝑦 during training than in testing.  
 
Figure 6.6: NARMA10 task using physical TRNDN with partial delayed feedback; 𝑵 =
𝟐𝟎𝟎, 𝑻 = 𝟓𝜽.  (a) A subsection of the input sequence 𝐽(𝑡). (b) The tunnelling regime response of 
the PASN to the stimulus shown in (a) using a response time 𝑇 = 5𝜃. (c) The final output of the 
virtual reservoir ?̂? (blue) approximates the target function 𝑦 (red) with NRMSE values of 0.084 
and 0.265 for the training and testing data respectively. (d) A zoomed region of (c) showing ?̂? and 
𝑦 in more detail. ?̂? is a good approximation of 𝑦 for the training data, but less so for the testing 
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The significant difference between the training and testing NRMSE values signifies 
overfitting. As in the case of the numerical SRNDN in Appendix B.2, ridge regression can 
be used to train the weights in order to reduce overfitting. The weights were re-trained using 
ridge regression, the results of which are presented in Appendix C.2.1. It is clear that while 
there is a reduction in the difference between the training and testing NRMSE values, the 
solution when training via ridge regression is trivial: the weights have been reduced to very 
small values so that ?̂? becomes a flat horizontal line which passes through the mean of the 
target function 𝑦. The variations in ?̂? are so small that it does not approximate the chaotic 
variations of the NARMA10 time-series, and training via ridge regression is deemed 
unsuccessful. 
Optimal Response Times  
The NARMA10 task was repeated using the physical TRNDN with 𝑁 = 200 and a range of 
different response times applied in postprocessing. Figure 6.7 shows the NRMSE as a 
function of the applied time constant 𝑇 for (a) the case with partial delayed feedback, and (b) 
the case without partial delayed feedback. 
The case with partial delayed feedback shows a minimum testing NRMSE of 0.264 at 
𝑇 = 2𝜃 = 0.01𝜏. This optimum result is shown in detail in Figure C.4 in Appendix C. The 
case without partial delayed feedback shows a minimum testing NRMSE of 0.253 at 𝑇 = 
140𝜃 = 0.7𝜏. This optimum result is shown in detail in Figure C.5 in Appendix C.  
 
Figure 6.7: Optimising the time constant for the NARMA10 task using the physical TRNDN. 
The NRMSE as a function of the response time 𝑇 for the physical TRNDN. (a) shows the case with 
partial delayed feedback and (b) shows the case without partial delayed feedback. Best results are 
achieved when partial delayed feedback is excluded, though again the difference between the 
lowest NRMSE in each case is small (~0.01). 
(a)                                                                      (b) 
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The performance of the numerical TRNDN at the NARMA10 task (Figure A.7 (a) and 
Figure A.9 (a)) showed a moderately weak dependence on the response time with NRMSE 
varying by ~0.04. A slightly weaker dependence is observed here for the physical TRNDN, 
with NRMSE values varying by < 0.02. The typical trend of a longer optimal response time 
in the absence of delayed feedback is again observed, due to the recurrence which can be 
facilitated by long time constants. The slightly larger NRMSE for the physical TRNDN arises 
again due to noise in the measurement of the PASN conductance which serves as the 
explanatory variable 𝑥. 
6.1.3 Comparison with Literature Results 
In the previous sections, the physical TRNDN with 𝑁 = 200 was used to perform the 
waveform discrimination and NARMA10 tasks. Each task was performed with and without 
the partial delayed feedback mechanism described in Section 6.1, and using a range of 
response time constants. The best result for each case and the corresponding response times 
are summarised in Table 7. For both tasks, the inclusion/exclusion of the partial delayed 
feedback mechanism does influence the optimal response time but has no significant effect 
on the NRMSE values. This indicates that the partial delayed feedback mechanism is an 
ineffective method of providing recurrence to the virtual reservoir of the physical TRNDN. 
Table 1 contains the results of the waveform discrimination task from the reviewed 
literature in Section 4.4. As the physical TRNDN produces classification scores of 100%, it 
performs better than all of the literature results except one: Ref. [201] which reports 100% 
classification score as well as a test NRMSE of 0.0387. This is a very low error considering 
that it is an optoelectronic implementation which is subject to real-world effects such as noise. 
It should also be noted that Ref. [201] used a smaller virtual reservoir of only 𝑁 = 50 
However, Figure A.4 (a) shows that the numerical TRNDN did produce an even smaller 
Partial Delayed 
Feedback? 
Waveform Discrimination NARMA10 
NRMSE Score (%) 𝑇 NRMSE 𝑇 
Yes 0.248 100 130 𝜃 0.264 2 𝜃 
No 0.257 100 270 𝜃 0.253 140 𝜃 
Table 7: Summary of the optimised experimental TDRC results using a physical TRNDN with 
𝑁 = 200. 
6 . 2  Conclusions  | 191 
 
 
NRMSE of 6.97×10-7 for 𝑁 = 200 when the full delayed feedback mechanism was included, 
and that similarly good performance could be achieved over a wide range of 𝑁. This indicates 
that the physical TRNDN may be able to surpass the performance of Ref. [201] if the full 
delayed feedback mechanism is implemented experimentally, and if measures are taken to 
minimize sampling noise (see Section 6.3 for future work). 
Table 5 contains the results of the NARMA10 task from the reviewed literature in Section 
4.4. For 𝑁 = 200, the results obtained using the physical TRNDN are surpassed by those of 
Refs. [205,238]. However, both of these results are from numerical implementations and are 
comparable to the results obtained using the numerical TRNDN (see Table 6). The 
NARMA10 task requires strong recurrence in order to retain enough information from ten 
previous time steps so that the next value may be accurately predicted. Unfortunately, the 
partial delayed feedback mechanism was unable to provide the required recurrence to obtain 
good performance. Again, this suggests that if the full delayed feedback mechanism can be 
implemented experimentally and sampling noise can be reduced, then the physical TRNDN 
may be capable of surpassing the results reported in the literature. 
6.2 Conclusions 
Chapter 6 presented the results of an experimental implementation of TDRC using a PASN 
in the tunnelling regime as the NDN i.e. a physical TRNDN. The waveform discrimination 
and NARMA10 tasks were used to benchmark the performance of the physical TRNDN. Due 
to experimental constraints, the full delayed feedback mechanism utilized in the numerical 
NDN implementations (Chapter 5) and in other works [201,202,204,210] could not be 
implemented, and so an alternative scheme called partial delayed feedback was implemented 
in postprocessing. The efficacy of the partial delayed feedback mechanism was investigated, 
and the response times were optimized for each case. The final results of the physical 
TRNDN task performance are presented in Table 7. 
The physical TRNDN performed the waveform discrimination task well, surpassing the 
majority of reviewed literature in terms of NRMSE and providing 100% classification scores 
both with and without partial delayed feedback. Long response times (𝑇 ~ 𝜏) were found to 
be optimal because they facilitate recurrence within the virtual reservoir which could 
unfortunately not be facilitated by the partial delayed feedback mechanism.  
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The physical TRNDN did not perform well at the NARMA10 task with NRMSE values 
approximately 25% larger than those reported in the literature for the same sized virtual 
reservoir (𝑁 = 200). This is likely a consequence of the lack of recurrence provided by the 
partial delayed feedback mechanism and the presence of sampling noise in the measurement 
of the explanatory variable 𝑥.  
The results presented in Chapter 6 mark the first ever neuromorphic implementation of a 
PASN and are a step towards more advanced architectures such as those utilizing multi-
contact PASN devices. 
6.3 Future Work 
This Section presents plans for future work on utilizing PASNs for reservoir computing (RC) 
applications. Section 6.3.1 details improvements to the physical TRNDN architecture from 
Section 6.1, and Section 6.3.2 considers how a multi-contact PASN might be used to perform 
RC. 
6.3.1 Improvements to the Physical TRNDN 
Full Delayed Feedback Mechanism 
The partial delayed feedback mechanism was developed as a work-around for the inability 
to implement a full delayed feedback mechanism experimentally. Partial delayed feedback is 
implemented in postprocessing following data collection. Hence the previous state of the 
virtual reservoir is not reinjected into the NDN and is not subject to a nonlinear 
transformation. Unfortunately, the results of Chapter 6 show that the partial delayed feedback 
mechanism provides insufficient recurrence to the virtual reservoir. This fact is evident by 
the similar NRMSE values obtained when partial delayed feedback is included/excluded (e.g. 
see Table 7). The partial delayed feedback mechanism does affect the dynamical response of 
the NDN, as apparent from the very different optimal response times, but the dependence of 
task performance on response time is weak. Consequently, very little performance 
enhancement is achieved by including partial delayed feedback. 
It is therefore required that the full delayed feedback mechanism be implemented 
experimentally in order to facilitate direct recurrent connections in the virtual reservoir, and 
to obtain the corresponding performance enhancements. This is no small task, as it requires 
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in-line processing of measured data and subsequent re-injection of processed data into the 
PASN. Specifically, a program must be developed which can determine virtual node states 
from measured data in real time, and then augment the input signal 𝐽(𝑡) (i.e. the applied 
voltage) to be applied in the next time step. This might be achieved using laboratory control 
software developed in LabVIEW which could be naturally extended from existing software. 
Noise Reduction 
Appendix B.3.2 showed that the induction of random variations in the explanatory variable 
resulted in a significant degradation in task performance, especially if delayed feedback is 
included. This is because the NDN response to similar inputs becomes different from 
example to example (even if the nominal examples are identical e.g. sine waves), but the 
same set of weights is used to classify each example. 
Sampling noise incurred in measuring the conductance of the PASN has exactly this 
effect and is thus responsible for the poorer performance of the physical TRNDN without 
delayed feedback as compared with its numerical counterpart. Thus, it is imperative that 
measures be taken to reduce sampling noise as much as possible. Furthermore, if the full 
delayed feedback mechanism is implemented experimentally as outlined above, these 
measures must be compatible with the in-line data processing requirements. This might be 
achieved by: measuring at a higher bandwidth and averaging over multiple points; using 
alternative measurement apparatus with advanced sampling functionalities; utilizing a four-
terminal (4T) measurement set-up; using a passive low-pass filter in the measurement circuit. 
The last of these options is appealing because, not only does it remove noise filtering tasks 
from the programming environment (reducing power consumption and latency), but if 
carefully designed, the passive filter may also be used to tune the natural response time of the 
circuit (discussed below). 
Utilizing the Natural Response Time 
Figure 6.1 demonstrates the sampling procedure used to obtain the virtual node states from 
conductance measurements. This procedure involves applying the time constant 𝑇 to changes 
in conductance, emulating a natural response time and thus providing correlation between 
the virtual node states. The reason that the time constant had to be applied in post processing 
rather than using the natural response time of the circuit is because of the discontinuity 
induced by artificial spikes in the conductance which coincide with step edges in the applied 
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voltage (see Figure 6.2). These transient current spikes are likely caused by parasitic 
capacitance/inductance within the measurement circuit, inducing a brief surge of current 
when the voltage slew rate is high (e.g. at step edges in the applied voltage). It is vital that 
this issue be mitigated in order to utilize the natural response time of the PASN circuit.  
Once parasitic circuit elements have been removed from the measurement set-up, the 
transient response of the PASN conductance to stepwise changes in applied voltage should 
follow the dashed red line in Figure 6.2, rather than the solid red line featuring the spike. The 
response time of the circuit may then be tuned by the addition of a passive low-pass filter 
(e.g. an RC filter). Using the circuit response time of the circuit is beneficial because it 
removes the task of low-pass filtering from postprocessing allowing for the required in-line 
data processing and has the benefit of filtering out unwanted sampling noise. Furthermore, it 
utilizes more properties of the physical hardware, relying less on digital data processing, 
which is a primary goal of neuromorphic approaches. 
6.3.2 Reservoir Computing with Multi-contact PASNs 
TDRC was chosen for this study because it can utilize the dynamics of a single circuit 
element, which in this case is a two-contact PASN. Conventional RC on the other hand 
requires a multi-contact geometry in order to extract a higher dimensional representation of 
the input signal. While TDRC has been capable of demonstrating the first instance of 
neuromorphic applications using PASNs, it does not exploit the most novel features of 
PASNs e.g. the correlated and critical dynamics of the nanoparticle network which were 
demonstrated in Chapter 3. 
To make use of the internal network dynamics, it is recommended that multi-contact 
PASNs be studied for RC applications. Conventional RC could be carried out by using one 
or more electrodes for injecting input signals and treating each of the remaining electrodes as 
a node within a reservoir. Node states could then be sampled simultaneously, rather than 
sequentially as in the case of TDRC, and the node states would be correlated due to the 
internal network dynamics. This architecture would be a much more impactful step towards 
neuromorphic computation because it would utilize unique properties of the percolating 
nanoparticle network, rather than the simple nonlinear dynamics which are shared by other 
less remarkable circuit elements e.g. diodes were used in Ref. [202]. 
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Components of this study could also be included in a multi-contact PASN RC 
architecture. For example, it may be difficult to fabricate PASN devices which have a large 
number of electrodes 𝑁e. In this case the number of nodes in the reservoir 𝑁 would be limited 
by the available number of electrodes which may lead to sub-optimal task performance if 𝑁 
is too low. 𝑁 may then be increased by combining the TDRC approach of multiplexing (i.e. 
applying a mask of length 𝑁mask), with the conventional RC approach of simultaneously 
sampling multiple node states. Each electrode could be treated as a NDN and multiplexed to 
produce a virtual reservoir of virtual nodes. There would then be a virtual reservoir for each 
electrode, and the virtual reservoir states would be correlated by the internal dynamics of the 
percolating network. In this case, 𝑁 could be increased from 𝑁e to 𝑁e × 𝑁mask, thus 









Appendix A - Numerical TRNDN 
Results 
This Appendix describes the performance of the tunnelling regime nonlinear dynamical node 
model (TRNDN) for the same waveform discrimination and NARMA10 tasks considered 
elsewhere in the thesis. 
A.1 Waveform Discrimination 
A.1.1 With Delayed Feedback 
Example Result with Delayed Feedback 
Figure A.1 presents an example result of the waveform discrimination task using the TRNDN 
with delayed feedback. Figure A.1 (a) shows a subsection of the input sequence 𝐽(𝑡) and 
Figure A.1 (b) shows the corresponding response of the TRNDN i.e. the explanatory variable 
𝑥. Figure A.1 (c) contains the target function 𝑦 (red) and virtual reservoir output ?̂? (blue) for 
the entire sequence of 400 waveforms. The TRNDN performs the task so well that the 
NRMSE between 𝑦 and ?̂? is ~5×10-6. Consequently, 𝑦 is completely obscured by ?̂? on this 
scale and so a zoomed region of Figure A.1 (c) is presented in Figure A.1 (d). The black line 
in Figure A.1 (d) is 〈?̂?〉: the average of ?̂? over each waveform cycle (8 time steps 𝜏). 〈?̂?〉 is 
used to conduct the final classification by classifying waveforms with positive 〈?̂?〉 as sine 
and negative 〈?̂?〉 as square: a procedure called “squashing” the output. Output squashing is 
required because each waveform produces 8 values in ?̂? (corresponding to the 8 time steps 
in each waveform), which must be used to infer a single class: sine or square. The TRNDN 
with delayed feedback successfully classified 100% of the waveforms. 
Optimising 𝑵 and 𝑻 with Delayed Feedback 
To find the optimal parameters 𝑁 and 𝑇, the waveform discrimination task was repeated for 
different 𝑁-𝑇 combinations. The NRMSE values and classification scores are presented as 
colour maps in Figure A.2 (a) and (b) respectively.  
Figure A.2 (a) shows excellent performance, denoted by low NRMSE values (<0.05) 
over a wide range of 𝑁 for 𝑇 ≥ 2𝜃. This is similar to the result using the MGO as the NDN 
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in Figure 5.4 (a), though interestingly the best result in that case was found at 𝑇 = 1𝜃 but 
here 𝑇 < 2𝜃 gives a very large error (NRMSE > 0.45).  
Figure A.2 (b) shows that 100% correct waveform classification was achieved even for 
the 𝑁-𝑇 combinations which produced a higher NRMSE, so long as 〈?̂?〉 has the correct sign 
(e.g. 𝑁 = 10, 𝑇 = 80𝜃). The same trend was observed when using the MGO, as shown in 
Figure 5.4 (b). However, when the NRMSE becomes too large, 〈?̂?〉 may have the wrong sign 
for some waveforms and the classification fails. An example of failed classification is the 
case of 𝑇 = 1𝜃 where the classification score is ~50% for all 𝑁, denoted by the dark blue 
strip at the bottom of Figure A.2 (b).  
 
Figure A.1: Example result of the waveform discrimination task using the TRNDN with 
delayed feedback. (a) A subsection of the input sequence 𝐽(𝑡). (b) The response of the TRNDN 
(𝑁 = 100) to the stimulus shown in (a) using a response time 𝑇 = 5𝜃. (c) The final output of the 
virtual reservoir ?̂? (blue) approximates the target function 𝑦 (red) with NRMSE values of 5.74×10-
6 and 5.62×10-6 for the training and testing data respectively. The error is so tiny that 𝑦 is 
completely obscured by ?̂?, so a zoomed region of the plot is shown in (d) where variations in ?̂? can 



















A . 1 Waveform Discrimination  | 199 
 
 
The optimal performance for the TRNDN with delayed feedback was found at 𝑁 = 200, 
𝑇 = 4𝜃 which resulted in a NRMSE of 6.97×10-7 and a classification score of 100%. Because 
the optimal result is visually equivalent to that shown in Figure A.1, the optimal result is not 
shown in detail. 
A.1.2 Without Delayed Feedback 
Example Result without Delayed Feedback 
Figure A.3 presents an example result of the waveform discrimination task using the TRNDN 
without delayed feedback. Figure A.3 (a) shows a subsection of the input sequence 𝐽(𝑡) and 
Figure A.3 (b) shows the corresponding response of the TRNDN i.e. the explanatory variable 
𝑥. Figure A.3 (c) contains the target function 𝑦 (red) and virtual reservoir output ?̂? (blue) for 
the entire sequence of 400 waveforms. The TRNDN without delayed feedback produced a 
NRMSE between 𝑦 and ?̂? of ~0.3, with the error arising from large fluctuations in ?̂?. To 
show these fluctuations in more detail, a zoomed region of Figure A.3 (c) is presented in 
Figure A.3 (d). The black line in Figure A.1 (d) is 〈?̂?〉: the average of ?̂? over each waveform 
cycle (8 time steps 𝜏). 〈?̂?〉 is used to conduct the final classification by classifying waveforms 
with positive 〈?̂?〉 as sine and negative 〈?̂?〉 as square. Despite the large NRMSE, the TRNDN 
without delayed feedback was still able to successfully classify 100% of the waveforms. 
 
Figure A.2: Optimising 𝑵 and 𝑻 for the waveform discrimination task using the TRNDN with 
delayed feedback. (a) The NRMSE and (b) the % classification scores, as a function of 𝑁 and 𝑇 
for the TRNDN with delayed feedback. The lowest NRMSE 6.97×10-7 was found at 𝑁, 𝑇 = 200, 
4𝜃.  
 (a)                                                                (b) 
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Optimising 𝑵 and 𝑻 without Delayed Feedback 
The waveform discrimination task was again repeated for different 𝑁-𝑇 combinations, but 
this time using the TRNDN without delayed feedback. The NRMSE values and classification 
scores are presented as colour maps in Figure A.4 (a) and (b) respectively. The NRMSE 
values (Figure A.4 (a)) follow the same trend as in the case of the MGO (Figure 5.6 (a)): 
there is a dark band representing optimal performance which lies along 𝑇~𝑁. This dark band 
is both qualitatively and quantitatively similar to the MGO case. The classification scores for 
the TRNDN without delayed feedback is 100% for all 𝑁-𝑇 combinations (Figure A.4 (b)). 
Again, this demonstrates that high classification scores can be achieved for this task, despite 
 
Figure A.3: Example result of the waveform discrimination task using the TRNDN without 
delayed feedback. (a) A subsection of the input sequence 𝐽(𝑡). (b) The response of the TRNDN 
(𝑁 = 100) to the stimulus shown in (a) using a response time 𝑇 = 5𝜃. (c) The final output of the 
virtual reservoir ?̂? (blue) approximates the target function 𝑦 (red) with NRMSE values of 0.319 
and 0.315 for the training and testing data respectively. (d) A zoomed region of (c) where 
fluctuations in ?̂? can be seen more closely. The black line represents 〈?̂?〉: the average value of ?̂? 
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a large NRMSE, so long as 〈?̂?〉 has the correct sign. The optimal result was found for 𝑁 = 
40 and 𝑇 = 70𝜃 which produced a classification score of 100% and a NRMSE of 0.202. This 
result is shown in Figure A.5.  
The difference between the results from the TRNDN with and without delayed feedback 
(compare Figure A.2 (a) and Figure A.4 (a)) is very similar to what was observed from the 
MGO (compare Figure 5.4 (a) and Figure 5.6 (a)). When delayed feedback is included, the 
virtual reservoir has recurrent connectivity and good performance can be obtained from a 
wide range of 𝑁-𝑇 combinations providing that the time constant is no longer than 
approximately half of the delay line (i.e. 𝑇 < 𝑁𝜃 2⁄ = 𝜏 2⁄ ). If the time constant is longer 
than 𝜏 2⁄  and delayed feedback is included, then the virtual reservoir has too much memory 
and its state begins to depend on the sequence of examples, rather than the sequence of input 
values within each example. However, when the delayed feedback is removed, the virtual 
reservoir has much less memory due to the lack of direct recurrence. In this case, a longer 
time constant becomes beneficial in providing some indirect recurrence to the reservoir, 
allowing for its previous state to influence its current state. Of course, if the time constant is 
too long, the virtual reservoir state will again depend on the random sequence of examples 
and the higher-dimensional representation may be different for instances of the same class, 
depending on what class came before it. This is why the dark band in Figure A.4 (a) lies along 
𝑇~𝑁: time constants which are about the same length as the delay line (𝜏 = 𝑁𝜃) provide the 
optimum balance between too much memory and too little memory. 
 
Figure A.4:  Optimising 𝑵 and 𝑻 for the waveform discrimination task using the TRNDN 
without delayed feedback. (a) The NRMSE and (b) the % classification scores, as a function of 𝑁 
and 𝑇 for the TRNDN without delayed feedback. The lowest NRMSE was found at 𝑁, 𝑇 = 40, 
70𝜃. 
(a)                                                               (b) 
 
 




A.2.1 With Delayed Feedback 
Example Result with Delayed Feedback 
Figure A.6 presents an example result of the NARMA10 task using the TRNDN with delayed 
feedback. Figure A.6 (a) contains a subsection of the input sequence 𝐽(𝑡) showing 12 time 
steps 𝜏 corresponding to 12 random input values 𝑢(𝑘). Figure A.6 (b) shows the 
corresponding response of the TRNDN to the input shown in Figure A.6 (a). Figure A.6 (c) 
presents the target function 𝑦 (red) and virtual reservoir output ?̂? (blue) for the entire 
 
Figure A.5: Optimal result of the waveform discrimination task using the TRNDN without 
delayed feedback. (a) A subsection of the input sequence 𝐽(𝑡). (b) The response of the TRNDN 
(𝑁 = 40) to the stimulus shown in (a) using a response time 𝑇 = 70𝜃. (c) The final output of the 
virtual reservoir ?̂? (blue) approximates the target function 𝑦 (red) with NRMSE values of 0.207 
and 0.202 for the training and testing data respectively. (d) A zoomed region of (c) where 
fluctuations in ?̂? can be seen more closely. The black line represents 〈?̂?〉: the average value of ?̂? 
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sequence of 1000 input values 𝑢(𝑘). A zoomed region of Figure A.6 (c) is shown in Figure 
A.6 (d) which allows the difference between ?̂? and 𝑦 to be seen clearly. This difference is 
characterised by NRMSE values of 0.099 for the training data and 0.215 for the testing data. 
Optimising 𝑵 and 𝑻 with Delayed Feedback 
To find the optimal parameters 𝑁 and 𝑇, the NARMA10 task was repeated for different 𝑁-
𝑇 combinations. The NRMSE values as a function of 𝑁 and 𝑇 are presented as a colour map 
in Figure A.7 (a). Compared to the MGO case (Figure 5.9 (a) where the best NRMSE values 
 
Figure A.6: Example result of the NARMA10 task using the TRNDN with delayed feedback. 
(a) A subsection of the input sequence 𝐽(𝑡) showing 12 time steps 𝜏 corresponding to 12 of the 
random input values 𝑢(𝑘). (b) The response of the TRNDN (𝑁 = 100) to the stimulus shown in 
(a) using a response time 𝑇 = 5𝜃. (c) The final output of the virtual reservoir ?̂? (blue) approximates 
the target function 𝑦 (red) with NRMSE values of 0.099 and 0.215 for the training and testing data 
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were ~0.05, the TRNDN performs significantly worse with the lowest NRMSE being 0.176 
for 𝑁, 𝑇 = 20, 90𝜃, the result of which is shown in Figure A.7 (b).  
The trend across the 𝑁-𝑇 plane is also different: the MGO case in Figure 5.9 (a) features 
a narrow horizontal dark region indicating optimal performance for low 𝑇 over a wide range 
of 𝑁, but in the TRNDN case the dark band is a vertical strip signalling optimal performance 
for low 𝑁 over a wide range of 𝑇. This same feature does appear faintly in Figure 5.9 (a) as 
a light green band, but it is washed out by the much stronger trend of lower NRMSE towards 
small 𝑇.  
Appendix A.1.1 showed that the TRNDN with delayed feedback could perform the 
waveform discrimination task just as well as the MGO with delayed feedback. Thus, it is 
curious that for the NARMA10 task, the TRNDN performs so much worse. It is possible that 
the TRNDN model may be optimised to perform better at this particular task. For example, 
the performance of the TRNDN could be explored as a function of the delayed feedback 




Figure A.7:  Optimising 𝑵 and 𝑻 for the NARMA10 task using the TRNDN with delayed 
feedback. (a) The testing NRMSE as a function of 𝑁 and 𝑇 for the TRNDN with delayed feedback. 
(b) The optimal result from (a) was found at (𝑁, 𝑇 = 20, 90𝜃)  where the virtual reservoir output 
?̂? (blue) approximates the NARMA10 target function 𝑦 (red) with the minimum NRMSE of 0.176. 
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A.2.2 Without Delayed Feedback 
Example Result without Delayed Feedback 
 Figure A.8 presents an example result of the NARMA10 task using the TRNDN without 
delayed feedback. Figure A.8 (a) contains a subsection of the input sequence 𝐽(𝑡) showing 
12 time steps 𝜏 corresponding to 12 random input values 𝑢(𝑘). Figure A.8 (b) shows the 
corresponding response of the TRNDN to the input shown Figure A.8 (a). Figure A.8 (c) 
presents the target function 𝑦 (red) and virtual reservoir output ?̂? (blue) for the entire 
sequence of 1000 input values 𝑢(𝑘). A zoomed region of Figure A.6 (c) is shown in Figure 
 
Figure A.8: Example result of the NARMA10 task using the TRNDN without delayed 
feedback. (a) A subsection of the input sequence 𝐽(𝑡) showing 12 time steps 𝜏 corresponding to 
12 of the random input values 𝑢(𝑘). (b) The response of the TRNDN (𝑁 = 100) to the stimulus 
shown in (a) using a response time 𝑇 = 5𝜃. (c) The final output of the virtual reservoir ?̂? (blue) 
approximates the target function 𝑦 (red) with NRMSE values of 0.134 and 0.187 for the training 
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A.6 (d) which allows the difference between ?̂? and 𝑦 to be seen clearly. This difference is 
characterised by NRMSE values of 0.134 for the training data and 0.187 for the testing data. 
Optimising 𝑵 and 𝑻 without Delayed Feedback 
 Again, the NARMA10 task was repeated for different 𝑁-𝑇 combinations to find the optimal 
parameters for the TRNDN without delayed feedback. The NRMSE values as a function of 
𝑁 and 𝑇 are presented as a colour map in Figure A.9 (a). The trend across the 𝑁-𝑇 plane is 
very similar to the MGO case without delayed feedback (Figure 5.11 (a)) which featured a 
dark band signalling optimal performance for 𝑇~10𝑁𝜃 = 10𝜏. However, in  Figure A.9 (a), 
the dark band is broken into vertical strips, with some values of 𝑁 showing the same trend 
but much weaker. For example, for 𝑁 = 18, 20, the performance is strongly optimised for 
𝑇~ 180, 200, consistent with the dark band at 𝑇~10𝜏. However, for 𝑁 = 22-32, the variation 
in NRMSE as a function of 𝑇 is much weaker. There is no obvious pattern to which values 
of 𝑁 shows the strong 𝑇 dependence. Thus, these variations are attributed to the difference 
between the masks used for each 𝑁. The masks were generated randomly in accordance with 
 
Figure A.9: Optimising 𝑵 and 𝑻 for the NARMA10 task using the TRNDN without delayed 
feedback. (a) The test NRMSE as a function of 𝑁 and 𝑇 for the TRNDN without delayed feedback. 
(b) The optimal result from (a) was found at (𝑁, 𝑇 = 18, 180𝜃)  where the virtual reservoir output 
?̂? (blue) approximates the NARMA10 target function 𝑦 (red) with the minimum NRMSE of 0.157. 
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Ref. [205], though Ref. [230] shows that the masks can be optimised and that using random 
masks can lead to variations in performance, especially for small 𝑁. However, it remains a 
curious fact that the same variations were not observed for the MGO in Figure 5.11 (a) where 
the exact same mask sequences were used. 
The optimal result from Figure A.9 (a) was found at 𝑁, 𝑇 = 18, 180𝜃 which produced a 
NRMSE of 0.157. This result is strikingly similar to the optimal result from the MGO without 
delayed feedback in Figure 5.11 (b). Again, the time constant is equivalent to ten time steps 
(𝑇 = 10𝜏), thus providing the virtual reservoir with sufficient memory to predict each value 
of the target waveform based on the ten preceding values. A consequence of the long time 
constant is that high frequency components of ?̂? are damped, but the low frequency variations 
in ?̂? fit the target function very well. 
 
A.3 Summary of TRNDN Results 
The TRNDN model has been shown to be capable of performing waveform classification 
and time series prediction. The TRNDN performed the waveform discrimination task just as 
well as the MGO when feedback was included, and slightly better when feedback was not 
included. In terms of the NRMSE between the reservoir output ?̂? and the target signal 𝑦, the 
trend across the 𝑁-𝑇 plane was found to be both qualitatively and quantitatively similar to 
the MGO when delayed feedback was not included. This trend presents as a dark band 
representing optimal performance for 𝑇~𝑁𝜃, illustrating that long time constants (relative to 
𝜃) can provide recurrence to the virtual reservoir. However, due to the output squashing (i.e. 
using 〈?̂?〉 to classify each waveform), the percentage of correct classifications was found to 
be 100% almost independently of variations in the NRMSE.  
The TRNDN did not perform as well as the MGO at the NARMA10 task when delayed 
feedback was included. The trend across the 𝑁-𝑇 plane was also very different to that of the 
MGO, the best case having 3-4 times the error as compared with the best result from the 
MGO. However the optimal result from the TRNDN with delayed feedback (NRMSE ~ 0.18) 
is comparable to that of [205] and achieving similar results in the experimental domain would 
still be a significant achievement. 
The results of the NARMA10 task without delayed feedback were found to be 
substantially the same as the MGO. The trend across the 𝑁-𝑇 plane showed a dark band 
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signifying optimal performance for 𝑇~10𝑁, again demonstrating that in the absence of 








Appendix B - Numerical SRNDN Results 
This Appendix describes the performance of the switching regime nonlinear dynamical node 
model (SRNDN) for the same waveform discrimination and NARMA10 tasks considered 
elsewhere in the thesis. 
B.1 Waveform Discrimination 
B.1.1 With Delayed Feedback 
Figure B.1 shows an example of the waveform discrimination task for 𝑇 = 5𝜃 and 𝑁 =100 
with delayed feedback. Figure B.1 (a) shows a zoomed plot of the input sequence 𝐽(𝑡) and 
(b) shows the SRNDN response 𝑥(𝑡) i.e. the resulting switching rate. The switching rate 
features spikes of activity separated by periods of zero activity which occur stochastically in 
response to the input sequence. The 𝑁 node responses are shown in different colours in 
Figure B.1 (c), and again in Figure B.1 (d) after being multiplied by the weights found during 
training. Interestingly, the optimal weights result in many of the large spikes being oppositely 
weighted to large spikes in other node responses which occur in the same time step 𝜏. The 
resulting effect is that when the weighted node responses are summed to produce the final 
reservoir output ?̂?, many of the large spikes cancel each other out reducing the error between 
?̂? and the target function 𝑦. Figure B.1 (e) shows that ?̂? (blue) is a poor approximation of 𝑦 
(red) resulting in large NRMSE values (see caption). A zoomed region of (e) is shown in 
Figure B.1 (f), where the average reservoir output over each waveform cycle 〈?̂?〉 (black) can 
be seen fluctuating close to zero from waveform to waveform. In this case, 〈?̂?〉 is not a good 
indicator for the input waveform, resulting in a poor classification score of 50.5% which is 
equivalent to a random guess. 
The waveform discrimination task was repeated for different combinations of 𝑁 and 𝑇 in 
order to find values that optimise the SRNDN performance. Figure B.2 (a) shows a 
colourmap representing the NRMSE for a wide range of 𝑁-𝑇 combinations. The NRMSE 
values are very large throughout the 𝑁-𝑇 plane signalling poor performance for all parameter 
combinations. This is reflected by the classification scores in Figure B.2 (b) which fluctuate 
randomly around 50% with no clear dependence on 𝑁 or 𝑇. 





Figure B.1: Example result of the waveform discrimination task using the SRNDN with 
delayed feedback. (a) A subsection of the input sequence 𝐽(𝑡) showing a masked square and sine 
wave. (b) The SRNDN switching rate in response to the stimulus shown in (a) using a response 
time 𝑇 = 5𝜃. (c) The different virtual node responses (𝑁 = 100) to the entire sequence of 400 
waveforms. The different colours represent different virtual nodes. (d) The virtual node responses 
shown in (c) after being multiplied by the weights found during the training procedure. (e) The 
final output of the virtual reservoir ?̂? (blue) was constructed by summing the weighted responses 
shown in (d). ?̂? is a poor approximation of the target function 𝑦 shown in red with NRMSE values 
of 0.481 and 0.523 for the training and testing segments respectively. (f) A zoomed region of panel 
(e) showing the average reservoir output 〈?̂?〉 over each waveform cycle. 〈?̂?〉 should be > 0 for a 
sine classification and < 0 for a square classification. In this case, a poor classification score of 
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 The 𝑁-𝑇 combination which produced the lowest NRMSE was found at 𝑁, 𝑇 = 10, 50𝜃, 
with a NRMSE of 0.50. The result for this case (shown in Figure B.3 (d)) is trivial as it 
corresponds to a switching rate (Figure B.3 (a)) that features almost zero activity. A flat 
horizontal line given by 𝑦 = 0 corresponds to a NRMSE of 0.5, and the virtual reservoir 
output ?̂? is zero for almost all time steps. This trivial result arises because long time constants 
(such as 𝑇 = 50) inhibit large values in the synthetic switching rate. Eq. (59) is used to 
implement the response time in the SRNDN by limiting the change in switching rate from 
point to point i.e. ∆𝑥 = (𝑥𝑖 − 𝑥𝑖−1), to ∆𝑥/𝑇. Because the switching rate values are initially 
drawn from a power law CDF (Eq. (56)), it is very likely that 𝑥𝑖−1 = 0. In this case, a large 
𝑇 makes it very likely that the next switching rate value 𝑥𝑖 is also zero after rounding to the 
nearest integer. The result is a synthetic switching rate which is zero for almost every time 
step, thus producing the nearly flat ?̂? shown in Figure B.3 (d).  
In contrast with the result shown in Figure B.3, the case shown in Figure B.1, which 
corresponds to a small response time (𝑇 = 5𝜃), features a comparatively active switching 
rate containing many spikes and avalanches of activity (Figure B.1 (c)). However, the 
NRMSE produced by that case is even larger than that of the trivial result in Figure B.3 (d). 
The fact that the non-trivial switching rate produces a larger NRMSE than the trivial (almost 
flat) switching rate is strong indication that the spikes/avalanches of activity produced by the 
SRNDN are not good predictors of the class of input waveform.  
 
Figure B.2: Optimising 𝑵 and 𝑻 for the waveform discrimination task using the SRNDN with 
delayed feedback. (a) Colourmap showing the NRMSE between the reservoir output ?̂? and the 
target 𝑦 as a function of the number of virtual nodes in the reservoir 𝑁 and the response time 𝑇. 
The NRMSE values are very large representing poor reservoir performance. (b) The resulting 
classification scores as a function of 𝑁 and 𝑇. The classification scores fluctuate around 50% 
corresponding to a random guess. There is no clear dependence on 𝑁 or 𝑇. 
(a)                                                              (b) 
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The poor performance of the SRNDN may be partly due to the probabilistic nature of the 
synthetic switching rate, whereby switching rate values are drawn from the CDF using 
random numbers. It may also be partly due to the large number of switching rate values which 
are zero: a consequence of drawing rate values from a power law distribution. Both of these 




Figure B.3:  Optimal result of the waveform discrimination task with the SRNDN; 𝑵 =
𝟏𝟎, 𝑻 = 𝟓𝟎𝜽. (a) The SRNDN switching rate in response to the entire sequence of 400 waveforms 
using a response time 𝑇 = 50𝜃. (b) The different virtual node responses (𝑁 = 10). The different 
colours represent different virtual nodes. (c) The virtual node responses shown in (b) after being 
multiplied by the weights found during the training procedure. (d) The final output of the virtual 
reservoir ?̂? (blue) was constructed by summing the weighted responses shown in (d). ?̂? is a poor 
approximation of the target function 𝑦 shown in red with NRMSE values of 0.498 and 0.500 for 
the training and testing segments respectively. In this case, a poor classification score of 51.5% 
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B.1.2 Without Delayed Feedback 
The waveform discrimination task was performed using the SRNDN without the delayed 
feedback mechanism, as described by Eq. (60). Figure B.4 shows the result for 𝑇 = 5𝜃 and 
𝑁 = 100. The result is characterised by a NRMSE of 0.530 and a classification score of 
52.5%, both of which signify poor task performance. Compared to the same case with 
delayed feedback (Figure B.1), the SRNDN response (Figure B.4 (a)) and the resulting 
approximation of the target function (Figure B.4 (e))  are qualitatively the same. That is to 
say that the inclusion/exclusion of the delayed feedback mechanism appears to make very 
little difference to the performance of the SRNDN. 
Again, the waveform discrimination task was repeated for different combinations of 𝑁 
and 𝑇. Figure B.5 (a) shows a colourmap representing the NRMSE for a wide range of 𝑁-𝑇 
combinations, while Figure B.5 (b) shows a colourmap representing the corresponding 
classification scores. The results in Figure B.5 (a) are very similar the case with delayed 
feedback (Figure B.2 (a)), with large NRMSE values across the 𝑁-𝑇 plane, the lowest being 
0.5 which is trivial as it is equivalent to a flat line at 𝑦 = 0. The classification scores in Figure 
B.5 (b) however, do show some improvement over the case with delayed feedback (Figure 
B.2 (b)) in the form of a pocket of good performance (75-80%) in the lower right quadrant 
of the colourmap. These results correspond to a small response time and a large number of 
virtual nodes.  
The improvement in task performance from removing the delayed feedback mechanism 
suggests that the delayed feedback mechanism is ineffective for the SRNDN. The 
ineffectiveness of the delayed feedback mechanism is surprising given that, when using the 
MGO and the TRNDN, the inclusion of the delayed feedback mechanism had a profoundly 
positive effect on the task performance. The problem may therefore be that the SRNDN itself 
is not able to exploit the recurrence provided by the delayed feedback mechanism. Again, 
this may be related to the stochasticity of the SRNDN response, or to the large number of 
zeros in the synthetic switching rate, possibilities which are further explored in Appendix 
B.3.2. 
 






Figure B.4: Waveform discrimination task using SRNDN without delayed feedback; 𝑵 =
𝟏𝟎𝟎, 𝑻 = 𝟓𝜽. (a) A subsection of the input sequence 𝐽(𝑡) showing a masked square and sine wave. 
(b) The SRNDN switching rate in response to the stimulus shown in (a) using a response time 𝑇 =
 5𝜃. (c) The different virtual node responses (𝑁 = 100) to the entire sequence of 400 waveforms. 
The different colours represent different virtual nodes. (d) The virtual node responses shown in (c) 
after being multiplied by the weights found during the training procedure. (e) The final output of 
the virtual reservoir ?̂? (blue) was constructed by summing the weighted responses shown in (d). ?̂? 
is a poor approximation of the target function 𝑦 shown in red with NRMSE values of 0.482 and 
0.530 for the training and testing segments respectively. (f) A zoomed region of panel (e) showing 
the average reservoir output 〈?̂?〉 over each waveform cycle. 〈?̂?〉 should be > 0 for a sine 





























B.2.1 With Delayed Feedback 
Figure B.6 shows an example of the NARMA10 task for 𝑇 = 5𝜃 and 𝑁 = 100 with delayed 
feedback. Figure B.6 (a) shows a subsection of the input sequence 𝐽(𝑡) corresponding to ten 
time steps i.e. ten of the random input values 𝑢(𝑘) which are encoded in the amplitude of 
𝐽(𝑡). Figure B.6 (b) shows the resulting switching rate featuring the spikes of activity and 
periods of quiescence typical of the SRNDN. Figure B.6 (c) contains the responses of all 100 
virtual nodes to the full sequence of 1000 input values and Figure B.6 (d) shows those same 
responses after having been multiplied by the weights found in during the training procedure. 
Finally, the reservoir output ?̂? and the NARMA10 target function 𝑦 are shown in Figure B.6 
(e).  The performance is characterised by a NRMSE of 0.135 for the training data and 0.263 
for the testing data. This result, while not as good as that of the MGO or the TRNDN, is still 
comparable to results from Refs. [205] and [238] which are given in Table 5.  
It is of particular interest that the testing NRMSE is approximately twice as large as the 
training NRMSE. Recall that previous results (e.g. NARMA10 with MGO in Figure 5.9 (b)) 
showed small differences between the NRMSE of the training and testing data which are 
typical, but significant differences such as the one observed in Figure B.6 may be a sign of  
 
Figure B.5: Waveform discrimination task using SRNDN without feedback. (a) Colourmap 
showing the NRMSE between the reservoir output ?̂? and the target 𝑦 as a function of the number 
of virtual nodes in the reservoir 𝑁 and the response time 𝑇. The NRMSE values are very large 
representing poor reservoir performance. (b) The resulting classification scores as a function of 𝑁 
and 𝑇. The classification scores are an improvement on those in Figure B.2 (b), featuring a region 
of good performance (75-80%) in the lower right quadrant of the colourmap corresponding to small 
𝑇 and large 𝑁. 
(a)                                                              (b) 
 




   
 
Figure B.6: NARMA10 task using SRNDN with delayed feedback; 𝑵 = 𝟏𝟎𝟎,𝑻 = 𝟓𝜽. (a) A 
subsection of the input sequence 𝐽(𝑡) showing ten masked input values 𝑢(𝑘). (b) The SRNDN 
switching rate in response to the stimulus shown in (a) using a response time 𝑇 = 5𝜃. (c) The 
different virtual node responses (𝑁 = 100) to the entire sequence of 1000 input values. The 
different colours represent different virtual nodes. (d) The virtual node responses shown in (c) after 
being multiplied by the weights found during the training procedure. (e) The final output of the 
virtual reservoir ?̂? (black) was constructed by summing the weighted responses shown in (d). The 
result is characterised by NRMSE values of 0.135 and 0.263 for the training and testing data 
respectively. The difference between the training and testing NRMSE values is significant, 
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overfitting (see Section 4.3.5). 
The NARMA10 task was then repeated for different 𝑁-𝑇 combinations. Figure B.7 
contains colourmaps representing (a) the training NRMSE, and (b) the testing  
NRMSE, each as a function of 𝑁 and 𝑇.  Figure B.7 (a) shows a clear trend of better 
performance for larger 𝑁 and smaller 𝑇, while Figure B.7 (b) shows the opposite trend of 
worse performance for larger 𝑁 and smaller 𝑇. The fact that as performance improves for the 
training data, performance concurrently deteriorates for the testing data strongly suggests that 
overfitting is taking place.  
Recall that overfitting occurs when the weights are trained so that ?̂? fits too closely to the 
training data and therefore fails to generalize to the testing data which the reservoir was not 
specifically trained on [51,52]. In this case, regularization methods such as Tikhonov 
regularization, more commonly known as ridge regression, can be used to mitigate the effect 
of overfitting [248].  
The largest difference between the training and testing NRMSE from Figure B.7 is for 
𝑁, 𝑇 = 400, 1𝜃. The results for this case are shown in Figure B.8. It is clear from Figure B.8 
(e) that the virtual reservoir output ?̂? is a good approximation of the target function 𝑦 for the  
 
 
Figure B.7: Optimising 𝑵 and 𝑻 for the NARMA10 task using SRNDN with feedback. 
Colourmaps showing the NRMSE between the reservoir output ?̂? and the target 𝑦 as a function of 
𝑁 and 𝑇 for (a) the training data, and (b) the testing data. (a) represents good training performance 
with NRMSE as low as 0.05 for 𝑁, 𝑇 = 400, 1𝜃. There is a clear trend of better performance for 
larger 𝑁 and smaller 𝑇. (b) represents poor performance during testing for all combinations of  𝑁 
and 𝑇, with the opposite trend to that in (a): performance decreases with increasing 𝑁 and 
decreasing 𝑇. The complementary trends observed between the training and testing data are a 
strong indication of overfitting. 
(a)                                                                 (b) 





Figure B.8: NARMA10 task using SRNDN with delayed feedback; 𝑵 = 𝟒𝟎𝟎,𝑻 = 𝟏𝜽. (a) The 
full input sequence 𝐽(𝑡) showing 1000 masked input values 𝑢(𝑘). (b) The SRNDN switching rate 
in response to the stimulus shown in (a) using a response time 𝑇 = 1𝜃. (c) The different virtual 
node responses (𝑁 = 400). The different colours represent different virtual nodes. (d) The virtual 
node responses shown in (c) after being multiplied by the weights found during the training 
procedure. (e) The final output of the virtual reservoir ?̂? (blue) was constructed by summing the 
weighted responses shown in (d). The result is characterised by NRMSE values of 0.048 and 0.655 
for the training and testing data respectively. The difference between the training and testing 
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training data (first half) which has a low NRMSE of 0.048, but not for the testing data (second 
half), which has a NRMSE of 0.655. This result confirms that the data is being overfit. 
B.2.2 Overfitting and Ridge Regression 
The poor testing performance for the NARMA10 task may be improved by using ridge 
regression. Section 4.3.5 outlines the procedure for training the weights by ridge regression, 
which necessitates a validation step in order to select the optimal ridge parameter. When 
training the weights using Eq. (47), the data is divided into two segments: 50% for training 
and 50% for testing. However, when using ridge regression, the data must be divided into 
three segments: 50% for training, 30% for validation, and 20% for testing. The training data 
is used to find optimal sets of weights for a range of ridge parameter values 𝜆. Then the 
optimal 𝜆 is determined by using each set of weights to fit the validation data and choosing 
the weights which produce the lowest NRMSE. The set of weights found using the optimal 
𝜆 are then used to construct the target function, and the performance is assessed using the 
testing data. 
In this thesis, a recursive search was used to find the optimal ridge parameter, which 
allows a wide range of ridge parameter values to be assessed efficiently. The recursive search 
involves selecting ten ridge parameter values which are spread over a wide range; finding the 
value from this range by using the set of weights it produces to assess the validation data; 
repeating the process over a narrower range centred around the optimal value. The search 
range is refined four times to find the optimal ridge parameter and the corresponding optimal 
set of weights. 
The NARMA10 task was repeated for 𝑁, 𝑇 = 400, 1𝜃 using ridge regression to train the 
weights, instead of Eq. (47). The results are presented in Figure B.9. Because ridge regression 
only modifies the training of the weights, the input sequence 𝐽(𝑡), switching rate 𝑥 and virtual 
node responses 𝑋𝑖 are all identical to those shown in Figure B.8 (a-c). Figure B.9 (a) shows 
the results of the recursive search used to optimise the ridge parameter. Each of the four 
panels represents a finer search, resulting in an optimal ridge parameter 𝜆 = 288.86. Figure 
B.9 (b) shows the virtual node responses after being multiplied by the weights corresponding 
to the optimal ridge parameter. The amplitudes are smaller than in Figure B.8 (d) because 
ridge regression has the effect of reducing the magnitude of the weights. Figure B.9 (c) shows 
the virtual reservoir output ?̂? and target function 𝑦. The pale green, blue and red backgrounds 
represent the training, validation and testing data respectively. The performance is 
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characterised by NRMSE values of 0.172 for the training data, 0.362 for the validation data 
and 0.453 for the testing data. 
The ridge regression did have the desired effect of reducing the overfitting. The training 
performance decreased and the testing performance improved, as can be seen by comparing 
the bottom panels of Figure B.8 and Figure B.9 (note the different y-scales). However, the 
improved testing NRMSE of 0.453 is still much larger than those of the best performances 
 
Figure B.9: NARMA10 task using ridge regression; 𝑵 = 𝟒𝟎𝟎, 𝑻 = 𝟏𝜽 with delayed feedback. 
(a) The recursive search used to find the optimal ridge parameter. Successive searches are 
performed over narrower ranges to find the minimum NRMSE for the validation data (b) The 
virtual node responses after being multiplied by the weights found during the training procedure. 
(c) The final output of the virtual reservoir ?̂? (blue) was constructed by summing the weighted 
responses shown in (b). The result is characterised by NRMSE values of 0.172 for the training data 
(green background), 0.362 for the validation data (blue background), and 0.453 for the testing data 
(red background). The difference between the training and testing NRMSE values is significantly 
reduced by training with ridge regression, but the testing performance remains poor. 
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of other NDN models (e.g. MGO, TRNDN) and of the reported NRMSE values from the 
literature given in Table 5. Hence, while the ridge regression did reduce the overfitting, the 
SRNDN performance at NARMA10 remains poor.
 
B.2.3 Without Delayed Feedback 
For completeness, the NARMA10 task was performed using the SRNDN without the delayed 
feedback component. Figure B.10 shows the result for the case 𝑁, 𝑇 =100, 5𝜃 trained using 
linear regression i.e. Eq. (47). The result is substantially the same as the case with delayed 
feedback shown in Figure B.6, demonstrating that, as in the waveform discrimination task, 
the delayed feedback mechanism makes little difference to the performance of the SRNDN. 
To confirm that the delayed feedback mechanism is ineffective for all 𝑁-𝑇 parameter 
combinations, the NARMA10 task was repeated without feedback for a range of 𝑁 and 𝑇. 
Figure B.11 contains colourmaps representing (a) the training NRMSE for training via linear 
regression, (b) the testing NRMSE for training via linear regression, (c) the training NRMSE 
for training via ridge regression, (d) the testing NRMSE for training via ridge regression.  
Comparing Figure B.11 (a) and (b) with Figure B.7 (a) and (b) shows that the delayed 
feedback has minimal effect on the SRNDN performance at the NARMA10 task. The trends 
are the same with/without delayed feedback, with good training performance for large 𝑁 and 
small 𝑇 and poor testing performance for all 𝑁-𝑇 combinations. The testing NRMSE values 
are slightly smaller with delayed feedback (Figure B.7 (b)) but even those NRMSE values 
~0.25 represent poor performance, again signalling that the SRNDN may not be utilizing the 
recurrence provided by the delayed feedback. 
Figure B.11 (c) and (d) show the training and testing NRMSEs when training via ridge 
regression. Comparison with Figure B.11 (a) and (b) show that the ridge regression 
successfully improved the testing performance at the cost of reduced training performance, 
as expected. Training by ridge regression also results in Figure B.11 (c) and (d) showing 
similar trends in NRMSE as a function of 𝑁 and 𝑇. However, despite the improved testing 
performance when training via ridge regression, the SRNDN still performs badly at the 
NARMA10 task. Appendix B.3.2 explores several reasons for the inefficacy of the SRNDN. 
  





Figure B.10: NARMA10 task using SRNDN without delayed feedback; 𝑵 = 𝟏𝟎𝟎, 𝑻 = 𝟓𝜽. (a) 
A subsection of the input sequence 𝐽(𝑡) showing ten masked input values 𝑢(𝑘). (b) The SRNDN 
switching rate in response to the stimulus shown in (a) using a response time 𝑇 = 5𝜃. (c) The 
different virtual node responses (𝑁 = 100) to the entire sequence of 1000 input values. The 
different colours represent different virtual nodes. (d) The virtual node responses shown in (c) after 
being multiplied by the weights found during the training procedure. (e) The final output of the 
virtual reservoir ?̂? (blue) was constructed by summing the weighted responses shown in (d). The 
result is characterised by NRMSE values of 0.135 and 0.261 for the training and testing data 
respectively. Again, the difference between the training and testing NRMSE values is significant, 




























B.3 Zeros and Stochasticity in the Explanatory 
Variable 
The switching rates of a PASN, and of the SRNDN model, are approximately power law 
distributed as shown in Figure 5.15. This has two consequences which may be relevant to the 
poor performance of the SRNDN in Appendices B.1 and B.2. First is that because smaller 
switching rate values are more likely, there is a very high probability of having switching rate 
 
Figure B.11: NARMA10 task using SRNDN with feedback. Colourmaps showing the NRMSE 
between the reservoir output ?̂? and the target 𝑦 as a function of 𝑁 and 𝑇 for (a) the training data 
with weights trained via linear regression, (b) the testing data with weights trained via linear 
regression, (c)  the training data with weights trained via ridge regression, (d) the testing data with 
weights trained via ridge regression. When training via linear regression there is clear overfitting 
indicated by the good training performance and correspondingly poor testing performance. 
Training via ridge regression reduces the overfitting so that the training and testing performance 
follow similar trends and the difference between the training and testing NRMSE is reduced for 
each 𝑁-𝑇 combination. 










(c)                                                               (d) 
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values of zero19 i.e. time bins which contain no events. Zeros in the output of a virtual node 
will remain zeros after weighting and cannot contribute to the linear combination ?̂? which 
approximates the target function. They will however affect the choice of weights as the 
training algorithm tries to minimize the error between the weighted linear sum of virtual node 
outputs ?̂? and the target function 𝑦. Therefore, values of zero in the switching rate should 
have a negative impact on the performance of the SRNDN or of a physical switching regime 
PASN-based NDN.  
The second consequence of the power law distributed switching rate is the level of 
stochasticity in the response of the switching rate to the input signal. Figure 5.15 shows that 
the switching rate distribution in response to a single DC voltage can range over several 
orders of magnitude. This means that repeatedly applying the same sequence of input 
voltages is likely to yield switching rates which differ from trial to trial, thus making it 
difficult to train weights which will perform well in testing. 
The TRNDN from Section 5.2 was used to explore the effect of both the number of zeros, 
and the level of stochasticity in the explanatory variable. The aim is to determine whether the 
poor performance of the SRNDN can be attributed to the presence of zeros and stochasticity 
in the synthetic switching rate. 
B.3.1 The Effect of Zeros in the Explanatory Variable 
To simulate the effect of empty bins in the PASN/SRNDN switching rate (values of zero in 
the explanatory variable 𝑥) the TRNDN was used, but with an increasing proportion of 
randomly selected values in 𝑥 replaced with zeros prior to training the weights. The TRNDN 
was used for this task because it performs the waveform discrimination task very well and 
perturbing a successful model by replacing random values in the explanatory variable with 
zero allows for any degradation in performance to be clearly seen.  
 The waveform discrimination task was performed for 𝑁 = 40 over a wide range of 𝑇 
with between 0-50% of the values in 𝑥 replaced with zeros. In Figure B.12, the NRMSE 
values and classification scores are presented both as functions of 𝑇 and of the fraction of 𝑥 
values replaced by zeros. The left column in Figure B.12 shows the NRMSE values (top) and 
 
19 Pure continuous power law distributions do not contain any values of zero. However, the experimental 
switching rate histogram in Figure 5.15 (c) is a discrete truncated power law and shows that the proportion of 
zeros in the switching rate is consistent with the power law distribution. The synthetic switching rate of the 
SRNDN shares this characteristic. 
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classification scores (bottom) for the waveform discrimination task with delayed feedback, 
while the right column shows the same without delayed feedback. 
With no values of 𝑥 replaced with zeros (i.e. 0%), the case with delayed feedback (Figure 
B.12, left) shows the same performance as a function of 𝑇 as observed for 𝑁 = 40 in Figure 
A.2 (a) and (b). The NRMSE is very close to zero at 𝑇 = 3𝜃 and increases with increasing 
𝑇, while 100% classification scores are observed for all values of 𝑇. Upon replacing just 0.5% 
of the values in 𝑥 with zeros, the performance deteriorates drastically producing NRMSE 
values ~0.5 and classification scores ~50% for all values of 𝑇. The same poor performance 
is observed as the number of 𝑥 values replaced with zeros increases to 50%. 
In the case without delayed feedback (Figure B.12, right), the performance with no zero 
replacements is the same as that in Figure A.4 (a) and (b). A minimum NRMSE occurs at 
𝑇~70𝜃 corresponding to the dark band in in Figure A.4 (a), while the classification score is 
100% for all 𝑇. When the fraction of zero replacements increases, the performance begins to 
deteriorate, but much more gradually than in the case with feedback. Although the NRMSE 
values increase quickly with the fraction of zero replacements, classification scores >80% 
can be observed even with 2.5% of 𝑥 values replaced with zeros, only dropping to ~50% 
(equivalent to a random guess) when >10% of 𝑥 values are replaced with zeros. 
The contrast between the cases with and without delayed feedback highlights an 
important feature of the delayed feedback mechanism. Typically, as demonstrated by the 
results from the MGO (Section 5.1) and the numerical TRNDN (Section 5.2), NDNs with 
delayed feedback perform better than without delayed feedback. However, when random 
values of 𝑥 are replaced with zeros, the opposite is true. The reason for this is due to the 
recurrence provided by the delayed feedback mechanism which makes the state of each 
virtual node depend on its previous state. Recurrence is advantageous when virtual node 
states are representative of the present input and previous node states (i.e. no values of 𝑥 
replaced with zeros), leading to the observation of better performance with delayed feedback. 
However, when some virtual node states are replaced with zeros, which contain no 
information of the present input or of past states, recurrence in the reservoir allows those zero 
states to propagate to future time steps, influencing the virtual reservoir for much longer. This 
causes extensive perturbation of the states of other virtual nodes which do carry important 
information, leading to a decrease in performance when the delayed feedback is included. 
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This realization explains the observation in Appendix B.1 that the SRNDN performs worse 
when the delayed feedback mechanism is included.  
The switching rate of a real PASN contains many zeros with ~75% of time bins of size 
〈𝐼𝐸𝐼〉 containing no events. This is a reflection of the heavy tailed IEI distributions presented 
in Figure 3.14. Given the negative effect of the delayed feedback mechanism when the 
explanatory variable contains a significant proportion of zeros, delayed feedback should not 
be included in a physical TRNDN implementation. Even then, the bottom right panel in 
Figure B.12 shows that with more than ~10 % zeros, poor task performance is likely to be 
observed. 
 
Figure B.12: The effect of zeros in the explanatory variable. Results of the waveform 
discrimination task using the TRNDN with random values of 𝑥 replaced with zeros. The left and 
right columns represent cases with and without delayed feedback respectively. The top and bottom 
rows show the NRMSE values and classification scores each as a function of the time constant 𝑇 
and of the fraction of random 𝑥-values replaced with zeros. The case with delayed feedback 
performs poorly for any fraction of zero replacements while the case without delayed feedback 
shows a more gradual decrease in performance as the fraction of zero replacements increases. 
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B.3.2 The Effect of Stochasticity in the Explanatory 
Variable 
To simulate the effect of stochasticity in the PASN/SRNDN switching rate the TRNDN was 
used again, but with an increasing level of randomness introduced to 𝑥 prior to training the 
weights. Every value in the explanatory variable 𝑥𝑖 was multiplied by a scaling value 𝑟𝑖, 
where 𝑟𝑖 was drawn randomly from a normal distribution 𝒓. The normal distribution has a 
mean of one and the standard deviation 𝜎 was used to control the level of stochasticity in 𝑥, 
representing the trial-to-trial variability of the switching rate. Figure B.13 (a) shows an 
example of three normal distributions 𝒓 corresponding to different values of 𝜎 and Figure 
B.13 (b) shows the corresponding TRNDN responses 𝑥(𝑡) to the input sequence 𝐽(𝑡) shown 
in grey. If 𝜎 = 0, every value 𝑟𝑖 equals one, and 𝑥 remains unperturbed as represented by the 
black curve in Figure B.13 (b). As 𝜎 is increased, 𝒓 becomes broader and the values of 𝑥 
become increasingly stochastic. The aim is to determine how much stochasticity can be 
tolerated by the virtual reservoir before the task performance degrades significantly.  
The waveform discrimination task was performed for 𝑁 = 40 over a wide range of 𝑇 for 
𝜎 in the range [0, 0.1]. In Figure B.14, the NRMSE values and classification scores are 
presented both as functions of 𝑇 and of 𝜎. The left column in Figure B.14 show the NRMSE 
values (top) and classification scores (bottom) for the waveform discrimination task with 
delayed feedback, while the right column shows the same without delayed feedback. 
 
Figure B.13: Controlling stochasticity in the explanatory variable. (a) Examples of three 
normal distributions 𝒓 with means of 1 and different standard deviations 𝜎. (b) A sample of the 
TRNDN response 𝑥(𝑡) to the input sequence 𝐽(𝑡) after each value of 𝑥 is scaled by values drawn 
randomly from 𝒓. As 𝜎 increases, 𝒓 becomes broader and 𝑥 becomes more stochastic. 
(a)                                                              (b) 
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 For 𝜎 = 0, the case with delayed feedback (Figure B.14, left) again shows the same 
performance as a function of 𝑇 as observed for 𝑁 = 40 in Figure A.2 (a) and (b). The NRMSE 
is very close to zero at 𝑇 = 3𝜃 and increases with increasing 𝑇, while 100% classification 
scores are observed for all values of 𝑇. Upon increasing 𝜎 from 0 to 0.001, the performance 
deteriorates drastically producing NRMSE values ~0.5. The classification score shows a 
similar deterioration as 𝜎 increases, though there is some dependence on 𝑇 with smaller 𝑇 
corresponding to slightly better performance. 
In the case without delayed feedback (Figure B.14, right), the performance at 𝜎 = 0 is 
again the same as that in Figure A.4 (a) and (b). A minimum NRMSE occurs at 𝑇~70𝜃 
corresponding to the dark band in in Figure A.4 (a). As 𝜎 is increased, the NRMSE gradually 
 
Figure B.14:  The effect of stochasticity in the explanatory variable. Results of the waveform 
discrimination task using the TRNDN with values of 𝑥 multiplied by values drawn randomly from 
a normal distribution 𝒓 which has a mean of 1. As the standard deviation 𝜎 is increased, the values 
of 𝑥 become increasingly stochastic. The left and right columns represent cases with and without 
delayed feedback respectively. The top and bottom rows show the NRMSE values and 
classification scores each as a function of the time constant 𝑇 and of 𝜎. The case with delayed 
feedback shows a significant decrease in performance with increasing 𝜎 while the case without 
delayed feedback appears somewhat resilient to stochastic variations. 
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increases, in contrast to the sudden increase in NRMSE seen in the case with feedback. The 
total decrease in performance with increasing 𝜎 is also significantly smaller than in the case 
with delayed feedback; in fact, the dependence on 𝑇 is much stronger than the dependence 
on 𝜎. The classification score is 100% for all values of  𝑇 and 𝜎, independent of the variation 
in NRMSE.  
When random values of 𝑥 were replaced with zeros, it was shown that the NDN with 
delayed feedback performed worse than the NDN without delayed feedback. The same trend 
was also observed when stochasticity was added to 𝑥. Again, the reason for this apparent 
inconsistency is the effect of the recurrence provided by the delayed feedback mechanism. 
When the NDN response is purely deterministic, the delayed feedback mechanism improves 
performance by allowing useful information to remain in the reservoir for an extended period 
of time. However, when the NDN response is stochastic, the recurrence also allows random 
variations in 𝑥 to remain within the virtual reservoir, perturbing a larger number of virtual 
node states. Because these perturbations are different for each input waveform, a single set 
of weights cannot be used to construct a linear combination ?̂? which is a perfect 
representation of the target function 𝑦. Thus, the resulting NRMSE increases with the 
magnitude of the stochastic variations in 𝑥. 
This appendix explored the effects of zeros and stochasticity in the explanatory variable 
𝑥 in order to investigate the poor performance of the SRNDN in Section 5.3. The TRNDN 
was used to perform the waveform discrimination task with increasing variations introduced 
to 𝑥 in the form of both random replacements of 𝑥 values with zero, and stochastic scaling. 
It was found in both cases that the delayed feedback mechanism causes the virtual reservoir 
to perform worse than when the delayed feedback is omitted. The reason is that the recurrence 
provided by the delayed feedback mechanism allows randomness to affect more virtual node 
states. As zeros and stochasticity are characteristic features of both the synthetic switching 
rate produced by the SRNDN and the real switching rate produced by the physical PASN in 
the switching regime, poor performance should be expected from these NDNs as a direct 
result of stochasticity. This is consistent with the generally poor performance of the numerical 
SRNDN in Section 5.3 which is summarized in Table 6. In conclusion, a PASN in the 
switching regime shows little promise of being a good choice for a NDN for TDRC because 
of its inherent stochasticity. If a stochastic NDN such as a PASN in the switching regime 
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Appendix C - Physical TRNDN Results 
C.1 Waveform Discrimination 
This appendix contains the results of the waveform discrimination task using the physical 
TRNDN with the optimal time constants found in Section 6.1.1. Figure C.1 shows the result 
with partial delayed feedback and Figure C.2 shows the result without partial delayed 
feedback. These are important results to show because they represent the best performing 
neuromorphic implementations of real PASN devices. However, because Figure C.1 and 
Figure C.2 appear superficially similar to other figures in Section 6.1.1, they are included in 
this appendix to aid readability.  








Figure C.1: Optimal result from the waveform discrimination task with partial delayed 
feedback. (a) A subsection of the input sequence 𝐽(𝑡). (b) The tunnelling regime response of the 
PASN to the stimulus shown in (a) using a response time 𝑇 = 130𝜃. (c) The final output of the 
virtual reservoir ?̂? (blue) approximates the target function 𝑦 (red) with NRMSE values of 0.201 
and 0.248 for the training and testing data respectively. (d) A zoomed region of (c) showing clearly 
that the two waveform classes have been successfully separated. The classification is made by 



























Figure C.2: Optimal result from the waveform discrimination task without partial delayed 
feedback. (a) A subsection of the input sequence 𝐽(𝑡). (b) The tunnelling regime response of the 
PASN to the stimulus shown in (a) using a response time 𝑇 = 270𝜃. (c) The final output of the 
virtual reservoir ?̂? (blue) approximates the target function 𝑦 (red) with NRMSE values of 0.214 
and 0.257 for the training and testing data respectively. (d) A zoomed region of (c) showing clearly 
that the two waveform classes have been successfully separated. The classification is made by 


























C.2.1 Overfitting and Ridge Regression 
This appendix presents the results of the NARMA10 task using the physical TRNDN when 
trained using ridge regression. Figure 6.6 presents the results from training via linear 
regression where it was found that the weights were being overfit to the training data. This 
results in a low training NRMSE of 0.084 and a large testing NRMSE of 0.265. Hence, re-
training the weights using ridge regression was performed to attempt to reduce the overfitting 
and improve (decrease) the testing NRMSE. The parameters used are the same as in Figure 
6.6: 𝑁 = 200 and 𝑇 = 5𝜃. Figure C.3 (a) shows the recursive ridge parameter search used to 
 
Figure C.3: NARMA10 task using ridge regression; 𝑵 = 𝟐𝟎𝟎, 𝑻 = 𝟓, with partial delayed 
feedback. (a) The recursive search used to find the optimal ridge parameter. Successive searches 
are performed over narrower ranges to find the minimum NRMSE for the validation data. (b) The 
final output of the virtual reservoir ?̂? (blue) and the NARMA10 target function (red). The result is 
characterised by NRMSE values of 0.175 for the training data (green background), 0.203 for the 
validation data (blue background), and 0.206 for the testing data (red background). The difference 
between the training and testing NRMSE values is significantly reduced by training with ridge 
regression, but ?̂? is a poor approximation of the target function. 
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find the optimal ridge parameter value 𝜆 = 0.458. Figure C.3 (b) shows the result of the 
NARMA10 task when using the weights corresponding to the optimal ridge parameter. The 
light green, blue and pink backgrounds represent the training, validation and testing data 
respectively. In this case, the weights could not be successfully trained using ridge regression. 
The only way that the algorithm could minimize the NRMSE was by reducing the magnitude 
of all of the weights, thus producing the trivial ?̂? shown in blue which is approximately a flat 
horizontal line. In one way, the ridge regression has served its purpose: the overfitting has 
been reduced, as signified by the increase in training NRMSE (0.084 to 0.175) and concurrent 
decrease in testing NRMSE (0.265 to 0.206). However, ?̂? is a poor approximation of the 
target function and so training the weights via ridge regression is deemed to be unsuccessful.  
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C.2.2 Results Using Optimised Time Constants 
This appendix contains the results of the NARMA10 task using the physical TRNDN with 
the optimal time constants found in Section 6.1.2. Figure C.4 shows the result with partial 
delayed feedback and Figure C.5 shows the result without partial delayed feedback. These 
are important results to show because they represent the best performing neuromorphic 
implementations of real PASN devices. However, because Figure C.4 and Figure C.5 appear 
superficially similar to other figures in Section 6.1.2, they are included in this appendix to 
aid readability. 
  







Figure C.4: Optimal result from the NARMA10 task with partial delayed feedback. (a) A 
subsection of the input sequence 𝐽(𝑡). (b) The tunnelling regime response of the PASN to the 
stimulus shown in (a) using a response time 𝑇 = 2𝜃. (c) The final output of the virtual reservoir ?̂? 
(blue) approximates the target function 𝑦 (red) with NRMSE values of 0.082 and 0.264 for the 
training and testing data respectively. (d) A zoomed region of (c) showing ?̂? and 𝑦 in more detail. 






























Figure C.5:  Optimal result from the NARMA10 task without partial delayed feedback. (a) A 
subsection of the input sequence 𝐽(𝑡). (b) The tunnelling regime response of the PASN to the 
stimulus shown in (a) using a response time 𝑇 = 140𝜃. (c) The final output of the virtual reservoir 
?̂? (blue) approximates the target function 𝑦 (red) with NRMSE values of 0.123 and 0.253 for the 
training and testing data respectively. (d) A zoomed region of (c) showing ?̂? and 𝑦 in more detail. 


























List of Acronyms 
Due to the frequent use of acronyms throughout this thesis, the following list is provided as 
a quick reference for the reader. Note that only those acronyms frequently used are included. 
 
• ACF – Autocorrelation Function: The correlation of a signal with a delayed copy of 
itself as a function of delay (Section 2.3.3). 
• ANN – Artificial Neural Network: Brain-inspired computing frameworks 
implemented in software (Section 1.2). 
• BIC – Bayesian Information Criterion: a criterion for model selection among a finite 
set of models (Section 2.3.4.4). 
• CCL – Creative Commons Licence: A public copyright license that enables the free 
distribution of an otherwise copyrighted work. 
• CDF – Cumulative Density Function: Mathematical function describing the 
probability that a quantity takes a value less than or equal to its argument (Section 
2.3.2). 
• CMOS – Complementary Metal-Oxide Semiconductor: The material used to 
fabricate circuitry for conventional computing architectures (Section 1.3). 
• DC – Direct Current: An electrical current which flows in one direction. 
• EFISD/EFIE – Electric Field Induced Surface Diffusion/Electric Field Induced 
Evaporation: Atomic scale processes which result in filament formation in PASNs 
(Section 1.4.5.1). 
• IC – Integrated Circuit: A set of electronic circuits on one small flat piece of CMOS 
material (Section 1). 
• IEI – Inter-Event Interval: The time between two consecutive events (Section 3.1.1). 
• IGA – Inert Gas Aggregation: The method of producing metal clusters used in this 
thesis (Section 1.4.1).  
• KS Test – Kolmogorov–Smirnov Test: A nonparametric test of the equality of 
continuous, one-dimensional probability distributions (Section 2.3.4.3). 
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• LFP – Local Field Potential: The electrical signal measured using an MEA (Section 
3.1.2.1). 
• LRTC – Long-Range Temporal Correlation: A property of a  system which has 
memory characterised by and ACF which decays as a power law (Section 2.3.3). 
• MEA – Multi-Electrode Array: A substrate featuring an array of planar electrodes 
used to record electrical signals from neural tissue (Section 3.1.2.1). 
• MGO – Mackey-Glass Oscillator: A mathematical delayed feedback model capable 
of producing chaotic dynamics (Section 5.1). 
• MLE – Maximum Likelihood Estimation: A method of estimating the parameters of 
a probability distribution (Section 2.3.4.2). 
• NARMA – Nonlinear Auto-Regressive Moving Average: A time series prediction 
task used to benchmark artificial neural systems (Section 4.2.4). 
• NDN – Nonlinear Dynamical Node: The object which emulates a virtual reservoir in 
TDRC (Section 4.3.2). 
• NP – Nanoparticle: Nanoscale structures of dimension 1 – 100 nm (Section 1.4.1). 
• NRMSE – Normalized Root-Mean Squared Error: A measure of the differences 
between values predicted by a model and the values observed (Section 4.2.2). 
• PASN - Percolating Atomic Switch Network: The systems which are the focus of this 
thesis (Section 1.4.3.2).  
• PDF – Probability Density Function: Mathematical function describing the 
distribution of relative likelihoods that a variable takes on a certain value (Section 
2.3.2). 
• Physical TRNDN – An experimental implementation of the TRNDN model which 
utilizes a real PASN in the tunnelling regime (Section 6.1). 
• RC – Reservoir Computing: A RNN model in which only the output connections are 
trained (Section 1.2.3). 
• RNN – Recurrent Neural Network: An ANN model which includes recurrent 
connections which provide memory (Section 1.2.2). 
• SLP/MLP – Single Layer Perceptron/Multi-Layer Perceptron: Simple feed-forward 
ANN models (Section 1.2.1). 
• SRNDN – Switching Regime Nonlinear Dynamical Node: An NDN model which 
simulates a PASN in the switching regime (Section 5.3). 
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• TDRC – Time-Delay Reservoir Computing: A variant of reservoir computing which 
utilizes a single nonlinear dynamical node to emulate a virtual reservoir of nonlinearly 
interacting virtual nodes (Section 4.1). 
• TRNDN – Tunnelling Regime Nonlinear Dynamical Node: An NDN model which 
simulates a PASN in the tunnelling regime (Section 5.2). 
• WER – Word Error Rate: A measure of the inaccuracy in spoken or written word 
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