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Abstract
Large-scale extraction of carbon dioxide (CO2) from Earth’s atmosphere (”nega-
tive emissions”) is important for stringent climate change mitigation scenarios, and
we examine optimal (i.e. least-cost) pathways of negative emissions in the presence
of learning by doing (”endogenous learning”). Optimal pathways solve a variational
problem involving minimization of discounted costs subject to a constraint on total
negative emissions across time. A minimum pathway exists if the marginal cost
curve of negative emissions is increasing with annual rate of emissions reduction.
In the absence of endogenous learning, the optimal pathway has annual negative
emissions increasing with time: with more rapid increase in emissions rate occur-
ring in case of large discount rate and slower increase of the cost curve. Endogenous
learning can have contrary effects depending on how it is included in models. This
paper identifies a basic distinction, between additive and multiplicative effects on
marginal costs of endogenous learning, which governs its qualitative effects in such
models. If endogenous learning is best modeled as a negative addition to the cost
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function, shifting the cost curve downward, the optimal pathway has higher emis-
sions rate early on when compared to the no-learning case, however with emissions
increasing with time. In contrast if endogenous learning is a multiplicative effect,
scaling down marginal cost uniformly, then benefits of learning are slowly manifest
as marginal cost rises and the optimal pathway begins at lower emissions rates that
increase more rapidly as compared to if endogenous learning were absent.
1 Introduction
As the urgency of limiting global warming grows, techniques for removing carbon dioxide
(CO2) from Earth’s atmosphere (”negative emissions”) are coming into greater scien-
tific and policy focus (Clarke et al., 2014; Hansen et al., 2016; Minx et al., 2017). Sev-
eral techniques for negative emissions are in existence, including afforestation and re-
forestation, bioenergy with carbon capture and sequestration, soil carbon sequestration,
enhanced weathering, ocean fertilization, and direct air capture (Hansen et al., 2016;
Minx et al., 2017; Smith et al., 2015). Negative emissions techniques present the oppor-
tunity to partly decouple radiative forcing from the energy infrastructure (Keith (2009)),
and climate modeling analyses have indicated their importance for emissions scenar-
ios limiting global warming to 2 degrees C or below (van Vuuren et al. (2011)). With-
out them, higher rates of global decarbonization would become essential (Boucher et al.
(2016); van Vuuren et al. (2018); Kriegler et al. (2018)).
Therefore several studies have begun to examine various aspects of negative emissions,
such as cost, scale, feasibility and effects of deploying them at large scales for limit-
ing global warming (Caldecott et al. (2015); Boucher et al. (2016); Fuss et al. (2016);
Sanchez and S.Callaway (2016); Field and Mach (2017); Peters and Geden (2017); Psarras et al.
(2017); Reiner (2018)). Currently, negative emissions are often included in studies of cli-
mate change mitigation. A basic question regarding their deployment is the available
capacity of negative emissions and overall costs of implementation (Smith et al. (2015);
Field and Mach (2017)).
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A basic aspect of climate change mitigation is that global warming from CO2 is ap-
proximately proportional to its cumulative emissions across time (Allen et al. (2009);
Matthews et al. (2009); Allen and Stocker (2014)), and independent of the precise path
that emissions takes, owing to the long atmospheric lifetime of CO2 (Seshadri (2017)).
In the presence of negative emissions, the relationship between global warming and CO2
emissions is no longer independent of the trajectory of emissions (Zickfeld et al. (2016)).
In Earth-system models, large-scale removal of CO2 from the atmosphere leads to some
excess CO2 that had been previously taken up by oceans and biosphere to return to the
atmosphere (Cao and Caldeira (2010)), and hence CO2 removal can be modeled by sub-
tracting from total emissions (Jones et al. (2016)). Cumulative emissions is therefore the
most relevant metric for CO2 even in the presence of substantial removal, making cumu-
lative negative emissions across time an important factor in mitigation policy. Therefore
it is essential to study optimal pathways of a negative emissions under a constraint on
cumulative CO2 removal across time.
Climate policy is often analyzed in the context of endogenous learning, i.e. learning
by doing (Arrow (1962); Wing (2006); van der Zwaan et al. (2002); Baker and Shittu
(2008); Gillingham et al. (2008)). Implementation of a technology and associated invest-
ments in research and development has the potential to lower its costs, and this influ-
ences suitable pathways of emissions reductions across time (Goulder and Mathai (2000);
van der Zwaan et al. (2002); Gillingham et al. (2008)). Even in the presence of endoge-
nous learning, undertaking rapid mitigation too early might impose unnecessary costs,
whereas delaying too long would not leave sufficient time for costs to become reduced via
learning. How to balance these considerations, in the context of time-discounting? To
examine this, we introduce a highly abstracted model of negative emissions costs that
takes into consideration increasing marginal costs as well as endogenous learning.
The situation for negative emissions is quite different from that of decarbonization for
which, generally, the marginal costs would increase over an extend period of time of
several decades as different technologies are brought into action. For negative emissions,
where the same techniques (such as bioenergy with carbon capture) can be expected to
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be deployed year after year, the average cost in any individual year can be modeled as an
increasing function of the level of negative emissions in that year. Furthermore, in this
case, learning by doing can be modeled as a function of cumulative negative emissions
until that time. This describes effects on average cost of accumulated knowledge as more
or less the same basket of techniques is employed each year to expand the total volume
of negative emissions across time.
Negative emissions therefore presents a particularly straightforward case study to exam-
ine the more general problem of endogenous learning. Several authors have considered
the economics of endogenous learning, starting with the work of Arrow (1962), who mod-
eled it as a function of cumulative investment across time. Although endogenous learning
is not always present directly in integrated assessment models of climate change, several
previous studies have considered its implications for CO2 mitigation across time (e.g.
Goulder and Mathai (2000); van der Zwaan et al. (2002); Wing (2006)). One method of
modeling endogenous learning is through changes in the cost curve (Baker et al. (2008)),
and prior work has included such an approach (Gillingham et al. (2008)). There are con-
tradictory lessons from modeling of endogenous learning (Gillingham et al. (2008)), show-
ing both early (van der Zwaan et al. (2002)) and delayed (Goulder and Mathai (2000))
mitigation as a result.
At the outset, opposite arguments about the effects of endogenous learning can sound
plausible. One one hand, a higher emissions rate early on can be beneficial over time
for it reduces future costs. On the other hand, it might be beneficial to begin at lower
emissions rates that only gradually increase with time as benefits of lowered costs become
significant. The previous studies show that details of how endogenous learning is modeled
matter for the lessons about optimal mitigation trajectories (Goulder and Mathai (2000);
van der Zwaan et al. (2002); Gillingham et al. (2008)).
This issue is reexamined in the present work, by considering optimal pathways for neg-
ative emissions in the presence of endogenous learning and a cumulative emissions con-
straint. Section 2 introduces a model for the average cost of negative emissions, in the
presence of endogenous learning, where effects of learning are modeled by making costs
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decrease as a function of cumulative emissions. Section 3 uses a variational approach
to examine minimum expenditure pathways of negative emissions in the presence of a
cumulative emissions constraint. Section 4 considers the optimal starting time for neg-
ative emissions, in the presence of a cumulative emissions constraint. The analysis of
Sections 2-4 considers only a model of endogenous learning for which learning enters
through an additive term (of negative sign) in the cost function. Section 5 considers op-
timal pathways when endogenous learning enters through a multiplicative effect. There
is considerable evidence for costs reducing as a multiplicative function of cumulative
production (Nagy et al. (2013)). It is shown that additive and multiplicative forms of
modeling endogenous learning have different effects, corresponding to early and late mit-
igation respectively. Section 6 introduces a general cost function that subsumes these
particular cases, and explores the differences further. We thereby identify a basic dis-
tinction in such models of endogenous learning, that between additive and multiplicative
effects on marginal costs, which governs qualitatively the effects on optimizing mitigation
pathways.
2 Average costs of negative emissions and annual
mitigation expenditures
Our basic setup is as follows. Let the cumulative negative emissions necessary for meeting
a global warming goal at some time horizon be CN , with its value determined exogenously.
For algebraic convenience, the end of this time-horizon is defined as t = 0. Negative
emissions starts at t = −T , with T > 0. One goal is to determine a suitable T that
is reasonable, given our understanding of costs of implementing negative emissions. A
second goal is to understand how, after t = −T , the negative emissions rate should vary
in time. Denoting negative emissions rate in year t by n (t), we define cumulative negative
emissions until t (−T ≤ t ≤ 0) as N (t) =
∫ t
−T
n (s) ds. We can therefore represent the
negative emissions rate as N˙ (t) ≡ dN(t)
dt
.
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In the absence of endogenous learning, the average cost of negative emissions is an in-
creasing function γ
(
N˙ (t)
)
of negative emissions rate in year t, as cheaper techniques
are employed first. The effect on the average cost of endogenous learning can be modeled
directly through a term in N (t), describing effects of accumulated knowledge as the vol-
ume of negative emissions expands. Previous authors have shown evidence in a number
of sectors for cost reductions depending on cumulative production (Nagy et al. (2013)).
For simplicity, overall the average cost of negative emissions is represented as a function
increasing in N˙ (t) and decreasing with N (t), by model
γ
(
N (t) , N˙ (t)
)
= γ0 − γ1N (t) + γ2N˙ (t)
ν (1)
where coefficients γ0, γ1 and γ2 are positive. This formula can also be represented as
γ (t) = γ0 − γ1N (t) + γ2n (t)
ν . The last term describes effects of increasing marginal
cost as emissions rate in year t increases, whereas the second term describes effects of
endogenous learning on lowered average cost as cumulative negative emissions grow.
Then the total expenditure on negative emissions in year t is
EN (t) = γ (t)n (t) =
{
γ0 − γ1N (t) + γ2N˙ (t)
ν
}
N˙ (t) (2)
where we have returned to representing emissions rate n (t) by N˙ (t) to lay the ground
for solving the variational problem in the next section.
3 Minimum-expenditure pathways
Given the previous development for a single year, the total expenditure on negative
emissions across our time-horizon between t = −T and t = 0, with the time-discounting
rate being δ, is
FN =
∫ 0
−T
e−δ(t+T )EN
(
N (t) , N˙ (t)
)
dt (3)
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and writing this as e−δT
∫ 0
−T
g (t) dt, with
g (t) = e−δtEN
(
N (t) , N˙ (t)
)
dt (4)
we seek to minimize the functional in Eq. (3) subject to constraint on cumulative negative
emissions
∫ 0
−T
N˙ (t) dt = CN . Recall that CN is the specified volume of negative emissions
across time, determined exogenously in our setup. For fixed T , minimizing the functional∫ 0
−T
g (t) dt involves finding a solution to the Euler-Lagrange equation for a constrained
minimization problem (Appendix 1)
∂g
∂N
+ λ
∂n
∂N
=
d
dt
(
∂g
∂N˙
+ λ
∂n
∂N˙
)
(5)
and, using ∂g/∂N = −γ1e
−δtN˙ (t), ∂g/∂N˙ = e−δt
(
γ0 − γ1N (t) + (ν + 1) γ2N˙ (t)
ν
)
,
∂n/∂N = 0 and ∂n/∂N˙ = 1, the Euler-Lagrange equation becomes the 2nd-order differ-
ential equation in N (t)
ν (ν + 1) γ2N˙ (t)
ν−1 N¨ (t) = δ
{
γ0 − γ1N (t) + (ν + 1) γ2N˙
ν
}
(6)
with boundary conditions on cumulative emissions N (−T ) = 0 and N (0) = CN . Let us
examine a few special cases before turning to the general case:
3.1 Constant marginal costs (ν = 0)
With constant marginal costs, described by ν = 0, the Euler-Lagrange equation becomes
δ {γ0 + γ2 − γ1N (t)} = 0. In the presence of time-discounting where δ > 0, existence
of a solution requires that N (t) = (γ0 + γ2) /γ1, which is constant in time. That would
contradict the boundary conditions on N (t) and such a solution cannot be achieved. A
minimizing pathway does not exist for constant marginal costs in case δ 6= 0.
With constant marginal costs, a minimizing pathway occurs only if δ = 0, in which
case the Euler-Lagrange equation is trivially solved. All pathways of N (t) satisfying
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the boundary conditions would result in the same total discounted expenditure, and the
pathway can be chosen arbitrarily. Given that the state of constant marginal costs is
unrealistic, as well as the special character of the associated solution, which occurs only
for δ = 0, we do not dwell on this situation in the following. Instead, we examine only
cases with ν > 0 and γ2 > 0, where marginal costs are non-trivial and increasing.
3.2 Increasing marginal costs (ν > 0 and γ2 > 0), zero marginal
cost technologies are available (γ0 = 0), and there is no
endogenous learning (γ1 = 0)
In case γ0 = γ1 = 0 the Euler-Lagrange equation becomes N¨ (t) =
δ
ν
N˙ (t), which is
integrated between −T and t for N˙(t) = N˙(−T )e
δ
ν
(t+T ). Integrating again
N (t) =
∫ t
−T
N˙(s)ds =
νN˙(−T )
δ
(
e
δ
ν
(t+T ) − 1
)
(7)
Substituting boundary condition N (0) = CN , we solve for N˙(−T ) =
δ
ν
CN
e
δ
ν T−1
, and hence
N (t) =
CN
e
δ
ν
T − 1
(
e
δ
ν
(t+T ) − 1
)
(8)
Negative emissions rate N˙ (t) = δ
ν
CN
e
δ
ν T−1
e
δ
ν
(t+T ) increases exponentially in this case.
The increase in rate of negative emissions follows from time-discounting. For the limiting
case of zero time-discounting, i.e. where δ
ν
T → 0 we can approximate e
δ
ν
T − 1 ∼= δ
ν
T
and e
δ
ν
(t+T ) − 1 ∼= δν (t + T ), so that N (t)
∼= CNT (t+ T ) and N˙ (t) = CN/T is constant.
Alternately the Euler-Lagrange equation for δ = 0, i.e. N¨ (t) = 0, requires emissions rate
N˙ (t) to be constant in time.
At the same time, the shape of the average cost function plays a role. If ν is large making
average cost increase rapidly, the solution has emissions rate growing slowly so as not to
impose large costs in the future when emissions rate is higher. Balance between time-
discounting of future costs and avoiding large expenditures in the future is governed by
8
rate constant δ/ν. This equals the rate of time-discounting only for average cost functions
increasing linearly with negative emissions rate.
3.3 Zero time-discounting (δ = 0) and there is endogenous earn-
ing (γ1 > 0)
Returning to the general case of the Euler-Lagrange Eq. (6), but with δ = 0 we obtain
N˙ (t)ν−1 N¨ (t) = 0. Since N˙ (t) cannot be zero for all t, otherwise there would be no
negative emissions, solution requires N¨ (t) = 0. This is integrated for N (t) = at+ b, and
boundary conditions are solved for a = CN/T and b = CN , yielding
N (t) = CN
(
1 +
t
T
)
(9)
and N˙ (t) = CN/T . For the average cost function in Eq. (1), zero time-discounting yields
a minimizing solution with constant rate of negative emissions, even in the presence of
endogenous learning where γ2 > 0.
3.4 General case
The general case of the Euler-Lagrange Eq. (6) does not have an explicit solution and
must be solved numerically. For small discount rate δ we may consider a perturbation
to the previous solution. Expanding the solution as N (t) = N0 (t) + δN1 (t), so that
N˙ (t) = N˙0 (t) + δN˙1 (t), etc., and substituting into Eq. (6) and collecting like powers of
δ, we obtain upto 0th-order in δ
N˙0 (t)
ν−1 N¨0 (t) = 0 (10)
which is solved as before for N¨0 (t) = 0, so that N0 (t) = at+ b. Boundary conditions are
N0 (−T ) = 0 and N0 (0) = CN , yielding N0 (t) = CN
(
1 + t
T
)
.
For the 1st-order correction in δ we obtain the following differential equation
ν (ν + 1) γ2N˙0 (t)
ν−1 N¨1 (t) =
{
γ0 − γ1N0 (t) + (ν + 1) γ2N˙0 (t)
ν
}
(11)
Boundary conditions are N1 (−T ) = 0 and N1 (0) = 0, for maintaining overall boundary
conditions on N (t). This is integrated for
ν (ν + 1) γ2
(
CN
T
)ν−1
N1 (t) =
1
2
{
γ0 − γ1CN + (ν + 1) γ2
(
CN
T
)ν}
(t + T ) t
−
1
6
γ1
CN
T
(
t2 − T 2
)
t (12)
Differentiating in time for N˙1 (t) and substituting N˙ (t) = N˙0 (t) + N˙1 (t) δ the emissions
rate is
n (t) =
CN
T
+
δ
2ν (ν + 1) γ2
(
CN
T
)ν−1∗[{
γ0 − γ1CN + (ν + 1) γ2
(
CN
T
)ν}
(2t+ T )−
1
3
γ1
CN
T
(
3t2 − T 2
)]
(13)
equaling, at t = −T
n (−T ) =
CN
T
−
δT
2ν (ν + 1) γ2
(
CN
T
)ν−1
{
γ0 −
1
3
γ1CN + (ν + 1) γ2
(
CN
T
)ν}
(14)
and t = 0
n (0) =
CN
T
+
δT
2ν (ν + 1) γ2
(
CN
T
)ν−1
{
γ0 −
2
3
γ1CN + (ν + 1) γ2
(
CN
T
)ν}
(15)
Of course, this calculation is valid only if ν > 0 and γ2 > 0, so that average costs
are increasing with emissions rate. For γ0 = γ1 = 0, we have n (−T ) =
CN
T
(
1− δ
ν
T
2
)
and n (0) = CN
T
(
1 + δ
ν
T
2
)
. Emissions rate increases with time, proportionally to δ/ν. The
increase of the negative emissions rate with time is a direct result of non-zero δ, but other
factors modulate the effect. Larger ν, making average cost more sensitive to emissions
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rate, tends to make optimal emissions rate more constant in time. Larger γ0, introducing
a larger fixed contribution to the average cost and thereby making it less sensitive to
emissions rate, makes the optimal emissions rate grow more rapidly in time.
Endogenous learning, with γ1 > 0, has a countervailing effect to that of discounting in
time. By lowering average costs as cumulative negative emissions grows, endogenous
learning as modeled by Eq. (1) mitigates partly the influence of time-discounting by
reducing the difference between n (0) and n (−T ). This effect is discussed further in the
following.
3.5 A special case
As discussed previously, the general form of the Euler-Lagrange Eq. (6) cannot be inte-
grated explicitly. However there is a special case when it reduces to a familiar form. If
average cost increases proportionally to emissions rate, i.e. ν = 1, the Euler-Lagrange
equation becomes for γ2 > 0
N¨ (t)− δN˙ (t) +
1
2
δ
γ1
γ2
N (t) =
1
2
δ
γ0
γ2
(16)
which, being a linear equation, is solved explicitly for
N (t) =
(
CN −
γ0
γ1
)
e−λ2T + γ0
γ1
e−λ2T − e−λ1T
eλ1t +
−
(
CN −
γ0
γ1
)
e−λ1T − γ0
γ1
e−λ2T − e−λ1T
eλ2t +
γ0
γ1
(17)
with λ1 and λ2 being the roots of quadratic equation λ
2 − δλ + 1
2
δ γ1
γ2
= 0, or λ1,2 =
δ±δ
√
1−
2γ1
δγ2
2
. Furthermore, if γ1
δγ2
≪ 1, these can be approximated as λ1 = δ −
γ1
2γ2
and
λ2 =
γ1
2γ2
. In this case, λ1 is slightly smaller than discount rate δ but approximately equal
to it, while λ2 by comparison is very small.
Let us carry this logic further, assuming that λ2 can be approximated by zero. Then
N (t) ∼= CN
eλ1t − e−λ1T
1− e−λ1T
= CN
eλ1(t+T ) − 1
eλ1T − 1
(18)
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which is similar to the solution of Section 3.2 upon replacing δ/ν there by λ1 in the present
analysis. With ν = 1, in the absence of endogenous learning, emissions rate would grow
at rate δ whereas in the present analysis it grows at lower rate λ1 = δ−
γ1
2γ2
and therefore
must be larger initially in order to meet the cumulative emissions constraint.1
This summarizes qualitative effects of endogenous learning for the average cost model
of Eq. (1). Endogenous learning, represented by γ1, decreases emissions growth rate
by an amount increasing with ratio γ1/γ2, but does not alter the preference for delayed
emissions in the optimal trajectory, since λ1 > 0 . Furthermore, endogenous learning
by itself is inconsequential without time-preference, and if δ = 0 the eigenvalues would
simply be λ1,2 = 0, leading to constant emissions rate across time, irrespective of any
benefits of learning by doing.
4 Optimal starting time for negative emissions
Section 3 examined optimal pathways of negative emissions on the assumption that its
starting time t = −T has been specified. Complete characterization of the negative
emissions pathway includes specification of T . A general answer to the question of the
optimal starting time is far from obvious. Starting too early might risk incurring large
expenditures before they are necessary, whereas delaying abatement risks higher costs
owing to larger average emissions rates and could unduly postpone benefits of endogenous
learning. Here we examine how the total discounted expenditure depends on the choice
of starting time, while assuming the minimum-expenditure pathways determined above
for the corresponding cases:
1. In the simplest case, for δ = 0 (Section 3.3), we obtained constant emissions rate
solutions and N (t) = CN
(
1 + t
T
)
. Since time-discounting is absent, discounted
1This approximation is especially valid for large γ2, with the resulting solution clearly independent
of γ0. If the average cost rises rapidly with the emissions rate, the minimum value does not influence the
optimal emissions trajectory, but of course will affect the costs as shown in the following section.
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mitigation cost
FN =
∫ 0
−T
(
γ0 − γ1N (t) + γ2N˙ (t)
ν
)
N˙ (t) dt (19)
becomes
FN = CN
{
γ0 −
1
2
γ1CN + γ2
(
CN
T
)ν}
(20)
which is minimized by making T as long as possible. Since marginal costs increase
with the emissions rate, i.e. ν > 0, negative emissions should begin as early as
possible. This is not influenced by the presence of endogenous learning which, of
course, brings the discounted cost down if γ1 > 0.
2. Another case, examined in Section 3.2, had zero marginal cost technologies (γ0 = 0)
and no endogenous learning (γ1 = 0). Substituting for N˙ (t) =
δ
ν
CN
e
δ
ν T−1
e
δ
ν
(t+T ) as
obtained there, the discounted cost can be written as
FN = γ2
{
δ
ν
CN
e
δ
ν
T − 1
}ν+1 ∫ 0
−T
e−δ(t+T )e
δ
ν
(ν+1)(t+T )dt (21)
integrating to
FN = γ2C
ν+1
N
(
δ
ν
)ν
1(
e
δT
ν
−1
)ν (22)
Since δT
ν
> 0, the value of FN is minimized by making T > 0 as large as possible,
or equivalently starting negative emissions as early as possible.
3. Let us turn to the case of Section 3.5 where, since ν = 1, the Euler-Lagrange
equation could be integrated explicitly. If the second eigenvalue is close to zero, the
cumulative emissions rate is approximately N (t) ∼= CN
eλ1(t+T )−1
eλ1T−1
, and emissions rate
N˙ (t) ∼= λ1CN
eλ1(t+T )
eλ1T−1
. While appearing like the one above, it originates in a differ-
ent set of assumptions, and must be considered separately despite the similarities.
The value of γ0 cannot influence the choice of optimal timing under a cumulative
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emissions constraint, and we therefore set γ0 = 0 for clarity, so that discounted cost
FN =
∫ 0
−T
e−δ(t+T )
{
−γ1N (t) N˙ (t) + γ2N˙ (t)
2
}
dt (23)
integrates to
FN = λ1
γ2λ1 − γ1
2λ1 − δ
{
CN
eλ1T − 1
}2 {
e(2λ1−δ)T − 1
}
+
γ1λ1
δ − λ1
{
CN
eλ1T − 1
}2 {
1− e−(δ−λ1)T
}
(24)
Recall that λ1 ∼= δ −
γ1
2γ2
> 0 and this requires that endogenous learning obeys
constraint γ1
δγ2
< 2 . This approximation was based on assuming γ1
δγ2
≪ 1. This
furthermore ensures that 2λ1 − δ ∼= δ −
γ1
γ2
> 0, so that e(2λ1−δ)T − 1 becomes large
for long T . Additionally δ − λ1 > 0 so that 1 − e
−(δ−λ1)T → 1 as T becomes large.
Hence the first term involving γ2λ1 − γ1 in Eq. (24) is the dominant one and we
further require γ2λ1−γ1 = δγ2−
3
2
γ1 > 0, entailing that
γ1
δγ2
< 2
3
.2 This is, of course,
valid given our starting assumption that γ1
δγ2
≪ 1 for this approximation.
If endogenous learning is absent, i.e. γ1 = 0, then λ1 = δ and FN = γ2
{
λ1
eλ1T−1
}
C2N ,
which corresponds to the previous case of this section. In that case we noted that
negative emissions should begin early.
Endogenous learning cannot be expected to undermine this, but we shall complete
the analysis to see why. Substituting for λ1 in Eq. (24), in the first term the
terms dependent on T are of the form
{
e
(
δ−
γ1
γ2
)
T
− 1
}
/
{
e
(
δ−
γ1
2γ2
)
T
− 1
}2
. The
denominator, with larger exponential coefficient and squared term, grows faster with
T , so that minimizing discounted expenditure requires T as large as possible. The
second term has term depending on T of the form
{
1− e
−
γ1
2γ2
T
}
/
{
e
(
δ−
γ1
2γ2
)
T
− 1
}2
,
which can also be made smaller by increasing T . Therefore even with the model
of endogenous learning in Eq. (2) it is optimal to commence negative emissions as
early as possible.
In summary, we have shown that for a variety of cases of the average cost formula in
2In case we had employed the full solution, involving λ2 as well, this constraint would not have been
needed.
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Eq. (1), and in the presence of a cumulative emissions constraint, discounted cost of
negative emissions is minimized by starting as early as possible, even in the presence of
endogenous learning.
5 Effects of multiplicative model of endogenous learn-
ing
We repeat the previous analysis for a cost curve wherein the effect of endogenous learning
is modeled differently, as a multiplicative term in cumulative emissions, so that average
cost is
γ (t) =
(
γ0 + γ2N˙ (t)
ν
)
e−γ1N(t) (25)
As before, expenditures on negative emissions in year t are EN (t) = γ (t) N˙ (t), and
discounted expenditures follow Eq. (3). For given T , we seek to minimize
∫ 0
−T
g (t) dt
with g (t) = e−δt
{
γ0 + γ2N˙ (t)
ν
}
e−γ1N(t)N˙ (t), subject to the constraint on cumulative
negative emissions between t = −T and t = 0. Using ∂g/∂N = −γ0γ1e
−δtN˙ (t) e−γ1N(t)−
γ1γ2e
−δtN˙ (t)ν+1 e−γ1N(t) and ∂g/∂N˙ = γ0e
−δte−γ1N(t) + (ν + 1) γ2e
−δtN˙ (t)ν e−γ1N(t), the
Euler-Lagrange Eq. (5) becomes
ν (ν + 1) γ2N˙ (t)
ν−1 N¨ (t) = δ
{
γ0 + (ν + 1) γ2N˙ (t)
ν
}
+ νγ1γ2N˙ (t)
ν+1 (26)
Let us examine different cases corresponding to the discussion of Section 3:
1. Constant marginal costs, with ν = 0: The Euler-Lagrange equation becomes
δ (γ0 + γ2). If δ > 0 this requires γ0 + γ2 = 0 which cannot be satisfied, except
for zero marginal costs. If δ = 0, the equation is trivially satisfied and all pathways
of N (t) satisfying the two boundary conditions yield identical discounted expendi-
ture.
2. Increasing marginal costs (ν > 0 and γ2 > 0), zero marginal cost technologies are
available (γ0 = 0), and there is no endogenous learning (γ1 = 0): With γ0 = γ1 = 0,
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the Euler Lagrange equation becomes N¨ (t) = δ
ν
N˙ (t), identical to Section 3.2,
yielding the same result that annual negative emissions increases exponentially at
rate δ/ν. If δ = 0, the annual negative emissions rate is constant.
3. Zero time-discounting (δ = 0) with endogenous earning (γ1 > 0): Then the Euler-
Lagrange equation is
N¨ (t) =
γ1
ν + 1
N˙ (t)2 (27)
which is integrated for
N (t) = −
ν + 1
γ1
ln
{
1−
(
t + T
T
)(
1− e−
γ1CN
ν+1
)}
(28)
Emissions is
N˙ (t) =
ν + 1
γ1T

 1− e− γ1CNν+1
1−
(
t+T
T
) (
1− e−
γ1CN
ν+1
)

 (29)
which takes boundary values N˙ (−T ) = ν+1
γ1T
(
1− e−
γ1CN
ν+1
)
and N˙ (0) = ν+1
γ1T
(
1− e−
γ1CN
ν+1
)
e
γ1CN
ν+1 =
e
γ1CN
ν+1 N˙ (−T ). Emissions increases with time if γ1 > 0, owing to endogenous learn-
ing, even in the absence of time-discounting. This is in contrast to the result of
Section 3.3, where endogenous learning had no effect in case δ = 0, for the model
with endogenous learning’s effect represented as an additive contribution to average
cost.
4. For the case with zero marginal cost technologies, i.e. γ0 = 0, we obtain
ν (ν + 1) γ2N¨ (t) = δ (ν + 1) γ2N˙ (t) + νγ1γ2N˙ (t)
2 (30)
which, being independent of N (t), can be written as the 1st-order differential equa-
tion ν (ν + 1) γ2n˙ (t) = δ (ν + 1) γ2n (t) + νγ1γ2n (t)
2. Substituting n (t) = 1/x (t),
and differentiating we obtain ν (ν + 1) γ2x˙ (t) = −δ (ν + 1) γ2x (t)− νγ1γ2. This is
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integrated easily, and we obtain finally
N˙ (t) = N˙ (−T )
e
δ
ν
(t+T )
1− ν
δ
γ1
ν+1
N˙ (−T )
(
e
δ
ν
(t+T ) − 1
) (31)
Endogenous learning γ1 > 0 makes emissions rate start slowly and subsequently
grow more rapidly than the effect of time-discounting alone (recall that if γ1 = 0,
N˙ (t) = N˙ (−T ) e
δ
ν
(t+T )), because the denominator becomes smaller with time. This
is contrary to the result in Section 3 for the additive learning effect, where endoge-
nous learning makes emissions grow more slowly than owing to time-discounting
alone.
6 Differences between additive and multiplicative en-
dogenous learning models
While there are of course similarities in the influence of the two average costs functions
described above, the differences are quite substantial, especially in relation to effects of
endogenous learning. In the first cost function, endogenous learning has no influence
in the absence of time-discounting, while in the second endogenous learning favors in-
creasing emissions rates even in the absence of time-discounting. In the presence of
time-discounting, the effects of endogenous learning are opposite for the two cost func-
tions.
Prior studies of mitigation in the presence of endogenous learning have suggested contrary
effects, leading to both early (van der Zwaan et al. (2002)) and delayed emissions reduc-
tions (Goulder and Mathai (2000)). Each of these effects is present in the two average
cost functions examined in this paper. We now introduce a more generic cost function
that subsumes both of these models, making the differences between them clearer.
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6.1 A generic model for additive and multiplicative endogenous
learning effects
We consider average cost
γ (t) =
(
γ0 + f (N) + γ2N˙ (t)
ν
)
h (N) (32)
where γ0+γ2N˙ (t)
ν describes the cost curve, increasing in emissions rate, in the absence of
endogenous learning. Functions f (N) and h (N) describe effects of endogenous learning.
In Section 2, f (N) = −γ1N (t) and h (N) = 1, whereas in Section 5, f (N) = 0 and
h (N) = e−γ1N(t). More generally, f (N) ≤ 0 with f (0) = 0 is increasing in magnitude
with N , whereas h (N) is decreasing in N and obeys 0 < h (N) ≤ 1 and h (0) = 1.
These additive and multiplicative contributions are not exclusive, and both terms can be
simultaneously present in the average cost formula.
Using g (t) = e−δtγ (t) N˙ (t), the Euler-Lagrange Eq. (5) becomes, after some algebra
ν (ν + 1) γ2N˙ (t)
ν−1 N¨ (t) = −νγ2N˙ (t)
ν+1
dh
dN
h (N)
+ δ
{
γ0 + (ν + 1) γ2N˙ (t)
ν + f (N)
}
(33)
since h (N) > 0. Let us examine the two basic models separately:
1. In the additive model h (N) = 1 and
dh
dN
h(N)
= 0, and therefore the Euler-Lagrange
Eq. (33) reduces to
ν (ν + 1) γ2N˙ (t)
ν−1 N¨ (t) = δ
{
γ0 + (ν + 1) γ2N˙ (t)
ν + f (N)
}
(34)
extending Eq. (6) to a general additive endogenous learning contribution f (N)
to average cost. In the absence of time-discounting we have N¨ (t) = 0, leading to
constant emissions rate N˙ (t).
In the presence of discounting, since f (N) < 0 for N > 0, endogenous learning
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decreases the pace at which emissions rate N˙ (t) increases with time.
2. For the multiplicative model with f (N) = 0 and h (N) decreasing with N , endoge-
nous learning has an influence even with δ = 0. In this case, since
dh
dN
h(N)
< 0 the net
contribution is positive, as in Eq. (30), with its effect being to increase emissions
rate with time.
If both effects f (N) and h (N) are active, the net result of f (N) tending to decrease
abatement rates with time and h (N) doing the opposite would depend on their relative
magnitudes.
6.2 Effects on marginal cost curve
Given the importance of these differences, let us consider the influence of these two models
of endogenous learning on the marginal cost curve. Average cost γ
(
N, N˙
)
is related to
marginal cost β
(
N, N˙
)
as γ
(
N, N˙
)
= 1
N˙
∫ N˙
0
β (N, s˙) ds˙ where s˙ is integrated from 0 to
N˙ . Substituting for the form of the average cost in Eq. (32), marginal cost is related as
∫ N˙
0
β (N, s˙) ds˙ =
(
γ0 + f (N) + γ2N˙ (t)
ν
)
h (N) N˙ (35)
and differentiating with respect to N˙
β
(
N, N˙
)
=
{
γ0 + (ν + 1) γ2N˙
ν + f (N)
}
h (N) (36)
makes it apparent that f (N) is an additive contribution to the marginal cost curve
whereas h (N) multiplies it throughout.
In any given year, N is approximately determined by previous emissions, and marginal
cost is determined by emissions rate N˙ . Additionally, the marginal cost curve is influenced
by the history of past emissions, depending on the combination of f (N) and h (N) at
work in the model. The additive term f (N), being negative, reduces marginal cost by
the same amount for all values of emissions rate, thus effecting a downward shift in the
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curve. In contrast multiplication by h (N) pivots down marginal cost, reducing it by the
same factor for all values of N˙ .
6.3 Interpreting the effects of the two models
The effect of the multiplicative model through varying h (N) can be interpreted through
analogy with effects of discounting in time, which also induces increasing emissions rate.
The multiplicative term scales-down future costs as N grows, and this can be interpreted
as amplifying the discounting of future costs.
The additive model requires more discussion for placing it in proper perspective. Consider
emissions rate N˙ (t) = CN
T
+ ǫx (t), with ǫ ≪ 1 so that ǫx (t) is a small perturbation to
a trajectory with constant emissions rate. Cumulative negative emissions is N (t) =∫ t
−T
N˙ (s) ds = CN
(
1 + t
T
)
+ ǫX (t), where X (t) =
∫ t
−T
x (s) ds. For satisfying boundary
conditions on N (t) we require X (−T ) = X (0) = 0. If only the additive model in
f (N) is active (i.e. h (N) = 1), the expenditure on negative emissions in year t is
EN (t) = γ0N˙ (t) + f (N) N˙ (t) + γ2N˙ (t)
ν+1, and substituting the models of N (t) and
N˙ (t) above
EN (t) = γ0
{
CN
T
+ ǫx (t)
}
+
{
CN
T
+ ǫx (t)
}
f
(
CN
(
1 +
t
T
)
+ ǫX (t)
)
+ γ2
(
CN
T
+ ǫx (t)
)ν+1
(37)
After approximating f above by its 1st-order Taylor series and some algebra, the dis-
counted expenditure in case δ = 0 simplifies to
FN =
∫ 0
−T
EN (t) dt = γ0CN +
CN
T
∫ 0
−T
f
(
CN
(
1 +
t
T
))
dt+ γ2
∫ 0
−T
n (t)ν+1 dt (38)
as described in Appendix 2. There it is shown that in the presence of additive endogenous
learning, the first-order effect on total costs of small perturbations, described by εx (t), to
the constant emissions trajectory is zero, in the absence of discounting. That is, if ǫ≪ 1
and δ = 0, endogenous learning has the same effect on the total costs as it would for a
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constant emissions rate trajectory, as measured by the term CN
T
∫ 0
−T
f
(
CN
(
1 + t
T
))
dt.
The effect of non-constant trajectories enters through the last term in Eq. (38). Since
ν > 0, p (n) ≡ nν+1 is a convex function of n. Emissions rate n (t) = CN
T
+ ǫx (t), and its
expectation in time is given by En = 1
T
∫ 0
−T
n (t) dt. Using boundary conditions on X (t),
En = CN
T
. Additionally, Ep (n) = 1
T
∫ 0
−T
p (n (t)) dt = 1
T
∫ 0
−T
n (t)ν+1 dt.
From Jensen’s inequality, for a convex function p (n), Ep (n) ≥ p (En). But p (En) =(
CN
T
)ν+1
. Hence 1
T
∫ 0
−T
n (t)ν+1 dt ≥
(
CN
T
)ν+1
, or equivalently γ2
∫ 0
−T
(
CN
T
+ ǫx (t)
)ν+1
dt ≥
γ2
∫ 0
−T
(
CN
T
)ν+1
dt, with equality occurring only for ǫ = 0. Minimizing total cost across
time requires ǫ = 0, and an additive endogenous learning effect does not modify the
optimal trajectory in case δ = 0, entailing a constant emissions rate.
Perhaps simpler intuition can be found, but such would not be a substitute for mathe-
matical argument. What is clear, however, is that the above effect results from convexity
of the function n (t)ν+1, describing the contribution of increasing marginal cost to the
expenditure in year t. This convexity arises from ν > 0; and if ν = 0, Eq. (34) would be
satisfied for arbitrary emissions pathways if time-discounting were also absent.
The present section also shows that the qualitative results of Sections 3 and 5 do not
depend on the particular models of f (N) and h (N) employed there. If endogenous
learning shifts downward the marginal cost curve through an additive effect, constant
emissions rate is optimal for δ = 0 regardless of the particular model of f (N) < 0. For
δ > 0 higher emissions are favored early on (compared to the no-learning case) because
the term contributes negatively to N¨ (t) in Eq. (33).3 However it does not alter the
preference for increasing emissions rate over time, as seen in the following. Substituting
from Eq. (36), the Euler-Lagrange Eq. (33) can be represented in terms of marginal cost
β
(
N, N˙
)
as ν (ν + 1) γ2N˙ (t)
ν−1 N¨ (t) = −νγ2N˙ (t)
ν+1
dh
dN
h(N)
+ δβ
(
N, N˙
)
/h (N). Since
marginal cost is always positive, even in the presence of endogenous learning, the term
δβ
(
N, N˙
)
/h (N) that includes the additive learning effect causes a positive contribution
to N¨ (t), causing emissions rate N˙ (t) to increase over time. Hence, additive learning slows
the growth rate of negative emissions without making it zero.
3We recall that N˙ (t), describing rate of negative emissions, is non-negative.
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In contrast, if endogenous learning scales down the marginal cost curve through a mul-
tiplicative term, this favors increasing emissions over time since, if dh
dN
< 0, this term
contributes positively to N¨ (t) in Eq. (33). Multiplicative learning therefore increases the
growth rate of negative emissions.
7 Conclusions
Global warming from anthropogenic CO2 is approximately proportional to its cumula-
tive emissions across time (Allen et al. (2009); Matthews et al. (2009)). Although path
independence between global warming and cumulative CO2 emissions is less accurate in
scenarios with substantial negative emissions (Zickfeld et al. (2016)), cumulative nega-
tive emissions remains a useful metric for mitigation policy studies. Therefore it is useful
to consider the discounted costs of alternate negative emissions pathways, while keeping
fixed the total negative emissions across time.
This paper introduces idealized models to examine optimal pathways of negative emissions
that minimize discounted costs, in the presence of endogenous learning (i.e. ”learning by
doing”). While several studies have included negative emissions in scenarios for meeting
global warming goals (van Vuuren et al. (2011); Friedlingstein et al. (2014); Fuss et al.
(2016); Hansen et al. (2016); Jones et al. (2016); Field and Mach (2017); Kriegler et al.
(2018); van Vuuren et al. (2018)), we are not aware of explicit analyses of optimal path-
ways of negative emissions in the presence of a cumulative emissions constraint, let alone
in the presence of endogenous learning. Such optimal pathways can be posed naturally
as solutions to a suitably chosen variational problem, which seeks to minimize discounted
costs of negative emissions subject to a constraint on total negative emissions across time.
Our model for negative emissions costs assumes that the same types of activities are
repeated each year, in increasing order of cost. Therefore the cost of negative emissions
in any given year is determined by integrating over the marginal cost curve. In the absence
of endogenous learning, the marginal cost is, from Eq. (36), β
(
N˙
)
= γ0 + (ν + 1) γ2N˙
ν ,
with N˙ being the negative emissions rate, i.e. emissions in a given year. Then, in case the
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marginal cost curve is non-constant with ν > 0, as it generally is, the cost of mitigation
in year t is EN (t) =
{
γ0 + γ2N˙ (t)
ν
}
N˙ (t), being a convex function of the emissions rate.
The stipulation that ν > 0 ensures that the Euler-Lagrange equation in Eq. (6) is a
2-point boundary value problem, so that in general a minimizing pathway of negative
emissions can be found satisfying the two boundary conditions on cumulative negative
emissions. Only in case ν = 0 does the Euler-Lagrange equation become an algebraic
equation in N (t) (i.e. ”degenerate”), with a minimum solution existing only if time-
discount rate δ = 0: in which case all pathways have the same discounted cost and there
is no unique minimum.
Given the unrealistic state of constant marginal costs and the special character of the
associated minimum solution, existing only in the absence of time-discounting, we have
not considered this setting in much of the present paper, which mostly examines situations
with ν > 0. In the latter circumstance, in the absence of time-discounting and endogenous
learning the least-cost pathway involves a constant rate of negative emissions across time.
With non-zero discount rate δ, the emissions rate in the least-cost pathway grows at rate
δ/ν. Larger discount rate causes the optimal solution to have an emissions rate that is
small at first but growing more rapidly, whereas a larger exponent ν of the marginal cost
curve induces a higher emissions rate in the beginning that grows more slowly thereby
making it more equal across time.
We first considered a model of endogenous learning where marginal costs became smaller
through subtracting a term proportional to cumulative negative emissions, i.e. β
(
N, N˙
)
=
γ0 + (ν + 1) γ2N˙
ν − γ1N (t). In this model, endogenous learning has no influence on the
optimal pathway if the discount rate is zero. Section 6 showed that this effect arose
from convexity of the total expenditure function, and followed from Jensen’s inequality.
In the presence of time-discounting an additive endogenous learning effect, occurring in
this example as −γ1N (t), decreases the rate at which emissions grows in the presence of
time-discounting alone.
We generalized this result in Section 6 to additive endogenous learning effects where
γ1N (t) is replaced by a function increasing in N (t), with the same qualitative results.
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Additive endogenous learning effects, shifting downwards the marginal cost curve by a
uniform amount increasing with cumulative emissions N (t), favor early emissions. How-
ever in general they do not alter the preference for increasing emissions rate over time,
because we still have γ0+ (ν + 1) γ2N˙ (t)
ν + f (N) > 0 in Eq. (34), as marginal costs are
positive.
There are alternative ways of modeling the endogenous learning effect. For example, there
could be a multiplicative term decreasing in cumulative negative emissions N (t). Section
5 considered a model where marginal costs are β
(
N, N˙
)
=
{
γ0 + (ν + 1) γ2N˙
ν
}
e−γ1N ,
decreasing as an exponential function of cumulative emissions, and Section 6 generalized
this to multiplication by arbitrary functions decreasing in N (t). Such a multiplicative
endogenous learning effect, scaling the marginal cost curve down by a factor depending
on N (t), causes the optimal solution to have higher emissions rates later on thereby
increasing growth rate of negative emissions. This occurs even in the absence of time-
discounting.
At the outset, intuition suggests two possible effects of endogenous learning on the least-
cost pathway of emissions. In the presence of endogenous learning, increasing the emis-
sions rate early on can be beneficial for subsequent cost reductions. On the contrary,
since endogenous learning is a cumulative effect it is likely to happen anyway and hence
it could be beneficial to start at lower emissions rates that increase with time as ben-
efits of learning accumulate. Prior studies have exhibited these contrary effects (e.g.
van der Zwaan et al. (2002); Goulder and Mathai (2000); Gillingham et al. (2008)), and
this paper shows that each of these effects is present in the two different types of endoge-
nous learning models, additive and multiplicative.
With an additive effect, shifting the marginal cost curve downward, there are benefits to
increasing the emissions rate early on as compared to the no-learning case, although the
net effect continues to be that of increasing emissions over time. With a multiplicative en-
dogenous learning effect, scaling down the cost curve, benefits of learning make themselves
only gradually felt so that it is beneficial to start at lower emissions rates that increase
more rapidly than in the absence of endogenous learning. In general both effects might
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be present, and which effect dominates is beyond our present scope. Previous authors
have shown evidence for cost being proportional to a function of cumulative emissions
(Nagy et al. (2013)), suggesting the predominance of multiplicative effects. However the
present work merely emphasizes the basic distinction between additive and multiplicative
endogenous learning, which is relevant for qualitative understanding of the effects in our
idealized setting.
Another aspect examined in this paper is the optimal starting time for negative emissions.
It was shown that, whenever marginal costs increase with emissions rate with ν > 0, costs
are minimized by starting negative emissions as early as possible and following pathways
dictated by the solution to the corresponding Euler-Lagrange equation. Under a cumula-
tive negative emissions constraint, starting early reduces the average negative emissions
rate, limiting overall costs. Of course our setting is idealized, and the results serve primar-
ily as a thought experiment, and it is important to develop considerably more realistic
treatments that are much more disaggregated (Farmer et al. (2015)), include endoge-
nous and exogenous learning (Nagy et al. (2013); Magee et al. (2016)), treat uncertainty
in learning estimates (Nordhaus (2009)), and consider alternatives to exponential dis-
counting (Gollier and Weitzman (2010)).
Appendix 1: Derivation of the Euler-Lagrange equa-
tion
For fixed T , in order to minimize functional
∫ 0
−T
g (t) dt subject to constraint
∫ 0
−T
N˙ (t) dt =
CN , we first define I˙ (N,N) =
∫ 0
−T
g (t) dt+ λ
(∫ 0
−T
N˙ (t) dt− CN
)
. Stationarity requires
the first-variation δI in the integral due to small changes δN and δN˙ to vanish. The
variation δI = I
(
N + δN, N˙ + δN˙
)
− I
(
N, N˙
)
is
δI =
∫ 0
−T
{
∂g
∂N
δN +
∂g
∂N˙
δN˙ + λ
(
∂N˙
∂N
δN +
∂N˙
∂N˙
δN˙
)}
dt = 0 (39)
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and, integrating by parts,
∫ 0
−T
∂g
∂N˙
δN˙dt = −
∫ 0
−T
d
dt
(
∂g
∂N˙
)
δNdt after applying the condi-
tion that δN (−T ) = δN (0) = 0 because the variations must preserve boundary condi-
tions of the problem. There is a corresponding equation involving the integral constraint
on cumulative negative emissions. Combining these equations yields
δI =
∫ 0
−T
{
∂g
∂N
−
d
dt
(
∂g
∂N˙
)
+ λ
(
∂N˙
∂N
−
d
dt
(
∂N˙
∂N˙
))}
δNdt = 0 (40)
for arbitrary changes δN , yielding the Euler-Lagrange (E-L) Eq. (5).
Appendix 2: Cumulative expenditures with additive
endogenous learning and zero discount rate
The expenditure on negative emissions in year t in Eq. (37) is re-written below
EN (t) = γ0
{
CN
T
+ ǫx (t)
}
+
{
CN
T
+ ǫx (t)
}
f
(
CN
(
1 +
t
T
)
+ ǫX (t)
)
+ γ2
(
CN
T
+ ǫx (t)
)ν+1
(41)
Upon substituting the 1st-order Taylor series expansion in small parameter ǫ
f
(
CN
(
1 +
t
T
)
+ ǫX (t)
)
∼= f
(
CN
(
1 +
t
T
))
+ ǫX (t) f ′
(
CN
(
1 +
t
T
))
(42)
into Eq. (41), we obtain
EN (t) =
CN
T
{
γ0 + f
(
CN
(
1 +
t
T
))}
+ ǫ
d
dt
{
γ0X (t) + f
(
CN
(
1 +
t
T
))
X (t)
}
+ γ2
(
CN
T
+ ǫx (t)
)ν+1
(43)
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where, for consistency, we have retained only 1st order terms in ǫ for the series-derived
contributions. Total expenditure becomes, for δ = 0
FN =
∫ 0
−T
CN
T
{
γ0 + f
(
CN
(
1 +
t
T
))}
dt+
ǫ
∫ 0
−T
d
dt
{
γ0X (t) + f
(
CN
(
1 +
t
T
))
X (t)
}
dt+ γ2
∫ 0
−T
(
CN
T
+ ǫx (t)
)ν+1
dt (44)
and, using
∫ 0
−T
d
dt
{
γ0X (t) + f
(
CN
(
1 +
t
T
))
X (t)
}
dt = γ0 (X(0)−X (−T ))
+ f (CN)X (0)− f (0)X (−T ) = 0 (45)
with the last equality following from boundary conditions on X (t), we obtain Eq. (38).
Eq. (45) shows that for an additive endogenous learning model the first-order effect on
costs of small perturbations, described by εx (t), to the constant emissions trajectory is
zero. With ǫ ≪ 1 and δ = 0, endogenous learning has the same effect on the total costs
as it would for a constant emissions rate trajectory. The effect of endogenous learning
on costs, given by the term CN
T
∫ 0
−T
f
(
CN
(
1 + t
T
))
dt, clearly does not depend on the
departure ǫx (t).
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