Interfacial tension measurements of the (CO2 + N2 + H2O) and (N2 + H2O) systems are reported at pressures of (2 to 40) MPa, and temperatures of (298.15 to 448.15) K. The pendant drop method was used in which it is necessary to know the density difference between the two phases. To permit calculation of this difference, the compositions of the coexisiting phases were first computed from a combination of the Peng-Robinson equation of state (applied to the non-aqueous phase) and the NRTL model (applied to the aqueous phase). Densities of the non-aqueous phase were computed from the GERG-2008 equation of state, while those of the aqueous phase were calculated knowing the partial molar volumes of the solutes. The expanded uncertainties at 95% confidence are 0.05 K for temperature, 0.07 MPa for pressure, 0.019·γ for interfacial tension in the binary (N2 + H2O) system; and 0.032γ for interfacial tension in the ternary (CO2 + N2 + H2O) system. The interfacial tensions in both systems were found to decrease with both increasing pressure and increasing temperature. An empirical correlation has been developed for the interfacial tension of the (N2 + H2O) system in the full range of conditions investigated, with an average absolute deviation of 0.20 mN·m -1 , and this is used to facilitate a comparison with literature values. Estimates of the interfacial tension for the (CO2 + N2 + H2O) ternary system, by means of empirical combining rules based on the coexisting phase compositions and the interfacial tensions of the binary sub-systems, (N2 + H2O) and (CO2 + H2O), were found to be somewhat inadequate at low temperatures, with an average absolute deviation of 1.9 mN·m -1 for all the conditions investigated. To enable this analysis, selected literature data for the interfacial tensions of the (CO2 + H2O) binary system have been re-analysed, allowing for improved estimates of the density difference between the two phases. The revised result on eleven isotherms were fitted with empirical models that generally represent the data to within 1 mN·m -1 .
Introduction
Carbon abatement by carbon dioxide capture and storage (CCS) is one of the transitional technologies that can be used to ensure energy security and diversity whilst mitigating climate change effects, by reducing CO2 emissions into the atmosphere. CCS may contribute up to one fifth of the planned reduction in CO2 emissions by 2050 [1] . Carbon dioxide released during the combustion of fossil fuels in power plant and other industrial processes can be captured by various techniques, compressed, transported to the storage site by pipeline, and finally injected into the underground storage site. Suitable storage sites include deep saline aquifers, which have the greatest estimated storage capacity, depleted oil and gas reservoirs, and unmineable coal seams. In the case of oil fields, CO2 may be used for enhanced oil recovery (EOR) prior to final storage. There exists a wealth of experience in CO2-EOR using high purity CO2 from natural sources; however, the impact of the higher levels of impurities expected with industrially-captured CO2 streams requires further investigation in relation to both EOR and long-term storage. Potential impurities include N2, H2, O2, Ar, H2S, SO2, NOx, CO and CH4 [2] . The composition the CO2 stream for storage will depend upon the various CO2 sources feeding the storage site, the capture methods used, the safety and corrosion constraints associated with pipeline transport, and any identified storage constraints.
In carbon storage, CO2 is expected to be injected into sedimentary formations at depths of greater than 800 m, corresponding to temperatures above 310 K and pressures above 8 MPa, in a supercritical state with density greater than 300 kg·m -3 [3] . To ensure an adequate flow, the CO2 must be injected at a pressure higher than that of the existing reservoir fluids [4] . Envisioned CO2 storage conditions involve temperatures up to 423 K with pressures up to 50 MPa [2] . The principal storage mechanisms in order of increasing time scale are: (a) structural trapping, where buoyant CO2 is retained below impermeable caprocks; (b) capillary trapping, whereby CO2 is immobilised in the pore space by means of interfacial forces; (c) solubility trapping, whereby the CO2 dissolves in the reservoir fluids; and (d) mineralization, in which the CO2 reacts to form carbonate minerals [5] . Each of these processes is strongly influenced by the thermophysical properties of CO2 and its mixtures with reservoir fluids (oils and brines) at reservoir conditions. Knowledge of the fundamental thermophysical properties of relevant fluid mixtures under these extreme conditions is therefore crucial for modelling the long-term performance of the storage project. In particular, interfacial properties, especially interfacial tension between CO2 and reservoir fluids in the presence of impurities, are fundamental for predicting the storage capacity of sedimentary formations and for estimating safe injection pressures that avoid fracturing [6] . The present paper is a contribution to the underpinning science in this area.
Interfacial tension (IFT) measurements of the (N2 + H2O) [7; 8; 9] , (N2 + n-alkane) [10; 11] , (CO2 + H2O) [3; 12; 13; 14; 15; 16] , (CO2 + n-alkane) [10; 17; 18; 19] , (CO2 + brine) [12; 14; 16; 20; 21; 22; 23; 24] , and (CO2 + N2 + H2O) [8] systems under the elevated pressures and temperatures of interest have been studied by various authors. The effects of surfactants on (CO2 + H2O) system IFTs have also been investigated [15; 25; 26] .
Wiegand and Franck [7] measured the IFT of water and various non-polar fluids including nitrogen, from pressures of (c.a. 20 to 280) MPa, at temperatures of (298 to 573) K. Lower pressure points are only available at T = 298 K, creating difficulty at higher temperatures in extrapolating back to compare with the surface tension of water [27] . Wiegand and Franck provide data at only two pressures, approximately 20 MPa and 40 MPa, in the range applicable for CO2 storage. Interfacial tensions of the (N2 + H2O) system measured at or above 373 K, was found initially to decrease with pressure until about 75 MPa, after which the IFT reached a pseudo-plateau, before increasing gradually with pressure. Tian et al. [9] measured the IFT of water and nitrogen, from pressures of (10 to 100) MPa, at temperatures of (298 to 473) K. Measurements at p = 0.1 MPa were made at T = 298 K only. Yan et al. [8] also measured this system, from pressures of (1 to 30) MPa, at temperatures of (298 to 373 K). These three data sets are in general agreement with each other, but with noticeable deviations at the lowest pressures reported by Tian et al.
The IFT of the (CO2 + H2O) system have been measured by Georgiadis et al. from (298 to 374) K and (1 to 60) MPa [3] . In that work, the results were fitted with dual linear correlations at lower temperatures, to reflect the existence of two distinct regions separated by an abrupt change in the pressure derivative of the IFT. At the two higher temperatures of 343.3 K and 374.3 K, the IFT was fitted with a rational function, reflecting the more gradual and steady decline of the IFT with increasing pressure at temperatures well above the upper critical end point of the (CO2 + H2O) system. Georgiadis et al. also discussed the factors that affect the accuracy of IFT measurements by the pendant drop method, including the time dependence arising from interfacial mass transfer, the effects of contamination by surface-active impurities, and sensitivity to erroneous temperature measurements. These factors were invoked to explain the scatter and partial inconsistency of the available literature data.
Duchateau and Broseta showed that the IFT of (gas + brine) systems is simply related to the surface tension of the brine and the (gas + H2O) interfacial tensions at the same pressure and temperature [27] . Along an isotherm, they found that increasing the salinity shifted the (gas + brine) IFT to higher values. Li at al. measured (CO2 + brine) IFT for various salts over wide ranges of pressure, temperature and molality, and provided a simple empirical correlation that can be used to predict IFTs of other brine systems [24] at high pressures.
The interfacial tension for various compositions of the ternary mixture (CO2 + N2 + H2O) have been measured by Yan et al. [8] at pressures of (1 to 30) MPa and temperatures of (298 to 373) K. The interfacial tension of the ternary mixture (CO2 + H2S + H2O), with 70 mol% CO2 and 30 mol% H2S in the initial gas mixture, have been studied by Shah et al. [6] at T = 350 K and at pressures up to 15.6 MPa. They found that the IFT is approximately equal to the molar average IFT of the binary systems of (H2S + H2O) and (CO2 + H2O) at the same temperature and pressure.
A number of theoretical approaches have been reported in the literature that provide either predictive or correlative descriptions of the interfacial properties of binary and multicomponent systems. Applications of density functional theory (DFT) coupled with a molecular equation of state have been reported by both Llovell et al. [28] for (CO2 + hydrocarbon) systems and by Georgiadis et al. [18] for (CO2 + H2O) and (CO2 + hydrocarbon) systems. This method is fully predictive and was shown to provide a generally good account of the available experimental data. Unfortunately, DFT is computationally demanding and unsuitable for routine application. Much simpler gradient-theory (GT) approaches have been successful when combined with either cubic or molecular equations of state. These methods involve binary 'influence' parameters specifically related to the interfacial properties; the like-like influence parameters being fitted to surface tension data for the pure components and the unlike influence parameter being either estimated from a combining rule or fitted to experimental data. Miqueu at al. [29] [30] combined GT with the Peng-Robinson equation of state and to describe the IFT of binary and multicomponent (CH4 + hydrocarbon) and (CO2 + hydrocarbon) systems without fitting the unlike influence parameters. Muller at al. [31] and Mejia et al. [32] also applied GT predictively for mixtures, in this case using SAFT equations of state, and obtained good results for (alcohol + water) and (CO2 + hydrocarbon) systems. On the other hand, to adequately represent the IFT of the more challenging (CO2 + H2O) system by means of a GT, Lafitte et al. [33] resorted to fitting the unlike influence parameter. Yan et al. [8] tested a GT model against their experimental data for the (CO2 + N2 + H2O) system but concluded that it was unsuitable. Khosharay and Varaminian [34] combined the cubic-plus-association equation of state (CPA EOS) with GT and applied this successfully to systems involving high concentrations of carbon dioxide in the vapour phase, using data from Georgiadis et al. [3] and Yan et al. [8] . The model predicted (N2 + H2O) interfacial tensions with average absolute relative deviations (AAD) of 0.5 %; (CO2 + H2O) interfacial tensions with AAD of 2.0 %; and (CO2 + N2 + H2O) interfacial tensions with AAD of 1.8 %.
To summarise the literature, measurements of (CO2 + H2O) and (N2 + H2O) IFT under reservoir conditions have been carried out by several authors. (Gas + brine) IFT can be obtained from empirical correlations if the (gas + H2O) IFT and the brine surface tension are both known. Only one source of literature data is available for the IFT of the (CO2 + N2 + H2O) system up to 30 MPa and 373 K. Fully-theoretical approaches to predicting the IFT by DFT are cumbersome but the simpler GT methods may be only correlative for aqueous systems. The possibility of estimating the IFT in ternary systems from a simple molar average of binary data is appealing in an engineering context, but requires further investigation. Accordingly, the object of this research was to investigate IFT in the (CO2 + N2 + H2O) ternary system and its dependence upon temperature and pressure at CO2 storage conditions.
Experimental Section
Apparatus.
The apparatus for carrying out pendant drop IFT measurements in corrosive environments at high temperatures (up to 473 K) and high pressures (up to 50 MPa) is shown in figure 1 ; it has been described in detail elsewhere [20] . The axisymmetric drop shape analysis (ADSA), based on integration of the Young-Laplace equation, was performed by commercial software (Advanced DROPimage, Ramé-Hart Instrument Co.). The high pressure vessel was made from Hastelloy C-276 and was fitted with axially opposed Poultertype sapphire windows. In order to regulate the temperature, the vessel was contained within an insulated aluminium jacket fitted with electric cartridge heaters and a temperature sensor, and operated with a PID temperature controller. Fluids were injected from high-pressure syringe pumps. The water was injected through a capillary tube entering the optical cell from the top, thereby forming pendant drops. A calibrated platinum resistance thermometer was inserted into the wall of the view cell for the purpose of measuring the temperature. A pressure transducer, located in the tubing external to the view cell, was used to measure the pressure. Standard uncertainties were 0.025 K for temperature and 35 kPa for pressure.
Materials.
The sources and purities of the chemicals used are summarised in table 1. Pure deionised and degassed water (electrical resistivity > 18 MΩ·cm) was used. BOC supplied nitrogen with a specified mole fraction purity > 0.99998 and the mixture [x CO2 + (1 -x) N2] with x = 0.5120, U(x) = 0.0050, and impurities (by mole fraction) of less than 0.00005, where, U(x) is the expanded uncertainty of the mole fraction at 95 % confidence.
Validation.
The pendant drop method is well-established, and the surface tension of water was measured at T = 298.44 K for validation. The surface tension was measured to be (71.9 ± 0.1) mN·m -1 , in close agreement with the value (71.93 ± 0.05) mN·m -1 obtained from the IAPWS recommended correlation by means of the REFPROP 9.1 database [35; 36; 37] .
Data Analysis.
The interfacial tension was evaluated from the relation
where Δρ is the density difference between the two fluid phases, g is the gravitational acceleration, R0 is the radius of curvature at the apex of the drop, and β is a dimensionless shape parameter.
The measured o.d. of the capillary tube for creating the pendant drop was (1.59 ± 0.01) mm and this was used as an in-situ calibration length scale.
The most suitable time for analysis after forming a pendant drop was estimated by considering the time required to establish diffusive equilibrium between the drop and surrounding fluid phase, as described by Georgiadis et al. [3] . The diffusion coefficient and solubility of N2 in water [38] were considered in these calculations and, since the diffusion coefficient increases rapidly with temperature, estimated equilibration times fell from (200 to 500) s at T = 298 K to (100 to 300) s at higher temperatures. These times were also applied in the case of the (CO2 + N2 + H2O) system.
Density Corrections
In this study, we present new experimental measurements for the IFT of (N2 + H2O) and (CO2 + N2 + H2O).
We also reappraise some of the available literature for the IFT of (CO2 + H2O). For each system, it is necessary to know the difference Δρ between the densities of the aqueous and non-aqueous phases. We argue below that it is sufficient, for purposes of estimating the non-aqueous-phase density, to ignore the presence of H2O under the conditions investigated here. As highlighted by Cumicheo et al. [39] , and despite the limited mutual solubility of the aqueous and non-aqueous components studied in this work, the approximation of using pure bulk phase densities instead of the equilibrium phase densities of the mixture can affect the accuracy of the calculated IF, especially for conditions near to a barotropic transition. Therefore, we account for the presence of CO2 and/or N2 in the aqueous phase and estimate the densities from available phase-equilibrium models and partial molar volumes; non-aqueous-phase densities are determined from reference equations of state.
(CO2 + H2O) System Density Difference.
The interfacial tension measurements reported by Georgiadis et al. [3] were based on the assumption that the density differences Δρ could be approximated by the difference between the pure component densities of H2O and CO2. In this work, we apply corrections to the bulk-liquid phase densities to account for CO2 solubility in water, using the solubility model reported recently by Hou et al. [40] , the equation of state of pure water [36] , and the model of Sedlbauer et al. [41] for the partial molar volumes of CO2 in aqueous solution. As detailed in tables 2 and 3 and ref. [40] , [42] , with average absolute deviations of 2 %. At higher temperatures, there are noticeable differences between the two models but these have negligible effects on the calculated liquid density. Having found the composition of the liquid phase, the molar volume Vmix, and hence the density, was determined from the partial molar volumes Vi of the components as follows:
where N is the number of components. The partial molar volume of water was taken to be that of pure water at the same temperature and pressure, while that of CO2 was obtained from the model of Sedlbauer et al. [41] .
A comprehensive study of the density of H2O-saturated CO2, covering the whole range of temperatures and pressures of interest in this work, has recently been completed [43] . According to this, the differences between the density of H2O-saturated CO2 and pure CO2 reach a maximum of (5 to 8) kg·m -3 at densities of around 500 kg·m -3 , depending upon temperature, but decay rapidly at higher densities. The consequence of this is that the estimated relative effect of the H2O present in the CO2-rich phase upon the difference Δρ is always smaller than about 1 %. Given the smallness of this difference and the lack of a thermodynamic model that accurately captures the experimental results, we follow Georgiadis et al. in calculating the density of the CO2-rich phase from the CO2 equation of state of Span and Wagner [44] as implemented in REFPROP 9.1 [35] . However, we expand the uncertainty of Δρ to allow for the neglect of the H2O in the CO2-rich phase.
To illustrate the importance of accurate phase densities for this system, the calculated densities at two temperature are plotted in figure 2 (a) and (b) for the aqueous and non-aqueous phases respectively. The densities of the aqueous phase are seen to increase with pressure as expected. For the (CO2 + H2O) system, this increase is in part due to the increasing mole fraction of dissolved CO2. At T = 298.15 K, a change of slope can be discerned at the three-phase equilibrium pressure where the phase behaviour of the system changes for gas-liquid to liquid-liquid equilibrium. Looking at the non-aqueous phase, the step change in density, which occurs when the three-phase line is crossed, is also clear. As the pressure is further increased the density of the CO2-rich phase starts to approach that of the aqueous phase. Consequently, small changes in the calculated phase densities, such as the difference between including or neglecting CO2 dissolution in the liquid phase, can have a much larger relative effect on Δρ and hence on the IFT. In figure 3 , we plot the difference between the calculated densities of CO2-saturated water and of pure water along the isotherms studied by Georgiadis et al. As expected, this shows that the effect of CO2 saturation is greatest at low temperatures and high pressures where Δρ is small and sensitive to small changes in the density of either phase.
(N2 + H2O) System Density Difference.
For the solubility of N2 in H2O we use the same PR-NRTL model with a correlation for the Henry's law constant from Fernández-Prini et al. [45] and NRTL interaction parameters set to zero. The binary interaction parameter in the PR equation for N2-H2O was taken from Abudour et al. [46] and the partial molar volume of N2 in aqueous solution was obtained from Mao and Duan [47] . The solubility model was compared with that of Mao and Duan [47] , applicable at pressures from (1 to 60) MPa and temperatures from (273 to 590) K, and absolute differences in the mole fraction of N2 were found to be less than 3.2 %. The calculated densities of N2-saturated H2O were found to differ from those of pure H2O by less than 2 kg·m -3 . The N2-rich phase was treated as pure N2 and its density was calculated from the equation of state of Span et al. [48] . The calculated phase densities at two temperatures are illustrated in figure 2. In this case, Δρ > 670 kg·m -3 and the limited mutual solubility of the system has a negligible effect on the calculated density difference.
(N2 + CO2 + H2O) System Density Difference.
For the ternary system, determining the phase compositions requires knowledge of the overall system composition which, in the present work, was estimated from the approximately-known amounts of gas and liquid injected into the known volume of the view cell. The phase compositions were then determined by means of isochoric flash calculations using the models detailed above for phase-equilibrium and phasedensity calculations together with the overall system composition. In fact, with the vessel never more than half full of water, the calculated ratio of the mole fractions of N2 and CO2 in the gas phase was found to be within 1 % of that in the feed gas. Having found the phase compositions, the liquid density was determined from Equation (2), with partial molar volumes as before, and the gas-phase density was calculated from the mixture model available in the REFPROP 9.1 database incorporating the equations of state of the pure components [35; 36; 44; 48; 49] . Again, we plot the calculated phase densities at two temperatures in figure 2. In this case the results are intermediate between the (CO2 + H2O) and (N2 + H2O) binary systems but Δρ > 390 kg·m -3 and the mutual solubility has only a marginal effect on the density difference.
Results

(CO2 + H2O) system.
Applying the density correction to the raw data of Georgiadis et al. [3] , we obtained the revised interfacial tension values given in table 4 at temperatures between (297.9 and 374.3) K and pressures up to 60 MPa. The corresponding phases in equilibrium for the (CO2 + H2O) mixture are indicated in the table as liquid + gas (L-G), liquid + liquid (L-L) or liquid + supercritical fluid (L-SC). Here, the CO2-rich phase is designated according the relation between the state in question, the three-phase line and the temperature Tc and pressure pc at the upper critical end point (UCEP). For T < Tc, the state is gas below the three phase pressure and liquid above, while for T ≥ Tc the state is gas at p ≤ pc and supercritical at p > pc.
The standard relative uncertainties ur(γ) of the corrected values were estimated from the relation:
This differs from the analysis of Georgiadis et al. [3] because of the inclusion of the uncertainty u(Δρ) of the density difference. The magnitude of this uncertainty is estimated from measurements of the liquid and gas phase densities of the (CO2 + H2O) system reported by Efika et al. [43] ; u(Δρ)/Δρ has an average of about 1%, with a maximum of 3% at high pressures and low temperatures where the densities of the two phases become more similar. The same analysis was applied to the (CO2 + brine) data of Li et al. [20; 24] , for the brine composition of (0.864 NaCl + 0.136 KCl) measured at various brine salinities, from 1 to 5 mol·kg -1 . The interfacial tension values were extrapolated back to zero salt molality, and a density value was calculated using the same method described in their paper, at the zero salt molality condition. Density correction was then applied to the extrapolated interfacial tension values. The results are presented in table 5 at temperatures between (323.15 and 448.15) K and pressures up to 50 MPa. In this case, the estimated standard relative uncertainty was taken to be that of the original CO2-brine IFT data. The liquid phase density is evaluated from the solubility model of Duan and Sun [42] , and has been mentioned previously to agree within AAD of 2%. The differences observed in the two density calculation methods result from the evaluation of the partial molar volumes of CO2 in aqueous solution. In the present paper, the partial molar volumes of CO2 in aqueous solution is evaluated from the model of Sedlbauer et al. [41] , whereas the one used in Li et al.'s paper has been assumed constant for all pressure and temperature conditions. In order to permit interpolation with respect to pressure, the experimental data have been fitted along isotherms with two different equations. The first, was a dual linear correlation applied for temperatures between (297.9 and 333.5) K as follows:
In this correlation, two sets of parameters are used above and below an apparent point of intersection.
In this way, the model accommodates the sharp change in slope exhibited by the experimental data along the isotherms in question.
The second correlation was a rational function chosen to represent the smooth dependence of γ upon p observed at higher temperatures:
The parameters ai, bi, ci and di, (i = 1, 2) are listed in table 6. As shown in figure 5 , the models are generally within the expanded uncertainties of the experimental data, with some outliers at pressures below 10 MPa.
As pointed out by Müller and Mejía [50] , at temperatures below the UCEP, approximately 304.6 K for (CO2 + H2O) [51] , the interfacial tension is not a continuous function of pressure along an isotherm. For pressures below the three-phase equilibrium pressure pt, one has gas-liquid equilibrium characterised by interfacial tension γGL₁(p), while at higher pressures one has liquid-liquid equilibrium characterised by interfacial tension γL₁L₂(p), where L1 denotes water-rich liquid and L2 denotes CO2-rich liquid. At p = pt, three phases may coexist with interfacial tensions γL₁L₂ + γGL₂ ≥ γGL₁, where γGL₂ is the interfacial tension between gas and CO2-rich liquid. According to the computer simulations of Müller and Mejía [50] , γGL₂ = 1.75 mN·m -1 at T = 298.15, diminishing to zero as T → Tc. The experimental data considered in this work were measured either below pt in the G-L1 region, or above pt in the L1-L2 region and there is no ambiguity about these designations. However, when plotted together along an isotherm and extrapolated to p = pt from both above and below, there should exist a small discontinuity such that γGL₂ > γGL₁. This is in fact found to be the case when we examine the one sub-critical isotherm, that of Georgiadis [50] .
One notable feature of the IFT data for the (CO2 + H2O) system is the crossing of isotherms, e.g. the isotherms at T = (312.9 and 343.3) K in the data of Georgiadis et al. which cross at a pressure of about 15 MPa. We attribute this behaviour to a gradual transition between the bi-linear behaviour observed at low temperature and the smooth and continuous isotherms observed at higher temperatures.
(N2 + H2O) system.
Four isotherms at temperatures between (298 and 448) K have been measured in the (N2 + H2O) system over a range of pressures from (2 to 40) MPa. The results are given in table 7 and figure 7 . Based on the critical pressure of nitrogen [48] , the phases in equilibrium at p = 2 MPa were classified as liquid + gas, while all others were classified as liquid + supercritical fluid. The relative standard deviation σ(γ)/γ of the IFT data at each state point was evaluated from 3 to 5 repeated measurements and the average was found to be 0.2 %; in all cases it was < 0.7 %. The overall relative uncertainty ur(γ) was then calculated from Equation (3) . Reliable measurements of the liquid and vapour phase densities under the conditions of interest are not available. To estimate the uncertainty u(Δρ) of the density difference we compared our values of Δρ, obtained with the PR-NRTL model and the mixture model in the REFPROP 9.1 database incorporating the equations of state of the pure components [35; 36; 48; 49] , with the density difference between the pure substances at the same temperature and pressure. The maximum difference in the density differences is 0.7 %, and the average absolute deviation is 0.2 %. Overall, the relative uncertainty of interfacial tension of all state points is 0.9 %, and the expanded relative uncertainty at 95 % confidence is 1.9 %.
As expected, the interfacial tensions of the (N2 + H2O) system are observed to decrease with increasing pressure and temperature. The interfacial tension data are compared with the density-corrected measurements of Wiegand and Franck [7] , Tian et al. [9] and Yan et al. [8] under overlapping p-T conditions, and the agreement is within 3.0 mN·m -1 .
For the purpose of interpolating the interfacial tension of the (N2 + H2O) system, the following empirical equation was developed: (6) to within 1.5 mN·m -1 .
(CO2 + N2 + H2O) System.
In the case of the (CO2 + N2 + H2O) system, four isotherms were measured at temperatures between (298 and 448) K at pressures from (2 to 40) MPa. The results are given in table 9. Based on the reported critical locus of the (CO2 + N2) binary system [52; 53] , the phases in equilibrium at p ≤ 10 MPa were classified as liquid + gas, while all others were classified as liquid + supercritical fluid. In figure 9 , the interfacial tension data are found to be similar to those of Yan et al., which relate to the gas phase mixture composition of [x CO2 + (1 -x) N2] with x = 0.5072, at two overlapping temperature conditions of (298 and 373) K . The relative standard deviation σ(γ)/γ of the IFT data at each state point was evaluated from 3 repeated measurements; the average was 0.3 %, and in all cases it was < 1.3 %. The overall relative uncertainty ur(γ) was calculated from relation (3). As discussed above, the coexisting phase compositions, and hence the density difference, depends to some extent upon the overall system composition. Given the known upper and lower bounds on the amount of water in the cell, and the known composition of the feed gas, the standard relative uncertainty of the density difference was estimated to be 1 %. Finally, the overall standard relative uncertainty of interfacial tension of all state points was found to be 1.6 %.
As detailed in the introduction, theroetical approaches based on equations of state in combination with gradient theory may be capable of describing ternary IFT data [54] . Such an analysis is beyond the scope of the present paper and we confine ourselves to testing an empirical connection between the interfacial tension of the ternary system and that of the constituent binary sub-systems. Shah et al. [6] proposed that a mole-fraction-weighted average may be used for this purpose and that approach was applied with some success for the (H2S + CO2 + H2O) system. In the present work, we have tested a similar approach in which we allow also for the presence of water in the vapour phase as follows:
The equilibrium vapour compositions were again calculated using the PR-NRTL model as described above and the interfacial tensions of the binary systems were evaluated from Equations (4) or (5) and (6) . The predictions obtained with Equation (7) are compared with the experimental data in figure 10 . It can be seen that the agreement is good at the two higher temperatures but that the model fails to follow the experimental data closely at lower temperatures and high pressures. The simple method produces predictions with AAD of 4.8 % for all temperatures and pressures measured. This is compared with the AAD of 1.8 % reported by Khosharay and Varaminian [34] , using a linear-gradient model based on the CPA equation of state, with the experimental data of Yan et al. [8] .
Conclusion
Interfacial tension measurements of the (CO2 + N2 + H2O) and (N2 + H2O) systems are reported at pressures of (2 to 40) MPa and temperatures of (298.15 to 448.15) K. An accurate empirical correlation for interfacial tension has been developed for the (N2 + H2O) system in the range of conditions investigated. Interfacial tension data for the (CO2 + H2O) system reported in the literature have been revised to account for improved estimates of the coexisting phase densities, and the results along each isotherm have been fitted with empirical models. Finally, interfacial tension predictions of the (CO2 + N2 + H2O) system, based on a simple combination of the interfacial tensions of the two binary system, (N2 + H2O) and (CO2 + H2O), have been considered. These were found to be favourable except at low temperatures and high pressures. Figure 1 . Interfacial tension apparatus, where the gas cylinder provides pressurised pure N2 or the equimolar (CO2 + N2) gas mixture to the view cell. C1: optical cell with stirrer; P1, P2, P3: high-pressure Quizix pumps; P4: vacuum pump; TT: platinum resistance thermometer (Pt100); PT: flow-through pressure transducer; N1, N2: injection ports; V1, V2: high-pressure valves; V3, V5, V6: three-way valves; V4: four-way switch; V7: relief valve; V8: rupture-disc safety head. Table 8 . Fitting parameters of empirical model (6) for the (N2 + H2O) interfacial tension measurements. a31 a32 b31 b32 c3 d3 σ 10 2 ∆AAD -1.718 x 10 -3 3.290 x 10 -3 9.829 x 10 -3 -1.020 x 10 -5 1.092 x 10 -4 0.896 0.0861 0.40 
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