Abstract. Free quantum field theories on curved backgrounds are discussed via three explicit examples: the real scalar field, the Dirac field and the Proca field. The first step consists of outlining the main properties of globally hyperbolic spacetimes, that is the class of manifolds on which the classical dynamics of all physically relevant free fields can be written in terms of a Cauchy problem. The set of all smooth solutions of the latter encompasses the dynamically allowed configurations which are used to identify via a suitable pairing a collection of classical observables. As a last step we use such collection to construct a * -algebra which encodes the information on the dynamics and on the canonical commutation or anti-commutation relations depending whether the underlying field is a Fermion or a Boson.
Geometric data
Goal of this section is to introduce all geometric concepts and tools which are necessary to discuss both the classical dynamics and the quantization of a free quantum field on a curved background. We assume that the reader is familiar with the basic notions of differential geometry and, to a minor extent, of general relativity. Therefore we will only sketch a few concepts and formulas, which we will use throughout this paper; a reader interested to more details should refer to [6, 7, 54 ], yet paying attention to the conventions used here, which differ from time to time from those in the cited references.
Our starting point is M, a smooth manifold which is endowed with a (smooth) Lorentzian metric g of signature (+, −, . . . , −). Furthermore, although the standard generalizations to curved backgrounds of the field theories on Minkowski spacetime, on which the current models of particle physics are based, entail that M ought to be four dimensional, in this paper we shall avoid this assumption. The only exception will be Section 3.2, where we will describe Dirac spinors in four dimensions only, for the sake of simplicity. We introduce a few auxiliary, notable tensors. We employ an abstract index notation 1 and we stress that our conventions might differ from those of many textbooks, e.g. [54] . As a starting point, we introduce the Riemann tensor Riem : T M ⊗ T M → End(T M), defined using the abstract index notation by the formula
abc v c , where v is an arbitrary vector field and ∇ is the covariant derivative. The Ricci tensor is instead Ric : T M ⊗2 → R and its components are R ab = R d adb while the scalar curvature is simply R . = g ab R ab . For later convenience we impose a few additional technical constraints on the structure of the admissible manifolds, which we recollect in the following definition: Definition 1.1. For n ≥ 2, we call the pair (M, g) a Lorentzian manifold if M is a Hausdorff, second countable, connected, orientable, smooth manifold M of dimension n, endowed with a Lorentzian metric g.
Notice that henceforth we shall always assume that an orientation o for M has been chosen. We could allow in principle more than one connected component, but it would lead to no further insight and, thus, we avoid it for the sake of simplicity. The Lorentzian character of g plays a distinguished role since it entails that all spacetimes come endowed with a causal structure, which lies at the heart of several structural properties of a free quantum field theory. More precisely, let us start from Minkowski spacetime, M ≡ R 4 , endowed with the standard Cartesian coordinates in which the metric tensor reads η µν = diag(1, −1, −1, −1). Let p ∈ R 4 be arbitrary. With respect to it, we can split the set of all other points of R 4 in three separate categories: We say that q ∈ R 4 is
• timelike separated from p if the connecting vector v pq is such that η(v pq , v pq ) > 0.
• lightlike separated if η(v pq , v pq ) = 0
• spacelike separated if η(v pq , v pq ) < 0.
If we add to this information the possibility of saying that a point p lies in the future (resp. in the past) of q if x 0 (p) > x 0 (q) (resp. x 0 (p) < x 0 (q)), x 0 being the Cartesian time coordinate, we can introduce I + R 4 (p) and I − R 4 (p), the chronological future (+) and past (−) of p, as the collection of all points which are timelike related to p and they lie in its future (+) or in its past (−). Analogously we define J ± R 4 (p) as the causal future (+) and past (−) of p adding also the points which are lightlike related to p. Notice that, per convention, p itself is included in both J On a generic background, the above structures cannot be transported slavishly first of all since, contrary to R 4 , a manifold M does not have look like a Euclidean space globally. In order to circumvent this obstruction, one can start from a generic point p ∈ M and consider the tangent space T p M. Using the metric g, one can label a tangent vector v ∈ T p M according to the value of g (v, v) . Specifically v is timelike if g(v, v) > 0, lightlike if g(v, v) = 0 and spacelike if g(v, v) < 0. Hence, we can associate to the vector space T p M a two-folded light cone stemming from 0 ∈ T p M and we have the freedom to set one of the folds as the collection of future-directed vectors. If such choice can be made consistently in a smooth way for all points of the manifold, we say that M is time orientable. In a geometric language this is tantamount to requiring the existence of a global vector field on M which is timelike at each point. Henceforth we assume that this is indeed the case and that a time orientation t has been fixed. Notice that, as a consequence, every background we consider is completely specified by a quadruple:
Definition 1.2. A spacetime M M M is a quadruple (M, g, o, t), where (M, g) is a time-orientable n-dimensional Lorentzian manifold (n ≥ 2), o is a choice of orientation on M and t is a choice of time-orientation.
The next step in the definition of a causal structure for a Lorentzian manifold consists of considering a piecewise smooth curve γ : I → M, I = [0, 1]. We say that γ is timelike (resp. lightlike, spacelike) if such is the vector tangent to the curve at each point. We say that γ is causal if the tangent vector is nowhere spacelike and that it is future (past) directed if each tangent vector to the curve is future (or past) directed. Taking into account these structures, we can define on an arbitrary spacetime M M M the chronological future and past of a point p as I ± M M M (p), the collection of all points q ∈ M such that there exists a future-(past-)directed timelike curve γ : I → M for which γ(0) = p and γ(1) = q. In complete analogy we can define the causal future and past J The identification of a causal structure is not only an interesting fingerprint of a spacetime, but it has also far-reaching physical consequences, as it suggests us that not all time-oriented spacetimes should be thought as admissible. As a matter of fact one can incur in pathological situations such as closed timelike and causal curves, which are often pictorially associated to evocative phenomena such as time travel. There are plenty of examples available in the literature ranging from the so-called Gödel Universe -see for example [45] -to the Anti-de Sitter spacetime (AdS), which plays nowadays a prominent role in many applications to high energy physics and string theory. Let us briefly sketch the structure of the latter in arbitrary n-dimensions, n > 2 -see [33] . AdS n is a maximally symmetric solution to the Einstein's equations with a negative cosmological constant Λ. In other words it is a manifold of constant curvature R = 2n n−2 Λ with the topology S 1 × R n−1 . It can be realized in the (n + 1)-dimensional spacetime R n+1 , endowed with the Cartesian coordinates x µ , µ = 0, . . . , n, and with the metric g = diag(1, 1, −1, . . . , −1) as the hyperboloidg
If we consider the locus x i = 0, i = 2, . . . , n we obtain the circle (x 0 ) 2 + (x 1 ) 2 = R 2 together with the induced line element (dx 0 ) 2 + (dx 1 ) 2 . In other words we have found a closed curve in AdS n whose tangent vector is everywhere timelike. Even without making any contact with field theory, it is clear that scenarios similar to the one depicted are problematic as soon as one is concerned with the notion of causality. Therefore it is often customary to restrict the attention to a class of spacetimes which avoids such quandary while being at the same time sufficiently large so to include almost all interesting cases. These are the so-called globally hyperbolic spacetimes. We characterize them following [54, Chap. 8] .
As a starting point, we consider a spacetime M M M and we introduce two additional notions: 
. We say that M M M is globally hyperbolic if and only if there exists a Cauchy surface Σ, that is a closed achronal subset of M M M such that D M M M (Σ) = M.
Notice that, as a by-product of this definition, one can conclude, not only that no closed causal curve exists in M M M, but also that M is homeomorphic to R × Σ, while Σ is a C 0 , (n − 1)-dimensional submanifold of M M M, cf. [7, Theorem 3.17] for the case n = 4. It is worth mentioning two apparently unrelated points: 1) in the past, it has been often assumed that the Cauchy surface could be taken as smooth and 2) Definition 1.3 does not provide any concrete mean to verify in explicit examples whether a spacetime M M M is globally hyperbolic or not. Alternative characterizations of global hyperbolicity, such as that M is strongly causal and J or compact for all p, q ∈ M, did not help in this respect. A key step forward was made a decade ago by the work of Bernal and Sanchez, see [12, 13] . Their main result is here stated following the formulation of [6 
(M, g) is isometric to R × Σ endowed with the line element ds 2 = β dt 2 − h t , where t :
R × Σ → R is the projection on the first factor, β is a smooth and strictly positive function on R × Σ and t → h t , t ∈ R, yields a one-parameter family of smooth Riemannian metrics. Furthermore, for all t ∈ R, {t} × Σ is an (n − 1)-dimensional, spacelike, smooth Cauchy surface in M M M.
The main advantage of this last theorem is to provide an easier criterion to verify explicitly whether a given time-oriented spacetime is globally hyperbolic. In order to convince the reader that this class of manifolds includes most of the physically interesting examples, we list a collection of the globally hyperbolic spacetimes which are often used in the framework of quantum field theory on curved backgrounds:
where π * h is the pullback along the projection π : R × Σ → Σ of a metric h on Σ." M M M is globally hyperbolic if and only if it is geodesically complete, that is every maximal geodesic is defined on the whole real line -see [28] . Minkowski spacetime falls in this category.
• All Friedmann-Robertson-Walker (FRW) spacetimes are four-dimensional homogeneous and isotropic manifolds which are topologically R × Σ with
where dS 2 (θ , ϕ) is the standard line element of the unit 2-sphere, while a(t) is a smooth and strictly positive function depending only on time. Furthermore k is a constant which, up to a normalization, can be set to 0, 1, −1 and, depending on this choice, Σ is a threedimensional spacelike manifold whose model space is either R 3 , the 3-sphere S 3 or the three dimensional hyperboloid H 3 . The remaining coordinate r has a domain of definition which runs over the whole positive real line if k = 0, −1, while r ∈ (0, 1) if k = 1. On account of [7, Theorem 3 .68], we can conclude that every Friedmann-Robertson-Walker spacetime is globally hyperbolic 2 . Notice that, in many concrete physical applications, the coordinate t runs only on an open interval of R, but, as proven in [7, Theorem 3 .69], it does not spoil the property of being globally hyperbolic. Following a similar argument one can draw similar conclusions when working with time oriented, homogeneous spacetimes, which are also referred to as Bianchi spacetimes.
as
where ∆ = r 2 − 2Mr + a 2 and Π = r 2 + a 2 cos 2 θ , while M and J = Ma are two real parameters which are interpreted respectively as the mass and total angular momentum of the black hole. Notice that t runs along the whole real line, θ , ϕ are the standard coordinates over the unit 2-sphere, while r plays the role of a radial-like coordinate. A generic Kerr spacetime possesses coordinate horizons at r ± = M ± √ M 2 − a 2 provided that M 2 ≥ a 2 and the region for which r ∈ (r + , ∞), often also known as exterior region to the black hole, is actually a globally hyperbolic spacetime. If we set a = 0, that is the black hole does not rotate, we recover the spherically symmetric Schwarzschild spacetime and, consistently, the static region outside the event horizon located at r = 2M is itself globally hyperbolic.
• Another spacetime, which is often used as a working example in quantum field theory on curved spacetime is de Sitter (dS n ), the maximally symmetric solution to the Einstein's equations with a positive cosmological constant Λ and n > 2. In R n+1 endowed both with the standard Cartesian coordinates x µ , µ = 0, . . . , n, and with the metric g = diag(1, −1, . . . , −1), dS n can be realized as the hyperboloidg(x, x) = −R 2 , where
. After the change of coordinates x 0 = R sinh(t/R) and
where dS 2 (e 1 , . . . , e n ) represents the standard line element of the unit (n − 1)-sphere and t runs along the whole real line. Per direct inspection we see that dS n is diffeomorphic to an n-dimensional version of a Friedmann-Robertson-Walker spacetime with compact spatial sections and it is globally hyperbolic.
Since in the next section we will be interested in functions from a globally hyperbolic spacetime to a suitable target vector space and in their support properties, we conclude the section with a useful definition: 
Mutatis mutandis, we shall also consider C ∞ pc (M;V ), namely the space of smooth and past compact V -valued functions on M,
the space of smooth and timelike compact V -valued functions on M.
On Green hyperbolic operators
Globally hyperbolic spacetimes play a pivotal role, not only because they do not allow for pathological situations, such as closed causal curves, but also because they are the natural playground for classical and quantum fields on curved backgrounds. More precisely, the dynamics of most (if not all) models, we are interested in, is either ruled by or closely related to wave-like equations. Also motivated by physics, we want to construct the associated space of solutions by solving an initial value problem. To this end we need to be able to select both an hypersurface on which to assign initial data and to identify an evolution direction. In view of Theorem 1.4, globally hyperbolic spacetimes appear to be indeed a natural choice. Goal of this section will be to summarize the main definitions and the key properties of the class of partial differential equations, useful to discuss the models that we shall introduce in the next sections. Since this is an overkilled topic, we do not wish to make any claim of being complete and we recommend to an interested reader to consult more specialized books and papers for more details. We suggest for example [34] [35] [36] [37] , the more recent [56] and also [6] , on which most of this section is based; moreover, notice that, several examples of Green hyperbolic operators can be found in [4, 5] , while a remarkable extension of their domain of definition, which we shall implicitly assume, is available in [2] .
As a starting point we introduce the building block of any classical and quantum field theory: 
For each p ∈ M there exists an open neighbourhood U ∋ p and a diffeomorphism
, where π 1 : U ×V → U is the projection on the first factor of the Cartesian product;
The restriction of Ψ to each fiber is an isomorphism of vector spaces.
The pair (U, Ψ) fulfilling these conditions is called a local trivialization of E.
Notice that throughout the text we shall use the word vector bundle atlas, meaning a collection of local trivializations of F covering M. We will not discuss the theory of vector bundles and, for more details, refer to [38] . The only exceptions are the following two definitions: 
Definition 2.3. Let F = F(M, π,V ) be a vector bundle. We call dual bundle F * the vector bundle over M whose fiber over p ∈ M is (F * ) p = (F p ) * , the dual vector space to F p .
We say that a vector bundle F is (globally) trivial if there exists a fiber preserving diffeomorphism from F to the Cartesian product M ×V restricting to a vector space isomorphism on each fiber. In practice, this corresponds to a trivialization of F which is defined everywhere, to be compared with the notion of a local trivialization as per Definition 2.1. Most of the examples we shall consider in this paper come from globally trivial vector bundles. Bear in mind, however, that one of the canonical examples of a vector bundle, namely the tangent bundle T M to a manifold M, is not trivial in general, e.g., when M = S 2 . It is also noteworthy that, given any two vector bundles F = F(M, π,V ) and F ′ = F ′ (M, π ′ ,V ′ ), we can construct naturally a third vector bundle, the bundle of homomorphisms Hom(F, F ′ ) over the base space M. Its fiber over a base point p ∈ M is Hom(F p , F ′ p ), which is a vector space isomorphic to the vector space Hom(V,V ′ ) of homomorphism from V to V ′ . If F ′ = F, then we shall write End(F) for Hom(F, F ′ ) and call it bundle of endomorphisms, whose typical fiber is End(V ).
Another structure which plays a distinguished role is the following: Notice that Γ(F) is an infinite-dimensional vector space and, whenever F is trivial, it is isomorphic to C ∞ (M;V ). The next structure, which we introduce, will play an important role in the construction of an algebra of observables for a free quantum field on a curved background: Since we consider only spacetimes M M M = (M, g, o, t), the orientation of M is fixed by o and therefore we can introduce the metric-induced volume form dvol M M M on M. Then, any inner product as in Definition 2.5 induces a non-degenerate pairing between smooth sections and compactly supported smooth sections of F:
Since we will make use of it later in this paper, notice that, for (1) to be meaningful, we could consider both τ, σ ∈ Γ(F) provided that supp (τ) ∩ supp (σ ) is compact. We have all ingredients to start addressing the main point of this section, namely partial differential equations. The building block is the following: Notice that here we are implicitly using both the coordinate chart Φ and the trivializations Ψ and Ψ ′ ; moreover, the sum runs over all multi-indices α = (α 0 , . . . , α n−1 ) ∈ N n 0 such that|α| Notice that linear partial differential operators cannot enlarge the support of a section, a property which will be often used in the rest of this paper. Another related and useful concept intertwines linear partial differential operators with the pairing (1): 
such that, for all σ ∈ Γ(F) and τ ∈ Γ(F ′ ) with supports having compact overlap, the following identity holds:
Existence of L * is a consequence of Stokes theorem and uniqueness is instead due to the non-degeneracy of the pairing (·, ·) F ′ . Definition 2.6 accounts for a large class of operators, most of which are not typically used in the framework of field theory, especially because they cannot be associated to an initial value problem. In order to select a relevant class for our purposes, we introduce a useful concept -see also [6, 34] : 
where ζ α = ∏ 
In order to better grasp the structure of a normally hyperbolic operator P, we can write it in a local coordinate frame following both Definition 2.6 and Definition 2.8. Let thus p be in M and (U, Φ) be a chart centered at p where the vector bundle F is trivial. There exist both A and A µ , µ = 0, . . . , n − 1, smooth maps from U to End(V ) such that, for any σ ∈ Γ(F), on U one has
where both the chart and the vector bundle trivializations are understood. One immediately notices that locally this expression agrees up to terms of lower order in the derivatives with the one for the d'Alembert operator acting on sections of F constructed out of a covariant derivative ∇ on F, that is the operator ✷ ∇ = g µν ∇ µ ∇ ν : Γ(F) → Γ(F). Therefore, one realizes that normally hyperbolic operators provide the natural generalization of the usual d'Alembert operator. Besides this remark, Definition 2.8 becomes even more important if we assume, moreover, that the underlying background is globally hyperbolic, since we can associate to each normally hyperbolic operator P an initial value problem (also known as Cauchy problem). As a matter of fact, in view both of Definition 1.3 and of Theorem 1.4, initial data can be assigned on each Cauchy surface and the following proposition shows the well-posedness of the construction: 
The proof of this proposition has been given in different forms in several books, e.g. [6, 27] and in [3, Corollary 5] . Notice that equation (2) is not linear since we allow for a non-vanishing source term. For pedagogical reasons, we shall henceforth consider only the case J = 0 although the reader should keep in mind that such constraint is not really needed and a treatment especially of quantization in this scenario has been given in [11] and further refined in [24] .
The characterization of all smooth solutions of the equation Pu = 0 represents the first step in outlining a quantization scheme for a free field theory. To this end one does not consider directly the Cauchy problem (2), but rather exploits a notable property of normally hyperbolic operators, namely the fact that on any globally hyperbolic spacetime they come together with Green operators. Here we introduce them paying particular attention to the domain where they are defined. The reader should keep in mind that our presentation slightly differs in comparison for example to [6] and we make use of results which are presented in [2, 27, 50] : 
fulfilling the properties listed below:
will be referred to as advanced-minus-retarded operator. A linear partial differential operator admitting both E + and E − will be called Green hyperbolic.
Notice that in the literature the symbols E ± are often written as G ± , while the operator E is also called causal propagator. We avoid this nomenclature since, from time to time, it is also used for completely different objects and we wish to avoid a potential source of confusion for the reader. In view of the application of this material to some specific field theoretical models, see Section 3, we introduce now the canonical integral pairing ·, · between the sections of a vector bundle F and those of its dual F * . This is defined by integrating over the base manifold the fiberwise pairing between F * and F:
where f ∈ Γ(F) and f ′ ∈ Γ(F * ) have supports with compact overlap. Notice that the formula above provides non-degenerate bilinear pairings between Γ 0 (F * ) and Γ(F) and between Γ(F * ) and Γ 0 (F). In turn, this pairing allows for the following definition: 
where f ∈ Γ(F) and f ′ ∈ Γ(F * ) have supports with compact overlap.
Notice that, if F is endowed with a non-degenerate inner product as per Definition 2.5, then we can identify F with F * . Via this identification (4) 
where ·, · is the pairing defined in (4).
Proof. The statement is a consequence of the following chain of equalities, which holds true for arbitrary f ′ ∈ Γ 0 (F ⋆ ) and f ∈ Γ 0 (F):
From the definition, L admits left-inverses E + and E − on sections with past (respectively future) compact support. In other words L is injective thereon. As a consequence, E + and E − are uniquely specified by their support properties and by the condition of being also right-inverses of L on Γ pc (F) and respectively on Γ f c (F). 
Proof. Since F is endowed with a non-degenerate inner product, (4) reduces to (1) upon identification of F * with F. Furthermore the formal dual of L coincides with its formal adjoint under this identification, i.e. L ⋆ = L * . Hence we are falling in the hypotheses of Proposition 2.12, from which the sought result follows.
Notice that all normally hyperbolic operators are Green hyperbolic. This result follows from [2, 6] . In the latter reference the retarded and advanced Green operators for a normally hyperbolic operator are shown to exist, although with a smaller domain compared to the one we consider here, while in the first one the domains are uniquely extended, thus fulfilling the requirement of our Definition 2.10. Let us stress that there are physically interesting partial differential operators which are Green hyperbolic, but not normally hyperbolic. The most notable example is the Dirac operator which will be discussed in Section 3.2. The reader should also keep in mind that some authors are calling Green hyperbolic an operator which fulfills the hypotheses of Proposition 2.12 or of Lemma 2.13 -see for example [2] .
The usefulness of both retarded and advanced Green operators becomes manifest as soon as one notices that, to every timelike compact section f of a vector bundle F we can associate a solution of the linear equation Lu = 0 as u = E f = E − f − E + f . Yet, before concluding that we have given a characterization of all solutions, we need a few additional data:
) be a globally hyperbolic spacetime. Consider a vector bundle F over M and a Green hyperbolic operator L : Γ(F) → Γ(F). Let E ± be the retarded and advanced Green operators for L and denote with E the corresponding advanced-minus-retarded
Proof. On account of Definition 2.10, it holds that ELh = 0 for all h ∈ Γ tc (F), thus we need only to show that, given
The support properties of the retarded and advanced Green operators entail that supp
Suppose now that there exists f ∈ Γ tc (F) such that L f = 0. By applying either the retarded or the advanced Green operators we obtain, f = E ± L f = 0.
To conclude the proof, consider f ∈ Γ(F). Taking a partition of unity {χ + , χ − } on M M M such that χ ± = 1 on a past/future compact region, 4 
one can introduce
In view of this last result, we can finally characterize the space of solutions of Lu = 0 via the advanced-minus-retarded operator -see also [55] : 
t) be a globally hyperbolic spacetime. Consider a vector bundle F over M and let L : Γ(F) → Γ(F) be a Green hyperbolic operator. Let E ± be the retarded and advanced Green operators for L and denote with E the corresponding advancedminus-retarded operator. The map presented below is a vector space isomorphism between
where f ∈ Γ tc (F) is any representative of the equivalence class [ f ] in the quotient space.
Proof. Let us notice that the advanced-minus-retarded operator E :
On account of Lemma 2.14 the image does not depend on the representative of [ f ] and u = E f is a solution of Pu = 0. This map is injective
linearity of E and applying Lemma 2.14, one finds h ∈ Γ tc (E) such that Lh = f − f ′ . In other words f and f ′ are two representatives of the same equivalence class in Γ tc (F)/L(Γ tc (F)), which entails injectivity. Only surjectivity is still to be proven. Given u ∈ Sol and taking into account a partition of unity {χ
Exploiting the properties of retarded and advanced Green operators, one concludes the proof:
It might be useful to summarize the content of Lemma 2.14 and of Theorem 2.15 with the following exact sequence:
We remind the reader that this is simply a symbolic way of stating that the kernel of each of the arrows depicted above coincides with the image of the preceding one.
Although the last theorem provides a complete characterization of the solutions of the partial differential equation associated to a Green hyperbolic operator, we need to introduce and to study a vector subspace of Sol which will play a distinguished role in the analysis of explicit models. 
Proposition 2.16. Let M M M = (M, g, o, t) be a globally hyperbolic spacetime. Consider a vector bundle F over M and let L : Γ(F) → Γ(F) be a Green hyperbolic operator. Let E ± be the retarded and advanced Green operators for L and denote with E the corresponding advancedminus-retarded operator. Then the following statements hold true:
where f ∈ Γ 0 (F) is any representative of the equivalence class [ f ] in the quotient space.
Proof. The proof follows slavishly those of Lemma 2.14 and of Theorem 2.15 and therefore we shall not repeat it in details. One has only to keep in mind that E maps sections with compact support to sections with spacelike compact support and that the intersection between a spacelike compact region and a timelike compact one is compact.
In terms of an exact sequence, this last proposition translates to
Spacelike compact solutions to a linear partial differential equation are also noteworthy since, under certain additional assumptions, they can be naturally endowed with an additional structure which plays a key role in the construction of the algebra of observables for a Bosonic of for a Fermionic free quantum field theory -see also [6, 32, 41, 42, 55] . 
where Proof. Notice that the definition of the map τ is well-posed since it does not depend on the choice of representatives. In fact, on the one hand, ELh = 0 for all h ∈ Γ 0 (F) and, on the other hand, L is formally self-adjoint. From its definition, it immediately follows that τ is bilinear. Let us show that it is also non-degenerate. Suppose
Here we exploited the fact that L is formally self-adjoint, therefore Lemma 2.13 holds with L * = L. Since the
Similarly, one can show nondegeneracy in the other argument too. To conclude the proof, suppose that we are in the Bosonic (Fermionic) case, namely we have
is anti-symmetric (symmetric) as the following chain of identities shows:
Note that we exploited the formal self-adjointness of L in the first place and then also the symmetry (anti-symmetry) of ·.
Notice that, in the literature it is also customary to denote τ(
Classical and quantum field theory
In this section we shall construct the classical field theories and their quantum counterparts for three models, namely the real scalar field, the Proca field and the Dirac field. We shall consider an arbitrary, but fixed, globally hyperbolic spacetime M M M = (M, g, o, t) as the background for the dynamical evolution of the fields under analysis. For each model, we shall introduce a suitable class of sufficiently well-behaved functionals defined on the space of classical field configurations. The goal is to find functionals which can be thought of as classical observables in the sense that one can extract any information about a given field configuration by means of these functionals and, moreover, each of them provides some information which cannot be detected by any other functional. Note that the approach we adopt allows for extensions in several directions. In fact, it has been followed both in the context of affine field theories [11] as well as for gauge field theories [8] [9] [10] . Even when a space of classical observables complying with these requirements has been found, a symplectic structure is still needed in order to have the full data describing our classical field theory. This structure will be induced in a natural way by the partial differential equation ruling the dynamics. The reasons for the need of a symplectic structure are manifold. Conceptually, the analogy with classical mechanics motivates chiefly this requirement; at a practical level, instead, this is a bit of information which is needed to step-up a quantization scheme for the models, we are interested in.
The real scalar field
As mentioned above, let us fix once and for all a globally hyperbolic spacetime M M M = (M, g, o, t), which provides the background where to specify the field equation.
Classical field theory
For the real scalar case, the off-shell field configurations are real-valued smooth functions on M. This means that, before imposing the field equation, the relevant space of configurations is C ∞ (M). As a starting point, we introduce linear functionals on C ∞ (M) as follows: Given
where dvol M M M is the standard volume form on M M M = (M, g, o, t) defined out of its orientation o and of its metric g. Notice that the above definition of a functional makes use of the usual nondegenerate bilinear pairing between C ∞ 0 (M) and C ∞ (M). It is a well-known result of functional analysis that this pairing is non-degenerate. This has two important consequences: First, the map f ∈ C ∞ 0 (M) → F f implicitly defined by (11) is injective, thus allowing us to identify the space of functionals
Second, the class of functionals considered so far is rich enough to separate off-shell configurations, namely, given two different configurations
In fact, this is equivalent to the following statement, which follows from the non-degeneracy of the bilinear pairing between
Phrased differently, we are saying that, off-shell functionals of the form F f , cf. (11) , are faithfully labeled by f ∈ C ∞ 0 (M). Later we shall restrict functionals to dynamically allowed field configurations. This restriction will break the one-to-one correspondence between functionals F f and f ∈ C ∞ 0 (M). So far, we did not take into account the dynamics of the real scalar field. This is specified by the following partial differential equation:
where ξ ∈ R, R stands for the scalar curvature built out of g, m 2 is a real number while
Notice that in this paper we are not imposing any constraint on the sign of the mass term since it plays no role. When φ ∈ C ∞ (M) is a solution of equation (12), we say that φ is an on-shell field configuration. For convenience, we introduce the differential operator P = ✷ M M M + m 2 + ξ R, so that (12) reduces to Pφ = 0. We collect all on-shell field configurations in a vector space:
It is important to mention that the second order linear differential operator P is formally selfadjoint, cf. Definition 2.7, meaning that, for each φ , ψ ∈ C ∞ (M) with supports having compact intersection, one has
This identity follows from a double integration by parts. Furthermore, P is normally hyperbolic. This entails that P admits unique retarded and advanced Green operators E + and E − , see [2, 6, 56] . In particular, it is a Green hyperbolic operator as per Definition 2.10. Since the functionals F f are sufficiently many to separate points in C ∞ (M), this is also the case for Sol, the latter being a subspace of C ∞ (M). We already achieved our first requirement to define classical observables. In fact, the functionals F f can detect any information about on-shell field configurations. Specifically, two on-shell configurations φ , ψ ∈ Sol coincide if and only if the outcome of their evaluation is the same on all functionals, namely
Yet, it is the case that some of the functionals considered give no information when evaluated on Sol in the sense that their evaluation on an on-shell configuration always vanishes. Here is an explicit example.
Clearly P f is a smooth function with compact support, therefore it makes sense to consider the linear functional F P f :
The example above shows that functionals of the form F f , after the restriction to Sol, are no longer faithfully labeled by f ∈ C ∞ 0 (M). In fact, there are indeed redundant functions in C ∞ 0 (M), which provide the same functional on Sol, an example being provided by 0 and P f , for any f ∈ C ∞ 0 (M). According to our second requirement, to identify a suitable space of classical observables, one has to get rid of such redundancies. Therefore, one identifies two functions f and
for all φ ∈ Sol, thus restoring a faithful labeling for functionals on solutions. This result can be easily achieved as follows. First, one introduces the subspace of those smooth functions with compact support providing functionals on C ∞ (M) whose restriction to Sol vanishes:
Notice that, according to Example 3.1, P(C ∞ 0 (M)), the image of C ∞ 0 (M) via P, is a subspace of N. 5 Therefore, we can take the quotient of C ∞ 0 (M) by N, resulting in a new vector space:
An equivalence class
for any on-shell configuration φ ∈ Sol and for any choice of a representative f of the class
is well-defined on account of the definition of N and of the fact that it is evaluated on solutions only. Furthermore, by construction, these functionals are in one-to-one correspondence with points in E , therefore equivalence classes [ f ] ∈ E faithfully label functionals of the type
Since the quotient by N does not affect the property of separating points in Sol, we conclude that E has the properties required to be interpreted as a space of classical observables, namely by evaluation it can distinguish different on-shell configurations and, moreover, there are no redundancies since different points provide different functionals on Sol. This motivates the fact that we shall refer to [ f ] ∈ E as a classical observable for the real scalar field. 
According to the hypothesis, the integral on the right-hand-side has to vanish for all h ∈ C ∞ tc (M), hence E f = 0. In fact, it would be enough to consider h ∈ C ∞ 0 (M) to come to this conclusion.
Recalling the properties of E again, one finds f
Up to now, a vector space E providing functionals on Sol has been determined such that points in Sol can be distinguished by evaluation on these functionals and, moreover, E does not contain redundancies, meaning that the map which assigns to [ f ] ∈ E the functional F f : Sol → R is injective. Yet, to get the classical field theory of the scalar field, a symplectic structure 6 on E naturally induced by the field equation is still needed. For the following construction we shall need the tools developed in Section 2. Let E + and E − denote the retarded and advanced Green operators associated to P = ✷ M M M + m 2 + ξ R and consider the corresponding advanced-minus-retarded operator E = E − − E + . On account of Remark 3.3, we have that
. Therefore, applying Proposition 2.17, we obtain a symplectic structure on E :
where f and h are arbitrary representatives of the equivalence classes [ f ] and respectively [h] in E . The pair (E , τ) is the symplectic space of observables describing the classical theory of the real scalar field on the globally hyperbolic spacetime M M M and it is the starting point for the quantization scheme that we shall discuss in the next section. As a preliminary step we discuss some relevant properties. 
is an isomorphism of symplectic spaces. 7 Proof. Let us start from the causality property and take f , h ∈ C ∞ 0 (M) such that their supports are causally disjoint. Recalling the definition of τ given in (16) 
can be extended by zero to the whole M and we denote it still by f with a slight abuse of notation; moreover, for each
Note that L is linear and that it preserves the symplectic form. In fact, given
where the restriction from M to O in the domain of integration is motivated by the fact that, per construction, f = 0 outside O. Being a symplectic map, L is automatically injective. In fact, 
By construction the intersection of the supports of χ + and of χ − is a timelike compact region both of O and of M. Since PE f = 0, χ + + χ − = 1 on M and recalling the support properties of E, it follows that f ′ = P(χ − E f ) = −P(χ + E f ) is a smooth function with compact support inside O. Furthermore, recalling also the identity PE − f = f , one finds
The support properties of both the retarded and advanced Green operators E + , E − entail that
which is compact. This shows that
showing that, besides being injective, the symplectic map L is also surjective and hence an isomorphism of symplectic spaces. Remark 3.5. We comment briefly on the apparently different approach, which is often presented in the literature. In fact, in place of the pair (E , τ), it is quite common to consider Sol sc , the space of solutions with spacelike compact support, endowed with the following symplectic structure:
where Σ is a spacelike Cauchy surface for the globally hyperbolic spacetime M M M = (M, g, o, t), n n n is the future-pointing unit normal vector field on Σ, and dΣ is the induced volume form on Σ. 
where 
Recalling that φ = E f and ψ = Eh are both solutions of the field equation, namely Pφ = 0 and Pψ = 0, by means of a double integration by parts, one gets the following:
In 
Quantum field theory
The next step consists of constructing a quantum field theory for the real scalar field out of the classical one, whose content is encoded in the symplectic space (E , τ). This result is obtained by means of a construction that can be traced back to [14, 30, 53] , while the generalization to curved backgrounds has been discussed from an axiomatic point of view first in [19] . The so-called algebraic approach can be seen as a two-step quantization scheme: In the first one identifies a suitable unital * -algebra encoding the structural relations between the observables, such as causality and locality, while, in the second, one selects a state, that is a positive, normalized, linear functional on the algebra which allows us to recover the standard probabilistic interpretation of quantum theories via the GNS theorem. We will focus only on the first step for three different models of free fields, while, for the second we refer to [43] . We consider the unital * -algebra A generated over C by the symbols 1 
More concretely, one can start introducing an algebra A consisting of the vector space k∈N 0 E ⊗k C obtained as the direct sum of all the tensor powers of the complexification E C of the vector space E , where we have set E ⊗0 C = C. Therefore, elements of A can be seen as sequences {v k ∈ E ⊗k C } k∈N 0 with only finitely many non-zero terms. Each v k in the sequence is a finite linear combination with C-coefficients of terms of the form
A is endowed with the product · : A × A → A specified by
So far, A is an algebra whose generators satisfy (20) . We specify an involution * : A → A by setting
, and extending it by antilinearity to the whole of A. Therefore, A is now a * -algebra implementing the relation (21) too. It is straightforward to realize that the identity of the * -algebra A is 1 1 = {1, 0, . . . }, hence A is also unital. Note that an arbitrary element of A can be obtained as a finite C-linear combination of 1 1 and of finite products of elements of the form {0, [ f ], 0, . . . } ∈ A, which are in one-to-one correspondence with elements of E . To match the notation used in the more abstract setting, let us introduce the map Φ :
. . }, which embeds E into A. The * -algebra A already "knows" of the dynamics of the real scalar field since this is already encoded in E , however, the canonical commutation relations (CCR) (22) are still missing. Therefore, using the symplectic structure τ on E , we introduce the two-sided * -ideal I of A generated by terms of the form
Taking the quotient of A by I, one obtains the unital * -algebra A = A/I implementing the canonical commutation relations for the real scalar field. Note that, with a slight abuse of notation, we shall denote with Φ([ f ]) also the equivalence class in A of any generator Φ([ f ]) of A, thus completely matching the notation used in the more abstract construction of A as the unital * -algebra generated by E over C with the relations (20) , (21), (22) . Note in particular that (22) is the smeared version of the usual commutation relations. This motivates our interpretation of A as the quantum field theory for the real scalar field on M M M. The properties of the classical field theory presented in Theorem 3.4 have counterparts at the quantum level as shown by the following theorem.
Theorem 3.7. Consider a globally hyperbolic spacetime M M M = (M, g, o, t) and let A be the unital * -algebra of observables for the real scalar field introduced above. The following properties hold:
Causality Elements of the algebra A localized in causally disjoint regions commute. More
Time-slice axiom Let O ⊂ M be a globally hyperbolic open neighborhood of a spacelike Cauchy surface Σ for M M M, namely O is an open neighborhood of Σ in M containing all causal curves for M M M whose endpoints lie in O. In particular, the restriction of M M M to O provides a globally hyperbolic spacetime O O O = (O, g| O , o| O , t| O ). Denote with A M M M and with A O O O the unital * -algebras of observables for the real scalar field respectively over M M M and over O O O. Then the unit-preserving
is an isomorphism of * -algebras, where L denotes the symplectic isomorphism introduced in Theorem 3.4.
Proof. The quantum version of the causality property follows directly from the classical version and the canonical commutation relations. In fact, taking f , h ∈ C ∞ 0 (M) with causally disjoint supports, one has τ([ f ], [h]) = 0 due to Theorem 3.4. Recalling the canonical commutation relations (22) , one has
Also the time-slice axiom follows directly from its classical counterpart. In fact, setting
Consider the inverse of L, which exists since the classical time-slice axiom states that L is a symplectic isomorphism, see Theorem 3.4. The same construction applied to L −1 provides the unital * -homomorphism
. But these are obvious consequences of the definitions of Φ(L) and of Φ(L −1 ). Therefore Φ(L) is a * -isomorphism.
The Dirac field
In this section we present the classical and quantum theory of the Dirac field on a globally hyperbolic spacetime. In analogy with the scalar case, we shall discuss first the classical model and later develop the corresponding quantum field theory implementing canonical anti-commutation relations. Note that, unlike the scalar case, to implement anti-commutation relations, we shall need a Hermitian structure in place of a symplectic one. Contrary to the real scalar field, the geometry of the space where the Dirac field takes its values requires much more attention. This will be the first topic of our presentation, providing the framework to write down the Dirac equation. Afterwards, we shall devote some time to construct a suitable space of classical observables for on-shell configurations of the Dirac field. As in the previous case, we look for a space of sections that, by means of integration, provide functionals on on-shell configurations. Again, we will be guided by the requirement that the functionals obtained must be able to detect any on-shell configuration (separability). A quotient will remove all redundancies which might be present in the chosen space of sections. Separability and non-redundancy motivate our interpretation of this quotient as providing a space of classical observables for the Dirac field. To complete the classical part, we shall endow our space of observables with a Hermitian structure, which will be used to quantize the classical model, eventually leading to an algebra of observables implementing the usual anti-commutation relations for the Dirac field on a globally hyperbolic spacetime. Some references discussing the quantum Dirac field on globally hyperbolic spacetimes are [17, 20, 25, 49, 57] .
Kinematics and dynamics
Contrary to the case of the real scalar field, to specify the natural environment for the Dirac field, it is not enough to consider a globally hyperbolic spacetime M M M = (M, g, o, t). In fact, to introduce the kinematics of the Dirac field, one needs more data, namely a spin structure on M M M. Unfortunately, a spin structure does not always exist on globally hyperbolic spacetimes of arbitrary dimension and, even if it does, it might be non-unique. In fact, in general, there are topological obstructions both to existence and to uniqueness [44, Section II.2 ]. Yet, four-dimensional globally hyperbolic spacetimes, the most relevant case to physics, always admit a spin structure, even though this need not be unique. First, all spin bundles over a four-dimensional globally hyperbolic spacetime are trivial on account of [39, Section 3] . Second, all orientable threemanifolds are parallelizable, see [46] . Since any four-dimensional globally hyperbolic spacetime M M M can be presented as the product of a real line (time) and an oriented 3-manifold (spatial Cauchy surface), see Theorem 1.4, it follows that it is parallelizable. In particular, there exists a global section ε of the principal bundle FM M M, which consists of an ordered quadruple (ε µ ) of nowhere vanishing orthonormal vector fields on M whose orientation is chosen in order to agree with the orientation and the time-orientation of M M M. In particular, this entails that FM M M is trivial, a trivialization being specified by the global frame ε itself. In fact, 
for some f ∈ C ∞ (M, SO 0 (1, 3) ). and satisfying the relation g µ g ν + g ν g µ = 2η µν 1 1.
A choice of the γ-matrices amounts to fixing an irreducible complex representation of the Dirac algebra D on the algebra M(4, C) of four-by-four complex matrices. In fact, any choice of γ 0 , . . . , γ 3 ∈ M(4, C) satisfying γ µ γ ν + γ ν γ µ = 2η µν 1 4 for all µ, ν = 0, 1, 2, 3 induces an irreducible representation ρ : D → M(4, C) defined by ρ(g µ ) = γ µ . Here 1 4 denotes the four-byfour identity matrix. Note that different choices of the γ-matrices induce equivalent representations [47] , hence the same physical description. Yet, to be concrete, we shall consider a specific representation, namely the chiral one. Therefore we consider the following family of γ-matrices:
where 0 2 , 1 2 and {σ i } i=1,2,3 respectively denote the zero matrix, the identity matrix and the Pauli matrices in M(2, C). As one can directly check, the γ-matrices of our choice satisfy the following relations: (25) n is any future pointing timelike vector in M 4 , (·) denotes the complex conjugation of each entry, (·) T is the transpose of a matrix and (·) † = (·) T . Since we defined the spinor bundle DM M M as a trivial bundle over M with fiber C 4 , we can easily interpret the γ-matrices as endomorphisms of this bundle:
Note that the action of the γ-matrices on cospinors is obtained by composing γ µ : DM M M → DM M M on the right. In fact, one can read the cospinors bundle D * M M M as a bundle whose fibers are C-linear functionals on the corresponding fiber of DM M M. Therefore it is natural to express the action of γ µ on
For simplicity, in the following the composition will be left understood. Let us also mention that, the γ-matrices being invertible, see (25) , the induced vector bundle maps are actually isomorphisms. In particular, by means of the γ-matrices, one can introduce complex anti-linear vector bundle isomorphisms covering the identity which implement adjunction and charge conjugation:
From (25) 
Note that {e µ (v) ∈ R} µ=0,...,3 are the components of v ∈ T x M with respect to the frame ε obtained raising the indices of the fixed co-frame e, namely v = e µ (v)ε µ . To write down the Dirac equation, the last necessary ingredient is a suitable covariant derivative on the spinor and cospinor bundles. Abstractly, one could start from the Levi-Civita connection, which is a principal bundle connection on the frame bundle FM M M. Exploiting the spin structure (SM M M, π), one can pull-back the Levi-Civita connection form along π and then lift it along the double cover Λ : Spin 0 (1, 3) → SO 0 (1, 3) to obtain a 1-form on SM M M taking values in so(1, 3) the Lie algebra of both SO 0 (1, 3) and Spin 0 (1, 3) . This procedure actually provides a principal bundle connection on SM M M. Thinking of the spinor bundle as a vector bundle associated to SM M M, a covariant derivative is naturally induced from the connection on SM M M. This covariant derivative is the one relevant to the Dirac field. Yet, motivated by the fact that SM M M is trivial (and hence so is any associated bundle), we preferred to define directly the spinor bundle as a certain trivial vector bundle. Following this approach, it seems more appropriate to define the covariant derivative on DM M M explicitly:
where σ is regarded as a smooth C 4 -valued function on M, X µ = e µ (X) are the components of X in the fixed frame and Γ ρ µν = e ρ (∇ ε µ ε ν ) are the Christoffel symbols of the Levi-Civita connection with respect to the given frame. The covariant derivative is naturally extended to cospinors by imposing the identity
for each vector field X ∈ Γ(T M), for each spinor field σ ∈ Γ(DM M M) and for each cospinor ω ∈ Γ(DM M M). We extend further ∇ to mixed spinor-tensor fields via the Leibniz rule. As an example, we show that ∇γ = 0, the computation being carried out using frame components:
To conclude, we exploited the identity Γ σ µν η ρσ + Γ σ µρ η νσ = 0, which follows from ∇g = 0 written in frame components. Notice that [·, ·] and {·, ·} are used here to denote respectively the commutator and the anti-commutator of matrices.
Using the covariant derivatives both for spinors and for cospinors, together with our choice of the γ-matrices, we can introduce the first order linear differential operators / ∇ s :
where Tr g denotes the metric-contraction of the covariant two-tensor γ ∇σ taking values in DM M M and similarly for ∇ω γ ∈ Γ(
With respect to the fixed frame (ε µ ) µ=0,...,3 (33) reads / ∇ s σ = η µν γ µ ∇ ε ν while, using the abstract tensor notation, one has /
Similar considerations apply to / ∇ c .
We can now write down the Dirac equation both for spinors and for cospinors in the usual form:
For convenience, we introduce the differential operators P s = i / ∇ s − m id Γ(DM M M) for spinors and
Exploiting the properties of the γ-matrices listed in (25) , and taking into account the action of the adjunction (27) and of the charge conjugations (28) and (29) 
This pairing is per construction linear in both arguments. Since the adjunction A maps spinors to cospinors, we can use it to form integral pairings between spinors and between cospinors:
where σ , τ ∈ Γ(DM M M) are such that the intersection of their supports is compact and ω, ζ ∈ Γ(D * M M M) satisfy the same condition. Notice that, due to the anti-linearity of A, both pairings defined above are linear in the second argument and anti-linear in the first. Furthermore, it is easy to check that (·, ·) s induces a Hermitian form on Γ 0 (DM M M). In fact, given σ , τ ∈ Γ(DM M M) such that their supports have compact overlap, one has σ † (γ 0 τ) = τ T (γ T 0 σ ), hence, using also the identity γ † 0 = γ 0 , one deduces that 
For the sake of clarity, below we prove the first identity. The proof of the others is analogous.
where we used (25) , the Leibniz rule, the identity ∇γ = 0 proved in (32) and Stokes' theorem. We remind the reader that d is the exterior derivative for differential forms over M, while * denotes the Hodge star operator defined out of the metric g and out of the orientation o of the globally hyperbolic spacetime M M M. From the identities in (38) it follows that both P s and P c are formally self-adjoint differential operators. Therefore, it is enough to exhibit retarded and advanced Green operators for each of them to conclude that those are unique, see Lemma 2.13, and that P s and P c are Green hyperbolic, see Definition 2.10. Furthermore, Proposition 2.12 entails that the retarded/advanced Green operator for P c is the formal dual of the advanced/retarded Green operator for P s . To construct the Green operators we are interested in, we observe that / ∇ 
Notice that the last computation has been performed with respect to the chosen co-frame e = (e µ ) µ=0,...,3 .
Alembert operator constructed out of the connection ∇, while R is the scalar curvature. Let us also mention that, for the last equality in the computation above, we used the first Bianchi identity and the anti-commutation relations between the γ-matrices. Therefore, one concludes that / ∇ 2 s = ✷ ∇ + R/4, hence it is normally hyperbolic, cf. Definition 2.8. 
where F + s and F − s denote the retarded and advanced Green operators for the Green hyperbolic operator P 2 s = P s P s :
Proof. Formal self-adjointness of P s follows directly from (38) . In fact, the minus sign which appears while integrating by parts / ∇ s is reabsorbed by the imaginary unit while passing from one argument of (·, ·) s to he other due to anti-linearity in the first argument of the pairing. A similar argument shows that also P c is formally self-adjoint with respect to (·, ·) c . It is enough to exhibit retarded and advanced Green operators to conclude that both P s and P c are Green hyperbolic, cf. Definition 2.10. Specifically, in the following we shall prove that the operators introduced in (41) are actually the sought Green operators. We focus on the case of spinors, the other being completely analogous. First of all, we prove that the formally selfadjoint operator P 2 s is Green hyperbolic as claimed. In fact, on account of the identity / ∇ 2 s = ✷ ∇ + R/4, which is a consequence of (40), one concludes that
according to Definition 2.8, −P 2 s is normally hyperbolic, hence it admits retarded and advanced Green operators, see [2] and [6, Chapter 3] . Reversing the sign, one gets retarded and advanced Green operators F + s and F − s for P 2 s , thus showing that P 2 s is Green hyperbolic. To conclude the proof, we show that E + s = P s F + s and E − s = P s F − s are retarded and advanced Green operators for P s . The support properties of retarded and advanced Green operators are satisfied since F + s and F − s are retarded and advanced Green operators and, moreover, being a differential operator, P s does not enlarge supports. Indeed, for each σ ∈ Gamma pc/ f c (DM M M), one has P s E ± s σ = P 2 s F ± s σ = σ . It remains only to check that E ± s P s σ = σ . Let us take τ ∈ Γ 0 (DM M M) and consider (E ± s P s σ , τ) s :
In the last chain of identities we exploited repeatedly the formal self-adjointness of P s and the identity E ± s P s υ = υ, which holds true for all υ ∈ Γ pc/ f c (DM M M). Since (·, ·) s provides a nondegenerate pairing between Γ(DM M M) and Γ 0 (DM M M), we deduce that E ± s P s σ = σ , thus completing the proof.
Indeed, the fact that P s and P c are formally self-adjoint with respect to (·, ·) s and to (·, ·) c has a counterpart involving the corresponding retarded and advanced Green operators on account of Lemma 2.13. A similar argument applies to the fact P c is the formal dual of P s with respect to ·, · , see (38) and Proposition 2.12. Summing up, one has the following identities for all
Proposition 3.11 concludes our discussion about the dynamics of the Dirac field. In fact, introducing the advanced-minus-retarded operators E s = E − s − E + s and E c = E − c − E + c corresponding to P s and respectively to P c , one can easily represent all on-shell spinors and cospinors over the four-dimensional globally hyperbolic spacetime M M M, see Theorem 2.15.
Classical observables
From the previous section we know that the on-shell configurations of the Dirac field are either spinors or cospinors, namely sections of either DM M M or D * M M M, satisfying the Dirac equation (35) . We shall consider now a class of functionals on these field configurations. As further properties, we shall require that this class is large enough to separate different on-shell configurations and that its elements are represented faithfully by some vector space, to be endowed later with the Hermitian structure canonically induced by the Dirac Lagrangian. Let us start with τ ∈ Γ 0 (DM M M) and ζ ∈ Γ 0 (D * M M M) to introduce the functional S τ for spinors and the functional C ω for cospinors:
Since both (·, ·) s and (·, ·) c induce non-degenerate bilinear pairings on
, one can identify the vector spaces of functionals
Let us stress one fact, which follows from non-degeneracy of the pairings (·, ·) s and (·, ·) c . The functionals {S τ : τ ∈ Γ 0 (DM M M)} on spinors and the functionals {C ζ : ζ ∈ Γ 0 (D * M M M)} on cospinors are sufficiently many to separate different off-shell field configurations, hence on-shell ones in particular. Therefore, our separability requirement is already achieved. The functionals introduced above do not take into account the dynamics for Dirac fields. We can easily overcome this hurdle restricting the domains to on-shell configurations. Let us introduce the spaces of on-shell spinors and of on-shell cospinors: To implement our second requirement for classical observables, namely that the space representing functionals should be free of redundancies (or, equivalently, functionals should be represented faithfully by this space), we simply take a quotient by the subspace of (co)spinors inducing functionals which vanish on-shell:
As anticipated, we introduce the quotient spaces
E s and E c are regarded as the spaces of linear classical observables respectively for spinors and for cospinors. In fact, these spaces faithfully represent the restrictions to on-shell configurations of the functionals defined in (43) 
So far, we determined the spaces E s and E c of classical observables for Dirac spinors and cospinors. Yet, to formulate the corresponding quantum field theory, one still needs suitable Hermitian structures in order to write down the usual anti-commutation relations for Dirac fields. This is the purpose of the next proposition.
Proposition 3.14. Consider a four-dimensional globally hyperbolic spacetime M M M = (M, g, o, t)
and take a co-frame e = (e µ ) µ=0,...,3 on it. Let P s and P c denote the differential operators ruling the dynamics of spinors and respectively of cospinors. Introduce the corresponding advancedminus-retarded operators E s and E c . Those defined below are non-degenerate Hermitian forms on E s and respectively on E c :
where the representatives
are chosen arbitrarily. Furthermore, following (27) , the antilinear isomorphism
relates h s to h c , namely one has
Proof. We shall discuss explicitly the spinor case. The argument in the case of cospinors is very similar. First of all, let us show that h s is a well-defined non-degenerate Hermitian form. As a starting point, consider the map
Since E s is linear, this map is sesquilinear as (·, ·) s is. Furthermore, P s is formally self-adjoint with respect to (·, ·) s and
. This entails that (·, E s ·) s vanishes whenever one of its arguments is of the form P s τ for any τ ∈ Γ 0 (DM M M). It follows that the form defined in (51) descends to the quotient
On account of (47) and of (48) , the space of classical observables E s for spinors is exactly of this form, hence h s is a welldefined sesquilinear form on E s , namely it is anti-linear in the first argument and linear in the second. The second part of the proof is devoted to showing that h s is Hermitian. This follows from the fact that (·, ·) s provides a Hermitian form on Γ 0 (DM M M), cf. (37) . Specifically, given σ , τ ∈ Γ 0 (DM M M), the following holds:
Notice that in the third equality we exploited the formal self-adjointness of P s with respect to (·, ·) s , which entails that
We still have to prove that h s is non-degenerate. To this aim, consider 
where / n n n = γ(n n n) denotes the section over Σ of End(DM M M) obtained evaluating the End(DM M M)-valued one-form γ on the vector field n n n at each point of Σ. One can prove that I s preserves the Hermitian structures by mimicking the strategy used in (19) for the real scalar field and by relying on the calculation presented in (39) . More explicitly, given σ , τ ∈ Γ 0 (DM M M), one finds the following:
Notice that, after the integration by parts of the terms involving / ∇ s has been performed, only boundary terms are left due to the fact that P s E s τ = 0. The case of cospinors follows suit.
At this stage we have the Hermitian forms h s and h c defined on the spaces of classical observables E s and E c respectively for spinors and for cospinors. Therefore, we can consider the Hermitian spaces (E s , h s ) and (E c , h c ). Furthermore, according to Proposition 3.14, A : E s → E c establishes a strict relation between the two Hermitian structures h s and h c . These Hermitian spaces and their relation are exactly the data needed in order to pass from the classical Dirac field to the corresponding quantum counterpart. However, before turning our attention to the quantum case, we would like to investigate some properties of the Hermitian spaces (E s , h s ) and (E c , h c ). 
, are isomorphisms of Hermitian spaces. 10 Proof. The proof of this theorem follows slavishly that of Theorem 3.4 for the real scalar case. In fact, the only difference is that we are replacing symplectic structures with Hermitian ones. Apart form that, the proof presented there holds in this case as well. In fact, the argument relies only on the Green hyperbolicity of the differential operators ruling the dynamics and indeed both P s and P c have this property according to Proposition 3.11.
Quantum field theory
Given a four-dimensional globally hyperbolic spacetime M M M = (M, g, o, t) and choosing a coframe e = (e µ ) µ=0,...,3 on it, in the previous section we were able to construct all the kinematical and dynamical objects related to the classical theory of the Dirac field. In particular, we obtained two Hermitian spaces of classical observables for the Dirac field on M M M. The first one, (E s , h s ), is used to test on-shell spinors, while the second one, (E c , h c ), pertains to cospinors. Furthermore, the two Hermitian spaces are related by an anti-linear isomorphism A : E s → E c , which
Let us stress that these spaces faithfully represent a class of linear functionals defined on on-shell Dirac fields, which is rich enough to distinguish between different field configurations. These properties motivate our interpretation of E s and E c as spaces of classical observables for the Dirac field.
Now we want to switch from the classical field theoretical description to its quantum counterpart. As for the scalar case, we shall only construct a suitable algebra of observables, omitting any discussion concerning algebraic states, a topic which is addressed in [43] . This result is achieved by considering the unital * -algebra A defined as follows. Starting from the unital * -algebra freely generated over C by the symbols 1 
1, Φ([τ]) and Ψ([ζ ]) for all [τ] ∈ E s and for all
[ζ ] ∈ E c , we impose the relations listed below, thus obtaining the sought unital * -algebra A: (56) and A : E s → E c being anti-linear, the map Ψ :
, is linear too. To conclude, (57) , (58) and (59) provide the canonical anti-commutation relations (CAR) for the Dirac field. A more concrete construction can be obtained mimicking the one for the real scalar field, see Section 3.1.2 and [1] . Specifically, we consider the vector space A = k∈N 0 (E s ⊕ E c ) ⊗k . 11 This is endowed with the product specified · : A × A → A defined by
Clearly, endowing A with · provides a unital algebra, whose unit is given by 1 1 = {1, 0, . . . }. The generators of this algebra are
for all [τ] ∈ E s and for all [ζ ] ∈ E c . So far, the construction is almost identical to the one for the real scalar field. The only difference is that we replaced the complexification of the space of 11 As usual, the component of the direct sum corresponding to the degree k = 0 is simply C.
classical observables for the scalar field with the direct sum of the spaces of classical observables for spinors and for cospinors. The involution * : B → B is implemented by means of the antilinear isomorphism A :
As always, * is extended to all elements of B by anti-linearity, thus turning B into a unital * -algebra. The canonical anticommutation relations are implemented taking the quotient of B by the two-sided * -ideal I of B generated by the elements listed below: Having established the algebra A describing the quantum theory of the free Dirac field on the four-dimensional globally hyperbolic spacetime M M M, we would like to investigate some of its properties, as well as its relation to the traditional presentation of the quantum Dirac field. The properties of the classical theory of the Dirac field, which were investigated in Theorem 3.16, have counterparts at the quantum level. We conclude this section analyzing this aspect. 
were introduced in Theorem 3.16. E c ) . We assume that G 1 and G 2 are localized in a region which is causally disjoint from the one where G 3 is localized. On account of the first part of this theorem, we deduce that
The following chain of equalities follows from the last identity:
This already entails that all elements of A even commute with all elements of A provided that they are localized in causally disjoint regions. The claim follows as a special case.
The quantum time-slice axiom follows directly from its classical counterpart. The procedure is very similar to the scalar case, see Theorem 3.7. In fact, I :
is a homomorphism of unital * -algebras by definition and, moreover, we can introduce an inverse I −1 :
is actually the inverse of I and then I is an isomorphism of unital * -algebras as claimed.
The Proca field
The last example we shall analyze is the Proca field over globally hyperbolic spacetimes. We shall adopt the same approach used in the previous cases. Specifically, we shall start investigating the properties of the differential operator which rules the dynamics of the Proca field. After that, we shall introduce a suitable space of classical observables. In particular, we want a space of sections which can be used to define linear functionals on on-shell Proca fields. As usual, we shall require that the functionals obtained are sufficiently many to distinguish between different on-shell configurations. Furthermore, we want to get rid of the redundancies which might be contained in the space of sections we use to produce functionals. As soon as these requirements are achieved, we shall interpret the result as a space of classical observables for the Proca field. In fact, this space faithfully represents a class of functionals defined on-shell, which is rich enough to detect any field configuration. Then we shall endow this space with a symplectic structure, which will play a central role in the prescription to quantize the classical Proca field. This topic will be addressed in the last part of this section. Before starting our analysis, let us mention some references where the Proca field has been studied using the language of algebraic quantum field theory. These are [16, 23, 29] .
Dynamics and classical observables
Let us consider an n-dimensional globally hyperbolic spacetime M M M = (M, g, o, t). Unless stated otherwise, from now on, M M M shall be kept fixed. The off-shell configurations for the Proca field are sections of the cotangent bundle T * M, namely one-forms over M. Adopting a standard convention, we shall denote the space of k-forms by Ω k (M). Let us remind the reader that differential forms form a graded algebra with respect to the standard wedge product ∧ :
To introduce the dynamics, we need two operations on forms, namely
. d is defined simply out of the differentiable structure on M, see [15, Section 1.1], while * depends also on the metric g and the orientation o, see [40, Section 3.3] . For our purposes it is enough to mention that d is a graded derivative with respect to the wedge product ∧, that dd = 0 and that * is an isomorphism, hence * −1 is well-defined. For further details on the theory of differential forms, see [15] . d and * enable us to introduce the codifferential:
Notice that δ δ = 0 due to dd = 0. Introducing the symmetric pairing (·, ·) between k-forms, defined by
where α, β ∈ Ω k (M) have supports with compact intersection, one can prove that δ is the formal adjoint of d with respect to (·, ·), meaning that (α, δ β ) = (dα, β ) for all α ∈ Ω k (M) and β ∈ Ω k+1 (M) such that supp α ∩ supp β is compact. In fact, applying Stokes' theorem, one finds
After these preliminaries, we are ready to introduce the Proca equation
where m 2 ∈ R \ {0}. As for the case of a real scalar field, all our results are valid for all possible values of the mass. Using the abstract index notation, the Proca equation reads
We introduce the second-order linear differential operator P = −δ d + m 2 id Ω 1 (M) . With this definition, the Proca equation can be rewritten as PA = 0. Since δ is the formal adjoint of d with respect to (·, ·), it follows that P :
for all α, β ∈ Ω k (M) whose supports have compact overlap. In the next proposition we show that P is Green hyperbolic by exhibiting its retarded and advanced Green operators, see Definition 2.10. 
Proof. In (66) we have shown that P is formally self-adjoint. Let us consider R = PQ. Recalling that dd = 0, one finds that R = −δ d − dδ + m 2 id Ω 1 (M) . Therefore R coincides with the Hodged'Alembert operator −δ d − dδ , up to a term of order zero in the derivatives. In particular, in local coordinates, the principal part of R is of the form g µν ∂ µ ∂ ν , hence R is normally hyperbolic. On account of [2] and [6, Chapter 3] , R admits unique retarded and advanced Green operators F + and F − . To conclude the proof we have to show that E + = QF + and E − = QF − are retarded and advanced Green operators for P. Since Q is a linear differential operator, it cannot enlarge the support. Therefore, E ± inherits the correct support property for a retarded/advanced Green operator from F ± . Furthermore, for all α ∈ Ω 1 pc/ f c (M), one has PE ± α = RF ± α = α. It remains only to check that E ± Pα = α for all α ∈ Ω 1 pc/ f c (M). Exploiting the formal selfadjointness of P and keeping in mind the first part of the proof, one gets the following chain of identities for all β ∈ Ω 1 0 (M):
Since (·, ·) provides a non-degenerate bilinear pairing between Ω 1 0 (M) and Ω 1 (M), we conclude that E ± Pα = α for all α ∈ Ω 1 pc/ f c (M), hence E + and E − are retarded and advanced Green operators for P, which is consequently Green hyperbolic.
Due to Proposition 3.19, we can apply the general theory of Green hyperbolic operators presented in Section 2 to the operator P ruling the dynamics of the Proca field. In particular we find that (E ± α, β ) = (α, E ∓ β ) for all α, β ∈ Ω 1 0 (M) and we can introduce the advancedminus-retarded operator E = E − − E + , which enables us to represent any solution starting from a one-form with timelike compact support.
We have completed the analysis of the dynamics of the Proca field over the n-dimensional globally hyperbolic spacetime M M M. In the following we shall focus on the construction of a suitable space of classical observables. Exploiting the non-degenerate bilinear pairing (·, ·) between Ω 1 0 (M) and Ω 1 (M), we can introduce a family of linear functionals on off-shell configurations. In fact, given α ∈ Ω 1 (M), we consider
The fact that (·, ·) is non-degenerate has two consequences. The first one is that we can identify the vector space {F α : α ∈ Ω 1 0 (M)}, formed by the functionals introduced in (67), with Ω 1 0 (M). The second one is that the mentioned space of functionals is sufficiently rich to distinguish between different off-shell configurations. In particular, on-shell configurations can be separated as well, therefore our first requirement for the space of classical observables is achieved by Ω 1 (M). Yet, as soon as we go on-shell, which corresponds to restricting the functionals defined As shown by the example above, Ω 1 0 (M) does not provide a faithful way to represent the restrictions to on-shell configurations of the functionals defined in (67). Therefore Ω 1 0 (M) does not meet our second requirement to be identified with the space of classical observables for the Proca field. In order to circumvent this issue, we proceed as in the previous cases. Introducing the subspace N = {α ∈ Ω Per construction E has no redundancy left and therefore it represents faithfully the restrictions to Sol of the functionals in (67). Notice that this representation is realized by sending each equivalence class [α] ∈ E to the functional F α : Sol → R defined by any representative α ∈ [α]. This assignment is well-defined because two representatives of [α] differ by a one-form which produces a functional vanishing on-shell. Since the original space Ω 1 0 (M) is sufficient to separate solutions, this is the case for E too. These features motivate our interpretation of E as the space of classical observables for the Proca field on the globally hyperbolic spacetime M M M.
To complete our analysis of the classical theory of the Proca field, we still have to endow E with a symplectic structure, which will eventually enable us to quantize the model by means of canonical commutation relations. We shall prove first that N = P(Ω 1 0 (M)) and then Proposition 2.17 will provide the desired symplectic structure on E . The situation is again basically the same as in the scalar case. In fact, Example 3.20 provides the inclusion P(Ω 1 0 (M)) ⊂ N and we are left with the proof of the converse inclusion, which follows just from the Green hyperbolicity of P. Given α ∈ N, F α (Eβ ) = 0 for all β ∈ Ω 1 0 (M) due to Eβ being a solution. Yet, this means that (Eα, β ) = −(α, Eβ ) = 0 for all β ∈ Ω 1 0 (M), hence the non-degeneracy of (·, ·) entails that Eα = 0. Exploiting (8), we find γ ∈ Ω 1 0 (M) such that Pγ = α, thus proving the desired inclusion N ⊂ P(Ω 1 0 (M)). In particular, we have that E is the same as the quotient Ω 1 0 (M)/P(Ω 1 0 (M)). Therefore, recalling Proposition 2.17, we get a symplectic structure
In particular, we can regard (E , τ) as a symplectic space of classical observables for the Proca field over the globally hyperbolic spacetime M M M. 
where dΣ is the naturally induced volume form on Σ, n n n denotes the future-pointing unit normal vector field on Σ and ı n n n is the operator which inserts the vector field n n n in the form to which it is applied. Notice that the integration by parts only gives boundary terms since PEβ = 0. g(A, ı n n n dB) − g(B, ı n n n dA) dΣ.
Before turning our attention to the quantum theory of the Proca field, we devote a few lines to examine some of the properties of the symplectic space (E , τ) of classical observables for the Proca field over the globally hyperbolic spacetime M M M. Notice that we shall not provide the details of the proof since this would be nothing more than a slavish copy of the proof of Theorem 3.4. 
Quantum field theory
To complete our analysis of the Proca field, we present the quantization of the classical field theory developed in the previous section, which consists of a symplectic space (E , τ) of classical observables for the Proca field over a globally hyperbolic spacetime M M M = (M, g, o, t). The quantization procedure is completely equivalent to the case of the real scalar field. For this reason we shall skip most of the details, referring the reader to Section 3.1.2. We introduce the quantum theory of the Proca field in terms of the unital * -algebra A generated over C by the symbols 
for all a, b ∈ C and for all [α], [β ] ∈ E . As usual, the first relation expresses the linearity of the quantum field, the second relation keeps track of the fact that classically the Proca field is a real field, therefore quantum Proca fields should be Hermitian, and finally the third relation implements the canonical commutation relations (CCR) for Bosonic field theories. We interpret A as the algebra of quantum observables for the Proca field over the globally hyperbolic spacetime M M M. We conclude our investigations, analyzing certain properties of the quantum theory of the Proca field. Mimicking the proof of Theorem 3.7 for the real scalar field, and exploiting the properties of the classical theory of the Proca field, which have been developed in Theorem 3.22, one obtains the following result. To conclude the paper we would like to comment briefly on two aspects which have not been discussed. On the one hand we have only treated fields of spin 0, 1/2 and 1, the latter under the assumption of a non-vanishing mass. This choice was made only for the sake of simplicity since all other cases would involve necessarily a discussion of local gauge invariance, a topic which is still under study and which would require a paper on its own -for linear gauge theories refer to [32] . We mention a few references for an interested reader: for electromagnetism [8, 10, 18, 21, 23, 48, 51] , for spin 3/2 fields [31, 32] , while for massless spin 2 fields and linearized gravity [9, 22] . Another important aspect, neglected in this paper, concerns the discussion about the existence of a relation between the algebra of observables for a free field theory built on two globally hyperbolic spacetimes which can be related one to the other via an isometric embedding.
The analysis of such aspect leads to the formulation of the so-called principle of general local covariance, one of the milestones of modern axiomatic quantum field theory. This principle, together with its consequences, is discussed for example in [26] .
