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Resumo
Nesta dissertação de mestrado, primeiro estudamos algumas propriedades
importantes dos espaços de modulaçãoM sq,σ, tais como inclusões e estimativas de operadores.
Além disso, estudamos resultados de existência e unicidade de solução para as equações
de Navier-Stokes(NS) e para a equação do calor semilinear(H) nos espaços M sq,σ, dando
ênfase ao caso em que o índice de derivação s é negativo, obtendo a boa-colocação no caso
s ě ´1. Na abordagem, consideramos soluções locais e globais em relação ao tempo e
usamos o argumento do ponto fixo. Esses resultados estendem os obtidos por Iwabuchi
em [13]. Por fim, estudamos dois resultados de má-colocação para (NS) e (H) em M sq,σ
para o caso s ă ´1, o que nos dá uma otimalidade para a boa-colocação em relação ao
índice de derivação s. Esse trabalho é baseado no artigo [14] de Tsukasa Iwabuchi.
Palavras-chave: Espaços de Modulação; equações de Navier-Stokes; equação do calor
semi-linear; soluções locais e globais; boa-colocação; má-colocação.
Abstract
In this master dissertation, first we study some important properties of
modulation spaces M sq,σ such as inclusions and estimates for some operators acting in these
spaces. In addition we study results about existence and uniqueness of solutions to the
Navier-Stokes equations(NS) and nonlinear heat equations(H) in M sq,σ, emphasizing the
case in which the derivative index s is negative and obtaining a well-posedness result in
the case s ě ´1. In the approach, we consider local and global-in-time solutions and use a
fixed point argument. These results extend those obtained by Iwabuchi in [13]. Finally, we
study ill-posedness results for (NS) and (H) in M sq,σ for the case s ă ´1, which give us an
optimality for well-posedness with respct to the derivative index s. This work is based on
the article [14] by Tsukasa Iwabuchi.
Keywords: Modulation spaces; Navier-Stokes equation; semi-linear heat equations; local
and global solutions; well-posedness; ill-posedness.
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Introdução
Espaços de modulação foram criados durante o ínicio dos anos oitenta num
trabalho pioneiro de H.G. Feichtinger [5], [6]. Logo após sua criação, com a colaboração de
K. Gröchenig, foi estabelecida a teoria básica desses espaços de funções. Em constraste
com os espaços de Besov, que são definidos pela decomposição diádica de frequência, os
espaços de modulação surgem de uma decomposição uniforme de espaços de frequência.
Seu apelo é devido ao fato de que eles podem efetivamente capturar a concen-
tração de uma distribuição de tempo-frequência. Os espaços de modulação são baseados
nos espaços de Lebesgue ou Fourier-Lebesgue, porém eles são mais flexisíveis na medida
em que permitem um controle separado da regularidade local e do decaimento no infinito
de uma função.
A idéia central nessa análise de tempo-frequência é começar com uma função,
localizá-la suavemente através de uma função chamada função janela, e em seguida tomar
sua transformada de Fourier.
Assim, espaços de modulação capturam a concentração conjunta de tempo-
frequência de uma função através de condições apropriadas de decaimento e integrabilidade.
Nesta dissertação, vamos estudar algumas propriedades importantes dos espaços de mo-
dulação e considerar também dois problemas de Cauchy nesses espaços, os quais iremos
destacar a seguir.
Considaremos inicialmente o problema de Cauchy para as equações de Navier-
Stokes
pNSq
$’&’%
Btu´4u` pu ¨∇qu`∇pi “ 0 , pt, xq P p0,8q ˆ Rn
div u “ 0 , pt, xq P p0,8q ˆ Rn
up0, xq “ u0pxq , x P Rn
,
onde u “ upt, xq “ pu1pt, xq, u2pt, xqq, . . . , unpt, xqq e pi “ pipt, xq denotam o campo de
velocidades e a pressão do fluido no ponto pt, xq, respectivamente, e u0pxq é a velocidade
inicial dada.
Vamos considerar também a equação do calor semilinear
pHq
#
Btu´4u “ λ|u|p´1u , pt, xq P p0,8q ˆ Rn
up0, xq “ u0pxq , x P Rn
,
onde u “ upt, xq é uma função escalar, u0 é a condição inicial dada e p ą 1 e λ são números
reais.
Existe uma rica literatura de boa-colocação de equações diferenciais parciais
semilineares nos chamados espaços críticos, isto é, invariantes pela relação de escala da
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equação. Exemplos destes espaços são espaços de Lebesgue, espaços de Sobolev, espaços de
Morrey, espaços de Besov, espaços de Besov-Morrey, BMO´1, entre outros (veja [19] para
mais detalhes). Para as equações de Navier-Stokes, em 1964 Fujita e Kato [7] consideraram
o problema de Cauchy em H
1
2
0 pΩq, onde Ω é um domínio limitado de R3. Kato [15] provou
a existência de soluções no espaço de Lebesgue LnpRnq e mostrou que a solução existe
globalmente no tempo quando a condição inicial é suficientemente pequena. Em 1985,
Giga e Miyakawa [10] consideraram o problema de Cauchy em LppΩq onde Ω é um domínio
limitado de Rn. Cannone em [4] e Planchon [21] consideraram soluções globais para condição
inicial u0 P B´1`
3
q
q,8 pR3q com 3 ă q ď 6. Koch e Tataru [17] estudaram soluções locais para
condição inicial u0 P vmo´1 e solução global para condições iniciais pequenas u0 P BMO´1.
Miura [20] estudou soluções locais, que são contínuas com relação ao tempo, em gmo´1
para condição inicial u0 P vmo´1 X gmo´1. Para problemas de Cauchy em espaços de
modulação, Wang, Zhao e Guo [25] provaram a existência de solução local para condição
inicial u0 P M02,1pRnq. No trabalho de Tsukasa Iwabuchi [13], foi obtida a existência de
solução local para condição inicial u0 P M0q,σpRnq, se 1 ď q ď 8 e 1 ď σ ď nn´ 1 . Além
da existência de solução local, foi obtido também solução global se q ě n e a condição
inicial for suficientemente pequena.
Aqui, estudaremos a existência de soluções locais e globais com condição inicial
u0 PM sq,σpRnq para alguns valores de s, q, σ. No Teorema 3.1, para as equações de Navier-
Stokes, a condição inicial considerada aqui está inclusa nos resultados mostrados por
Koch e Tataru [17] em alguns casos, enquanto em outros tal inclusão não está clara. De
qualquer forma, mostraremos que o índice de derivação s “ ´1 é ótimo para garantir a
boa-colocação, no sentido que (NS) é mal-colocado quando s ă ´1(veja capítulo 4 para
mais detalhes).
Os resultados estudados aqui são uma extensão do trabalho feito em [13] e foi
baseado no artigo de Tsukasa Iwabichi [14]. Em particular, vamos estudar os efeitos do
índice de derivação s P R na boa-colocação de (NS). Como já mencionado acima, se a
condição inicial do problema (NS) está em LnpRnq e é suficientemente pequena, existe
solução global (veja [15]), e o índice p “ n do espaço de Lebesgue é crítico, o que é obtido
por um argumento de escala para (NS). Por outro lado, em espaços de modulação o
comportamento global é controlado pelo índice q no resultado de [13]. Moralmente falando,
o comportamento local das soluções é controlado pelos índices s e σ, e o comportamento
global é controlado pelo índice q.
Para a equação do calor semilinear (H), com λ “ 1, Fujita [8] provou a não
existência de solução global não negativa e não trivial para p ă 1` 2
n
em 1966. Em 1968,
Fuijita [9] mostrou também a existência de solução global para p ą 1` 2
n
. O caso crítico
p “ 1` 2
n
foi estudado por Hayakawa [12] que provou a não existência de solução global
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não negativa e não trivial para n “ 1, 2, o que posteriormente foi provado para dimensões
gerais por Sirao e Tanaka [28]. Brezis e Friedman [3] provaram a existência de solução
local para p ą 1 ` 2
n
e a não existência de soluções para p ě 1 ` 2
n
quando λ “ ´1 e a
condição inicial é uma Delta de Dirac δ. Assim, os resultados de [14] fornecem uma nova
classe de dados iniciais para a boa-colocação de (H).
Esta dissertação está organizada como segue. O Capítulo 1 é composto pela
teoria básica necessária para o desenvolvimento do texto. Nele são apresentados definições
de espaços de Lebesgue e a partir deles são dadas definições e propriedades de ferramentas
importantes como a convolução e a transformada de Fourier. Relembramos também a classe
de Schwartz a partir da qual pudemos definir e estudar propriedades das distribuições
temperadas e dos multipliers de Fourier. Na Seção 1.5 é introduzido o operador de projeção
de Helmholtz-Leray cujas propriedades são úteis na demonstração dos resultados principais
deste trabalho. São definidos também os espaços de Besov, usando a decomposição de
Littlewood-Paley (Seção 1.6), que são úteis por sua relação com os espaços de modulação.
Finalmente, na última seção é enunciado e demonstrado o Teorema do Ponto Fixo de
Banach, que é utilizado na obtenção de soluções brandas das equações (NS) e (H).
O Capítulo 2 é dedicado à definição e estudo de propriedades dos espaços de
modulação M sq,σ e dos espaços ls,σLrTLq. Para definir esses espaços é necessária a definição
de um operador de decomposição k, que é definido usando a transformada de Fourier
e uma partição da unidade obtida com translações de uma função suave. São provadas
inclusões contínuas entre os próprios espaços de modulação e entre os espaços de modulação
com outros espaços importantes, tais como os espaços de Lebesgue (Seção 2.1) e os espaços
de Besov (Seção 2.3). Além disso, apresentamos propriedades das normas dessas espaços.
É introduzido o operador et4(Seção 2.2) para o qual foram provadas estimativas, além de
dar algumas relações entre a integração e a ação deste operador nos espaços ls,σLrTLq e
M sq,σ. Finalmente, na Seção 2.4, obtivemos algumas relações entre os operadores et4, k e
P, além de estudar estimativas do operador P nos espaços de modulação e nos espaços
ls,σLrTL
q.
No Capítulo 3, são apresentadas as demonstrações dos teoremas principais
desta dissertação. Na Seção 3.1, é provado a existência e unicidade de solução para as
equações de Navier-Stokes e a boa-colocação em PM sq,σpRnq para s no intervalo r´1,8q.
É obtida também na Seção 3.2 a existência e unicidade de solução para a equação do calor
semilinear (H), impondo algumas condições para a potência p.
Finalmente, no Capítulo 4, mostramos alguns casos de má-colocação em espaços
de modulação. Na Seção 4.1, provamos a má-colocação de (NS) em PM s2,σpRNq para s ă ´1,
o que nos mostra a otimalidade de s no intervalo r´1,8q. Já na Seção 4.2 provamos a má-
colocação de (H) emM s2,σpRnq quando a potência p satisfaz p ą ´2s ou p ą
pn` 2qσ
npσ ´ 1q ´ σs .
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1 Preliminares
Neste capítulo introduziremos alguns espaços de funções e propriedades básicas
que serão importantes na demonstração dos resultados principais dessa dissertação. Além
de apresentar algumas ferramentas que serão essenciais no tratamentos das equações (NS)
e (H) como o operador projeção de Helmholtz–Leray. A teoria desenvolvida nesse capítulo
é baseada em [23], [16], [11] e [18], que podem ser consultados para mais detalhes.
1.1 Espaços Lp e o operador convolução
Muitas propriedades de funções são expressas em termos do seu nível de
integrabilidade. Por isso, é interessante estudarmos espaços de funções cujo módulo elevado
a p é integrável. Esses espaços são os espaços de Lebesgue Lp que são definidos a seguir.
Definição 1.1. Seja pX,M, µq um espaço de medida e 0 ă p ď 8. O espaço Lp “
LppX,M, µq é o conjunto de todas as classes de µ-equivalência de funções reais M-
mensuráveis f tais que |f |p é integrável com relação a µ sobre X. Em Lp definimos,
‖ f ‖p“
ˆż
X
|f |pdµ
˙ 1
p
, se 0 ă p ă 8
e
‖ f ‖8“ ess sup|f | “ infta ě 0;µptx P X; |fpxq| ą auq “ 0u , se p “ 8.
Exemplo 1.1. Seja X “ Zn, M “ ℘pZnq o conjunto das partes de Zn e µ a medida da
contagem definida a seguir. Se E PM então µpEq é o número de elementos de E, caso E
seja finito, e µpEq “ 8 se E é infinito.
Assim, para 0 ă p ă 8 obtemos o espaço LppZn,M, µq, o qual denotaremos
por lppZnq, que nada mais é que o espaço de sequências takukPZn de números reais com
índices em Zn, tais que a norma
‖ takukPZn ‖lp“
˜ÿ
kPZn
|ak|p
¸ 1
p
é finita.
Por simplicidade denotaremos lppZnq apenas por lp.
Observação 1.1. Nesse trabalho, utilizaremos X “ Rn, µ a medida de Lebesgue em
Rn e M a σ-álgebra dos conjuntos Lebesgue mensuráveis. Além disso, por simplicidades
denotaremos o espaço LppRn,M, µq por Lp.
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A proposição a seguir nos dá algumas propriedades dos espaços Lp.
Proposição 1.1. (i)(Desigualde de Holder) Sejam f P Lp e g P Lq com p ą 1 e 1
p
` 1
q
“ 1.
Então fg P L1 e vale a seguinte desigualdade
‖ fg ‖1ď‖ f ‖p‖ g ‖q .
(ii)(Desigualdade de Minkowski) Seja 1 ď p ď 8. Se f, g P Lp então f ` g P Lp
e vale
‖ f ` g ‖pď‖ f ‖p ` ‖ g ‖p .
Observação 1.2. (1) Se f P Lp e g P Lq, então fg P L1 e vale a igualdade de Holder se,
e somente se, existem α, β P R, com αβ ‰ 0, tais que
α|f |p “ β|g|q µ´ quase sempre.
(2) A Desigualdade de Minkowski nos mostra que o espaço pLp, ‖ ¨ ‖pq é um
espaço de Banach, para todo p ě 1.
A seguir definiremos o operador convolução que incialmente pode ser definido
para funções mensuráveis mais que tem propriedades interessantes nos espaços Lp que
serão de grande utilidade nesse trabalho.
Definição 1.2. Sejam f, g : Rn ÝÑ R funções mensuráveis. Definimos e denotamos o
produto de convolução de f e g por
f ‹ gpxq :“
ż
Rn
fpx´ yqgpyqdy “
ż
Rn
fpyqgpx´ yqdy (1.1)
quando as integrais (1.1) existem.
Proposição 1.2. Sejam f, g, h : Rn ÝÑ R funções mensuráveis. Valem as seguintes
propriedades:
(a) ‹ é um operador bilinear e simétrico.
(b) pf ‹ gq ‹ h “ f ‹ pg ‹ hq.
(c) Seja w P Rn e considere a translação definida por τwpfqpxq “ fpx ´ wq.
Então vale
τwpf ‹ gq “ τwpfq ‹ g.
(d) Se A é o fecho do conjunto tx` y;x P supppfq, y P supppgqu então
supppf ‹ gq Ă A.
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Observação 1.3. O produto de convolução tem um efeito suavizante, ou seja, a convolução
tem a regularidade da função mais suave. Por exemplo, sejam J Ă Rn compacto e 0 ă p ď
8. Considere os seguintes espaços de funções:
LppJq “ tf : Rn ÝÑ R; |f |p é integrável em Ju
L1locpRnq “ tf : Rn ÝÑ R; f P L1pKq, @K Ă Rn compacto u
Ck0 pRnq “ t funções de classe Ck que tendem a zero no infinito u
Ckc pRnq “ t funções de classe Ck com suporte compacto em Rnu
Se f P L1locpRnq e g P Ckc pRnq então f ‹ g P CkpRnq.
A seguir daremos algumas propriedades do operador convolução nos espaços
de Lebesgue Lp.
Proposição 1.3. (i) Sejam 1 ď p, q ď 8 tais que 1
p
` 1
q
“ 1. Se f P Lp e g P Lq então
f ‹ g é limitada e uniformemente contínua.
(ii) Sejam 1 ă p, q ă 8, f P Lp e g P Lq. Então f ‹ g P C0pRnq.
(iii)(Desigualdade de Young) Sejam 1 ď p, q, r ď 8 tais que
1` 1
r
“ 1
p
` 1
q
.
Se f P Lp e g P Lq então f ‹ g P Lr e vale
‖ f ‹ g ‖rď‖ f ‖p‖ g ‖q .
1.2 Transforamada de Fourier
O conceito da transformada de Fourier é motivado por duas ideias centrais em
análise:
(i) a ideia de expressar funções periódicas genéricas como superposição de
ondas básicas (senos e cossenos) que está relacionada com as chamadas séries de Fourier
(ii) a concepção de um operador que transforma diferenciação em multiplicação
por polinômios, uma ferramenta de extrema utilidade na resolução de equações diferenciais.
Apesar de historicamente a transformada de Fourier em Rn ser motivada pelas
séries trigonométricas, trataremos aqui apenas o caso Rn, ao invés de trabalhar com
funções periódicas. Iniciaremos definindo o conceito para funções em L1 e a partir daí
iremos generalizar para outros espaços mais gerais.
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Definição 1.3. Seja f P L1. Definimos a transformada de Fourier de f , denotada por
Ff ou também por fˆ , como
Ffpξq “
ż
Rn
e´2piix¨ξfpxqdx.
A proposição a seguir coleciona uma série de propriedades básicas da transfor-
mada de Fourier. Em particular, observe sua relação com o operador de convolução e seu
caráter especial de transformar diferenciação em multiplicação por polinômios.
Proposição 1.4. Sejam f, g P L1. Valem as seguintes propriedades:
(i) Ff P C0pRnq e ‖ Ff ‖8ď‖ f ‖1 .
(ii) Fpτyfqpξq “ e´2piiξyFfpξq e τηpFfqpxq “ Fpe2piiηξfqpxq.
(iii) Fpf ‹ gq “ FfFg.
(iv) Se xαf P L1, para |α| ď k, então Ff P CkpRnq e vale
BαFf “ Frp´2piixqαf s ,
onde xα “ xα11 . . . xαnn e BαFf “ p B
α1
Bxα11 q . . . p
Bαn
Bxαn1 qFf , com α “ pα1, . . . , αnq P pNY 0q
n.
(v) Se f P CkpRnq, Bαf P L1, |α| ď k, e Bαf P C0pRnq, então
FpBαfqpξq “ p2piiξqαFfpξq.
Passamos a investigar agora o problema inverso: como obter f a partir de sua
transformada de Fourier Ff? Definimos para isso a transformada de Fourier inversa F´1f ,
denotado também por fˇ , de uma função f por
F´1fpξq “
ż
Rn
e2piix¨ξfpxqdx .
Antes de passarmos para o teorema da inversão propriamente dito, apresentamos
a chamada fórmula de multiplicação para a transformada de Fourier, um resultado simples,
porém bastante útil.
Proposição 1.5. (Fórmula da Multiplicação) Sejam f, g P L1. Entãoż
Rn
fˆpxqgpxqdx “
ż
Rn
fpxqgˇpxq.
Teorema 1.1. (Fórmula da Inversa) Se f e Ff P L1 então
fpxq “
ż
Rn
e2piixξFfpξqdξ,
em quase todo ponto x P Rn.
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Apesar da integral que define a transformada de Fourier não fazer sentido em
geral para uma função f P L2, existe uma maneira simples e elegante de estendermos a
teoria para o contexto L2. O ponto chave para essa extensão é o resultado abaixo, onde
assumimos f P L1 X L2.
Proposição 1.6. Se f P L1 X L2 então ‖ Ff ‖2“‖ f ‖2.
Como L1 X L2 é denso em L2, existe uma única extensão limitada, denotada
por F , da transformada de Fourier para o espaço L2. Continuaremos usando a notação
Ff “ fˆ quando f P L2.
Teorema 1.2. (Plancherel) O operador F : L2 ÝÑ L2 é unitário, isométrico e sobrejetivo.
Além disso, vale F´1fpxq “ Ffp´xq.
Uma vez definida a transformada de Fourier em L1 e em L2 podemos estender
sua definição para a classe de funções
L1 ` L2 “ tf “ f1 ` f2; f1 P L1 e f2 P L2u.
De fato, se f “ f1 ` f2 como acima, definimos Ff “ Ff1 ` Ff2.
Assim, como Lp Ă L1`L2 para 1 ď p ď 2, conseguimos definir a transformada
de Fourier nestes espaços Lp.
Teorema 1.3. Se f P L1 e g P Lp, com 1 ď p ď 2, então sabemos que f ‹ g P Lp (pela
desigualdade de Young) e vale que
Fpf ‹ gq “ FfpxqFgpxq,
para quase todo ponto x P Rn.
Por fim, apresentamos uma das desigualdades clássicas em Análise de Fourier,
a chamada desigualdade de Hausdorff-Young.
Teorema 1.4. (Desigualdade de Hausdorff - Young). Se f P Lp com 1 ď p ď 2, e
1
p
` 1
p1
“ 1, temos que
‖ Ff ‖p1ď‖ f ‖p .
1.3 A classe de Schwartz e as distribuições temperadas
No sentido de generalizar a noção da transformada de Fourier para o contexto
de distribuições, definiremos primeiramente a classe de funções-teste adequada. Tentativa-
mente, seria interessante pedir que tal classe seja fechada com relação às operações básicas
que estamos tratando.
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Definição 1.4. Seja S o conjunto de funções f P C8pRnq, tais que
ραβpfq “ sup
xPRn
|xαBβf | ă 8,
para quaisquer multi-índices α “ pα1, . . . , αnq e β “ pβ1, . . . , βnq, ou seja, é o conjunto das
funções infinitamente diferenciáveis, tais que, qualquer derivada decai mais rapidamente
do que qualquer polinômio. Este conjunto é conhecido como classe de Schwartz.
A proposição a seguir nos dá algumas propriedades importantes do espaço S e
dos operadores definidos anteriormente nesse espaço.
Proposição 1.7. (i) O operador F é um homeomorfismo de S em S.
(ii) Se f, g P S então f ‹ g P S.
(iii) O espaço C8c pRnq, das funções infinitamente diferenciáveis com suporte
compacto, é denso em S.
O espaço dual S 1 formado por todos os funcionais lineares contínuos em S
é chamado espaço das distribuições temperadas. A próxima proposição apresenta uma
caracterização das distribuições temperadas.
Proposição 1.8. Um funcional linear L em S é uma distribuição temperada se, e somente
se, existir uma constante C e inteiros m e l, tais que
|Lpϕq| ď C
ÿ
|α|ďl,|β|ďm
ραβpϕq,
para qualquer ϕ P S.
Podemos estender vários conceitos definidos até agora para o conjunto S 1
de distribuições temperadas. A seguir, mostraremos como estender os operadores de
convolução e a Transformada de Fourier que serão mais utilizados no presente trabalho.
(I) Transformada de Fourier: Seja u P S 1. A transformada de Fourier de u,
denotada por Fu “ uˆ, é uma distribuição temperada definida por
Fupϕq “ upFϕq , @ϕ P S.
(II) Operador Convolução: Sejam u P S 1 e f P S. Se f˜ :“ fp´xq então o
produto de convolução de u e f é uma distribuição temperada definida por
u ‹ fpϕq “ upf˜ϕpxqq , @ϕ P S.
Agora, a partir dessas extensões feitas para o espaço das distribuições tempera-
das, podemos definir um novo espaço de funções.
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Definição 1.5. Seja Ω um subconjunto compacto de Rn e 0 ă p ď 8. Definimos o espaço
LΩp pRnq por
LΩp pRnq “ tf P Lp; suppFf Ă Ωu.
Por simplicidade, denotaremos LΩp pRnq apenas por LΩp .
O lema a seguir nos dá uma estimativa importante entre normas dos espaços
de Lebesgue para funções em LΩp .
Lema 1.1. Sejam R ą 0 e Ω Ă Rn um conjunto compacto com diâmetro menor que 2R e
0 ă p ď q ď 8. Então, existe uma constante C ą 0 tal que
‖ f ‖qď C ‖ f ‖p , @f P LΩp .
1.4 Multipliers de Fourier para os espaços de Lebesgue
Nesta seção, iremos introduzir o conceito de multipliers de Fourier e demonstrar
um lema que será útil no desenvolvimento da teoria dos espaços de modulação.
Definição 1.6. Sejam Ω um subconjunto compacto de Rn, 0 ă p ď 8 e M P S 1 tal que
F´1M P L1. Dizemos que M é um multiplier de Fourier para LΩp , se existe uma constante
C ą 0 tal que
‖ F´1MFf ‖pď C ‖ f ‖p , @f P LΩp .
A próxima proposição nos dá uma propriedade interessante dos multiplier de
Fourier.
Proposição 1.9. Seja Ω e Γ subconjuntos compactos de Rn. Seja 0 ă p ď 8 e p˜ “
mint1, pu. Então, existe uma constante C ą 0 tal que
‖ F´1rMFrf ss ‖pď C ‖ F´1M ‖p˜‖ f ‖p ,
para toda f P LΩp e toda M P S 1 com F´1M P LΓp˜ .
Para a demonstração do lema central dessa sessão precisamos introduzir um
espaço de funções muito utilizado no estudo de edp’s.
Definição 1.7. Seja s P R. Definimos o espaço normado Hs2pRnq por
Hs2pRnq “ tf P S 1pRnq; ‖ f ‖Hs2ă 8u,
onde a norma ‖ ¨ ‖Hs2 é dada por
‖ f ‖Hs2“‖ p1` xq
s
2Ffpxq ‖2 .
Novamente usaremos a notação Hs2 para indicar Hs2pRnq.
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Observação 1.4. (i) Algumas vezes, esses espaços são denotados por W s2 “ Hs2 , chamados
espaços de Sobolev-Slobockey, se s ě 0. Se s “ m P N então os espaços W s2 são os espaços
de Sobolev usuais, isto é,
Wm2 “ tf P S 1; ‖ f ‖Wm2 ă 8u,
onde
‖ f ‖Wm2 “
˜ ÿ
|α|ďs
‖ Bαf ‖2
¸ 1
2
.
(ii) Se s0 ą s1, então vale a seguinte inclusão contínua
Hs02 Ă Hs12 .
Além disso, H02 “ L2.
Finalmente, o lema a seguir nos dá uma estimativa para os multipliers de Fourier
em espaços de Lebesgue, a qual será útil para a demonstração de algumas estimativas de
operadores em espaços de modulação.
Lema 1.2. Sejam Ω um subconjunto compacto de Rn e 0 ă p ď 8. Seja também
σp “ n
ˆ
1
mint1, pu ´
1
2
˙
. Se s ą σp então existe uma constante C ą 0 tal que
‖ F´1MFf ‖pď C ‖M ‖Hs2‖ f ‖p (1.2)
Demonstração: Dividiremos a demonstração em três passos.
Passo 1: Suponhamos inicialmente que (1.2) é válido para M P Hs2 com
suppM Ă Ω1 “ ty; Dx P Ω com |x´ y| ď 1u. (1.3)
Seja ψ P S com suppψ Ă Ω1 e ψpxq “ 1 em Ω. Se M P Hs2 é uma função
qualquer então
F´1MFf “ F´1ψMFf , @f P LΩp . (1.4)
Agora observe que (1.2) é válido para ψM . Além disso, segue da desigualdade
de Holder que existe C ą 0 tal que
‖ ψM ‖Hs2ď C ‖M ‖Hs2 , (1.5)
onde C depende apenas de ψ.
Assim, de (1.4) e (1.5) temos que
‖ F´1MFf ‖p “ ‖ F´1ψMFf ‖p
ď C ‖ ψM ‖Hs2‖ f ‖p
ď C ‖M ‖Hs2‖ f ‖p .
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Portanto, vale (1.2) para toda M P Hs2 .
Passo 2: Nesse passo provaremos a seguinte afirmação: se 0 ă p ď 1 e s ą σp
então existe uma constante C ą 0 tal que
‖ FM ‖pď C ‖M ‖Hs2 , @M P Hs2 . (1.6)
Seja K0 “ tx; |x| ď 1u e Kj “ tx; 2j´1 ď |x| ď 2ju, para j “ 1, 2, 3, . . . . Então,
podemos estimar
‖ FM ‖pp “
8ÿ
j“0
ż
Kj
|FMpxq|pdx
ď C
8ÿ
j“0
2jn
2´p
2
˜ż
Kj
|FMpxq|2dx
¸ p
2
“ C
8ÿ
j“0
»–2jσp ˜ż
Kj
|FMpxq|2dx
¸ 1
2
fiflp
ď C
« 8ÿ
j“0
22js
ż
Kj
|FMpxq|2dx
ff p
2
ď C ‖M ‖pHs2 ,
o que prova (1.6).
Passo 3: Neste último passo, vamos mostrar que a suposição feita no passo
1 é verdadeira, concluindo assim a demontração do lema. Seja M P Hs2 com s ą σp e
suppM Ă Ω1 conforme (1.3). Se p˜ “ mintp, 1u então (1.6) nos garante que F´1M P LΩ1p˜ .
Assim, obtemos (1.2) pela Proposição 1.9 e por (1.6).

1.5 A Transformada de Riesz e o operador projeção de Helmholtz-
Leray
Nesta seção, vamos definir a transformada de Riesz, tanto na classe de Schwartz
como no espaço das distribuições temperadas módulo polinômios. Esta transformada
permitirá definir o operador projeção de Helmholtz–Leray, o qual, será utilizado na
manipulação das equações de Navier-Stokes.
Começamos com a definição da Transformada de Riesz na classe de Schwartz.
Definição 1.8. Seja f P S. Para cada j, 1 ď j ď n, definimos a transformada de Riesz
de f, Rjf , como
Rjfpxq “ cnp.v.
B
xj
|x|n`1 , f
F
,
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onde cn “ Γpn` 12 qpi
´n`12 . Aqui Γ é a função gama e p.v. é o valor principal de integrais,
de onde segue que
p.v.
Bˆ
xj
|x|n`1
˙
, f
F
pxq “ lim
εÑ0
ż
|y|ěε
yj
|y|n`1fpx´ yqdy.
Agora iremos calcular a transformada de Fourier da transformada de Riesz,
que será essencial para a definição do operador prejeção de Helmhontz-Leray.
Verifiquemos que FpRjqpξq “ ´i ξj|ξ| . Usamos essa notação para indicar que
FpRjfqpξq “ ´i ξj|ξ|Ff .
Observe inicialmente que
B
Bxj |x|
´n`1 “ p1´ nqp.v.
ˆ
xj
|x|n`1
˙
,
no sentido de distribuições. De fato,B B
Bxj |x|
´n`1, f
F
pyq “
ż
Rn
B
Bxj |x|
´n`1fpy ´ xqdx
“
ż
Rn
p1´ nq xj|x|n`1fpy ´ xqdx “
“ lim
εÑ0
ż
|x|ěε
p1´ nq xj|x|n`1fpy ´ xqdx
“ p1´ nqp.v.
Bˆ
xj
|x|n`1
˙
, f
F
pyq.
Daí segue que
FpRjfqpξq “ F
ˆ
cnp.v.
Bˆ
xj
|x|n`1
˙
, f
F˙
pξq
“ cnF
ˆ
1
1´ n
B
Bxj |x|
´n`1
˙
Ffpξq
“ cn1´ np2piiξjqFp|x|
´n`1qpξqFfpξq
“ cn 2piiξj1´ n
pi
n
2´1Γp12q
Γpn´12 q
|ξ|´1Ffpξq.
Substituindo o valor de cn, obtemos
FpRjfqpξq “ ´i ξj|ξ|Ffpξq.
Não podemos simplesmente estender esta definição de Transformada de Riesz
ao espaço de distribuições fazendo como usualmente
xRjf, φy “ xf,Rjφy,
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pois nem sempre Rjφ pertence ao espaço S. Para resolver esse problema, inicialmente con-
sideramos o anel de polinômios no corpo dos complexos em n variáveis, o qual denotaremos
por P. Agora, podemos superar essa dificuldade dando sentido para a expressão |ξ|sFu
para u P S 1{P , onde u P S 1{P indica o conjunto das distribuições temperadas módulo P .
Fixemos uma função suave η sobre Rn satisfazendo#
ηpξq “ 1 , se |ξ| ě 2
ηpξq “ 0 , se |ξ| ď 1.
Definimos para cada s P R, a aplicação |ξ|sFu como
x|ξ|sFu, φy “ lim
εÑ0
B
Fu, ηpξ
ε
q|ξ|sφpξq
F
,
para toda φ P S, sempre que o limite existir.
Assim, |ξ|sFu é uma distribuição temperada e não depende da escolha de η
(para mais detalhes ver [11], p. 259).
Agora podemos definir a transformada de Riesz da seguinte forma.
Definição 1.9. Sejam u P S 1{P e 1 ď j ď n. A transforamda de Riesz de u, Rju, é dada
pela sua transformada de Fourier, via a igualdade
FpRjuqpξq “ ´iξj|ξ| Fupξq.
Observação 1.5. Note que Rju P S 1{P, pois|ξ|´1Fu P S 1{P e ´iξj tem crescimente
lento.
Agora já temos todas as ferramentas necessárias para apresentar a projeção de
Helmholtz-Leray.
Definição 1.10. O operador projeção de Helmholtz-Leray P é definido como
P “ I`RbR,
onde I é a identidade sobre pS 1{Pqn, R é um vetor cujas componentes são transformadas
de Riesz Rj, com j “ 1, . . . , n, e RbR “ pRiRjqi,j.
Segue que, para cada u P pS 1{Pqn
Pu “ u` pRbRqu.
Aplicando a transformada de Fourie na igualdade acima, podemos escrever
FpPuq “ Fu` FppRbRquq
“ Fu` pFRipRjqqi,jFu
“ Fu`
ˆ
´i ξi|ξ|FpRjq
˙
i,j
Fu
“ Fu`
ˆˆ
´i ξi|ξ|
˙ˆ
´i ξj|ξ|
˙˙
i,j
Fu.
Capítulo 1. Preliminares 26
Então,
FpPuqpξq “
ˆ
δij ´ ξiξj|ξ|2
˙
1ďi,jďn
Fupξq.
A proposição a seguir contém algumas propriedades do operador P.
Proposição 1.10. (i) P é linear.
(ii) div pPuq “ 0, ou equivalentemente, Fp div pPuqq “ 0, para toda u P
pS 1{Pqn.
(iii) Se u P pS 1{Pqn satisfaz div u “ 0 então Pu “ u, ou equivalentemente,
FpPuq “ Fu.
Demonstração: Provaremos apenas os item (ii) e (iii), pois o item (i) segue
diretamente da definição de P.
Demonstração de (ii): Vale a identidade
div P “ div I` div pRbRq “ pBkqnk“1 ` pRk div Rqnk“1.
Assim, aplicando a transformada de Fourier para cada k “ 1, . . . , n, obtemos
FpBkq ` FpRkdivRq “ ´iξk `
ˆ
´i ξk|ξ|Fp div Rq
˙
“ ´iξk `
˜
´i ξk|ξ|
˜
nÿ
j“1
FpBjRjq
¸¸
“ ´iξk `
˜
´i ξk|ξ|
˜
nÿ
j“1
´iξjFpRjq
¸¸
“ ´iξk `
˜
´i ξk|ξ|
˜
nÿ
j“1
p´iξjq
ˆ
´i ξj|ξ|
˙¸¸
“ ´iξk `
˜
´i ξk|ξ|
˜
nÿ
j“1
´ ξ
2
j
|ξ|
¸¸
“ ´iξk ` iξk “ 0,
como desejado.
Demonstração de (iii): Sabemos que
FpPuq “
ˆ
δij ´ ξiξj|ξ|2
˙
Fu.
Então
FpPuqk “ Fuk ` i ξk|ξ|2
˜
nÿ
j“1
´iξjFuj
¸
. (1.7)
Entretanto, como div u “ 0, aplicando a transformada de Fourier, obtemos
0 “ Fp div uq “
nÿ
j“1
FpBjujq “
nÿ
j“1
´iξjFuj.
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Substituindo a igualdade acima em (1.7), obtemos o resultado desejado.

Observação 1.6. Podemos tirar algumas conclusões da proposição acima. De (ii) vemos
que P aplica pS 1{Pqn no subespaço de pS 1{Pqn formado por todas as distribuições em
pS 1{Pqn com divergência nula. Além disso, uma consequência imediata de (iii) é que
P2 “ P, ou seja, P é um operador projeção.
Este operador será util para estudar as equações de Navier–Stokes. As suas
propriedades em relação a transformada de Fourier nos ajudarão a estabelecer algumas
estimativas importantes.
1.6 Decomposição de Littlewood-Paley e os espaços de Besov
Nesta seção iremos obter a decomposição de Littlewood-Paley e a partir dela
poderemos definir o espaço de Besov Bsq,σpRnq que será útil na demonstração de algumas
propriedades dos espaços de modulação que serão considerados no próximo capítulo.
Lema 1.3. Existe uma função φ P S satisfazendo:
(i) 0 ď Fφ ď 1 , @ξ P Rn.
(ii) supppFφq Ă tξ P Rn; 2´1 ď |ξ| ď 2u.
(iii) Se φjpξq “ 2jnφp2jξq para cada j P Z, entãoÿ
jPZ
Fφjpξq “ 1 , @ P Rn.
Chamaremos a função φ de função base.
O lema anterior nos permite definir os operadores da decomposição diádica e a
partir deles definir a decomposição de Littlewood-Paley.
Definição 1.11. Seja f P S 1. Para cada k P Z, definimos os k-blocos diádicos ∆k e os
operadores "cut-off"de frequência Sk da seguinte forma
∆kf “ φk ‹ f
e
Skf “
kÿ
j“´8
∆jf .
A partir dos operadores acima obtemos a decomposição a seguir.
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Proposição 1.11. Seja f P S 1. Para qualquer N P Z, temos que
f “ SNf `
ÿ
jěN
∆jf em S 1.
Esta igualdade é chamada decomposição de Littlewood-Paley de f . Além disso, se lim
NÑ8SNf “
0, obtemos a igualdade
f “
ÿ
jPZ
∆jf ,
a qual chamamos decomposição homogênea de Littlewood-Paley.
Agora, de posse dos operadores de decomposição, podemos definir os espaços
de Besov.
Definição 1.12. Sejam 1 ď q, σ ď 8 e s P R. Definimos os espaços de Besov Bsq,σpRnq
como
Bsq,σpRnq “ tf P S 1pRnq; ‖ f ‖Bsq,σă 8u,
onde $’’’&’’’%
‖ f ‖Bsq,σ“
˜ 8ÿ
k“0
2ksσ ‖ ∆kf ‖σq
¸ 1
σ
, se σ ă 8
‖ f ‖Bsq,σ“ sup
kPN
t2ks ‖ ∆kf ‖qu , se σ “ 8.
Por simplicidade, vamos denotar os espaços de Besov Bsq,σpRnq apenas por Bsq,σ.
A partir da decomposição de Littlewood-Paley, podemos também definir os
espaços de Besov homogêneos que são denotados por 9Bsq,σpRnq. Considere o conjunto,
9S 1pRnq “ tf P S 1; pDαFfqp0q “ 0,@αu .
Definição 1.13. Sejam 1 ď q, σ ď 8 e s P R. Definimos os espaços de Besov Homogêneos
9Bsq,σpRnq como
9Bsq,σpRnq “ tf P 9S 1pRnq; ‖ f ‖ 9Bsq,σă 8u,
onde $’’’&’’’%
‖ f ‖ 9Bsq,σ“
˜ 8ÿ
k“´8
2ksσ ‖ ∆kf ‖σq
¸ 1
σ
, se σ ă 8
‖ f ‖ 9Bsq,σ“ sup
kPZ
t2ks ‖ ∆kf ‖qu , se σ “ 8.
A proposição a seguir nos traz algumas propriedades básicas dos espaços Bsq,σ.
Proposição 1.12. (i) S Ă Bsq,σ Ă S 1.
(ii) Se 1 ď q, σ ă 8 então S é denso em Bsq,σ.
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(iii) Sejam 1 ď q1, q2 ď 8, 1 ď σ ď 8 e s1, s2 P R, tais que
s1 ´ n
p1
“ s2 ´ n
p2
,
então
Bs1q1,σ Ă Bs2q2,σ.
1.7 O Teorema do Ponto Fixo de Banach
Nesta seção, iremos tratar do teorema do ponto fixo de Banach. Ele nos dá
condições para a existência e unicidade de pontos fixos. Para isso, precisaremos definir o
conceito de ponto fixo e contração, o que será feito a seguir.
Definição 1.14. (i) Seja X um conjunto não vazio. Um ponto fixo de uma aplicação
T : X Ñ X é um elemento x P X que é aplicado em si mesmo por T , isto é,
Tx “ x.
(ii) Seja pX, dq um espaço métrico. Uma aplicação T : X Ñ X é uma contração
em X se existe um número real positivo α ă 1 tal que para todo x, y P X, temos que
dpTx, Tyq ď αdpx, yq. (1.8)
Teorema 1.5. Considere um espaço métrico pX, dq, X ‰ H. Se X é completo e T : X Ñ
X é uma contração em X, então T admite um único ponto fixo.
Demonstração: Para demonstrarmos a existência de um ponto fixo de T ,
construíremos uma sequência pxnq em X que será uma sequência de Cauchy. Como X é
completo, segue que pxnq é convergente, digamos lim
nÑ8xn “ x. Por fim, mostraremos que x
é ponto fixo de T e, além disso, é o único ponto fixo de T.
Escolha x0 P X e vamos definir pxnq por
x0, x1 “ Tx0, x2 “ Tx1 “ T 2x0, . . . , xn “ T nx0, . . . (1.9)
Note que pxnq é uma sequência de imagens de x0 sob repetidas aplicações de T. Mostremos
que pxnq é de Cauchy.
Primeiramente, de (1.8) e (1.9), obtemos
dpxm`1, xmq “ dpTxm, Txm´1q
ď αdpxm, xm´1q
“ αdpTxm´1, Txm´2q (1.10)
ď α2dpxm´1, xm´2q
. . . ď dpx1, x0q.
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Utilizando (1.10) e a desigualdade triangular, obtemos para n ą m
dpxm, xnq ď dpxm, xm`1q ` dpxm`1, xm`2q ` . . .` dpxn´1, xnq
ď pαm ` αm`1 ` . . .` αn´1qdpx0, x1q
“ αm1´ α
n´m
1´ α dpx0, x1q.
Como 0 ă α ă 1, temos 1´ αn´m ă 1. Consequentemente, para n ą m, temos
dpxm, xnq ď α
m
1´ αdpx0, x1q. (1.11)
Agora, note que se dpx0, x1q “ 0 então x0 é ponto fixo de T e temos a existência do ponto
fixo. Analisemos o caso em que dpx0, x1q ‰ 0. Como 0 ă α ă 1, então
lim
mÑ8
αm
1´ αdpx0, x1q “ 0.
Logo, dado ε ą 0, existe m0 P N tal que
αm
1´ αdpx0, x1q ă ε. (1.12)
De (1.11) e (1.12), segue que
dpxm, xnq ă ε para n ą m ą m0.
Portanto, pxnq é sequência de Cauchy. Como X é completo segue que xm Ñ x para algum
x P X.
Mostremos que x é ponto fixo da aplicação T . Da desigualdade triangular e
(1.8), temos que
dpx, Txq ď dpx, xmq ` dpxm, Txq
ď dpx, xmq ` αdpxm´1, xq @m P N.
Como xm Ñ x, dado δ ą 0, existe m1 P N tal que
dpx, xmq ` αdpxm, xq ă δ.
Logo, dpx, Txq ă δ, @δ ą 0. Assim, dpx, Txq “ 0 e consequentemente Tx “ x. Isto mostra
que x é um ponto fixo de T.
Para mostrar a unicidade do ponto fixo, suponhamos que exista x˜ P X tal que
T x˜ “ x˜ e note que, por (1.8),
dpx, x˜q “ dpTx, T x˜q ď αdpx, x˜q.
Logo, dpx, x˜q “ 0, pois α ă 1. Assim, x “ x˜.

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2 Espaços de Modulação
Neste capítulo vamos mostrar algumas propriedades de espaços de modulação
e do espaço de funções ls,σ˝ pLrpp0, T q;LqpRnqqq, e as estimativas para o semigrupo do
calor et4 nesses espaços. Por simplicidade, colocamos ls,σLrTLq :“ ls,σ˝ pLrpp0, T q;LqpRnqqq
e ‖ ¨ ‖Msq,σ :“‖ ¨ ‖Msq,σpRnq nas seções a seguir. A constante C denota uma constante
estritamente positiva que pode mudar de linha para linha ou mesmo em cada linha.
2.1 Definição e propriedades dos espaços M sq,σ , ls,σLrTLq
Definição 2.1. Seja ϕ P C80 pRnq tal que
suppϕ Ă tξ P Rn; |ξ| ď ?nu ,
ÿ
kPZn
ϕpξ ´ kq “ 1 , @ξ P Rn.
Seja tϕkukPZn Ă C80 pRnq uma partição da unidade por
ϕkpξq “ ϕpξ ´ kq, (2.1)
e o operador
k “ F´1ϕkF . (2.2)
Para 1 ď q, σ ď 8 e ´8 ă s ă 8, definimos o Espaço de Modulação, M sq,σpRnq, como
M sq,σpRnq “ tf P S 1pRnq; ‖ f ‖Msq,σpRnqă 8u,
onde
‖ f ‖Msq,σpRnq“
$’’’&’’’%
˜ÿ
kPZn
xkysσ ‖ kf ‖σq
¸ 1
σ
, 1 ď σ ă 8
sup
kPZn
xkys ‖ kf ‖q , σ “ 8,
com o símbolo xky representando o peso p1` |k|2q 12 .
Observação 2.1. (i) Em espaços de modulação, vale a seguinte desigualdade
‖ kf ‖p1ď‖ kf ‖p2 , k P Zn , 0 ă p1 ď p2 ď 8.
(ii) Seja χ a função característica do conjunto tk P Zn; |k| ď 3?nu e denotemos
χpkq “ χk. Nos resultados desse capítulo sempre que utilizarmos χk estaremos nos referindo
a função assim definida.
A proposição a seguir nos dá algumas inclusões entre espaços de modulação
que serão de grande utilidade na demonstração dos resultados principais dessa dissertação.
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Proposição 2.1. Seja 1 ď q, q1, q2, σ, σ1, σ2 ď 8. Então, temos as seguintes inclusões
contínuas:
(i) Se 1
q
` 1
q1
“ 1, então
M0q,mintq,q1upRnq ãÑ LqpRnq.
(ii) Se q1 ď q2 , σ1 ď σ2 e s1 ě s2, então
M s1q1,σ1pRnq ãÑM s2q2,σ2pRnq.
(iii) Se σ1 ě σ2 e s1 ´ s2 ą np 1
σ2
´ 1
σ1
q, então
M s1q,σ1pRnq ãÑM s2q,σ2pRnq.
Demonstração: Demonstração de (i) Seja f PM0q,mintq,q1u. Temos que
Ff “
ÿ
kPZn
ϕkFf
“
ÿ
kPZn
Fp kfq
“ F
˜ÿ
kPZn
kf
¸
.
Logo
f “
ÿ
kPZn
kf ,
e então
‖ f ‖qď
ÿ
kPZn
‖ kf ‖q .
Agora, segue do Lema 1.2 que, para cada k fixo
‖ kf ‖q ď C
ÿ
lPZn
‖ kp k`lfq ‖q χk´l
ď C
ÿ
lPZn
‖ k`lf ‖q χk´l.
Tomando a somatória em k P Zn, obtemos
ÿ
kPZn
‖ kf ‖qď C
ÿ
kPZn
˜ÿ
lPZn
‖ k`lf ‖q χk´l
¸
.
Aplicando a desigualdade de Holder na última equação, chegamos a
ÿ
kPZn
‖ kf ‖q ď C
˜ÿ
lPZn
‖ lf ‖qq
¸ 1
q
˜ÿ
kPZn
χk
¸ 1
q1
ď C ‖ f ‖M0
q,mintq,q1u
,
Capítulo 2. Espaços de Modulação 33
pois, lmintq,q1u Ă lq e χk “ 0 para todo |k| ą 3?n. Assim,
‖ f ‖q ď
ÿ
kPZn
‖ kf ‖q
ď C ‖ f ‖M0
q,mintq,q1u
.
Portanto, M0q,mintq,q1upRnq ãÑ LqpRnq.
Demonstração de (ii) Considere o conjunto
Λ “ tl P Zn;Bpl,?nq XBpk,?nq ‰ Hu. (2.3)
Temos que
‖ kf ‖q2ď
ÿ
lPΛ
‖ F´1ϕkFp k`lfq ‖q2 .
Tome Ω “
ď
lPΛ
Bpl,?nq. Aplicando os Lemas 1.1 e 1.2, obtemos
‖ kf ‖q2 ď C
ÿ
lPΛ
‖ F´1ϕkFp k`lfq ‖q1
ď C
ÿ
lPΛ
‖ k`lf ‖q1 .
Logo, como s1 ě s2, podemos estimar
xkys2 ‖ kf ‖q2ď xkys1
ÿ
lPΛ
‖ k`lf ‖q1 ,
e então
‖ xkys2 ‖ kf ‖q2‖lσ2ď‖ xkys1
ÿ
lPΛ
‖ k`lf ‖q1‖lσ2 .
Desde que lσ1 Ă lσ2 , para σ1 ď σ2,
‖ xkys2 ‖ kf ‖q2‖lσ2ď C ‖ xkys1
ÿ
lPΛ
‖ k`lf ‖q1‖lσ1 .
Ou seja,
‖ f ‖Ms2q2,σ2ď C ‖ f ‖Ms1q1,σ1 .
Demonstração de (iii) Pela desigualdade de Holder, temos que
‖ f ‖Ms2q,σ2 “
˜ÿ
kPZn
xkys2σ2 ‖ kf ‖σ2q
¸ 1
σ2
“
˜ÿ
kPZn
pxkys1 ‖ kf ‖q xkys2´s1qσ2
¸ 1
σ2
ď
˜ÿ
kPZn
xkys1σ1 ‖ kf ‖σ1q
¸ 1
σ1
˜ÿ
kPZn
xky ps2´s1qσ1σ2σ1´σ2
¸σ1´σ2
σ1σ2
“ ‖ f ‖Ms1q,σ1
˜ÿ
kPZn
xky ps2´s1qσ1σ2σ1´σ2
¸σ1´σ2
σ1σ2
.
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Agora, observe que ÿ
kPZn
xky ps2´s1qσ1σ2σ1´σ2 À
8ÿ
i“0
xiyn´1` ps2´s1qσ1σ2σ1´σ2 ,
e a série do lado direito é convergente para s1 ´ s2 ą np 1
σ2
´ 1
σ1
q. Assim,
‖ f ‖Ms2q,σ2ď C ‖ f ‖Ms1q,σ1 .

Definição 2.2. Sejam s P R, 1 ď σ, r, q ď 8 e 0 ă T ď 8. Definimos o espaço de funções
ls,σ˝ pLrpp0, T q;LqpRnqqq como
ls,σ˝ pLrpp0, T q;LqpRnqqq “ tf P S 1pRˆ Rnq; ‖ f ‖ls,σ˝ pLrpp0,T q;LqpRnqqqă 8u ,
onde
‖ f ‖ls,σ˝ pLrpp0,T q;LqpRnqqq“
$’’’&’’’%
˜ÿ
kPZn
xkysσ ‖ kf ‖σLrpp0,T q;LqpRnqq
¸ 1
σ
, 1 ď σ ă 8
sup
kPZn
xkys ‖ kf ‖Lrpp0,T q;LqpRnqq , σ “ 8,
onde o operador k é definido por (2.2).
Observação 2.2. Inclusões contínuas como as apresentadas nos ítens (ii) e (iii) da
Proposição 2.1 também valem para os espaços ls,σ˝ pLrpp0, T q;LqpRnqqq. Isto é, sejam 1 ď
r ď 8, T ą 0 e sj, qj e σj pj “ 1, 2, 3q satisfazendo as mesmas condições da Proposição
2.1, segue que
ls1,σ1Lr1T L
q1 ãÑ ls2,σ2Lr2T Lq2.
O resultado a seguir nos mostra o comportamento do produto de funções nos
espaços ls,σ˝ pLrpp0, T q;LqpRnqqq.
Proposição 2.2. Seja 0 ă T ď 8 e considere s ě 0, 1 ď q, r, σ, qj, rj, σj ď 8 pj “
1, 2, 3, 4q satisfazendo
1
q
“ 1
q1
` 1
q2
“ 1
q3
` 1
q4
, 1
r
“ 1
r1
` 1
r2
“ 1
r3
` 1
r4
, 1
σ
“ 1
σ1
` 1
σ2
´ 1 “ 1
σ3
` 1
σ4
´ 1.
Então existe C ą 0, tal que, para cada f P ls,σ1Lr1T Lq1 X l0,σ3Lr3T Lq3 e g P l0,σ2Lr2T Lq2 X
ls,σ4Lr4T L
q4, temos que
‖ fg ‖ls,σLrTLqď C ‖ f ‖ls,σ1Lr1T Lq1‖ g ‖l0,σ2Lr2T Lq2 `C ‖ f ‖l0,σ3Lr3T Lq3‖ g ‖ls,σ4Lr4T Lq4 (2.4)
Demonstração: Utilizando a partição da unidade definida em (2.1), obtemos
kfg “
ÿ
j,lPZn
kp jfqp lgqχk´j´l.
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Assim,
‖ fg ‖ls,σLrTLq ď C
˜ÿ
kPZn
˜ ÿ
j,lPZn
p1` |k|qs ‖ jf lg ‖LrTLq χk´j´l
¸σ¸ 1σ
ď C
˜ÿ
kPZn
˜ ÿ
j,lPZn
p1` |k ´ j ´ l|qs ‖ jf lg ‖LrTLq χk´j´l
¸σ¸ 1σ
` C
˜ÿ
kPZn
˜ ÿ
j,lPZn
|j|s ‖ jf lg ‖LrTLq χk´j´l
¸σ¸ 1σ
` C
˜ÿ
kPZn
˜ ÿ
j,lPZn
|l|s ‖ jf lg ‖LrTLq χk´j´l
¸σ¸ 1σ
:“ CpI ` II ` IIIq.
Agora, vamos mostrar que
I ď C ‖ f ‖ls,σ1Lr1T Lq1‖ g ‖l0,σ2Lr2T Lq2
II ď C ‖ f ‖ls,σ1Lr1T Lq1‖ g ‖l0,σ2Lr2T Lq2
III ď C ‖ f ‖l0,σ3Lr3T Lq3‖ g ‖ls,σ4Lr4T Lq4
Passo 1: Provemos a estimativa I. Aplicando a desigualdade de Holder para os
índices r, r1, r2 e q, q1, q2 obtemos:
I ď C
˜ÿ
kPZn
˜ ÿ
j,lPZn
p1` |k ´ j ´ l|qs ‖ jf lg ‖LrTLq χk´j´l
¸σ¸ 1σ
ď C
˜ÿ
kPZn
˜ ÿ
µPZn
‖ k´µf ‖Lr1T Lq1
ÿ
lPZn
p1` |µ´ l|qs ‖ lg ‖Lr2T Lq2 χµ´l
¸σ¸ 1σ
.(2.5)
Agora, aplicando a desigualdade de Young (veja p. 7) duas vezes para os índices σ, σ1, σ2 e
para σ2, 1, e utilizando a Proposição 2.1, podemos estimar o lado direito de (2.5) por
C
˜ ÿ
µPZn
‖ µf ‖σ1Lr1T Lq1
¸ 1
σ1
˜ ÿ
µPZn
«˜ÿ
lPZn
‖ lg ‖Lr2T Lq2
¸
pp1` |µ´ l|qsχµ´lq
ffσ2¸ 1σ2
ď C ‖ f ‖l0,σ1Lr1T Lq1‖ g ‖l0,σ2Lr2T Lq2
˜ÿ
kPZn
p1` |k|qsχk
¸
ď C ‖ f ‖ls,σ1Lr1T Lq1‖ g ‖l0,σ2Lr2T Lq2 .
Passo 2: Provemos a estimativa II. Aplicando Holder como no passo 1, obtemos
II ď C
˜ÿ
kPZn
˜ ÿ
µPZn
p1` |k ´ µ|qs ‖ k´µf ‖Lr1T Lq1
ÿ
lPZn
‖ lg ‖Lr2T Lq2 χµ´l
¸σ¸ 1σ
. (2.6)
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Novamente, aplicando a desigualdade de Young duas vezes, estimamos o termo a direita
na desigualdade (2.6) por
C
˜ ÿ
µPZn
p1` |µ|qs ‖ µf ‖σ1Lr1T Lq1
¸ 1
σ1
˜ÿ
lPZn
‖ lg ‖σ2Lr2T Lq2
¸ 1
σ2
˜ÿ
kPZn
χk
¸
ď C ‖ f ‖ls,σ1Lr1T Lq1‖ g ‖l0,σ2Lr2T Lq2 .
Passo 3: Finalmente, mostremos a estimativa de III. Aplicando Holder para
r, r3, r4 e q, q3, q4, obtemos
III ď C
˜ÿ
kPZn
˜ ÿ
µPZn
‖ k´µf ‖Lr3T Lq3
ÿ
lPZn
p1` |l|qs ‖ lg ‖Lr4T Lq4 χµ´l
¸σ¸ 1σ
.
Agora, novamente aplicando a desigualdade de Young duas vezes para os índices σ, σ3, σ4
e σ4, 1, leva-nos a
C
˜ ÿ
µPZn
‖ µf ‖σ3Lr3T Lq3
¸ 1
σ3
˜ÿ
lPZn
p1` |l|qs ‖ lg ‖σ4Lr4T Lq4
¸ 1
σ4
˜ÿ
kPZn
χk
¸
ď C ‖ f ‖l0,σ3Lr3T Lq3‖ g ‖ls,σ4Lr4T Lq4 .
Unindo as estimativas provadas nos passos 1 a 3, concluímos o resultado.

Observação 2.3. Em espaços de modulação, vale uma propriedade análoga a demonstrada
na proposição acima. Isto é, se q, qj, σ, σj satisfazem as condições da proposição, então
vale
‖ fg ‖Msq,σď C ‖ f ‖Msq1,σ1‖ g ‖M0q2,σ2 `C ‖ f ‖M0q3,σ3‖ g ‖Msq4,σ1 . (2.7)
O lema a seguir contém uma estimativa para convolução em espaços de Lebesgue,
que nos será útil para verificar o comportamento do produto de funções nos espaços de
modulação com índice de derivação negativo.
Lema 2.1. Sejam 1 ă σ, σ1, σ2 ă 8, 0 ď α ă n
σ
e 0 ď β ă np1` 1
σ
´ 1
σ2
q´α satisfazendo
1
σ
´ pα ` βq
n
“ 1
σ1
` 1
σ2
´ 1 e σ ě σ1.
Então, existe C ą 0 tal que, para toda f P Lσ1pRnq e g P Lσ2pRnq, temos que
‖ |x|´αpp| ¨ |´βfq ‹ gq ‖LσpRnqď C ‖ f ‖Lσ1pRnq‖ g ‖Lσ2 pRnq .
Observação 2.4. (i) A demonstração do Lema 2.1 será feita no apêndice A dessa disser-
tação.
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(ii) Um resultado similar ao Lema 2.1 pode ser provado para espaços de
sequência de maneira análoga ao provado para espaços de Lebesgue. Ou seja, para toda
takukPZn P lσ1pZnq e tbkukPZn P lσ2pZnq, temos queˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
#
xky´α
ÿ
mPZn
ak´m
xk ´myβ bm
+
kPZn
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
lσpZnq
ď C ‖ takukPZn ‖lσ1 pZnq‖ tbkukPZn ‖lσ2 pZnq . (2.8)
onde σ, σ1, σ2, α, β são os mesmos do Lema 2.1. Podemos obter a mesma estimativa com a
condição σ ě σ2 ao ínves de σ ě σ1.
Agora vamos introduzir uma proposição que é necessária para os caso críticos
dos teoremas que serão provados no capítulo 3.
Proposição 2.3. Seja 0 ă T ď 8 e considere 1 ď q, q1, q2, r, r1, r2 ď 8, 1 ă σ, σ1, σ2 ă 8
e 0 ă s ă n
σ
.
(i) Se
1
q
“ 1
q1
` 1
q2
, 1
r
“ 1
r1
` 1
r2
, σ ě σ1 e 1
σ
´ s
n
“ 1
σ1
` 1
σ2
´ 1, (2.9)
então, existe C ą 0 tal que para toda u PM0q1,σ1pRnq e v PM0q2,σ2pRnq, temos que
‖ uv ‖M´sq,σď C ‖ u ‖M0q1,σ1‖ v ‖M0q2,σ2 . (2.10)
Temos também, para toda u P l0,σ1Lr1T Lq1 e v P l0,σ2Lr2T Lq2, que
‖ uv ‖l´s,σLrTLqď C ‖ u ‖l0,σ1Lr1T Lq1‖ v ‖l0,σ2Lr2T Lq2 . (2.11)
(ii) Se além das condições de (i), assumirmos também σ ě σ2, então existe
C ą 0, tal que
‖ uv ‖Msq,σď C ‖ u ‖Msq1,σ1‖ v ‖Msq2,σ2 , @u PM sq1,σ1 e v PM sq2,σ2. (2.12)
Para toda u P ls,σ1Lr1T Lq1 e v P ls,σ2Lr2T Lq2, temos também
‖ uv ‖ls,σLrTLqď C ‖ u ‖ls,σ1Lr1T Lq1‖ v ‖ls,σ2Lr2T Lq2 . (2.13)
Demonstração: Demonstração de (i) Podemos escrever
uv “
ÿ
i,jPZn
iu jv.
Note ainda que Fp iu jvq “ pϕiFu‹ϕjFvq e supppϕiFu‹ϕjFvq Ă tξ{|ξ´ i´ j| ď 2?nu.
Assim,
‖ kuv ‖q“‖
ÿ
i,jPZn
kp iu jvq ‖qď
ÿ
i,jPZn
‖ F´1ϕkpϕiFu ‹ ϕjFvq ‖q χk´i´j.
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Aplicando o lema 1.2, existe C ą 0, tal que
‖ F´1ϕkpϕiFu ‹ ϕjFvq ‖qď Cpsup
lPZn
‖ ϕl ‖Hsq ‖ iu jv ‖qď C ‖ iu jv ‖q .
Logo,
‖ kuv ‖qď
ÿ
i,jPZn
‖ iu jv ‖q χk´j´i ď
ÿ
iPZn
‖ iu ‖q1
ÿ
|j|ď3?n
‖ k´i´jv ‖q2 .
Assim,
‖ uv ‖M´sqσ ď
¨˝ ÿ
kPZn
¨˝
xky´s
ÿ
k1PZn
‖ k1u ‖q1
ÿ
|k2|ď3?n
‖ k´k1´k2v ‖q2‚˛
σ‚˛1σ . (2.14)
Agora, considere
α “ s , β “ 0 , ak “‖ ku ‖q1 , bk “‖ k´k2v ‖q2 .
Aplicando (2.8), para m “ k ´ k1, temos que¨˝ ÿ
kPZn
¨˝
xky´s
ÿ
k1PZn
‖ k1u ‖q1
ÿ
|k2|ď3?n
‖ k´k1´k2v ‖q2‚˛
σ‚˛1σ
ď C
˜ ÿ
k1PZn
‖ k1u ‖σ1q1
¸ 1
σ1
¨˝ ÿ
kPZn
¨˝ ÿ
|k2|ď3?n
‖ k´k2v ‖q2‚˛
σ2‚˛ 1σ2
ď C ‖ u ‖M0q1,σ1‖ v ‖M0q2,σ2
Logo, por (2.14), obtemos
‖ uv ‖M´sqσ ď C ‖ u ‖M0q1,σ1‖ v ‖M0q2,σ2 .
Para provar (2.11), de maneira análoga ao feito acima, chegamos na desigualdade
‖ uv ‖l´s,σLrTLqď
¨˝ ÿ
kPZn
¨˝
xky´s
ÿ
k1PZn
‖ k1u ‖Lr1T Lq1
ÿ
|k2|ď3?n
‖ k´k1´k2v ‖Lr2T Lq2‚˛
σ‚˛1σ .
Daí tomamos
α “ s , β “ 0 , ak “‖ k1u ‖Lr1T Lq1 , bk “
ÿ
|k2|ď3?n
‖ k´k1´k2v ‖Lr2T Lq2 ,
e aplicamos novamente (2.8) para obter a desigualdade desejada.
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Demonstração de (ii) Provaremos (2.12), desde que (2.13) segue de maneira
análoga. Temos que
‖ uv ‖Msq,σ ď C
¨˝ ÿ
kPZn
¨˝
xkys
ÿ
k1PZn
‖ k1u ‖q1
ÿ
|k2|ď3?n
‖ k´k1´k2v ‖q2‚˛
σ‚˛1σ
ď C
¨˝ ÿ
kPZn
¨˝ ÿ
k1PZn
xk1ys ‖ k1u ‖q1
ÿ
|k2|ď3?n
‖ k´k1´k2v ‖q2‚˛
σ‚˛1σ
` C
¨˝ ÿ
kPZn
¨˝ ÿ
k1PZn
‖ k1u ‖q1
ÿ
|k2|ď3?n
xk ´ k1 ´ k2ys ‖ k´k1´k2v ‖q2‚˛
σ‚˛1σ
:“ CpI ` IIq, (2.15)
pois xkys ď Cxk1ys ` xk ´ k1 ´ k2ys. Tomando,
α “ 0 , β “ s , ak “ xkys ‖ k´k2v ‖q2 , bk “ xkys ‖ ku ‖q1 ,
e aplicando (2.8), como σ ě σ1 e σ ě σ2, podemos estimar
I “
¨˝ ÿ
kPZn
¨˝ ÿ
k1PZn
xk1ys ‖ k1u ‖q1
ÿ
|k2|ď3?n
xk ´ k1 ´ k2ys
xk ´ k1 ´ k2ys ‖ k´k1´k2v ‖q2
‚˛σ‚˛1σ
ď C
˜ ÿ
k1PZn
xk1ysσ1 ‖ k1u ‖σ1q1
¸ 1
σ1
¨˝ ÿ
kPZn
xkysσ2p
¨˝ ÿ
|k2|ď3?n
‖ k´k2v ‖q2‚˛
σ2‚˛ 1σ2
ď C ‖ u ‖Msq1,σ1‖ v ‖Msq2,σ2 .
Da mesma maneira, obtemos a estimativa
II “
¨˝ ÿ
kPZn
¨˝ ÿ
k1PZn
xk1ys
xk1ys ‖ k1u ‖q1
ÿ
|k2|ď3?n
xk ´ k1 ´ k2ys ‖ k´k1´k2v ‖q2‚˛
σ‚˛1σ
ď C
˜ ÿ
k1PZn
xk1ysσ1 ‖ k1u ‖σ1q1
¸ 1
σ1
¨˝ ÿ
kPZn
xkysσ2p
¨˝ ÿ
|k2|ď3?n
‖ k´k2v ‖q2‚˛
σ2‚˛ 1σ2
ď C ‖ u ‖Msq1,σ1‖ v ‖Msq2,σ2 .
Substituindo as estimativas acima em (2.15), obtemos o resultado.

Corolário 2.1. (i) Seja 0 ă T ď 8 e considere 1 ď q, r ď 8, p P N, 1 ď ν, σ ă 8 e
0 ď α ă n
ν
, satisfazendo
1
ν
´ α
n
ď p
σ
´ pp´ 1q , 1 ď σ ď ν.
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Então, existe C ą 0 tal que, para toda u PM0pq,σpRnq, temos que
‖ up ‖M´αq,νď C ‖ u ‖pM0pq,σ . (2.16)
Para toda u P l0,σLprT Lpq, temos também que
‖ up ‖l´α,νLrTLqď C ‖ u ‖pl0,σLprT Lpq . (2.17)
(ii) Sejam q, r, p, ν, α, T da mesma forma que em (i), e 1 ď µ ă 8 satisfazendo
1
ν
´ pp´ 1qα
n
ď p
µ
´ pp´ 1q e 1 ď µ ď ν.
Então, existe C ą 0 tal que, para toda u PMαpq,µpRnq, vale a estimativa
‖ up ‖Mαq,νď C ‖ u ‖pMαpq,µ . (2.18)
Temos também que
‖ up ‖lα,νLrTLqď C ‖ u ‖plα,µLprT Lpq , @u P l
α,µLprT L
pq. (2.19)
2.2 Propriedades do operador et4
Nesta seção vamos provar algumas estimativas do operador et4 nos espaços
M sq,σ e ls,σLrTLq. Primeiramente, vamos definir formalmente o operador et4.
Definição 2.3. Seja G : Rn ÝÑ R dada por
Gpxq “ 1
4pi n2
e
´|x|2
4 .
Agora, para cada ε ą 0 considere a função Gεpxq “ ε´nGpx
ε
q. Definimos o operador et4
por
et4pfq “ G?t ‹ f , @f P S 1.
Observação 2.5. (i) Podemos representar o operador et4 como F´1e´t|ξ|2F .
(ii) O operador et4 comuta com o operador k. De fato, seja f P S 1. Segue que
Fpet4 kfq “ e´t|ξ|2Fp kfq
“ e´t|ξ|2ϕkFf
“ ϕke´t|ξ|2Ff
“ ϕkFpet4fq
“ Fp ket4fq.
Portanto, et4 k “ ket4.
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(iii) Seja 1 ď r ď p ď 8. Então:
‖ ∇ket4f ‖pď t´k2 ´n2 p 1r´ 1p q ‖ f ‖r , @f P Lr.
A demonstração desse resultado pode ser encontrada em [26], p. 35. Note que, se k “ 0 e
r “ p obtemos a limitação do operador et4 nos espaços de Lebesgue.
O lema a seguir nos dá uma estimativa para o operador ket4 nos espaços de
Lesbesgue Lp que será utilizada para mostrar várias estimativas de et4 nos espaços de
modulação e nos espaços ls,σLrTLq.
Lema 2.2. Seja 1 ď q ď 8 e f P S 1pRnq satisfazendo
‖ kf ‖qă 8 , @k P Zn.
Então, existem C, c ą 0 dependendo somente de n, tais que, para todo k P Zn com
|k| ě 3?n e r ď q, temos a estimativa
‖ ket4f ‖qď Ce´ct|k|2 ‖ kf ‖r .
Demonstração: Seja ψ0 P C80 pRnq tal que$’&’%
0 ď ψ0 ď 1, @ξ P Rn
ψ0 “ 1, para |ξ| ď ?n
ψ0 “ 0, para |ξ| ě 2?n,
e defina
ψkpξq “ ψ0pξ ´ kq , @ξ P Rn e k P Zn.
Então, ϕk “ ψkϕk e assim obtemos
e´t|ξ|
2FpF´1ϕkFfq “ e´t|ξ|2FpF´1ψkϕkFfq “ pe´t|ξ|2ψkqpϕkFfq.
Aplicando F´1 em ambos os lados da equação acima, segue que
et4p kfq “ pF´1e´t|ξ|2ψkq ‹ p kfq,
e então
ke
t4f “ pF´1e´t|ξ|2ψkq ‹ p kfq.
Pelo Lema 1.2, para s ą n2 , temos que
‖ ket4f ‖qď C ‖ ψke´t|ξ|2 ‖Hs‖ kf ‖r . (2.20)
Como o suporte de ψk está próximo a k P Zn e distante da origem, existem C, c ą 0 tais
que
‖ ψke´t|ξ|2 ‖Hsď Ce´ct|k|2 ,
o que, junto com (2.20) nos dá a estimativa desejada.
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As próximas proposições nos darão estimativas do operador et4 nos espaços de
modulação e nos espaços ls,σLrTLq, as quais serão cruciáis na demonstração dos teoremas
principais que serão provados no capítulo 3.
Proposição 2.4. Sejam 1 ď q, r, σ, ν ď 8 e s, s P R.
(i) Se q ě r, existe uma constante C ą 0 tal que
‖ et4f ‖Msq,σď Cp1` tq´
n
2 p 1r´ 1q q ‖ f ‖Msr,σ , @f PM sr,σ. (2.21)
(ii) Se σ ď ν, existe uma constante C ą 0 tal que
‖ et4f ‖M0q,σď Cp1` t´
n
2 p 1σ´ 1ν qq ‖ f ‖M0q,ν , @f PM0q,ν. (2.22)
(iii) Se s ď s, existe uma constante C ą 0 tal que
‖ et4f ‖Msq,σď Cp1` t´
s´s
2 q ‖ f ‖Msq,σ , @f PM sq,σ. (2.23)
Demonstração:
Demonstração de (i) Primeiramente, note que o operador et4 é um operador
limitado de LrpRnq em LqpRnq. Mais ainda, vale a seguinte estimativa
‖ ket4f ‖qď Ct´n2 p 1r´ 1q q ‖ f ‖r , @k P Zn. (2.24)
Vamos analisar duas situações. Se |k| ď 3?n, pela limitação do operador et4 nos espaços
de Lebesque (ver Observação 2.5), temos que
‖ ket4f ‖q“‖ et4 kf ‖qď C ‖ kf ‖q .
Agora se |k| ą 3?n, da estimativa (2.24), obtemos
‖ ket4f ‖qď Ct´n2 p 1r´ 1q q ‖ f ‖r .
Assim,
‖ et4f ‖σMsq,σ “
ÿ
kPZn
xkysσ ‖ ket4f ‖σq
“
ÿ
|k|ď3?n
xkysσ ‖ ket4f ‖σq `
ÿ
|k|ą3?n
xkysσ ‖ ket4f ‖σq
ď C
ÿ
|k|ď3?n
xkysσ ‖ kf ‖σr `Ct´
n
2 p 1r´ 1q q
ÿ
|k|ą3?n
xkysσ ‖ kf ‖σr
ď Cp1` tq´n2 p 1r´ 1q q ‖ f ‖σMsr,σ .
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Demonstração de (ii) Note que
‖ et4f ‖σM0q,σ “
ÿ
|k|ď3?n
‖ ket4f ‖σq `
ÿ
|k|ą3?n
‖ ket4f ‖σq
:“ I ` II. (2.25)
Vamos provar as seguintes estimativas
I ď C ‖ f ‖σM0q,nu
II ď C
ˆ
1
t
˙n
2 p 1ν´ 1σ qσ
‖ f ‖σM0q,ν
Primeiramente, tome ν satisfazendo
1
σ
“ 1
ν
` 1
ν
´ 1.
Passo 1: Neste passo, mostramos a estimativa para I. Pela limitação de et4 nos espaços de
Lebesgue e aplicando a desigualdade de Young, obtemos
I ď C
ÿ
|k|ď3?n
‖ kf ‖σq
ď C
¨˝ ÿ
|k|ď3?n
xkysσ ‖ kf ‖νq‚˛
σ
ν
¨˝ ÿ
|k|ď3?n
1‚˛
σ
ν
ď C ‖ f ‖σM0q,ν .
Passo 2: Mostremos agora a estimativa de II. Aplicando o Lema 2.2 e a
desigualdade de Young, podemos estimar
II ď C
ÿ
|k|ą3?n
pe´ct|k|2 ‖ kf ‖qqσ
ď C
¨˝ ÿ
|k|ą3?n
‖ kf ‖νq‚˛
σ
ν
¨˝ ÿ
|k|ą3?n
e´ctν|k|
2‚˛σν
ď C ‖ f ‖σM0q,ν
¨˝ ÿ
|k|ą3?n
e´ctν|k|
2‚˛σν . (2.26)
Agora, note que existe C ą 0 tal que¨˝ ÿ
|k|ď3?n
e´ctν|k|
2‚˛σν ă C ˆ1
t
˙n
2 p 1σ´ 1ν qσ
.
Daí, substituindo a desigualdade acima em (2.26), obtemos
II ď C
ˆ
1
t
˙n
2 p 1σ´ 1ν qσ
‖ f ‖σM0q,ν .
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Finalmente, substituindo as estimativas para I e II em (2.25), obtemos a
estimativa desejada.
Demonstração de (iii) Por simplicidade, vamos considerar s “ 0 e s ď 0. Os
outros casos seguem da Proposição 2.1.
Na parte de frequência baixa da norma, ou seja, |k| ď 3?n, usando a limitação
de et4 em LqpRnq (ver Observação 2.5), segue queÿ
|k|ď3?n
‖ ket4f ‖σq “
ÿ
|k|ď3?n
‖ et4 kf ‖σq
ď C
ÿ
|k|ď3?n
‖ kf ‖σq . (2.27)
Mas,
|k| ď 3?nñ 1` |k|2 ď 1` 9nñ xky ď ?1` 9nñ Cxkysσ ě 1,
para algum C ą 0. Logo,
Cxkysσ ‖ kf ‖σqě‖ kf ‖σq .
Substituindo em (2.27), obtemosÿ
|k|ď3?n
‖ ket4f ‖σq ď C
ÿ
|k|ď3?n
xkysσ ‖ kf ‖σq
ď C ‖ f ‖σMsq,σ .
Na parte de alta frequência da norma, isto é, |k| ě 3?n, como s ď 0 então
p1` |k|q|s|xkys ě 1.
e daí, aplicando o Lema 2.2, obtemos
‖ ket4f ‖q ď Ce´ct|k|2 ‖ kf ‖q
ď Cp1` |k|q|s|e´ct|k|2xkys ‖ kf ‖q
ď Ct´|s|2 xkys ‖ kf ‖q .
Então, somando em k, chegamos aÿ
|k|ą3?n
‖ ket4f ‖σq ď Ct
´|s|
2 σ
ÿ
|k|ą3?n
xkysσ ‖ kf ‖σq
ď Ct´|s|2 σ ‖ f ‖σMsq,σ .
Assim, ÿ
kPZn
‖ ket4f ‖σqď Cp1` t
´|s|
2 qσ
ÿ
kPZn
xkysσ ‖ kf ‖σq ,
e então
‖ et4f ‖M0q,σď Cp1` t
´|s|
2 q ‖ f ‖Msq,σ .
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Proposição 2.5. Sejam 1 ď q ď 8, 1 ď ν, σ ă 8 e s P R. Se ν ă σ, então
lim
TŒ0 suptPp0,T q
t
n
2 p 1ν´ 1σ q ‖ et4f ‖Msq,ν“ 0 , @f PM sq,σpRnq.
Demonstração: Seja f PM sq,σ. Vamos dividir a demonstração em dois passos.
Passo 1: Primeiramente, vamos introduzir uma aproximação para a função f.
Dado R ą 0, definimos fR por
fR “
ÿ
|k|ďR
kf .
Agora, observe que
‖ lpf ´ fRq ‖σq “ ‖ l
ÿ
|k| ąR
kf ‖σq
ď C
ÿ
|l`k|ąR,kPΛ
‖ l`kf ‖σq ,
e então
xlysσ ‖ lpf ´ fRq ‖σqď Cxlysσ
ÿ
|l`k|ąR,kPΛ
‖ l`kf ‖σq ,
onde Λ é o conjunto definido em (2.3). Assim,
‖ f ´ fR ‖Msq,σď C
˜ ÿ
|µ|ąR,kPΛ
xµ´ kysσ ‖ µf ‖σq
¸ 1
σ
. (2.28)
Como f PM sq,σ e σ ă 8, dado ε ą 0 existe R ą 0 tal que˜ ÿ
|l|ąR
xlysσ ‖ lf ‖σq
¸ 1
σ
ă ε.
Então, de (2.28), obtemos
‖ f ´ fR ‖Msq,σă ε.
Passo 2: Neste passo, obteremos o resultado desejado a partir da aproximação
obtida no Passo 1. Seja ε ą 0 arbitrário. Pelo Passo 1, sabemos que existe R ą 0 tal que
‖ f ´ fR ‖Msq,σă ε
Assim, aplicando a desigualdade triângular, (2.22) e a limitação do operador et4 nos
espaços de Lebesgue, obtemos
t
n
2 p 1ν´ 1σ q ‖ et4f ‖Msq,ν ď t
n
2 p 1ν´ 1σ q ‖ et4pf ´ fRq ‖Msq,ν `t
n
2 p 1ν´ 1σ q ‖ et4fR ‖Msq,ν
ď Crtn2 p 1ν´ 1σ qp1` t´n2 p 1ν´ 1σ qq ‖ f ´ fR ‖Msq,σ `t
n
2 p 1ν´ 1σ q ‖ et4fR ‖Msq,ν s
ď Cp1` tn2 p 1ν´ 1σ qqε` Ctn2 p 1ν´ 1σ q ‖ fR ‖Msq,ν .
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Como FfR tem suporte na bola de centro na origem e raio R`?n, então fR PM sq,ρ para
todo 1 ď ρ ă 8, e então ‖ fR ‖Msq,νă 8.
Agora, substituindo a estimativa obtida acima no limite que desejamos calcular,
segue que
lim
TŒ0 suptPp0,T q
t
n
2 p 1ν´ 1σ q ‖ et4f ‖Msq,ν ď limTŒ0 suptPp0,T qCp1` t
n
2 p 1ν´ 1σ qqε` Ctn2 p 1ν´ 1σ q ‖ fR ‖Msq,ν
“ Cε.
Como ε é arbitrário, concluímos o resultado.

Proposição 2.6. Sejam 1 ď q ď 8, 1 ď σ ă 8 e 0 ă α ď 1. Então
(i) ‖ et4f ‖
l0,σL
2
α
T L
q
ď Cp1` T α2 q ‖ f ‖M´αq,σ , @f PM´αq,σ .
(ii) lim
TŒ0 ‖ e
t4f ‖
l0,σL
2
α
T L
q
“ 0 , @f PM´αq,σ .
Demonstração:
Demonstração de (i) Vamos analisar separadamente as partes de alta e baixa
frequência da norma. Se |k| ď 3?n, segue da limitação do operador et4 que
‖ ket4f ‖
L
2
α
T L
q
“
ˆż T
0
‖ ket4f ‖
2
α
q
˙α
2
ď C ‖ kf ‖q T α2
ď Cxky´α ‖ kf ‖q T α2 . (2.29)
Se |k| ą 3?n, do lema 2.2, temos que
‖ ket4f ‖
L
2
α
T L
q
“
ˆż T
0
‖ ket4f ‖
2
α
q
˙α
2
ď
ˆż T
0
pe´ct|k|2 ‖ kf ‖qq 2α
˙α
2
ď C ‖ kf ‖q
ˆż T
0
pe´ct|k|2q 2α
˙α
2
“ C|k|2 ‖ kf ‖q .
Mas como α ă 2, então |k|´2 ď |k|´α. Assim
‖ ket4f ‖
L
2
α
T L
q
ď C|k|´α ‖ kf ‖q . (2.30)
De (2.29) e (2.30), obtemosÿ
kPZn
‖ ket4f ‖σ
L
2
α
T L
q
ď CT ασ2
ÿ
|k|ď3?n
xky´ασ ‖ kf ‖σq `
ÿ
|k|ą3?n
C|k|´ασ ‖ kf ‖σq
ď CT α2 ‖ f ‖σ
M´αq,σ `C ‖ f ‖σM´αq,σ ,
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e então
‖ et4f ‖
l0,σL
2
α
T L
q
ď Cp1` T α2 q ‖ f ‖M´αq,σ .
Demonstração de (ii) Considere a seguinte aproximação de f
fR “
ÿ
|k|ďR
kf com R ą 0.
Seja ε ą 0 arbitrário. Pelo o que foi feito no Passo 1 da Proposição 2.5, sabemos que existe
R ą supt1, 3?nu tal que
‖ f ´ fR ‖M´αq,σă ε.
Pela desigualdade triangular, temos que
‖ et4f ‖
l0,σL
2
α
T L
q
ď ‖ et4fR ‖
l0,σL
2
α
T L
q
` ‖ et4pf ´ fRq ‖
l0,σL
2
α
T L
q
:“ I ` II. (2.31)
Analisemos o termo I. Pela limitação de et4 nos espaços de Lebesgue (ver Observação 2.5),
segue que
‖ ket4fR ‖
L
2
α
T L
q
“
ˆż T
0
‖ ket4f ‖
2
α
q dt
˙α
2
ď CT α2 ‖ kf ‖q .
Então,
‖ et4fR ‖
l0,σL
2
α
T L
q
ď CT α2 ‖ fR ‖M0q,σ .
Agora, observe que
‖ fR ‖σM0q,σ ď
ÿ
|k|ďR
˜ÿ
lPΛ
‖ k`lfR ‖σq
¸
ď CRασ
ÿ
|k|ďR
xky´ασ
˜ÿ
lPΛ
‖ k`lfR ‖σq
¸
ď CRασ
ÿ
kPZn
xky´ασ ‖ kfR ‖σq ,
e então
‖ fR ‖M0q,σď CRα ‖ fR ‖M´αq,σ .
Assim,
‖ et4fR ‖
l0,σL
2
α
T L
q
ď CRαT α2 ‖ fR ‖M´αq,σ .
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A seguir, analisemos II. Como R ą 3?n, então segue do Lema 2.2 que
‖ ket4pf ´ fRq ‖
L
2
α
T L
q
“
ˆż T
0
‖ ket4pf ´ fRq ‖
2
α
q
˙α
2
ď
ˆż T
0
pe´ct|k|2 ‖ kpf ´ fRq ‖qq 2α
˙α
2
ď C ‖ kpf ´ fRq ‖q
ˆż T
0
pe´ct|k|2q 2α
˙α
2
“ C|k|2 ‖ kpf ´ fRq ‖q
ď C|k|´α ‖ kpf ´ fRq ‖q .
Tomando a norma em lσpZnq, temos que
‖ et4pf ´ fRq ‖
l0,σL
2
α
T L
q
ď C ‖ f ´ fR ‖M´αq,σ .
Assim, substituindo as estimativas de I e II em (2.31), chegamos a
‖ et4f ‖
l0,σL
2
α
T L
q
ď CRαT α2 ‖ fR ‖M´αq,σ `C ‖ f ´ fR ‖M´αq,σ .
Finalmente, tomando T0 ą 0, tal que
T
α
2Rα ‖ fR ‖M´αq,σď ε , @T ď T0,
obtemos
‖ et4f ‖
l0,σL
2
α
T L
q
ď 2Cε , @T ď T0.

A proposição a seguir nos fornece estimativas para o termo de Duhamel ligado
ao operador et4 nos espaços M sq,σ e lsσLrTLq.
Proposição 2.7. Sejam 0 ă T ď 8, s P R e 1 ď r, q, σ ď 8.
(i) Existe C ą 0 tal que, para toda f P ls,σL1TLq, temos
sup
tPp0,T q
ˇˇˇˇˇˇˇˇż t
0
ept´τq4fpτqdτ
ˇˇˇˇˇˇˇˇ
Msq,σ
ď C ‖ f ‖ls,σL1TLq .
(ii) Existe C ą 0 tal que, para toda f P ls´ 2r ,σL1TLq, temosˇˇˇˇˇˇˇˇż t
0
ept´τq4fpτqdτ
ˇˇˇˇˇˇˇˇ
ls,σLrTL
q
ď Cp1` T 1r q ‖ f ‖
ls´
2
r ,σL1TL
q
.
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Demonstração:
Demonstração de (i) Como k e et4 são comutativos e et4 é limitado em
espaços de Lebesgue, temos queˇˇˇˇˇˇˇˇ
k
ˆż t
0
ept´τq4fpτqdτ
˙ˇˇˇˇˇˇˇˇ
q
ď
ż t
0
‖ kept´τq4fpτq ‖q dτ
ď C
ż t
0
‖ kfpτq ‖q dτ
ď C
ż T
0
‖ kfpτq ‖q dτ
“ C ‖ kf ‖L1TLq .
Multiplicando ambos os lados da desigualdade acima por xkys e tomando a norma de
lσpZnq, chegamos aˇˇˇˇˇˇˇˇż t
0
ept´τq4fpτqdτ
ˇˇˇˇˇˇˇˇ
Msq,σ
ď C ‖ f ‖ls,σL1TLq , @t P p0, T q,
e então
sup
tPp0,T q
ˇˇˇˇˇˇˇˇż t
0
ept´τq4fpτqdτ
ˇˇˇˇˇˇˇˇ
Msq,σ
ď C ‖ f ‖ls,σL1TLq .
Demonstração de (ii) Vamos tratar as partes de baixa e alta frequência da
norma separadamente. Se |k| ď 3?n, pela limitação do operador et4, segue queˇˇˇˇˇˇˇˇ
k
ż t
0
ept´τq4fpτqdτ
ˇˇˇˇˇˇˇˇ
LrTL
q
ď
ż t
0
‖ kept´τq4fpτq ‖LrTLq dτ
“
ż t
0
ˆż T
0
‖ kept´τq4fpτq ‖rq dt
˙ 1
r
dτ
ď CT 1r
ż t
0
‖ kfpτq ‖q dτ
ď CT 1r
ż T
0
‖ kfpτq ‖q dτ
“ CT 1r ‖ kf ‖L1TLq
ď CT 1r xky´2r ‖ kf ‖L1TLq .
Assim, ˇˇˇˇˇˇˇˇ
k
ż t
0
ept´τq4fpτqdτ
ˇˇˇˇˇˇˇˇ
LrTL
q
ď CT 1r xky´r2 ‖ kf ‖L1TLq . (2.32)
Agora tratemos a parte de alta frequência. Neste caso, assumindo |k| ą 3?n e aplicando o
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Lema 2.2 e a desigualde de Young, obtemosˇˇˇˇˇˇˇˇ
k
ż t
0
ept´τq4fpτqdτ
ˇˇˇˇˇˇˇˇ
LrTL
q
ď
ż t
0
‖ kept´τq4fpτq ‖LrTLq dτ
ď
ż t
0
ˆż T
0
‖ kept´τq4fpτq ‖rq dt
˙ 1
r
dτ
ď C
ż t
0
ˆż T
0
pe´cpt´τq|k|2 ‖ kfpτq ‖qqrdt
˙ 1
r
dτ
ď C
ż t
0
˜
‖ kfpτq ‖q
ˆż T
0
pe´cpt´τq|k|2qrdt
˙ 1
r
¸
dτ
ď C
ˆż T
0
pe´ct|k|2qrdt
˙ 1
r
ż T
0
‖ kfpτq ‖q dτ
ď C|k|´ 2r ‖ kf ‖L1TLq . (2.33)
Agora, de (2.32) e (2.33), obtemosˇˇˇˇˇˇˇˇż t
0
ept´τq4fpτqdτ
ˇˇˇˇˇˇˇˇσ
ls,σLrTL
q
ď CT σr
ÿ
|k|ď3?n
xkyps´ 2r qσ ‖ kf ‖σL1TLq `C
ÿ
|k|ą3?n
xkyps´ 2r qσ ‖ kf ‖σL1TLq
ď Cp1` T 1r q ‖ f ‖σ
ls´
2
r ,σL1TL
q
.
Portanto, ˇˇˇˇˇˇˇˇż t
0
ept´τq4fpτqdτ
ˇˇˇˇˇˇˇˇ
ls,σLrTL
q
ď Cp1` T 1r q ‖ f ‖
ls´
2
r ,σL1TL
q
.

2.3 Relações entre espaços de modulação e alguns espaços de fun-
ções importantes
Nesta seção, vamos mostrar algumas relações entres espaços de modulação com
índice de derivação negativo e os espaços BMO´1, vmo´1 e gmo´1 que são definidos a
seguir.
Definição 2.4. Seja f uma função mensurável em Rn e T ą 0. Definimos
‖ f ‖BMO´1T “ supxPRn,0ăR2ăT
˜
1
|Bpx,Rq|
ż
Bpx,Rq
ż R2
0
|eτ4fpyq|2dτdy
¸ 1
2
,
onde |Bpx,Rq| é a medida de Lebesgue de Bpx,Rq em Rn. Então, podemos definir os
seguintes espaços de funções:
BMO´1 “ tf P S 1pRnq; ‖ f ‖BMO´1 :“‖ f ‖BMO´18 ă 8u,
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bmo´1 “ tf P S 1pRnq; ‖ f ‖bmo´1 :“‖ f ‖BMO´11 ă 8u,
vmo´1 “ tf P bmo´1; lim
TŒ0 ‖ f ‖BMO´1T ă 8u,
gmo´1 “ tf P bmo´1; lim
tŒ0 e
t4f “ f em bmo´1u.
O lema a seguir mostra a continuidade do operador et4 nos espaços de modu-
lação, o que será de utilidade para mostrarmos as relações entre eles e os espaços definidos
acima.
Lema 2.3. Seja 1 ď q, σ ď 8 e s P R. Se σ ă 8 então
lim
tÑ0 ‖ e
t4f ´ f ‖Msq,σ“ 0, @f PM sq,σpRnq.
Demonstração: Considere a seguinte aproximação de f . Para R ą 0, defini-
mos
fR “
ÿ
|k|ďR
kf .
Assim, dado ε ą 0, existe R ą 0 tal que
‖ fR ´ f ‖Msq,σă ε.
Logo, da desigualdade triangular e da Proposição 2.4, obtemos
‖ et4f ´ f ‖Msq,σ ď ‖ et4fR ´ fR ‖Msq,σ ` ‖ et4pfR ´ fq ‖Msq,σ ` ‖ fR ´ f ‖Msq,σ
ď ‖ et4fR ´ fR ‖Msq,σ `2ε. (2.34)
Agora, usaremos ψk como definida no Lema 2.2. Temos que
ke
t4fR ´ kfR “ et4p kfRq ´ kfR
“ F´1e´t|ξ|2ψkϕkFfR ´ F´1ψkϕkFfR
“ F´1rψkpe´t|ξ|2ϕkFfR ´ ϕkFfRqs
“ F´1rψkϕkFfRpe´t|ξ|2 ´ 1qs
“ F´1rpψkpe´t|ξ|2 ´ 1qpϕkFfRqs
“ F´1rψkpe´t|ξ|2 ´ 1qs ‹ p kfRq.
Assim, aplicando o Lema 1.2 para µ ą n2 , chegamos a
‖ ket4fR ´ fR ‖q “ ‖ pF´1rψkpe´t|ξ|2 ´ 1qsq ‹ p kfRq ‖q
ď C ‖ ψkp¨qpe´t|¨|2 ´ 1q ‖Hµ‖ kfR ‖q .
Como
lim
tŒ0 ‖ ψkp¨qpe
´t|¨|2 ´ 1q ‖Hµ“ 0,
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então existe t0 ą 0 tal que, para todo t ă t0, temos que
‖ et4fR2 ´ fR2 ‖Msq,σă ε. (2.35)
Assim, unindo (2.34) e (2.35) obtemos o resultado desejado.

Proposição 2.8. Seja s P R e σ ě 1. Temos as inclusões
M´1q,1 pRnq Ă vmo´1 X gmo´1 se 1 ď q ď 8 , (2.36)
M sq,σpRnq Ă BMO´1, se 1 ď q ď n e s “ npσ ´ 1qσ ´ 1 ď 0. (2.37)
Demonstração: Pela Proposição 2.1 é suficiente provar (2.36) para o caso
q “ 8 e (2.37) para o caso q “ n. Primeiramente, para mostrar (2.36) mostraremos a
seguinte inclusão contínua
M´18,1pRnq ãÑ bmo´1.
Dado f PM´18,1, usando a partição da unidade definida em (2.1), obtemos
‖ f ‖bmo´1ď
ÿ
kPZn
‖ kf ‖bmo´1 . (2.38)
Se |k| ď 3?n, da limitação do operador et4 em L8pRnq, segue que
‖ kf ‖bmo´1 “ sup
xPRn,0ăR2ă1
˜
1
|Bpx,Rq|
ż
Bpx,Rq
ż R2
0
|eτ4 kfpyq|2dτdy
¸ 1
2
ď sup
xPRn,0ăR2ă1
˜
1
|Bpx,Rq|
ż
Bpx,Rq
dy
ż R2
0
‖ eτ4 kf ‖2L8 dτ
¸ 1
2
ď C sup
xPRn,0ăR2ă1
ˆ
R2 ‖ kf ‖2L8
|Bpx,Rq|
ż
Bpx,Rq
dy
˙ 1
2
“ C ‖ kf ‖L8
ď Cxky´1 ‖ kf ‖L8 .
Agora, se |k| ą 3?n, usando o Lema 2.2, temos que
‖ kf ‖bmo´1 ď C sup
xPRn,0ăR2ă1
˜
1
|Bpx,Rq|
ż
Bpx,Rq
dy
ż R2
0
e´cτ |k|
2 ‖ kf ‖2L8 dτ
¸ 1
2
ď C ‖ kf ‖L8 sup
xPRn,0ăR2ă1
˜ż R2
0
e´cτ |k|
2
dτ
¸ 1
2
ď Cxky´1 ‖ kf ‖L8 .
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Assim, substituindo as estimativas em (2.38), chegamos a
‖ f ‖bmo´1 ď
ÿ
kPZn
‖ kf ‖bmo´1
“
ÿ
|k|ď3?n
‖ kf ‖bmo´1 `
ÿ
|k|ą3?n
‖ kf ‖bmo´1
ď C
ÿ
kPZn
xky´1 ‖ kf ‖L8
“ C ‖ f ‖M´18,1 .
Segue que, M´18,1pRnq ãÑ bmo´1.
O fato de f P vmo´1 segue de maneira análoga ao item (ii) da Proposição 2.6.
Para obter f P gmo´1, segue do Lema 2.3 e da inclusão provada acima. Assim, concluímos
(2.36).
Para provar (2.37), vamos usar a inclusão contínua
Bs σ
σ´1 ,8pRnq ãÑ BMO´1.
Então é suficiente provar que
M sσ
σ´1 ,σ
pRnq ãÑ Bs σ
σ´1 ,8pRnq, (2.39)
pois σ
σ ´ 1 ě n e M
s
n,σpRnq ãÑM sσ
σ´1 ,σ
pRnq.
Seja tφjujPZ a decomposição de Littlewood-Paley e ψ “ 1´
ÿ
jě1
φj. Note que,
dado k P Zn,
Fpψ ‹ kfq “ FψFp kfq “ FψϕkFf .
Como suppFψ Ă t12 ď |ξ| ď 2u então Fpψ ‹ kfq ” 0, para todo |k| ě 3
?
n. Daí, segue
que
‖ ψ ‹ kf ‖ σ
σ´1“ 0 , quando |k| ě 3
?
n.
Assim, aplicando a desigualdade de Young, podemos estimar
‖ ψ ‹ f ‖ σ
σ´1 ď
ÿ
|k|ď3?n
‖ ψ ‹ kf ‖ σ
σ´1
ď ‖ ψ ‖1
ÿ
|k|ď3?n
‖ kf ‖ σ
σ´1
ď C
ÿ
|k|ď3?n
‖ kf ‖ σ
σ´1
ď C
ÿ
|k|ď3?n
xkys ‖ kf ‖ σ
σ´1
ď C ‖ f ‖Ms σ
σ´1 ,σ
.
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Para cada j ě 1, considere os conjuntos
Ej “
#
tξ P Rn; |ξ| ď 2n`10u , se j “ 1, . . . , n
tξ P Rn; 2j´10 ď |ξ| ď 2j`10u , se j “ n` 1, n` 2, . . . .
Note que
Fpφj ‹ kfq “ FφjϕkFf .
Como suppFφj Ă t2j´1 ď |ξ| ď 2j`1u então Fpφj ‹ kfq ” 0, para todo k P Rn ´ Ej.
Assim, da desigualdade de Young e da Proposição 2.1, segue que
‖ φj ‹ f ‖ σ
σ´1 ď ‖ φj ‹
˜ÿ
kPEj
kf
¸
‖ σ
σ´1
ď C
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ ÿ
kPEj
kf
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
σ
σ´1
ď C
ÿ
kPEj
‖ kf ‖ σ
σ´1 .
Agora, observe que para cada j ě 1, existe C ą 0, que não depende de j, tal que C|k|s ě 2js.
Logo, obtemos
2js ‖ φj ‹ f ‖ σ
σ´1 ď C
ÿ
kPEj
2js ‖ kf ‖ σ
σ´1
ď C
ÿ
kPEj
|k|s ‖ kf ‖ σ
σ´1
ď C ‖ f ‖Ms σ
σ´1 ,σ
, @j ě 1.
Assim, pela definição de supremo, temos que
‖ f ‖Bs σ
σ´1 ,8
“ sup
jPZ
2js ‖ φj ‹ f ‖ σ
σ´1
ď C ‖ f ‖Ms σ
σ´1 ,σ
.
Portanto, obtemos (2.39).

2.4 A limitação do operador P e sua relação com outros operadores
Nesta seção, iremos mostrar um tipo de limitação para o operador P em Espaços
de Modulação e sua relação com alguns operadores utilizados nessa dissertação. Para isso,
usaremos propriedades já conhecidas desse operador em espaços clássicos como os espaços
de Besov homogêneos.
A proposição a seguir mostra a comutatividade entre os operadores P e k e P
e et4.
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Proposição 2.9. O operador P comuta com os operadores k e et4.
Demonstração: Seja f P S 1 uma distribuição qualquer. Temos que
Fp kPfq “ ϕkFpPfq
“ ϕk
ˆ
δij ´ ξiξj|ξ|2
˙
Ff
“
ˆ
δij ´ ξiξj|ξ|2
˙
pϕkFfq
“
ˆ
δij ´ ξiξj|ξ|2
˙
Fp kfq
“ FpP kfq.
Assim, kP “ P k. Agora, note que
FpPet4fq “
ˆ
δij ´ ξiξj|ξ|2
˙
Fpet4fq
“
ˆ
δij ´ ξiξj|ξ|2
˙
e´t|ξ|
2Ff
“ e´t|ξ|2
ˆ
δij ´ ξiξj|ξ|2
˙
Ff
“ e´t|ξ|2FpPfq “ Fpet4Pfq.
Logo, Pet4 “ et4P.

O lema a seguir nos mostra uma estimativa para o operador P nos espaços de
Lebsgue Lp.
Lema 2.4. Sejam 1 ď q ď 8 e f P S 1pRnq.
(i) Se |k| ď 3?n e ‖ kf ‖qă 8, temos a estimativa
‖ k∇Pf ‖qď C ‖ kf ‖q ,
onde C ą 0 é uma constante universal.
(ii) Se |k| ě 3?n e ‖ kf ‖qă 8, temos a estimativa
‖ kPf ‖qď C ‖ kf ‖q ,
onde C ą 0 é uma constante universal.
Demonstração:
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Demonstração de (i) Vamos utilizar os espaços de Besov homogêneos 9B0q,1pRnq.
Considere novamente a decomposição de Littlewood-Paley tφjujPZ. Como o operador P é
limitado em espaços de Besov homgêneos e vale o mergulho
9B0q,1pRnq ãÑ LqpRnq,( Ver [2], p. 147)
então segue que
‖ k∇Pf ‖q ď C ‖ k∇Pf ‖ 9B0q,1
ď C ‖ kf ‖ 9B0q,1
ď C
ÿ
´8ăjďn
2j ‖ φj ‹ p kfq ‖q
ď C ‖ kf ‖q ,
o que nos dá a estimativa desejada.
Pode-se provar (ii) de maneira análoga ao item (i), utilizando a limitação do
operador P em espaços de Besov homogêneos.

Encerramos este capítulo com mais duas estimativas para o operador P. Elas
seguem diretamente do Lema 2.4.
Corolário 2.2. Sejam s P R, 1 ď r, q, σ ď 8 e T ą 0. Então existe C ą 0, tal que
‖ ∇Pf ‖Msq,σď C ‖ f ‖Ms`1q,σ , se f PM s`1q,σ
‖ ∇Pf ‖ls,σLrTLqď C ‖ f ‖ls`1,σLrTLq , se f P ls`1,σLrTLq

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3 O Problema de Cauchy para as equações
de Navier-Stokes e a equação do calor se-
milinear em espaços de modulação
Neste capítulo, vamos demonstrar os resultados principais dessa dissertação,
os quais consistem em três teoremas de existência e unicidade de solução em espaços de
modulação para os problemas (NS) e (H).
3.1 Existência e unicidade para as equações de Navier-Stokes
Nesta seção vamos considerar o problema de Cauchy (NS). Note que aplicando
o operador projeção de Helmholtz-Leray P no sistema (NS), obtemos#
PpBtuq ´ Pp4uq ` Pppu ¨∇quq ` Pp∇piq “ 0
Ppup0, xqq “ Ppu0pxqq “ u0 .
Pelas propriedades do operador P provadas no Capítulo 1, e utilizando o princípio de
Duhamel, vemos que se u é solução desse novo sistema, então u satisfaz a equação integral
uptq “ et4u0 ´
ż t
0
∇ept´τq4Ppub uqdτ . (3.1)
onde div u0 “ 0 e b denota o produto tensorial. Soluções de (3.1) são chamadas soluções
brandas das equações de Navier-Stokes (NS).
Para iniciar o estudo da equação integral acima, vamos definir um espaço de
funções derivado dos espaços de modulação, no qual consideraremos a condição inicial do
problema (NS).
Definição 3.1. Sejam s P R e 1 ď q, σ ď 8. Definimos o espaço PM sq,σpRnq por
PM sq,σpRnq “ tu P rM sq,σsn; div u “ 0 em S 1u
‖ u ‖PMsq,σ“
nÿ
j“1
‖ uj ‖Msq,σ ,
onde u “ pu1, . . . , unq. Denotaremos PM sq,σpRnq apenas por PM sq,σ.
Teorema 3.1. Sejam n ě 2 , 1 ď q ď 8 , 1 ď σ ă 8 e npσ ´ 1q
σ
´ 1 ď s. Então para
toda u0 P PM sq,σ, existe T ą 0 tal que (3.1) tem solução única em XT , onde
XT “ tu P rCpr0, T s,M sq,σqsn; ‖ u ‖XTă 8 , div u “ 0u,
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com
‖ u ‖XT“ sup
tPp0,T q
‖ uptq ‖Msq,σ ` ‖ u ‖Z
e
‖ u ‖Z“
$’’’’’’’&’’’’’’’%
‖ u ‖l0,1L2TLq , se s “ ´1
sup
tPp0,T q
t
|s|
2 ‖ uptq ‖M0q,σ , se ´ 1 ă s ă 0
sup
tPp0,T q
t
n
2 p 1ν´ 1σ q ‖ uptq ‖Msq,ν , se s “
npσ ´ 1q
σ
´ 1 ě 0 ou 0 ď s ď npσ ´ 1q ´ n
σ
0, em caso contrário ,
onde ν é um número real satisfazendo
1
σ
ă 1
ν
ă 1
σ
` npσ ´ 1q ´ σs2σn .
Além disso, sejam u, v P XT soluções de (3.1) com condições iniciais u0, v0 respctivamente,
então vale:
‖ u´ v ‖XTÝÑ 0 quando ‖ u0 ´ v0 ‖PMsq,σÝÑ 0.
Mais ainda, se q ď n e o dado inicial u0 é suficientemente pequeno, a solução
existe globalmente no tempo.
Para u P rCpr0, T s,M sq,σqsn, definimos
‖ u ‖Y :“ sup
tPp0,T q
‖ uptq ‖Msq,σ
e
Ψpuqptq “ et4u0 ´
ż t
0
∇ept´τq4Ppub uqdτ .
Relembre a norma ‖ ¨ ‖Z como definida no Teorema 3.1. Agora, apresentaremos um lema
que contém estimativas para a parte bilinear da equação (3.1) nos espaços M sq,σ e ls,σLrTLq,
as quais serão essenciais na demonstração do Teorema 3.1.
Lema 3.1. Sejam n ě 2 , 1 ď q ď 8 , 1 ď σ ă 8 e npσ ´ 1q
σ
´ 1 ď s.
(i) Se s “ ´1, então existe C ą 0, tal que
‖ Ψpuq ‖Yď C ‖ u0 ‖M´1q,1 `C ‖ u ‖2Z (3.2)
e
‖ Ψpuq ‖Zď‖ et4u0 ‖Z `Cp1` T 12 q ‖ u ‖2Z . (3.3)
(ii) Se ´1 ă s ă 0, então existem C ą 0, α1, α2 ą 0 e β1, β2 ě 0, tais que
‖ Ψpuq ‖Yď C ‖ u0 ‖Msq,σ `CpTα1 ` T β1q ‖ u ‖2Z (3.4)
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e
‖ Ψpuq ‖Zď‖ et4u0 ‖Z `CpTα2 ` T β2q ‖ u ‖2Z . (3.5)
(iii) Se s “ npσ ´ 1q
σ
´ 1 ě 0 ou 0 ď s ď npσ ´ 1q ´ n
σ
então, existem C ą 0,
α1, α2 ą 0 e β1, β2 ě 0, tais que
‖ Ψpuq ‖Yď C ‖ u0 ‖Msq,σ `CpTα1 ` T β1q ‖ u ‖2Z (3.6)
e
‖ Ψpuq ‖Zď‖ et4u0 ‖Z `CpTα2 ` T β2q ‖ u ‖2Z . (3.7)
Demonstração:
Demonstração de (i) Pelas condições do lema, concluímos que neste caso σ “ 1.
Na norma ‖ ¨ ‖Y , usando (2.22) (ver p. 32), obtemos
‖ et4u0 ‖Yď sup
tPp0,T q
Cp1` t0q ‖ u0 ‖M´1q,1“ C ‖ u0 ‖M´1q,1 .
Agora, usando o Corolário 2.2 e as Proposições 2.7, 2.2 e 2.1 (ver pp. 22,24,38
e 46), podemos estimarˇˇˇˇˇˇˇˇż t
0
∇ept´τq4Ppub uqdτ
ˇˇˇˇˇˇˇˇ
M´1q,1
ď C
ˇˇˇˇˇˇˇˇż t
0
ept´τq4pub uqdτ
ˇˇˇˇˇˇˇˇ
M0q,1
, @t P p0, T q,
e então ˇˇˇˇˇˇˇˇż t
0
∇ept´τq4Ppub uqdτ
ˇˇˇˇˇˇˇˇ
Y
ď C
ˇˇˇˇˇˇˇˇż t
0
ept´τq4pub uqdτ
ˇˇˇˇˇˇˇˇ
Y
ď C ‖ ub u ‖l0,1L1TLq
ď C ‖ u ‖2l0,1L2TL2q
ď C ‖ u ‖2l0,1L2TLq
“ C ‖ u ‖2Z .
Assim, obtemos (3.2). Para a norma ‖ ¨ ‖Z , aplicamos o Corolário 2.2 e as Proposições 2.7
e 2.1 da seguinte forma:ˇˇˇˇˇˇˇˇż t
0
∇ept´τq4Ppub uqdτ
ˇˇˇˇˇˇˇˇ
Z
“
ˇˇˇˇˇˇˇˇż t
0
∇ept´τq4Ppub uqdτ
ˇˇˇˇˇˇˇˇ
l0,1L2TL
q
ď C
ˇˇˇˇˇˇˇˇż t
0
ept´τq4pub uqdτ
ˇˇˇˇˇˇˇˇ
l1,1L2TL
q
ď Cp1` T 12 q ‖ ub u ‖l0,1L1TLq
ď Cp1` T 12 q ‖ u ‖2Z ,
o que implica (3.3).
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Demonstração de (ii) Trataremos o caso ´1 ă s ă 0. Pelas condições do lema,
temos
σ ą 2 , n ě 2 e s ě npσ ´ 1q
σ
´ 1.
Considere um número real ν satisfazendo,
1
ν
“ 2
σ
´ 1.
Na norma ‖ ¨ ‖Y , aplicamos o Corolário 2.2 e as estimativas (2.22) e (2.23) (ver p. 32), e
por fim as Proposições 2.2 e 2.1 (ver pp. 22 e 24), para obterˇˇˇˇˇˇˇˇż t
0
∇ept´τq4Ppub uqdτ
ˇˇˇˇˇˇˇˇ
Msq,σ
ď C
ˇˇˇˇˇˇˇˇż t
0
ept´τq4pub uqdτ
ˇˇˇˇˇˇˇˇ
Ms`1q,σ
ď C
ż t
0
‖ ept´τq4pub uq ‖Ms`1q,σ dτ
ď C
ż t
0
p1` pt´ τq´ s`12 ´np 1σ´ 1ν q ‖ ub u ‖M0q,ν dτ
ď C
ż t
0
p‖ u ‖M02q,σ‖ u ‖M02q,σ ` ‖ u ‖M02q,σ‖ u ‖M02q,σqp1` pt´ τq´
s`1
2 ´np 1σ´ 1ν qqdτ
“ C
ż t
0
‖ u ‖2M02q,σ p1` pt´ τq´
s`1
2 ´np 1σ´ 1ν qqdτ
ď C
ż t
0
‖ u ‖2M0q,σ p1` pt´ τq´
s`1
2 ´np 1σ´ 1ν qqdτ
ď C ‖ u ‖2Z
ż t
0
p1` pt´ τq´ s`12 ´np 1σ´ 1ν qqτ sdτ
ď C ‖ u ‖2Z
ż t
0
p1` τ´ s`12 ´np 1σ´ 1ν qqτ sdτ
ď C ‖ u ‖2Z pT s`1 ` T 1´
s`1
2 ´n2 p 1σ´ 1ν q`sq.
Agora, tomamos α1 “ s ` 1 e β1 “ s` 12 ´
n
2 p
1
σ
´ 1
ν
q. Note que α1 ą 0 e β1 ě 0, pois
s ě npσ ´ 1q
σ
´ 1 e ´1 ă s ă 0. Logo, obtemos (3.4).
Na norma ‖ ¨ ‖Z , aplicando o Corolário 2.2, as estimativas (2.22), e (2.23), e as
Proposições 2.2 e 2.1, obtemos que
t
|s|
2
ˇˇˇˇˇˇˇˇż t
0
∇ept´τq4Ppub uqdτ
ˇˇˇˇˇˇˇˇ
M0q,σ
ď Ct |s|2
ˇˇˇˇˇˇˇˇż t
0
ept´τq4pub uqdτ
ˇˇˇˇˇˇˇˇ
M1q,σ
ď Ct |s|2
ż t
0
p1` pt´ τq´ 12´n2 p 1σ´ 1ν q ‖ ub u ‖M0q,ν dτ
ď Ct |s|2
ż t
0
p1` pt´ τq´ 12´n2 p 1σ´ 1ν q ‖ u ‖2M02q,σ dτ
ď C ‖ u ‖2Z t
|s|
2
ż t
0
p1` pt´ τq´ 12´n2 p 1σ´ 1ν qτ sdτ
ď C ‖ u ‖2Z t
|s|
2 pts`1 ` t 12´n2 p 1σ´ 1ν q`sq.
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Logo, tomamos α2 “ 1` s` |s|2 e β2 “
1
2 ´
n
2 p
1
σ
´ 1
ν
q ` s` |s|2 , e então α1 ą 0 e β2 ě 0
e obtemos (3.5).
Demonstração de (iii) Seja ν˜ satisfazendo
1
ν˜
´ s
n
“ 2
ν
´ 1. (3.8)
Pelas condições do lema para s, σ, ν, temos σ ă ν˜ ă 8. Para a norma ‖ ¨ ‖Y , aplicamos o
Corolário 2.2 (ver p. 46) e as estimativas (2.22), (2.23) (ver p. 32), e obtemosˇˇˇˇˇˇˇˇż t
0
∇ept´τq4Ppub uqdτ
ˇˇˇˇˇˇˇˇ
Msq,σ
ď C
ˇˇˇˇˇˇˇˇż t
0
ept´τq4pub uqdτ
ˇˇˇˇˇˇˇˇ
Ms`1q,σ
ď C
ż t
0
p1` pt´ τq´ 12´n2 p 1σ´ 1ν˜ qq ‖ ub u ‖Msq,ν˜ dτ .
Agora, pela relação (3.8), aplicamos (2.12) (ver p. 27) e a Proposição 2.1 (ver p. 30), para
estimarˇˇˇˇˇˇˇˇż t
0
∇ept´τq4Ppub uqdτ
ˇˇˇˇˇˇˇˇ
Msq,σ
ď C
ż t
0
p1` pt´ τq´ 12´n2 p 1σ´ 1ν˜ qq ‖ u ‖2Ms2q,ν dτ
ď C ‖ u ‖2Z
ż t
0
p1` pt´ τq´ 12´n2 p 1σ´ 1ν˜ qqτ´np 1ν´ 1σ qdτ
ď C ‖ u ‖2Z pT 1´np 1ν´ 1σ q ` T 12´n2 p 1σ´ 1ν˜ q´np 1ν´ 1σ qq.
Tome α1 “ 1´np1
ν
´ 1
σ
q e β1 “ 12 ´
n
2 p
1
σ
´ 1
ν˜
q´np1
ν
´ 1
σ
q. Note que α1 ą 0 e β1 ě 0, pois
s “ npσ ´ 1q
σ
´ 1 ě 0 ou 0 ď s ď npσ ´ 1q ´ n
σ
. Assim, obtemos a primeira estimativa.
Para a norma ‖ ¨ ‖Z , temos que
t
n
2 p 1ν´ 1σ q
ˇˇˇˇˇˇˇˇż t
0
∇ept´τq4Ppub uqdτ
ˇˇˇˇˇˇˇˇ
Msq,ν
ď tn2 p 1ν´ 1σ q
ˇˇˇˇˇˇˇˇż t
0
ept´τq4pub uqdτ
ˇˇˇˇˇˇˇˇ
Ms`1q,ν
ď tn2 p 1ν´ 1ν˜ q
ż t
0
p1` pt´ τq´ 12´n2 p 1ν´ 1σ qq ‖ ub u ‖Msq,ν˜ dτ
ď C ‖ u ‖2Z tn2 p 1ν´ 1σ q
ż t
0
p1` pt´ τq´ 12´n2 p 1ν´ 1ν˜ qqτ´np 1ν´ 1σ qdτ
ď C ‖ u ‖2Z tn2 p 1ν´ 1σ qpt1´np 1ν´ 1σ q ` t 12´np 1ν´ 1ν˜ q´n2 p 1ν´ 1σ qq.
Daí, tomamos α2 “ 1 ´ n2 p
1
ν
´ 1
σ
q e β2 “ 12 ´
n
2 p
1
ν
´ 1
ν˜
q ´ n2 p
1
ν
´ 1
σ
q e temos α2 ą 0 e
β ě 0 pelas condições de σ, ν, ν˜. Logo, obtemos (3.7).

3.1.1 Demonstração do Teorema 3.1
Agora, de posse do Lema 3.1 estamos prontos para demonstrar o Teorema 3.1.
Note que encontrar uma solução única para (3.1) é equivalente a mostrar que o operador
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Ψ, definido no Lema 3.1, tem um único ponto fixo. Então, precisamos encontrar condições
para que o operador Ψ seja uma contração, obtendo assim, através do Teorema do Ponto
Fixo de Banach, a solução da equação (3.1). Vamos analisar os quatro casos da definição
da norma ‖ ¨ ‖Z separadamente.
Passo 1: Caso s “ ´1.
Pela Proposição 2.6 (ver p. 36), vemos que a norma ‖ et4u0 ‖Z é pequena para
T suficientemente pequeno, que depende de cada u0 e não pode ser tomado dependendo
apenas da norma de u0. Assim, a seguir vamos definir um espaço métrico conveniente onde
poderemos aplicar o Teorema do Ponto fixo de Banach e obter a solução desejada.
Seja ε ą 0. Logo, existe T ą 0 tal que
‖ et4u0 ‖Ză ε e 4Cp1` T 12 qε ă 1
Definimos o espaço
XT “ tu P rCpr0, T s,M´1q,1 qsn; ‖ u ‖Yď C ‖ u0 ‖M´1q,1 `ε , ‖ u ‖Zď 2ε , div u “ 0u,
munido da métrica
dpu, vq “‖ u´ v ‖Y ` ‖ u´ v ‖Z .
Precisamos mostrar que Ψ é uma contração em pXT , dq. Note primeiramente
que as estimativas (3.2) e (3.3), provadas no Lema 3.1, garantem que ΨpXT q Ă XT . Falta
provarmos que existe 0 ď β ă 1 tal que
dpΨpuq,Ψpvqq ď βdpu, vq , @u, v P XT .
Analisando primeiramente a norma ‖ ¨ ‖Y , temos que
‖ Ψpuq ´Ψpvq ‖M´1q,1 “
ˇˇˇˇˇˇˇˇż t
0
∇ept´τq4Ppub u´ v b vqdτ
ˇˇˇˇˇˇˇˇ
M´1q,1
“
ˇˇˇˇˇˇˇˇż t
0
∇ept´τq4Pppu` vq b pu´ vqqdτ
ˇˇˇˇˇˇˇˇ
M´1q,1
ď C
˜ˇˇˇˇˇˇˇˇż t
0
ept´τq4ppu´ vq b uqdτ
ˇˇˇˇˇˇˇˇ
M0q,1
`
ˇˇˇˇˇˇˇˇż t
0
ept´τq4ppu´ vq b vqdτ
ˇˇˇˇˇˇˇˇ
M0q,1
¸
ď C ‖ pu´ vq b u ‖l0,1L1TLq `C ‖ pu´ vq b v ‖l0,1L1TLq
ď C ‖ u´ v ‖l0,1L2TL2q‖ u ‖l0,1L2TL2q `C ‖ u´ v ‖l0,1L2TL2q‖ v ‖l0,1L2TL2q
ď Cp‖ u ‖Z ` ‖ v ‖Zq ‖ u´ v ‖Z .
Assim,
‖ Ψpuq ´Ψpvq ‖Yď Cp‖ u ‖Z ` ‖ v ‖Zq ‖ u´ v ‖Z .
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Agora, analisemos a norma ‖ ¨ ‖Z . Temos que
‖ Ψpuq ´Ψpvq ‖Z “
ˇˇˇˇˇˇˇˇż t
0
∇ept´τq4Ppub u´ v b vqdτ
ˇˇˇˇˇˇˇˇ
l0,1L1TL
q
ď
ˇˇˇˇˇˇˇˇż t
0
ept´τq4pub u´ v b vqdτ
ˇˇˇˇˇˇˇˇ
l1,1L1TL
q
ď Cp1` T 12 qp‖ pu´ vq b u ‖l0,1L1TLq `C ‖ pu´ vq b v ‖l0,1L1TLqq
ď Cp1` T 12 qp‖ u´ v ‖l0,1L2TL2q‖ u ‖l0,1L2TL2q ` ‖ u´ v ‖l0,1L2TL2q‖ v ‖l0,1L2TL2qq
ď Cp1` T 12 qp‖ u ‖Z ` ‖ v ‖Zq ‖ u´ v ‖Z .
Segue que
dpΨpuq,Ψpvqq ď 4Cp1` T 12 qεdpu, vq
Portanto, concluímos que Ψ é contração e assim obtemos a solução desejada.
Agora, mostraremos a existência do tempo T dependendo somente da norma
de u0, quando a norma de u0 é pequena. Aplicando a Proposição 2.6, podemos estimar
‖ et4u0 ‖Zď Cp1` T 12 q ‖ u0 ‖M´1q,1 .
De maniera análoga a (3.2) e (3.3), provamos a existência de C0 ą 0 tal que
‖ Ψpuq ‖XTď C0p1` T
1
2 q ‖ u0 ‖M´1q,1 `C0p1` T
1
2 q ‖ u ‖2XT (3.9)
e
‖ Ψpuq ´Ψpvq ‖XTď C0p1` T
1
2 qp‖ u ‖XT ` ‖ v ‖XT q ‖ u´ v ‖XT . (3.10)
Seja u0 e T ą 0 satisfazendo
‖ u0 ‖M´1q,1ă
1
8C20
e 8C20p1` T 12 q2 ‖ u0 ‖M´1q,1ď 1. (3.11)
Definamos o espaço métrico
XT “ tu P rCpr0, T s,M´1q,1 qsn; ‖ u ‖XTď 2C0p1` T
1
2 q ‖ u0 ‖M´1q,1 , div u “ 0u, (3.12)
munido com a métrica
dpu, vq “‖ u´ v ‖XT
Se u e v estão neste espaço, obtemos de (3.9) e (3.10) que
‖ Ψpuq ‖XTď 2C0p1` T
1
2 q ‖ u0 ‖M´1q,1 e dpΨpuq,Ψpvqq ď
1
2
Assim, Ψ é contração e podemos aplicar o Teorema do Ponto Fixo de Banach,
encontrando assim u P XT ponto fixo de Ψ que será a única solução branda de (NS) em
XT . Note que da maneira que foi escolhido T , ele é válido para qualquer u0 satifazendo as
condições (3.11).
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Passo 2: Trataremos o caso ´1 ă s ă 0.
Se s “ npσ ´ 1q
σ
´ 1 podemos provar a existência de T dependendo de cada u0.
De fato, dada ε ą 0 segue da Proposição 2.5 (ver p. 35) que existe T ą 0 sastisfazendo
‖ et4u0 ‖Ză ε e 8CεpTα1 ` T β1qpTα2 ` T β2q ď 1.
onde αj, βj (j “ 1, 2) são os encontrados em (3.4) e (3.5).
Considere o espaço métrico
XT “ tu P rCpr0, T s,M sq,σqsn; ‖ u ‖Yď C ‖ u0 ‖Msq,σ `ε , ‖ u ‖Zď 2ε , div u “ 0u,
munido com a métrica
dpu, vq “‖ u´ v ‖Y ` ‖ u´ v ‖Z .
Note que as estimativas (3.4) e (3.5), provadas no Lema 3.1, garantem que
ΨpXT q Ă XT . A seguir, mostraremos que Ψ é contração em XT .
‖ Ψpuq ´Ψpvq ‖Msq,σ “
ˇˇˇˇˇˇˇˇż t
0
∇ept´τq4Ppub u´ v b vqdτ
ˇˇˇˇˇˇˇˇ
Msq,σ
“
ˇˇˇˇˇˇˇˇż t
0
∇ept´τq4Pppu` vq b pu´ vqqdτ
ˇˇˇˇˇˇˇˇ
Msq,σ
ď C
ż t
0
‖ ept´τq4ppu` vq b pu´ vqq ‖Ms`1q,σ
ď C
ż t
0
p1` pt´ τq´ s`12 ´n2 p 1σ´ 1ν qq ‖ pu´ vq b pu` vq ‖M0q,ν dτ
ď C
ż t
0
p1` pt´ τq´ s`12 ´n2 p 1σ´ 1ν qqp2 ‖ u´ v ‖M02q,σ 2 ‖ u` v ‖M02q,σqdτ
ď C ‖ u´ v ‖Z p‖ u ‖Z ` ‖ v ‖Zq
ż t
0
p1` pt´ τq´ s`12 ´n2 p 1σ´ 1ν qqτ sdτ
ď CpTα1 ` T β1q ‖ u´ v ‖Z p‖ u ‖Z ` ‖ v ‖Zq.
Agora, analizando a norma ‖ ¨ ‖Z , temos que
t
|s|
2 ‖ Ψpuq ´Ψpvq ‖M0q,σ “ t
|s|
2
ˇˇˇˇˇˇˇˇż t
0
∇ept´τq4Ppub u´ v b vqdτ
ˇˇˇˇˇˇˇˇ
M0q,σ
ď Ct |s|2
ˇˇˇˇˇˇˇˇż t
0
ept´τq4pub u´ v b vqdτ
ˇˇˇˇˇˇˇˇ
M1q,σ
ď Ct |s|2
ż t
0
p1` pt´ τq´ 12´n2 p 1σ´ 1ν qq ‖ pu´ vq b pu` vq ‖M0q,ν dτ
ď Ct |s|2
ż t
0
p1` pt´ τq´ 12´n2 p 1σ´ 1ν qq ‖ u´ v ‖M02q,σ‖ u` v ‖M02q,σ dτ
ď C ‖ u´ v ‖Z p‖ u ‖Z ` ‖ v ‖Zqt|s|2
ż t
0
p1` pt´ τq´ 12´n2 p 1σ´ 1ν qqτ sdτ
ď CT |s|2 pT s`1 ` T 12´n2 p 1σ´ 1ν qq ‖ u´ v ‖Z p‖ u ‖Z ` ‖ v ‖Zq.
Capítulo 3. O Problema de Cauchy para as equações de Navier-Stokes e a equação do calor semilinear
em espaços de modulação 65
Assim,
dpΨpuq,Ψpvqq ď 4CεpTα1 ` T β1qpTα2 ` T β2qdpu, vq ď 12dpu, vq.
Agora se s ą npσ ´ 1q
σ
´ 1, podemos mostrar a existência de um tempo T ą 0
dependendo somente da norma de u0. Se a norma de u0 for pequena a existência de T é
obitida de maneira análoga ao passo 1 utilizando que
‖ et4u0 ‖Zď Cp1` T |s|2 q ‖ u0 ‖Msq,σ .
Mostremos o caso em que a norma de u0 é grande. De maneira análoga a (3.4) e (3.5),
podemos provar a existência de C0, α, β ą 0 tais que
‖ Ψpuq ‖XTď C0p1` T
|s|
2 q ‖ u0 ‖Msq,σ `C0pTα ` T βq ‖ u ‖2Z (3.13)
e
‖ Ψpuq ´Ψpvq ‖XTď C0pTα ` T βqp‖ u ‖XT ` ‖ v ‖XT q ‖ u´ v ‖XT . (3.14)
Agora, tome T ą 0 satisfazendo
T ď 1 e 12C20pTα ` T βq ‖ u0 ‖Msq,σď 1, (3.15)
e definamos o espaço métrico
E “ tu P rCpr0, T s,M sq,σqsn; ‖ u ‖XTď 3C0 ‖ u0 ‖Msq,σu
com a métrica
dpu, vq “‖ u´ v ‖Y ` ‖ u´ v ‖Z
Se u, v estão nesse espaço, então as desigualdades (3.13) a (3.15) nos garantem que
‖ Ψpuq ‖XTď 3C0 ‖ u0 ‖Msq,σ e dpΨpuq,Ψpvqq ď
1
2dpu, vq.
Assim, basta aplicarmos o Teorema do Ponto Fixo de Banach para obtermos um ponto
fixo u P E que é a única solução branda de (NS) em E. Isto nos fornece a solução desejada.
Passo 3: Trataremos o caso s “ npσ ´ 1q
σ
´ 1 ě 0 ou 0 ď s ď npσ ´ 1q ´ n
σ
.
Se s “ npσ ´ 1q
σ
´ 1, segue que β1 “ β2 “ 0 e T pode ser tomado dependendo
de cada u0 como foi feito no Passo 2. Agora, no caso em que s ą npσ ´ 1q
σ
´ 1, segue que
β1, β2 ą 0 e assim T pode ser tomado dependendo apenas da norma de u0, analogamente
a parte final do Passo 2.
Passo 4: Neste caso, usando (2.22) (ver p. 32), o primeiro termo de Ψpuq pode
ser estimado como
‖ et4u0 ‖Yď C ‖ u0 ‖Msq,σ .
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Seja ν˜ satisfazendo
σ ă ν˜ ă 8 e 1
ν˜
´ s
n
“ 2
σ
´ 1.
Aplicando o Corolário 2.2 (ver p. 46), as desigualdades (2.22), (2.23), (2.12) (ver p. 32) e
a Proposição 2.1 (ver p. 21), obtemosˇˇˇˇˇˇˇˇż t
0
∇ept´τq4Ppub uqdτ
ˇˇˇˇˇˇˇˇ
Msq,σ
ď C
ˇˇˇˇˇˇˇˇż t
0
ept´τq4pub uqdτ
ˇˇˇˇˇˇˇˇ
Ms`1q,σ
ď C
ż t
0
p1` pt´ τq´ 12´n2 p 1σ´ 1ν˜ qq ‖ ub u ‖Msq,ν˜ dτ
ď C
ż t
0
p1` pt´ τq´ 12´n2 p 1σ´ 1ν˜ qq ‖ u ‖2Ms2q,σ dτ
ď C ‖ u ‖2Y
ż t
0
p1` pt´ τq´ 12´n2 p 1σ´ 1ν˜ qq
ď C ‖ u ‖2Y pT ` T 12´n2 p 1σ´ 1ν˜ qq.
Aqui a integrabilidade é garantida por s ą npσ ´ 1q
σ
´ 1 e a condição ν ă 8 é satisfeita
pois s ą npσ ´ 1q ´ n
σ
.
O tempo T ą 0 pode ser tomado dependendo apenas da norma de u0. Podemos
mostrar, de maneira análoga a estimativa acima, que existem C0, α, β ą 0 tais que
‖ Ψpuq ‖Yď C0 ‖ u0 ‖Msq,σ `C0pTα ` T βq ‖ u ‖2y
e
‖ Ψpuq ´Ψpvq ‖Yď C0p‖ u ‖Y ` ‖ v ‖Y qpTα ` T βq ‖ u´ v ‖Y . (3.16)
Assim, tome T ą 0 satisfazendo
T ď 1 e 12C20pTα ` T βq ‖ u0 ‖Msq,σď 1. (3.17)
Defina o espaço métrico
XT “ tu P rCpr0, T s,M sq,σqsn; ‖ u ‖Yď 3C0 ‖ u0 ‖Msq,σu,
com a métrica
dpu, vq “‖ u´ v ‖Y .
Dessa forma, Ψ é uma contração e podemos aplicar o Teorema do Ponto Fixo de Banach
para obter a solução desejada.

Observação 3.1. (i) Se s ą npσ ´ 1q
σ
´ 1 ou a norma de u0 for pequena, podemos tomar
a existência de T ą 0 dependendo apenas do tamanho da norma de u0, como foi provado
na demontração acima.
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(ii)(Dependência contínua dos dados iniciais)
Fixe u0 P PM sq,σ e considere T ą 0 dependendo apenas da norma de u0,o qual
provamos a existência no Teorema 3.1, desde que s ą npσ ´ 1q
σ
´ 1.
Primeiramente vamos considerar o caso s “ ´1. Relembre o espaço XT definido
em (3.12) na demonstração do Teorema 3.1. Sejam v1 e v2 dados iniciais satisfazendo
‖ v1 ‖M´1q,1 , ‖ v2 ‖M´1q,1ď‖ u0 ‖M´1q,1
Logo, segue que, se w1 e w2 são soluções da equação (3.1) para os dados iniciais v1 e v2,
respectivamente, ou seja
w1 “ et4v1 ´
ż t
0
∇ept´τq4Ppw1 b w1qdτ
e
w2 “ et4v2 ´
ż t
0
∇ept´τq4Ppw2 b w2qdτ ,
então w1, w2 P XT .
Assim, aplicando a desigualdade triângular e as estimativas (3.10), (2.21) e
(3.11) (ver pp. 32 e 53), obtemos
‖ w1 ´ w2 ‖XT ď ‖ et4pv1 ´ v2q ‖XT `C0p1` T
1
2 qp‖ w1 ‖XT ` ‖ w2 ‖XT q ‖ w1 ´ w2 ‖XT
ď C20p1` T 12 q2 ‖ v1 ´ v2 ‖M´1q,1 `C20p1` T
1
2 q2 ‖ u0 ‖M´1q,1‖ w1 ´ w2 ‖XT
ď C ‖ v1 ´ v2 ‖M´1q,1 `
1
2 ‖ w1 ´ w2 ‖XT ,
e então
‖ w1 ´ w2 ‖XTď C ‖ v1 ´ v2 ‖M´1q,1
Portanto, concluímos que a solução de (3.1) é contínua com relação aos dados iniciais.
Para os casos
´1 ă s ă 0 e s “ npσ ´ 1q
σ
´ 1 ou 0 ď s ď npσ ´ 1q ´ n
σ
,
de maneira análoga, utilizando as estimativas (3.14) e (3.15) provamos a dependência
contínua dos dados iniciais. No último caso, feito no Passo 4 da demonstração do teorema
3.1, provamos o resultado utilizando as estimativas (3.16) e (3.17).
(iii) O domínio de s no intervalo r´1,8q é otimo. De fato, podemos mostrar
má-colocação para as equações de Navier-Stokes em PM s2,σ para s ă ´1 e 1 ď σ ă 8 , o
que será feito no cápitulo 4 dessa dissertação.
(iv) Em alguns casos, podemos mostrar que a condição inicial no Teorema 3.1
está inclusa nos resultados apresentados em [17] ou [20]. Se o índice de derivação é s “ ´1,
temos σ “ 1 e
M´1q,1 pRnq Ă vmo´1 X gmo´1 se 1 ď q ď 8. (3.18)
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Além disso, se s “ ´1, a condição inicial u0 para soluções locais está inclusa no resultado
de Miura [20] que provou a existência de solução local para u0 P vmo´1 X gmo´1. Para
soluções globais, temos
M sq,σpRnq Ă BMO´1 , se´ 1 ď s ď 0 , s “ npσ ´ 1qσ ´ 1 e 1 ď q ď n. (3.19)
Mais ainda, se ´1 ď s ď 0, a condição inicial está inclusa nos resultados de Koch e
Tataru [17] que provou a existência de solução global para u0 P BMO´1.
As inclusões (3.18) e (3.19) foram provadas no capítulo 2 dessa disertação. Nós
não conhecemos tais relações para o caso s “ npσ ´ 1q
σ
´ 1 ą ´1 para soluções locais, e o
caso s “ npσ ´ 1q
σ
´ 1 ą 0 para soluções globais.
(v) As soluções globais do Teorema 3.1 são obtidas pelo efeito de suavização do
propagador et4. De fato, a solução uptq obtida no teorema é pequena no espaço de Lebesgue
LnpRnq, se 0 ă t ď 1 e a condição inicial u0 é suficientemente pequena. Assim, a solução
uptq existe globalmente no tempo por resultado provado por Kato em [15]. Além disso,
obtemos também que a norma ‖ uptq ‖q decaí como t´
p1´nq q
2 , e a norma ‖ ∇uptq ‖q decaí
como t´p1´
n
2q q, quando tÑ 8, incluindo o caso q “ 8.
3.2 Existência e unicidade para a equação do calor semilinear
Nesta seção estudaremos o problema de Cauchy (H). Sem perda de generalidade,
vamos considerar λ “ 1. Além disso, como temos dificuldades para trabalhar com p sendo
um número real em espaços de modulação, vamos tomar p como um número natural
similarmente a resultados em [13], [24], [25]. Aplicando a transformada de Fourier no
sistema (H), obtemos o seguinte problema de Cauchy#
FpBtuq ´ Fp4uq “ Fp|u|p´1uq , pt, xq P p0,8q ˆ Rn
Fup0, xq “ Fu0pxq , x P Rn
,
ou equivalentemente$’&’% BtpFuq ´ p
nÿ
j“1
´ξ2j qFu “ Fp|u|p´1uq , pt, xq P p0,8q ˆ Rn
Fup0, xq “ Fu0pxq , x P Rn
,
que tem como solução
Fupt, ξq “ e´ξ2tFu0pξq `
ż t
0
e´ξ
2pt´sqFp|u|p´1uqps, ξqds.
Aplicando a transformada de Fourier inversa na equação acima, obtemos que
se u é solução de (H), então u satisfaz a seguinte equação integral
u “ et4u0 `
ż t
0
ept´sq4|u|p´1uds.
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Se considerarmos o termo não linear sendo |u|p´1u para a equação do calor (H),
pode-se tratar o problema com a condição de p ´ 1 sendo um número par. Se p ´ 1 for
um número real qualquer, a não-linearidade |u|p´1 não é no geral uma função suave o que
dificultado o tratamento da equação. Logo , vamos assumir que p´ 1 é um número par e
assim vamos considerar a seguinte equação integral
puqptq “ et4u0 `
ż t
0
ept´τq4updτ (3.20)
A seguir vamos enunciar os resultados principais dessa seção, os quais a de-
monstração será feita em conjunto.
Teorema 3.2. Sejam s P R, 1 ď q ď 8, 1 ď σ ă 8 e p P N.
(i) Sejam s, σ e p satisfazendo
´1 ď s ă 0 , 1 ď p ď mint1` 2σ
npσ ´ 1q ´ σs,
2
´su e p ă
pn` 2qσ
npσ ´ 1q ´ σs .
Então para, toda u0 PM sq,σ, existe T ą 0 tal que (H) tem uma única solução em XT , onde
XT “ tu P Cpr0, T s,M sqσq; ‖ u ‖XTă 8u
e
‖ u ‖XT“ sup
tPp0,T q
‖ uptq ‖Msq,σ ` ‖ u ‖Z
com
‖ u ‖Z“
$’&’%
‖ u ‖l0,σLpTLq , se s “
´2
p
sup
tPp0,T q
t
|s|
2 `n2 p 1ν´ 1σ q ‖ uptq ‖M0q,ν , se
´2
p
ă s ă 0
,
onde ν é número real arbitrário satisfazendo,
ν ď σ e p´ 1
p
ă 1
ν
ă 1
σ
` 2` ps
pn
.
(ii) Sejam s, σ e p satisfazendo
s ě 0 e 1 ă p ď 1` 2σ
npσ ´ 1q ´ σs .
Então, para toda u0 PM sq,σ, existe T ą 0 tal que (H) tem uma única solução em XT , onde
XT “ tu P Cpr0, T s,M sq,σq; ‖ u ‖XTă 8u
e
‖ u ‖XT“ sup
tPp0,T q
‖ uptq ‖Msq,σ ` ‖ u ‖Z
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com
‖ u ‖Z“
$&% suptPp0,T q t
n
2 p 1ν´ 1σ q ‖ uptq ‖Msq,σ , se p “ 1`
2σ
npσ ´ 1q ´ σs ou p ě 1`
n
npσ ´ 1q ´ σs
0, em caso contrário
,
onde ν é um número real satisfazendo,
p´ 1
p
p1´ s
n
q ă 1
ν
ă 1
σ
` pp´ 1qrnpσ ´ 1q ´ σss
pσn
.
Em (i) e (ii), se u, v P XT são soluções para dados iniciais u0 e v0, respectiva-
mente segue que
‖ u´ v ‖XTÝÑ 0 , quando ‖ u0 ´ v0 ‖Msq,σÝÑ 0.
Mais ainda, se p ě 1 ` 2q
n
ą 1 ` 2
n
e u0 é suficientemente pequeno, a solição existe
globalmente no tempo.
Teorema 3.3. Sejam n “ 1, p “ 2 e 1 ď q ď 8. Então para toda u0 P M´1q,2 pRq existe
T ą 0 tal que pHq tem solução única u em XT , onde
XT “ tu P Cpr0, T s,M´1q,2 pRqq; ‖ u ‖XTă 8u
e
‖ u ‖XT“ sup
tPp0,T q
‖ uptq ‖M´1q,2 ` ‖ u ‖l0,2L2TLq .
Além disso, se u, v P XT são soluções para dados iniciais u0 e v0, respectiva-
mente, segue que
‖ u´ v ‖XTÝÑ 0 , quando ‖ u0 ´ v0 ‖M´1q,2ÝÑ 0.
Mais ainda, se p ě 1` 2q ą 3 e u0 é suficientemente pequeno, a solição existe globalmente
no tempo.
Para cada u P Cpr0, T s,M sq,σq, defina
‖ u ‖Y“ sup
tPp0,T q
‖ uptq ‖Msq,σ
e
Ψpuqptq “ et4u0 `
ż t
0
ept´τq4updτ ,
e considere a norma ‖ ¨ ‖Z como definida nos Teoremas 3.2 e 3.3. Antes de provarmos
os teoremas enunciados acima, vamos introduzir um lema que nos dá estimativas para a
parte bilinear da equação (3.20).
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Lema 3.2. (i) Sejam s, σ e p satisfazendo
´1 ď s ă 0 , 1 ď p ď mint1` 2σ
npσ ´ 1q ´ σs,
2
´su e p ă
pn` 2qσ
npσ ´ 1q ´ σs .
Então, existem C, α ą 0 e β ě 0 tais que
‖ Ψpuq ‖Yď C ‖ u0 ‖Msq,σ `CpTα ` T βq ‖ u ‖pZ (3.21)
e
‖ Ψpuq ‖Zď‖ et4u0 ‖Z `CpTα ` T βq ‖ u ‖pZ . (3.22)
(ii) Sejam s, σ e p satisfazendo
s ě 0 e 1 ă p ď 1` 2σ
npσ ´ 1q ´ σs .
Então, existem C, α ą 0 e β ě 0 tais que
‖ Ψpuq ‖Yď C ‖ u0 ‖Msq,σ `CpTα ` T βq ‖ u ‖pZ (3.23)
e
‖ Ψpuq ‖Zď‖ et4u0 ‖Z `CpTα ` T βq ‖ u ‖pZ . (3.24)
Demonstração:
Demonstração de (i) Vamos separar a demonstração deste item em dois passos.
No passo 1 vamos considerar o caso s “ ´2
p
e no passo 2 o caso ´2
p
ă s ă 0.
Passo 1: Primeiramente suponhamos s ą ´n
σ
. Neste caso,
1
σ
´ 2
pn
ď p
σ
´ pp´ 1q.
Na norma ‖ ¨ ‖Y , aplicando a Proposição 2.7 (ver p. 38), a desigualdade (2.17)
(ver p. 30) e a Proposição 2.1 (ver p. 21), obtemosˇˇˇˇˇˇˇˇż t
0
ept´τq4updτ
ˇˇˇˇˇˇˇˇ
M
´2
p
q,σ
ď C ‖ up ‖
l
´2
p ,σL1TL
q
ď C ‖ u ‖l0,σLpTLpq
ď C ‖ u ‖l0,σLpTLq
“ C ‖ u ‖Z .
Na norma ‖ ¨ ‖Z , pela Proposição 2.7, desigualdade (2.17) e Proposição 2.1, segue queˇˇˇˇˇˇˇˇż t
0
ept´τq4updτ
ˇˇˇˇˇˇˇˇ
l0σLpTL
q
ď Cp1` T 1p q ‖ up ‖
l
´2
p ,σL1TL
q
ď Cp1` T 1p q ‖ u ‖pl0,σLpTLpq
ď Cp1` T 1p q ‖ u ‖pZ .
Capítulo 3. O Problema de Cauchy para as equações de Navier-Stokes e a equação do calor semilinear
em espaços de modulação 72
Logo, tomando α “ 1
p
e β “ 0 obtemos, (3.23) e (3.24). Agora, suponha s ă ´n
σ
e assim,
das condições do lema, devemos ter σ ď p
p´ 1 .
Na norma ‖ ¨ ‖Y , aplicando as Proposições 2.1, 2.7 e a desigualdade (2.17),
temos que ˇˇˇˇˇˇˇˇż t
0
ept´τq4updτ
ˇˇˇˇˇˇˇˇ
M
´2
p
q,σ
ď C
ˇˇˇˇˇˇˇˇż t
0
ept´τq4updτ
ˇˇˇˇˇˇˇˇ
M0q,8
ď C ‖ up ‖l0,8L1TLq
ď C ‖ u ‖p
l
0, pp´1LpTLpq
ď C ‖ u ‖pl0,σLpTLq
“ C ‖ u ‖pZ .
Na norma ‖ ¨ ‖Z , obtemosˇˇˇˇˇˇˇˇż t
0
ept´τq4updτ
ˇˇˇˇˇˇˇˇ
l0,σLpTL
q
ď Cp1` T 1p q ‖ up ‖
l
´2
p ,σLpTL
q
ď Cp1` T 1p q ‖ up ‖l0,8L1TLq
ď C ‖ u ‖p
l
0, pp´1LpTLpq
ď Cp1` T 1p q ‖ u ‖pZ .
Assim, tomando α “ 1
p
e β “ 0, conseguimos (3.23) e (3.24). Finalmente, consideremos
s “ ´n
σ
. Pelas condições do lema, tem-se n “ 1, s “ ´1, σ “ 1 e p “ 2. Então,ˇˇˇˇˇˇˇˇż t
0
ept´τq4u2dτ
ˇˇˇˇˇˇˇˇ
M´1q,1
ď C
ˇˇˇˇˇˇˇˇż t
0
ept´τq4u2dτ
ˇˇˇˇˇˇˇˇ
M0q,1
ď C ‖ u2 ‖l0,1L1TLq
ď C ‖ u ‖2l0,1L2TL2q
ď C ‖ u ‖2Z .
Para a norma ‖ ¨ ‖Z , segue queˇˇˇˇˇˇˇˇż t
0
ept´τq4updτ
ˇˇˇˇˇˇˇˇ
l0,1L2TL
q
ď Cp1` T q ‖ u2 ‖l´1,1L1TLq
ď Cp1` T q ‖ u ‖l0,1L2TL2q
ď Cp1` T q ‖ u ‖2Z .
Logo, tomando α “ 1 e β “ 0, obtemos as estimativas desejadas.
Passo 2: Suponhamos inicialmente s ą ´n
σ
. Seja ν˜ satisfazendo
ν ď ν˜ e 1
ν˜
´ |s|
n
ď p
ν
´ pp´ 1q.
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Se σ ă ν˜, das desigualdades (2.22) (ver p. 32), (2.16) (ver p. 30) e da Proposição 2.1,
segue queˇˇˇˇˇˇˇˇż t
0
ept´τq4updτ
ˇˇˇˇˇˇˇˇ
Msq,σ
ď C
ż t
0
p1` pt´ τq´n2 p 1σ´ 1ν˜ qq ‖ up ‖Msq,ν˜ dτ
ď C
ż t
0
p1` pt´ τq´n2 p 1σ´ 1ν˜ qq ‖ u ‖pM0pq,ν dτ
ď C
ż t
0
p1` pt´ τq´n2 p 1σ´ 1ν˜ qq ‖ u ‖pM0q,ν dτ
ď C ‖ u ‖pZ
ż t
0
p1` pt´ τq´n2 p 1σ´ 1ν˜ qqτ´ p|s|2 ´ pn2 p 1ν´ 1σ qdτ
ď C ‖ u ‖pZ pt1´
p|s|
2 ´ pn2 p 1ν´ 1σ q ` t1´ p|s|2 ´ pn2 p 1ν´ 1σ q´n2 p 1ν´ 1σ qq.
Logo, tomamos α “ 1 ´ p|s|2 ´
pn
2 p
1
ν
´ 1
σ
q e β “ 1 ´ p|s|2 ´
pn
2 p
1
ν
´ 1
σ
q ´ n2 p
1
ν
´ 1
σ
q,
obtemos (3.23).
Se σ ě ν˜ de maneira análoga, aplicando a Proposição 2.1 e as desigualdades
(2.22) e (2.16) obtemos a estimativa.
Na norma ‖ ¨ ‖Z , das desigualdades (2.22), (2.23), (2.16) e da Proposição 2.1,
temos que
t
|s|
2 `n2 p 1ν´ 1σ q
ˇˇˇˇˇˇˇˇż t
0
ept´τq4updτ
ˇˇˇˇˇˇˇˇ
M0q,ν
ď Ct |s|2 `n2 p 1ν´ 1σ q
ż t
0
p1` pt´ τq´ |s|2 ´n2 p 1ν´ 1ν˜ qq ‖ up ‖
M
´|s|
q,ν˜
dτ
ď Ct |s|2 `n2 p 1ν´ 1σ q
ż t
0
p1` pt´ τq´ |s|2 ´n2 p 1ν´ 1ν˜ qq ‖ u ‖pM0pq,ν dτ
ď C ‖ u ‖pZ t
|s|
2 `n2 p 1ν´ 1σ q
ż t
0
p1` pt´ τq´ |s|2 ´n2 p 1ν´ 1ν˜ qqτ´ p|s|2 ´ pn2 p 1ν´ 1σ qdτ
ď C ‖ u ‖pZ pt1`
|s|
2 ´ p|s|2 ´ pp´1qn2 p 1ν´ 1σ q ` t1´ p|s|2 ´ pp´1qn2 p 1ν´ 1σ q´n2 p 1ν´ 1σ qq.
Assim, tomando α “ 1 ` |s|2 ´
p|s|
2 ´
pp´ 1qn
2 p
1
ν
´ 1
σ
q e β “ 1 ´ p|s|2 ´
pp´ 1qn
2 p
1
ν
´
1
σ
q ´ n2 p
1
ν
´ 1
σ
q, obtemos (3.24).
De maneira análoga ao feito acima, mostramos as estimativas (3.23) e (3.24)
para o caso s ď ´n
σ
.
Demonstração de (ii) Seja ν˜ satisfazendo
1
ν˜
´ pp´ 1qs
n
“ p
ν
´ pp´ 1q.
Pelas condições para s, σ e ν no lema, obtemos que σ ă ν˜ ă 8.
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Na norma ‖ ¨ ‖Y , temos queˇˇˇˇˇˇˇˇż t
0
ept´τq4updτ
ˇˇˇˇˇˇˇˇ
Msq,σ
ď C
ż t
0
p1` pt´ τq´n2 p 1ν˜´ 1σ qq ‖ u ‖pMspq,ν dτ
ď C
ż t
0
p1` pt´ τq´n2 p 1ν˜´ 1σ qq ‖ u ‖pM0q,ν dτ
ď C ‖ u ‖pZ
ż t
0
p1` pt´ τq´n2 p 1ν˜´ 1σ qqτ´ p|s|2 ´ pn2 p 1ν´ 1σ qdτ
ď C ‖ u ‖pZ pt1´
p|s|
2 ´ pn2 p 1ν´ 1σ q ` t1´ p|s|2 ´ pn2 p 1ν´ 1σ q`n2 p 1σ´ 1ν˜ qq.
Logo, obtemos (3.23). Na norma ‖ ¨ ‖Z , podemos estimar
t
|s|
2 `n2 p 1ν´ 1σ q
ˇˇˇˇˇˇˇˇż t
0
ept´τq4updτ
ˇˇˇˇˇˇˇˇ
Msq,σ
ď Ct |s|2 `n2 p 1ν´ 1σ q
ż t
0
p1` pt´ τq´n2 p 1ν´ 1ν˜ qq ‖ up ‖Msq,ν˜ dτ
ď Ct |s|2 `n2 p 1ν´ 1σ q
ż t
0
p1` pt´ τq´n2 p 1ν´ 1ν˜ qq ‖ u ‖pMspq,ν dτ
ď C ‖ u ‖pZ t
|s|
2 `n2 p 1ν´ 1σ q
ż t
0
p1` pt´ τq´n2 p 1ν´ 1ν˜ qqτ´ p|s|2 ´ pn2 p 1ν´ 1σ qdτ
ď C ‖ u ‖pZ pt1´
p|s|
2 ´ pn2 p 1ν´ 1σ q` |s|2 `n2 p 1ν´ 1σ q ` t1` |s|2 `n2 p 1ν´ 1σ q´n2 p 1ν´ 1ν˜ q´ p|s|2 ´ pn2 p 1ν´ 1σ qq.
Assim, obtemos (3.24).

3.2.1 Demonstração dos Teoremas 3.2 e 3.3
Iremos fazer a demonstração em 4 passos. No passo 1 vamos considerar o caso
s “ ´2
p
em (i) do Teorema 3.2 e o Teorema 3.3 juntos. Em seguida, trataremos (i) do
Teorema 3.2 para o caso ´2
p
ă s ă 0 no Passo 2, (ii) do Teorema 3.2 para o caso s ě 1 e
p “ 1` 2σ
npσ ´ 1q ´ σs ou p ě 1`
n
npσ ´ 1q ´ σs no Passo 3, e o último caso no Passo 4.
Passo 1: Da Proposição 2.6 (ver p. 36), ‖ et4u0 ‖Z é pequeno quando T ą 0 é
suficientemente pequeno, onde T depende de cada u0. Seja ε ą 0 e T ą 0 satisfazendo
‖ et4u0 ‖Ză ε e Cp1` T 1p q2pεp´1 ď 12 .
Consideramos o espaço métrico
XT “ tu P Cpr0, T s,M sq,σq; ‖ u ‖Yď C ‖ u0 ‖M´1q,1 `ε , ‖ u ‖Zď 2εu,
munido com a métrica
dpu, vq “‖ u´ v ‖Y ` ‖ u´ v ‖Z .
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Assim, das desigualdades provadas no item (i) do Lema 3.2, segue que ΨpXT q Ă XT e
vamos provar também que Ψ é uma contração. Analisaremos apenas o caso s ą ´n
σ
, pois
os outros saem de maneira análoga.
Na norma ‖ ¨ ‖Y , podemos estimar
‖ Ψpuq ´Ψpvq ‖
M
´2
p
q,σ
“
ˇˇˇˇˇˇˇˇż t
0
ept´τq4pup ´ vpqdτ
ˇˇˇˇˇˇˇˇ
M
´2
p
q,σ
“
ˇˇˇˇˇˇˇˇż t
0
ept´τq4pu´ vqpup´1 ` vp´1qdτ
ˇˇˇˇˇˇˇˇ
M
´2
p
q,σ
ď C ‖ pu´ vqpup´1 ` vp´1q ‖
l
´2
p ,σL1TL
q
ď C ‖ u´ v ‖l0,σLpTL2q‖ up´1 ` vp´1 ‖l0,σL pp´1T L2q
ď C ‖ u´ v ‖Z p‖ u ‖p´1Z ` ‖ v ‖p´1Z q.
Agora, na norma ‖ ¨ ‖Z , segue que
‖ Ψpuq ´Ψpvq ‖Z “
ˇˇˇˇˇˇˇˇż t
0
ept´τq4pup ´ vpqdτ
ˇˇˇˇˇˇˇˇ
l0,σLpTL
q
ď Cp1` T 1p q ‖ pu´ vqpup´1 ` vp´1q ‖
l
´2
p ,σL1TL
q
ď Cp1` T 1p qp‖ u ‖p´1Z ` ‖ v ‖p´1Z q ‖ u´ v ‖Z .
Assim, chegamos a estimativa
dpΨpuq,Ψpvqq ď CpTα ` T βqp‖ u ‖p´1Z ` ‖ v ‖p´1Z qdpu, vq ď 12dpu, vq.
Logo, aplicando o Teorema do Ponto Fixo de Banach obtemos u ponto fixo de Ψ em XT
que será a única solução da equação (3.20) em XT . Obtemos assim a solução desejada.
Agora mostremos a existência de T ą 0 dependendo somente da norma de u0,
quando a norma de u0 for pequena. Pela proposição 2.6, temos que
‖ et4u0 ‖Z“‖ et4u0 ‖l0,σLpTLqď Cp1` T
2
p q ‖ u0 ‖
M
´2
p
q,σ
.
De maneira similar ao feito acima, mostramos a existência de C0 ą 0 tal que
‖ Ψpuq ‖XTď C0p1` T
2
p q ‖ u0 ‖
M
´2
p
q,σ
`C0p1` T 1p q ‖ u ‖pXT
e
‖ Ψpuq ´Ψpuq ‖XTď C0p1` T
1
p qp‖ u ‖p´1XT ` ‖ v ‖p´1XT q ‖ u´ v ‖XT . (3.25)
Sejam u0 e T ą 0 satisfazendo
‖ u0 ‖
M
´2
p
q,σ
ă 12p´1Cp0 e 2
p´1Cp0 p1` T
1
p qp ‖ u0 ‖p´1
M
´2
p
q,σ
ď 1. (3.26)
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Agora consideremos o espaço métrico
tu P Cpr0, T s,M
´2
p
q,σ q; ‖ u ‖XTď 2C0p1` T
1
p q ‖ u0 ‖
M
´2
p
q,σ
u, (3.27)
com a métrica
dpu, vq “‖ u´ v ‖XT .
Assim, se u, v estão nesse espaço, segue que
‖ Ψpuq ‖XTď 3C0p1` T
1
p q ‖ u0 ‖
M
´2
p
q,σ
e
‖ Ψpuq ´Ψpvq ‖XTď
1
2 ‖ u´ v ‖XT .
Logo, obtemos a solução desejada através do Teorema do Ponto Fixo de Banach.
Passo 2: Aplicando a Proposição 2.5, ‖ et4u0 ‖Z é pequena para T ą 0
suficientemente pequeno, onde T depende de cada u0. Tome ε ą 0 e T ą 0 satisfazendo
‖ et4u0 ‖Msq,σă ε e CpTα ` T βq2pεp´1 ď
1
2 .
Definimos o espaço métrico
XT “ tu P Cpr0, T s,M sq,σq; ‖ u ‖Yď C ‖ u0 ‖Msq,σ `ε , ‖ u ‖Zď 2εu,
munido da métrica
dpu, vq “‖ u´ v ‖Y ` ‖ u´ v ‖Z .
Assim, das desigualdades (3.23) e (3.24), provadas no Lema 3.2, segue que ΨpXT q Ă XT .
Além disso, de maneira análoga ao feito no Passo 1, obtemos
dpΨpuq,Ψpvqq ď Cp‖ u ‖p´1Z ` ‖ v ‖p´1Z qpTα ` T βqdpu, vq ď 12dpu, vq
Então, Ψ é uma contração em XT e assim obtemos a solução desejada através do Teorema
do Ponto Fixo de Banach.
Agora, note que se
p ă mint1` 2σ
npσ ´ 1q ´ σs,
pn` 2qσ
npσ ´ 1q ´ σs,
2
´su,
teremos α, β ą 0 e então podemos tomar T ą 0 dependendo somente da norma de u0,
como feito também no Passo 2 do Teorema 3.1.
Passo 3: De posse das estimativas (3.23) e (3.24), mostradas no Lema 3.2, a
obtenção da solução segue de maneira análoga aos Passos 1 e 2.
Passo 4: No passo 4, vamos mostrar que existe C, α ą 0 tais que,
‖ Ψpuq ‖Yď C ‖ u0 ‖Msq,σ `CTα ‖ u ‖pY . (3.28)
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Seja ν satisfazendo
σ ă ν ă 8 , 1
ν
´ spp´ 1q
n
“ p
σ
´ pp´ 1q.
Assim, segue queˇˇˇˇˇˇˇˇż t
0
ept´τq4updτ
ˇˇˇˇˇˇˇˇ
Msq,σ
ď C
ż t
0
p1` pt´ τq´n2 p 1σ´ 1ν qq ‖ up ‖Msq,ν dτ
ď C
ż t
0
p1` pt´ τq´n2 p 1σ´ 1ν qq ‖ u ‖pMspq,σ dτ
ď C
ż t
0
p1` pt´ τq´n2 p 1σ´ 1ν qq ‖ u ‖pMsq,σ
ď C ‖ u ‖pY
ż t
0
p1` pt´ τq´n2 p 1σ´ 1ν qqdτ
ď C ‖ u ‖pY pT ` T 1´n2 p 1σ´ 1ν qq.
Note que ν ă 8, pois p ă 1` n
npσ ´ 1q ´ σs . Assim, obtemos (3.28).
Seja T ą 0 satisfazendo
CpTα2p ‖ u0 ‖p´1Msq,σď
1
2 . (3.29)
Agora consideremos o espaço métrico
XT “ tu P Cpr0, T s,M sq,σq; ‖ u ‖Yď 2C ‖ u0 ‖Msq,σu,
munido da métrica
dpu, vq “‖ u´ v ‖Y .
Logo, se u, v estão nesse espaço, por (3.28), podemos estimar
‖ Ψpuq ‖Yď 2C ‖ u0 ‖Msq,σ
e
‖ Ψpuq ´Ψpvq ‖Yď 12 ‖ u´ v ‖Y . (3.30)
Agora, usando o Teorema do Ponto Fixo de Banach, obtemos um único ponto fixo de Ψ
em XT que é a solução que buscamos.

Observação 3.2. (i) Em (ii) do Teorema 3.2, o limite superior de p “ 1` 2σ
npσ ´ 1q ´ σs
parece ser ótimo devido as seguintes inclusões contínuas. Para 1 ď σ ď 2, temos que
M sσ
σ´1 ,σ
pRnq ãÑ Hs, σσ´1 pRnq ãÑ L2pRnq X LrpRnq , se s
n
“ σ ´ 1
σ
´ 1
r
.
Para 2 ď σ ď 8, temos que
Hs,
σ
σ´1 pRnq ãÑM sσ
σ´1 ,σ
pRnq,
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Hs,
σ
σ´1 pRnq ãÑ LrpRnq, se s
n
“ r ´ 1
r
´ 1
σ
.
Para ambos os casos, temos
1` 2σ
npσ ´ 1q ´ σs “ 1`
2r
n
e o lado direito é obtido pela invariância de escala de LrpRnq. Para isso, é necessário que
p satisfaça p ď 1` 2r
n
para obter a solução local se a condição inicial está em LrpRnq, que
foi provado por Weissler [27].
(ii) Em (i) do Teorema 3.2, as condições p ă ´2
s
e p ă pn` 2qσ
npσ ´ 1q ´ σs são
necessárias para a existência de ν. E as condições p “ ´2
s
e p “ pn` 2qσ
npσ ´ 1q ´ σs são ótimas.
De fato, podemos mostrar a má-colocação para (H) em M s2,σpRnq se
p ą ´2
s
ou p ą pn` 2qσ
npσ ´ 1q ´ σs , (3.31)
o que será objeto de estudo do capítulo 4 dessa dissertação. Além disso, o caso
´1 ď s ă 0 , 1 ă p ď mint1` 2σ
npσ ´ 1q ´ σs,
´2
s
u e p “ pn` 2qσ
npσ ´ 1q ´ σs , (3.32)
não é tratado no Teorema 3.2. Contudo, podemos tratar um caso específico, que é o teorema
3.3.
(iii) O Teorema 3.3 nos fornece um exemplo típico. Seja u0 PM´12,2 pRq, então
obtemos uma solução local de (H) pelo Teorema 3.3 e o índice de derivação s “ ´1 é ótimo
por (ii) dessa observação. Ou seja, se o índice de derivação s ă ´1, (H) é má-colocada
em M s2,2pRq.
(iv) A existência do tempo T ą 0 não pode ser tomada dependendo apenas da
norma da condição inicial u0. Em nossa demonstração dos Teoremas 3.2 e 3.3, a existência
do tempo T pode ser tomada dependendo somente da norma de u0 quando
p ă mint1` 2σ
npσ ´ 1q ´ σs , p “
pn` 2qσ
npσ ´ 1q ´ σs ,
2
´su. (3.33)
ou quando a norma de u0 for pequena.
(v)(Dependência contínua dos dados iniciais)
Fixe u0 P PM sq,σ e considere T ą 0 dependêndo apenas da norma de u0,o qual
provamos a existência nos teoremas 3.2 e 3.3, desde que (3.33) seja satisfeito.
Primeiramente vamos considerar o caso s “ ´2
p
. Relembre o espaço XT definido
em (3.27) na demonstração dos teoremas 3.2 e 3.3. Sejam v1 e v2 dados iniciais satisfazendo
‖ v1 ‖
M
´ 2p
q,σ
, ‖ v2 ‖
M
´ 2p
q,σ
ď‖ u0 ‖
M
´ 2p
q,σ
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Logo, segue que, se w1 e w2 são soluções da equação (3.20) para os dados iniciais v1 e v2,
respectivamente, ou seja
w1 “ et4v1 `
ż t
0
ept´τq4wp1dτ
e
w2 “ et4v2 `
ż t
0
ept´τq4wp2dτ ,
então w1, w2 P XT .
Assim, aplicando a desigualdade triângular e as estimativas (3.25), (2.21) e
(3.26) (ver pp. 32 e 65), obtemos
‖ w1 ´ w2 ‖XT ď ‖ et4pv1 ´ v2q ‖XT `C0p1` T
1
p qp‖ u ‖p´1XT ` ‖ v ‖p´1XT q ‖ w1 ´ w2 ‖XT
ď C0p1` T 1p q ‖ v1 ´ v2 ‖
M
´2
p
q,σ
`2pCp0 p1` T
1
p qp ‖ u0 ‖p´1
M
´2
p
q,σ
‖ w1 ´ w2 ‖XT
ď C ‖ v1 ´ v2 ‖
M
´2
p
q,σ
`12 ‖ w1 ´ w2 ‖XT ,
e então
‖ w1 ´ w2 ‖XTď C ‖ v1 ´ v2 ‖
M
´ 2p
q,σ
Portante, concluímos que a solução de (3.20) é contínua com relação aos dados iniciais.
Para os casos
´2
p
ă s ă 0 e p “ 1` 2σ
npσ ´ 1q ´ σs ou p ě 1`
n
npσ ´ 1q ´ σs ,
de maneira análoga, utilizando as estimativas (3.25) e (3.26) provamos a dependência
contínua dos dados iniciais. No último caso, feito no Passo 4 da demonstração dos teorema
3.2 e 3.3, provamos o resultado utilizando as estimativas (3.29) e (3.30).
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4 Alguns casos de má colocação em espaços
de modulação
4.1 Má-colocação para (NS) em PM s2,σpRnq
Nesta seção, vamos mostrar a má colocação do problema (NS) no espaço
PM s2,σpRnq com s ă ´1 e 1 ď σ ă 8. Para isso, vamos mostrar que a dependência
contínua da condição inicial falha nesse caso.
Note que é suficiente provarmos que o mapa de pPM´12,1 , ‖ ¨ ‖PM´12,1 q para
pCpr0, 1s,M´12,1 q, ‖ ¨ ‖Cpr0,1s,M´12,1 qq definido por
Θ : f ÞÝÑ
ż t
0
∇ept´τq4Ppet4fq b pet4fqqdτ .
é descontínuo.
Observe que podemos tomar a existência de T ą 0 sendo maior que 1 se a
condição inicial for suficientemente pequena. Suponha que o mapa Θ é contínuo.
Assim, como Θ é bilinear e contínuo então é uma aplicação limitada, ou seja,
existe C ą 0, tal queˇˇˇˇˇˇşt
0∇ept´τq4Ppet4fq b pet4fqqdτ
ˇˇˇˇˇˇ
Cpr0,1s,M´12,1 q
‖ f ‖M´12,σ‖ f ‖PM´12,σ
ď C , @f P PM´12,σ .
Então,
sup
tPp0,1q
ˇˇˇˇˇˇˇˇż t
0
∇ept´τq4Ppet4fq b pet4fqqdτ
ˇˇˇˇˇˇˇˇ
M´12,σ
ď C ‖ f ‖2
PM´12,σ
.
Se a dimensão do espaço é par, definimos a j-ézima componente de Ff por
p´1qj´1ξ´1j tχpξ ´Ne1q ` χp´ξ ´Ne1q ` χpξ `Ne2q ` χp´ξ `Ne2qu. (4.1)
para j “ 1, . . . , n, onde N é um número natural grande qualquer, e1 “ p1, 0, . . . , 0q,
e2 “ p0, 1, . . . , 0q, ξ “ pξ1, . . . , ξnq e χ é a função característica cujo suporte é o seguinte
conjunto
tξ P Rn; 1 ď ξj ď 2 se j é ímpar ,´2 ď ξj ď ´1 se j é par u.
Assim, segue que div f “ 0. Então, temos que
‖ f ‖Ms2,σď CN2s. (4.2)
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Por outro lado, tomando t “ 1
N2
, obtemosˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
ż 1
N2
0
∇ept´τq4Ppet4fq b pet4fqqdτ
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
Ms2,σ
ě CN´2. (4.3)
De fato, pelo Teorema de Plancherel e da desigualdade de Housdorff-Young
(ver p. 9), temos queˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
ż 1
N2
0
∇ept´τq4Ppet4fq b pet4fqqdτ
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
Ms2,σ
ě
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ˝0
ż 1
N2
0
∇ept´τq4Ppet4fq b pet4fqqdτ
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
L2
ě
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇϕ0F
˜ż 1
N2
0
∇ept´τq4Ppet4fq b pet4fqq
¸
dτ
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
L2
“
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
ż 1
N2
0
ϕ0F
`∇ept´τq4Ppet4fq b pet4fqq˘ dτ ˇˇˇˇˇ
ˇˇˇˇ
ˇ
L2
ě
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
ż 1
N2
0
ϕ0
nÿ
j“1
ξje
´p 1
N2´τq|ξ|2
˜
1´ ξ1|ξ|2
nÿ
l“1
ξl
¸
Frpeτ4fjqpeτ4f1qsdτ
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
L2
,
onde fj denota a j-ézima componente de f, e a última desigualdade é obtida considerando
apenas a primeira coordenada da transformada de Fourier. Por simplicidade, definimos
F pτ, ξq :“ ϕ0pξq
nÿ
j“
ξje
´p 1
N2´τq|ξ|2
˜
1´ ξ1|ξ|2
nÿ
l“1
ξl
¸
Frpeτ4fjqpeτ4f1qs.
Se tomarmos ξ0 “ p10´2, 10´1, 0, . . . , 0q, temos F pτ, ξ0q ‰ 0, para todo τ P
r0, 1
N2
s. Assim, existe δ ą 0 independente de N e um aberto E Ă Rn com ξ0 P E, tal que
|F pτ, ξq| ą δ , @τ P r0, 1
N2
s , @ξ P E.
Assim, ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
ż 1
N2
0
F pτ, ξqdτ
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ ě δ2
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
ż 1
N2
0
dτ
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
L2pEq
“ δ|E|2N2 .
Logo, obtemos (4.3).
Agora, note que de (4.2) e (4.3) obtemos uma contradição. Portanto, o operador
Θ não é contínuo e assim concluímos a má-colocação de (NS) nessas condições.
Se a dimensão do espaço é ímpar, definimos a j-ézima componente de Fpfq
como#
2´1ξ´1j tχpξ ´Ne1q ` χp´ξ ´Ne1q ` χpξ `Ne2q ` χp´ξ `Ne2qqu, se j “ 1, 3
p´1qj´1ξ´1j tχpξ ´Ne1q ` χp´ξ ´Ne1q ` χpξ `Ne2q ` χp´ξ `Ne2qqu, em caso contrário
.
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A diferença nesse caso é a forma de garantir que div f “ 0. Fazendo Gpξq “ χpξ´Ne1q`
χp´ξ ´Ne1q ` χpξ `Ne2q ` χp´ξ `Ne2qq, temos que#
Bjfj “ i2´1F´1G , se j “ 1, 3
Bjfj “ ip´1qj´1F´1G , se j “ 2, 4, . . . , n
.
Assim, div f “ 0 e podemos tratar esse caso de maneira análoga ao caso de dimensão par.
4.2 Má-colocação para (H) em M s2,σpRnq
No Teorema 3.3 demonstrado no cápitulo 3, consideramos relações entre p, s
e σ que foram importantes para mostrar a existência da solução e principalmente a boa
colocação da mesma. Nesta seção, iremos provar que essas condições são ótimas, ou seja,
que para os casos
p ą 2´s ou p ą
pn` 2qσ
npσ ´ 1q ´ σs ,
a boa-colocação de (H) falha em M s2,σ.
Assumimos que o mapa de pM´
2
p
2,1 , ‖ ¨ ‖Ms2,σq para pCpr0, 1s,M
´ 2
p
2,σ q, ‖ ¨ ‖
Cpr0,1s,M´
2
p
2,σ qq definido por
Θ : f ÞÝÑ
ż t
0
ept´τq4peτ4fqpdτ ,
é contínuo.
Note queż t
0
ept´τq4pepτ4fqpdτ “
ż t
0
et´τq4peτ4fq ¨ ¨ ¨ peτ4fqdτ
“
ż t
0
et´τq4peτ4fq b . . .b peτ4qdτ .
Logo, Θ é multilinear e então segue da continuidade que existe C ą 0, tal que
sup
tPp0,tq
ˇˇˇˇˇˇˇˇż t
0
ept´τq4peτ4fqpdτ
ˇˇˇˇˇˇˇˇ
Ms2,σ
ď C ‖ f ‖pMs2,σ . (4.4)
Consideremos primeiramente o caso p ą ´2
s
. Seja Fpfq definida por
Ff “ χpξ ´Ne1q ` χpξ ` pp´ 1qNe1q,
onde N é um número natural grande, e1 “ p1, 0, . . . , 0q e χ é a função característica cujo
suporte é o conjunto
E “ tξ “ pξ1, . . . , ξnq P Rn;´1 ď ξj ď 1 , j “ 1, . . . , nu.
Assim, obtemos
‖ f ‖pMs2,σď CNps. (4.5)
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Por outro lado, tomando t “ 1
N2
, temos queˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
ż 1
N2
0
ep
1
N2´τq4peτ4fqpdτ
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
Ms2,σ
ě CN´2. (4.6)
De fato, da Desigualdade de Housdorff-Young, podemos estimarˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
ż 1
N2
0
ep
1
N2´τq4peτ4fqpdτ
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
Ms2,σ
ě
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇF
˜ż 1
N2
0
ep
1
N2´τq4peτ4fqpdτ
¸ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
Ms2,σ
Por simplicidade, escrevemos χNpξq “ χpξ ´Ne1q. Se τ P r0, 1
N2
s e ξ P E, existe C ą 0
idependente de N, tal que
F
˜ż 1
N2
0
ep
1
N2´τq4peτ4fqpdτ
¸
pξq ě
ż 1
N2
0
e´p
1
N2´τq|ξ|2pe´τ |ξ|2χNpξq ‹ ¨ ¨ ¨ ‹ e´τ |ξ|2χNpξqqdτ
ě C
ż 1
N2
0
pχN ‹ ¨ ¨ ¨ ‹ χN ‹ χpp´1qNqpξqdτ
ě CN´2pχN ‹ ¨ ¨ ¨ ‹ χN ‹ χpp´1qNqpξq.
Como a medida de Lebesgue do suporte de suppχN e suppχpp´1qN são iguais a medida de
E, obtemos (4.6).
Assim, de (4.4) a (4.6), obtemos uma contradição. Portanto concluímos, a má
colocação nesse caso.
Agora vamos trabalhar o caso p ą ppn` 2qσ
npσ ´ 1q ´ σs . Seja Fpfq definida por
Fpfq “ χp100N´1pξ ´Ne1qq ` χp100N´1pξ ` pp´ 1qNe1qq.
Então, temos que
‖ f ‖pMs2,σď CNps`
pn
σ . (4.7)
Por outro lado, tomando t “ 1
N2
, obtemosˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
ż 1
N2
0
ep
1
N2´τq4peτ4fqpdτ
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
Ms2,σ
ě CN´2`pp´1qn. (4.8)
De fato, de maneira análoga a prova de (4.6), podemos estimarˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
ż 1
N2
0
ep
1
N2´τq4peτ4fqpdτ
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
Ms2,σ
ě CN2 ‖ pχ˜N ‹ ¨ ¨ ¨ ‹ χ˜N ‹ χ˜´pp´1qNq ‖L2pEq , (4.9)
onde χ˜Npξq “ χp100N´1pξ ´ Ne1qq. Neste caso, a medida de Lebesgue de suppχ˜N e
suppχ˜´pp´1qN é 100nN´n vezes a medida de E. Daí, obtemos
‖ pχ˜N ‹ ¨ ¨ ¨ ‹ χ˜N ‹ χ˜´pp´1qNq ‖L2pEqě CN pp´1qn (4.10)
De (4.9) e (4.10) obtemos (4.8). Portanto, temos uma contradição e assim concluímos a
má-colocação nesse caso.
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5 Conclusões
Este trabalho, possibilita ao autor e ao leitor o contato com alguns conceitos
básicos da análise como transformada de Fourier, distribuições temperadas e multipliers
de Fourier, que são de grande utilidade no estudo de equações diferenciais. O estudo dos
espaços de modulação permite que nos familharizemos com espaços obtidos através de
operadores de decomposição e a trabalhar com as normas desses espaços, que é o caso
também dos espaços de Besov, para citar mais um exemplo.
Vale ressaltar que os resultados estudados nesta dissertação estendem os re-
sultados obtidos por Tsukasa Iwabuchi em [13], dando ênfase aos espaços de modulação
com índice de derivação negativa. Além disso, para soluções locais, se s “ ´1, a condição
inicial u0 está inclusa no resultado de Miura [20] que provou a existência de solução local
para u0 P vmo´1 X gmo´1. No caso de soluções globais, se ´1 ď s ď 0, a condição inicial
está inclusa nos resultados de Koch e Tataru [17] que provou a existência de solução global
para u0 P BMO´1.
Finalmente, os casos de má-colocação provados nesse trabalho nos dão condições
de otimalidade para o índice de derivação s dos espaços M sq,σ no caso das equações de
Navier-Stokes, e para a potência p no caso da equação do calor semilinear.
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APÊNDICE A – Demonstração do Lema 2.1
Para provar o Lema 2.1, vamos utilizar a teoria de espaços de Marcinkiewiz
(também conhecido como Lp-fraco ou espaços de Lorentz, ver mais detalhes em [1]). A
seguir introduziremos algumas notações. Definimos o rearranjo não-crescente de uma
função mensurável f em Rn por
f˚pλq “ inftt ą 0;mf ptq ď λu,
onde mf ptq é a função distribuição de f , a qual é definida pela medida de Lebesgue do
conjunto
tx P Rn; |fpxq| ą tu.
Seja f˚˚ definida por
f˚˚pλq “ 1
λ
ż λ
0
f˚pµqdµ.
Assim, para 1 ď σ ď 8, o espaço de Marcinkiewiz Lσ,8pRnq é dado por
Lσ,8pRnq “ tf P S 1pRnq; ‖ f ‖Lσ,8ă 8u,
onde
‖ f ‖Lσ,8“ sup
λě0
λ
1
σ f˚˚pλq.
Agora, iremos provar um lema auxiliar que mostra algumas estimativas com
peso nos espaços de Marcinkiewiz e que será útil na prova do Lema 2.1.
Lema A.1. Sejam 1 ď σ, σ1, σ2, ν ď 8, 0 ď α ă n
σ
e β ě 0.
(i) Se 1
σ
“ 1
ν
` α
n
, existe C ą 0 tal que para toda f P Lν,8 temos
‖ |x|´αf ‖Lσ,8ď C ‖ f ‖Lν,8 .
(ii) Se β ă n
ˆ
1` 1
σ
´ 1
σ2
˙
´ α e 1
σ
´ pα ` βq
n
“ 1
σ1
` 1
σ2
´ 1, existe C ą 0,
tal que
‖ |x|´αp| ¨ |´βfq ‹ g ‖Lσ,8ď C ‖ f ‖Lσ1,8‖ g ‖Lσ2,8 , @f P Lσ1,8 e g P Lσ2,8.
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Demonstração de (i) Para λ ą 0 existe Eλ Ă Rn, cuja medida de Lebesgue é λ,
tal que
p|x|´αfq˚˚pλq “ 1
λ
ż
Eλ
|x|´αfpxqdx
ď 1
λ
ż λ
0
p|x|´αq˚pηqf˚pηqdη
ď C
λ
ż λ
0
η´
α
n η´
1
ν dη sup
µą0
µ
1
ν f˚pµq
ď Cλ´ 1σ sup
µą0
µ
1
ν f˚pµq ď Cλ´ 1σ sup
µą0
µ
1
ν f˚˚pµq.
Multiplicando por λ 1σ , obtemos
λ
1
σ p|x|´αfq˚˚pλq ď C sup
µą0
µ
1
ν f˚˚pµq.
Assim, ‖ |x|´αf ‖Lσ,8ď C ‖ f ‖Lν,8 .
Demonstração de (ii) Pelo item (i), temos que
‖ |x|´αp| ¨ |βfq ‹ g ‖Lσ,8ď C ‖ | ¨ |βf ‹ g ‖Lσ,8 .
Daí, aplicando a estimativa da convolução em espaços de Marcinkiewiz, obtemos
‖ |x|´αp| ¨ |βfq ‹ g ‖Lσ,8ď C ‖ | ¨ |βf ‖Lσ1,8‖ g ‖Lσ2,8 .
Finalmente, aplicando (i) novamente, obtemos o resultado desejado.

Agora, de posse deste resultado, podemos finalmente demonstrar o Lemma 2.1.
Aplicando (ii) do lema anterior e a inclusão de Lebesgue em espaços de Marcinkiewiz,
obtemos
‖ |x|´αp| ¨ |´βfq ‹ g ‖Lν,8 ď C ‖ f ‖Lσ1,8‖ g ‖Lσ2,8
ď C ‖ f ‖σ1‖ g ‖σ2 . (A.1)
Para g P Lσ2pRnq fixo, vamos definir o operador T : Lν1 ÝÑ Lν,8pRnq por
T pfqpxq “ |x|´αp| ¨ |´β ‹ gqpxq
De (A.1), temos que T é limitado. Escolhendo ν “ νp1q, νp2q e ν1 “ νp1q1 , νp2q1 , respectiva-
mente, satisfazendo
νp1q ă σ ă νp2q , ν1 ă σ1 ă νp2q1 e νpjq ď νpjq1 ,
podemos aplicar o Teorema de Interpolação de Marcinkiewiz (ver [1], p. 216) e obter que T
pode ser estendido para um operador limitado de Lσ1pRnq para LσpRnq. Portanto, obtemos
o resultado desejado.
