In this paper we study the scheduling problem in which each customer order consists of several jobs of different types, which are to be processed on m facilities. Each facility is dedicated to the processing of only one type of jobs. All jobs of an order have to be delivered to the customer at the same time. The objective is to schedule all the orders to minimize the total weighted order completion time. While the problem has been shown to be unary NP-hard, we develop a heuristics to tackle the problem and analyze its worst-case performance.
Introduction
In this paper we consider the problem of scheduling customer orders on multiple facilities to minimize the weighted order completion time. We are given n customer orders to be processed on m facilities. Each order may consist of several jobs of different types (families). Each job is processed by a facility dedicated to the processing of its type of jobs. All jobs of an order have to be delivered to the customer at the same time. The objective is to schedule the orders on the facilities so as to minimize the total weighted order completion time.
1 This is the Pre-Published Version.
There are several papers dealing with the multiple facility customer order total weighted order completion time scheduling problem. Wagneur and Sriskandarajah (1993) showed that the problem to minimize the total order completion time is unary NP-hard even when m = 2. Unfortunately, as pointed out by , their proof is not correct. The complexity status of this two machine problem remains open. However, Leung et al (2002) proved that the total order completion time is NP-hard in the strong sense when m = 3. Sung and Yoon (1998) showed that the worst-case performance of the weighted shortest processing time (WSPT) rule for permutation schedules is 2 for m = 2. Wang and Cheng (2003) and established some heuristics based on WSPT rule and analyzed their worst-case performance. In this paper, we will provide a new heuristic to tackle the problem and analyze their worst-case error bounds.
We first give a formal description of the problem under study. There is a set of orders N = {O 1 , . . . , O n } to be processed. Each order O j consists of m jobs J 1j , . . . , J mj . A job J ij is to be processed on facility M i , i = 1, . . . , m. The processing time of J ij is denoted as p ij , i = 1, . . . , m, j = 1, . . . , n. Associated with each order O j is a weight w j . We assume that all p ij and w j are non-negative integers.
We define the following variables for a given schedule σ:
When there is no ambiguity, we simplify C ij (σ) and C j (σ) as C ij and C j , respectively. The objective function that we consider requires the minimization of w j C j . We denote our problem as P. We will also simplify w j C j as F and denote the optimal solution as F * .
We assume that each order cannot contain more that one job to be processed on the same facility. This is not a strict assumption as it seems because if there are more than one job to be processed on the same facility, they can be combined into one job that, once started, has to be processed without interruption until completion.
We note that our search for an optimal solution can be restricted to the class of schedules in which each of the facilities M i , i = 1, . . . , m, starts at time zero and has no intermediate idle time. Furthermore, it also suffices to consider permutation schedules, i.e., schedules in which all orders are sequenced in the same order on all facilities.
Linear Programming Relaxation
In this section we present an approximation algorithm with data independent worst-case performance for P based on the linear program-ming relaxation. Our algorithm is inspired by recent work on the unrelated parallel machine total weighted completion time minimization scheduling problem with release times by Hall et al (1997) and Phillips et al (1998) . For the unrelated parallel machine total weighted completion time problem with release times, Phillips et al developed an 8-approximation algorithm for the preemptive version, while Hall et al established a 
It is not difficult to see that LP is a relaxation of the integer programming formulation of P, and the solution of LP is an obvious lower bound for the problem. So we have the following result.
Lemma 1 For P, the optimal value of LP is a lower bound for the optimal total weighted completion time F * .
Based on linear programming relaxation, we propose the following heuristic. Algorithm HLP:
(i) Solve LP and let the optimal solution be x jl , j = 1, . . . , n, l = 1, . . . , L.
( Proof First, observe that the optimal solution of LP is precisely n j=1 w j C j , and so F * ≥ n j=1 w j C j from Lemma 2. Define a series α h , h = 1, . . . , ∞, as follows:
It is not difficult to show that α h > 0,
, and
Now assume, without loss of generality, that all orders are indexed in a nondecreasing order of C j , i.e.,
We consider the following three cases.
x kl , and so
Hence, we have
From (3), we have
Case 2
2 . From (7), we know that there exists some h such that
For any k = 1, . . . , j., we have
g=1 α g ), and so
From (6), we have
2 . Following an argument similar to that of Case 1, for any k = 1, . . . , j, we have
x kl = τ u+1 1 − Hence, we have
The proof is complete. We notice the rapid development in research on the unrelated parallel machine total weighted completion time scheduling problem with release times in the past few years (Schulz and Skutella 1997 , Skutella 1999 , and Afrati et al 1999 . It will be interesting to investigate whether the new results in this area can be extended to our problem.
