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Abstract
This paper is a continuation of the papers [21] and [22]. Here we shall investigate
the asymptotic behaviour of Weyl and Bernstein numbers of embeddings of Sobolev
spaces with dominating mixed smoothness into Lebesgue spaces.
1 Introduction
Weyl numbers have been introduced by Pietsch [26]. Let X, Y be Banach spaces. The
nth Weyl number of the linear operator T ∈ L(X,Y ) is given by
xn(T ) := sup{an(TA) : A ∈ L(ℓ2,X), ‖A‖ ≤ 1} , n ∈ N .
Here an(TA) is the nth approximation number of the operator TA. Recall, the nth
approximation number of the linear operator T ∈ L(X,Y ) is defined to be
an(T ) := inf{‖T −A : X → Y ‖ : A ∈ L(X,Y ), rank(A) < n} , n ∈ N .
The particular interest in Weyl numbers stems from the fact that they are the smallest
known s-numbers satisfying the famous Weyl-type inequalities. This is, if T : X → X is
a compact linear operator in a Banach space X, then
( 2n−1∏
k=1
|λk(T )|
)1/(2n−1) ≤ √2e( n∏
k=1
xk(T )
)1/n
holds for all n ∈ N, in particular,
|λ2n−1(T )| ≤
√
2e
( n∏
k=1
xk(T )
)1/n
,
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see Pietsch [26] and Carl, Hinrichs [8]. Here (λn(T ))
∞
n=1 is the sequence of non-zero
eigenvalues of T , ordered in the following way: each eigenvalue is repeated according to
its algebraic multiplicity and |λn(T )| ≥ |λn+1(T )|, n ∈ N. Hence, Weyl numbers may be
seen as an appropriate tool to control the eigenvalues of T .
The behaviour of Weyl numbers has been considered at various places since 1980, for
example, Pietsch [25, 26], Lubitz [18], Ko¨nig [17] and Caetano [5, 6, 7]. They studied Weyl
numbers of embeddings id : Btp1,q1((0, 1)
d) → Lp2((0, 1)d), where Btp1,q1((0, 1)d) denotes
the isotropic Besov spaces defined on (0, 1)d. Zhang, Fang, Huang [42] and Gasiorowska,
Skrzypczak [15] investigated the case of embeddings of weighted Besov spaces, defined on
R
d, into Lebesgue spaces. In addition we refer to [21], where the authors investigated the
order of Weyl numbers with respect to embeddings of tensor product Besov spaces.
Bernstein numbers were introduced by Mityagin and Pelczyn´ski [20, page 370]. Recall
that the nth Bernstein number of T ∈ L(X,Y ) is defined to be
bn(T ) = sup
Ln
inf
x∈Ln
x 6=0
‖Tx |Y ‖
‖x |X‖ ,
where the supremum is taken over all subspaces Ln of X with dimension n. Bernstein
numbers are well-known to be lower bounds for nonlinear widths, Kolmogorov and Gelfand
numbers, see [12, 24] and [35, Theorem 3, page 190]. Weyl and Bernstein numbers are
related. If X,Y are two Banach spaces and T ∈ L(X,Y ), then
b2n−1(T ) ≤ e
( n∏
k=1
xk(T )
) 1
n
(1.1)
holds for all n ∈ N, see [28]. It is obvious that if xn(T ) ≍ n−α(log n)β, α, β ≥ 0, n ≥ 2,
then we have bn(T ) ≤ Cxn(T ), for n ∈ N. In this paper, we shall show that Bernstein
numbers are also dominated by entropy numbers, i.e., bn(T ) ≤ 2
√
2en(T ), n ∈ N, see
Lemma 3.3. Hence, we have
bn(T ) ≤ Cmin{xn(T ), en(T )} , (1.2)
for all n ∈ N if xn(T ) behaves polynomially.
Bernstein numbers do not have so ”nice” properties as Weyl numbers, see Section 3
or Pietsch [28]. This is, may be, the reason why the picture concerning the behaviour of
Bernstein numbers is less complete than in the case of Weyl numbers. In the literature, the
order of Bernstein numbers were studied in different situations. In the one-dimensional
periodic situation, the behaviour of Bernstein numbers of the embeddings of Sobolev
spaces into Lebesgue spaces was calculated by Tsarkov and Maiorov, see [35, Theorem
12, page 194]. Galeev in [14] studied the behaviour of Bernstein numbers of embeddings
Stp1H(T
d) → Lp2(Td) and Stp1,∞B(Td) → Lp2(Td). Here Stp1H(Td) and Stp1,∞B(Td) are
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Sobolev and Nikol’skij spaces of dominating mixed smoothness on the d-dimensional torus
T
d. The picture given in [14] was not complete, e.g., in the cases of low smoothness.
Denote Ω = (0, 1)d. In this paper we shall give the complete picture, up to some
limiting cases, of the behaviour of Weyl and Bernstein numbers of the embeddings
id : Stp1H(Ω) → Lp2(Ω). The method we apply here for Weyl numbers could be called
standard compared to Vybiral [40] or [21]. Because of the polynomial behaviour of
xn(id : S
t
p1H(Ω) → Lp2(Ω)), see Theorem 2.1, by taking into account the inequality
(1.2) we can obtain the upper bound for Bernstein numbers. In fact we shall show that
the inequality (1.2) is the sharp estimate, i.e.,
bn(id : S
t
p1H(Ω) → Lp2(Ω))
≍ min{xn(id : Stp1H(Ω)→ Lp2(Ω)) , en(id : Stp1H(Ω)→ Lp2(Ω))} ,
for all n ∈ N.
The paper is organized as follows. Our main results are discussed in Section 2. In
Section 3 we recall the definition and some properties of Weyl and Bernstein numbers.
Section 4 is devoted to the function spaces under consideration. The heart of the paper is
Section 5 in which we prove the behaviour of Weyl and Bernstein numbers of embeddings of
certain sequence spaces associated to spaces of dominating mixed smoothness. In Section
6 we shift the results in sequence spaces to the situation of function spaces. Here our main
results will be proved.
Notation
As usual, N denotes the natural numbers, N0 := N ∪ {0}, Z the integers and R the real
numbers. For a real number a we put a+ := max(a, 0). By [a] we denote the integer part
of a ∈ R. If j¯ = (j1, . . . , jd) ∈ Nd0, then we put |j¯|1 := j1 + . . . + jd . By Ω we denote
the unit cube in Rd, i.e., Ω := (0, 1)d. As usual, the symbol c denotes positive constants
which depend only on the fixed parameters t, p, q and probably on auxiliary functions,
unless otherwise stated; its value may vary from line to line. The symbol A . B indicates
that there exists a constant c > 0 such that A ≤ cB. Similarly & is defined. The symbol
A ≍ B will be used as an abbreviation of A . B . A. For a discrete set D the symbol
|D| denotes the cardinality of this set. The symbol idmp1,p2 refers to the identity
idmp1,p2 : ℓ
m
p1 → ℓmp2 .
Finally, if we write ωn, we mean either xn or bn.
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2 The main results
First, let us recall that the embedding id : Stp1H(Ω)→ Lp2(Ω), 1 < p1 <∞, 1 ≤ p2 ≤ ∞,
is compact if and only if t > ( 1p1 − 1p2 )+, see Vybiral [40, Theorem 3.17]. Since we are
exclusively interested in compact embeddings this condition is always present throughout
the paper.
Theorem 2.1. Let 1 < p1, p2 <∞ and t > ( 1p1 − 1p2 )+. Then we have
xn(id : S
t
p1H(Ω)→ Lp2(Ω)) ≍ n−α(log n)(d−1)α , n ≥ 2,
where
(i) α = t if p1, p2 ≤ 2;
(ii) α = t− 12 + 1p2 if p1 ≤ 2 ≤ p2;
(iii) α = t− 1p1 + 12 if p2 ≤ 2 < p1, t > 1p1 ;
(iv) α = t− 1p1 + 1p2 if 2 < p1 ≤ p2 or
(
2 ≤ p2 < p1 , t > 1/p2−1/p1p1/2−1
)
;
(v) α = tp12 if
(
2 ≤ p2 < p1 , t < 1/p2−1/p1p1/2−1
)
or
(
p2 ≤ 2 < p1 , t < 1p1
)
.
Our results for Bernstein numbers read as follows.
Theorem 2.2. Let 1 < p1, p2 <∞ and t > ( 1p1 − 1p2 )+. Then we have
bn(id : S
t
p1H(Ω)→ Lp2(Ω)) ≍ n−β(log n)(d−1)β , n ≥ 2,
where
(i) β = t if p1 ≤ p2 or p2 ≤ p1 ≤ 2;
(ii) β = t− 1p1 + 12 if p2 ≤ 2 < p1, t > 1p1 ;
(iii) β = t− 1p1 + 1p2 if 2 ≤ p2 < p1, t >
1/p2−1/p1
p1/2−1
;
(iv) β = tp12 if
(
2 ≤ p2 < p1 , t < 1/p2−1/p1p1/2−1
)
or
(
p2 ≤ 2 < p1 , t < 1p1
)
.
Remark 2.3. (i) Theorems 2.1 and 2.2 give the final answer about the behaviour of Weyl
and Bernstein numbers of embeddings id : Stp1H(Ω)→ Lp2(Ω) in all cases, except for some
limiting cases.
(ii) The results in Theorem 2.2 should be compared with the results of Galeev in [14].
The cases (i), (ii) and (iii) are also considered by Galeev. However he was using some
additional conditions in smoothness. Galeev [14] was unable to determine the asymptotic
behaviour of Bernstein numbers in the cases of low smoothness (iv).
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Remark 2.4. ( i) It is interesting that the power of n and the power of log n coincide in
both Theorems 2.1 and 2.2.
(ii) Surprisingly, Theorems 2.1 and 2.2 show that
bn(id : S
t
p1H(Ω) → Lp2(Ω))
≍ min{xn(id : Stp1H(Ω)→ Lp2(Ω)) , en(id : Stp1H(Ω)→ Lp2(Ω))}.
Here en is the nth entropy number, see definition in Section 3. For the behaviour of
en(id : S
t
p1H(Ω)→ Lp2(Ω)) we refer to [3, 13, 32, 40].
By the abstract properties of Weyl numbers we can extend Theorem 2.1 to the following
extreme situations.
Theorem 2.5. Let 1 < p <∞. Then we have
(i)
xn(id : S
t
pH(Ω)→ L∞(Ω)) ≍
{
n−t+
1
2 (log n)(d−1)t if p ≤ 2 , t > 1p ,
n
−t+ 1
p (log n)
(d−1)(t− 1
p
+ 1
2
)
if 2 < p , t > 1p +
1
2 ,
(ii) and
xn(id : S
t
pH(Ω)→ L1(Ω)) ≍


n−t(log n)(d−1)t if p ≤ 2 , t > 0,
n−t+
1
p
− 1
2 (log n)(d−1)(t−
1
p
+ 1
2
) if 2 < p, t > 1p ,
n−
tp
2 (log n)(d−1)
tp
2 if 2 < p, t < 1p ,
for all n ≥ 2.
Remark 2.6. (i) The behaviour of xn
(
id : StpH(Ω)→ L∞(Ω)
)
in case 2 < p, t ∈ (1p , 12+ 1p]
is open.
(ii) Beside the result of Temlyakov for Kolmogorv numbers, see [34],
dn(id : S
t
pH(T
2)→ L∞(T2)) ≍ n−t (log n)t+ 12 , p ≥ 2 , t > 1
2
,
and approximation numbers, see [33] and also Cobos, Ku¨hn, Sickel [11],
an(id : S
t
2H(T
d)→ L∞(Td)) ≍ n−t+
1
2 (log n)(d−1)t , t >
1
2
, n ≥ 2 , (2.1)
we are not aware of any other result giving the exact order of s-numbers of id : StpH(Ω)→
L∞(Ω). Note that (2.1) also holds true for Gelfand and Weyl numbers since
xn(T : H → Y ) = cn(T : H → Y ) = an(T : H → Y ) (2.2)
if H is a Hilbert space and T ∈ L(H,Y ), see [27, Proposition 2.4.20].
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3 Weyl and Bernstein numbers - Properties
Weyl numbers are special s-numbers. Let X,Y,X0, Y0 be Banach spaces. An s-function is
a map s assigning to every operator T ∈ L(X,Y ) a scalar sequence {sn(T )}n∈N such that
the following conditions are satisfied:
(a) ‖T‖ = s1(T ) ≥ s2(T ) ≥ ... ≥ 0;
(b) sn+m−1(S + T ) ≤ sn(S) + sm(T ) for all S ∈ L(X,Y ) and m,n = 1, 2, . . . ;
(c) sn(BTA) ≤ ‖B‖ · sn(T ) · ‖A‖ for all A ∈ L(X0,X), B ∈ L(Y, Y0);
(d) sn(T ) = 0 if rank(T ) < n for all n ∈ N;
(e) sn(id : ℓ
n
2 → ℓn2 ) = 1 for all n ∈ N.
An s-function is called multiplicative if
(f) sn+m−1(ST ) ≤ sn(S) sm(T ) for all S ∈ L(Y,Z) and m,n = 1, 2, . . . .
Let us recall some well-known s-numbers:
(i) Approximation and Weyl numbers are multiplicative s-numbers, see [27, 2.3.3].
(ii) The nth Kolmogorov number of the linear operator T ∈ L(X,Y ) is defined to be
dn(T ) = inf
Ln−1
sup
‖x|X‖≤1
inf
y∈Ln−1
‖Tx− y|Y ‖. (3.1)
Here the outer supremum is taken over all linear subspaces Ln−1 of dimension (n−1)
in Y . Kolmogorov numbers are multiplicative s-numbers, see, e.g., [26, Theorem
11.9.2].
(iii) The nth Gelfand number of the linear operator T ∈ L(X,Y ) is defined to be
cn(T ) := inf
{
‖T JXM ‖ : codim (M) < n
}
,
where JXM :M → X refers to the canonical injection of M into X. Gelfand numbers
are multiplicative s-numbers, see [27, Proposition 2.4.8].
Weyl and Gelfand numbers share the common interpolation property, see [21, 36].
Proposition 3.1. Let 0 < θ < 1. Let X,Y, Y0, Y1 be Banach spaces. Further we assume
Y0 ∩ Y1 →֒ Y and the existence of a positive constant C such that
‖y|Y ‖ ≤ C ‖y|Y0‖1−θ‖y|Y1‖θ for all y ∈ Y0 ∩ Y1. (3.2)
Then, if T ∈ L(X,Y0) ∩ L(X,Y1) ∩ L(X,Y ) we obtain
xn+m−1(T : X → Y ) ≤ C x1−θn (T : X → Y0)xθm(T : X → Y1)
for all n,m ∈ N. Here C is the same constant as in (3.2).
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Next we shall discuss some properties of Bernstein numbers. It is obvious that Bern-
stein numbers satisfy (a), (c), (d) and (e). However, they are not s-numbers because they
fail to satisfy property (b), see [28]. Bernstein numbers satisfy a weaker inequality than
(b), namely
(b’) bn(S + T ) ≤ ‖S‖+ bn(T ) for all S, T ∈ L(X,Y ) and n ∈ N.
Bernstein numbers are also not multiplicative, see again [28]. It is proved that Bernstein
numbers are dominated by Gelfand and Kolmogorov numbers, see [24]. In some special
cases Bernstein numbers are bounded by Weyl numbers.
Lemma 3.2. Let X,Y be two Banach spaces, T ∈ L(X,Y ) and α, β ∈ R, β ≥ 0. Assume
that xn(T ) ≍ n−α(log n)β, n ≥ 2. Then
bn(T ) . xn(T ),
for all n ∈ N. Moreover, if Y is a Hilbert space we have bn(T ) ≍ xn(T ).
The proof of Lemma 3.2 is given in [22]. It is based on the inequality (1.1), see [28].
Next we consider the relation between Bernstein and entropy numbers. The nth (dyadic)
entropy number of T ∈ L(X,Y ) is defined as
en(T ) := inf{ε > 0 : T (BX) can be covered by 2n−1 balls in Y of radius ε} ,
where BX := {x ∈ X : ‖x|X‖ ≤ 1} denotes the closed unit ball of X. Note that entropy
numbers are not s-numbers. We have the following lemma.
Lemma 3.3. Let X,Y be Banach spaces and T ∈ L(X,Y ). Then we have
bn(T ) ≤ 2
√
2 en(T ), n ≥ 1.
Proof . Without loss of generality we assume that bn(T ) > 0. Then for every ǫ > 0,
ǫ < bn(T ), there exists a linear subspace Ln of dimension n in X such that
0 < bn(T )− ǫ ≤ ‖Tx |Y ‖‖x |X‖ , ∀x ∈ Ln.
Denote by E the canonical embedding of Ln into X. Then TE induces an isomorphism
S between Ln and Fn := TE(Ln). It is obvious that ‖S−1 : Fn → Ln‖ ≤ (bn(T ) − ǫ)−1.
By J we denote the canonical embedding from Fn into Y . Let us consider the diagram
X
T−−−−→ Y
E
x Jx
Ln
S−−−−→ Fn.
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By λn(id : Ln → Ln) we denote the nth eigenvalue of the identity id : Ln → Ln. The
Carl-Triebel inequality, see [10], and abstract property of entropy numbers yield
1 = λn(id : Ln → Ln) ≤
√
2 en(id : Ln → Ln) ≤
√
2 ‖S−1‖ en(S).
Because J is an injection we have en(S) ≤ 2en(JS), see [9, page 14]. Consequently we
obtain
1 ≤ 2
√
2 ‖S−1‖ en(JS) = 2
√
2 ‖S−1‖ en(TE) ≤ 2
√
2 ‖S−1‖ en(T ).
This implies
bn(T )− ǫ ≤ 2
√
2 en(T ).
Letting ǫ ↓ 0 we finish the proof. 
Remark 3.4. The proof given in Lemma 3.3 is similar to the proof of Lemma 2 in [28].
For later use, let us recall a result proved in [24].
Lemma 3.5. Let X,Y be Banach spaces and dim(X) = dim(Y ) = m. If T ∈ L(X,Y ) is
invertible then
bn(T )cm−n+1(T
−1) = 1 , n ∈ N, n ≤ m.
Finally we turn to the behaviour of Weyl and Bernstein numbers of the embeddings
idmp1,p2 : ℓ
m
p1 → ℓmp2 . We refer to [5, 6, 17, 18, 42] for the behaviour of Weyl numbers and to
[14, 22] for Bernstein numbers.
Lemma 3.6. (i) Let m,n ∈ N and 2n ≤ m. Then we have
xn(id
m
p1,p2) ≍


1 if 2 ≤ p1 ≤ p2 ≤ ∞, (3.3a)
n
1
p2
− 1
p1 if 1 ≤ p1 ≤ p2 ≤ 2, (3.3b)
n
1
2
− 1
p1 if 1 ≤ p1 ≤ 2 ≤ p2 ≤ ∞,
m
1
p2
− 1
p1 if 1 ≤ p2 < p1 ≤ 2. (3.3c)
(ii) Let 2 ≤ p2 < p1 ≤ ∞ and k, n ∈ N, k ≥ 2. Then xn(idknp1,p2) ≍ 1.
(iii) Let 1 ≤ p2 ≤ 2 < p1 ≤ ∞ and m,n ∈ N. Then xn(idmp1,p2) & m
1
p2
− 1
2 if n ≤ m2 .
Lemma 3.7. (i) Let 1 ≤ p1, p2 ≤ ∞ and n ∈ N. It holds
bn(id
2n
p1,p2) &


1 if 2 ≤ p2 ≤ p1, (3.4a)
n
1
p2
− 1
2 if p2 ≤ 2 ≤ p1, (3.4b)
n
1
p2
− 1
p1 if p1 ≤ p2 or p2 ≤ p1 ≤ 2. (3.4c)
(ii) Let 1 < p2 ≤ max(p2, 2) < p1 ≤ ∞ and n,m ∈ N. It holds
bn(id
m
p1,p2) & m
1
p2
− 1
p1 , 1 ≤ n ≤ [m 2p1 ].
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4 Function spaces of dominating mixed smoothness
4.1 Definition
Let us define the Sobolev spaces of dominating mixed smoothness.
Definition 4.1. Let 1 < p < ∞ and t ∈ R. Then StpH(Rd) is the collection of all
f ∈ S′(Rd) such that
‖f |StpH(Rd)‖ =
∥∥∥F−1[ d∏
i=1
(1 + ξ2i )
t
2Ff(ξ)
]
(·)
∣∣∣Lp(Rd)∥∥∥
is finite. Here ξ = (ξ1, · · · , ξd) ∈ Rd.
Remark 4.2. (i) It is obvious that if fj ∈ Htp(R), j = 1, . . . , d, then
∏d
j=1 fj(xj) ∈
StpH(R
d) and ∥∥∥ d∏
j=1
fj(xj)
∣∣∣StpH(Rd)∥∥∥ = d∏
j=1
‖ fj |Htp(R)‖ .
Here Htp(R) is the Sobolev space of fractional order t defined on R. For the tensor product
structure of the space StpH(R
d) we refer to [31].
(ii) In the literature sometimes the notation MW tp(R
d) is used instead of StpH(R
d).
(iii) By Smp W (R
d), m ∈ N0, we denote the classical Sobolev spaces of dominating mixed
smoothness:
Smp W (R
d) :=
{
f ∈ Lp(Rd) : ‖f |Smp W (Rd)‖ :=
∑
|α¯|∞≤m
‖Dα¯f |Lp(Rd)‖ <∞
}
.
Here α¯ = (α1, ..., αd) ∈ Nd0 and |α¯|∞ = maxi=1,...,d |αi|. We have Smp H(Rd) = Smp W (Rd)
in the sense of equivalent norms, see [30, Theorem 2.3.1].
Sobolev spaces StpH(R
d) represent special cases of the Triebel-Lizorkin spaces of dom-
inating mixed smoothness Stp,qF (R
d), see Theorem 4.5. Let us introduce the function
spaces Stp,qF (R
d). For details we mainly refer to [30, Chapter 2] and [40, Chapter 1]. The
reader who is interested in other descriptions of these spaces may consult [1, 2, 39]. Let
ϕ0(x) ∈ C∞0 (R) with ϕ0(x) = 1 on [−1, 1] and suppϕ0 ⊂ [−32 , 32 ]. For j ∈ N we define
ϕj(x) = ϕ0(2
−jx)− ϕ0(2−j+1x).
For k¯ = (k1, ..., kd) ∈ Nd0 the function ϕk¯(x) ∈ C∞0 (Rd) is defined by
ϕk¯(x) := ϕk1(x1) · ... · ϕkd(xd) , x ∈ Rd.
Definition 4.3. Let t ∈ R, 0 < p <∞ and 0 < q ≤ ∞. Then Stp,qF (Rd) is the collection
of all f ∈ S′(Rd) such that
‖f |Stp,qF (Rd)‖ =
∥∥∥∥
( ∑
k¯∈Nd0
2|k¯|tq|F−1[ϕk¯Ff ](·)|q
)1/q∣∣∣∣Lp(Rd)
∥∥∥∥ <∞ .
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Spaces on Ω = (0, 1)d
For us it will be convenient to define spaces on Ω by restrictions. We shall need the set
D′(Ω), consisting of all complex-valued distributions on Ω.
Definition 4.4. (i) Let 1 < p <∞ and t ∈ R. Then StpH(Ω) is the space of all f ∈ D′(Ω)
such that there exists a distribution g ∈ StpH(Rd) satisfying f = g|Ω. It is endowed with
the quotient norm
‖ f |StpH(Ω)‖ = inf
{
‖g|StpH(Rd)‖ : g|Ω = f
}
.
(ii) Let 0 < p < ∞, 0 < q ≤ ∞ and t ∈ R. Then Stp,qF (Ω) is the space of all f ∈ D′(Ω)
such that there exists a distribution g ∈ Stp,qF (Rd) satisfying f = g|Ω. It is endowed with
the quotient norm
‖ f |Stp,qF (Ω)‖ = inf
{
‖g|Stp,qF (Rd)‖ : g|Ω = f
}
.
We have the following theorem.
Theorem 4.5. Let 1 < p <∞ and t ∈ R. Then
StpH(R
d) = Stp,2F (R
d) and StpH(Ω) = S
t
p,2F (Ω)
in the sense of equivalent norms.
Theorem 4.5 can be found in [30, Theorem 2.3.1]. It is a consequence of Littlewood-
Paley assertion, i.e., Lp(R
d) = S0p,2F (R
d), see Nikol’skij [23, 1.5.6], and lifting property of
spaces of dominating mixed smoothness, see [30, 2.2.6]. In the following Subsections and
Sections we shall deal with the spaces Stp,2F (Ω) instead of S
t
pH(Ω) and Lp(Ω), respectively.
4.2 Sequence spaces related to function spaces of dominating mixed
smoothness
Let us introduce some sequence spaces. If ν¯ = (ν1, . . . , νd) ∈ Nd0 and m¯ = (m1, . . . ,md) ∈
Z
d, then we put
Qν¯,m¯ :=
{
x ∈ Rd : 2−νℓ mℓ < xℓ < 2−νℓ (mℓ + 1) , ℓ = 1, . . . , d
}
.
By χν¯,m¯(·) we denote the characteristic function of Qν¯,m¯.
Definition 4.6. If t ∈ R, 0 < p <∞, 0 < q ≤ ∞ and
λ := {λν¯,m¯ ∈ C : ν¯ ∈ Nd0, m¯ ∈ Zd} ,
then we define
stp,qf =
{
λ : ‖λ|stp,qf‖ =
∥∥∥( ∑
ν¯∈Nd0
∑
m¯∈Zd
|2|ν¯|1tλν¯,m¯χν¯,m¯(·)|q
) 1
q
∣∣∣Lp(Rd)∥∥∥ <∞}
with the usual modification for q =∞.
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Now we recall wavelet bases of Lizorkin−Triebel spaces of dominating mixed smooth-
ness. Let N ∈ N. Then there exists ψ0, ψ1 ∈ CN (R), compactly supported,∫ ∞
−∞
tm ψ1(t) dt = 0 , m = 0, 1, . . . , N ,
such that {2j/2 ψj,m : j ∈ N0, m ∈ Z}, where
ψj,m(t) :=
{
ψ0(t−m) if j = 0, m ∈ Z ,√
1/2ψ1(2
j−1t−m) if j ∈ N , m ∈ Z ,
is an orthonormal basis in L2(R), see [41]. Consequently, the system
Ψν¯,m¯(x) :=
d∏
ℓ=1
ψνℓ,mℓ(xℓ) ν¯ ∈ Nd0, m¯ ∈ Zd ,
is a tensor product wavelet basis of L2(R
d). Vybiral [40, Theorem 2.12] has proved the
following.
Lemma 4.7. Let 0 < p < ∞ , 0 < q ≤ ∞ and t ∈ R. There exists N = N(t, p, q) ∈ N
such that the mapping
W : f 7→ (2|ν¯|1〈f,Ψν¯,m¯〉)ν¯∈Nd0 , m¯∈Zd
is an isomorphism of Stp,qF (R
d) onto stp,qf .
We put
AΩν¯ :=
{
m¯ ∈ Zd : suppΨν¯,m¯ ∩ Ω 6= ∅
}
, ν¯ ∈ Nd0 .
For given f ∈ Stp,qF (Ω) let Ef be an element of Stp,qF (Rd) s.t.
‖ Ef |Stp,qF (Rd)‖ ≤ 2 ‖ f |Stp,qF (Ω)‖ and (Ef)|Ω = f .
We define
g :=
∑
ν¯∈Nd0
∑
m¯∈AΩν¯
2|ν¯|1 〈Ef,Ψν¯,m¯〉Ψν¯,m¯ .
Then it follows that g ∈ Stp,qF (Rd), g|Ω = f ,
supp g ⊂ {x ∈ Rd : max
j=1,... ,d
|xj| ≤ c1} and ‖ g |Stp,qF (Rd)‖ ≤ c2 ‖ f |Stp,qF (Ω)‖ .
Here c1, c2 are independent of f . For this reason we define the following sequence spaces
Definition 4.8. Let 0 < p <∞, 0 < q ≤ ∞ and t ∈ R.
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(i) If
λ = {λν¯,m¯ ∈ C : ν¯ ∈ Nd0, m¯ ∈ AΩν¯ } ,
then we define
st,Ωp,qf :=
{
λ : ‖λ|st,Ωp,qf‖ =
∥∥∥( ∑
ν¯∈Nd0
∑
m¯∈AΩν¯
|2|ν¯|1tλν¯,m¯χν¯,m¯(·)|q
) 1
q
∣∣∣Lp(Rd)∥∥∥ <∞} .
(ii) If µ ∈ N0 and
λ = {λν¯,m¯ ∈ C : ν¯ ∈ Nd0, |ν¯|1 = µ, m¯ ∈ AΩν¯ } ,
then we define
(st,Ωp,qf)µ =
{
λ : ‖λ|(st,Ωp,q f)µ‖ =
∥∥∥( ∑
|ν¯|1=µ
∑
m¯∈AΩν¯
|2|ν¯|1tλν¯,m¯χν¯,m¯(·)|q
) 1
q
∣∣∣Lp(Rd)∥∥∥ <∞} .
Later on we shall need the following lemmas, see [16, 21, 40].
Lemma 4.9. (i) Let ν¯ ∈ Nd0 and µ ∈ N0. Then we have
#(AΩν¯ ) ≍ 2|ν¯|1 and Dµ =
∑
|ν¯|1=µ
#(AΩν¯ ) ≍ µd−12µ.
The equivalence constants do not depend on µ ∈ N0.
(ii) Let 0 < p <∞ and t ∈ R. Then
(st,Ωp,pf)µ = 2
µ(t− 1
p
)ℓ
Dµ
p , µ ∈ N0 .
Lemma 4.10. (i) Let 0 < p1, p2 <∞, 0 < q1, q2 ≤ ∞ and t ∈ R. Then
‖ id∗µ : (st,Ωp1,q1f)µ → (s0,Ωp2,q2f)µ‖ . 2
µ
(
−t+( 1
p1
− 1
p2
)+
)
µ
(d−1)( 1
q2
− 1
q1
)+
with a constant behind . independent of µ ∈ N0.
(ii) Let 0 < p1 < p2 <∞, 0 < q1, q2 ≤ ∞ and t ∈ R. Then
‖id∗µ : (st,Ωp1,q1f)µ → (s0,Ωp2,q2f)µ‖ . 2
µ(−t+ 1
p1
− 1
p2
)
with a constant behind . independent of µ ∈ N0.
5 Weyl and Bernstein numbers of embeddings of sequence
spaces
5.1 Some preparations
We define the operators
id∗µ : s
t,Ω
p1,2
f → s0,Ωp2,2f
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where
(id∗µλ)ν¯,m¯ =

λν¯,m¯ if |ν¯| = µ ,0 otherwise .
We split the identity id∗ : st,Ωp1,2f → s
0,Ω
p2,2
f into the sum of identities between building
blocks
id∗ =
J∑
µ=0
id∗µ +
L∑
µ=J+1
id∗µ +
∞∑
µ=L+1
id∗µ, J < L .
We will show how to choose L and J later. By the properties of Weyl numbers we have
xn(id
∗) ≤
J∑
µ=0
xnµ(id
∗
µ) +
L∑
µ=J+1
xnµ(id
∗
µ) +
∞∑
µ=L+1
‖id∗µ‖
where n− 1 =∑Lµ=0(nµ − 1). Lemma 4.10 results in
‖id∗µ‖ . 2−µ
(
t−( 1
p1
− 1
p2
)+
)
,
which implies
∞∑
µ=L+1
‖id∗µ‖ . 2−L
(
t−( 1
p1
− 1
p2
)+
)
,
Next we define nµ as follows
nµ = Dµ + 1, µ = 0, 1, ...., J .
Then we get
J∑
µ=0
nµ ≍ Jd−12J and
J∑
µ=0
xnµ(id
∗
µ) = 0.
Summing up we have proved
xn(id
∗) .
L∑
µ=J+1
xnµ(id
∗
µ) + 2
−L
(
t−( 1
p1
− 1
p2
)+
)
. (5.1)
To estimate the lower bound we use the following lemma. Recall, ωn denotes either xn or
bn.
Lemma 5.1. Let 1 ≤ p1, p2 <∞. For all µ ∈ N0 and n ∈ N we have
ωn
(
id∗µ : (s
t,Ω
p1,2
f)µ → (s0,Ωp2,2f)µ
) ≤ ωn(id∗ : st,Ωp1,2f → s0,Ωp2,2f) .
Proof . The proof is carried out as in [21, Lemma 6.10]. We consider the following diagram
st,Ωp1,2f
id∗−−−−→ s0,Ωp2,2f
id1
x yid2
(st,Ωp1,2f)µ
id∗µ−−−−→ (s0,Ωp,2 f)µ .
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Here id1 is the canonical embedding and id2 is the canonical projection. Since id∗µ =
id2 ◦ id∗ ◦ id1 the property (c) in the definition of s−numbers yields
ωn(id
∗
µ) ≤ ‖ id1 ‖ · ‖ id2 ‖ · ωn(id∗) = ωn(id∗) .
This completes the proof. 
5.2 Weyl and Bernstein numbers of embeddings id∗µ : (s
t,Ω
p1,2
f)µ → (s0,Ωp2,2f)µ
The following lemma holds for both, Weyl and Bernstein numbers, since they share prop-
erty (c) in the definition of s−numbers.
Lemma 5.2. Let t ∈ R and 1 ≤ p1, p2 <∞.
(i) If 1 ≤ p1 ≤ 2, then we have
µ
−(d−1)( 1
p2
− 1
2
)+2
µ(−t+ 1
2
− 1
p2
)
ωn(id
Dµ
2,p2
) . ωn(id
∗
µ). (5.2)
(ii) If ǫ > 0 such that p1 − ǫ > 0, then
µ
−(d−1)( 1
p2
− 1
2
)+2
µ(−t+ 1
p1
− 1
p2
)
ωn(id
Dµ
p1−ǫ,p2) . ωn(id
∗
µ). (5.3)
(iii) If 2 ≤ p2 <∞, then
ωn(id
∗
µ) . µ
(d−1)( 1
p1
− 1
2
)+2
µ(−t+ 1
p1
− 1
p2
)
ωn(id
Dµ
p1,2
). (5.4)
Proof . Step 1. Proof of (i). We consider the following diagram
(st,Ωp1,2f)µ
id∗µ−−−−→ (s0,Ωp2,2f)µ
id1
x yid3
(st,Ω2,2f)µ
id2−−−−→ (s0,Ωp2,p2f)µ .
and obtain
ωn(id2) . ‖id1‖ · ‖id3‖ · ωn(id∗µ). (5.5)
By Lemma 4.10 (i), Lemma 4.9 (ii) we have
‖id1‖ . 1 , ‖id3‖ . µ(d−1)(
1
p2
− 1
2
)+
and
ωn(id2) ≍ 2µ(−t+
1
2
− 1
p2
)
ωn(id
Dµ
2,p2
) .
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This together with (5.5) results in (5.2).
Step 2. Proof of (ii). We consider the following diagram
(st,Ωp1,2f)µ
id∗µ−−−−→ (s0,Ωp2,2f)µ
id1
x yid3
(s0,Ωp1−ǫ,p1−ǫf)µ
id2−−−−→ (s0,Ωp2,p2f)µ .
Property (c) yields
ωn(id2) ≤ ‖id1‖ · ‖id3‖ · ωn(id∗µ).
This together with
‖id1‖ . 2µ(t+
1
p1−ǫ
− 1
p1
)
, ‖id3‖ . µ(d−1)(
1
p2
− 1
2
)+ ,
see Lemma 4.10, and
ωn(id2) ≍ 2µ(−
1
p2
+ 1
p1−ǫ
)
ωn(id
Dµ
p1−ǫ,p2),
see Lemma 4.9, claims the estimate.
Step 3. Proof of (iii). This time we consider the following diagram
(st,Ωp1,p1f)µ
id2−−−−→ (s0,Ω2,2 f)µ
id1
x yid3
(st,Ωp1,2f)µ
id∗µ−−−−→ (s0,Ωp2,2f)µ
and obtain
ωn(id
∗
µ) ≤ ‖id1‖ · ‖id3‖ · ωn(id2) . (5.6)
Employing Lemmas 4.10 and 4.9 we have
‖id1‖ . µ(d−1)(
1
p1
− 1
2
)+ , ‖id3‖ . 2µ(
1
2
− 1
p2
)
and
ωn(id2) ≍ 2µ(−t+
1
p1
− 1
2
)
ωn(id
Dµ
p1,2
).
From this and (5.6) the claim follows. The proof is complete. 
Lemma 5.3. Let 1 < p2 ≤ 2 < p1 <∞. Then we have
ωn(id
∗
µ : (s
t,Ω
p1,2
f)µ → (s0,Ωp2,2f)µ) & 2−tµ, n =
[
µd−12
2µ
p1
]
.
Proof . Step 1. We concentrate on Bernstein numbers. It will be convenient for us to
introduce the subspaces (st,Ωp,q b)µ. If 0 < p, q ≤ ∞, t ∈ R, µ ∈ N0 and
λ = {λν¯,m¯ ∈ C : ν¯ ∈ Nd0, |ν¯|1 = µ , m¯ ∈ AΩν¯ } ,
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then we define
(st,Ωp,q b)µ =
{
λ : ‖λ|(st,Ωp,q b)µ‖ =
( ∑
|ν¯|1=µ
2
|ν¯|1(t−
1
p
)q( ∑
m¯∈AΩν¯
|λν¯,m¯|p
) q
p
) 1
q
<∞
}
.
These subspaces are discussed in Vybiral [40, Chapter 3] and Hansen [16, Chapter 5].
Since p2 ≤ 2 < p1 we have the chain of embeddings
(st,Ωp1,2b)µ
id1−→ (st,Ωp1,2f)µ
id∗µ−→ (s0,Ωp2,2f)µ
id2−→ (s0,Ωp2,2b)µ , (5.7)
with the norms of id1 and id2 independent of µ see [16, Lemma 5.3.4]. From the definition
of Bernstein numbers and (5.7) we deduce the existence of some constant C > 0 such that
bn(id
∗
µ : (s
t,Ω
p1,2
f)µ → (s0,Ωp2,2f)µ) = sup
Ln
inf
λ∈Ln
‖λ | (s0,Ωp2,2f)µ‖
‖λ | (st,Ωp1,2f)µ‖
≥ C sup
Ln
inf
λ∈Ln
‖λ | (s0,Ωp2,2b)µ‖
‖λ | (st,Ωp1,2b)µ‖
, (5.8)
where C is independent of n. Recall that the supremum is taken over all linear subspace
Ln of dimension n =
[
µd−12
2µ
p1
]
in (s0,Ω2,2 f)µ. Note that
‖λ | (s0,Ωp2,2b)µ‖
‖λ | (st,Ωp1,2b)µ‖
=
2
µ(−t+ 1
p1
− 1
p2
)
( ∑
|ν¯|1=µ
( ∑
m¯∈AΩν¯
|λν¯,m¯|p2
) 2
p2
) 1
2
( ∑
|ν¯|1=µ
( ∑
m¯∈AΩν¯
|λν¯,m¯|p1
) 2
p1
) 1
2
. (5.9)
We put ∆µ = {ν¯ ∈ Nd0 : |ν¯|1 = µ}. For each ν¯ ∈ ∆µ the inequality
bk(id
|AΩν¯ |
p1,p2) & 2
|ν¯|1(
1
p2
− 1
p1
)
, k =
[
2
|ν¯|1
2
p1
]
, (5.10)
see Lemma 3.7 (ii), implies that there exists a linear subspace Lν¯k in R
|AΩν¯ | × R|∆µ| of
dimension k =
[
2
|ν¯|1
2
p1
]
such that
inf
λ∈Lν¯
k
( ∑
m¯∈AΩν¯
|λν¯,m¯|p2
) 1
p2
( ∑
m¯∈AΩν¯
|λν¯,m¯|p1
) 1
p1
&
2
|ν¯|1(
1
p2
− 1
p1
)
2
.
Here the constant behind & is the same as in (5.10). Consequently
( ∑
m¯∈AΩν¯
|λν¯,m¯|p1
) 1
p1 . 2
−|ν¯|1(
1
p2
− 1
p1
)
( ∑
m¯∈AΩν¯
|λν¯,m¯|p2
) 1
p2 . (5.11)
holds for all λ ∈ Lν¯k. We put
Lµ =
⊕
|ν¯|1=µ
Lν¯k .
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Obviously dimLµ ≍ [µd−12µ 2p1 ]. Inserting (5.11) into (5.9) we have found
‖λ |(s0,Ωp2,2b)µ‖
‖λ|(st,Ωp1,2b)µ‖
&
2
µ(−t+ 1
p1
− 1
p2
)
( ∑
|ν¯|1=µ
( ∑
m¯∈AΩν¯
|λν¯,m¯|p2
) 2
p2
) 1
2
( ∑
|ν¯|1=µ
2
−2|ν¯|1(
1
p2
− 1
p1
)
( ∑
m¯∈AΩν¯
|λν¯,m¯|p2
) 2
p2
) 1
2
= 2−tµ
for all λ ∈ Lµ. In a view of (5.8) the desired result follows.
Step 2. We prove that
bn
(
id : (st,Ωp1,2f)µ → (s
0,Ω
2,2 f)µ
) ≤ xn(id : (st,Ωp1,2f)µ → (s0,Ω2,2 f)µ) (5.12)
for 1 < p1 <∞. By p′1 we denote the conjugate number of p1. From Lemma 3.5 and the
duality of Kolmogorov and Gelfand numbers, see [26, 11.7.7], we deduce
bn
(
id : (st,Ωp1,2f)µ → (s
0,Ω
2,2 f)µ
)
=
[
cDµ−n+1
(
id : (s0,Ω2,2 f)µ → (st,Ωp1,2f)µ
)]−1
=
[
dDµ−n+1
(
id : (s−t,Ωp′1,2
f)µ → (s0,Ω2,2 f)µ
)]−1
. (5.13)
Let LDµ−n be a subspace of (s
0,Ω
2,2 f)µ with orthonormal basis O
∗ = {e∗i , i = 1, ..., (Dµ−n)}.
By O = {ej , j = 1, ..., n} we denote an orthonormal system in (s0,Ω2,2 f)µ such that {O∗, O}
is an orthonormal basis of (s0,Ω2,2 f)µ. Denote (s
0,Ω
2,2 f)µ,n the span of O with the norm induced
from (s0,Ω2,2 f)µ. From the definition of Kolmogorov numbers, see (3.1), we have
dDµ−n+1
(
id : (s−t,Ω
p′1,2
f)µ → (s0,Ω2,2 f)µ
)
= inf
LDµ−n
sup
‖λ|(s−t,Ω
p′1,2
f)µ‖=1
inf
λ1∈LDµ−n
‖λ− λ1|(s0,Ω2,2 f)µ‖
= inf
LDµ−n
sup
‖λ|(s−t,Ω
p′
1
,2
f)µ‖=1
∥∥∥ n∑
j=1
〈λ, ej〉ej
∣∣∣(s0,Ω2,2 f)µ∥∥∥
= inf
O
sup
‖λ|(s−t,Ω
p′
1
,2
f)µ‖=1
∥∥∥ n∑
j=1
〈λ, ej〉ej
∣∣∣(s0,Ω2,2 f)µ∥∥∥.
The infimum is taken over all orthonormal systems O = {ej , j = 1, ..., n}. If we denote
by Pr the projection from (s−t,Ω
p′1,2
f)µ onto (s
0,Ω
2,2 f)µ,n, then we get
dDµ−n+1
(
id : (s−t,Ω
p′1,2
f)µ → (s0,Ω2,2 f)µ
)
= inf
O
‖Pr : (s−t,Ω
p′1,2
f)µ → (s0,Ω2,2 f)µ,n‖. (5.14)
Property (c) yields
xn
(
J : (s0,Ω2,2 f)µ,n → (s0,Ω2,2 f)µ
)
≤ ‖J1 : (s0,Ω2,2 f)µ,n → (st,Ωp1,2f)µ‖ · xn
(
id : (st,Ωp1,2f)µ → (s
0,Ω
2,2 f)µ
)
.
Here J and J1 are injections from respective spaces. Note that Pr is the adjoint operator
of J1. Hence we have
xn
(
J : (s0,Ω2,2 f)µ,n → (s0,Ω2,2 f)µ
)
≤ ‖Pr : (s−t,Ω
p′1,2
f)µ → (s0,Ω2,2 f)µ,n‖ · xn
(
id : (st,Ωp1,2f)µ → (s
0,Ω
2,2 f)µ
)
.
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The equality
xn
(
J : (s0,Ω2,2 f)µ,n → (s0,Ω2,2 f)µ
)
= an
(
J : (s0,Ω2,2 f)µ,n → (s0,Ω2,2 f)µ
)
= 1 ,
see (2.2), implies
1 ≤ ‖Pr : (s−t,Ω
p′1,2
f)µ → (s0,Ω2,2 f)µ,n‖ · xn
(
id : (st,Ωp1,2f)µ → (s
0,Ω
2,2 f)µ
)
.
This, in connection with (5.14), results in
[
dDµ−n+1
(
id : (s−t,Ω
p′1,2
f)µ → (s0,Ω2,2 f)µ
)]−1 ≤ xn(id : (st,Ωp1,2f)µ → (s0,Ω2,2 f)µ) .
In view of (5.13) the inequality (5.12) follows.
Step 3. Let p2 < 2 < p1. There exists some θ ∈ (0, 1) such that 12 = 1−θp2 + θp1 and
consequently
‖λ|(s0,Ω2,2 f)µ‖ ≤ ‖λ|(s0,Ωp2,2f)µ‖θ · ‖λ|(s
0,Ω
p1,2
f)µ‖1−θ
for all λ ∈ (s0,Ω2,2 f)µ. Now the interpolation property of the Weyl numbers, see Proposition.
3.1, and property (a) of s-number yield
xn
(
id : (st,Ωp1,2f)µ → (s
0,Ω
2,2 f)µ
)
≤ x1−θn
(
id : (st,Ωp1,2f)µ → (s
0,Ω
p2,2
f)µ
) · ‖id : (st,Ωp1,2f)µ → (s0,Ωp1,2f)µ‖θ
≤ x1−θn
(
id : (st,Ωp1,2f)µ → (s
0,Ω
p2,2
f)µ
) · 2−tµθ
for n ∈ N. Finally, choosing n =
[
µd−12
2µ
p1
]
and taking into account (5.12) and Step 1 the
claim follows for Weyl numbers as well. The proof is complete. 
Remark 5.4. (i) The proof in Step 2 is similar to the proof of Satz 3.1 in [18].
(ii) Lemma 5.3 can be extended to the case 1 ≤ p2 ≤ 2 < p1 < ∞ for Weyl numbers, see
Step 3. That is, if 1 ≤ p2 ≤ 2 < p1 <∞, then we have
xn(id
∗
µ : (s
t,Ω
p1,2
f)µ → (s0,Ωp2,2f)µ) & 2−tµ, n =
[
µd−12
2µ
p1
]
.
There is an interesting relation of Weyl numbers and absolutely (r, s)-summing norms.
Let 1 ≤ s ≤ r < ∞. An operator T ∈ L(X,Y ) is said to be absolutely (r, s)-summing if
there is a constant C > 0 such that for all n ∈ N and x1, . . . , xn ∈ X the inequality
( n∑
j=1
‖Txj |Y ‖r
)1/r
≤ C sup
x∗∈X∗,‖x∗|X∗‖≤1
( n∑
j=1
|〈xj , x∗〉|s
)1/s
(5.15)
holds (see [26, Chapter 17] or [27, Section 1.2]). The norm πr,s(T ) is given by the infimum
with respect to C > 0 satisfying (5.15). X∗ refers to the dual space of X. In the literature
sometimes the notions Br,s(T ) and Pr,s(T ) are used instead of πr,s(T ). If r = s we write
πr(T ) instead of πr,s(T ). The announced relation between Weyl numbers and the (r, s)-
summing norms is given by the following lemma, see [25].
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Lemma 5.5. Let X, Y be Banach spaces. Let 2 ≤ r <∞ and T ∈ πr,2(X,Y ). Then for
any n ∈ N we have
xn(T ) ≤ n−
1
r πr,2(T ).
This will be used to prove the following proposition.
Proposition 5.6. Let t ∈ R, 2 ≤ p2 < p1 <∞ and 1r = 1/p2−1/p11−2/p1 . Then we have
πr,2
(
id∗µ : (s
t,Ω
p1,2
f)µ → (s0,Ωp2,2f)µ
) ≤ 2µ(−t+ 1p1− 1p2 )D 1rµ .
Proof . We consider the case 2 < p2 < p1 <∞. Let θ = 1/p2−1/p11/2−1/p1 . Then we find
1
p2
=
θ
2
+
1− θ
p1
and
1
r
=
θ
2
+
1− θ
∞ .
By Ho¨lder’s inequality we obtain
‖λ|(s0,Ωp2,2f)µ‖ ≤ ‖λ|(s
0,Ω
2,2 f)µ‖θ · ‖λ|(s0,Ωp1,2f)µ‖1−θ
for all λ ∈ (s0,Ωp2,2f)µ. The definition of the absolutely (r, s)-summing norms yields that
πr,2
(
id∗µ : (s
t,Ω
p1,2
f)µ → (s0,Ωp2,2f)µ
)
≤ πθ2
(
id : (st,Ωp1,2f)µ → (s
0,Ω
2,2 f)µ
) · ‖id : (st,Ωp1,2f)µ → (s0,Ωp1,2f)µ‖1−θ .
Note that the chain of embeddings
(st,Ωp1,2f)µ →֒ (st,Ωp1,p1f)µ →֒ (s
0,Ω
2,2 f)µ
implies
π2
(
id : (st,Ωp1,2f)µ → (s
0,Ω
2,2 f)µ
) ≤ π2(id : (st,Ωp1,p1f)µ → (s0,Ω2,2 f)µ), (5.16)
since πr,s is an operator ideal, see [27, Theorem 1.2.3]. From this and Lemmas 4.9, 4.10
we derive
πr,2
(
id∗µ : (s
t,Ω
p1,2
f)µ → (s0,Ωp2,2f)µ
)
. πθ2
(
id : (st,Ωp1,p1f)µ → (s0,Ω2,2 f)µ
) · 2−tµ(1−θ)
.
[
2
µ(−t+ 1
p1
− 1
2
)
π2
(
id : ℓ
Dµ
p1 → ℓDµ2 )
]θ · 2−tµ(1−θ) .
Finally, the equality π2
(
id : ℓmp1 → ℓm2 ) = m
1
2 , see [26, page 309], yields the claimed
estimate. The case p2 = 2 is a consequence of (5.16). This finishes the proof. 
The following corollary is a consequence of Lemma 5.5 and Proposition 5.6.
Corollary 5.7. Let 2 ≤ p2 < p1 <∞. Then
xn
(
id∗µ : (s
t,Ω
p1,2
f)µ → (s0,Ωp2,2f)µ
)
. 2
µ(−t+ 1
p1
− 1
p2
)
(Dµ
n
) 1
r
,
1
r
=
1/p2 − 1/p1
1− 2/p1
holds for all n ∈ N.
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5.3 The results for Weyl numbers
Theorem 5.8. Let 1 ≤ p1 ≤ 2 ≤ p2 <∞ and t > 1p1 − 1p2 . Then
xn(id
∗) ≍ n−t+ 12− 1p2 (log n)(d−1)(t− 12+ 1p2 ) , n ≥ 2.
Proof . Step 1. Estimate from below. Because of p1 ≤ 2 ≤ p2, Lemma 5.1 and (5.2) imply
xn(id
∗) & 2
µ(−t+ 1
2
− 1
p2
)
xn(id
Dµ
2,p2
).
We choose n =
[Dµ
2
]
. Then (3.3a) yields xn(id
Dµ
2,p2
) ≍ 1. Hence
xn(id
∗) & 2
µ(−t+ 1
p2
− 1
2
)
.
Because of 2µ ≍ n
(log n)d−1
we conclude
xn(id
∗) & n
−t+ 1
2
− 1
p2 (log n)
(d−1)(t− 1
2
+ 1
p2
)
.
Step 2. Estimate from above. We shall use (5.1). We choose L > J such that
2
L(−t+ 1
p1
− 1
p2
)
. 2
J(−t+ 1
2
− 1
p2
)
.
Then we obtain from (5.1)
xn(id
∗) .
L∑
µ=J+1
xnµ(id
∗
µ) + 2
J(−t+ 1
2
− 1
p2
)
.
We define
nµ = Dµ2
(J−µ)λ ≤ Dµ
2
, J + 1 ≤ µ ≤ L
with λ satisfying the relations
λ > 1 and t+
1
p2
− 1
2
> λ
(
1
p1
− 1
2
)
. (5.17)
This implies
L∑
µ=J+1
nµ ≍ Jd−12J .
Now (5.4) and (3.3b) yield
xnµ(id
∗
µ) . µ
(d−1)( 1
p1
− 1
2
)
2
µ(−t+ 1
p1
− 1
p2
)
xnµ(id
Dµ
p1,2
)
. µ
(d−1)( 1
p1
− 1
2
)
2
µ(−t+ 1
p1
− 1
p2
)
(Dµ2
(J−µ)λ)
1
2
− 1
p1
≍ 2µ(−t+ 12− 1p2 )2(J−µ)λ( 12− 1p1 ) .
Taking into account the condition (5.17), we obtain
L∑
µ=J+1
xnµ(id
∗
µ) . 2
J(−t+ 1
2
− 1
p2
)
.
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Consequently we get
xn(id
∗) . 2
J(−t+ 1
2
− 1
p2
)
.
Notice that n = nJ = c.2
JJ (d−1). Without loss of generality we assume that
AJd−1 2J ≤ nJ ≤ B Jd−1 2J , J ∈ N ,
for some A,B ∈ N independent of n. Then we conclude from the monotonicity of the
Weyl numbers
xB Jd−1 2J (id
∗) .
( B Jd−1 2J
logd−1(B Jd−1 2J )
)−t+ 1
2
− 1
p2 .
Employing one more times the monotonicity of the Weyl numbers and in addition its
polynomial behaviour we can switch from the subsequence (B Jd−1 2J )J to n ∈ N in this
formula by possibly changing the constant behind .. This finishes our proof. 
Theorem 5.9. Let 1 ≤ p2, p1 ≤ 2 and t >
(
1
p1
− 1p2
)
+
. Then we have
xn(id
∗) ≍ n−t(log n)(d−1)t , n ≥ 2.
Proof . Step 1. Estimate from below. Since p1, p2 ≤ 2, from Lemma 5.1 and (5.2) we
have
xn(id
∗) & µ
(d−1)( 1
2
− 1
p2
)
2
µ(−t+ 1
2
− 1
p2
)
xn(id
Dµ
2,p2
).
By choosing n =
[Dµ
2
]
together with (3.3c) we obtain
xn(id
∗) & µ
(d−1)( 1
2
− 1
p2
)
2
µ(−t+ 1
2
− 1
p2
)
(Dµ)
1
p2
− 1
2
≍ 2µ(−t).
Because of 2µ ≍ n
(log n)d−1
the desired estimate follows.
Step 2. Estimate from above in case 1 ≤ p2 ≤ p1 ≤ 2 and t > 0. For J ∈ N and λ ∈ st,Ωp1,2f
we put
SJλ :=
J∑
µ=0
∑
|ν¯|1=µ
∑
m¯∈AΩν¯
λν¯,m¯e
ν¯,m¯ ,
where {eν¯,m¯, ν¯ ∈ Nd0, m¯ ∈ AΩν¯ } is the canonical orthonormal basis of s0,Ω2,2 f . Obviously
‖id∗ − SJ : st,Ωp1,2f → s
0,Ω
p2,2
f‖ ≤
∞∑
µ=J+1
‖id∗µ : (st,Ωp1,2f)µ → (s
0,Ω
p2,2
f)µ‖ .
Lemma 4.10 yields
‖id∗ − SJ : st,Ωp1,2f → s
0,Ω
p2,2
f‖ ≤
∞∑
µ=J+1
2−tµ . 2−Jt .
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Because of rank(SJ) ≍ 2JJd−1 we conclude in case n = 2JJd−1 that
an(id
∗) . 2−Jt .
Now using the same argument as at the end of the proof of Theorem 5.8 and the inequality
xn ≤ an we get
xn(id
∗) . n−t(log n)(d−1)t.
Step 3. Estimate from above for the case 1 ≤ p1 < p2 < 2 and t > 1p1 − 1p2 . By defining
θ = 1/p1−1/p21/p1−1/2 we obtain
θ ∈ (0, 1) and 1
p2
=
1− θ
p1
+
θ
2
.
Let t1 =
1
p1
− 1p2 and t2 = 12 − 1p2 . Then the condition t > 1p1 − 1p2 implies
(1− θ)t1 + θt2 = 0, t− t1 > 0 and t− t2 > 1
p1
− 1
2
.
This yields
[st1,Ωp1,2f, s
t2,Ω
2,2 f ]θ = s
0,Ω
p2,2
,
see [40, Thm. 4.6]. Here by [X,Y ]θ, θ ∈ (0, 1), we denote the classical complex interpo-
lation method of Caldero´n, see [4, 19, 37] for details. Employing the lifting property, see
[21, Lemma 7.3], results in Step 2 and Theorem 5.8 we conclude that
xn(id : s
t,Ω
p1,2
f → st1,Ωp1,2f) ≍ xn(id : s
t−t1,Ω
p1,2
f → s0,Ωp1,2f)
≍ n−t+t1(log n)(d−1)(t−t1) (5.18)
and
xn(id : s
t,Ω
p1,2
f → st2,Ω2,2 f) ≍ xn(id : st−t2,Ωp1,2 f → s
0,Ω
2,2 f)
≍ n−t+t2(log n)(d−1)(t−t2). (5.19)
The interpolation property of the Weyl numbers, see Proposition 3.1, results in
x2n−1(id
∗ : st,Ωp1,2f → s
0,Ω
p2,2
f) . x1−θn (id : s
t,Ω
p1,2
f → st1,Ωp1,2f) · xθn(id:s
t,Ω
p1,2
f → st2,Ω2,2 f).
Inserting (5.18) and (5.19) into this inequality we complete the proof. 
Theorem 5.10. Let either 2 ≤ p2 < p1 < ∞, t > 1/p2−1/p1p1/2−1 or 2 < p1 ≤ p2 < ∞,
t > 1p1 − 1p2 . Then
xn(id
∗) ≍ n−t+ 1p1− 1p2 (log n)(d−1)(t− 1p1+ 1p2 ) , n ≥ 2.
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Proof . Step 1. Estimate from below. Since 2 < p1 we choose ǫ > 0 such that 2 ≤ p1 − ǫ.
Then Lemma 5.1 and (5.3) with p2 ≥ 2 yield
xn(id
∗) & 2
µ(−t+ 1
p1
− 1
p2
)
xn(id
Dµ
p1−ǫ,p2).
Now (3.3a) and Lemma 3.6 (ii) with n =
[Dµ
2
]
imply xn(id
Dµ
p1−ǫ,p2) ≍ 1, which results in
xn(id
∗) & 2
µ(−t+ 1
p1
− 1
p2
)
.
Because of 2µ ≍ n
(log n)d−1
the desired estimate follows.
Step 2. Estimate from above. We use the diagram
st,Ωp1,2f s
0,Ω
p2,2
f
st,Ωp1,p1f
id∗
id1 id2
By Property (c) of the s-numbers we find
xn(id
∗) ≤ ‖id1‖ · xn(id2).
In [21] it has been proved
xn(id
2) ≍ n−t+ 1p1− 1p2 (log n)(d−1)(t− 1p1+ 1p2 ) , n ≥ 2.
This finishes the proof. 
Theorem 5.11. Let either 2 ≤ p2 < p1 <∞, 0 < t < 1/p2−1/p1p1/2−1 or 1 ≤ p2 ≤ 2 < p1 <∞,
0 < t < 1p1 . Then we have
xn(id
∗) ≍ n− tp12 (log n)(d−1) tp12 , n ≥ 2.
Proof . Step 1. Estimate from below.
Substep 1.1. The case 1 ≤ p2 ≤ 2 < p1 < ∞ and 0 < t < 1p1 . From Lemmas 5.1 and 5.3
we have
xn(id
∗) & 2−tµ, n =
[
µ(d−1)2
2µ
p1
]
.
Rewriting this in dependence of n we get
xn(id
∗) & n−
tp1
2 (log n)(d−1)
tp1
2 .
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Substep 1.2. The case 2 ≤ p2 < p1 < ∞ and 0 < t < 1/p2−1/p1p1/2−1 . We consider the
commutative diagram
st,Ωp1,2f s
0,Ω
2,2 f
s0,Ωp2,2f
id1
id∗ id2
Property (c) of the Weyl numbers yields
xn(id
1) ≤ xn(id∗) · ‖id2‖.
Applying the result in Substep 1.1 with p2 = 2 we obtain the desired estimate.
Step 2. Estimate from above.
Substep 2.1. The case 2 ≤ p2 < p1 < ∞ and 0 < t < 1/p2−1/p1p1/2−1 . Choosing L =
[
J p12
]
, we
obtain from (5.1)
xn(id
∗) .
L∑
µ=J+1
xnµ(id
∗
µ) + 2
−t
[
J
p1
2
]
. (5.20)
Next we define
nµ :=
[
Dµ 2
{(µ−L)β+J−µ}
] ≤ Dµ , J + 1 ≤ µ ≤ L ,
where β > 0 will be fixed later on. Hence
L∑
µ=J+1
nµ . 2
J Jd−1 . (5.21)
Employing Corollary 5.7 we obtain
xnµ(id
∗
µ) . 2
µ(−t+ 1
p1
− 1
p2
)
(Dµ
nµ
) 1
r
. 2
µ(−t+ 1
p1
− 1
p2
)
2−
(µ−L)β+J−µ
r .
Recall 1r =
1/p2−1/p1
1−2/p1
. Then the sum in (5.20) is estimated by
L∑
µ=J+1
xnµ(id
∗
µ) .
L∑
µ=J+1
2
µ(−t+ 1
p1
− 1
p2
+ 1
r
−β
r
)
2
Lβ−J
r .
Observe that the condition t < 1/p2−1/p1p1/2−1 implies
−t+ 1
p1
− 1
p2
+
1
r
> 0 .
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Because of this we can choose β > 0 such that −t+ 1p1 − 1p2 + 1r −
β
r > 0. Consequently
we obtain
L∑
µ=J+1
xnµ(id
∗
µ) . 2
L(−t+ 1
p1
− 1
p2
+ 1
r
−β
r
)
2
Lβ−J
r
. 2
L(−t+ 1
p1
− 1
p2
+ 1
r
)
2
−J
r .
Replacing L by
[p1
2 J
]
, a simple calculation leads to
L∑
µ=J+1
xnµ(id
∗
µ) . 2
−
tp1
2
J .
Hence, taking (5.20) and (5.21) into account we find
xc.2JJd−1(id
∗) . 2−
tp1
2
J .
Now, employing the same argument as at the end of the proof of Theorem 5.8, the claim
follows.
Substep 2.2. The case 1 ≤ p2 ≤ 2 < p1 < ∞ and 0 < t < 1p1 . This time we employ the
diagram
st,Ωp1,2f s
0,Ω
p2,2
f
s0,Ω2,2 f
id∗
id1 id2
The inequality
xn(id
∗) ≤ xn(id1) · ‖id2‖,
and
xn(id
1) . n−
tp1
2 (log n)(d−1)
tp1
2 , t <
1/2− 1/p1
p1/2− 1 =
1
p1
,
see Substep 2.1, yield the desired estimate. The proof is complete. 
Theorem 5.12. Let 1 ≤ p2 ≤ 2 < p1 <∞ and t > 1p1 . Then we have
xn(id
∗) ≍ n−t+ 1p1− 12 (log n)(d−1)(t− 1p1+ 12 ) n ≥ 2.
Proof . Step 1. Estimate from below. Because 2 < p1 we choose ǫ > 0 such that 2 < p1−ǫ.
Then Lemma 5.1 and (5.3) yield
xn(id
∗) & µ
(d−1)( 1
2
− 1
p2
)
2
µ(−t+ 1
p1
− 1
p2
)
xn(id
Dµ
p1−ǫ,p2)
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Employing Lemma 3.6 (iii) with n =
[Dµ
2
]
we have found
xn(id
∗) & µ
(d−1)( 1
2
− 1
p2
)
2
µ(−t+ 1
p1
− 1
p2
)
D
1
p2
− 1
2
µ
≍ 2µ(−t+ 1p1− 12 ).
Because of 2µ ≍ n
(log n)d−1
this implies the desired estimate.
Step 2. Estimate from above. The claim follows from the results in Theorem 5.10 and the
argument given in Substep 2.2 of the proof of Theorem 5.11. 
5.4 The results for Bernstein numbers
Let us recall the behaviour of entropy numbers of the embeddings id∗ : st,Ωp1,2f → s
0,Ω
p2,2
f ,
see [40, Theorem 4.11].
Proposition 5.13. Let 1 ≤ p1, p2 <∞ and t > ( 1p1 − 1p2 )+. Then we have
en(id
∗) ≍ n−t(log n)(d−1)t , n ≥ 2.
Now we are in position to prove the results for Bernstein numbers.
Theorem 5.14. Let 1 < p1, p2 <∞ and t > ( 1p1 − 1p2 )+. Then we have
bn(id
∗) ≍ n−β(log n)(d−1)β , n ≥ 2 ,
where β given in Theorem 2.2.
Proof . Step 1. Estimate from below. The lower estimates in the cases of high smoothness
were carried out by Galeev [14]. However, for a better readability we give a proof here.
We divide this step into some cases.
(i) The case p1 ≤ p2. We have
bDµ(id
∗
µ : (s
t,Ω
p1,2
f)µ → (s0,Ωp2,2f)µ) = inf
λ∈(st,Ωp1,2
f)µ,λ6=0
‖λ|(s0,Ωp2,2f)µ‖
‖λ|(st,Ωp1,2f)µ‖
. (5.22)
Since p1 ≤ p2, Lemma 4.10 (i) yields
‖λ|(st,Ωp1,2f)µ‖ . 2tµ‖λ|(s
0,Ω
p2,2
f)µ‖
for all λ ∈ (st,Ωp1,2f)µ. Inserting this into (5.22) we find
bDµ(id
∗) & 2−tµ.
Now rewriting this in dependence on n we have found the desired estimate.
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(ii) The case p2 ≤ p1 ≤ 2. The proof is similar to Step 1 in the proof of Theorem 5.9.
Since p1, p2 ≤ 2, Lemma 5.1 and (5.2) result in
bn(id
∗) & µ
(d−1)( 1
2
− 1
p2
)
2
µ(−t+ 1
2
− 1
p2
)
bn(id
Dµ
2,p2
).
By choosing n =
[Dµ
2
]
, applying (3.4c), we obtain
bn(id
∗) & µ
(d−1)( 1
2
− 1
p2
)
2
µ(−t+ 1
2
− 1
p2
)
(Dµ)
1
p2
− 1
2
≍ 2µ(−t).
This implies the estimate from blow.
(iii) The case p2 ≤ 2 < p1, t > 1p1 . To obtain the lower estimate in this case we combine
Lemma 5.1 with (5.3) and (3.4b). The argument is similar to Step 1 in the proof of
Theorem 5.12.
(iv) The case 2 ≤ p2 < p1, t > 1/p2−1/p1p1/2−1 . This time we use Lemma 5.1, (5.3) and (3.4a).
We follow the arguments as in Step 1 of the proof of Theorem 5.10 to obtain the
desired estimate.
(v) The cases 2 ≤ p2 < p1, t < 1/p2−1/p1p1/2−1 and p2 ≤ 2 < p1, t < 1p1 can be treated as in
Step 1 in the proof of Theorem 5.11, see Lemmas 5.1 and 5.3.
Step 2. Estimate from above. The polynomial behaviour of the Weyl numbers of the
embedding id∗ : st,Ωp1,2f → s
0,Ω
p2,2
f together with Theorems 5.10−5.12 and Lemma 3.2 results
in the upper estimate in the cases max(2, p2) < p1, i.e., (ii), (iii), (iv). The upper bound
in the other cases are obtained by applying Proposition 5.13 and Lemma 3.3. The proof
is complete. 
6 Proofs
The following lemma allows us to shift the results obtained for the sequence spaces, to the
situation of function spaces. Recall that ωn is either xn or bn.
Lemma 6.1. Let 1 < p1 <∞, 1 ≤ p2 <∞ and t ∈ R. Then
ωn(id
∗ : st,Ωp1,2f → s
0,Ω
p2,2
f) ≍ ωn
(
id : Stp1,2F (Ω)→ S0p2,2F (Ω)
)
holds for all n ∈ N.
Proof . We use the argument given in [21], see also Vybiral [40].
Step 1. Let E : F tp1,2(0, 1) → F tp1,2(R) denote a linear and continuous extension operator.
Here F tp1,2(R) and F
t
p1,2(0, 1) are the Lizorkin-Triebel spaces defined on R and on (0, 1).
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For existence of those operators we refer to [38, 3.3.4] or [29]. Without loss of generality
we may assume that
suppEf ⊂
⋃
ν¯∈Nd0, m¯∈A
Ω
ν¯
suppΨν¯,m¯ ,
see Subsection 4.2, for all f ∈ F tp1,2(0, 1). By Ed := E⊗ . . .⊗E we denote the d-fold tensor
product operator which maps the space F tp1,2(0, 1) ⊗αp . . . ⊗αp F tp1,2(0, 1) into the space
F tp1,2(R) ⊗αp . . . ⊗αp F tp1,2(R). Here αp is p-nuclear tensor norm. It follows that Ed is a
linear and continuous extension operator. For the identities
Stp1,2F (Ω) = F
t
p1,2(0, 1) ⊗αp . . . ⊗αp F tp1,2(0, 1)
and
Stp1,2F (R
d) = F tp1,2(R)⊗αp . . .⊗αp F tp1,2(R)
we refer to Theorem 4.5 and [31]. Hence Ed ∈ L(Stp1,2F (Ω), Stp1,2F (Rd)).
Step 2. We consider the commutative diagram
Stp1,2F (Ω)
Ed−−−−→ Stp1,2F (Rd)
W−−−−→ st,Ωp1,2f
id
y yid∗
S0p2,2F (Ω)
RΩ←−−−− S0p2,2F (Rd)
W∗←−−−− s0,Ωp2,2f .
Here RΩ means the restriction to Ω. The mappings W and W∗ are defined as
Wf :=
(
2|ν¯|1 〈f, Ψν¯,k¯〉
)
ν¯∈Nd0, k¯∈A
Ω
ν¯
and W∗λ :=
∑
ν¯∈Nd0
∑
k¯∈AΩν¯
λν¯,k¯ Ψν¯,k¯ .
Now, the boundedness of Ed,W,W∗, RΩ and property (c) yield ωn(id) . ωn(id∗). A similar
argument with a slightly modified diagram yields ωn(id
∗) . ωn(id) as well. 
Proof of Theorem 2.1. The claims in Theorem 2.1 are consequences of Lemma 6.1,
Theorem 4.5 and Theorems 5.8−5.12. 
Proof of Theorem 2.2. Taking into account Lemma 6.1, Theorems 4.5 and 5.14 the
claims in Theorem 2.2 follow. 
Proof of Theorem 2.5. Step 1. We prove (i).
Substep 1.1. Estimate from above. Under the given restrictions there always exists some
r > 12 such that t > r +
(
1
p − 12
)
+
. We consider the commutative diagram
StpH(Ω) L∞(Ω)
Sr2H(Ω)
id1
id2 id3
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The multiplicativity of the Weyl numbers yields
x2n−1(id1) ≤ xn(id2)xn(id3) .
Because of the lifting property, see [21], and Theorem 2.1 we have
xn(id2) ≍ xn(id : St−rp H(Ω)→ L2(Ω))
≍
{
n−t+r(log n)(d−1)(t−r) if 1 < p ≤ 2 , t− r > 1p − 12 ,
n
−t+r+ 1
p
− 1
2 (log n)
(d−1)(t−r− 1
p
+ 1
2
)
if 2 < p <∞ , t− r > 1p .
Now, employing
xn(id3) ≍ n−r+
1
2 (log n)(d−1)r , n ≥ 2 ,
see [11, 33] and (2.2), the claim follows.
Substep 1.2. Estimate from below. We use again the multiplicativity of the Weyl numbers,
this time in connection with Lemma 5.5
x2n−1(id : S
t
pH(Ω)→ L2(Ω))
≤ xn(id : StpH(Ω)→ L∞(Ω))xn(id : L∞(Ω)→ L2(Ω))
= xn(id : S
t
pH(Ω)→ L∞(Ω))n−1/2π2(id : L∞(Ω)→ L2(Ω))
= xn(id : S
t
pH(Ω)→ L∞(Ω))n−1/2 .
Here we have employed π2(id : L∞(Ω)→ L2(Ω)) = 1, see [27, Example 1.3.9]. Since
n
1
2 x2n−1(id : S
t
pH(Ω)→ L2(Ω))
≍
{
n−t+
1
2 (log n)(d−1)t if 1 < p ≤ 2 , t > 1p − 12 ,
n−t+
1
p (log n)(d−1)(t−
1
p
+ 1
2
) if 2 < p <∞ , t > 1p ,
see Theorem 2.1, this proves the claimed estimate from below.
Step 2. We prove (ii).
Substep 2.1. Estimate from above. We employ the chain of continuous embeddings
StpH(Ω)→ S01,2F (Ω)→ L1(Ω),
see [21] and Theorem 4.5. Now Lemma 6.1, Theorems 5.9, 5.11, 5.12 and the abstract
properties of Weyl numbers, see Section 3, yield the upper bound.
Substep 2.2. Estimate from below. We prove the case 1 < p ≤ 2 and t > 0. There always
exists a pair (θ, p) such that θ ∈ (0, 1), 1 < p0 < p and
‖f |Lp0(Ω)‖ ≤ ‖f |L1(Ω)‖1−θ ‖f |Lp(Ω)‖θ for all f ∈ Lp(Ω).
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Next we employ the interpolation property of the Weyl numbers, see Proposition 3.1, and
obtain
x2n−1(id : S
t
pH(Ω) → Lp0(Ω))
. x1−θn (id : S
t
pH(Ω)→ L1(Ω)) xθn(id : StpH(Ω)→ Lp(Ω)).
Note that 1 < p0 < p ≤ 2 and t > 0 imply
xn(id : S
t
pH(Ω)→ Lp(Ω)) ≍ xn(id : StpH(Ω)→ Lp0(Ω))
≍ n−t(log n)(d−1)t,
see Theorem 2.1. This leads to
xn(id : S
t
pH(Ω)→ L1(Ω)) & n−t(log n)(d−1)t.
The lower bounds in the remaining cases can be proved similarly. 
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