In this part of the work, the convergence and stability analysis of isolated subsystems of stochastic hereditary systems under random structural perturbations is investigated. The variational comparison theorems developed in Part I are used to achieve this goal. Under algebraic conditions on the rate coefficients, time-delay, and an intensity matrix associated with the Markov chain, convergence and stability results are obtained. Furthermore, it is shown that these properties are affected by hereditary and random structural perturbations effects. It is further shown that the mathematical conditions are algebraically simple and are robust to the parametric changes. This investigation provides a basis for drawing the conclusions about the overall large-scale system.
Introduction
The qualitative analysis plays a very important role in the study of a variety of dynamic processes in the engineering, medical, social, and physical sciences. In particular, the stability and convergence analysis is one of the most useful study for the benefit of mankind. The real world problems are highly nonlinear, nonstationary, and complex. Historically [12, 14, 17, [19] [20] [21] [22] [23] , the Lyapunov's second method has played an important role in the study of qualititative properties of dynamic systems governed by systems of differential equations. In this part of the work, by employing the comparison results developed in [11, Part I] , the stability and convergence results are established for isolated subsystems of a large-scale stochastic hereditary system. This provides a basis for the study of hierarchic systems. In Section 2, for easy reference, basic concepts of convergence and stability are presented. In Section 3, sufficient conditions in the context of the comparison theorems that insure convergence and stability of isolated stochastic hereditary subsystem are presented. Finally, to illustrate the scope and significance of the study, a simple example is presented in Section 4. The presented work extend and generalize the earlier work [1, 3-6, 8, 9, 12-15, 17-23] in a systematic and unified way.
Qualitative properties
In this section, we utilize the comparison theorems developed in [11, Part I] to investigate certain qualitative properties of isolated/decoupled subsystems [11] : (1, p) . In particular, sufficient conditions are given to insure the convergence and stability of (DHS) depending on different modes of convergence in the probabilistic analysis [2, [14] [15] [16] [17] [21] [22] [23] . The presented sufficient conditions relate the rate coefficients, the magnitude of the past-history, and the elements of the intensity matrix associated with the Markov chain in a systematic and natural way.
For easy reference, we present several types of convergence and stability concepts depending on different modes of convergence [2, 14, 17, 21, 23] in probabilistic analysis. Without loss of generality, it is assumed that the convergence is to zero, and the stability is with respect to the trivial solution process of (DHS).
Definition 2.1 [14, 16] . A solution process x i (t) = x(t 0 ,ϕ i 0 )(t) of stochastic system (DHS) is said to be as follows:
(i) convergent in the γth mean to zero if, for every > 0, δ > 0, and t 0 ∈ R + , there exists T = T( ,δ,t 0 ) > 0 such that
(ii) converge in probability to zero if, for every > 0, t 0 ∈ R, and 0 < ζ < 1, there exists a δ > 0 and a T = T( ,δ,t 0 ) > 0 such that 
(ii) asymptotically stable in the γth mean if it is stable in the γth mean and if, for any > 0 and t 0 ∈ R + , there exists a positive function δ 1 = δ 1 (t 0 ) and a T = T( ,δ,t 0 ) > 0 such that the inequality
(iii) stable in probability if, for each > 0, 1 > ζ > 0, δ > 0, and t 0 ∈ R + , there exists a positive function δ = δ(t 0 , ,ζ) such that the inequality
(iv) asymptotically stable in probability if it is stable in probability and if, for any > 0, 1 > ζ > 0, ζ > 0, and t 0 ∈ R + , there exists a positive function δ 1 = δ 1 (t 0 ) and a T = T( ,δ,t 0 ) > 0 such that 
with probability one implies
with probability one.
In order to prove the convergence and stability results for (DHS), we need to define the convergence and stability concepts corresponding to Definitions 2.1 and 2.2 for the solution process r i (t 0 ,σ i 0 )(t) of comparison system (BCS)/(LCS) [11] :
. Again, in this definition, it is also assumed that the solution process of (BCS) convergence is to zero. 
Similarly, the stability concepts with regard to comparison system (BCS) and other stability concepts with regard to both (DHS) and (BCS) can be reformulated, analogously. For details, see [5, 14, 17, 22] .
Qualitative analysis of isolated subsystem
Now, depending on different modes of convergence, we are ready to present convergence and stability results. The following result deals with γth mean convergence result.
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Theorem 3.1. Assume that hypotheses of [11, Theorem 3.1] are satisfied. Further assume that
where a ∈ ᐂ and b ∈ Ꮿ, (ii) the maximal solution process r i (t 0 ,σ i 0 )(t) of (BCS) converges to zero. Then, the solution process x i (t 0 ,ϕ i 0 )(t) of (DHS) converges in the γth mean to the zero. Proof. The proof of the result can be constructed by imitating the arguments used in the proofs of results in [1, 3, 14, 17] . The details are left to the reader.
In the following, we provide the sufficient conditions to insure the almost sure convergence of a solution process of (DHS) to the zero vector.
Theorem 3.2. Assume that hypotheses of [11, Theorem 3.1] are satisfied. Further assume that
is a block diagonal matrix which is defined by
where 
are valid. From (3.8) and assumption (iii), we conclude that
Applying the operators defined in [11, Theorem 3.1, in particular, (3.1), (3.2), and (3. 
(3.12)
The nonnegativity of W i , (3.11), (3.12), and an application of well-known result [2, 21] gives us that W i (t,x i (t 0 ,ϕ i 0 )(t),η(t)) is non-negative supermartingale. Therefore, from the property of nonnegativity of the supermartingale, W i (t,x i (t 0 ,ϕ i 0 )(t),η(t)) converges almost surely as t → ∞. From (3.8) and (3.9), it is clear that V i (t,x i (t 0 ,ϕ i 0 )(t),η(t)) converges almost surely as t → ∞. In order to conclude the proof of the theorem, we first need to show that V i (t,x i (t 0 ,ϕ i 0 )(t),η(t)) → 0 as t → ∞. For this purpose, we note from [11, Theorem 3.1] that for i ∈ I(1, q i ) and j ∈ I(1, q), and therefore from (3.14), we obtain lim t→∞ E[V i (t,x i (t), j)] = 0. This together with the properties of expectation establishes lim t→∞ [V i (t,x i (t), j)] = 0. From this, assumption (i), and continuity of V i , the almost sure convergence of the solution process of (DHS) to zero follows, immediately. This completes the proof.
Now, we present sufficient conditions that assure the γth mean and almost sure stability properties of the trivial solution process of (DHS). Proof. The proof of the theorem can be formulated by imitating the proofs of theorems in [3, 5, 6, 10] . However, the detailed proofs will appear elsewhere.
Theorem 3.4. Assume that hypotheses of [11, Theorem 3.1] are satisfied. Further assume that
where a ∈ ᐂ and b ∈ Ꮿ, (ii) there exists a matrix function
and is a block diagonal matrix which is defined by
where Proof. Proof. To conclude the validity of the conclusions of the corollary, it is enough to prove that (1) assumptions of Theorem 3.3 are satisfied, (2) α ∈ L 1 [R + ,R + ] implies the stability of the trivial solution process of (LCS) [11] ;
implies asymptotic stability of the trivial solution process of (LCS). These statements together with the assumptions of corollary would fulfill all the hypotheses of Theorem 3.3. Hence, by the application of Theorem 3.3, the conclusions of the corollary follow, immediately. In fact, we first note that w (t,u,u 
isfies the relation w(t,0,0) ≡ 0. To prove the remaining statements (2) and (3), we use a scalar Lyapunov function for (LCS), 
where a real-valued continuous function A is determined by
From (3.21) and (3.24), we observe that G(0) < 0, and G(λ) is increasing on (0,∞). Therefore, we can find a positive number α such that G(α) ≤ 0. We can take A(t) = exp [αt] . The validity of the corollary follows by following the argument used in [7] .
Examples
In the following, we present simple examples that illustrate the usefulness of the presented results of [11, Part I] as well as the results of this paper.
Example 4.1. We consider a very simple scalar version of (DHS) is as follows:
where a,b ∈ C[R,R], η is as defined before, τ > 0 is stochastic time-delay defined on the complete probability space (Ω,Ᏺ,P), and it is independent of the random processes ξ 1 , η and initial state process ϕ 0 . Furthermore, τ ∈ [ν,μ] with probability one, where ν ≥ 0 and μ > 0. This assumption on τ characterizes the "reaction time-delay" in the hereditary system with past memory μ [4, 9, 10] . (i) Let F be a distribution function of a random variable τ defined on a complete probability space (Ω,Ᏺ,P). Let us note that
and it is obvious that (4.1) can be rewritten as For this example, we consider the following scalar version of auxiliary differential equation (DHS) in [11] as:
We note that here f (t,z) = −(1/2)z 3 is twice differentiable with respect to z. We choose a Lyapunov-like function as V (t,x,η(t)) = (1/2)H(η(t))|x| 2 . In this case, the expressions in [11, 
