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期望神经网络的输出与输入相同，即 x^ = x，其网络结
构如图 1所示．
图 1 自编码器的网络结构
Fig. 1 The network structure of AE
AE的目标是拟合恒等函数 hW，b(^x)≈x，其中，






























a2j xi ． (1)















+ (1 － ρ)log
1 － ρ


































SAE即多层的 AE，它把前一层 AE 的输出作为后




a(l)= f(z(l)) ， (4)
z(l +1)= W(l，1)a(l) + b(l，1)， (5)
其解码步骤为
a(n+l)= f(z(n+l)) ， (6)




















































Fig. 3 Edge features learned by the neural network
为了提取图像特征，本研究采用的预训练网络是在
ImageNet数据集上预训练的深度 CNN 网络，具体的网
络模型使用 Zeiler 和 Fergus 提出的 ZF(Zeiler and Fer-
gus)网络［8］，包含 5 个卷积层和 3 个全连接层(fully
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Fig. 4 The structure diagram of SACF
到一个非常好的初始网络．
3 实 验
将本研究提出的 SACF 与单纯的 MLP 在数据集





接层是 4096-d的受限线性单元(rectified linear units，
ＲeLUs)［12］．例如:把 3 层的网络表示为“f4096-f4096-
f200”，其中 f 表示全连接层，200 表示 CUB-200 的类
别数;如果使用 VGG-flower 数据集，那么本实验中
为 102．

















































表 1 是基于卷积特征的 MLP 和 SACF 在数据集
CUB-200 上的实验结果．可以看出，采用不同层数的
MLP，分类准确率不同，当采用网络 f4096-f200 时，分
类准确率最高，为 87. 9%;而对于 SACF，采用网络




然 MLP 与 SACF 在不同层次中获得最高分类准确
率，但可以看出在不同网络结构中 SACF的分类准确
率都大于或者等于 MLP 的分类准确率．SACF 的最高
分类准确率比 MLP 的最高分类准确率提高了 1. 9 个
百分点．在 SACF 中，4-fc 网络与 3-fc 网络分类准确
率接近，为了减少模型复杂度，选择 3-fc网络．
表 1 在数据集 CUB-200上的分类准确率
Tab. 1 The classification accuracy
obtained on the CUB-200 dataset
方法 网络结构 分类准确率 /%
MLP(2-fc) f4096-f200 87. 9
MLP (3-fc) f4096-f4096-f200 85. 9
MLP (4-fc) f4096-f4096-f4096-f200 83. 9
SACF (2-fc) f4096-f200 87. 9
SACF (3-fc) f4096-f4096-f200 89. 8
SACF (4-fc) f4096-f4096-f4096-f200 89. 5
表 2 是 MLP 和 SACF 在数据集 VGG-flower 上的
实验结果．与 CUB-200 类似，MLP 在 2-fc 网络上获得
最高分类准确率 31. 0%，SACF 在 3-fc 网络上获得最




表 2 在数据集 VGG-flower上的分类准确率
Tab. 2 The classification accuracy obtained
on the VGG-flower dataset
方法 网络结构 分类准确率 /%
MLP(2-fc) f4096-f102 31. 0
MLP (3-fc) f4096-f4096-f102 29. 3
MLP (4-fc) f4096-f4096-f4096-f102 26. 8
SACF (2-fc) f4096-f102 31. 8
SACF (3-fc) f4096-f4096-f102 34. 6













构．在数据集 CUB-200 和 VGG-flower 上通过端到端训
练深度特征提取器和基于 SAE的深度分类器，表明本
文中提出的 SACF 分类系统相对于 CNN 有更高的分
类准确率．
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An Image Classifier Based on Stacked Autoencoder
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Abstract:In problems of image classification，there are two important components:a feature extractor and a classifier．Ｒesearchers have fo-
cused on the former for decades，but only for local parameter adjustmentfor classifiers．According to the idea that a good classifier is just as im-
portant as the feature representation for the image classification，a classification system based on stacked autoencoder on convolutional feature
maps(SACF)is proposed．Experiments are performed based on the CUB-200 and VGG-flower datasets and the classification results of the
SACF classification system and the CNN classification system which based on convolutional feature maps and multilayer perceptron are com-
pared．Ｒesults show that the accuracy of classification of SACF is superior to that of CNN．
Key words:image classification;feature extraction;classifier;stacked autoencoder;convolutional neural network
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