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用することができない.しかし,実行可能領域がリーマン多様体  \mathcal{M} であるような最適化














SGD の拡張 高速化に呼応し,  R‐SVRG などの線形収束を達成する手法が提案されてい
る [6]. さらに,リーマン多様体上での処理により適した  R‐SRG も提案された [8]. また,
機械学習関係の主要な国際会議である NeurIPS (Neural Information Processing Systems),












定義2.1. 次の条件を満たす位相空間  \mathcal{M} を  n次元位相多様体という.
1.  \mathcal{M} はハウスドルフ空間であり,第二加算公理を満たす.
2.  \mathcal{M} の任意の点  p に対して,  p を含む  \mathcal{M} の開集合  U と,  U から  \mathbb{R}^{n} のある開集合  V
への同相写像  \varphi:Uarrow V が存在する.





定義2.2.  r を正の整数または  \infty とする.  \mathcal{M} を  n 次元位相多様体とし,  \{(U_{\lambda}, \varphi_{\lambda})\}_{\lambda\in\Lambda}
を  \mathcal{M} の座標近傍系とするとき,   U_{\alpha}\cap U_{\beta}\neq\emptyset なる任意の  \alpha,  \beta\in A について  \varphi_{\beta}\circ\varphi_{\alpha}^{-1} :
 \varphi_{\alpha}(U_{\alpha}\cap U_{\beta})arrow\varphi_{\beta}(U_{\alpha}\cap 
U_{\beta}) が  C^{r} 級写像であるならば,  \mathcal{M} を  n次元  C^{r} 級可微分多様体
という.
以下では  C^{\infty} 級可微分多様体を単に多様体ということにする.
さらに,多様体  \mathcal{M} 上の最適化では,  \mathcal{M} 上の各点  x の接空間乃  \mathcal{M} において,接ベクト
ルの内積を扱う必要が生じる.そこで,各乃  \mathcal{M} に内積が与えられているような多様体,
すなわち次のように定義されるリーマン多様体を考える.
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定義2.3. 多様体  \mathcal{M} 上の2次の対称テンソル場  \langle\cdot,  \cdot\rangle:x\mapsto\{\cdot,  \cdot\rangle_{x} (すなわち  \{\cdot,  \cdot\rangle_{x} は乃  \mathcal{M}
上の双線形形式) が任意の点  x\in \mathcal{M} において正定値であるとき,  \{\cdot,  \cdot\rangle を  \mathcal{M} 上のリーマ
ン計量といい,リーマン計量を備えた多様体をリーマン多様体という.
定義2.1において多様体に第二可算性を課したことにより,多様体  \mathcal{M} には少なくとも一
つのリーマン計量が存在することが示される.
リーマン多様体  \mathcal{M} においては滑らかな実数値関数  f の勾配 grad f を次のように定義す
ることができ,  \mathcal{M} 上の目的関数の勾配の情報を用いることで,ユークリッド空間におけ
る勾配を用いたアルゴリズムを  \mathcal{M} 上に拡張することができる.
定義2.4. リーマン多様体  \mathcal{M} 上で定義された滑らかな実数値関数  f の点  x\in \mathcal{M} におけ
る勾配 grad f  (x) は,
 Df(x)[\xi]=\langlegrad f  (x) ,  \xi\rangle_{x}
が任意の接ベクトル  \xi\in T_{x}\mathcal{M} に対して成り立つような,  T_{x}\mathcal{M} の一意的なベクトルであ
る.ここで,  Df(x):T_{x}\mathcal{M}arrow T_{f(x)}\mathbb{R}\simeq \mathbb{R} は,  f の  x における微分である.





 \mathcal{M} をリーマン多様体とし,点  x\in \mathcal{M} における接空間乃  \mathcal{M} の内積を  \langle\cdot,  \cdot\rangle。と書く.本
節では,次のリーマン多様体  \mathcal{M} 上の制約なし最適化問題を扱う.
問題2.1.
 m而而ze  f(x) ,
subject to  x\in \mathcal{M}.
ユークリッド空間  \mathbb{R}^{n} は,各点  x\in \mathbb{R}^{n} における接空間  T_{x}\mathbb{R}^{n}\simeq \mathbb{R}^{n} において標準内積が
定まっていると見ることで,リーマン多様体の簡単な例であると見なすことができる.問
題2.1において  \mathcal{M}=\mathbb{R}^{n} である場合は,目的関数  f の無制約最小化に対して直線探索法
とよばれるアプローチがあり,初期点  x_{0}\in \mathbb{R}^{n} および
 x_{k+1}=x_{k}+\alpha_{k}\eta_{k},  k=0,1,2 , (2.1)
によって点列  \{x_{k}\} を生成する.ここで,  \alpha_{k}>0 はステップ幅,  \eta_{k}\in \mathbb{R}^{n} は探索方向とよ
ばれる.探索方向は目的関数  f の勾配やヘッセ行列などの微分の情報を用いて計算される
ベクトルである.
問題2.1における  \mathcal{M} がより一般のリーマン多様体である場合には,実行可能領域  \mathcal{M}
はベクトル空間であるとは限らないので,(2.1) の右辺の和が一般には定義されないため,
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上述の直線探索をそのままの形で行うことはできない.そこで,点  x_{k}\in \mathcal{M} を用いて次
の点  x_{k+1}\in \mathcal{M} を計算する際に,まず探索方向  \eta_{k} を  x_{k} での接ベクトルとして選ぶ.さら
に,  x_{k} から  \eta_{k}\in T_{x_{k}}\mathcal{M} の方向に伸びる曲線  \gamma_{x_{k},\eta_{k}} を考える . より正確には,曲線  \gamma_{x_{k},\eta_{k}}
に対して条件
 \gamma_{x_{k},\eta_{k}}(0)=x_{k}, \dot{\gamma}_{x_{k},\eta_{k}}(0)=\eta_{k} (2.2)
を課す.この曲線  \gamma_{x_{k},\eta_{k}}(t) 上の  t=\alpha_{k} での  f の値  f(\gamma_{x_{k},\eta_{k}}(\alpha_{k})) が十分減少するようにス
テップ幅  \alpha_{k}>0 を求め,その  \alpha_{k} を用いて次の点  x_{k+1} を  x_{k+1}=\gamma_{x_{k},\eta_{k}}(\alpha_{k})\ovalbox{\tt\small REJECT}こより計算す
る.このような曲線を各反復において定義するには,以下で定義するレトラクションとよ
ばれる写像を事前に用意しておくと便利である.ここで,レトラクション  R は,点  x お
よび  x での接ベクトル  \eta の対  (x, \eta) を引数とし,多様体  M上の1点を与える写像,すな
わち接バンドル  T\mathcal{M} から  \mathcal{M} への写像である.
定義2.5. 次の性質を満たす写像  R:T\mathcal{M}arrow \mathcal{M} を  \mathcal{M} 上のレトラクションという.ただ
し,  R(x, \eta) を  R_{x}(\eta) と書くことにし,点  x\in \mathcal{M} における接空間乃  \mathcal{M} の零ベクトルを  0。
とする.
1.  R_{x}(0_{x})=x,  x\in \mathcal{M}.
2.  DR_{x}(0_{x})[\eta]=\eta,  \eta\in T_{x}\mathcal{M},  x\in \mathcal{M}.
レトラクションの定義から,  \gamma_{x_{k},\eta_{k}}(t)  :=R_{x_{k}}(t\eta_{k})\ovalbox{\tt\small REJECT}_{\vec{-}} よって曲線㌔  k,\eta_{k} を定めれば,  \gamma_{x_{k},\eta_{k}}
は性質 (2.2) を満たす曲線となる . したがって,  x_{k+1} を計算するための更新式は
 x_{k+1}=R_{x_{k}}(\alpha_{k}\eta_{k}) (2.3)
となる.





るのが次の vector transport とよばれる写像である.
定義2.6. 次の性質を満たす写像  T :   \bigcup_{x\in M}(T_{x}\mathcal{M}\cross T_{x}\mathcal{M})arrow T\mathcal{M} を  \mathcal{M} 上の vector
transport という.ただし,  \xi,  \eta\in T_{x}\mathcal{M} に対して,  T(\xi, \eta) のことを  T_{\xi}(\eta) と書くことに
する.
1. レトラクション  R が存在して,  T_{\xi}(\eta)\in T_{R_{x}(\xi)}\mathcal{M},  \xi,  \eta\in T_{x}\mathcal{M},  x\in \mathcal{M}.
2.  T_{0_{x}}(\eta)=\eta,  \eta\in T_{x}\mathcal{M},  x\in \mathcal{M}.





前節に引き続きリーマン多様体  \mathcal{M} 上で定義された目的関数  f の最小化問題2.1を考え
るが,本節では,  f が
 f(x)= \frac{1}{N}\sum_{n=1}^{N}f_{n}(x) (3.1)
の形で表されている場合を議論する.ここで,自然数  N は非常に大きく,与えられた点
 x\in \mathcal{M} に対して目的関数値  f(x) や勾配の値
grad f  (x)= \frac{1}{N}\sum_{n=1}^{N} grad f  (x)
を計算する際のコストが大きいという状況を想定する.具体的な応用例として,グラス
マン多様体上の部分空間追跡法 [2] や,低ランクの行列補完問題およびテンソル補完問
題  [7, 11] , 一定ランクの行列全体がなす多様体上の線形回帰問題 [10] などが,リーマン多
様体上で定義された  (3.1) の形の目的関数の最小化問題として定式化される.
以降では,このような設定の下で問題2.1を効率的に解くための方法を議論する.1反
復あたりの計算量を小さくするための簡単な方法の一つは,  f の勾配 grad f の代わりに,
ランダムに選んだ番号  n\in\{1,2, . . . , N\} に対して  f_{n} の勾配 grad f. だけを用いて更新を行
うことである.なお,以降では,計算コストの大きい grad f をフル勾配,ランダムな番号
 n\ovalbox{\tt\small REJECT}こついての grad f を確率的勾配とよぶことにする.上記の考え方に基づくアルゴリズ
ムを確率的勾配降下法 (SGD) といい,  \mathcal{M} がユークリッド空間,一般のリーマン多様体
である場合のどちらにも適用することができる.リーマン多様体の場合の SGD (R‐SGD)
は [3] により最初に提案され,同時に詳細な収束性解析も与えられた.  (R-)SGD における
更新を正確に述べると,1, 2, . . . ,  N のいずれかの値をランダムにとる確率変数  i_{k} を用いて
 x_{k+1}=R_{x_{k}}(-\alpha_{k} grad f  (x_{k}))
という計算を反復することになる.機械学習の文脈では,ステップ幅  \alpha_{k} は学習率ともよ
ばれる.ここで,  i_{k}=n となる確率が各  n\in\{1,2, , N\} について一様に  1/N ならば,
grad f  (x_{k}) の毎についての期待値は
 E[grad f  (x_{k})]= \frac{1}{N}\sum_{n=1}^{N} grad f  (x_{k})= grad f  (x_{k})
となり,grad f  (x_{k}) と一致するから,確率的勾配 grad f  (x_{k}) はフ)  \ovalbox{\tt\small REJECT}勾配 grad f  (x_{k}) の不
偏推定量であり,確率的近似であるといえる.





分散縮小勾配法 (SVRG) が提案された.SVRG では,確率的勾配 grad f  (x_{k}) に,フル
勾配 grad f の情報を用いた補正項を付け加えて分散が小さくなるように工夫する.ただ





しい.これを実現した [16] によるアルゴリズム  R‐SVRG を以下に示す.なお,  R‐SVRG
の詳細は [19] でも解説されている.
アルゴリズム 1  R‐SVRG [16]
Require:  m_{s}>0 と学習率の列  \{\alpha_{t}^{s}\}.
1: がを初期化する.
2: for  s=1 , 2, do
3: フル勾配 grad f  (\tilde{x}^{\mathcal{S}-1}) を計算し,  x_{0}^{s}=\tilde{x}^{s-1} を保存する.
4: for  t=1 , 2, ,  m_{s} do
5:  i_{t}^{\mathcal{S}}\in\{1,2, N\} を一様にランダムに選択する.
6:  \tilde{x}^{s-1} から  x_{t-1}^{s} へ向かう接ベクトル  \zeta を  \zeta=R_{\overline{x}^{s-1}}^{-1}(x_{t-1}^{s}) により計算する.
7:  \xi_{t}^{s} を vector transport を用いて
 \xi_{t}^{s}= grad f  (x_{t-1}^{s})-T_{\zeta}(grad f  (\tilde{x}^{s-1})- grad f  (\tilde{x}^{s-1}))
により計算する.




3.2 Riemannian stochastic recursive gradient algorithm
本項では,最新の確率的最適化手法の一つとして,stochastic recursive gradient algo‐
rithm (SRG) およびそれをリーマン多様体上に拡張した Riemannian SRG (  R‐SRG) を紹
介する.ユークリッド空間の場合の SRG は [14] で提案されており,本節ではより一般の
場合の  R‐SRG [8] を紹介する.  R‐SVRG (アルゴリズム 1) では各内部反復においてレト
ラクション  R の逆  R^{-1} の計算が必要であるのに対し,  R‐SRGではそのような計算が不要
であるなど,SRG はSVRG よりもユークリッド空間からリーマン多様体上への一般化に
適した手法である.
前項で紹介した  R‐SVRGと同様に,  R‐SRGも二重のループ構造をもつアルゴリズムで
ある.しかし,  R‐SVRG とは異なり,  R‐SRGの内部反復では,第  t 反復における確率的
勾配を修正したベクトル賜を,一つ前の  v_{t-1} から確率的勾配を足し引きすることによっ
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て計算する.より具体的には,  v_{0}= grad f  (x_{0}) とし,  t\geq 1 に対して
 v_{t}= grad f  (x_{t})-T_{x_{t-1}}^{x_{t}} grad f  (x_{t-1})+T_{x_{t-1}}^{x_{t}}v_{t-1} (3.2)
とする.ここで,式(3.2) の右辺の第1項は  T_{x_{t}}\mathcal{M} のベクトルであり,第2項,第3項に
現れる grad f  (x_{t-1}) や  v_{t-1} は  T_{x_{t-1}}\mathcal{M} のベクトルであるため,後者に vector transport  T
を作用させることで  T_{x_{t}}\mathcal{M} のベクトルに写し,ベクトルの加減の計算を実現しているこ




のに対して,  R‐SRGでは一般には状況が異なる.すなわち,点  x_{t-1} や方向  v_{t-1} が与えられて
いる下で,  i_{t} についての  v_{t} の平均は grad f  (x_{t})-T_{x_{t-1}}^{x_{t}} grad f  (x_{t-1})+T_{x_{t-1}}^{x}tv_{t-1}\neq grad f  (x_{t})
である.しかしながら,反復全体を通しての期待値は  E[v_{t}]=\mathbb{E}[grad f  (x_{t})] を満たす.R‐
SRG のアルゴリズムは以下の通りである.
アルゴリズム 2  R‐SRG [8]
Require:  m>0 と学習率の列  \{\alpha_{t}\}.
1: 副を初期化する.
2: for  s=1 , 2, do
3:  x_{0}=\tilde{x}^{s-1} を保存する.
4: フル勾配 grad f  (x_{0}) を計算する.
5:  v_{0}= grad f  (x_{0}) を保存する.
6:  x_{1}=R_{x_{0}}(-\alpha_{0}v_{0}) と更新する.
7: for  t=1,2 , ,  m-1 do
8:  i_{t}\in\{1,2, . . . , N\} を一様にランダムに選択する.
9:  v_{t} を vector transport を用いて
 v_{t}= grad f  (x_{t})-T_{x_{t-1}}^{x_{t}} grad f  t(x_{t-1})+T_{x_{t-1}}^{x}tv_{t-1}
によって計算する.
10:  x_{t+1}=R_{x_{t}}(-\alpha_{t}v_{t}) と更新する.
11: end for
12: ランダムに選択した  t'\in\{0,1, m\} に対して  \tilde{x}^{s}=x_{t'} とする.
13: end for
 R‐SRGの収束性の議論についての詳細は [8] を参照されたい.ここでは,[8] で議論さ
れている一連の結果の一つとして,  f が  \mathcal{S}\subset \mathcal{M} において,レトラクション  R についての
retraction convex とよばれる性質を満たす場合,すなわち,任意の  x\in \mathcal{S} および  \Vert\eta\Vert_{x}=1
を満たす任意の  \eta\in T_{x}\mathcal{M} に対して,  f(R_{x}(\tau\eta)) が  f(R_{x}(\tau\eta))\in \mathcal{S} を満たす任意の  \tau に対
して凸関数である場合の結果を紹介する.このとき,いくつかの仮定の下で,十分小さ
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い一定値のステップ幅  \alpha_{t}\equiv\alpha を用いたアルゴリズム 2により生成される点列 {鱒に対し
て,ある  \triangle>0,  \phi\in(0,1) が存在して,
 E[\Vert grad f  ( \tilde{x}^{s})\Vert\frac{2}{x}s]-\triangle\leq\varphi^{s}(\Vert grad f  ( \tilde{x}^{0})\Vert\frac{2}{x}0-\triangle)
が成り立つ [8]. ここで,アルゴリズム 2における各内部反復の反復回数  m を十分大きく
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