Current developments in emissions legislation mean that real driving emissions (RDE) are becoming increasingly important and make it worthwhile to examine longterm aging phenomena in direct injection engines. This paper proposes an advanced control framework to account for aging effects occurring in the injection nozzles and ensure consistent engine behavior over an extended operating time. Based on the previously identified aging condition, a nonlinear model predictive controller (NMPC) was designed to optimize future engine performance and emissions. The underlying model was derived from experimental data of a single-cylinder diesel engine, and the numerical effort was significantly reduced using a neural network approximation. Simulated experiments with the NMPC demonstrated the great potential in controlling exhaust emissions and improving long-term engine performance.
I. INTRODUCTION
Controlling the injection in internal combustion engines is a challenging task: the dynamical processes show highly nonlinear behavior and require short sampling times, which complicates the use of advanced optimization and control frameworks. However, current developments in emissions regulation are aggravating the operating environment for direct injection systems. Test methods such as the real driving emissions (RDE) test ensure that the engines not only comply with the limits during the approval process, but also over a longer period of time and under real driving conditions. This means that aging phenomena in the injection system are becoming increasingly important, making it worthwhile to explore novel and innovative control strategies.
This work focuses on aging effects in the injection nozzle, such as coking phenomena and erosive damage, which occur slowly during the lifetime of an engine and are known to deteriorate combustion performance and emissions. A nonlinear model predictive control (NMPC) scheme is presented that predicts aging in future cycles and computes optimal injection strategies to ensure consistent engine behavior. Figure 1 provides an overview of the framework used in this work. The engine is exposed to nozzle aging that results in deviating performance and emissions. Aging is estimated based on the dynamics in the injector, measured by a pressure sensor, which results in an aging coefficient at each injection cycle. This identification was the subject of previous work by the authors (see Section II) and is not discussed in further detail here. Aging in future cycles is estimated using a prediction model and the predicted coefficients are then used as feedback for the NMPC. The controller optimizes the injection strategy for each control cycle with the objective of ensuring compliant engine behavior, i.e. performance and emissions. The engine is operated with the optimized injection strategy, which results in a new aging prediction for the NMPC. The paper is structured as follows: Section II reviews related work and classifies this study in the literature. The prediction of aging is the subject of Section III. Section IV details the design of the model predictive controller, and the results of the proposed NMPC are presented and discussed in Section V.
II. RELATED WORK
Model predictive control applications in internal combustion engines were primary designed for the comparably slow air path dynamics [1] - [4] . Based on a mean value model of the air path, Ferreau et al. [1] presented a nonlinear MPC approach that improved engine control compared to an optimal static map. Tracking the engine torque profile without increasing the nitrogen oxide (NO X ) emissions, the throttle angle and exhaust gas recirculation (EGR) valve position were modified. Due to the mean value modeling and direct multiple shooting optimization, a fast -the authors stated a runtime of about 10 ms per iteration -NMPC could be realized. Furthermore, several approaches can be found that optimize emissions by modifying air path variables and use explicit MPC formulations to reduce computation time [3] , [4] .
Modifying injection parameters such as injection timing and rail pressure, Zhao et al. [5] and Karlsson et al. [6] presented MPC formulations with models that were directly identified from experimental data. Targeting engine per-formance and emissions, experimental results demonstrated the potential of achieving several optimization objectives simultaneously. A disadvantage of these methods was that extensive experimental data was needed for system identification and that they were based on sensors which are not available in today's series diesel engines [6] .
What the aforementioned studies all have in common is that they rely on engine models that were validated or identified in their initial state. Long-term effects that, as already explained, change the dynamic behavior of the engine and are becoming increasingly important were not taken into account. Experimental studies have shown the negative effects, such as higher fuel consumption and rising soot and NO X emissions (e.g. [7] - [9] ). In particular, deposits and coking phenomena were investigated and losses in the hydraulic performance up to 13% [10] and 25% [11] were reported. Ikemoto et al. [8] described the nozzle coking mechanism with a growth phase and a saturation phase by using zinc-added fuels to induce deposits. It is also known that cavitation can have the opposite effect compared to the coking phenomenon and may even strengthen the removal mechanism of deposits [12] .
Previous work of the authors dealt with the modeling, identification, and control of aging effects in direct injection engines [13] - [15] . In this context, the control-oriented modeling was particularly focused on aging phenomena in the nozzle and the results were validated with experimental data from differently modified and aged injectors. However, optimization and control frameworks that take into account the progression of aging effects were not yet considered, which is the scope of the present study.
III. AGING IDENTIFICATION AND PREDICTION
If an engine is operated for a longer period of time, various effects can occur that affect performance and exhaust emissions. An early detection of these effects can be used to identify and even compensate for a potentially exceeding of limit values in advance. This work focuses on phenomena occurring in the injection system, more precisely in the nozzle area of the injector such as coking, wear, and erosive damage. As stated in Section II, previous studies dealt with the modeling and identification of these aging effects. This section gives a brief description of the identification approach used in this work and proposes a method to predict aging in future engine cycles.
In this study, we use the aging coefficient θ that was introduced in [14] to model different aging phenomena in the injection nozzle. The coefficient is assumed to be constant at each cycle and can be seen as a modified hydraulic resistance in the nozzle holes.
• θ = 0 : indicates the initial state of the nozzle without aging. • θ < 0 : coking phenomena or any type of internal deposits in the nozzle that may occur due to fuel additives or contaminated fuel. • θ > 0 : wear and tear in the nozzle holes or erosive damage, e.g. caused by cavitation or erosive particles.
The estimation approach described in [15] is used to identify the aging coefficient of the current cycle: First, an incycle measurement of the pressure in the rail-to-injector pipe is performed using a high-frequency pressure sensor. A characteristic feature is then derived from both the measured pressure signal and a zero-dimensional simulation model of the injection system. Finally, the features generated in this way are compared to previous pressure features using a linear quadratic state estimator, which results in the identified aging coefficient of the current cycle. Although all methods presented here are based on experimental data from differently modified and aged nozzles, continuous measurements with aging symptoms over a longer period of time were not available for this work. However, as shown in Section II, there are various experimental studies on the effects of aging and on coking phenomena in particular that reported losses in the hydraulic performance up to 25%. The mechanism of nozzle coking was described in [8] , with three stages that can be seen as time-exponential progression of the deposit formation:
• Initial phase: deposit formation at the nozzle outlet • Growth phase: formation of deposits in the total area of the nozzle hole • Saturation: deformation and removal of deposits compensate for the formation process Based on these results, we simulate a time history of the identified aging coefficientθ ∼ N [θ µ , σ 2 ], where we assume the coefficients as normally distributed due to cycle-to-cycle variations in the measured pressure signal with the variance σ 2 and the mean of the distribution
Here, we describe the exponential decrease or increase of aging using the constant model parameters γ and δ > 0. The variance of the identified coefficients was obtained from experimental data. The determined aging coefficient of the current cycle makes it possible to analyze the present condition of the engine. However, predicting the influence of aging in future cycles has the advantage that, e.g., non-compliance with emission limits can be detected in advance. For this reason, a cycle-to-cycle model of the aging coefficient is introduced that is updated using previous coefficients. Since the identified aging coefficients are also subject to measurement uncertainties, these are smoothed by using this method. Due to their very slow dynamics in a limited prediction horizon, we assume the aging effects as a linear function of the time
where a and b are constant model parameters. The model parameters are updated based on previous values from the aging identification. Consequently, an optimization problem using the sum of squared errors (SSE) can be written as In the equation, n θ denotes the number of prediction samples andθ is the identified aging coefficient from the measurement. Optimizing the quadratic problem results in a linear system that can easily be solved to update the model parameters. The updated model can thus be used to predict N future aging coefficients that we arrange in a vector of the predicted coefficient in the following form
As an example, Fig. 2 illustrates the time series of a simulated plant, Eq. (1), with different model parameters. A negative value for γ, which simulates a coking process, results in decreasing aging coefficients over time that are scattered due to cycle-to-cycle variations in the aging identification. In contrast, a positive value increases the aging coefficient over time and can be seen as the effect of erosive damage in the nozzle holes. At selected points, which are denoted as controller cycles in the following, future aging is predicted based on previous coefficients, Eqs. (2) to (4), and results in linear trajectories.
IV. MODEL PREDICTIVE COMBUSTION CONTROL
This section describes the design of the MPC application, which uses feedback from the identified aging coefficients to ensure consistent engine performance and emissions in future injection strategies. First, the model for predicting the engine characteristics depending on the injection strategy and the aging state is presented. Subsequently, the model predictive control framework is described, which is based on a direct shooting procedure and a sequential quadratic programming (SQP) approach. The explanations in this part are grounded on [16] - [18] , which provide a detailed overview of the theory and applications of MPC.
A. Model
The system examined here is a single-cylinder research engine that is equipped with a common rail (CR) system and a solenoid valve diesel injector (Bosch CRIN 3-18). The zero-dimensional modeling was the subject of previous studies: computing the injection rate at different energizing times and rail pressures, a model was introduced in [15] and extended in [19] to simulate engine characteristics and the heat release rate. The model was validated with experimental data from both an injection rate analyzer and a singlecylinder research engine with different injection nozzles. Taking aging phenomena into account, the dynamic behavior of important engine characteristics could be computed with high accuracy. In summary, the model can be written as an explicit nonlinear state-space model with 21 states in the following form
Here, x denotes the states of the system, the subscript j is the integration index, ∆ϕ is the crank angle discretization step size, and θ is the aging coefficient that is assumed to be constant during an injection cycle. The initial states of the model x 0 = g(u), which define the start of the simulation, are given by the model input variables u. In the context of this work, an injection strategy with pilot and main injection is used, where for the sake of simplicity, only the parameters of the main injection are due to be optimized. Furthermore, the engine speed, as well as initial pressure and temperature in the cylinder, are assumed to be constant. Thus, the model input u can be written as
where p R denotes the initial pressure in the rail, ϕ 0 is the injection timing, and t E is the energizing time. These three variables are due to be optimized by the MPC scheme and are also referred to as the injection strategy in the following.
Only cycle-to-cycle engine characteristics are considered as output variables
which requires solving Eq. (5). In the equation, m H is the total amount of injected fuel, CA 50 describes the crank shaft position where 50 % of heat is released. The emission characteristics m N Ox and m Soot denote the masses of the nitrogen oxides and soot, respectively. Since in this work, we are not interested in in-cycle dynamics, we further simplify the model by applying an approximation of the input/output behavior using a multilayer perceptron feed-forward neural network (MLP-NN) with three layers of neurons [20] . Although the nonlinear state-space model, Eq. (5), can also be applied directly for the MPC framework, the advantages of using the neural network approach are as follows:
• An analytical Jacobian is obtained for the optimization scheme (cf. Eq. (16)), which prevents the derivatives from being estimated by finite differences and significantly reduces the numerical effort. • The proposed MPC approach can easily be applied to different engines and input/output configurations by using a different model or even experimental data. The approximated model output can be written as a function of the model input and aging coefficient
In the equation, z = u θ 1 T denotes the neural network input, V ∈ R q×n and W ∈ R m×q are the network weights, and b ∈ R m×1 is the bias of the output. Here, n is the number of network inputs, m is the number of network outputs, and q is the number of hidden layer neurons. The single elements of the nonlinear activation function are defined as a hyperbolic tangent
We obtain the analytical derivative of the neural network model analytically as follows
where I ∈ R q×q is the identity matrix. For the given model, a hidden layer size of q = 20 was chosen and network training was conducted using the backpropagation method together with a Levenberg-Marquardt optimization scheme (Matlab Neural Network Toolbox R ). As an example, Fig. 3 compares the output of the full model to the approximated neural network and experimental data for different energizing times and aging coefficients. In addition to the data presented here, the full model was validated with experimental data at different engine speeds, rail pressures, energizing times, and aging coefficients, e.g. different injection nozzles. It can be said that using the approximation instead of the full model does not yield significant errors and that both models correspond well with the experimentally determined data, in particular the total amount of injected fuel. For different injection timings, the NO X and soot tradeoff shows the same tendency for different nozzles, although quantitative conclusions on emissions are only possible to a limited extent. However, the approximated model could be used to adequately predict engine performance and emission characteristics in all investigated engine working conditions and was therefore found sufficient for the MPC application in this work.
B. Optimization
This section describes the model predictive control framework, which computes feedback by repeatedly addressing an optimal control problem based on a direct shooting and a sequential quadratic programming (SQP) approach. First, all model inputs within the prediction horizon 1 are assigned to the manipulated variable p p = u 1 u 2 · · · u N T , (11) where N is the number of prediction samples. We define an optimal control problem with nonlinear constraints of the following form
Here, the cost function J with the control matrix Q can be written as a function of the manipulated variable and the predicted aging coefficients, Eq. (4). The error of the engine characteristics e n = y n − y, which depends on the model input and the current aging coefficient, indicates the difference between the actual model output and a reference, e.g. the nominal behavior of the system without aging.
Here, it is assumed that the nominal behavior corresponds to the best compromise determined during engine development between the contradicting objective. The formulation includes only static modeling of the engine characteristics, which is justified because aging develops very slowly and a control cycle can take place e. g. once an hour. However, taking into account the slow aging dynamics, excessive changes in the manipulated variable are avoided using the following input limits which are adapted at each controller cycle with the constant control matrix R and the optimized injection strategy u * from the previous controller cycle that is currently applied to the plant. The given optimal control problem is solved repeatedly by a SQP approach that can be described as follows: At every iteration, all constraints are checked whether they are active or inactive. Only the active constraints are considered as equality constraints c(p, θ), which we consider by defining the Lagrangian function L of the given optimization problem as follows [16] 
where λ denotes the Lagrange multipliers. The optimization problem is solved by applying a line search strategy
where the manipulated variables are iteratively updated at each optimization step • k by increasing the value depending on the search direction ∆p k and the step size α k . We use a second-order Newton direction for the search direction, which results in the Karush-Kuhn-Tucker (KKT) system
. (15) Here, H k is the Hessian of the cost function, which is assumed to be positive definite, ∇c (p k ) is the gradient of the active constraints, and λ k = λ k+1 denotes the Lagrange multiplier of the next iterate. Due to the changing number of active inequality constraints, the order of ∇c (p k ) and therefore the order of Eq. (15) may vary at each iteration.
As mentioned above, we use analytical definitions of the gradients ∇J(p k ) and ∇c (p k )
The gradient ∇c (p k ) includes only the active input and output constraints u active and y active , respectively. Instead of computing the exact Hessian of the next iterate, a quasi-Newton approximation with the BFGS formula [17] is applied
where
Finally, we obtain the step size α k by computing an approximated one-dimensional line search problem using the backtracking strategy: the step size is reduced stepwise in order to satisfy the following condition
In the equation, ρ ∈ (0, 1) is a constant value and the cost function Ψ considers the equality constraints as follows [21] 
Here, a constraint violation is penalized by increasing the cost function, where the multiplier is initialized with r 0 = |λ 0 | and is computed in the following iterates k > 0 as follows r k,j = max |λ k,j |,
In summary, the NMPC framework presented here can be used to solve the optimal control problem, Eq. (12), with respect to the nonlinear constraints and input boundaries, in every NMPC iteration. The underlying model for the prediction was approximated using a MLP neural network, Eq. (8), which significantly reduces the numerical effort. By combining the aging prediction (Section III) with the MPC framework (Section IV) optimal injection strategies can be computed to ensure consistent engine performance and emissions. This section focuses on the implementation of the proposed methods and discusses the results of simulated experiments with differently aged nozzles.
Algorithm 1 summarizes the complete MPC scheme that was implemented in Matlab R : The MPC controller can be seen as an infinite loop with a shifting prediction horizon at each controller cycle i. For each prediction horizon, the aging coefficients are extrapolated based on the previously identified aging coefficients, Eqs. (2) to (4) . Then, the manipulated variable p 0 of the current controller cycle (reference injection strategies in the first controller cycles) and the approximated Hessian H 0 are initialized. Here, the Hessian is selected as the identity matrix, which is scaled with the norm of the initial gradient. For a fixed number of SQP steps n sqp , the following procedures are performed at each iteration: The search direction ∆p k , Eq. (15), is calculated using the Newton direction with the analytical gradient and the Hessian approximation. The step size α k is then determined by the backtracking method to fulfill the condition in Eq. (19) . We use the calculated step size and search direction to update the control variable Eq. (14) accordingly, resulting in the new iterate p k+1 . The Hessian H k+1 to be used in the next iteration is approximated using the BFGS method, Eq. (18) . As a last step of the SQP algorithm, the active inequality constraints are arranged in the equality constraints c(p k+1 ). Finally, the horizon is shifted, which results in a new initial solution for the manipulated variable p 0 and the optimized injection strategy u * -the first entry in the vector of manipulated variables -is then applied to the plant.
We investigated the performance of the proposed MPC framework by using simulated experiments, where Eq. (1) was applied to obtain time histories of the aging coefficient. The analyzed engine was a heavy-duty single-cylinder diesel engine, which was also available as experimental setup. Figure 4 shows the results of the predictive controller when it is applied to a plant with decreasing aging coefficient, which indicates coking phenomena. The aging coefficient, the MPC input normalized by the initial working condition (see Table I ), the total amount of injected fuel, the CA 50 characteristic, and the NO X and soot emissions are presented for several controller cycles. When looking at the model outputs of the aged plant, it becomes evident that decreasing aging coefficients predominantly deteriorate the amount of fuel injected and thus the performance of the engine. Due to the lower amount of injected fuel and the resulting lower combustion temperatures, reduced NO X and soot emissions can be observed. The MPC is able to modify the injection strategy in such a way that it complies with the input and emission limits at the same time. Figure 5 shows an aging process with increasing aging coefficient, which can be interpreted as developing wear or erosive damage in the nozzle holes. As a result, the amount of injected fuel increases and higher NO X and soot emissions occur that even exceed the predefined upper limits. Using the predictive controller, emissions can be kept below the limit values in compliance with constant fuel injection. Individual violations of the limits can be explained due to prediction errors and minor discrepancies of the approximated MLP-NN model. For high aging coefficients, the emission limit values can no longer be complied with due to the defined input restrictions, but this method allows an early detection of limit violations. In summary, the results show that the proposed MPC framework proves to be useful when nozzle aging occurs in direct injection engines and, in the authors' opinion, it would be interesting to validate the results experimentally in future studies. When implementing the controller on an actual direct injection engine, due to its slow dynamics, the presented technique could also be used as an extension to an existing injection controller and thus improve the long-term behavior.
VI. CONCLUSION
Our contribution discusses the application of a nonlinear model predictive controller to compensate for different types of injector aging, which occur in the nozzles of direct injection engines. Modeling the time history of nozzle aging, this study proposed an exponential function of aging coefficients that were introduced in [14] , [15] and can be seen as a variable hydraulic resistance in the nozzle holes. Based on an engine model in form of a MLP neural network approximation, the MPC framework was used to repeatedly solve an optimal control problem, Eq. (12) . With this method, deviations of the injection quantity up to an approximated 20 % could be compensated, while at the same time NO X and soot emissions did not exceed more than 10 % of their nominal values. The results of this study showed that the method has the potential to improve the long-term engine behavior by ensuring consistent performance and exhaust emissions. It would be interesting to have this method used in further research with more detailed engine models or even measured data and to experimentally validate the assumptions and results of this study, by e.g. using zinc-added fuels. In addition, further investigations of the robustness and stability of the MPC with regard to the actual aging phenomena occurring are required prior to application.
