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Preface
This thesis was prepared in the Cognitive Systems section of DTU Informatics,
Technical University of Denmark, in partial fulfillment of the requirements for
acquiring the Ph.D. degree.
The dissertation consists of an extensive summary report and a collection of
research papers written during the period 2007–2010.
Kongens Lyngby, October 25, 2010
Michael Kai Petersen
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Abstract
Though one might think of media as an audiovisual stream of consciousness,
we frequently encode frames of video sequences and waves of sound into strings
of text. Language allows us to both share the internal representations of what
we perceive as mental concepts, as well as categorizing them as distinct states
in the continuous ebb and flow of emotions underlying consciousness. Whether
it being a soundscape of structured peaks or tiny black characters lined up
across a page, we rely on syntax for parsing sequences of symbols, which based
on hierarchically nested structures allow us to express and share the meaning
contained within a sentence or a melodic phrase. As both low-level seman-
tic structure of texts and our affective responses can be encoded in words, a
simplified cognitive model can be constructed which uses LSA latent semantic
analysis to emulate how we perceive the emotional context of media based on
lyrics, synopses, subtitles, blogs or web pages associated with the content. In
the proposed model the bottom-up generated sensory input is a matrix of tens
of thousands of words co-occurring within multiple contexts, that are in turn
represented as vectors in a semantic space of reduced dimensionality. While
top-down, patterns of emotional categorization emerge by defining term vector
distances to affective adjectives, that constrain the latent semantic structures
according to the neurophysiological dimensions of valence and arousal.
The thesis thus combines elements of machine learning with aspects of cogni-
tive semantics that could potentially be utilized in applications ranging from
media information retrieval and business related sentiment analysis to cognitive
neuroscience.
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Resume´
Selvom vi opfatter medier som en audiovisuel strøm af billeder eller bølger af
lyd s˚a pakker vi dem ofte ind i linjer af tekst. Sprog gør det muligt at dele vores
interne repræsentation af verden med hinanden, og sætte ord p˚a de vekslende
følelser der konstant skiftende sætter deres aftryk i vores bevidsthed. Lige-
gyldigt om det er et landskab af lyd formet af harmoniske kurver eller sm˚a sorte
bogstaver der opstillet p˚a række bliver til paragraffer p˚a en side, anvender vi
syntaks til at parse sekvenser af symboler, der baseret p˚a hierarkiske strukturer
gør det muligt for os at forst˚a den mening der ligger i en sætning eller en stump
af en melodi. Da b˚ade semantiske relationer imellem fragmenter af tekst og de
følelser de fremkalder kan indkodes i ord, er det muligt at konstruere en foren-
klet kognitiv model, der anvender LSA latent semantisk analyse til at emulere
hvordan vi opfatter den emotionelle kontekst i medier, baseret p˚a sangtekster,
synopsis, undertekster, blogs eller websider associeret med indholdet. I denne
model genereres input nedefra som en matrix af ord der optræder i tusinder
af sammenhænge, men kan repræsenteres som vektorer i et semantisk rum ved
at reducere antallet af dimensioner. Samtidigt med at der dannes mønstre der
oppefra kategoriserer det følelsesmæssige indhold baseret p˚a afstandene imellem
tekst og affektive adjektiver, s˚aledes at de latent semantiske strukturer afgrænses
i forhold til de neurofysiologiske dimensioner ‘valence’ og ‘arousal’.
Afhandlingen kombinerer s˚aledes elementer af ‘machine learning’ med aspekter
af kognitiv semantik der potentielt kan anvendes i applikationer der spænder fra
informationssøgning og personalisering af medier til opbygning af emotionelle
brands eller neurosvidenskabelig modellering af syntaks og semantik.
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Summary
Time present and time past
Are both perhaps present in time future,
And time future contained in time past
T.S. Elliot “Burnt Norton”
Both words and music move in time, and as T.S. Elliot phrased it “only by
the form, the pattern, can words or music reach”. Meaning evolves dynam-
ically as we discover self-organizing patterns transforming our memories of
what just faded away into prior probabilities for what is likely to emerge.
Squeezed in between a before and an after, we continuously modify our ex-
pectations of what comes next based on an understanding of the present. In
that sense emotions, whether based on anticipation of harmonic and rhythmi-
cal structures in music [Meyer, 1957] [Huron, 2006] [Temperley, 2007], or form-
ing patterns we empathetically experience as contours of tensions and release
[Jackendoff and Lerdahl, 2006] [Lerdahl and Krumhansl, 2007], can be interpreted
in “free energy” terms as a reduction of prediction error [Vuust and Frith, 2008]
[Friston, 2009]. While the features of songs or synopses may constitute complex
manifolds in a high-dimensional space, the sensory coding of neurons in the brain
takes advantage of underlying regularities to transform sensations into sparse
representations where receptive fields are hierarchically aligned with the struc-
ture in the input [Barlow, 1972]. Cognitive component analysis [Hansen et al., 2005],
formulated as an unsupervised learning of features resembling human compre-
hension, suggests that the sensory structures we perceive might be retrieved
by reducing dimensionality and treating objects in space and time as linear
mixtures incorporating sparsity and independence. However simply reducing
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what we perceive to principal components that allow us to reconstruct the
world from sparse representations, will not by itself be sufficient unless incor-
porating our responses to continuously adapt to the state space we are part of.
When modeling comprehension we need to integrate the correlations between
eigenvectors that capture the highest variance in the input, with a behavioral
bias determining whether we are attracted or try to avoid what is encountered
[Duff and Verschure, 2010]. These patterns of principal components become
part of our mental workspace when the bottom-up sensory input raises above the
background noise of core affect [Dehaene and Naccache, 2001], and top-down
trigger distinct feelings reflecting a shift of our attention [Damasio, 2003a]. Cog-
nitively speaking our feelings can be thought of as top-down labels that we con-
sciously assign to emotional responses constantly triggered by what we perceive
[Barrett, 2006]. And as both low-level semantics and our emotional responses
can be encoded in words, a simplified cognitive approach can be constructed
which uses LSA latent semantic analysis to emulate how we might perceive
the emotional context of media. Representing song lyrics or synopses describ-
ing videos in a vector space of reduced dimensionality, we combine bottom-up
defined term distances with affective adjectives, that top-down constrain the
latent semantics according to the dimensions of valence and arousal which have
neurophysiological correlates [Posner et al., 2009]. Using comprehension as a
paradigm for cognition, we might think of the strength of synaptic connections
formed between neurons in the brain as similar to word co-occurrences that are
gradually transformed into semantic relations. Here only those nodes which
remain sufficiently activated by a shift of attention will be integrated into the
patterns forming our working memory. And whether these connections grow
sufficiently strong for the nodes to reach a threshold level of activation neces-
sary for being integrated in working memory, could be modeled as dependent
on the cosine similarity of the word vectors that are projected in our semantic
space [Kintsch, 1998].
Deriving a large selection of LSA matrices reflecting emotional patterns in
texts associated with media [Petersen and Butkus, 2008a] [Petersen et al., 2009]
[Petersen and Hansen, 2010], and subsequently applying a Tucker tensor decom-
position [Petersen et al., 2010] a part-based sparse representation of complemen-
tary affective mixtures and temporal curvatures can be retrieved. Looking into
these patterns the proposed hypothesis in the thesis is that the identified sparse
representations might interact as cognitive components enabling us to perceive
the underlying emotional structures in media. Spanning a space framed by
valence and arousal, the combinations of emotional topics could provide the
contrasting elements that define a low-dimensional representation within the
manifolds constituting the lyrics or a synopsis. Which would allow us to re-
construct the original input from a incomplete set of linear affective mixtures
forming sequential patterns that temporally reflect the emotional load. Em-
bedded as cognitive components that we are able to retrieve from the latent
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semantics of tiny black characters lined up across a page, when the bottom-
up generated input top-down trigger distinct feelings in response to what we
perceive.
The thesis consists of a collection of research papers written during the period
2007–2010 and a dissertation divided into five chapters:
Chapter 1. “Patterns of nodes” - introducing aspects of gestalt and likelihood
approaches to define emotions within an information theoretical context, the
similarity of words represented in a vector space as well as sensory encoding
principles reflected in a latent semantic representation.
Chapter 2. “Sonorous semantics” - reviewing neuroscience research related
to aural perception, lyrics and emotions, that explores the shared syntactic and
semantic processing of music and language, neural correlates of emotions as well
as cognitive semantics which provide a basis for the proposed model.
Chapter 3. “Affective attractors” - describing a simplified cognitive approach
to model how we perceive media, by bottom-up defining term vector distances
to adjectives functioning as emotional buoys in a LSA vector space, which is
top-down constrained by affective labels reflecting the underlying dimensions of
valence and arousal.
Chapter 4. “Semantic spaces” - outlining results obtained by applying LSA to
extract the emotional contents of TV synopses, retrieve affective patterns in song
texts that are compared against social network tags, analyze lyrical contours
based on prototypical emotional building blocks, and identify the underlying
cognitive components that define the emotional topics and temporal curvatures
in a large sample of lyrics.
Chapter 5. “Cognitive components” - reflecting on the associations formed by
words contained in the eigenvectors and how the underlying principal compo-
nents might enable a reconstruction of the original sensory input from patterns
of tension and relaxation captured in the proposed simplified cognitive model,
that could potentially be applied in applications ranging from media informa-
tion retrieval and business related sentiment analysis to cognitive neuroscience.
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Chapter 1
Patterns of nodes
1.1 Likelihood of gestalts
Trying to make sense of the world, whether combining segments of lines and
edges into visual scenes or assembling soundscapes from rhythmical and spectral
contours of pitch, we perceptually search for patterns in sensory data that spa-
tially seem to form clusters or sequentially re-occur in time. When co-incidences
stack up, we no longer perceive them as individual random events but rather
expect them to be the result of a causal structure. Based on how many similar
items we come across or how frequently they occur, our expectations for what it
is likely to come next will change. And what we perceive as the likelihood of it
being not a mere coincidence of certain features appearing together, will in turn
transform our belief about what type of meaningful structure we encounter
[Griffiths and Tenenbaum, 2007]. Either based on how frequently something
happens infer the likelihood of it occurring within a certain structure. Or by
grouping sensory inputs into larger gestalts, that we perceive as a whole to or-
ganize them in the simplest possible way. Likelihood can be seen as just another
way of defining simplicity, and we would thus also expect cognitive models to be
optimized for providing the briefest description of features underlying the prob-
abilistic hierarchical structures we perceive [Chater and Brown, 2008]. While
the features of images or sounds may constitute complex manifolds in a high-
dimensional space, the sensory coding of neurons in the brain takes advantage
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of the underlying regularities and transforms sensations into sparse represen-
tations [Olshausen and Field, 2004]. Similar to how correlated features might
be embedded into locally linear structures forming a low-dimensional manifold
[Roweis and Saul, 2000]. But encoding a state space with more vectors than we
have input dimensions available requires that we have additional information
on what is the underlying structure. Which might enable us to reconstruct the
original signal from an incomplete set of linear mixtures, using an optimization
approach equivalent to `0 norm regularization, where insignificant components
are reduced to zero and only the essential features in the input are retained
[Candes et al., 2008]. In essence flattening the manifolds that we perceive by
hierarchically aligning our receptive fields to the structure in the input. Facili-
tating a formation of associative patterns learned at each stage, which coupled
with the responsiveness to specific features locally reduces the dimensionality of
the input [Barlow, 1972]. What appears as the most likely or based on informa-
tion entropy provides the shortest description [Shannon, 1948], are two sides of
the same thing: maximizing the posterior probability is equivalent to the like-
lihood and prior generated from the smallest number of bits defined in terms
of Kolmogorov complexity [Vitanyi and Li, 2000]. Or in other words, semantics
emerge when we encapsulate the compact structure of what is being perceived.
Language itself functions as such a piece of self-replicating code, which based
on hierarchically nested constructs and linear constraints generate patterns al-
lowing us to recursively encode new concepts [Baum, 2004] Often cognitively
mapped onto metaphors for reinterpreting ourselves being subject to forces or
moving along virtual time lines related to spatial containers, that constitute the
boundaries that define how we perceive the world [Lakoff and Johnson, 1999].
If we assume a Bayesian probabilistic model of the brain [Knill and Pouget, 2004],
one might think of the lower layers of neurons as propagating information
bottom-up when sampling the input. Which in the higher layers become the
priors that reduce the prediction error and top-down modify the representations
in the layers below. This reduction of prediction error has also been defined as a
minimization of free-energy [Friston, 2009], formulated as a function of the sen-
sory data and synaptic connections formed among neurons in the brain, given
how the states might be encoded e.g. parameterized as mean and variance in
Gaussian densities. Free-energy which as a quantity is greater than the sur-
prise or negative log probability of an event is reduced when we sample from
inputs that conform to our expectations. Or the other way around, the en-
coded states are updated to approximate a Bayesian posterior probability of
the causes underlying what we perceive. Over months and years the model-
ing of states might be optimized by activity-dependent pruning of connections
that come to shape the neuronal circuits in the brain. While zooming in on a
scale ranging from milliseconds to hours this minimization of free-energy could
translate into learning causal structures by optimizing the synaptic connections
among neurons [Friston, 2010]. Viewed from the level of individual neurons the
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responses might be modeled as a ‘winner take all’ neural computation based on
spikes, where highly activated neurons will increase their firing rate and thereby
consolidate the learned patterns forming our memories [Oster et al., 2009]. Al-
though this process should not be considered merely reactive but rather reflect
a sparse coding where the semantics evolve from the inherent structure in the
sensory input [Indiveri et al., 2009]. Which rather than being viewed as a de-
terministic process dependent only on the weights of connections, could be in-
terpreted as a probabilistic spiking neuron model with parameters influenced by
the structural uncertainty in propagation, the release of neurotransmitters in the
synapses and the probability density of the neuron to emit a spike when reach-
ing the threshold for firing [Kasabov, 2010]. Our memories are stored based on
weights defining the synaptic connections between neurons. But whereas the
low-level links formed between individual neurons are highly subjective to ran-
dom noise and the uncertainties influencing synaptic connectivity, even singular
events formed by correlations of higher order of populations of neurons that fire
simultaneously may have a significant impact. In essence due to the nature of
neural networks to inhibit competing inputs once a ‘winner take all’ imprint has
been established.[von der Malsburg, 1999]
Even though the terms entropy or likelihood only approximate aspects of how
we cognitively approach structure, they have actual neural correlates in brain
responses related to encoding and representation of event streams. If entropy is
seen as a measure of contextual uncertainty it might determine how much we
in a given situation decide to sample sensory input bottom-up or rather rely on
prior expectations to provide a top-down probabilistic framework. Using fMRI
functional magnetic resonance imaging to detect what areas of the brain are
activated when we perceive sequences of visual stimuli, results from neuroscien-
tific studies indicate a double dissociation between areas encoding entropy and
surprise [Strange et al., 2005]. The brain area of the hippocampus appears to be
sensitive to entropy established by sequential events and is thus activated when
we make up our minds based on the expected predictability before something
has actually happened. In contrast to sensory areas involved in lower levels of
visual processing and encoding of motor responses, which are responding to the
surprise of individual events. When we perceive a stream of events the balance
between predictability and surprise might shift. Detecting a mismatch between
what we expect and what we experience, a sensitivity to entropy could thus be
what makes us change the focus from bottom-up sensory data to a top-down
induced update of prior probabilities dependent on the contextual unpredictabil-
ity. The surprise resulting from altering the strength of synaptic connections
among neurons forming our expectations, can in Bayesian terms be translated
into how much the posterior beliefs are modified. Like if for instance the TV
screen instead of the evening news fills up with snow when pushing the remote a
chasm will open between prior and posterior beliefs [Itti and Baldi, 2009], that
can be quantified as cross entropy or the Kullback-Leibler divergence between
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the two. The significance of surprise has also been confirmed in studies of the
eye saccade movements when we trace outlines of objects, which indicate that
the surprise caused by something novel appearing cognitively provides a better
account of human attention than other measures such as motion.
1.2 Sensory encoding
The cognitive aspects of inferring patterns from redundant structures are not
limited to low level audiovisual perception, but extend to the features from
which we build concepts and define meaning. Whether words flow on top of
the lyrics of a song or run as a train of thought through a sentence, they rarely
come shrink-wrapped with a definitie meaning, but are continuously modified
by the context in which they are set. Replacing any of the words will create
yet another instantiation of the proposition, which we might again interpret
differently depending on what additional phrases lead into or will follow it.
Nevertheless, children coming across terms in multiple contexts are able to pick
up a language and infer structures of meaning at a rate which surpasses the
amount of words they explicitly learn. The paradox, that we seem able to
amass amounts of knowledge that are larger than the sum of the parts we have
been exposed to, has haunted philosophers since Plato. A seventh grader will
typically learn 10-15 new terms a day while only explicitly having acquired 3
of them from reading [Landauer and Dumais, 1997]. And as kids will not pick
up those additional terms through spoken dialogue or from watching TV, this
unexplained surplus in vocabulary and ease at which we combine words into
phrases, has led linguists to suggest that we rely on built-in instincts for acquir-
ing language [Chomsky, 1965]. Although we might have innate mechanisms that
allow us to learn complex structures by induction, like our ability to associate
words with objects only experienced in a few contexts, these constraints are not
necessarily language specific. Both children and adults seem equally good at
learning an arbitrary fact about something, compared to a ‘fast mapping’ of
new words onto items [Markson and Bloom, 1997]. But before we can visually
construct an image out of line segments or assemble phonemes from an auditory
stream, it necessitates that our attention is drawn towards structures that seem
meaningful. Redundant elements are in this context not superfluous, but rather
repetitive patterns in sensory data which seem like suspicious coincidences that
we perceive to be causally linked. The entropy of an information source can be
formulated as:
H = −
n∑
i=1
P (i) logP (i) (1.1)
[Shannon, 1948], which when reduced may increase the efficiency for encoding
and transferring information. However, as redundancy is diminished we might
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no longer be able to discern the structure as the signal will blend in with ran-
dom noise. Redundancy is therefore initially essential for recognizing statistical
regularities, while it is subsequently reduced by our brains in order to process
the data most efficiently. Apparent structures in the sensory data catch our
attention when they stand out against a backdrop of previously experienced
patterns, like when we perceive a shift in an expected mean value, a change in
levels of variance, or become aware of correlations among different features in
the sensory input. We sense that something is different and the brain compares
this new information against what we have previously experienced, in order to
adjust the probabilities underlying our expectations for what is likely to hap-
pen next. An efficient way for the brain to deal with the problem would be
to represent this new input as the difference between what is perceived and
what we would expect based on our prior experience. When applying a ‘sparse
distributed code’ approach to process sensory data the dimensionality in the
input is maintained, while the number of cells that fire in response to specific
features are reduced [Barlow, 1989]. Using such an approach low-level features
like line segments in visual perception or phonemes in speech processing can be
modeled based on ICA independent component analysis [Comon, 1994], where
the sensory data can be described as a mixture x
x = As (1.2)
specified by a matrix A which represents an unknown mixing process that trans-
forms the output of the original source signals s, similar to how voices might
no longer stand out separately but blend together in the cacophony of simulta-
neous conversations at a cocktail party. A cumulative distribution function of
independent features will minimize the mutual information, so if a separating
matrix of filters W is adjusted to maximize the measure of joint entropy among
the recovered signals,
u = Wx (1.3)
then ICA can be interpreted as reflecting our cognitive abilities to form an esti-
mate u of the causes s behind the sensory data we perceive [Stone, 2002]. And
doing this will thus enable us to identify statistically independent components as
uncorrelated features, similar to how the receptive fields in the primary visual ar-
eas of our brain are optimized for detecting the local structure of edges and bars
in natural scenes [Bell and Sejnowski, 1997]. Likewise in the context of auditory
processing, it can be shown that the building blocks of speech are independent
cognitive components, by comparing a manually labeled set of phonemes against
features extracted from an audio recording of the corresponding voices. Using
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ICA in a supervised learning setup to train a W separation matrix, and subse-
quently apply it to audio features to estimate the original s sources, makes it
possible to categorize phonemes using a machine learning approach, and thus
essentially identify cognitive components or structured patterns similar to those
underlying human cognition [Feng and Hansen, 2008].
Considering the relations formed among higher-level features like words rather
than phonemes a more general approach to process the sensory information is
to transform the data into a ‘compact code’ [Field, 1994]. When we factorize a
large number of interrelated features occurring in multiple contexts, the aim is
to find matrices of lower dimensionality embedding the underlying structures,
which when multiplied allow us to reconstruct the original sensory data. Cap-
turing what constitutes the highest variance in a new set of variables, these
principal components might in anatomical measurements be straightforward in-
terpretable as the overall size of people, or in meteorological data translate into
frequently found geographical patterns of high and low pressures typically caus-
ing strong westerly winds at certain times of the year [Jolliffe, 2002]. In that
respect PCA principal component analysis, is frequently applied as a technique
to capture the underlying structure within a reduced number of dimensions de-
fined by principal components. Similar to PCA, also LSA latent semantic analy-
sis [Deerwester et al., 1990] derives the underlying meaning in texts by defining
orthogonal directions in a vector space that constitute the highest variance in
the data. If we think of meaning as being formed by the multiple contexts in
which words occur, we can represent them as vectors in a LSA semantic space,
where their proximity will signify how similar they are to each other. Imple-
mented as a matrix forming a structure of thousands of weakly linked elements,
indirect higher order associations begin to emerge as similar features appear-
ing in a large number of contexts are simultaneously squeezed into a reduced
number of rows and columns. Essentially by identifying linear directions in
the problem space which capture the largest amount of variance in the input.
Meaning, that obliterating parts of the matrix where the probability density is
low makes it possible to take advantage of the inherent redundancy and limit
the number factors to the eigenvalues containing the highest amount of covari-
ance. The principal components thus reflect linear functions of variables x such
that a vector a maximizes the var[a´x] and a´1Σa1 defines the highest eigenvalue
λ, where Σ is a covariance matrix and a´ defines the transpose [Jolliffe, 2002].
Rotating the coordinate axes in the vector space, the derived eigenvectors of
the sensory input are aligned with a hierarchy of orthogonal axes of principal
components, which in a wider context could be generalized to represent cogni-
tive aspects ranging from low-level response properties of neuronal populations
in the brain, to high-level topics reflecting the meaning of words in a semantic
space [Field, 1994].
When analyzing relations among words using LSA the sensory data might be
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thought of as a matrix where the cells initially contain the raw counts of features
co-occurring in multiple contexts. Here the individual terms would constitute
the features and the contexts would be formed by the documents in which they
occur. In order to reduce the dimensionality and retrieve the latent semantics
the original m × n term-document matrix X is decomposed into a product of
three other matrices:
X = UΛVT (1.4)
where the U matrix, similar to the original matrix has m rows of words, while
the columns now consist of r eigenvectors representing the principal compo-
nents in the data. Likewise the transpose of the orthonormal matrix VT has
as before n columns of documents but now related to r rows of eigenvectors
or principal components. The very purpose of the decomposition is to scale
down the number of parameters by applying SVD singular value decomposition
[Furnas et al., 1988], based on a Λ square matrix containing r singular values λ
arranged along the diagonal in decreasing order, which as eigenvalues scale the
eigenvectors of the rectangular matrices to each other [Deerwester et al., 1990],
and thereby derive a matrix of reduced dimensionality:
Zk = UkΛkVkT (1.5)
where only the k largest singular values of the Λ diagonal matrix are retained,
and as a result the number of parameters in the rectangular Uk and VkT
matrices are reduced to what would correspond to the principal components
containing the highest amount of variance in the matrix. Thus allowing us to
reconstruct the original input based on a Zk matrix of lower dimensionality
which is embedding the underlying structure of the data.
1.3 Similarity of words
In order to define the relations between features and contexts in LSA, a large
text corpus is initially constructed which allows for modeling terms as linear
combinations of the multiple paragraphs and sentences they occur in. Assem-
bled from tens of thousands of literature, poetry, wikipedia and news excerpts,
this underlying corpus could be thought of as resembling our memory, where
events combined with lexical knowledge are encoded into mental representa-
tions. Spanned by rows of words and columns of documents, the cells of this
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huge term-document matrix sum up how frequently each word appears in a cor-
responding paragraph of text. However in such a simple co-occurrence matrix
any similarities between words based on synonymity will be lost as each indi-
vidual term appears only within its own row. Nor will it be obvious that the
same word might have polysemous interpretations and mean something com-
pletely different depending on which of the document columns it appears in.
Cognitively speaking this would not suffice as a model of comprehension, as we
would normally expect texts that describe the same topic to share many of the
terms that are used, or imagine that words that resemble each other are also
applied in a similar fashion. But most of these relations remain hidden within
the matrix, because there are tens of thousands of redundant variables in the
original term-document matrix obscuring the underlying semantic structure.
A way to extract the intrinsic structure that reflects the meaning of words
is to diminish the dimensionality of the matrix. Using SVD singular value
decomposition [Furnas et al., 1988] the number of parameters can be reduced so
we can fit synonymous words or group similar documents within the semantic
space. Geometrically speaking, the terms and documents in the condensed
Zk matrix can be interpreted as points in a k dimensional subspace, which
enables us to calculate the degree of similarity between matrices based on the
dot or inner product of their corresponding vectors. Interpreting the matrix
multiplication geometrically the cosine similarity between two words represented
by their vectors can be expressed as
cos θ =
x · y
||x||||y|| (1.6)
where x · y signifies the dot product of the vectors, and ||x||||y|| the Euclidean
norm corresponding to the square root of the dot product of each vector with
itself. For a given query consisting of a word or a phrase we can find what
vectors are positioned closest in the k dimensional space. That is, we treat the
query like yet another vector in term space, which is folded into the matrix and
compared against the existing terms or documents in the LSA representation
[Manning et al., 2008]. The query representation can thus be used like any other
row in the VT matrix, as a basis for calculating the dot product between its
own coordinates and any other term or document in the LSA semantic space
[Deerwester et al., 1990]
But before comparing terms or documents, the entries in the cells of the ma-
trix need to be adjusted so they reflect how we cognitively perceive associative
processes. First by replacing the raw count of how often a word appears in a
text by the logarithm of that number. This will smooth the word frequency
so it resembles the shape of learning curves typically found in empirical psy-
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chological conditioning experiments. Likewise the degree of association of two
words both occurring in two documents will be higher than if they each appear
twice separately in a text [Landauer and Dumais, 1997]. Here a local weighting
function tf definining how salient the word occurrence i is in the correspond-
ing document, is divided by a global weighting function gf defining how many
times the term i occurs among all the n contexts [Martin and Berry, 2007]. As
a next step the word count is divided by the entropy of the term (1.1), to ensure
that the term frequency will be modified by how much information the word
actually adds about the context it appears in. This log-entropy weighting sig-
nificantly improves the results when compared to a raw word frequency count
[Landauer and Dumais, 1997].
Based on the weighted word frequencies in the term-document matrix, it be-
comes possible to model the similarity of words or documents, using the cosine
of the angle between their vectors as a metric of how closely they are positioned.
Defining the similarity between two words i and j is the same as calculating the
dot product of two row vectors in Zk:
(ZkZTk )ij = (UkΛkV
T
k )ij(UkΛkV
T
k )
T
ij = (1.7)
(UkΛkVTk )ij(VkΛkU
T
k )ij = (UkΛk)ij(ΛkU
T
k )ij (1.8)
meaning that a comparison of the two terms i and j can be viewed as equiv-
alent to taking the inner product of the rows i and j of the matrix UkΛk.
Likewise the correlation between vectors representing documents in the k di-
mensional semantic space, can be expressed as the dot product of row i and
j in the transpose of the matrix ZTk which is equivalent to the inner prod-
uct of row i and j in the document matrix Vk scaled by the singular values
[Deerwester et al., 1990]. Whereas a comparison of vectors representing a term
and a document will correspond to a cell aij in the matrix Zk, which can be
calculated from the inner product of the row vectors i in Uk and j in VTk scaled
by Λk [Martin and Berry, 2007].
1.4 Matrices of meaning
One way to emulate how we perceive the meaning in texts, is to apply a ‘compact
code’ approach like LSA to model the strength of the links connecting one
word to another within semantic neighborhoods. Similar to networks formed by
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related populations of neurons in our brains, a word like ‘sad’ in a phrase could
be interpreted as forming a semantic node in our short term episodic memory.
In turn triggering neighboring nodes representing words or events that invoke
similar connotations. Understood in a cognitive perspective, the strength of the
connections initially based on word co-occurrences are gradually transformed
into semantic relations, as the links between nodes are being constrained by the
limitations of our memory [Kintsch, 1998]. As a result only those nodes which
remain sufficiently activated when our attention shifts towards the next phrase
will be integrated into the patterns forming our working memory. And whether
these connections grow sufficiently strong for the nodes to reach a threshold level
of activation necessary for being integrated in working memory, can be seen as
a function of the cosine between the word vectors [Kintsch et al., 1999].
If we imagine comprehension as a process that combines words in a sentence
with the associations they trigger, we can interpret this as bottom-up process
that determines activation levels for terms where the strength of links between
nodes will be defined by weights [Kintsch, 1998]. Being exposed to an incoming
word the stimulus will spread from the node generated in episodic memory, to
its semantically nearest neighbors stored in long term working memory. From
a cognitive perspective we need to consider not only the spreading activation
in the network but also the inhibition among nodes. As the activation spreads
among the nodes those that satisfy multiple constraints will increase their ac-
tivation, while in the remaining nodes the diminished levels might sink below
the threshold needed for sustaining their activation. In other words the fre-
quencies of the column and row entries in a matrix of words and documents
might in a cognitive sense be viewed as the strengths of links interconnecting
nodes of semantic and episodic memory in an associative knowledge network.
The state of activation in the network can be calculated iteratively using the
LSA derived weight of vectors as a basis for modeling the strength of links.
As the activation spreads from one node to its nearest neighbors, reinforcing
or reducing the strengths of connections until a stable state is approached, the
process of comprehension could be formulated as a derived matrix of memory
strengths, where the cells attain their final activation values after a number
of iterations [Kintsch, 1998]. Attention allows us to sequentially assemble the
building blocks of what we perceive only one by one as we move along a tempo-
ral dimension [von der Malsburg, 1999]. How many of these connections grow
sufficiently strong for the nodes to be integrated in long term working memory
will determine the degree of comprehension. Either reducing our understanding
to an assembly line, where separate words are merely glued together based on
the incoming text alone. Or if properly integrated, provide a blueprint for re-
constructing situation models that resemble animated pin-ball machines where
the associations triggered by incoming words bounce off walls forming an in-
tricate maze of memories. Once reality kicks in, in terms of the constraints
posed by the limited capacity of our working memory, what nodes will remain
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activated could be understood as proportional to the LSA cosine similarity of
vectors, triggered by the words being parsed and their nearest neighbors already
residing in our memories [Kintsch et al., 1999].
Interpreting a co-occurrence matrix of features and contexts as a simplified
representation of the connections linking semantic and episodic memories, the
integration would depend on our ability to distinguish among the multiple in-
terpretations words might have, and thus identify the most relevant nearest
neighbors based on the semantic context. Cognitively speaking, by inferring the
latent structure that shapes an underlying flow of ideas and use it to retrieve
the appropriate conceptual building blocks before they need to be loaded onto
the next train of thought. Either by using an approach similar to LSA, to fit
words and their contexts simultaneously into a vector model of reduced dimen-
sionality, where the meaning of a text can be thought of as an average of the
vectors representing the terms in a semantic space. Or instead based on words
that are associated with a number of topics apply generative probabilistic model
to infer the latent structure from which they were generated [Blei et al., 2003].
Modeling such a process, a topic like ‘Bordeaux’ could have probabilities for
generating words like red or bottle. And a document about French wines might
in turn be generated from a mixture defining how many paragraphs on a page
would be allocated to the topics of ‘Bordeaux’ or ‘Burgundy’ respectively. In
that sense such a generative latent semantic model could be interpreted as sim-
ilar to a cognitive top-down feedback updating our expectations on what we are
likely to encounter next. Taking this approach, words which occur within the
same topics are also likely to be mutually relevant semantic neighbors, in the
same way as stimuli that share many properties would be considered similar in
a model defining similarity as a linear combination of common and distinctive
features [Tversky, 1977]. Furthermore features that characterize a certain struc-
ture are often likely to reappear again, whether these are gene expressions with
sequences of DNA being duplicated over and over, or words that erupt in bursts
within the same context. Meaning, that generative probabilistic models should
also be able to incorporate densities of words to fluctuate within the same topic
across documents [Doyle and Elkan, 2009].
The very notion of similarity when modeling media as latent semantics repre-
sented in a geometric vector space, hinges on the concept of distance signifying
whether features are perceived as similar or not. It has been argued that the
notion of proximity in geometric models like LSA impose an upper bound on di-
mensionality that is incommensurable to representation of semantic categories
[Tversky and Hutchinson, 1986]. The problem arises if we think of similarity
as based on the distances between points in an Euclidean space, due to the
geometrical limitations on how many objects can be squeezed into a model if
they are to share the same nearest neighbor. Along a single dimension only
two items can possibly have the same nearest neighbor, while in two dimensions
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the number will be restricted to five. Such constraints remain a challenge as
a large proportion of words are homonyms with multiple meanings, which in
english corresponds to 37% of the dictionary entries having five or more senses
[Rodd et al., 2004]. These limitations might however be less of a problem if the
patterns of correlations are retrieved using multiple semantic attractors similar
to nodes responding to different features in a connectionist network. Never-
theless the concept of similarity is often asymmetric as we naturally describe
an ellipse as being similar to a circle or say that a kid resembles his dad but
rarely the other way around [Tversky, 1977]. This bias in the comparison will
be determined by the relative importance of the attributes and favor ones with a
higher affinity to what might be considered a prototype. To a certain extent this
effect can be gauged in LSA if one compares the length of vectors in the original
term document matrix, which signify how many contexts the individual words
represent, thus providing an indication of whether a comparison will be skewed
due to large differences in the number of features underlying the comparison
[Kintsch, 1998]. But the cosine function that based on the angle between two
vectors form the basis for comparison of words in LSA is inherently symmetric.
Essentially both LSA and probabilistic topic models infer the semantic context
by reducing the dimensionality of the original co-occurrence matrix. In the
case of LSA the meaning of words are modeled as cosine relations between vec-
tors within a semantic space defined by principal components aligned with the
highest amount of variance. Whereas in the generative model words associated
with documents are represented as a probability distribution over a reduced
number of topics conditioned by the semantic context. Whether we model se-
mantic context in a vector space or as a probability distribution, the underlying
structure might be thought of as a graph connecting nodes through edges that
make up a network. Graphs that reflect patterns found in real life, like the
synapses that connect populations of neurons in the brain, the organization of
links in a power grid, or semantic relations between words and their meanings
found in a thesaurus, are very different from random generated graphs. Real
life graphs representing semantic networks embody a number of ‘small-world’
aspects of connectivity, where nodes tend to form more clustered neighborhoods
connected through edges of shorter path-lengths, than would be the result of
structures formed in random generated process. This organization of seman-
tic neighborhoods can be expressed as a probability that defines how many of
a node i’s neighbors are connected to each other, formulated as a clustering
coefficient [Steyvers and Tenenbaum, 2005]. The k number of in- or out-going
connections is also used to define a P (k) degree distribution probability of a
node having k neighbors. For graphs representing real life structures such as
power grids or neural networks the P (k) distribution is frequently seen to fall off
exponentially. Whereas semantic networks that capture semantic relations like
the structure of the worldwide web or the meanings of terms defined in Word-
Net instead reflect a power law distribution, which when plotted logarithmically
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declines along a straight line, with the slope defined by a γ value frequently be-
tween 2 and 4 [Steyvers and Tenenbaum, 2005]. In contrast to an exponential
falloff, the straight line in a power law distribution indicates the presence of scale
invariant structures like those ubiquitously found in the self-similar patterns of
fractals [Mandelbrot and Hudson, 2005].
Related to semantic networks the power law aspects shape a small set of central
nodes into hubs, which might consist of frequently occurring categories or pol-
ysemous words, that due to the general nature of their applicability form links
to a large number of other nodes. As a result a sparse structure emerges where
most words are only connected to a few surrounding nodes that form small clus-
tered neighborhoods, while a number of hub-like nodes provide the connectivity
across knowledge domains that makes it possible to move from one concept to
another taking only a few associative steps within a sentence. This combina-
tion of being able to sculpt a word from only a few clustered nodes forming a
‘small-world’ semantic neighborhood, and instantaneously transform it through
a ‘scale-invariant’ structure, potentially generates a sequence of node wormholes
for tunneling terms across space and time. And the ability to metaphorically
reinterpret words within a completely different semantic context, might be one
of the fundamental mechanisms that allow us to poetically form large scale se-
mantic structures [Lakoff and Johnson, 1999] [Steyvers and Tenenbaum, 2005].
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Chapter 2
Sonorous semantics
2.1 Forming expectations
On a neurobiological level our expectations are constructed from the resonating
impact of the world, which through the Newtonian mechanics of the ear drum
and the sensory encoding in the inner ear is transformed into components of time
and frequency domains, from which we recreate a mental representation of what
occurs when and where [Zatorre, 2003]. But even before reaching the stage of
auditory scene analysis, the impulses are gated through the brainstem and tha-
lamus to the amygdala in the brain. Acting as an interface mediating responses
to the sensory input, the auditory stream is scanned to determine whether there
might be any unusual patterns, that should trigger our instinctive survival re-
actions to freeze, fight or flee from a perceived threat [Huron, 2006]. Acting not
only as an early warning system for mediating inputs but also controlling bodily
reactions like blood pressure, the amygdala might indirectly influence cortical
processing by way of feedback. As a result unusual patterns coupled with a
heightened sense of arousal will cause more inputs to fan in and increase levels
of activation, hence transforming the representations of these events in working
memory into emotional experiences [LeDoux, 2000]. Our tendency, hardwired
through evolution to assume the worst rather than ignore a pattern that might
prove fatal, thus provides a foundation for how we on a basic emotional level
respond to changes in any structure like language or music. Tapping into the
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same neural substrates as anticipation in general, even a harmless syncopated
rhythm might thus initially cause a sense of uncertainty unleashing a complex
mixture of reactions, which are subsequently transformed into pleasant surprises
once the pattern is perceived as part of the underlying probabilistic structure
forming our expectations [Huron, 2006].
Propagating upwards through what we might think of as Bayesian hierarchies,
the statistical properties of tones that make up chords and key relations serve
as a basis for building hypotheses in the upper layers, which translate into feed-
back mechanisms that bias our attention towards searching for complementary
shapes or a continuation of a perceived pattern. Structurally speaking the tonal
encoding is based on 12 pitch classes, corresponding to the chromatic tones that
make up the patterns of black and white keys that repeat every octave on a
piano. Each of these keys can in turn be used as a starting point for building
a major or minor scale consisting of 7 tones. If we play these tones one after
the other, we will perceive that tension change as we move further and further
away from the starting point of the scale until we again reach stability when
encountering the same tone again but now one octave higher. Psychological ex-
periments measuring the tension and relaxation when traversing this distance in
a pitch space, show that the tones which are perceived as most stable will be the
first followed by fifth and fourth scale degrees. When stacking triads on top of
them, the very same tones also become the foundation for the basic tonic, sub-
dominant and dominant chords, which harmonically define the various key scale
profiles that make up the tonal context we perceive [Krumhansl, 1990]. In such a
hierarchical structure constraints build up through mere exposure to the sensory
input as in a self-organizing neural network [Tillmann et al., 2000], similar to
how infants learn the sounds of a language by differentiating between statistical
distributions of phonetic contrasts in order to generalize the underlying features
[Maye et al., 2008]. The tonal encoding that transforms pitch intervals into hi-
erarchical representations of melodic phrases formed from underlying rhythmic
patterns and sequences of chords, are internalized as probabilities that shape our
expectations for what structures are to emerge next [Meyer, 1957]. While there
might be no noun or verb phrases in music, the syntax can similarly be concep-
tualized as a hierarchical tree structure where the branches instead vertically
nest contours of melodic phrases according to their structural importance, and
horizontally group segments into patterns which recursively build up or resolve
tension embedded within multiple layers of time [Lerdahl and Jackendoff, 1983]
[Lerdahl, 2001]. Or expressed as a genetic code recursively defining melodic
shape, we might think of it as little chunks of gestalt DNA that are replicated
to form patterns of solid consonance and regular metrical grids that incessantly
segment into broken lines and unsustainable chords, only to once again stabi-
lize as the gap separating two notes are closed or a dissonance is transformed
when reaching the safe haven of a tonic harmony. Bottom-up mapping an id-
iosyncratic creative syntax into constantly oscillating aspects of surprise and
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resolution, which are top-down constrained by our expectations of proximity
and continuity to be reconstructed both horizontally and vertically within per-
ceptual hierarchies reflecting space and time [Narmour, 1989].
How these expectations translate into psychophysiological responses have been
the subject of extensive studies, measuring at one second intervals the changes in
heart rate, pulse, respiration and skin conductance responses when listening to
music [Krumhansl, 1997]. Slowly paced passages written in minor keys, conjures
up feelings of sadness that increase the blood pressure, lowers the heart rate,
skin conductance as well as temperature. In contrast happy sounding melodic
lines primarily increase the breathing rate and respiration depth, whereas the
remaining physiological measures are less reduced. Dissonant harmonies and
widely contrasting pitch associated with aspects of fear, mainly increase the
pulse transmission time and amplitude. Indicating that music associated with
these feelings trigger distinct psychophysiological responses, where skin conduc-
tance seems to be the one that best captures the difference between the feelings
of happy and sad. But musical excerpts associated with fear and happiness
equally result in high levels even though they reflect positive and negative ex-
tremes of valence, suggesting that skin conductance should rather be understood
to capture contrasts in emotional arousal [Khalfa et al., 2002]. In line with these
findings it has been shown that manipulating a single chord to generate an un-
expected turn of phrase is enough to increase the level of skin conductance when
listening to a Bach choral. This might also point to the ability of unexpected
events in general to heighten the state of arousal and by way of feedback thus
intensify the feelings that are being triggered [Steinbeis et al., 2006].
Approaching the auditory cortex, individual features in the sound like pitch,
timbre and location function as cues for segregating the auditory stream and
build a neural representation of the sources constituting the original auditory
scene. Becoming part of the auditory sensory memory, the acoustic information
is grouped into perceptual units based on melodic, rhythmic, timbral and spa-
tial aspects. The grouping itself mirrors gestalt principles which are common to
other sensory modalities like vision, where images are assembled from multiple
smaller segments hierarchically combining shapes that are similar, appear close
to each other or seem to continue along spatial dimensions. In the same way a
sonic representation of our immediate past is formed in the auditory cortex, by
encoding the transient build-ups and decaying memory of sounds while compar-
ing their features against each other. Whenever something disrupts a perceived
regularity it causes a change reflected in the flows of electrical current during
synaptic transmissions among the neuronal populations. Using brain imaging
techniques like EEG electroencephalography, an occurrence of something unex-
pected can be measured on the scalp as an MMN mismatch negativity difference
in neuronal electric charge, that is typically reflected in an ERP evoked response
potential peaking with a delay of a few hundred ms. Whenever an occasional
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disruption appears within a stream of perceived regularity, whether character-
ized by pitch, timbre, spatial location or more complex patterns like the order
of tones in a musical phrase, an MMN will be elicited. As each feature will
produce a slightly different pattern of responses originating from different loca-
tions in the cortex, this does not point to a central mechanism but rather that
multiple MMN processes underlie the encoding of our expectations for what
is likely to happen at the next turn of a phrase. And as the auditory stream
unwinds we infer regularities in the periodicity to build up expectations for not
only what events are likely to occur, and thus form hierarchical layers of metri-
cal structure based on rhythmical patterns [Trainor and Zatorre, 2009]. These
neuronal responses are pre-conceptual, and the comparative memory applied to
group sonic events seems to vary depending on the timescale. If the window size
is diminished to around hundred ms, an irregularity in a repetitive pattern of
sounds might no longer be perceived as a distinctive separate event but rather be
incorporated into the existing pattern. Whereas if a similar discontinuity hap-
pens on a scale of seconds, sounds will instead be perceived as separate gestalts
forming perceptual units which could trigger MMN responses. In that respect
the auditory cortex revokes not only a Proustian “remembrance of things past”,
but seems also on a sensory level to constitute a primitive intelligence capable
of anticipating the emergence of future sound objects [Na¨a¨ta¨nen et al., 2001].
2.2 Contours of tension
When we unravel a sentence woven from strings of words or unload the tonal
bricks that make up a sequence of chords, we essentially attempt to build a men-
tal model that combines the material we just encountered with our previous ex-
periences stored in the long term working memory of our brains [Kintsch, 1998].
If the words don’t fit what we would expect in a normal phrase or the chords
seem foreign in the tonal context, the brain responses will influence the electri-
cal currents flowing between neural populations which can be measured using
EEG electroencephalogy. Analyzing the electrophysical patterns, a number of
peaks and valleys can be made out as distinct components, which relate to the
various stages of syntactic and semantic processing taking place in the brain.
While the representations of words and tones clearly differ and are stored sep-
arately in the brain, the neural resources required to bring unexpected words
or chords above their activation threshold appears to be shared [Patel, 2003]
[Slevc et al., 2008]. This might at first seem to contradict earlier neuropsy-
chology findings indicating that music and language were dissociated, based on
clinical studies of patients suffering from amusia and aphasia, where the brain
lesions would cause severe deficits in perceiving pitch in musical phrases while
the ability to recognize intonational contours in language appeared to remain
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intact [Peretz and Coltheart, 2003]. But the apparent discrepancy between cog-
nitive neuroscience brain imaging results indicating that resources are shared
and clinical neuropsychology findings based on studies of localized brain dam-
age pointing to a distinct modularity, might be resolved if making a conceptual
distinction, as has been suggested in the SSIRH ‘shared syntactic integration
resource hypothesis’ [Patel, 2003], between what constitutes separate domain
specific representations and the processes of sequencing linguistic or musical
phrases into hierarchical constructs of syntax. Interpreted in this context, the
processing costs involved for integrating a string of words or tones would depend
on how well they fit our syntactic expectations for a likely sentence structure
or a sequence of chords. Stretching the connections between words will demand
additional resources to integrate previously parsed elements as their levels of
activation will decay proportionally with the distances among the nodes. Simi-
larly the tension built up within a pitch space defined by the distances separating
tones or chords, would be reflected in the resources needed to integrate newly
arrived passages of notes into sequences already kept in memory. Whether it
being language or music these syntactic processes thus seem to represent an
activation beyond a certain threshold level, necessary for integrating words or
tones within an already established context [Patel, 2008a].
Even when we in language come across sentences which stretch the boundaries
of our imagination, like Chomsky’s notorious example “colorless green ideas
sleep furiously” [Chomsky, 1972], we still attempt to apply syntactic rules to
integrate the elements into phrase grammar. Outwardly it fits the constraints
we have come to expect as it resembles a grammatically correct sentence, and
it is only when we parse the constituent parts that we realize that we cannot
infer meaning from the resulting structure. In psycholinguistics two different
approaches have been put forward to explain how we come to understand a
phrase: either that syntax is processed serially by first forming a simple struc-
ture based on word-category and subsequently incorporate the lexical-semantic
information, or alternatively that syntax and semantic elements interact con-
tinuously during the parsing. One way to combine these opposing views into
a single model of language comprehension could be to interpret syntactic and
semantic integration as complementary aspects which occur at different points
in time [Friederici, 2002]. According to this model syntactic structure is first
established based on word categories alone, meaning that if we come across
an erroneous construct like “the shirt was on ironed” the unexpected category
mismatch will in an elctrophysiological experiment trigger an ELAN ‘early left
anterior negativity’ component in the evoked response potential curve around
100-300 ms after the onset. Similarly a syntactic gender anomaly will trigger a
LAN ‘left anterior negativity’ in a later time window at 300-500 ms. Such errors
will also trigger a positive peak later in the ERP wave pattern around 600-900
ms, a so-called P600 which is related to syntactic processing difficulties reflect-
ing that the brain attempts to reanalyze the sentence as it appears impossible
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to integrate the structure within the context. Any difficulties with interpreting
the meaning of words within the context, as in sentences like “the thunderstorm
was ironed” will instead trigger a semantic component, an N400 negative peak
which appears in the time window in-between the ELAN and P600 in the elec-
trophysical response. EEG experiments based on sentences which combine both
erroneous word-categories as well semantic violations appear to trigger only an
ELAN syntactic component, which could indicate that the syntax structure is
built first and remains independent of the semantic processing. In contrast when
combining syntax gender and semantic violations, both negative LAN and N400
peaks can be made out that modulate the strength of the subsequent positive
P600 wave, which indicates that at a later stage in the ongoing reanalysis and
integration efforts both syntactic and semantic factors interact [Friederici, 2002].
A number of neuroscientific studies investigating how we perceive complex sen-
tences or sequences of chords, indicate that the syntactic P600 component is
not language-specific, but rather reflects how well a structure in general fits
the context. The ERP component, which in music might be triggered by an
out-of-key target chord occurring in the middle of a musical sequence, appears
indistinguishable in terms of amplitude and scalp distribution from one elicited
by semantic violations in a sentence. Consequently it has been proposed that the
resources for syntactic integration of linguistic and musical phrases are shared
[Patel et al., 1998]. The P600 wave pattern that is elicited in the music condi-
tion can be seen to reflect the difficulty of integrating a chord into an established
context. Viewed from a neural network angle the syntactic structure of a se-
quence of chords can also be interpreted in terms of the varying degrees of
activation among the nodes. Activation levels will be highest for chords that
are related to the key of the preceding sequence, whereas the amount of acti-
vation will decrease for more distant chords that are harmonically further away
from the tonal context [Tillmann et al., 2000]. Or in other words: the more a
target chord is harmonically related to its immediate context, the smaller the
amplitude of the elicited ERP components. And the amount of activation can
thus be seen as yet another way of formulating the level of expectancy, that in
turn will influence how coherent we find a musical phrase.
In parallel to the predominantly left hemisphere ELAN component that is trig-
gered by irregular language syntax, unexpected chords in music elicit an ERAN
‘early right anterior negativity’ component in right frontal areas of the brain
around 200 ms after onset of the sound. Cognitive psychological experiments
set up to measure how words and tones are integrated when presented simultane-
ously, show that they interact as the amplitude of the electrophysical signal will
be diminished when the two stimuli are combined. This implies that sequenc-
ing in language and music compete for the same neural resources of integration
in both the early time window occupied by the ERAN and ELAN, as well as
the P600 component occurring later in syntactic integration [Koelsch, 2005].
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Similar to how semantic violations in language elicits a N400 that correlates
with the resources needed for integrating words, unexpected musical phrases
trigger an N5 component that peaks at 500 ms after onset. Also here the am-
plitude of the elicited ERP component might be interpreted as a measure of
the activation levels required to integrate a musical texture used as a means of
musical expression within the established tonal context. Hypothesizing that the
N5 component signifies an integration of elements that goes beyond syntax and
rather captures the meaning constituted by the structure, a recent EEG study
has investigated whether neural resources also appear to be shared between mu-
sic and language in semantic processing [Steinbeis and Koelsch, 2008]. Using
a sequences of chords which in one condition deceptively ends on a harmon-
ically unusual sounding altered Neapolitan subdominant instead of the stable
tonic resolution normally expected, the amplitude of the N5 component was ob-
served to be reduced when the music was presented simultaneously with seman-
tically unexpected sentences. Again this interaction between processes related
to harmonic expectancies and linguistic semantics thus seems to indicate that
an interpretation of musical structure representing patterns of tension and re-
laxation competes for neural resources that are also used for conveying meaning
in language.
2.3 Connecting left and right
After this initial grouping into perceptual units a more detailed analysis incor-
porates the relations of pitch and tempo, to determine how the notes connect
up to form phrases and chords, or how the temporal proportions of meter and
duration generate rhythmical patterns. When listening to music we perceive
pitch not in one but actually two dimensions. Pitch height, similar to how the
keys are laid out on a piano in a structure that is repeated every octave, makes
it possible to segregate sounds into separate streams based on the distance be-
tween them. Whereas pitch chroma, like the individual black or white keys
within each octave, provides the foundation for modeling melodic contours of
sounds. This multidimensional aspect means that tones belonging to the same
pitch class in terms of chroma are recognized as similar, even though they in
terms of frequency may be octaves apart in relation to pitch height. Trans-
lating the acoustic frequencies into a dimension of height, while simultaneously
maintaining the chroma information within each octave provides the foundation
for modeling pitch as a conceptual space. It is often visualized in music psy-
chology as a helix structure consisting of a circular dimension of pitch chroma,
which is repeated while rising along a vertical axis signified by pitch height.
This division of pitch into two dimensions has actual neural correlates, that has
been demonstrated in neuroscientific experiments using fMRI functional mag-
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netic resonance imaging, showing that chroma change used to track acoustic
information activates Heschl’s gyri in the primary auditory cortex, while pitch
height used for stream segregation in auditory scene analysis involves posterior
areas in the planum temporale [Warren et al., 2003]. Located in the area of
the brain posterior to Heschl’s gyri, the planum temporale can be considered a
computational hub for segregating audio streams while comparing them against
already learned patterns [Griffiths and Warren, 2002].
The actual process performed by neural populations when extracting sound com-
ponents from the auditory stream might be similar to the algorithmic approach
of ICA independent component analysis, which retrieves the original signal from
a mixture by adjusting a separating matrix to maximize a measure of joint en-
tropy of the extracted signals and thus identify uncorrelated and statistically
independent components [Comon, 1994] [Bell and Sejnowski, 1995]. However,
what is often referred to as the ‘cocktail party problem’ of isolating a single line
of conversation within the ongoing babble is not trivial. It involves a segmen-
tation of the audio stream to localize ‘where’ the sound originates from based
on temporal and spectral differences, as well as selecting ‘what’ features are
correlated in order to group them together [Haykin and Chen, 2005]. In audi-
tory scene analysis reflecting principles of Gestalt psychology [Bregman, 1990],
this grouping can be interpreted as being based on proximity in terms of pitch
or attack, similarity of tone colour, continuity of spectral variation, closure of
features fitting together and common patterns of onsets. However, a retrieval
of independent components may only partly resemble how we cognitively over-
come challenges like the ‘cocktail party problem’ of carrying on a conversation
threatened to be overshadowed by other voices, as our brains are able to pick out
a stream of particular interest based on embodied cognitive processes boosting
the signal to noise ratio. In essence by top-down applying selective attention to
switch between cross-correlated segregated features. Such a higher cortical layer
top-down driven modulation has in animals been shown to be able to transform
the receptive field properties of neurons in the primary auditory cortex. A plas-
ticity that allows for even tuning the frequency response parameters of neurons
in order to adapt behavior based on a reward feedback [Shamma et al., 2010].
Characteristics like pitch or timbre which we consciously top-down choose to
pick out a specific voice in a crowd, will synch up in time and thereby bind
with any other features making up the auditory scene. In this context the coef-
ficients of the ICA mixing matrix could be understood as representing the firing
of neuronal populations, and a Hebbian learning mechanism would be able to
separate the source exhibiting a pattern most similar to a particular firing rate
[Haykin and Chen, 2005]. Resulting in a synchronous firing where the weights
of all connections between synapses are simultaneously adjusted, which gen-
erates a perceived outline similar to what makes a figure stand out from the
background in an image [Chen, 2005].
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In order to facilitate the extraction of components the planum temporale might
draw on top-down feedback from higher level cortical hierarchies storing infor-
mation on sound objects encountered in the past, and thus infer the properties
of mixing filters necessary for segregating the incoming auditory stream. This
part of the auditory cortex is implicated even when we just mentally imag-
ine music without perceiving any incoming sounds, and similarly applied for
comprehension of structures of completely different modalities. In a wider con-
text the planum temporale might therefore be understood to process temporal
structural elements related to perception of symbolic meaning in general. Here
the features are matched against spatial structures, ranging from segregation
of sound objects occurring simultaneously or in temporal succession, to more
complex patterns that are compared against previously stored templates, before
the output is passed on to higher-order semantic areas responsible for object
recognition and spatial perception. As the planum temporale has been found
to be involved in not only mapping auditory features in sound perception, but
also in processing of visual motion, reading, lip-reading or sign language, this
area of the brain appears to support mechanisms across sensory modalities for
matching spatiotemporal structures against earlier experienced patterns in the
widest sense [Griffiths and Warren, 2002].
Distributed laterally, the two temporal lobes of the auditory cortices remain
highly specialized, as only the left hemisphere possesses the temporal granularity
required for differentiating between the rapidly changing phonemes making up
words, typically processed within frames of 25-50 ms duration in speech decod-
ing. Whereas the right hemisphere of the auditory cortex provides a much higher
spectral resolution in the frequency domain sensitive to changes in pitch and tim-
bre caused by subtle changes in the spectral distribution acoustically shaping
sounds within a window size of 150-250 ms. The complementarity of the two
hemispheres provides a simple solution to a problem reminiscent of Heisenberg’s
uncertainty principle: it is not possible to accurately assess auditory events si-
multaneously in both the time and frequency domains [Zatorre et al., 2002].
Similar to a Fourier tranform waveform analysis, enlarging the window will
make the individual harmonics appear visibly as horizontal stripes, but verti-
cally along the temporal dimension they remain indistinguishable as sustained
lines. In contrast decreasing the frame size when analyzing the signal will en-
able a detailed view of the precise onsets of pulses vertically, but the reduced
frequency resolution simultaneously makes the horizontal bands merge and as a
result the harmonics can no longer be made out.
When processing speech on a level of individual words, not involving more ab-
stract sentence structures or low level phonemic contrasts, the auditory cortices
in the left hemisphere are more dominant. In general language processing acti-
vates lower parts of the auditory cortex, in comparison to music which involves
higher areas in the right side. Even when listening to acoustically similar sounds,
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where one input is a nonsense word and the other a saxophone tone of same
intensity and frequency, the functional specialization of the two domains re-
main distinguishable in fMRI functional magnetic resonance imaging brain scans
[Tervaniemi et al., 2006]. Though whether the signal is processed in the left or
right hemisphere is not only dependent on temporal and spectral constraints,
but also influenced by how the input is perceived as a learned sound category
[Patel, 2008a]. Coming across click sounds in Zulu or tonal contrast in Thai
languages, the left temporal lobe is as expected activated in a native speaker.
Otherwise with an English speaker who will not be accustomed to this type of
sound occurring in a linguistic structure, and as a consequence the processing
will instead be lateralized towards the right side of the auditory cortex. That is,
being exposed to sounds whether it being musical intervals in western polyphony
[Huron, 2001] or phonetic contrasts in a language [Maye et al., 2008], will grad-
ually transform into learned categories based on their statistical occurrence, and
thus enhance our ability to discriminate between sounds while simultaneously
altering their perception. Once we step outside our own learned sound categories
and enter the uncharted territory of ‘talking drums’ that imitate the syllables
and rhythm of African languages, or Asian ‘whistled languages’ capable of con-
structing meaningful sentences by encoding vowel and consonants as pitch, a
clear differentiation between what constitutes pitch and rhythm in music and
language dissolves [Patel, 2008b]. Similarly metrical grids are fundamental not
only for associating stronger or weaker beats depending on the lengths of tones
in music, but also in language when stressing syllables sustained by long vow-
els or gesticulating with our hands to emphasize the main points in a sentence
[Jackendoff and Lerdahl, 2006].
2.4 Integrating meaning
During the past decade advances in neuroimaging technologies enabling stud-
ies of brain activity have established that musical structure to a larger extent
than previously thought is being processed in ‘language’ areas of the brain
[Levitin, 2007] [Patel, 2008a]. Both in music and language we rely on syn-
tax for parsing strings of words or sequences of tones in order to group events
into phrases. In language this structure is built up from contrasting phonemes
which form morphemes that are in turn assembled into words. And depend-
ing on the context their mutual relations will grammatically transform them
into subjects or objects within a sentence. While there might be no noun or
verb phrases in music, the syntax might still be conceptualized as a hierarchical
tree structure similar to language, where the branches vertically nest contours
of melodic phrases according to their structural importance, and horizontally
group harmonic segments into patterns which recursively build up or resolve
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tension embedded within multiple layers of time [Lerdahl and Jackendoff, 1983].
Although the semantic representations of words in terms of prosody and sen-
tence structures differ fundamentally from rhythmic and harmonic aspects of
melodic phrases, PET positron emission tomography functional brain images
show that a number of sensory input and motor output functionalities in the
primary auditory cortex remain shared across modalities [Brown et al., 2006].
Somewhat simplified, the language areas in the left temporal and prefrontal cor-
tex can be considered a network for integrating structure with meaning, where
elements of musical phrases to a larger degree activates parts within both the
left and right hemisphere of the brain. In particular frontal regions like Brod-
mann Area BA 44 and 47 in the IFG inferior frontal gyri have in fMRI brain
imaging experiments been singled out as instrumental for integrating musical
syntax and semantics in tasks where elements of phrases are recombined into
new melodies [Groussard et al., 2010]. Areas such as BA 38 further back along
the left superior temporal pole, which has previously been shown to be involved
when recalling familiar faces or architectural structures, also appear activated
when remembering a tune, which suggests that memory traces of musical se-
mantics are similarly represented as unique patterns that bring back certain
feelings or are associated with previous experiences [Sacks, 2006]. While parts
of the right side of the prefrontal cortex such as BA 45 in the IFG inferior frontal
gyri appear involved when outlining the shape of a melodic phrase. In contrast
more general concepts phrased in words activate more posterior parts of the left
temporal cortex [Groussard et al., 2010]. Among the overlapping functionalities
are auditory aspects of combinatorial generativity in complex sound structures,
where the BA 22 part of Wernicke’s Area seems to function as a phonology and
semantics interface. Whether we come across phonemes during speech as well as
when retrieved from memory. Or when encountering pitch intervals and musi-
cal scale aspects in both passive and active listening [Peretz and Zatorre, 2005].
Likewise the BA 44/45 parts of Broca’s Area provides a syntax and phonol-
ogy interface, involved in ordering not only words according to syntax rules
but also how tonal building blocks are sequenced both spatially and temporally
[Janata and Grafton, 2003]. Indicating that the area in a larger sense might be
involved with encoding hierarchical structures of not only language but also ac-
tion percepts related to mirror neurons and complex hierarchical dependencies
as in music [Fadiga et al., 2009].
As our expectations when violated in both language and music produce similar
electrophysical responses in the brain [Koelsch and Siebel, 2005], it seems that
establishing ordered temporal structures might be related to the patterns of
tension and relaxation that underlie our emotions. The common activation in
the BA47 part of the inferior frontal cortex points to this area as functioning as
a modality-independent mechanism for organizing features into larger semantic
representations, which are not limited to linguistic constructs but also observed
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when musical building blocks or elements of sign language are grouped into
coherent structures over time [Levitin and Menon, 2003]. Functionally this pro-
cessing of coherent temporal structure within both domains might also reflect
the hypothesis that shared neural resources are allocated for bringing unex-
pected words or chords beyond their activation threshold in syntactic integra-
tion [Patel, 2003]. And when comparing singing against speech there appears
also to be more activation in lower brain regions associated with reward and
pleasure, which points to larger amount of emotional elements partaking in mu-
sical tasks [Callan et al., 2006]. Using MEG magnetoencephalography to map
the weak magnetic fields induced by electric currents of neurons, it appears that
our stored memories of lyrics and melodies influence areas in both left and right
part of the brain. Meaning, that if we come across unexpected words in the
lyrics or the melody is somewhat modified, our expectations trigger responses
with a latency of 130 ms, which indicates that top-down elements can interfere
very early on in the processing of songs [Yasui et al., 2009].
Specifically related to songs, fMRI functional magnetic resonance brain imaging
experiments show that neural processes involved in perception and action when
covertly humming the melody or rehearsing the song text activate overlapping
areas in the brain. This indicates that core elements of lyrical music appear
to be treated in a fashion similar to those of language [Callan et al., 2006],
which might again be supported by the electrophysical evidence of language
and music competing for the same neural resources when processing syntax and
semantics [Koelsch, 2005]. Looking into the functional architecture of memory,
it appears that both storage and representation of verbal and tonal informa-
tion rely on the same neural networks. That is, processing and encoding of
phonemes as well as pitch are largely based on the same sensorimotor mecha-
nisms. And as a result the short term working memory, complemented by the
phonological loop rehearsal mechanisms located in Broca’s area used for subvo-
cally repeating syllables [Baddeley, 2003], appear not to be the sole domain of
speech, but similarly involved when maintaining a sequence of tones in memory
[Koelsch et al., 2009]. In terms of emotional prosody, fMRI experiments fo-
cused on speech melody intonation in ‘happy’ or ‘sad’ sounding sentences show
increased activation in the right part of the brain, compared to processing of
neutral normal speech which is primarily left-lateraiised. Or in other words:
when coming across emotional cues attention is top-down shifted from seman-
tics to prosody [Mitchell et al., 2003]. Among the various classes of phonemes
providing the building blocks for generating melodic lines in speech, vowels are
the most important for determining emotional prosody [Lee et al., 2004]. And
subtracting the activation caused by vowels alone from the responses evoked by
‘happy’ or ‘sad’ intonation, fMRI studies have established that the right part of
the BA47 inferior frontal cortex mentioned above, is involved when determining
aspects of emotional prosody [Wildgruber et al., 2005]. Further studies of the
interaction between phonology and melody indicate that “vowels sing whereas
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consonants speak” [Kolinsky et al., 2009], meaning that vowels and melodic in-
tervals may have similar functionalities related to the generative structure of
syntax in language and music, whereas consonants seem rather related to lexi-
cal distinction crucial for learning words. Also recent EEG studies of amplitudes
elicited by mismatch negativities suggest that the processing of pitch and vowels
is shared at an early preattentive stage [Lidji et al., 2009].
When cognitively exploring the interaction between language and music, not
only neurophysiological patterns reflecting the connections among populations
of neurons, but also recognition tasks and priming as psychological paradigms
can be used to retrace how the components underlying syntactic or seman-
tic integration are retrieved from our memories. Psychological studies using
recognition memory tasks have been used to explore how we remember songs
[Crowder et al., 1990]. Listening to a selection of songs where the lyrics and
melodies are being reshuﬄed to form new combinations, the results show that
listeners will retain the original association between the two, based on how sim-
ilar they sound rather than the meaning of the text. If the two components are
split apart by humming the tune while the text is recited, the original coupling
of lyrics and melody still remains the one that is remembered better than a
reshuﬄed version. This therefore indicates that the association of lyrics and
melody initially seems to be based on the components being stored in memory
within the same timeframe, and as a result come to function as cues for each
other.
Psychological priming experiments provide a more detailed view of how closely
lyrics or a melodic fragment are related when presented in sequence. Depending
on the strength of neural links between the semantic nodes, a song text can
be understood to prime the corresponding melody if the spreading activation
facilitates the latter target’s retrieval from memory. Measuring the response
latencies when segments of texts or tunes are used to prime one another, makes
it possible to study both the direction and strength of the connections between
the two domains in memory. And applying backwards priming, where phrases
occurring in the middle of a song are used to prime the beginning of a song,
additionally makes it possible to investigate how songs are retrieved from mem-
ory. These experiments indicate that songs are not simply stored like sound
files that play back from the beginning when pushing a button, but rather that
melody and text seem to be intricately linked in segments that might reflect
higher order metrical structures. It also takes twice as long to identify a song
from a few notes as recognizing it based on the words, which might lead to
the lyrics getting an advantage in the activation spreading among the semantic
nodes. Nevertheless there seems to be no difference in priming effect, whether
tunes are priming texts or the other way around, which suggests that lyrics and
melody are mutually accessible in song memory based on a symmetrical two-way
relationship [Peretz et al., 2004].
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Similarly priming has been used to model how the musical context influences
the processing of chords, establishing that response times are reduced when the
preceding chords in a sequence belong to the same tonal key as the final target
[Tekman and Bharucha, 1998]. Priming have in these experiments been found
to facilitate processing not only from one chord to the next, but even extend
to a harmonic context established over a longer sequence of chords, which pre-
sumably requires a much more elaborate understanding of subtle multilayered
hierarchical structures in music [Bigand et al., 1999]. These experiments have
been taken one step further by combining linguistic and musical material in a
task requiring participants to determine whether the final chord in a sequence is
sung on a syllable containing the phoneme ‘i’ or ‘u’. Changing the final chord in
the sequence from a tonic to a subdominant, it appears that the responses are
influenced by the functional relations of the preceding chords. This indicates
that linguistic decoding of phonemes is not independent of musical structure,
but rather that speech and musical processing interact [Bigand et al., 2001].
And if the experimental setup is further modified by substituting the phonemes
with lyrics, and either replacing the last word in a sentence with a semanti-
cally unrelated term or changing the last chord from a tonic into a subdom-
inant, it turns out that both semantic and harmonic contexts will influence
the response latencies. Meaning, that the previously observed interaction be-
tween phonemes as an elementary aspect of speech processing and musical struc-
ture, apparently extends to include semantic aspects of vocal music in general
[Poulin-Charronnat et al., 2005].
2.5 Strings of letters
Initially, when learning to read we discover that the graphemes made of lines
and curves not only define letters in an alphabet, but combine into morphemes
constituting building blocks of sounds that can be taken apart and reassem-
bled into words. Once the characters are identified as letters in the V4 area of
the left inferior occipital visual cortex, they are being whisked away to parts
of the superiortemporal lobe and planum temporale responsible for generating
a complementary phonological version of pronunciation, as well as inferior pre-
frontal areas integrating further semantic processing and aspects of articulation
[Dehaene, 2009]. Meaning, that if we come across a text string spelling out a
word such as ‘munch’ it might not only literally transform into sound bites,
but could within a few hundred milliseconds ricochet off mouth related sensory
percepts or could awaken semantic neighbors like ‘chocolate’. On a temporal
scale we comprehend concrete words like ‘apple’ faster than more abstract con-
cepts, which is confirmed by EEG studies showing a decreased N400 response
roughly four hundred milliseconds after the word is presented, indicating that
2.5 Strings of letters 29
processing is speeded up for words surrounded by a larger semantic neighbor-
hood. Words with emotional connotations such as ‘love’ also have a head start
compared to more neutral terms, as they trigger a larger P2 positive compo-
nent after a couple of hundred milliseconds, indicating that attention is being
redirected. After that emotional words will cause an N400 negativity lateral-
ized towards the left hemisphere, again reflecting that more concrete concepts
activate larger regions in the language areas of the brain. This activation would
not be limited to affective adjectives like ‘sad’, but might also be caused by
concrete but emotionally loaded nouns with a negative flavor such as ‘bomb’.
In contrast to the right lateralized N400 components that have previously been
observed in brain imaging experiments in the visual domain involving responses
to facial expressions. After the evoked N400 yet another peak in the electro-
physiological response will be formed by an LPC late positive component in the
550-800 ms time window, indicating that further associations are being incorpo-
rated into the interpretation [Kanske and Kotz, 2007]. Although when zooming
into the electrophysiological time window, it is possible to make out amplitude
differences between related and unrelated words even in the period encompass-
ing the P1 and N1 components. Within this time frame, immediately after the
graphemes which form letters have been identified and thus enable us to visually
recognize words, processing of semantic coherence commences within the first
200 ms [Hauk et al., 2006]. Even though the traces of semantic processing will
accumulate over half a second, emotional valence has been been shown to modu-
late ERP responses as early as 100-140 ms after stimulus, suggesting that these
words may represent patterns of learned associations that are processed even
before their meaning has been made out lexically speaking [Ortigue et al., 2004].
Experiments using PET positron emission tomography to trace the metabolic
activity in language areas of the brain for tasks where subjects have to decide
if words rhyme or not, indicate a common processing of words in the tem-
poroparietal cortex, regardless of whether words are spoken or presented visu-
ally. Even though visual representations of words do not necessarily need to
take this detour along the auditory pathway, as they may also directly access
other areas for incorporating aspects of semantic meaning as well as articula-
tion [Petersen et al., 1989]. While there seems to be only small differences in
lateralization based on gender when measuring electrophysiological ERP com-
ponents by placing electrodes on the scalp, studies show that the reduced N400
amplitude effect for related words emerge earlier and is maintained for a longer
period in women. That is, the depth of semantic integration differs between
the sexes [Wirth et al., 2007], which supports other experimental results show-
ing that females often score better on emotional language tasks than males
[Scholten et al., 2008]. Brain imaging studies using fMRI to locate how positive
or negative words are being processed in relation to speech indicate that we
automatically assess the emotional value of words while simultaneously taking
prosody into account. Here processing of affective prosody tends to shift the
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lateralization towards the right hemisphere, whereas the valence of emotional
words as such resulted in a more bilateral distribution in females and more left
lateralized responses in males. Also a larger activation in the left IFG inferior
frontal gyrus involved in semantic processing was found in females, suggesting
that women to a further extent incorporate both semantics as well as prosody
when evaluating the emotional content of words [Schirmer et al., 2004]. Inter-
preting affect thus combines low-level auditory processing with higher level se-
mantics as well as emotional elements. Initially the affective cues may be sorted
out based on acoustic components such as amplitude, timing or distribution of
frequencies, which makes it possible to tease apart happy expressions with a fast
paced intense melodic variability, from sad sounding phrases slowly dropping in
a flat voice. Following, when the signals travel through the auditory ‘what’ path-
way along the STG superior temporal gyrus towards the anterior STS superior
temporal sulcus, additional aspects of differentiation between emotional versus
neutrally voiced syllables are integrated, which can similarly be observed in
EEG experiments as mismatch negativities reflecting pre-attentive vocal emo-
tional processing occurring after a couple of hundred milliseconds lateralized
over electrodes placed on the right side of the scalp. Before eventually reaching
regions in the IFG inferior frontal gyrus and OFC orbitofrontal cortex where the
semantic processing may elicit the aforementioned N400 negativities indicative
of semantic integration [Schirmer and Kotz, 2006].
Brain imaging studies based on fMRI indicate that positive or negative sounding
intonation is processed by different neural networks. The left IFG and STG/STS
associative auditory cortices appear to be activated in studies combining happy
sounding sentences with negative contents, while the left caudate nucleus in the
basal ganglia and the thalamus become involved if contrasting fearful phrases
with positive contents. In both cases the measured hemodynamic responses ap-
pear to be triggered bottom-up regardless of whether they cause a shift in atten-
tion or not. These findings may have wider implications for diseases like Parkin-
son, where patients exhibit a lack of emotional impact when being exposed to
threatening sounds. Confirming a pattern in line with previous clinical studies,
showing that damages to the prefrontal area affect the ability to distinguish
happy sounding prosody, whereas lesions in the subcortical regions impair the
ability to identify angry expressions [Wittfoth et al., 2009]. Also patients suffer-
ing from schizophrenia show deficits in emotional expression and lowered com-
prehension of prosody related to fear when compared to healthy control groups,
suggesting that damages to the amygdala and reduced connectivity within the
prefrontal cortex are to blame for the impairments [Scholten et al., 2008]. In a
more general context it has been established that regulation of mood involves
neurotransmitters like serotonin, which has also recently been the focus of PET
positron emission tomography studies investigating the distribution of recep-
tors like serotonin-1A in language areas of the brain. The results indicate a
higher binding of receptors shifted towards the right hemisphere in frontal parts
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pertaining to the superior, middle and inferior frontal gyri, which could be at-
tributed to the experience of emotion as previously found in other studies of
affective prosody and facial expressions, without taking the actual positive or
negative valence of words into consideration. And in respect to gender specific
differences a significant right hemisphere lateralization for women has again been
observed in the BA 45 triangular part of the IFG. Whereas the serotonin-1A
receptors in the left part of the brain regardless of gender appear to be concen-
trated in the Rolandic operculum, Heschl’s and the STG superior temporal gyri
in the primary and secondary auditory cortices [Fink et al., 2009].
These areas have also earlier been singled out in an fMRI experimental paradigm
using consonant music to invoke emotions of positive valence, in contrast to the
unpleasant sensation experienced when listening to the same musical excerpts
being pitch-shifted to create a strongly dissonant version [Koelsch et al., 2006].
The pleasant sensations caused by consonant music here activated left hemi-
sphere BA 45/46 language areas which have previously been linked to musical
syntax and working memory [Janata et al., 2002] [Koelsch, 2005]. Also the an-
terior superior insula, ventral striatum and Rolandic operculum were activated,
which might provide a limbic interface to mirror neuron premotor representa-
tions of the vocal tract that appear to be activated when tracing the contours of
pitch in a musical phrase or perceiving curvatures of prosody in speech. Addi-
tionally Heschl’s gyri in the primary auditory cortex of the STG were activated
by consonant passages of music, which could reflect that attention is being redi-
rected top-down when encountering something pleasant. As opposed to the dis-
sonant pitch-shifted versions of the same phrases triggering the amygdala, which
as aforementioned is typical for stimuli perceived as threatening within other
modalities, as well as activating the closely linked structures of the hippocampus
and parahippocampal gyri, plus the temporal poles connected to the auditory
association cortices. That the activation of the amygdala was switched off for
the consonant passages might also be interpreted as it being significant not only
in regards to recognizing fear, but overall for being involved in comprehension of
what constitutes pleasant and unpleasant emotions [Koelsch et al., 2006]. The
functionality of the amygdala is not limited to signaling potential threats, but
rather to trigger a shift of attention when encountering something ambiguous.
The neurotransmitter serotonin appears here in general to tunnel processing of
what stands out as significant. Similarly the ventral striatum and the dopamine
neurotransmitter system associated with reward mechanisms should be under-
stood in a larger context as focusing attention in order to determine whether
something is perceived as either pleasant or unpleasant. Functionally higher
areas such as the orbitofrontal cortex, which as part of the emotion circuit is
responsible for top-down shifting the attention, projects to both the ‘what’ ven-
tral and ‘where’ dorsal streams of visual processing. To the extent that it might
be interpreted as influencing not only how but literally what objects we see, as
they become constrained by the core affect defining our conscious perception
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[Barrett and Bliss-Moreau, 2009].
The interaction between lyrics and melody might reflect more general aspects of
multi-modal processing, where mirror neurons in the brain respond to any au-
diovisual or somatosensory input we perceive or imagine by emulating them on
a neural level [Rizzolatti and Arbib, 1998] [Gallese, 2005]. In a wider sense mir-
ror neurons can be thought of as linking any types of input which are associated
with an event to sensorimotor mechanisms that control how we interact. And in
the process mental representations are constructed in the parietal and premotor
areas of the brain, which make it possible to retrieve previously experienced
patterns by reactivating their traces in memory [Damasio and Meyer, 2008].
Whether we actually perceive something, coordinate our movements to grasp
an object or only imagine that we do so by mentally simulating the action, the
same neural populations are involved [Desai et al., 2010]. Language builds on
the very same sensorimotor mechanisms in the brain, and consequently fuses
the various modalities of sound, sight and somatosensory inputs together in a
semantic structure of action concepts. In the brain, circuits interconnecting the
various areas will cause neurons to fire in synchrony regardless of their underly-
ing modality. Similarly the same verbs might be implemented to describe real
actions or serve our imaginations, while the concepts as such might span any
form of sensory perception [Gallese and Lakoff, 2005]. Coming across action re-
lated verbs when reading a word like ‘smile’ trigger the same motor resonances
in our brains as when we are exposed to the corresponding facial features of
someone smiling at us, which establishes that even verbal emotional expressions
are embodied [Foroni and Semin, 2009]. Reflecting aspects of neural theory of
language [Feldman and Narayanan, 2004], we might think of grammar as pre-
motor executing schemas, which are capable of metaphorically mapping small
world semantic neighborhoods into action concepts, grounded in the same neu-
ral structures that allow us to infer meaning even when retrieving only the sonic,
visual or motor pieces of the jigsaw puzzle from memory.
Chapter 3
Affective attractors
3.1 Variance and bias
Advances in brain imaging over the past decade have established that con-
sciousness and emotion are not separable. Cognitively speaking our feelings can
be thought of as labels that we consciously assign to the emotional responses
triggered by what we perceive [Damasio, 2003b]. Emulating how words cap-
ture emotions also reflect the amount of top-down feedback which sculpts the
receptive responses of neurons on every level in a model resembling cortical
processing. Often this feedback will outnumber the sensory inputs, whether we
consider the early stages of visual processing [Cudeiro and Sillito, 2006], or the
massive efferent connections going from the brain to the outer hair cells mod-
ulating the output of the cochlea [Sacks, 2008]. That is, the top-down aspects
might here be thought of as contours of shapes we have previously encountered,
which are mapped against the bottom-up sampled segments of a perceived simi-
lar texture [Borenstein and Ullman, 2008]. As in the classical cognitive problem
of making out the boundary of a Dalmatian dog, blending into the backdrop of
black and white spots formed by other objects in a 2-bit black and white image,
this task requires that we not only group homogenous regions bottom-up at
multiple scales, but also top-down continuously compare them against stored
patterns of labeled gestalts which are figuratively larger than the sum of their
parts [Reisberg, 2007].
34 Affective attractors
When assembling syllables into words based on individual characters, we might
think of the process as taking place in a simplified three layer neural network
model of the cortex [Schrader et al., 2009]. If the features match the preferen-
tial properties of neurons, the brain may grasp the essence of what is perceived
based on the very first feed forward train of spikes generated from post-synaptic
potentials. When these reach the upper layers a rough picture of what is going
on can top-down be propagated back to the lower layers within only a couple of
hundred milliseconds to adjust further bottom-up processing. Features which
are aligned to the receptive fields of neurons in the lower layers will trigger
spikes that effectively outrun those elicited by less clearly defined features. In
essence creating synchronous patterns in the higher layers and form a first hy-
pothesis of what is being perceived, which will top-down suppress more vague
interpretations and leave out only details which may subsequently be integrated
to complement this initial representation. Experiments focused on how we visu-
ally perceive briefly flashed words indicate that this is essentially dependent on
the level of bottom-up activation and degree of attention [Kouider et al., 2007].
Meaning that the bottom-up processing remains unconscious until the neural
activation rises above a threshold necessary for attention to top-down establish
a level of connectivity. And that the top-down induced amplification thus pro-
vides the foundation for multiple parallel processes throughout the brain to link
up and form a framework for consciousness [Dehaene and Naccache, 2001].
Aligning behavioral data with brain imaging studies, the current psychological
view of affect is that what we term feelings are separate from emotions: the for-
mer are triggered in response to the the latter, caused by the shifting attraction
to or avoidance of sensations triggered by what we encounter [Damasio, 1999].
Psychological experiments exploring how we perceive emotions indicate that
while we often think of affective terms as describing widely different states,
these can be represented as related components in a circumplex model framed
by the two psychological primitives: valence and arousal [Russell, 1980]. ANEW
is a set of user rated affective norms for English words, which makes it possible
to define how a range of different terms are perceived according to the psy-
chological dimensions of valence, arousal and dominance. Meaning, test sub-
jects each rate 100-150 words and mark three ratings for each that define how
pleasant, excited or dominant the word is based on ScanSAM bipolar scales
[Bradley and Lang, 1999]. As a result the ANEW data set contains around
thousand user rated words, where in the following only the values of valence
and arousal have been used to define an emotional plane, as these two dimen-
sions alone have been the basis for the previously described psychophysiological
studies on emotion in music [Krumhansl, 1997] and the neural correlates of emo-
tional words [Posner et al., 2009]. Within this emotional plane the dimension of
valence describes how pleasant something is along an axis going from positive to
negative contrasting words like ‘happy’ against ‘sad’, whereas arousal captures
the amount of intensity ranging from passive states like ‘calm’ and ‘sad’ to ac-
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Figure 3.1: ANEW user rated emotional values [Bradley and Lang, 1999]
of frequently applied last.fm tags defining how pleasant something is perceived
along an axis horizontally going from negative to positive valence, and arousal
vertically capturing the amount of intensity ranging from passive to active.
tive aspects of excitation as reflected in terms like ‘angry’ or ‘happy’. Meaning,
that feelings like ‘romantic’ and ‘angry’ that represent contrasting positive and
negative aspects of valence might still be perceived as relatively similar in terms
of arousal. While in contrast ‘angry’ and ‘sad’ that represent related unpleasant
negative values of valence, are experienced as being widely separate in their
states of arousal (Fig.3.1). With increasing amounts of arousal positive feelings
of excitement might at the very top of the circumplex model turn surprise into
negative sentiments of distress. And similarly with decreasing arousal passive
but pleasant feelings of calm could spill into negatively flavored boredom.
Even though ‘happy’ and ‘sad’ are placed at the far ends of the two axes of
valence and arousal in the circumplex model, these feelings are in psychologi-
cal experiments frequently perceived at the same time and should in that sense
not be considered bipolar opposites. It has been suggested that one way to
resolve the apparent paradox, might be to think of this contrast as similar to
the optical illusion when we subsequently perceive the parallel lines formed by
a three dimensional Necker cube as two different objects. Not simultaneously
but rather in a rapid succession of distinct states, as we alternate between see-
ing the same shape in a perspective viewed from either the top or the bottom
[Barrett and Bliss-Moreau, 2009]. This view might also be supported by earlier
studies of affective terms using PCA principal component analysis, which showed
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that the first PCA component alone would reflect almost half of the total vari-
ance based on contrasts between ‘happy’ and ‘sad’. Followed by juxtapositions
of frustration against tranquility, as well as passive aspects of negative arousal
captured by the second and third PCA component respectively [Russell, 1980].
These findings have since been confirmed in other psychological studies where
participants were to assess how they experience a wide range of differentiated
emotional states, and the results suggest that a range of affective states can be
defined based on only five underlying latent variables: anger, sadness, disgust,
fear and happiness. In such a model the five underlying factors should not be
understood as being independent as two or more of the basic emotions can fre-
quently be found to be coupled with each other. Rather these factors which
are positioned far from each other in affective space, might still be combined to
form emotional states even though they represent contrasting values of valence
or arousal [Power, 2006]. Empirical results for rating of emotional words, also
indicate that certain terms e.g. synonyms for prototypical feelings like ‘happy’
or ‘angry’ are often based on one category only and are defined as either positive
or negative along a single dimension. Whereas more complex feelings appear to
be combinations of several emotions, like despair which is perceived as a mixture
of sadness and anxiety, or excitement involving aspects of both happiness and
surprise [Strauss and Allen, 2008]. So even though we cognitively categorize
feelings with distinct affective terms, most of the variance can be described in
terms of positive or negative aspects of valence and arousal. Meaning that any
emotion can be modeled as a linear combination of how pleasant and intense
the state is perceived as being [Russell, 1980]. In relation to how the circumplex
model is represented mentally, it has been debated whether affect is experienced
as similar due to an exemplar-based account of how frequently feelings co-occur
grounded in episodic memory. Or if values of valence and arousal are rather
elements of concepts we all share based on semantic memory. Here experiments
aiming to untangle the two interpretations indicate that feelings may initially
be formed from episodic traces of memory, but are gradually integrated as more
generic labels rooted in semantic memory [Barrett and Fossum, 2001]. This is
also supported by studies showing a large agreement across subjects when rat-
ing everyday words according to their perceived values of valence and arousal
[Bradley and Lang, 1999].
Exploring what areas in the brain are activated when we think of less emotionally
loaded words like ‘celery’ or ‘airplane’, recent neuroimaging experiments have
established that though there are differences across individuals, the similarities
found in fMRI images when people think of the same thing conceptualized as a
word are even more striking [Mitchell et al., 2008]. These patterns of activation
in the brain are related to different semantic categories, that can be inferred from
the statistics of word co-occurrences in large collections of documents. Meaning,
that similar to the way LSA models the meaning of a word as a vector defining
its contexts, sentences can also be expressed as n-gram co-occurrences of nouns
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and verbs related to sensorimotor aspects frequently used in normal language.
And treating these links between terms as features, makes it possible to predict
the activation of a voxel in fMRI patterns triggered by any word as a weighted
sum of activations related to each of these co-occurrences [Mitchell et al., 2008].
In order to model semantics based on such linearly combined components, verbs
like ‘eat’ or ‘run’ have been chosen as they are more clearly identifiable in brain
imaging due to their motor related aspects of action. Using a Google data
set with one trillion n-gram counts of word sequences [Halevy et al., 2009], the
above verbs will be found to frequently co-occur with nouns like ‘cheese’ or ‘dog’
respectively. Such combinations of action related verbs and related nouns pro-
vide semantic features that naturally map to mirror neuron mechanisms in the
brain [Damasio and Meyer, 2008], which can be distinguished as unique pat-
terns of activation in fMRI brain imaging. One could therefore argue that a
simplified cognitive model based on language, which emulates how words trig-
ger feelings based on matrices defining the co-occurrences of features in multiple
contexts, would also be likely to have neural correlates corresponding to seman-
tically close neighbors. Similar to sparse encoding of sensory inputs, where
neurons at the lowest levels of visual processing respond broadly to contrast,
while neural populations at higher levels will fire more rarely as they respond to
specific patterns of lines and edges [Olshausen and Field, 2004], one might think
of the contrasts between words in the LSA space as forming basic semantic re-
lations. And top-down patterns metaphorically resembling emotional contours
might in that sense emerge from higher layers processing term vector distances
to affective adjectives, that would constrain the latent semantics according to
the psychological dimensions that define our behavioral responses.
Whether we read a word with affective connotations, come across something
similar in an image or recognize from the facial expression that somebody looks
sad, the electrophysical patterns reflecting the connections among neural pop-
ulations in the brain suggest that the underlying emotional processes might be
the same [Schacht and Sommer, 2009]. Using fMRI imaging in experiments to
trace which parts of the brain are involved when people read emotional words,
the results indicate that activation in two distinct neural networks are linearly
correlated with the values of valence or arousal [Posner et al., 2009]. Here the
amygdala and prefrontal cortex constitute a valence network associated with
the left insula which is involved in relation to pleasant stimuli, whereas activa-
tion shifts towards the right dorsolateral prefrontal cortices when feelings turn
negative, maybe due to a larger allocation of neural resources to attention. This
seems also to be reflected in more extreme ratings for negatively charged terms
than for positive words, suggesting an increased focus within this part of the
emotional space. Overall the valence network linking prefrontal areas and the
amygdala are activated in a reciprocal manner whenever the emotional balance
shifts from positive to negative, suggesting a feedback loop that moderate our
feelings in order for them not to grow out of bounds. Similarly the fMRI study
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identified another distinct network in the brain, where the amount of arousal
in words are positively correlated with increased neural activity not only in the
cingulate cortices but also in the hippocampus which is known to be vulnerable
to emotional stress and critical for generating positive emotions [Koelsch, 2010].
Whereas activation in this circuit appears inversely related to prefrontal areas of
the cortex that might again provide an inhibiting effect on arousal. It therefore
seems like our ability to model affective terms within an emotional plane framed
by these two axes literally correspond to actual neural processes in the brain
pertaining to two distinct networks. Again reflecting that we are constantly at-
tracted or avoiding responses related to traces in memories capturing pleasure
and pain of past experiences, that as feelings are conceptualized as bodily states
integral to establishing our sense of self [Damasio, 2003b].
Looking back at earlier studies defining the affective dimensions of words, it has
been established that the valence aspects of whether something feels pleasant
or not would account for around half of the variance in user ratings of words in
general [Osgood et al., 1957]. Which suggests that words when measured along
these dimensions tend to soak up positive or negative connotations which go way
beyond their literal contents. In terms of reaction time, emotional words have
been shown to be processed faster than neutral terms whether they are associ-
ated with positive or negative aspects [Kousta et al., 2009]. These emotionally
charged aspects of language might serve to filter what we perceive as essential
and consequently determine what is eventually encoded to become part of our
memories. We could in that sense think of the bottom-up processing of sensory
input as being exposed to constantly fluctuating levels of valence and arousal,
which would implicitly influence our behavior even if not raising beyond the
threshold of our consciousness. While once we top-down direct our attention,
the basic valence and arousal dimensions of core affect will become differentiated,
and stand out against the background as distinct feelings that trigger our explicit
reactions to what attracts or turns us off [Duncan and Barrett, 2007]. Emo-
tional words could thus be understood to function as a kind of conceptual glue,
which relates our bottom-up generated flow of shifting core affect responses, to
the top-down induced categorization of what we perceive based on associations
formed by our prior experiences. Or seen from a mirror neuron perspective,
words reflect emotional states that emerge from a wide range of somatosensory
inputs and allow us to channel them into differentiated goal-directed categories
[Barrett, 2006]. And when we re-enact their mental representations by acti-
vating the associative traces left in our memories, one might in a wider sense
interpret emotional words as providing a grounding for category acquisition,
that serves to reduce ambiguity by preprocessing how we perceive incoming
sensory information [Barrett et al., 2007]. Which emotional aspects eventually
become part of our memories, depends on whether the bottom-up sensory input
will raise above the threshold of background core affect, and top-down trig-
ger distinct feelings reflecting a shift of attention [Duncan and Barrett, 2007].
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If we attempt to model top-down cognitive affective aspects reflecting our be-
havioral responses, tag-clouds in social networks such as last.fm can provide
meaningful labels that are frequently chosen as a reference in music information
retrieval [Levy and Sandler, 2007] [Xu and Tenenbaum, 2007]. Created by hun-
dred thousands of users to describe or select music, they form clusters around
primary moods like ‘happy’ and ‘sad’, or more agitated feelings like ‘angry’.
Selecting twelve of these frequently used tags: ‘happy, funny, sexy, romantic,
soft, mellow, cool, angry, aggressive, dark, melancholy and sad’, they can in
turn be interpreted as points within an emotional continuum framed by the two
psychological dimensions valence and arousal. To the extent that the last.fm
tags can also be found among the terms rated in the ANEW affective norms
for english words [Bradley and Lang, 1999] they can also be directly mapped to
user rated values of valence and arousal as illustrated earlier (Fig.3.1).
3.2 Semantic neighbors
Both the ‘small-world’ clusters of closely related semantic neighbors and the
structures of hub-like nodes that link regions across multiple domains, are
highly dependent on the diversity of words and contexts constituting the un-
derlying text corpus. Squeezing the original term document matrix down to a
vector space of reduced dimensionality, the number of principal components
retained will determine the higher order associations retrieved from the la-
tent semantics. Creating a latent semantic space software package that can
be downloaded from [DTU, 2010], based on the LSA semantic vectors package
[Widdows and Ferraro, ] combined with a SVD singular value decomposition al-
gorithm, makes it possible to explore how the characteristics of different corpora
influence the retrieved patterns. The LSA software package contains the ma-
trices for two different text corpora: LYWIK made from LyricWiki song texts
only and HAWIK combining Harvard Classics literature samples with Wikipedia
articles and Reuters news items.
The LYWIK term document matrix is based on 13631 words occurring in 90000
song texts, selected from the [LyricWiki, ] collection of lyrics, using artist entries
retrieved from the [Wikipedia, ] “List of Musicians”, associated with the genres:
alternative rock, blues, brit pop, dream pop, gothic rock, indie rock, indie pop,
pop punk, R&B, soul, hard rock, reggae and heavy metal. Whereas the HAWIK
literature corpus is a mixture of both fiction and non-fiction, consisting of 22829
terms found in 67380 contexts. These documents in turn consist of 500 word
segments, made from 22072 literature and poetry samples from the [Harvard, ]
50 volume Harvard Classics and 20 volume Shelf of fiction available online, 15340
segments of Wikipedia music articles, and 29968 general news items from the
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[Reuters, ] RVC1 corpora of Reuters stories of general news gathered over the
period 1996-1997. In the subsequent decomposition of the term document ma-
trices, the dimensionality is reduced using SVD singular value decomposition to
50 and 125 LSA components for the LYWIK lyrics and HAWIK literature based
matrices respectively. In both text corpora based on an analysis of the nearest
neighbors when varying the number of dimensions in the SVD decomposition
of the matrices, and in the case of HAWIK additionally evaluated by a TOEFL
synonymy test as described below.
Initially analyzing what constitutes the dimensions in the latent semantic space
based on the HAWIK corpus, the 1’st and 2’nd LSA components capturing the
highest variance represent terms mainly used for cataloguing music like:
[‘album’, ‘band, ‘record’, ‘music’ ‘release’ .. ]
due to the encyclopedic structure of the Wikipedia articles describing artists
and bands. Similarly the inclusion of Reuters news items can be made out from
the top words in LSA components 4 and 5 which describe subjects related to
economy and sports:
[‘percent’, ‘union’, ‘european’, ‘budget’ ‘rate’ .. ]
[‘match’, ‘cup’, ‘game’, ‘team’ ‘score’ .. ]
While the highest correlated terms captured by LSA components 6 and 7 seem
related to politics and business:
[‘elect’, ‘party’, ‘vote’, ‘democrat’, ‘opposition’ .. ]
[‘company’, ‘million’ ‘billion’, ’worker’, ‘industry’ .. ]
However the top words in the 3’rd LSA component stand out as reflecting a
much more poetic subject:
[ ‘heart’, ‘life’, ‘good’, ‘love’, ‘cry’, ‘mind’, ‘hand’, ‘thing’, ‘eye’, ‘man’ .. ]
The only other eigenvector in the reduced matrix with a similarly universal
flavor is LSA component 11:
[ ‘thou’, ‘god’, ‘nature’, ‘world’, ‘human’, ‘men’, ‘art’, ‘law’, ‘earth’, ‘soul’ .. ]
while the top words in the remaining LSA components seem mainly to reflect
the previously described areas of music, economy, sports, politics and business
which are mixed within the eigenvectors defining the rest of the matrix.
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Figure 3.2: Force-directed graph of top words from 3rd LSA compo-
nent in the HAWIK term document matrix. Connectivity and weights of edges
are determined by the cosine similarity of the terms, where solid lines indicate
correlation values above 0.40.
Taking a closer look at the third LSA component, it can be plotted as an undi-
rected graph in two dimensions (Fig.3.2) where the nodes are positioned using
a Fruchterman-Reingold spring layout [Hagberg et al., 2010]. The plot uses a
force-directed algorithm, which pulls nodes together or apart like charged parti-
cles while the edges are treated as if they were springs until reaching a mechani-
cal equilibrium [Fruchterman and Reingold, 1991]. The weights of the edges are
here determined by the LSA cosine similarity of the words, and the resulting
graph of the 3’rd LSA component top words resembles a structure similar to
those found in social or biological networks characterized by the number of other
vertices a node is connected to [Girvan and Newman, 2002]. Here most words
are linked to no more than three neighbors while only central nodes like ‘hand’
and ‘love’ have four or five connections. The word ‘good’ is only linked to ‘thing’
and ‘man’ but both of these terms are also mutual neighbors and as thus fully
connected with a clustering coefficient of 1. Whereas the overall transitivity of
the network, that is the clustering coefficient fraction of closed triangles among
the potential triads of two edges sharing a vertex is here 0.47, in line with the
range 0.1 - 0.5 frequently found in real world networks [Hagberg et al., 2010].
And similar to the structure of social networks, where a number of commu-
nities are densely interconnected while the in-between edges linking them are
more sparse, this network also splits into three subgraphs that are here centered
around the words ‘good’, ‘love’ and ‘hand’.
This becomes even more evident when expanding each of the ten nodes in the
network with an additional word selected from its top ten nearest neighbors
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(Fig.3.3). Three of these neighbors ‘feel’, ‘tender’ and ‘clench’, are shared among
the nodes of ‘mind’, ‘life’, ‘love’, ‘heart’, ‘hand’ and ‘cry’ and thus reinforce the
connectivity within these respective subgraphs. While the neighbors ‘matter’,
‘bad’ and ‘brute’ add new aspects to consolidate the separate subgraph of the
nodes ‘good’, ‘thing’ and ‘man’. Expanding the graph like this emphasizes the
hub-like characteristics of ‘hand’ and ‘love’ by increasing their link degrees to five
and six, while the transitivity is lowered to 0.37 due to the less interconnected
neighboring nodes added to the edges of the network.
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Figure 3.3: Force-directed graph of 3rd LSA component top words with
neighbors in the HAWIK term document matrix. Connectivity and weights
of edges are determined by the cosine similarity of the terms, where solid lines
indicate correlation values above 0.40 and blue nodes are neighbors.
Incorporating a single close neighbor of each node into the graph illustrates how
these extra terms are able to redefine the original top words from the 3’rd LSA
components by strengthening associations, defining contrasts through antonyms
or providing conceptual links connecting communities within the subgraphs. As
exemplified by the top ten nearest neighbors of ‘eye’ which add properties and
actions forming small regions in a semantic space,
[ ‘eye’, ‘cheek’, ‘lip’, ‘glance’, ‘gaze’, ‘lean’, ‘quiver’, ‘forehead’, ‘face’, ‘suffuse’ ]
which apart from including verbs like ‘glance’ and ‘gaze’ are also closely related
to facial features such as ‘cheek, lip’ and ‘forehead’. The term ‘forehead’ is not
only associated with ‘eye’ in the semantic space but also appears as the closest
neighbor of ‘hand’,
[ ‘hand’, ‘forehead’, ‘grasp’, ‘clasp’, ‘knee’, ‘touch’, ‘handkerchief’, ‘thrust’, ‘fin-
ger’, ‘clench’ ]
3.2 Semantic neighbors 43
furthermore connected through the surrounding actions of ‘touch’ or incorporat-
ing the even more metaphorical aspects of the verb ‘grasp’. Yet another cluster
is formed by the terms that constitute the surrounding vectors of ‘heart’,
[ ‘heart’, ‘lovely’, ‘love’, ‘beloved’, ‘bypass’, ‘tender’, ‘tear’, ‘ischemic’, ‘quintu-
ple’, ‘toilsome’ ]
that trigger ‘tear’ and ‘tender’ as a shared neighbor of the original node ‘love’, in
turn attracting ‘joy’ and the affective adjective ‘happy’. The word ‘feel’ appears
as one of the neighbors of ‘life’ and is also defined in relation to ‘mind’, where
it squeezes in as an additional association placed in the vicinity of ‘conscious’
and ‘thought’:
[ ‘mind’, ‘meditate’, ‘renunciation’, ‘unalloyed’, ‘feel’, ‘blamable’, ‘outward’,
‘egoism’, ‘thought’, ‘conscious’ ]
The added neighbor ‘clench’ is shared among both of the nodes ‘hand’ and ‘cry’
which fuse into distraught associations, that build up sensorimotor aspects of
tension and arousal exemplified by the verbs ‘wring, gnash’ and ‘shriek’ related
to forceful actions:
[ ‘cry’, ‘clench’, ‘wring’, ‘gnash’, ‘shriek’, ‘heartrending’, ‘rennet’, ‘plaintive’,
‘tremble’, ‘articulate’ ]
Qualities perceived as positive as in the case of the word ‘good’ might simul-
taneously attract their inherent contrasts like the antonym ‘bad’ which is posi-
tioned as the nearest neighbor within the semantic space. And together with the
added neighbors of ‘brute’ and ‘matter’ related to ‘man’ and ‘thing’ respectively,
these aspects in the subgraph stand out independently, and are only connected
through single links with high edge betweenness that separate the subgraphs
[Girvan and Newman, 2002], as is often encountered when modeling tightly con-
nected groups as social communities in natural networks [Mucha et al., 2010].
Opposing qualities like ‘good’ and ‘bad’, can be found as gradients in the seman-
tic neighborhoods where they constitute what seems like a chain of associations
as in the case of the adjective ‘cool’, which is initially incapsulated by ‘ice’ but
will invariably ‘melt’ and become ‘viscous’ when exposed to the surrounding
vectors of ‘heat’ and ‘warm’:
[ ‘cool’, ‘ice’, ‘melt’, ‘viscous’, ‘heat’, ‘faraday’, ‘capillary’, ‘deuce’, ‘warm’,
‘porker’ ]
When compared to the ANEW user rated values [Bradley and Lang, 1999] of
how these words are perceived, the contrasts within the semantic neighbor-
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hoods exemplified by ‘heart’ and ‘love’ stand out more strongly along the axis
of arousal, as their overall positive aspects represent a smaller variation in terms
of valence (Fig.3.4). Taken separately deciding what dimensions differentiate the
semantic neighborhoods of the terms ‘mind’ and ‘hand’ is less clear. The vari-
ation is here even smaller as these words are perceived as more neutral and
therefore positioned closer to the center in a semantic space spanned by the
dimensions of valence and arousal.
0 1 2 3 4 5 6 7 8 9
6
7
8
9
4
3
2
1
0
valence
arousal
mind
thought
hand
finger
heart love
joy
tender
Figure 3.4: ANEW user rated emotional values [Bradley and Lang, 1999]
of the words ‘heart, love, mind’ and ‘hand’ contained in the 3’rd LSA component
and their respective close neighbors ‘joy, tender, thought’ and ‘finger’ in the
latent semantic space.
Otherwise so with the more general associations represented by words such as
‘father’ coupled with the complementary ‘mother’, or the noun ‘life’ almost
spanning an entire semantic space when triggering associations of ‘pain’ , which
are here perceived as more similar in terms of arousal although they differ widely
along the dimension of valence (Fig.3.5). Overall the user rated values for the
top words captured by the 3’rd LSA components and their nearest neighbors,
seem to represent a much larger variation in valence than in arousal. Which
would in turn then likely influence the ensuing LSA analysis of texts associated
with media.
Looking into what terms constitute the highest variance in the LYWIK lyrics
corpus, it is interesting to note that apart from the word ‘life’ nine of the nodes
are the same as the ones constituting the previously described graph based on
the HAWIK term document matrix (fig3.2). However it is not feasible to plot
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Figure 3.5: ANEW user rated emotional values [Bradley and Lang, 1999]
of the words ‘father’ and ‘life’ contained in the 3’rd LSA component and their
respective close neighbors ‘mother’ and ‘pain’ in the latent semantic space.
the words as a weighted graph based on their cosine similarity in the LYWIK
corpus, as most of the correlations remain below or very close to a noise floor
of 0.05. Even though they share aspects of a common topic found in both of
the LSA matrices, as reflected in the nearest neighbors of the word ‘love’ in the
lyrics corpus:
[ ‘love’, ‘lovely’, ‘tender’, ‘devoted’, ‘harvey’, ‘lover’, ‘appetite’, ‘reshape’, ‘affair’,
‘caress’ ]
But neither the LYWIK terms from LSA component 3 nor their nearest neigh-
bors are correlated in the lyrics term document matrix, and they are therefore
not forming a network structure similar to the HAWIK corpus described above.
It is also evident that some of the nearest neighbors in the LYWIK corpus reflect
the phonetics rather than the meaning of the words, as exemplified by the term
‘mind’ which triggers the rhymes of ‘unkind’ and ‘unwind’:
[ ‘mind’, ‘unkind’, ‘ostrich’, ‘emotionless’, ‘unwind’, ‘cheapen’, ‘ductile’, ‘capil-
lary’, ‘upfront’, ‘sunspot’ ]
These differences in the underlying correlations of the LYWIK and HAWIK
matrices, come out clearly when applying the two alternative text corpora for
retrieving the latent semantic patterns of four song texts mapped against twelve
emotional tags frequently applied in the last.fm social network. In the litera-
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ture corpus the positive and negative contrasts of valence, corresponding to
the ‘happy’ and ‘sad’ components in the top and bottom rows of the matrices
stand out as distinct against the other emotions. Whereas in the lyrics based
corpus the overall saturation and color bleeding across the rows leaves the af-
fective adjectives inseparable, resulting in undifferentiated blurred emotional
patterns. Here illustrated by plotting the vertical twelve dimensional emotion
vectors along a horizontal time dimension, indicating the amount of emotional
saturation from blue to red triggered by the words contained in each line of the
lyrics below (Fig.3.6-3.9):
HAPPY
FUNNY
SEXY
ROMANTIC
SOFT
MELLOW
COOL
ANGRY
AGGRESSIVE
DARK
MELANCHOLY
SAD
Figure 3.6: “Iris” (Goo Goo Dolls) LSA derived emotions over time reflected in
the lyrics - based on LYWIK text corpora of lyrics (left) and HAWIK literature
and news items (right).
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Figure 3.7: “The Scientist” (Coldplay) LSA derived emotions over time re-
flected in the lyrics - based on LYWIK text corpora of lyrics (left) and HAWIK
literature and news items (right).
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Figure 3.8: “Nothing else matters” (Metallica) LSA derived emotions over
time reflected in the lyrics - based on LYWIK text corpora of lyrics (left) and
HAWIK literature and news items (right).
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Figure 3.9: “Creep” (Radiohead) LSA derived emotions over time reflected
in the lyrics of - based on LYWIK text corpora of lyrics (left) and HAWIK
literature and news items (right).
3.3 Emotional buoys
As both low-level semantics of texts associated with video or music and our
affective responses can be encoded in words, a simplified cognitive model can
be constructed which uses LSA latent semantic analysis to emulate how we
might perceive the emotional context of media. Taking such an approach what
we perceive is modeled bottom-up as an m × n matrix of words co-occurring
within multiple documents. While top-down patterns of categorization emerge
by defining term vector distances to affective adjectives reflecting behavioral
responses, that constrain the latent semantics according to the dimensions of
valence and arousal within a state space of reduced dimensionality. Like in psy-
chology where similarity is often modeled as an exponentially decaying function
inversely related to the distance between entities [Shepard, 1987] [Cheng, 2000],
we might also interpret the meaning of words based on their mutual distances.
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Geometrically expressed as the dot product of their vector representations in
a semantic space. Or, it could alternatively be interpreted as a multiplication
of features, similar to how the connections between nodes in an artificial neu-
ral network can be thought of as the inner product of matrices encoding their
respective states [Segaran, 2009]. Consequently a distance metric, formulated
as the cosine of the angle between term vectors, can provide a fundament for
defining properties which divide the space into regions of similar words. The
properties of a word, which are here represented as a point with a magnitude
and direction in a vector space, will though not only be determined by the
features constituting the term vector itself. Words are interpreted in their se-
mantic context, which we might in a more formal sense define as neighboring
sets of properties that divide a conceptual space into regions forming correlated
domains of integral dimensions [Ga¨rdenfors, 2000]. The regions can in turn be
defined based on the strength of links among words that provide the structure
in a semantic network, which is here modeled as distances between term vectors,
co-occurring within the HAWIK text corpus constituted by seventy thousand
literature, articles and news items.
When we compare two terms in the LSA space based on the cosine of the angle
between their vectors, positive values between 0 and 1 indicate increasingly
significant degrees of similarity between the words, while values around or below
0 will indicate a lack of correlation. Selecting an affective term such as ‘sad’
and calculating the cosine between the angle of its vector representation and
any other word in the matrix allows for determining which other term vectors
are closely positioned within this region of the conceptual space defining the
meaning of that word:
[ ‘sad’, ‘grief’, ‘sorrow’, ‘mourn’, ‘sigh’, ‘weep’, ‘tear’, ‘grieve’, ‘pity’, ‘alas’ ]
Rather than viewing ‘sad’ isolated as a vector only representing the instances
of contexts in which it occurs, we might expand the interpretation and include
its semantic neighborhood of surrounding vectors. Similarly the adjective ‘dark’
trigger associations ranging from the semantically rich connotations of ‘gloom’,
‘shadow’, ‘mist’ and ‘twilight’ to the partially revealed ‘dim’ ‘gleam’ of reflections
defining its very opposite the antonym light:
[ ‘dark’, ‘shadow’, ‘dim’, ‘twilight’, ‘gloom’, ‘glimmer’, ‘gleam’, ‘waken’, ‘mist’,
‘moonlight’ ]
These semantically related nodes can be viewed as a n-dimensional array, where
each of the nearest neighbors extend aspects of the meaning of the word de-
pending on the strength of their associative links to the term vector. Semantic
neighborhoods formed by these ‘small-world’ clusters in the immediate vicinity
of the word, provide a context that constrains its meaning based on synonymous
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or closely related words. Whereas words of a polysemous nature will not only
be associated with a few closely related terms, but rather expand their reach
through multiple outbound links that form ‘scale-invariant’ structures connect-
ing distant nodes within the semantic network [Steyvers and Tenenbaum, 2005].
Stumbling upon one of these hub-like nodes will metaphorically cause a concep-
tual leap, making it possible to reinterpret terms in relation to widely different
domains, even if moving only a few associate steps ahead within a sentence. Like
the semantic neighbors around the word ‘soft’ which to a lesser degree form a
cluster like ‘sad’, but instead remain scattered among a number of regions and
domains:
[ ‘soft’, ‘sweet’, ‘gentle’, ‘droop’, ‘minstrels’, ‘zephyr’, ‘tendril’, ‘dimple’, ‘fra-
grance’, ‘twine’ ]
As these terms appear distributed over several semantic neighborhoods, we
might think of their metaphorical connotations as less based on distances be-
tween term vectors as such, but rather as a way of conceptually mapping struc-
tures underlying one domain onto another [Ga¨rdenfors, 2000]. While apply-
ing valence and arousal as integral dimensions, would allow for preserving the
geometrical representation of term vectors, when projected onto the different
topologies that define the correlated domains in a conceptual space. Modeling
the meaning of words as their co-occurrences within multiple contexts, and us-
ing affective adjectives as emotional buoys makes it possible to project words
into a latent semantic vector space framed by the axes of valence and arousal.
Rather than modeling semantics by combining nouns with action related aspects
of verbs as in the fMRI studies previously described [Mitchell et al., 2008], dis-
tances can be defined between vectors of words and affective adjectives like ‘sad’
or ‘soft’ in the term document matrix. And thus construct a simplified model
of top-down behavioral affective responses that reflect the neurophysiological
dimensions of valence and arousal [Posner et al., 2009]. While bottom-up ge-
ometrically representing the perceptual input as term vector distances aligned
with principal components, that enable us to fit both ‘small-world’ clustered
neighborhoods and hub-like structures into a semantic space of reduced dimen-
sionality.
A semantic structure emerges when plotting the mutual correlations of twelve af-
fective adjectives frequently applied in the tag clouds of last.fm [Hu et al., 2007],
into a latent semantic space based on text corpus made from a large selection of
literature, articles and news items (Fig.3.10). Similar to how nouns combined
with action-related verbs like ‘eat’ or ‘run’ would pull similar co-occurring words
into categories of food or animals, the mutual correlations of affective adjectives
also generate emotional attractors reflecting contrasting values of valence and
arousal. In general semantic categories can be defined based on psychological
prototypes allowing for gradient membership, where outliers like ‘penguin’ or
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Figure 3.10: LSA confusion matrix based on the HAWIK text corpus,
illustrating to what degree a selection of frequently used affective adjectives from
last.fm are defined as distinct emotions along the diagonal or appear correlated.
an ‘olive’ would appear less representative than a ‘robin’ or ‘lemon’ although
still belonging to the categories of fruits and birds respectively [Reisberg, 2007].
Likewise here the adjectives ‘happy, soft, angry’ and ‘sad’ might be interpreted
as pulling co-occurring words towards prototypical affective categories placed
at the edges of the axes of valence and arousal. While less saturated emotions
become diluted as they gravitate towards the centre of the emotional plane
where the two axes meet. Looking at the overlapping emotions along the lower
part of the diagonal in the confusion matrix (Fig.3.10), two distinct segments
are formed around the adjectives ‘angry’ and ‘sad’. In both cases character-
ized by low values of valence, which are coupled with active and passive aspects
of arousal respectively. Though the overlapping emotions are clearly separated
along the diagonal, ‘sad’ and ‘happy’ nevertheless appear correlated as the terms
function as antonyms for describing each other. In line with earlier studies of
how we perceive emotional words, indicating that the first PCA component in
a principal component analysis will capture contrasts between happy and sad,
accounting for around half of the variance in terms of valence [Russell, 1980].
Which might in the above confusion matrix explain that terms juxtaposed at
either end of an axis defining pleasant-unpleasant aspects become semantic fea-
tures that mutually define each other. In the upper left corner of the confusion
matrix, the adjectives characterized by positive valence, reinforce each other by
forming off-diagonal clusters around the terms ‘sexy’ and ‘romantic’. While the
more laid-back aspects pertaining to the affective adjectives ‘soft’ and ‘mellow’
seem to make these terms dissolve and spill into each other. Affective adjectives
that not only describe emotions but metaphorically describe textures or sen-
sations like ‘soft, cool’ and ‘dark’ might appear relatively less distinguishable
in terms of valence and arousal, as they also function as hub-like associative
links connecting nodes across the correlated domains that make up a concep-
tual space.
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Figure 3.11: Force-directed graph of 3rd LSA component top words
and affective adjectives in the HAWIK corpus. Connectivity and weights
of edges are determined by the cosine similarity of the terms, where solid lines
indicate correlation values above 0.40 and red nodes are affective adjectives.
Plotting the previously described top words from the 3’rd LSA component to-
gether with the twelve affective adjectives as a weighted graph based on their co-
sine similarity using a force-directed algorithm [Fruchterman and Reingold, 1991],
the structures that link the nodes in the respective subgraphs can be visualized
(Fig.3.11). The overall layout of the network is still characterized by subgraphs
with a few central nodes of high degree order that are linked to many more
sparsely connected nodes. In the graph containing the affective adjectives a
dense cluster defines an emotional arch going from ‘happy’ and ‘romantic’ over
‘melancholy’ to ‘sad’, extending into yet another subgraph that connects the
textures of ‘soft, dark’ and ‘cool’. Separated from the more aroused aspects
reflected in the nodes ‘sexy, funny’ and ‘angry’ at the periphery. Altogether the
graph of affective adjectives is strongly integrated into the graph containing the
3’rd LSA component top words. Here the degree centrality of the node ‘love’
is more than doubled from 5 to 11 due to new connections to affective adjec-
tives, including both the sensory percept ‘soft’ and the ‘happy-sad’ contrasts
of positive and negative valence. Which are in turn strongly interconnected as
the terms ‘soft’ and ‘happy-sad’ are linked to 9 and 8 other words respectively,
resulting in an overall network transitivity of 0.50. That is, the most central
nodes in the network function not only as hubs, but also couple the subgraphs of
3’rd LSA component and the affective adjectives directly. And thereby makes it
possible to connect remote nodes within each subgraph by only a few associative
steps.
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Figure 3.12: LSA confusion matrix based on the LYWIK text corpus,
illustrating to what degree a selection of frequently used affective adjectives from
last.fm are defined as distinct emotions along the diagonal or appear correlated.
When instead analyzing the correlations among the twelve affective last.fm ad-
jectives based on the completely different LYWIK corpus made from a large
selection of song lyrics, several of the semantic relations described above nev-
ertheless remain the same (Fig.3.12). The contrasts of ‘happy’ and ‘sad’ also
here mutually activate each other. Similarly pleasant elements of arousal as
in ‘funny’ simultaneously trigger negative aspects of arousal, although now the
word ‘aggressive’ comes out rather than ‘angry’. However the distinct sepa-
ration of adjectives found in the former LSA analysis based on a text corpus
of literature excerpts, articles and news items (Fig.3.10) becomes more blurred
when constructed from song lyrics, as the term ‘cool’ now seems to be confused
with both ‘funny’, ‘sexy’ and ‘aggressive’, while ‘soft’ is correlated with ‘melan-
choly’ (Fig.3.12). The closest neighbors of an adjective like ‘aggressive’ here also
look very different from the surrounding word vectors in the literature corpus
described above, as a term document matrix made from ninety thousand song
lyrics evidently includes some very explicit lyrics:
[ ‘aggressive’, ‘bullshit’, ‘mop’, ‘hardcore’, ‘suck’, ‘threat’, ‘jerk’, ‘elect’ , ‘bitch’,
‘fuck’ ]
Compared to the associations which characterized the links formed between
semantic regions in the HAWIK matrix spanning tens of thousands of pages
of literature, the LYWIK corpus lacks the diversity to provide generalizable
patterns as illustrated by the nearest neighbors of the word ‘happy’ when based
on lyrics only:
[ ‘happy’, ‘birthday’, ‘glad’, ‘choose’, ‘gene’, ‘yule’, ‘yore’, ‘christmas’, ‘cheer’,
‘yuletide’ ]
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Or in the case of the affective adjective ‘sad’ the closest term vectors in the lyrics
matrix include both ‘bad’ and ‘mad’, obviously because they rhyme rather than
form semantic neighborhoods.
Yet another text corpus which has been applied for building latent semantic
spaces is the TASA collection of novels, news and other reading material that an
average American student will have come across from 3’rd grade until reaching
college. Often used to assess readability scores at various levels, the accumulated
texts in the corpus include around ninety thousand words found in almost forty
thousand documents representing primarily topics within language, arts, science
and social studies. Looking into the words that form the semantic neighborhood
of the affective adjective ‘happy’ in this matrix, what stands out is how closely
antonyms such as ‘sad’ and ‘unhappy’ are positioned in this corpus:
[ ‘happy’, ‘sad’, ‘loved’, ‘unhappy’, ‘unpractical’, ‘love’, ‘feelings’, ‘angry’, ‘bon-
jour’, ‘happiness’ ]
These opposites seem to define the meaning of the word based on contrasting
values of positive and negative valence, similar to the correlations highlighted
previously in the term document matrices based on literature (Fig.3.10) and
lyrics (Fig.3.12) respectively, although here to a much larger extent. However
in the TASA confusion matrix( Fig.3.13) the simultaneous strong activation of
‘funny’ and ‘angry’ feelings in relation to ‘happy’ may be less explainable. And
in contrast to the literature text corporpus described above this might make a
differentiation between dimensions of valence and arousal less distinct within
this semantic space.
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Figure 3.13: LSA confusion matrix based on the TASA text corpus,
illustrating to what degree a selection of frequently used affective adjectives from
last.fm are defined as distinct emotions along the diagonal or appear correlated.
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Figure 3.14: Submitting the LSA model to a TOEFL synonymy test, a maximum
of 71,25% correct answers are returned in response to queries based on two
adjectives (blue) and 51,50% if limited to one adjective (grey), when reducing
the number of dimensions plotted horizontally to 125.
3.4 Conceptual vectors
When squeezing the original LSA term document matrix down to a vector space
of reduced dimensionality, the number of singular values or principal compo-
nents that are retained will determine what higher order associations can be
retrieved from the latent semantic space. Although the lyrics corpus which
was compared against the literature corpus above both contain a large number
of terms, only the latter matrix has a sufficiently large variety in its vocabu-
lary to approximate a general knowledge model of English. Taking the ability
to understand what constitutes synonymous words as a measure of language
comprehension, previous studies have demonstrated that LSA can attain scores
in multiple choice synonymy tests that are superior to those achieved by non-
native english speakers taking a TOEFL ‘test of english as a foreign language’
[Landauer and Dumais, 1997] [Griffiths et al., 2007]. An approach previously
applied to optimize the dimensionality of the latent semantic space has therefore
been to submit the underlying term document matrix to a TOEFL synonymy
test. And compare the term vector distances between similar words in the la-
tent semantic space, while varying the number of dimensions until an optimal
percentage of correct answers are obtained for the TOEFL test (Fig.3.14).
In the synonymy test a query consists of a pair of adjectives like:
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‘frightened, as in quivering’
In this particular case the task is then to pick the right word among the four
suggested alternatives:
‘tremulous, craven, succulent or congenial’.
Projecting first ‘frightened’ plus the possible answers into the semantic space,
followed by ‘quivering’ together with the four alternatives, two LSA correlation
values are returned for each possible answer. Then using the sum of these
retrieved values, e.g.
‘frightened, tremulous’; 0.09 + ‘quivering, tremulous’; 0.61
one may for each of the four choices A,B,C and D determine which of the answers
have the highest correlation to the query. And subsequently check whether the
LSA derived synonym with the highest cosine correlation is the correct answer.
Testing the the ability of our literature based text corpus with eighty TOEFL
questions, it scored 71,25 % correct answers, when the correlation is based on
both the query and its context. Which would in the example above be the sum
of values from both ‘frightened’ and ‘quivering’. Or 51,50 % when considering
the two query terms separately. This might be compared to previously reported
TOEFL synonymy test results achieving 64,4 % correct answers, based on an
LSA text corpus consisting of articles from the Groliers Academic American En-
cyclopedia, which in turn is equal to the average percentage of correct answers
obtained by non-English speaking applicants[Landauer and Dumais, 1997]. Whereas
other studies have been able to retrieve between 63,6 % and 70,50 % correct an-
swers on TOEFL synonymy tests using a smaller vocabulary TASA based text
corpus when applying LSA and a LDA probabilistic topic model respectively
[Griffiths et al., 2007]. As can be seen from the graph (Fig.3.14) the percentage
of correct answers depends on the number of components chosen for dimension-
ality reduction of the original term-document matrix. In the case our literature
based text corpus HAWIK was found to provide the best fit for matching syn-
onymous words when the dimensionality of the condensed matrix was reduced
to 125 principal components. A similar test of the LYWIK could not be made
as the lyrics based corpus does not have a sufficiently diverse vocabulary for
distinguishing between synonyms in a TOEFL test.
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Chapter 4
Semantic spaces
4.1 Affective synopses
Initially exploring whether it is possible to extract the emotional context from
texts associated with media, a selection of TV program synopses were selected
from the BBC [backstage, ] metadata available online in TV-Anytime format.
Proceeding by projecting the synopses as text vectors into two latent seman-
tic spaces: the LSA software from the University [of Colorado, ] based on the
TASA text corpus, and the LSA implementation developed at the Technical
University [of Denmark, ] using the HAWIK text corpus, allow us to compare
how the descriptions of TV programs are reflected in the different matrices
underlying the two latent semantic spaces. In the case of TASA this corpus
is a collection of fiction and non-fiction texts, which corresponds to what the
average American student has been exposed to when reaching first year of col-
lege. Whereas HAWIK as described above is a mixture of literature, wikipedia
articles and news items. Computing the cosine similarity between the twelve
affective adjectives against six examples of texts describing different types of
TV programs, the characteristics of each synopsis is represented as a vector
with different loadings corresponding to the feelings triggered in the semantic
space by the emotional connotations of the words. Making first an analysis of
the program “News Night” (Fig.4.1), with the short description: News in depth
investigation and analysis of the stories behind the day’s headline, triggers the
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emotional tags ‘funny’ and ‘sexy’ based on the TASA text corpus , which one
might not normally associate with the evening news. Whereas in the case of the
HAWIK corpus ‘mellow’ is weakly activated. Most likely because the synopsis
does not trigger any distinct feelings, as visible in both the lack of activations
as well as the mostly negative correlations generated from the HAWIK matrix.
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Figure 4.1: LSA vector loadings of feelings triggered by the synopsis of “News
Night” based on the TASA (left) and HAWIK (right) text corpora.
The less serious atmosphere of the lifestyle program “Ready Steady Cook!”
might be somewhat better captured in the synopsis: Peter Davidson and Bill
Ward challenge celebrity chefs to create mouth watering meals in minutes, which
triggers the tag ‘romantic’ as associated with meals based on the TASA. Whereas
the aspects of ‘funny’ and ‘cool’ are the ones that are reflected in the HAWIK
text corpus (Fig.4.2). And both text corpora agree that the synopsis is neither
‘sad’ nor ‘melancholy’.
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Figure 4.2: LSA vector loadings of feelings triggered by the synopsis of “Ready
Steady Cook !” based on the TASA (left) and HAWIK (right) text corpora.
Emotions from the other end of the spectrum are found in the documentary
“I am a boy anorexic”, summed up in the synopsis: Documentary following
three youngsters struggling to overcome their obsessive relationship with food
as they recover inside a London clinic and then return to the outside world,
4.1 Affective synopses 59
which triggers the affective term ‘dark’ based on the TASA and ‘aggressive’
when using the HAWIK text corpus (Fig.4.3). While the negative correlations
of ‘funny’ and ‘sexy’ in TASA and HAWIK respectively might be interpreted as
contributing to the overall description of the content.
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Figure 4.3: LSA vector loadings of feelings triggered by the synopsis of “I am
a boy anorexic” based on the TASA (left) and HAWIK (right) text corpora.
A broader emotional spectrum seems to be reflected in the lifestyle program
“The flying gardener” described by the text: The flying gardener Chris travels
around by helicopter on a mission to find Britain’s most inspirational gardens.
He helps a Devon couple create a beautiful spring woodland garden. Chris visits
impressive local gardens for ideas and reveals breathtaking views of Cornwall
from the air. The synopsis triggers a concentration of passive pleasant elements
in the TASA related to the words ‘soft, mellow’ combined with ‘happy’. In this
context also the tag ‘cool’ comes out as it has a strong association to the word
air contained in the synopsis, while the activation of the tag aggressive appears
less explainable (Fig. 4.4). Also in the HAWIK corpus ‘soft’ comes out, but
here coupled with ‘happy’ and ‘melancholy’ components.
These predominantly positive elements are lacking in the program “Super Vets”
which instead evokes a strong emotional contrast based on the text: At the Royal
Vet College Louis the dog needs emergency surgery after a life threatening bleed
in his chest and the vets need to find out what is causing the cat Blueboy fits,
where both pleasant and unpleasant active terms like ‘happy’ and ‘sad’ stand
out in combination with strong emotions reflected by the tag ‘romantic’ based
on the TASA (Fig.4.5). ‘Romantic’ and ‘sad’ are likewise triggered based on the
HAWIK text corpus but here complemented by ‘funny’.
The cult series “Buffy the vampire slayer” is summed up as: Shocked from her
shallow lifestyle high school cheerleader Buffy learns she is supposed to be a
fearsome warrior in the ongoing battle against the bloodsucker’s who plague the
world,. Based on the TASA it triggers ‘sexy’, ‘aggressive’ and ‘dark’ (Fig. 4.6),
while ‘cool’ and ‘funny’ aspects become more dominant in the HAWIK corpus.
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Figure 4.4: LSA vector loadings of feelings triggered by the synopsis of “The
flying gardener” based on the TASA (left) and HAWIK (right) text corpora.
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Figure 4.5: LSA vector loadings of feelings triggered by the synopsis of “Super
Vets” based on the TASA (left) and HAWIK (right) text corpora.
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Figure 4.6: LSA vector loadings of feelings triggered by the synopsis of “Buffy
the vampire slayer” based on the TASA (left) and HAWIK (right) text cor-
pora.
As can be seen from the longer descriptions of programs like “The flying gar-
dener” and “Super Vets” the correlation between the synopses and the emotional
tags might often trigger both complementary combinations as well as emotional
contrasts rather than a monochrome cluster of feelings. What seems character-
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istic for synopses maximally triggering cosine values no higher than 0.10 such as
“Buffy the vampire slayer”, “Super Vets”, and “I am a boy anorexic” is that they
appear only weakly linked to distinct feelings. While program descriptions like
“The flying gardener” which as a text vector contains the positively loaded terms
“inspirational, beautiful, impressive, breathtaking” creates a much stronger ac-
tivation resulting in cosine values between 0.15 and 0.30 in the HAWIK.
4.2 Sequential episodes
The above examples illustrate the challenges in analyzing TV program synopses
based on only short texts, where the chosen words may weakly reflect the un-
derlying emotional trends but nevertheless blend in with the noise floor as they
are only slightly raised above zero. To explore whether it would be possible
to retrieve distinct patterns reflecting an emotional profile in a TV series, the
LSA analyses were subsequently applied to BBC synopses corresponding to a
sequence of episodes. For this purpose the soap “East Enders” and the comedy
“Two pints of lager” were chosen, and descriptions of six consecutive episodes
from each series were projected into latent semantic spaces still based on the
TASA and HAWIK text corpora.
When comparing the accumulated LSA correlations between synopses and affec-
tive terms over six episodes of the soap “East Enders”, the tags ‘angry, happy’
and ‘sad’ stand out both based on the TASA and HAWIK (Fig. 4.7) corpora.
Whereas the comedy “Two pints of lager‘ lacks the ‘sad’ component in both text
corpora. Instead the affective terms ‘aggressive, happy‘ and ‘funny’ are lightly
triggered in the TASA, while ‘funny, mellow’ and ‘angry‘ are more strongly ac-
tivated based on the HAWIK corpus (Fig. 4.8). So whereas the soap opera
appears to cover a wider range of feelings ranging from ‘sad’ to ‘happy’ compo-
nents, the emphasis in the comedy seems to be shifted towards predominantly
happy and funny elements.
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Figure 4.7: LSA vector loadings of feelings accumulated over six synopses from
“East Enders” based on the TASA (left) and HAWIK (right) text corpora.
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Figure 4.8: LSA vector loadings of feelings accumulated over six synopses from
“Two Pints” based on the TASA (left) and HAWIK (right) text corpora.
These patterns become more clear when plotting the emotional components
over time in each episode of the soap and comedy respectively (Fig.4.9 and
4.10). Based on the TASA corpus the distribution in “East Enders” appears
as much more dense and emotionally saturated reflecting aspects of arousal. In
contrast the lighter character of “Two pints of lager” comes out in the clustering
of positive valence elements such as ‘happy’ and ‘funny’, coupled with an overall
sparsity of excitation within the matrix (Fig.4.9).
The soap has a bottom-heavy bias towards ‘sad’ and ‘angry’ outweighing ‘happy’,
while the balance is reversed in the comedy which shifts towards predominantly
‘happy’ and ‘funny’ complemented by ‘soft’ and ‘mellow’ aspects. Overall the
distribution in “East Enders” is much more dense and emotionally saturated
as exemplified in elements like ‘angry’ reflecting high arousal. Making the
same comparison based on the HAWIK corpus the matrices now appear roughly
equally saturated. Instead the distinction emerges from a higher separation of
components, where ‘happy’ and ‘sad’ elements appear juxtaposed in the soap,
while ‘funny’ comes out more pronounced than ‘happy’ in the comedy. And as a
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result the comedy lacks the bottom-heavy ‘sad’ part characteristic of the soap,
while ‘funny’ becomes the outstanding emotional feature (Fig. 4.10).Modeling moods based on emotional context 5
Fig. 3. LSA cosine similarity of the soap “East Enders” and the comedy “Two Pints”
against 12 frequently used last.fm aﬀective terms accumulated over six episodes
.
episodes, which enables us to diﬀerentiate between a comedy and a soap based
on a textual description alone. We therefore propose that emotional components
describing the content of media might be retrieved as latent semantics by using
aﬀective terms as sensors in a semantic space, and we suggest that LSA might
be applied to extract structural patterns from synopsis descriptions as a basis
for automatically generating mood-based recommendations. Though the synop-
sis descriptions trigger both combinations of complementary elements as well as
contrasting emotional components rather than a monochrome aﬀective response,
they nevertheless pertain to distinct patterns which we speculate might be used
as a basis to build emotional patterns capturing user preferences.
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Figure 4.10: LSA vect r loadings of feeling trigger d ov r six syn ps s of the
soap “East Enders” and the comedy “Two Pints” based on HAWIK text
corpus.
Comparing the emotional components retrieved from the LSA analysis of the
synopses, against the corresponding BBC metadata genre atmosphere keywords
[Butkus a d P tersen, 2007], they seem to be largely in agreement: the soap
“East Enders” episodes are notated as ‘gripping, gritty, gutsy’, while the
“Two pints of lage ” comedy has been indexed as ‘humor u , silly, irreverent,
fun, wa ky, crazy’. To assess to what degree he LSA analysis depends not
only on the underlying text corpus but also on he ter s used as emotional
bu ys, the number of sema tic markers was varied fr m the previously selected
12 affective adjec ives to 53 [Pe ersen and Butkus, 2008b]. These controlled
terms for describing TV-programs weere sel cted f om the genre atmosphere
vocabulary [TV-Anytime, 2006], used by BBC as metadata standard.
Analyzing the synopses associated with 18 episodes of the soap“East Enders”,
while extending the number of semantic markers from the 12 previously selected
affectiv adjectives with 53 additional TV genre atmosphere te s results in
a similar but more differentiated pattern (Fig.4.11). Altogether the additional
TV-Anytime terms add nuances, which apart from emotions also define atti-
tudes or perceived responses like ‘stylish’ or ‘compelling’. Likewise the larger
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
happy 0.05 0.08 0 0.04 0.02 -0.03 0.32 -0.02 0.11 0.1 -0.08 -0.02 0.35 0.03 0.01 0.05 0.23 0.21
funny -0.02 0.04 0.01 0.08 0.04 0.07 0.09 0.06 0.05 0.02 0.05 0.05 -0.04 0.03 -0.02 0.01 -0.04 0.08
sexy 0.01 0.05 0 0.11 -0.03 -0.01 0.07 -0.03 0.13 0.04 0.02 -0.01 0.13 0.12 0.16 0.05 0.03 0.06
romantic 0.05 -0.03 0.04 0.07 0.02 -0.04 -0.01 0.02 -0.06 0.02 0.08 0.08 0.09 0.09 0.03 0 0.02 0.03
soft 0.1 -0.01 -0.01 0 0.03 0 -0.05 -0.09 0.04 0.06 -0.03 -0.02 -0.04 -0.02 0.01 0.09 -0.04 0.03
mellow -0.04 -0.06 0.05 0.03 0.09 -0.06 0.09 -0.01 -0.1 0.06 0.11 0 0.04 0.04 -0.01 0 -0.01 0.11
cool 0.02 -0.02 0 0 -0.02 -0.02 -0.05 0.05 0 0.03 -0.01 0.02 0.01 -0.08 0.05 -0.01 0 0
angry 0.06 0.12 -0.03 0.09 0.07 0.04 0.11 0 0.07 0.06 -0.05 0.01 0.64 0.08 0.04 0.08 0.43 0.39
aggressive -0.02 0.17 0.02 -0.02 0.02 0.09 0.09 -0.03 0.02 -0.04 -0.06 -0.02 0 0.02 0.06 0.02 0 -0.03
dark -0.01 -0.08 -0.04 0.04 0.01 0 -0.01 -0.02 0.02 0.05 0.12 -0.03 0.04 -0.05 0 -0.01 0 -0.04
melancholy 0.04 0.06 0.01 0.1 -0.03 0.03 0.03 0.09 0.01 0.04 0.04 0.06 0.12 0.04 -0.02 0.04 0.01 0.1
sad 0.06 0.02 0.03 0.1 0.06 -0.03 0.28 -0.02 0.14 0.03 -0.07 -0.07 0.49 0.03 0.02 0 0.31 0.17
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Happy 0.05 0.08 0.32 0.11 0.10 0.35 0.05 0.23 0.21
Fun 0.12 0.07 0.43 0.06 0.10 0.07 0.05
Crazy 0.07 0.07 0.07 0.07 0.05
Humorous 0.09 0.19 0.09 0.05 0.09 0.05 0.07
Silly 0.06 0.08 0.18
Wacky 0.05 0.05
Satirical 0.05 0.06 0.08 0.10 0.09 0.09 0.16 0.07 0.10 0.13
Sexy 0.05 0.11 0.07 0.13 0.13 0.12 0.16 0.05 0.06
Romantic 0.05 0.07 0.08 0.08 0.09 0.09
Heart warming 0.05 0.07 0.06
Peaceful 0.09 0.05 0.10
Laid back 0.10 0.05 0.12 0.11 0.12 0.09 0.13 0.06 0.07 0.05 0.08
Outrageous 0.05 0.12 0.05 0.06
Shocking 0.05 0.06
Violent 0.08 0.05 0.07 0.10
Spooky 0.07
Chilling
Terrifying 0.15 0.05 0.15 0.09 0.10 0.17 0.11 0.08 0.05 0.09
Black 0.08 0.09 0.05
Heart rending 0.05 0.07 0.07
Sad 0.06 0.10 0.06 0.28 0.14 0.49 0.31 0.17
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Inspirational 0.05 0.07
Exciting 0.12 0.08 0.05 0.10 0.07 0.13
Rousing 0.10 0.12 0.14
Stunning 0.10 0.09
Roller coaster 0.11 0.07 0.07 0.09 0.08
Astonishing 0.05 0.08 0.09
Breathtaking 0.09 0.07 0.06 0.06 0.07 0.05
Powerful 0.10 0.09 0.07 0.07
Gripping 0.09 0.07 0.08 0.06 0.11
Compelling 0.05 0.07
Gutsy 0.15 0.08 0.07 0.09 0.05 0.06 0.05 0.05
Stylish 0.27 0.09 0.07 0.11
Cutting edge 0.12 0.05 0.08 0.06 0.07 0.10
Eclectic 0.08 0.07 0.07 0.08
Improving 0.05 0.06 0.05
Confrontational 0.18 0.05 0.06
Contemporary 0.11 0.06 0.09 0.09 0.09
Intriguing 0.08 0.06 0.11 0.22
Irreverent 0.06
Innovative 0.10 0.05 0.05 0.07 0.06 0.05 0.06
Insightful 0.09 0.07 0.08 0.09
Analytical 0.07
Serious 0.07 0.23 0.05 0.05
Practical 0.05 0.09 0.05 0.09 0.05 0.07 0.10
Coarse 0.07
Gritty 0.05 0.07 0.06
Ambitious 0.14 0.09 0.11 0.14 0.05 0.14 0.05 0.05
Frantic 0.08 0.10 0.07 0.08 0.07 0.17 0.14 0.13
Fast moving 0.12 0.06 0.11
Hot 0.06
Alternative 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Thriller 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
EastEnders
Figure 4.11: LSA values of 18 episodes of the soap “East Enders” against
last.fm tags (top) and two groups of TV-Anytime genre atmosphere terms (be-
low) based on TASA text corpus
number of comical elements like ‘crazy, silly’ or ‘wacky’ provides a much higher
emotional granularity. However these terms come out as a synonyms, and the
overall characteristics seem therefore largely preserved, independent of whether
a small group of affective adjectives or a large selection of TV-Anytime terms
are used as emotional attractors in the LSA analysis. Likewise, when comparing
the selection of affective adjectives against the TV-Anytime terms triggered by
a sequence of ten episodes of the comedy “Two pints of lager” (Fig.4.12), the
preponderance of ‘happy’ and lack of ‘sad’ elements previously observed remains
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1 2 3 4 5 6 7 8 9 10
happy 0.07 0.14 0.13 0.1 0 -0.02 0.04 0.09 0.18 0.01
funny -0.02 0.13 0.1 0.1 0.03 -0.05 0.02 0.03 0.1 0.03
sexy -0.06 0.08 0.04 -0.01 0.04 0.04 0 0.02 0.02 0.06
romantic -0.01 0.01 0.08 -0.03 0.01 0.01 -0.03 -0.02 0.01 -0.03
soft 0.08 0.02 0.01 -0.03 0.08 -0.04 0.03 0.06 0.18 -0.04
mellow 0.01 0.02 0.01 -0.03 0.12 0.09 0.03 -0.06 0.03 0.12
cool -0.04 -0.01 0.01 -0.02 0.02 -0.01 -0.01 0 0.04 -0.02
angry 0.01 -0.02 0.03 0.03 0.02 0.12 -0.02 0.04 0.07 0
aggressive -0.01 0.09 0.23 0.01 0.03 0.08 -0.01 0.01 -0.01 0.01
dark 0.03 0 -0.05 -0.04 0.01 -0.04 0.05 -0.02 0.03 0.17
melancholy 0.04 -0.09 0.11 0.03 0.06 0.05 -0.07 -0.04 0.12 0.07
sad 0.07 0.04 -0.03 -0.06 -0.11 0.13 -0.04 0.06 0.08 0.03
1 2 3 4 5 6 7 8 9 10
Happy 0.07 0.14 0.13 0.10 0.09 0.18
Fun 0.11 0.12
Crazy 0.05 0.08 0.09 0.11 0.09 0.12 0.11 0.08
Humorous 0.10 0.12
Silly 0.15
Wacky 0.06 0.06 0.14 0.08 0.08 0.05
Satirical 0.05 0.05 0.07 0.08
Sexy 0.08 0.06
Romantic 0.08
Heart warming 0.08 0.06
Peaceful 0.06 0.08
Laid back 0.06 0.13 0.11 0.10 0.07
Outrageous 0.05 0.07 0.05
Shocking
Violent 0.08
Spooky
Chilling
Terrifying 0.09 0.10 0.11 0.06
Black 0.06 0.05
Heart rending 0.08 0.06
Sad 0.07 0.13 0.06 0.08
1 2 3 4 5 6 7 8 9 10
Inspirational 0.05 0.10
Exciting 0.05
Rousing 0.08 0.08 0.11
Stunning 0.05
Roller coaster 0.07 0.05
Astonishing 0.06
Breathtaking 0.06 0.05 0.12 0.17 0.05 0.07 0.07 0.05
Powerful 0.05 0.09 0.06
Gripping 0.06 0.12 0.07 0.08 0.13
Compelling 0.13 0.06 0.10
Gutsy 0.08 0.07 0.13
Stylish 0.05 0.09 0.05 0.09
Cutting edge 0.13 0.06
Eclectic 0.10 0.05
Improving 0.05 0.05
Confrontational 0.05 0.10 0.05 0.06
Contemporary 0.08 0.08
Intriguing 0.06 0.08
Irreverent
Innovative 0.05
Insightful 0.12 0.11
Analytical 0.07 0.05 0.06
Serious 0.05 0.06 0.08 0.20
Practical 0.07 0.10 0.10
Coarse 0.06 0.07 0.05 0.11
Gritty 0.08 0.06
Ambitious 0.06 0.13 0.07 0.08 0.08 0.09
Frantic 0.10
Fast moving 0.05 0.08 0.07 0.09 0.12
Hot
Alternative 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Thriller 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Two Pints of Lager...
Figure 4.12: LSA emotional values of 10 episodes of the comedy “Two Pints”
against last.fm tags (top) and two groups of TV-Anytime genre atmosphere
terms (below) based on TASA text corpus
even when adding the additional TV-Anytime terms to the analysis. What is
gained is primarily a larger distinction between ‘happy’ versus ‘funny’ brought
about by the added synonyms ‘crazy, humorous, silly’ and ‘wacky’. Confirm-
ing that apart from the resolution provided by the chosen number of semantic
markers, the retrieved emotional structure remains the same.
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4.3 Feelings and tags
Even though the emotional components retrieved in the above analysis of TV
synopses made it possible to distinguish the dramatic contrasts of a soap from
the overall lighter mood characteristic of a comedy, the emotional patterns were
in both cases based on program descriptions generated by the broadcaster,
rather than textual elements integral to the media itself, like a transcript of
dialogue or subtitles. Hypothesizing that we might be able to capture not only
the underlying mood of media, but also affective patterns unfolding over time,
the model was in the following applied to a selection of lyrics associated with
songs frequently played by users in the social music network last.fm. Enabling a
measure of ground truth, as the user defined tag-clouds describing the songs at
last.fm can be compared against the feelings derived from the song texts based
on LSA. The same twelve affective adjectives were applied as before, as these
terms also are among the most frequently occurring emotional words in the tag
clouds at last.fm describing songs. First, taking the affective adjectives ‘happy,
funny, sexy, romantic, soft, mellow, cool, angry, aggressive, dark, melancholy,
sad’ as a twelve-dimensional vector, these words were compared against each of
the 24798 tags retrieved from last.fm using LSA.
Calculating the cosine similarity between the twelve affective adjectives and the
more idiosyncratic last.fm tags, makes it possible to represent each of the 24798
tags as twelve dimensional LSA vectors as illustrated by the example ‘a bit sad’:
[0.39, 0.11, -0.08, -0.15, 0.02, 0.03, -0.06, 0.23, 0.01, -0.07, 0.19, 0.98]
Subsequently the last.fm tag vectors corresponding to a tag cloud for a particular
song are selected; e.g. the four vectors representing
[fun, sexy, mellow, cool]
are compared against the average LSA vector derived from the lyrics and ranged
according to their cosine similarity. The lyrics were selected from the [LyricWiki, ]
collection of song texts, using artist entries retrieved from the [Wikipedia, ] “List
of Musicians”, associated with the genres: alternative rock, blues, brit pop,
dream pop, gothic rock, indie rock, indie pop, pop punk, R&B, soul, hard rock,
reggae and heavy metal. And applying the restriction that the corresponding
last.fm tag clouds should contain one or more of the twelve affective adjectives
applied in the LSA analysis.
Taking the song “Rehab” (Fig.4.13) as an example, the most frequently applied
last.fm tags are ‘mellow, sexy, cool, happy’ whereas the top LSA values from the
lyrics are ‘funny, angry, cool, aggressive’. Comparing last.fm tags against LSA
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emotions based on their cosine similarity they agree most significantly on the
adjective ‘fun(ny)’ 0.87 followed by the terms ‘cool’ 0.29 ‘sexy’ 0.19 and ‘mellow’
0.04. In the latent semantics derived from the lyrics, the upper half of the lyrics
matrix is characterized by a horizontal band in row 2 corresponding to almost
sustained triggering of ‘funny’ reflecting positive valence, with less pronounced
activations of ‘cool’ and ‘angry’ components in row 7 and 8. Whereas the rows
of ‘happy’ at the top and ‘sad’ emotions at the very bottom remain mostly
negatively correlated until activated twice towards the end.
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SAD
Figure 4.13: “Rehab” (Amy Winehouse) LSA derived emotions over time re-
flected in the lyrics: ‘funny, angry, cool, aggressive’, last.fm tags for the song:
‘mellow, sexy, cool, happy’, max last.fm/LSA similarity: ‘fun(ny)’ 0.87 ‘cool’
0.29 ‘sexy’ 0.19 ‘mellow’ 0.04
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Figure 4.14: ‘“My immortal” (Evanescence) LSA derived emotions over time
reflected in the lyrics: ‘soft, sad, melancholy, happy’, last.fm tags for the song:
‘mellow, sad, melancholy, romantic’, max last.fm/LSA similarity: ‘sad’ 0.90
‘melancholy’ 0.78 ‘soft’ 0.75 ‘romantic’ 0.40
Almost the reverse distribution of emotions is triggered by the lyrics of “My
immortal” (Fig.4.14), where the three bottom rows of the matrix are saturated
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reflecting mostly ‘dark’ as well as ‘melancholy’ and ‘sad’ components. These
aspects are coupled with ‘soft’ components in row 5, while the upper rows of
the matrix now remain largely negatively correlated. Similar to how ‘funny’ and
‘angry’ was triggered simultaneously in the previous example, here in these lyrics
‘soft’ and ‘mellow’ stand out together centered around two peaks. The top LSA
values from the lyrics appear as ‘soft, sad, melancholy’ and ‘happy’. Whereas
the last.fm tags from the song come out as ‘sad’ combined with elements of
‘melancholy, soft’ and ‘romantic’. That is, the distribution of feelings triggered
by“My immortal” is shifted towards negative aspects of valence coupled with
‘soft’ elements. This also comes out when comparing last.fm tags against LSA
emotions, where they agree on the terms ‘sad’ 0.90 ‘melancholy’ 0.78 ‘soft’ 0.75
and ‘romantic’ 0.40.
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Figure 4.15: “The Scientist” (Coldplay) LSA derived emotions over time
reflected in the lyrics: ‘happy, sad, angry, mellow’, last.fm tags for the song:
‘mellow, cool, sad, melancholy’, last.fm/LSA similarity: ‘sad’ 0.42 ‘romantic’
0.42 ‘mellow’ 0.38 ‘melancholy’ 0.19
While the previous two songs represent predominantly positive or negative as-
pects of valence, the lyrics of “The Scientist” trigger feelings from both ends
of the scale simultaneously characterized by two ‘happy-sad’ peaks mixed with
‘romantic-soft’ feelings (Fig.4.15. Positive and negative extremes of valence are
activated in synchrony, reflected in the four emotions ‘happy, sad, angry’ and
‘mellow’ being triggered in the LSA analysis. Overall the matrix is sparse and
as a consequence the loadings of the two peaks are preserved in the average
LSA values for the lyrics. While the LSA analysis comes out as more ‘happy’
than ‘sad’, the last.fm tags tip the balance emphasizing more negative aspects in
‘mellow, cool, sad’ and ‘melancholy’. That is, the LSA and last.fm vectors agree
primarily on the affective adjectives ‘sad, romantic, mellow’ and ‘melancholic’.
Apart from a single peak towards the end, the lyrics of “Creep” appear to lack
the ‘happy-sad’ contrasts encountered in the first examples. Instead a mixture
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Figure 4.16: “Creep” (Radiohead) LSA derived emotions over time reflected
in the lyrics: ‘funny, dark, soft, cool’, last.fm tags for the song: ‘mellow, cool,
sad, melancholy’, last.fm/LSA similarity: ‘cool’ 0.50 ‘mellow’ 0.18 ‘romantic
0.07’
made from simultaneously activated peaks of ‘soft’ and ‘dark’ components, inter-
spersed with ‘funny’ elements characterize the lyrics (Fig.4.16. While the last.fm
tags describing the corresponding song are concentrated around ‘mellow, cool,
sad, melancholy’. Meaning, that the last.fm tags and the LSA analysis primarily
agree on the song being ‘cool’ and ‘mellow’.
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Figure 4.17: “Wonderwall” (Oasis) LSA derived emotions over time reflected
in the lyrics: ‘angry, happy, sad, dark’, last.fm tags for the song: ‘mellow, cool,
sad, melancholy’, last.fm/LSA similarity: ‘happy 0.25’ ‘mellow’ 0.14 ‘sad’ 0.11
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Figure 4.18: “Such great heights” (The Postal Service) LSA derived emo-
tions over time reflected in the lyrics: ‘funny, soft, cool, romantic, melancholy’,
last.fm tags for the song: ‘mellow, cool, sad, melancholy’, last.fm/LSA similar-
ity: ‘mellow’ 0.73 ‘cool’ 0.54 ‘romantic’ 0.53 ‘happy’ 0.32
Looking at the structures of vector loadings in the lyrics of “Wonderwall” they
build up to a ‘happy - sad’ peak in the beginning, which is subsequently trans-
formed into sustained ‘angry’ as well as ‘dark’ components that constitute a
contrasting texture in the last part of the song (Fig.4.17. It therefore becomes a
challenge to determine what feelings are being triggered when the mood changes
over time. On average the traces of ‘happy’ and ‘sad’ feelings reflected in the
latent semantics are due to a single large peak in the introduction, whereas the
‘angry’ and ‘dark’ elements seem to reflect a different context in the following
part of the lyrics. Judging from the last.fm tag cloud describing the correspond-
ing song the overall impressions are ‘mellow, cool, sad’ and ‘melancholy’. As
a result making the LSA analysis and the last.fm tags agree only to a certain
extent on the terms ‘happy, mellow’ and ‘sad’. The changing emotional con-
text over time comes out even more pronounced in the LSA derived patterns
of “Such great heights”, where the initial ‘soft, romantic’ peaks dissolve into
smaller segments of ‘mellow’ and later ‘melancholy’ textures as the song comes
to an end (Fig.4.18). In this case resulting in a much larger overlap between the
last.fm tags and LSA vectors, making them agree that the song mainly reflects
the feelings of ‘mellow, cool, romantic’ and ‘happy’.
To explore whether there are any significant correspondences between the LSA
emotions derived from the lyrics, and the tags describing the corresponding
songs at last.fm, the top two LSA values from 24798 lyrics were subsequently
plotted against the two most frequently applied tags for the corresponding songs
at last.fm. Mapped into a confusion matrix (Fig.4.19), it illustrates to what
degree the LSA derived emotions (rows) agree with how the same twelve adjec-
tives are reflected in the tagclouds describing the corresponding songs at last.fm
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Figure 4.19: Confusion matrix of LSA emotions derived from 24798 lyrics
(rows) versus how the same 12 adjectives describe the corresponding songs at
last.fm (columns). The matrix represents the accumulated co-occurrences be-
tween the top 2 LSA emotions and the top 2 most frequently applied last.fm
tags.
(columns). That is, the matrix represents the accumulated co-occurrences be-
tween the top 2 LSA emotions from the lyrics and the top 2 most frequently
applied tags for 24798 songs at last.fm. Here the cells along the diagonal of
the matrix indicate an agreement between LSA and last.fm tags, whereas the
off-diagonal entries illustrate how the usage of affective adjectives differ when
the lyrics analysis is compared against the user-defined descriptions of songs.
Taking a closer look at the matrix, the term ‘happy’ appears saturated in the
upper left corner of the diagonal. Indicating that when this feeling is triggered
by the lyrics in the LSA analysis, it is also frequently applied by users in the
corresponding last.fm tag cloud. Affective adjectives reflecting aspects of nega-
tive valence like ‘dark’ and ‘sad’ also come out stronger in the lower right corner
of the matrix. While among the more subdued emotions along the middle of the
diagonal only ‘cool’ appears slightly saturated. In the middle of the matrix the
row entry corresponding to the LSA emotion ‘soft’ is confused with the last.fm
column value of ‘mellow’ which therefore appears saturated off-diagonal. To a
certain extent this reflects that ‘soft’ and ‘mellow’ are both somewhat diffuse
terms, which is also illustrated in the confusion matrix where the emotions ap-
pear correlated in the text corpus underlying the LSA analysis (Fig. 3.10). But
even more important, the word ‘mellow’ is applied more than ten times as often
as the term ‘soft’ at last.fm. As a consequence the column corresponding to the
last.fm tag ‘mellow’ appears overall saturated in the matrix, and the word is
therefore being confused with the row entries of the LSA emotions ‘happy’ and
‘dark’. To a lesser degree the same skewing effect is visible in the next column
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corresponding to the tag ‘cool’, which is applied almost twice as often as ‘soft’ in
last.fm tag-clouds [Hu et al., 2007]. Both this bias and the broader meaning of
the word, might explain why it is being correlated with row entries correspond-
ing to the LSA emotions of ‘dark’ and ‘sad’. The terms in the upper left corner
of the matrix seem to a certain extent to overlap, as the row entry of the LSA
emotion ‘funny’ appears to be confused with the last.fm tag of ‘sexy’. Similarly
the emotions associated with ‘dark’ emotional timbres’ and ’sad’ feelings stand
out saturated in the lower right corner of the diagonal.
In order to determine to what degree these correlations in the confusion matrix
of LSA and last.fm entries are statistically significant, a randomized permutation
test was run to refute the null hypothesis of the rows and columns being inde-
pendent. Initially plotting the frequency of the entries on a gradient greyscale
(Fig. 4.20), the left matrix indicates whether the top two entries in the LSA
and last.fm matrix occur less or more frequently relative to null. Whereas the
black and white matrix to the right indicates which of the overly or less fre-
quent combinations of entries in the co-occurrence matrix are beyond random
and thus remain significant at p < 0.05 for n = 200.
Comparing the feelings retrieved from the lyrics based on LSA against the
last.fm tag-clouds describing the corresponding songs, the correlations in the
upper left corner of the matrices that remain statistically significant are the off-
diagonal LSA derived emotions of ‘happy’ and ‘funny’ that are confused with
the last.fm tag ‘sexy’. While in the lower right corner of the matrices the corre-
lation which appears beyond random is the off-diagonal LSA activation of ‘sad’
that is confused with the last.fm term ‘melancholy’. Likewise in the right part
of the matrix the LSA derived feeling of ‘soft’ when reflected in the lyrics is
correlated beyond random with the word ‘dark’ in the last.fm tagclouds. Mean-
ing, that when comparing average LSA values derived from the lyrics against
last.fm tags describing an entire song, the permutation test indicates that what
remains beyond random in the matrices is limited to a juxtaposition of ‘happy’
and ‘funny’ versus ‘sad’, although shifted off-diagonally due to differences in in-
terpretation of these terms in the LSA corpus and the last.fm tagclouds. While
there also appears to be a statistically significant correlation between the LSA
feeling ‘soft’ retrieved from the lyrics and the term ‘dark’ when applied as a
last.fm tag to describe a song.
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Figure 4.20: Randomized permutation test to refute the null hypothesis of
rows and columns being independent in the LSA and last.fm confusion matrix
(Fig. 4.19). The gradient plot (left) shows the observed frequencies of row and
column entries relative to null. Whereas the black and white plot (right) shows
matrix entries to be considered beyond random and statistically significant for
p < 0.05 and n= 200.
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4.4 Lyrical contours
While a ‘bag of emotions’ approach allows us to gauge the polarity of valence
or degree of arousal overall in the lyrics, and thereby simplifies a comparison
against last.fm tags describing a song as a whole, it largely ignores the tempo-
ral dimension integral to shaping lyrics as musical phrases. Mapping the LSA
derived emotions over time based on the previous small sample of lyrics, the
patterns seem to be constructed from mainly ‘happy-sad’ contrasts, as well as
‘funny-angry’ components coupled with ‘soft, cool, dark’ textures. This be-
comes more clear when plotting the LSA accumulated values for each line in
the lyrics over time. The patterns which previously appeared as saturated gra-
dients in the matrix, are instead visualized as color coded contours constituted
by each of the affective components triggered by the lyrics. Forming dramatic
temporal landscapes, made from peaks and valleys reflecting the loadings in the
matrix, the contributions of the individual affective components can be made
out [Petersen et al., 2009].
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Figure 4.21: Rehab (Amy Winehouse): Accumulated LSA derived emotional
values outlined vertically, as they are reflected in each line of the lyrics plotted
horizontally over time for the entire song.
In the song “Rehab” (Fig. 4.21) a consistently ‘funny’ and ‘cool’ flavored dense
texture reflects the positive valence, interspersed with a few ‘happy-sad’ peaks
that build up to a climax towards the end. A mixture of pleasant elements that
can also be made out in the lyrics of “Time to pretend”, although the ‘cool’ is
here combined with more ‘sexy’ and ‘romantic’ aspects that are divided into a
sparse and segmented structure (Fig. 4.22)
4.4 Lyrical contours 75
happy -0 -0 -0 -0 0 NaNaN-0 0 0 NaN0 NaN-3.69E-040 - 0 -0 0 -0 0 -0 0 NaN0 NaN0 0 0 0
funny 0 0 0 0 0 NaNaN0 -0 0 NaN0 NaN-0 -0 -0 0 0 0 0 0 -0 0 NaN0 NaN0 0 0 0
sexy -0 0 0 -0 0 NaNaN-0 -0 -0 NaN-0 NaN0 0 0 0 0 -0 0 0 0 -0 NaN-0 NaN0 0 0 0
romantic -0 -0 0 0 0 NaNaN-0 -0 0 NaN0 NaN0 0 0 0 0 0 0 -0 -0 0 NaN0 NaN-0 -0 -0 -0
soft -0 -0 -0 -0 -0 NaNaN0 -0 -0 NaN-0 NaN-0 -0 0 0 0 -0 -0 -0 -0 -0 NaN-0 NaN0 0 0 0
mellow -0 0 0 -0 0 NaNaN0 -0 -0 NaN-0 NaN-0 -0 -0 0 -0 0 -0 0 -0 -0 NaN-0 NaN-0 -0 -0 -0
cool 0 0 -0 -0 -0 NaNaN-0 -0 -0 NaN-0 NaN0 0 0 0 0 -0 -0 0 -0 -0 NaN-0 NaN0 0 0 0
angry -0 0 0 0 0 NaNaN0 0 0 NaN0 NaN0 -0 -0 -0 0 0 -0 0 0 0 NaN0 NaN0 0 0 0
aggressive 0 0 0 0 0 NaNaN0 0 -0 NaN-0 NaN0 0 0 0 0 -0 -0 -0 0 -0 NaN-0 NaN0 0 0 0
dark -0 -0 0 -0 0 NaNaN0 -0 -0 NaN-0 NaN-0 -0 -0 0 -0 0 -0 -0 -0 -0 NaN-0 NaN-0 -0 -0 -0
melancholy 0 -0 -0 -0 0 NaNaN-0 0 -0 NaN-0 NaN-0 -0 -0 -0 0 -0 0 -0 -0 -0 NaN-0 NaN-0 -0 -0 -0
sad 0 -0 -0 -0 0 NaNaN0 0 0 NaN0 NaN-0 0 -0 0 0 0 -0 -0 0 0 NaN0 NaN0 0 0 0
0
0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 n sum avg %
happy -0 -0 -0 -0 0 -0 0 0 0 -4E-040 -0 0 -0 0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 happy 2 0.4 0.19 8% 8.333
funny
0 0 0 0 0 0 -0 0 0 -0 -0 -0 0 0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 > 0.25 0
funny 9 2.4 0.26 38% 37.5
sexy
-0 0 0 -0 0 -0 -0 -0 -0 0 0 0 0 0 -0 0 0 0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0
sexy 9 1.7 0.19 38% 37.5
romantic
-0 -0 0 0 0 -0 -0 0 0 0 0 0 0 0 0 0 -0 -0 0 0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.23 0
romantic 7 0.9 0.13 29% 29.17
soft
-0 -0 -0 -0 -0 0 -0 -0 -0 -0 -0 0 0 0 -0 -0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.21 0
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angry 14 2.3 0.16 58% 58.33
aggressive
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Figure 4.22: Time to pretend (MGMT): Accumulated LSA derived emotional
values outlined vertically, as they are reflected in each line of the lyrics plotted
horizontally over time for the entire song.
Whereas in the almost diametrically opposed “My immortal” (Fig.4.23) the neg-
atively biased valence of the lyrics constitute a ‘dark’ toned range of ‘melancholy’
and ‘sad’ peaks repeatedly rising above the suppressed ‘happy’ and ‘romantic’
feelings defining an emotional baseline that dissolves when the song comes to
an end.
happy 0 0 0 0 0 0 -0 0 0 -0 -0 -0 0 0 0 0 0 0 0 0 -0 0 0 -0 -0 -0 0 0 0 NaN-0 -0 -0 0 0 0 NaN
funny 0 0 -0 -0 -0 -0 -0 -0 0 -0 0 -0 -0 -0 0 -0 -0 0 0 -0 -0 -0 0 -0 0 -0 -0 0 -0 NaN-0 0 -0 -0 -0 -0 NaN
sexy -0 0 -0 -0 0 -0 -0 -0 -0 0 0 -0 -0 -0 -0 -0 -0 -0 -0 0 -0 -0 -0 0 0 -0 -0 -0 -0 NaN0 0 -0 -0 0 0 NaN
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dark 0 -0 0 0 0 0 -0 -0 -0 -0 -0 -0 0 -0 0 0 1 0 -0 0 -0 -0 -0 -0 -0 -0 0 -0 1 NaN-0 -0 -0 0 -0 -0 NaN
melancholy 0 0 0 0 0 0 0 0 -0 0 -0 -0 0 0 0 0 0 0 0 0 0 0 -0 0 -0 -0 0 -0 0 NaN0 -0 -0 0 0 0 NaN
sad 0 0 0 0 0 0 0 1 6.34E-04-0 -0 0 0 0 0 0 0 0 0 0 0 1 6.34E-04-0 -0 0 0 0 0 NaN-0 -0 0 0 0 0 NaN
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AVERAGE 11 2.4 0.19 31%
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Figure 4.23: My immortal (Evanescence): Accumulated LSA derived emo-
tional values outlined vertically, as they are reflected in each line of the lyrics
plotted horizontally over time for the entire song.
These ‘melancholy’ and ‘sad’ spikes that consistently build up to generate a
‘dark’ atmosphere are also characteristic of the feelings reflected in the lyrics of
“Starlight”, which to an even larger degree outweigh the ‘romantic’ elements in
the texture of the song (Fig.4.24)
76 Semantic spaces
happy NaN-0 0 -0 0 0 0 0 0 -0 0 0 0 -0 0 NaN0 0 0 -0 0 -0 0 -0 0 NaN-0 0 -0 NaN0 0 0 -0 0 -0 0.03-0.180.03-0.18
funny NaN0 -0 0 0 -0 0 0 -0 0 -0 0 0 -0 0 NaN-0 0 -0 0 -0 0 -0 0 -0 NaN0 -0 0 NaN-0 0 -0 0 -0 0 -0.140.05-0.140.05
sexy NaN-0 -0 0 0 -0 0 -0 -0 0 -0 -0 -0 0 0 NaN-0 0 0 -0 0 -0 -0 0 -0 NaN-0 -0 0 NaN-0 0 0 -0 0 -0 -0.030.07-0.030.07
romantic NaN0 0 -0 -0 -0 0 -0 -0 -0 -0 0 0 -0 0 NaN-0 0 -0 -0 -0 -0 -0 -0 -0 NaN0 0 -0 NaN-0 0 -0 -0 -0 -0 -0.03-0.07-0.03-0.07
soft NaN0 0 -0 1 -0 -0 0 0 -0 0 -0 -0 -0 0 NaN0 1 -0 -0 -0 -0 0 -0 0 NaN0 0 -0 NaN0 1 -0 -0 -0 -0 0.07-0.090.07-0.09
mellow NaN0 0 0 0 0 0 0 -0 -0 -0 0 0 -0 0 NaN0 0 0 -0 0 -0 -0 -0 -0 NaN0 0 0 NaN0 0 0 -0 0 -0 -0.15-0.21-0.15-0.21
cool NaN0 -0 -0 0 -0 -0 0 0 0 0 -0 -0 0 0 NaN0 0 -0 0 -0 0 0 0 0 NaN0 -0 -0 NaN0 0 -0 0 -0 0 0.030.040.030.04
angry NaN0 -0 0 -0 0 -0 0 0 0 0 -0 -0 0 0 NaN-0 -0 0 -0 0 -0 0 0 0 NaN0 -0 0 NaN-0 -0 0 -0 0 -0 0.090.070.090.07
aggressive NaN-0 0 -0 0 0 0 -0 -0 -0 -0 -0 -0 -0 -0 NaN0 0 -0 0 -0 0 -0 -0 -0 NaN-0 0 -0 NaN0 0 -0 0 -0 0 -0.11-0.08-0.11-0.08
dark NaN-0 0 0 1 -0 -0 -0 -0 -0 -0 0 0 0 0 NaN0 1 0 0 0 0 -0 -0 -0 NaN-0 0 0 NaN0 1 0 0 0 0 -0.31-0.22-0.31-0.22
melancholy NaN-0 0 0 0 0 0 -0 0 -0 0 0 0 -0 0 NaN0 0 -0 -0 -0 -0 0 -0 0 NaN-0 0 0 NaN0 0 -0 -0 -0 -0 0.08-0.310.08-0.31
sad NaN-0 1 0 0 0 0 -0 0 -0 0 1 1 -0 0 NaN0 0 0 -0 0 -0 0 -0 0 NaN-0 1 0 NaN0 0 0 -0 0 -0 0.07-0.190.07-0.19
0
0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 n sum avg %
happy -0 0 -0 0 0 0 0 0 -0 0 0 0 -0 0 0 0 0 -0 0 -0 0 -0 0 -0 0 -0 0 0 0 -0 0 -0 0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 happy 16 4.2 0.26 44% 44.44
funny
0 -0 0 0 -0 0 0 -0 0 -0 0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 > 0.25 0
funny 12 1.7 0.15 33% 33.33
sexy
-0 -0 0 0 -0 0 -0 -0 0 -0 -0 -0 0 0 -0 0 0 -0 0 -0 -0 0 -0 -0 -0 0 -0 0 0 -0 0 -0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0.25 0
sexy 1 0.1 0.10 3% 2.778
romantic
0 0 -0 -0 -0 0 -0 -0 -0 -0 0 0 -0 0 -0 0 -0 -0 -0 -0 -0 -0 -0 0 0 -0 -0 0 -0 -0 -0 -0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0.23 0
romantic 6 1.4 0.23 17% 16.67
soft
0 0 -0 1 -0 -0 0 0 -0 0 -0 -0 -0 0 0 1 -0 -0 -0 -0 0 -0 0 0 0 -0 0 1 -0 -0 -0 -0 0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0.21 0
soft 7 2.6 0.37 19% 19.44
mellow
0 0 0 0 0 0 0 -0 -0 -0 0 0 -0 0 0 0 0 -0 0 -0 -0 -0 -0 0 0 0 0 0 0 -0 0 -0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0.19 0
mellow 7 1.1 0.16 19% 19.44
cool
0 -0 -0 0 -0 -0 0 0 0 0 -0 -0 0 0 0 0 -0 0 -0 0 0 0 0 0 -0 -0 0 0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.17 0
cool 10 1.9 0.19 28% 27.78
angry
0 -0 0 -0 0 -0 0 0 0 0 -0 -0 0 0 -0 -0 0 -0 0 -0 0 0 0 0 -0 0 -0 -0 0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.15 0
angry 4 0.5 0.14 11% 11.11
aggressive
-0 0 -0 0 0 0 -0 -0 -0 -0 -0 -0 -0 -0 0 0 -0 0 -0 0 -0 -0 -0 -0 0 -0 0 0 -0 0 -0 0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0.13 0
aggressive 4 0.7 0.18 11% 11.11
dark
-0 0 0 1 -0 -0 -0 -0 -0 -0 0 0 0 0 0 1 0 0 0 0 -0 -0 -0 -0 0 0 0 1 0 0 0 0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0.11 0
dark 7 2.6 0.37 19% 19.44
melancholy
-0 0 0 0 0 0 -0 0 -0 0 0 0 -0 0 0 0 -0 -0 -0 -0 0 -0 0 -0 0 0 0 0 -0 -0 -0 -0 0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0.09 0
melancholy 11 2.5 0.23 31% 30.56
sad
-0 1 0 0 0 0 -0 0 -0 0 1 1 -0 0 0 0 0 -0 0 -0 0 -0 0 -0 1 0 0 0 0 -0 0 -0 0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 < 0.09 0 sad 13 4.9 0.37 36% 36.11
AVERAGE 8 2.0 0.23 23%
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
happy
NaN 0.25 0.29 0.18 0.33 0.38 0.39 0.22 NaN 0.37 0.24 0.17 0.17 NaN 0.25 NaN 0.37 0.24 0.17 0.17
funny
NaN 0.18 0.16 0.10 0.12 0.11 0.11 NaN 0.18 0.18 NaN 0.18 0.16 NaN 0.11 0.18
sexy
NaN 0.10 NaN NaN NaN
romantic
NaN 0.23 0.20 0.28 0.28 0.17 NaN NaN 0.23 NaN
soft
NaN 0.22 0.53 NaN 0.19 0.62 NaN 0.22 NaN 0.19 0.62
mellow
NaN 0.16 0.14 0.14 NaN 0.10 0.25 NaN NaN 0.10 0.25
cool
NaN 0.14 0.21 NaN 0.11 0.24 0.21 0.21 NaN NaN 0.11 0.24 0.23 0.21
angry
NaN 0.17 0.12 0.09 NaN NaN 0.17 NaN
aggressive
NaN NaN 0.20 0.20 NaN NaN 0.12 0.20
dark
NaN 0.22 0.58 NaN 0.21 0.57 NaN 0.22 NaN 0.21 0.57
melancholy
NaN 0.30 0.16 0.13 0.21 0.20 0.12 NaN 0.18 0.34 NaN 0.30 NaN 0.18 0.34
sad
NaN 0.59 0.17 0.23 0.31 0.51 0.51 0.47 NaN 0.21 0.44 NaN 0.59 0.17 NaN 0.21 0.44
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
happy
0.00 0.00 0.25 0.25 0.55 0.73 1.06 1.06 1.06 1.06 1.06 1.44 1.83 1.83 2.05 2.05 2.42 2.66 2.82 2.82 2.99 2.99 2.99 2.99 2.99 2.99 2.99 3.24 3.24 3.24 3.61 3.85 4.02 4.02 4.19 4.19 4.19 4.19 4.19 4.19 4.19 4.19 4.19 4.19 4.19 4.19 4.19 4.19 4.19 4.19
funny
0.00 0.18 0.18 0.34 0.34 0.34 0.44 0.56 0.56 0.56 0.56 0.67 0.77 0.77 0.77 0.77 0.77 0.77 0.77 0.95 0.95 1.12 1.12 1.12 1.12 1.12 1.31 1.31 1.46 1.46 1.46 1.46 1.46 1.57 1.57 1.75 1.75 1.75 1.75 1.75 1.75 1.75 1.75 1.75 1.75 1.75 1.75 1.75 1.75 1.75
sexy
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10
romantic
0.00 0.00 0.23 0.23 0.23 0.23 0.44 0.44 0.44 0.44 0.44 0.72 1.00 1.00 1.17 1.17 1.17 1.17 1.17 1.17 1.17 1.17 1.17 1.17 1.17 1.17 1.17 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40
soft
0.00 0.00 0.22 0.22 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.94 1.56 1.56 1.56 1.56 1.56 1.56 1.56 1.56 1.56 1.56 1.78 1.78 1.78 1.97 2.59 2.59 2.59 2.59 2.59 2.59 2.59 2.59 2.59 2.59 2.59 2.59 2.59 2.59 2.59 2.59 2.59 2.59 2.59
mellow
0.00 0.00 0.00 0.00 0.00 0.00 0.16 0.16 0.16 0.16 0.16 0.30 0.44 0.44 0.44 0.44 0.54 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.88 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13
cool
0.00 0.00 0.00 0.00 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.35 0.35 0.35 0.46 0.70 0.70 0.92 0.92 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.24 1.48 1.48 1.71 1.71 1.93 1.93 1.93 1.93 1.93 1.93 1.93 1.93 1.93 1.93 1.93 1.93 1.93 1.93 1.93
angry
0.00 0.17 0.17 0.17 0.17 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.38 0.38 0.38 0.38 0.38 0.38 0.38 0.38 0.38 0.38 0.38 0.38 0.38 0.55 0.55 0.55 0.55 0.55 0.55 0.55 0.55 0.55 0.55 0.55 0.55 0.55 0.55 0.55 0.55 0.55 0.55 0.55 0.55 0.55 0.55 0.55 0.55
aggressive
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.20 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.51 0.51 0.71 0.71 0.71 0.71 0.71 0.71 0.71 0.71 0.71 0.71 0.71 0.71 0.71 0.71 0.71
dark
0.00 0.00 0.22 0.22 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79 1.00 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.79 1.79 1.79 2.00 2.57 2.57 2.57 2.57 2.57 2.57 2.57 2.57 2.57 2.57 2.57 2.57 2.57 2.57 2.57 2.57 2.57 2.57 2.57
melancholy
0.00 0.00 0.30 0.30 0.47 0.60 0.60 0.60 0.60 0.60 0.60 0.81 1.01 1.01 1.13 1.13 1.31 1.66 1.66 1.66 1.66 1.66 1.66 1.66 1.66 1.66 1.66 1.96 1.96 1.96 2.14 2.48 2.48 2.48 2.48 2.48 2.48 2.48 2.48 2.48 2.48 2.48 2.48 2.48 2.48 2.48 2.48 2.48 2.48 2.48
sad
0.00 0.00 0.59 0.75 0.98 0.98 1.30 1.30 1.30 1.30 1.30 1.81 2.31 2.31 2.79 2.79 3.00 3.44 3.44 3.44 3.44 3.44 3.44 3.44 3.44 3.44 3.44 4.03 4.20 4.20 4.41 4.85 4.85 4.85 4.85 4.85 4.85 4.85 4.85 4.85 4.85 4.85 4.85 4.85 4.85 4.85 4.85 4.85 4.85 4.85
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Figure 4.24: Starlight (Muse): Accumulated LSA derived emotional values
outlined vertically, as they are reflected in each line of the lyrics plotted hori-
zontally over time for the entire song.
Mostly lacking the ‘dark’ hues of the songs above, the mixture of both positive
and negative valence blend together in the plot of “The Scientist” (Fig.4.25).
Whereas what constitutes the ‘sad’ and ‘melancholy’ aspects of the lyrics are
concentrated in two large peaks at the very beginning and the latter part of
the song. That is, in a structure like this a few significant spikes appear to
determine whether the axis of valence tips towards one end of the scale or the
other.
h ppy 0 NaN1 -0 0 0 0 -0 0 -0 -0 -0 0 0 0 0 0 -0 -0 -0 -0 0 0 1 0 -0 -0 -0 0 0 0 0 0 0
funny 0 NaN0 -0 -0 -0 -0 0 0 0 0 -0 0 -0 0 0 0 0 0 -0 0 -0 -0 0 0 0 0 0 0 0 -0 0 0 0
sexy 0 NaN0 -0 -0 -0 -0 -0 -0 0 0 -0 -0 0 -0 0 -0 -0 0 -0 -0 0 -0 0 -0 -0 0 0 -0 -0 0 -0 0 -0
romantic 0 NaN0 -0 0 -0 0 -0 -0 0 0 -0 -0 0 -0 0 -0 -0 0 -0 0 0 0 0 0 -0 0 -0 0 -0 0 -0 0 0
soft -0 NaN0 -0 -0 -0 0 0 -0 0 0 -0 0 -0 0 0 -0 -0 0 -0 0 -0 0 0 -0 -0 0 -0 -0 0 -0 0 0 -0
mellow 0 NaN0 -0 0 0 -0 -0 0 0 -0 -0 0 -0 0 0 0 -0 -0 -0 -0 0 0 0 0 0 0 -0 0 0 -0 0 0 0
cool -0 NaN0 0 -0 0 0 0 -0 0 0 -0 0 -0 0 0 -0 -0 -0 0 -0 -0 -0 0 -0 -0 0 0 -0 0 -0 0 0 -0
angry 0 NaN-0 -0 -0 -0 -0 0 0 -0 0 -0 0 -0 0 0 0 0 -0 -0 -0 -0 -0 -0 0 0 -0 0 0 0 -0 0 0 0
aggressive -0 NaN0 -0 0 0 -0 0 0 -0 -0 -0 0 -0 0 0 0 -0 0 -0 0 -0 0 0 0 -0 -0 0 0 0 -0 0 0 0
dark -0 NaN-0 0 -0 0 -0 0 -0 0 -0 0 -0 -0 -0 -0 -0 -0 -0 0 0 0 -0 -0 -0 0 0 -0 -0 -0 -0 -0 -0 -0
melancholy 0 NaN0 -0 -0 -0 0 -0 -0 0 0 0 -0 0 -0 -0 -0 -0 0 0 -0 -0 0 0 -0 -0 0 -0 -0 -0 0 -0 -0 -0
sad -6.79E-04NaN1 0 0 -0 0 -0 -0 -0 -0 -0 0 0 0 0 -0 -0 0 -0 -0 -0 0 1 0 -0 -0 -0 -0 0 0 0 0 -0
0
0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 n sum avg %
happy 1 -0 0 0 0 -0 0 -0 -0 -0 0 0 0 0 0 -0 -0 -0 -0 0 0 1 0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 happy 12 3.6 0.30 36% 36.36
funny
0 -0 -0 -0 -0 0 0 0 0 -0 0 -0 0 0 0 0 0 -0 0 -0 -0 0 0 0 0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 > 0.25 0
funny 10 1.5 0.15 30% 30.3
sexy
0 -0 -0 -0 -0 -0 -0 0 0 -0 -0 0 -0 0 -0 -0 0 -0 -0 0 -0 0 -0 -0 0 0 -0 -0 0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0
sexy 4 0.6 0.15 12% 12.12
romantic
0 -0 0 -0 0 -0 -0 0 0 -0 -0 0 -0 0 -0 -0 0 -0 0 0 0 0 0 -0 0 -0 0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.23 0
romantic 8 1.5 0.19 24% 24.24
soft
0 -0 -0 -0 0 0 -0 0 0 -0 0 -0 0 0 -0 -0 0 -0 0 -0 0 0 -0 -0 0 -0 -0 0 -0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.21 0
soft 6 1.6 0.26 18% 18.18
mellow
0 -0 0 0 -0 -0 0 0 -0 -0 0 -0 0 0 0 -0 -0 -0 -0 0 0 0 0 0 0 -0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.19 0
mellow 10 1.7 0.17 30% 30.3
cool
0 0 -0 0 0 0 -0 0 0 -0 0 -0 0 0 -0 -0 -0 0 -0 -0 -0 0 -0 -0 0 0 -0 0 -0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.17 0
cool 8 1.2 0.16 24% 24.24
angry
-0 -0 -0 -0 -0 0 0 -0 0 -0 0 -0 0 0 0 0 -0 -0 -0 -0 -0 -0 0 0 -0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.15 0
angry 9 1.8 0.20 27% 27.27
aggressive
0 -0 0 0 -0 0 0 -0 -0 -0 0 -0 0 0 0 -0 0 -0 0 -0 0 0 0 -0 -0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.13 0
aggressive 4 0.4 0.11 12% 12.12
dark
-0 0 -0 0 -0 0 -0 0 -0 0 -0 -0 -0 -0 -0 -0 -0 0 0 0 -0 -0 -0 0 0 -0 -0 -0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.11 0
dark 3 0.5 0.18 9% 9.091
melancholy
0 -0 -0 -0 0 -0 -0 0 0 0 -0 0 -0 -0 -0 -0 0 0 -0 -0 0 0 -0 -0 0 -0 -0 -0 0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.09 0
melancholy 6 1.4 0.24 18% 18.18
sad
1 0 0 -0 0 -0 -0 -0 -0 -0 0 0 0 0 -0 -0 0 -0 -0 -0 0 1 0 -0 -0 -0 -0 0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 < 0.09 0 sad 12 3.0 0.25 36% 36.36
AVERAGE 8 1.6 0.20 23%
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
happy
NaN 0.77 0.22 0.26 0.13 0.26 0.17 0.20 0.77 0.26 0.13 0.26 0.17
funny
NaN 0.13 0.14 0.17 0.16 0.26 0.13 0.12 0.22 0.10 0.10
sexy
NaN 0.19 0.13 0.09 0.19
romantic
NaN 0.38 0.12 0.15 0.12 0.10 0.14 0.38 0.15
soft
NaN 0.39 0.13 0.24 0.20 0.39 0.24
mellow
NaN 0.20 0.13 0.13 0.20 0.32 0.20 0.09 0.13 0.13 0.20
cool
NaN 0.19 0.17 0.09 0.13 0.15 0.19 0.19 0.15
angry
NaN 0.21 0.21 0.21 0.19 0.19 0.17 0.17 0.22 0.22
aggressive
NaN 0.11 0.12 0.10 0.10
dark
NaN 0.12 0.16 0.25
melancholy
NaN 0.28 0.21 0.23 0.22 0.28 0.23
sad
NaN 0.61 0.24 0.15 0.19 0.15 0.11 0.30 0.61 0.15 0.19 0.15 0.11
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
happy
0.00 0.00 0.77 0.77 0.77 0.77 0.99 0.99 0.99 0.99 0.99 0.99 1.26 1.38 1.65 1.82 1.82 1.82 1.82 1.82 1.82 1.82 2.02 2.79 2.79 2.79 2.79 2.79 2.79 3.06 3.18 3.45 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62
funny
0.00 0.00 0.13 0.13 0.13 0.13 0.13 0.27 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.61 0.87 0.87 0.87 0.87 0.87 0.87 0.99 0.99 1.12 1.12 1.34 1.44 1.44 1.44 1.44 1.44 1.55 1.55 1.55 1.55 1.55 1.55 1.55 1.55 1.55 1.55 1.55 1.55 1.55 1.55 1.55 1.55 1.55
sexy
0.00 0.00 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.32 0.32 0.32 0.41 0.41 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60
romantic
0.00 0.00 0.38 0.38 0.38 0.38 0.50 0.50 0.50 0.64 0.64 0.64 0.64 0.64 0.64 0.64 0.64 0.64 0.77 0.77 0.87 1.01 1.01 1.39 1.39 1.39 1.54 1.54 1.54 1.54 1.54 1.54 1.54 1.54 1.54 1.54 1.54 1.54 1.54 1.54 1.54 1.54 1.54 1.54 1.54 1.54 1.54 1.54 1.54 1.54
soft
0.00 0.00 0.39 0.39 0.39 0.39 0.51 0.51 0.51 0.76 0.76 0.76 0.76 0.76 0.76 0.76 0.76 0.76 0.76 0.76 0.76 0.76 0.95 1.34 1.34 1.34 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58
mellow
0.00 0.00 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.33 0.33 0.46 0.66 0.66 0.66 0.66 0.66 0.66 0.98 0.98 1.18 1.28 1.28 1.28 1.28 1.28 1.41 1.41 1.54 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74
cool
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Figure 4.25: The Scientist (Coldplay): Accumulated LSA derived emotional
values outlined vertically, as they are reflected in each line of the lyrics plotted
horizontally over time for the entire song.
Another example of this kind can be found in the lyrics of “Nothing else mat-
ters”, similarly characterized by elements of both positive and negative valence
that keep each other in balance. Apart from the significant ‘sad’ and ‘melan-
choly’ spikes that influence the overall bias in the emotional load (Fig.4.26).
4.4 Lyrical contours 77
happy -0 0 0 -0 -0 0 -0 -0 0 -0 0 -0 0 0 -0 -0 0 0 -0 0 0 -0 -0 0 -0 -0 0 -0 0 -0 0 0 0 0 -0 -0 0.430.16-0.26
funny 0 -0 -0 0 -0 0 0 0 -0 0 -0 0 0 0 -0 0 -0 -0 0 0 0 -0 -0 0 0 0 -0 0 -0 0 0 0 0 0 -0 0 -0.14-0.130.19
sexy -0 -0 -0 0 -0 -0 0 0 -0 -0 -0 0 0 0 -0 -0 -0 -0 0 0 0 -0 -0 -0 0 0 -0 -0 -0 0 0 0 0 0 -0 -0 -0.04-0.070.01
romantic -0 0 -0 -0 -0 -0 -0 -0 -0 0 0 -0 -0 -0 -0 -0 0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 0 0 -0 -0 -0 -0 -0 -0 -0 0.13-0.12-0.19
soft 0 0 0 -0 -0 -0 -0 -0 -0 -0 -0 -0 0 0 0 0 0 0 -0 0 0 0 -0 -0 -0 -0 -0 -0 -0 -0 0 0 0 0 0 0 0.210.01-0.01
mellow -0 0 -0 -0 -0 -0 -0 -0 0 0 -0 -0 -0 -0 -0 -0 0 -0 -0 -0 -0 -0 -0 -0 -0 -0 0 0 -0 -0 -0 0 -0 -0 -0 -0 0.09-0.10- .10
cool 0 0 -0 0 -0 -0 -0 0 -0 0 -0 0 -0 -0 0 0 0 -0 0 -0 -0 0 -0 -0 -0 0 -0 0 -0 0 -0 0 -0 -0 0 0 0.07-0.100.18
angry -0 -0 -0 0 -0 0 0 0 -0 0 0 0 0 0 0 -0 -0 -0 0 0 0 0 -0 0 0 0 -0 0 0 0 0 0 0 0 0 -0 -0.27-0.070.22
aggressive -0 0 -0 -0 0 -0 0 -0 -0 -0 -0 -0 -0 -0 -0 -0 0 -0 -0 -0 -0 -0 0 -0 0 -0 -0 -0 -0 -0 -0 0 -0 -0 -0 -0 0.01-0.04-0.09
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soft 10 1.4 0.14 26% 25.64
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Figure 4.26: Nothing else matters (Metallica): Accumulated LSA derived
emotional values outlined vertically, as they are reflected in each line of the
lyrics plotted horizontally over time for the entire song.
Discounting a single large peak towards the end of “Creep”, the lyrics are largely
devoid of the ‘happy-sad’ building blocks found in most other songs (Fig.4.27).
These feelings appear only slightly activated and are substituted by ‘soft-dark’
peaks hovering over a ‘cool’ tinted somewhat ‘mellow’ texture.
happy -0 -0 -0 0 0 0 0 -0 -0 -0 0 0 0 -0 0 -0 0 0 -0 -0 -0 0 -0 0 0 1 0 0 -0 -0 -0 0 0.04 0
funny 0 0 0 0 0 0 0 0 0 0 0 0 0 -0 0 0 0 0 0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0.07 0
sexy 0 0 0 0 0 0 0 -0 8.53E-050 -0 -0 0 0 0 -0 0 0 -0 8.53E-050 -0 -0 0 0 0 0 0 -0 8.53E-050 -0 -0.11 0
romantic 0 0 -0 0 0 -0 -0 -0 0 -0 0 -0 -0 0 0 0 -0 -0 -0 0 -0 0 -0 -0 -0 0 -0 -0 -0 0 -0 0 0.16 0
soft 0 0 -0 0 0 0 0 0 0 -0 -0 0 0 -0 0 0 0 0 0 0 -0 -0 -0 -0 -0 0 0 0 0 0 -0 -0 -0.14 0
mellow -0 -0 -0 0 0 -0 -0 0 0 -0 -0 -0 -0 -0 0 0 -0 -0 0 0 -0 -0 0 0 0 0 -0 -0 0 0 -0 -0 -0.05 0
cool 0 0 -0 0 0 0 0 0 0 -0 -0 -0 -0 0 0 -0 0 0 0 0 -0 -0 -0 -0 -0 0 0 0 0 0 -0 -0 -0.08 0
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melancholy 0 -0 -0 0 0 -0 -0 -0 0 -0 0 0 0 -0 0 -0 -0 -0 -0 0 -0 0 -0 -0 -0 0 -0 -0 -0 0 -0 0 0.20 0
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funny
0 0 0 0 0 0 0 0 0 0 0 0 0 0 -0 0 0 0 0 0 0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 > 0.25 0
funny 17 3.6 0.21 52% 51.52
sexy
0 0 0 0 0 0 0 0 -0 0 -0 -0 0 0 0 -0 0 0 0 -0 0 -0 -0 0 0 0 0 0 0 0 -0 0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0
sexy 3 0.4 0.13 9% 9.091
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0 0 0 -0 0 0 -0 -0 -0 0 -0 0 -0 -0 0 0 0 0 -0 -0 -0 0 -0 0 -0 -0 -0 0 0 0 -0 -0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.23 0
romantic 8 1.3 0.16 24% 24.24
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0 0 0 -0 0 0 0 0 0 0 -0 -0 0 0 -0 0 0 0 0 0 0 0 -0 -0 -0 -0 -0 0 0 0 0 0 0 0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.21 0
soft 9 3.0 0.34 27% 27.27
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0 -0 -0 -0 0 0 -0 -0 0 0 -0 -0 -0 -0 -0 0 0 0 -0 -0 0 0 -0 -0 0 0 0 0 0 0 -0 -0 0 0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.19 0
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0 -0 -0 0 -0 -0 0 0 -0 0 0 -0 0 -0 -0 -0 0 0 0 0 -0 0 0 -0 -0 0 0 0 0 0 0 0 -0 0 0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.15 0
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funny
0.19 0.16 0.29 0.23 0.23 0.29 0.12 0.28 0.23 0.23 0.29 0.12 0.12 0.23 0.23 0.29 0.12
sexy
0.14 0.16 0.10
romantic
0.15 0.23 0.16 0.12 0.17 0.16 0.16 0.16
soft
0.50 0.12 0.44 0.28 0.44 0.17 0.44 0.20 0.44
mellow
0.18 0.19 0.19 0.09 0.16 0.19
cool
0.12 0.27 0.10 0.09 0.11 0.21 0.13 0.27 0.17 0.11 0.09 0.21 0.13 0.12 0.11 0.09 0.21 0.13
angry
0.36 0.16 0.15 0.39 0.16 0.13 0.12 0.11 0.16
aggressive
0.11 0.12
dark
0.14 0.22 0.73 0.25 0.73 0.25 0.22 0.73 0.25
melancholy
0.29 0.28 0.20 0.10 0.20 0.10 0.20 0.20
sad
0.22 0.10 0.11 0.17 0.11 0.34 0.11
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
happy
0.00 0.00 0.00 0.00 0.00 0.25 0.36 0.36 0.36 0.36 0.36 0.36 0.53 0.53 0.53 0.74 0.74 0.74 0.74 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 1.63 1.63 1.63 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74 1.74
funny
0.00 0.00 0.19 0.35 0.64 0.64 0.88 1.10 1.10 1.39 1.51 1.51 1.51 1.51 1.51 1.51 1.79 1.79 2.01 2.24 2.24 2.53 2.65 2.65 2.65 2.65 2.65 2.65 2.77 2.77 2.99 3.22 3.22 3.52 3.63 3.63 3.63 3.63 3.63 3.63 3.63 3.63 3.63 3.63 3.63 3.63 3.63 3.63 3.63 3.63
sexy
0.00 0.00 0.00 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40
romantic
0.00 0.15 0.15 0.15 0.15 0.38 0.38 0.38 0.38 0.38 0.38 0.55 0.55 0.55 0.67 0.83 0.83 0.83 0.83 0.83 0.83 0.83 0.83 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 1.16 1.32 1.32 1.32 1.32 1.32 1.32 1.32 1.32 1.32 1.32 1.32 1.32 1.32 1.32
soft
0.00 0.50 0.62 0.62 1.06 1.34 1.34 1.34 1.77 1.77 1.77 1.77 1.77 1.77 1.77 1.95 1.95 1.95 1.95 1.95 2.38 2.38 2.38 2.38 2.38 2.38 2.38 2.38 2.59 2.59 2.59 2.59 3.02 3.02 3.02 3.02 3.02 3.02 3.02 3.02 3.02 3.02 3.02 3.02 3.02 3.02 3.02 3.02 3.02 3.02
mellow
0.00 0.00 0.00 0.00 0.18 0.18 0.18 0.18 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.56 0.56 0.56 0.56 0.56 0.56 0.65 0.65 0.81 0.81 0.81 0.81 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01
cool
0.00 0.00 0.12 0.12 0.38 0.48 0.57 0.69 0.90 1.03 1.03 1.03 1.03 1.03 1.30 1.47 1.47 1.47 1.58 1.67 1.89 2.02 2.02 2.02 2.02 2.02 2.02 2.02 2.14 2.14 2.25 2.35 2.56 2.69 2.69 2.69 2.69 2.69 2.69 2.69 2.69 2.69 2.69 2.69 2.69 2.69 2.69 2.69 2.69 2.69
angry
0.00 0.00 0.00 0.36 0.36 0.36 0.36 0.36 0.36 0.36 0.52 0.52 0.67 0.67 0.67 0.67 1.06 1.06 1.06 1.06 1.06 1.06 1.22 1.22 1.22 1.34 1.46 1.46 1.57 1.57 1.57 1.57 1.57 1.57 1.73 1.73 1.73 1.73 1.73 1.73 1.73 1.73 1.73 1.73 1.73 1.73 1.73 1.73 1.73 1.73
aggressive
0.00 0.00 0.00 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.23 0.23 0.23 0.23 0.23 0.23 0.23 0.23 0.23 0.23 0.23 0.23 0.23 0.23 0.23 0.23 0.23 0.23 0.23 0.23 0.23 0.23
dark
0.00 0.00 0.14 0.14 0.36 0.36 0.36 0.36 1.09 1.09 1.34 1.34 1.34 1.34 1.34 1.34 1.34 1.34 1.34 1.34 2.07 2.07 2.32 2.32 2.54 2.54 2.54 2.54 2.54 2.54 2.54 2.54 3.27 3.27 3.52 3.52 3.52 3.52 3.52 3.52 3.52 3.52 3.52 3.52 3.52 3.52 3.52 3.52 3.52 3.52
melancholy
0.00 0.29 0.29 0.29 0.29 0.57 0.57 0.57 0.57 0.57 0.57 0.77 0.77 0.77 0.77 0.87 0.87 0.87 0.87 0.87 0.87 0.87 0.87 1.07 1.07 1.07 1.07 1.07 1.17 1.17 1.17 1.17 1.17 1.17 1.17 1.37 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57
sad
0.00 0.22 0.22 0.22 0.22 0.33 0.33 0.33 0.44 0.44 0.44 0.44 0.61 0.61 0.61 0.61 0.61 0.61 0.61 0.61 0.71 0.71 0.71 0.71 0.71 0.71 0.71 0.71 1.06 1.06 1.06 1.06 1.16 1.16 1.16 1.16 1.16 1.16 1.16 1.16 1.16 1.16 1.16 1.16 1.16 1.16 1.16 1.16 1.16 1.16
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0.6053
1.2105
1.8158
2.4211
3.0264
3.6316
happy funny
sexy romantic
soft mellow
cool angry
aggressive dark
melancholy sad
happy
funny
sexy
romantic
soft
mellow
cool
angry
aggressive
dark
melancholy
sad
0 0.196 0.391
AVERAGE
happy
funny
sexy
romantic
soft
mellow
cool
angry
aggressive
dark
melancholy
sad
0 10 20 30 40 50 60 70 80 90 100
PRESENCE %
Figure 4.27: Creep (Radiohead): Accumulated LSA derived emotional values
outlined vertically, as they are reflected in each line of the lyrics plotted hori-
zontally over time for the entire song.
Likewise the lyrics of “Now at last ” transform the initial ‘happy-sad’ peaks
into feelings that translate into a mostly ‘soft-dark’ texture while suppressing
the contrasting aspects of valence (Fig.4.28)
78 Semantic spaces
happy -0 -0 1 0 -0 0 1 0 0 0 0 0 NaNaN0 0 0 -0 0 0 0 0 NaNaN0 0 0 -0
funny -0 0 0 -0 -0 -0 -0 -0 0 -0 0 -0 NaNaN-0 0 0 -0 0 -0 0 -0 NaNaN-0 0 0 -0
sexy 0 0 0 -0 0 -0 0 -0 0 -0 0 -0 NaNaN-0 0 0 0 0 -0 0 -0 NaNaN-0 0 0 0
romantic 0 -0 0 0 0 0 0 -0 -0 -0 0 0 NaNaN-0 0 -0 0 -0 -0 0 0 NaNaN-0 0 -0 0
soft -0 -0 0 0 -0 0 0 -0 0 -8.55E-040 0 NaNaN0 0 0 -0 0 -8.55E-040 0 NaNaN0 0 0 -0
mellow -0 0 0 -0 -0 0 0 -0 0 0 -0 0 NaNaN-0 -0 0 -0 0 0 -0 0 NaNaN-0 -0 0 -0
cool 0 0 0 -0 0 0 0 -0 0 0 0 0 NaNaN0 -0 0 0 0 0 0 0 NaNaN0 -0 0 0
angry -0 0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 NaNaN-0 0 0 -0 -0 -0 -0 -0 NaNaN-0 0 0 -0
aggressive -0 -0 0 0 -0 0 0 -0 -0 -0 -0 -0 NaNaN-0 -0 0 -0 -0 -0 -0 -0 NaNaN-0 -0 0 -0
dark 0 -0 -0 -0 -0 -0 -0 -0 0 0 1 0 NaNaN0 -0 0 0 0 0 1 0 NaNaN0 -0 0 0
melancholy 0 -0 0 -0 0 0 0 -0 -0 -0 -0 0 NaNaN0 0 -0 0 -0 -0 -0 0 NaNaN0 0 -0 0
sad -0 -0 1 0 -0 0 1 0 0 -0 -0 0 NaNaN0 0 0 -0 0 -0 -0 0 NaNaN0 0 0 -0
0
0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 n sum avg %
happy -0 -0 1 0 -0 0 1 0 0 0 0 0 0 0 0 -0 0 0 0 0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 happy 10 3.1 0.31 42% 41.67
funny
-0 0 0 -0 -0 -0 -0 -0 0 -0 0 -0 -0 0 0 -0 0 -0 0 -0 -0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 > 0.25 0
funny 6 1.1 0.18 25% 25
sexy
0 0 0 -0 0 -0 0 -0 0 -0 0 -0 -0 0 0 0 0 -0 0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0
sexy 2 0.3 0.14 8% 8.333
romantic
0 -0 0 0 0 0 0 -0 -0 -0 0 0 -0 0 -0 0 -0 -0 0 0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.23 0
romantic 4 0.7 0.18 17% 16.67
soft
-0 -0 0 0 -0 0 0 -0 0 0 0 0 0 0 -0 0 -9E-040 0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.21 0
soft 15 4.3 0.29 63% 62.5
mellow
-0 0 0 -0 -0 0 0 -0 0 0 -0 0 -0 -0 0 -0 0 0 -0 0 -0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.19 0
mellow 6 0.8 0.14 25% 25
cool
0 0 0 -0 0 0 0 -0 0 0 0 0 0 -0 0 0 0 0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.17 0
cool 12 2.6 0.22 50% 50
angry
-0 0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 0 0 -0 -0 -0 -0 -0 -0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.15 0
angry 3 0.6 0.21 13% 12.5
aggressive
-0 -0 0 0 -0 0 0 -0 -0 -0 -0 -0 -0 -0 0 -0 -0 -0 -0 -0 -0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.13 0
aggressive 1 0.1 0.13 4% 4.167
dark
0 -0 -0 -0 -0 -0 -0 -0 0 0 1 0 0 -0 0 0 0 0 1 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.11 0
dark 10 3.2 0.32 42% 41.67
melancholy
0 -0 0 -0 0 0 0 -0 -0 -0 -0 0 0 0 -0 0 -0 -0 -0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.09 0
melancholy 9 2.1 0.24 38% 37.5
sad
-0 -0 1 0 -0 0 1 0 0 -0 -0 0 0 0 0 -0 0 -0 -0 0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 < 0.09 0 sad 10 2.9 0.29 42% 41.67
AVERAGE 7 1.8 0.22 31%
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
happy
0.76 0.17 0.41 0.78 0.11 NaN NaN 0.19 0.20 0.11 NaN NaN 0.19 0.20
funny
0.32 0.12 0.16 NaN NaN 0.16 0.16 NaN NaN 0.16
sexy
0.19 0.09 NaN NaN NaN NaN
romantic
0.38 0.10 0.11 0.14 NaN NaN NaN NaN
soft
0.38 0.22 0.38 0.19 0.27 0.45 NaN NaN 0.37 0.16 0.20 0.19 0.27 0.45 NaN NaN 0.37 0.16 0.20
mellow
0.20 0.21 0.09 NaN NaN 0.13 0.09 NaN NaN 0.13
cool
0.15 0.10 0.19 0.15 0.21 NaN NaN 0.39 0.26 0.15 0.21 NaN NaN 0.39 0.26 0.15
angry
0.43 NaN NaN 0.10 NaN NaN 0.10
aggressive
0.13 NaN NaN NaN NaN
dark
0.27 0.27 0.52 0.20 NaN NaN 0.33 0.27 0.27 0.52 0.20 NaN NaN 0.33
melancholy
0.28 0.17 0.32 0.32 NaN NaN 0.15 0.20 0.32 NaN NaN 0.15 0.20
sad
0.60 0.43 0.55 0.10 0.16 NaN NaN 0.33 0.10 0.16 NaN NaN 0.33 0.10
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
happy
0.00 0.00 0.76 0.94 0.94 1.34 2.12 2.12 2.12 2.24 2.24 2.24 2.24 2.24 2.43 2.43 2.63 2.63 2.63 2.75 2.75 2.75 2.75 2.75 2.94 2.94 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14
funny
0.00 0.32 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.60 0.60 0.60 0.60 0.60 0.60 0.76 0.76 0.76 0.76 0.92 0.92 0.92 0.92 0.92 0.92 1.07 1.07 1.07 1.07 1.07 1.07 1.07 1.07 1.07 1.07 1.07 1.07 1.07 1.07 1.07 1.07 1.07 1.07 1.07 1.07 1.07 1.07 1.07 1.07
sexy
0.00 0.00 0.19 0.19 0.19 0.19 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28
romantic
0.00 0.00 0.38 0.38 0.48 0.59 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73
soft
0.00 0.00 0.38 0.38 0.38 0.60 0.99 0.99 1.17 1.17 1.44 1.90 1.90 1.90 2.27 2.43 2.63 2.63 2.82 2.82 3.09 3.55 3.55 3.55 3.91 4.08 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28
mellow
0.00 0.00 0.20 0.20 0.20 0.20 0.40 0.40 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.63 0.63 0.72 0.72 0.72 0.72 0.72 0.72 0.72 0.72 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85
cool
0.15 0.25 0.44 0.44 0.60 0.60 0.60 0.60 0.80 0.80 0.80 0.80 0.80 0.80 1.19 1.19 1.46 1.61 1.81 1.81 1.81 1.81 1.81 1.81 2.20 2.20 2.47 2.62 2.62 2.62 2.62 2.62 2.62 2.62 2.62 2.62 2.62 2.62 2.62 2.62 2.62 2.62 2.62 2.62 2.62 2.62 2.62 2.62 2.62 2.62
angry
0.00 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63
aggressive
0.00 0.00 0.00 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13
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melancholy
0.00 0.00 0.28 0.28 0.28 0.46 0.78 0.78 0.78 0.78 0.78 1.10 1.10 1.10 1.25 1.45 1.45 1.45 1.45 1.45 1.45 1.77 1.77 1.77 1.92 2.12 2.12 2.12 2.12 2.12 2.12 2.12 2.12 2.12 2.12 2.12 2.12 2.12 2.12 2.12 2.12 2.12 2.12 2.12 2.12 2.12 2.12 2.12 2.12 2.12
sad
0.00 0.00 0.60 0.60 0.60 1.03 1.58 1.68 1.68 1.68 1.68 1.84 1.84 1.84 2.18 2.18 2.28 2.28 2.28 2.28 2.28 2.44 2.44 2.44 2.77 2.77 2.87 2.87 2.87 2.87 2.87 2.87 2.87 2.87 2.87 2.87 2.87 2.87 2.87 2.87 2.87 2.87 2.87 2.87 2.87 2.87 2.87 2.87 2.87 2.87
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
happy funny
sexy romantic
soft mellow
cool angry
aggressive dark
melancholy sad
AVERAGE .25
MAX 0.78
0
0.445
0.890
1.335
1.780
2.225
2.671
3.116
happy funny
sexy romantic
soft mellow
cool angry
aggressive dark
melancholy sad
happy
funny
sexy
romantic
soft
mellow
cool
angry
aggressive
dark
melancholy
sad
0 1.428 2.855 4.283
SUM
0
0.714
1.428
2.141
2.855
3.569
4.283
happy funny
sexy romantic
soft mellow
cool angry
aggressive dark
melancholy sad
happy
funny
sexy
romantic
soft
mellow
cool
angry
aggressive
dark
melancholy
sad
0 0.159 0.318
AVERAGE
happy
funny
sexy
romantic
soft
mellow
cool
angry
aggressive
dark
melancholy
sad
0 10 20 30 40 50 60 70 80 90 100
PRESENCE %
Figure 4.28: Now at last (Feist): Accumulated LSA derived emotional val-
ues outlined vertically, as they are reflected in each line of the lyrics plotted
horizontally over time for the entire song.
Whereas a more pronounced ‘cool’ atmosphere is evident in the lyrics of “Col-
orblind”, which also lacks the usual ‘happy-sad’ aspects of valence and instead
add more aroused ‘angry’ aspects to a ‘soft’ and ‘melancholy’ texture (Fig.4.29)
happy NaN-0 -0 0 0 0 NaN-0 0 -0 0 0 0 0 -0 -0 -0 0 NaNaN-0 -0 0 0 0 0 0 0
funny NaN0 0 0 0 0 NaN0 0 0 0 0 0 0 0 -0 0 0 NaNaN0 0 0 0 0 0 0 0
sexy NaN0 -0 -0 -0 -0 NaN0 0 -0 -0 -0 -0 0 0 -0 -0 -0 NaNaN0 -0 -0 -0 -0 0 0 0
romantic NaN0 -0 -0 -0 -0 NaN0 0 -0 -0 -0 -0 0 0 -0 -0 -0 NaNaN0 -0 -0 -0 -0 0 0 0
soft NaN0 -0 -0 -0 -0 NaN0 -0 -0 -0 -0 -0 0 0 0 -0 0 NaNaN0 -0 -0 -0 -0 0 0 0
mellow NaN0 -0 0 0 0 NaN0 7.64E-04-0 0 0 0 0 0 -0 0 NaNaN0 -0 0 0 0 0 0 0
cool NaN0 -0 0 0 0 NaN0 0 -0 0 0 0 0 0 -0 -0 0 NaNaN0 -0 0 0 0 0 0 0
angry NaN-0 0 0 0 0 NaN0 -0 0 0 0 0 -0 -0 0 0 -0 NaNaN-0 0 0 0 0 -0 -0 -0
aggressive NaN0 -0 -0 -0 -0 NaN0 0 -0 -0 -0 -0 -0 0 0 -0 0 NaNaN0 -0 -0 -0 -0 -0 -0 -0
dark NaN0 -0 -0 -0 -0 NaN-0 -0 -0 -0 -0 -0 -0 -0 0 -0 0 NaNaN0 -0 -0 -0 -0 -0 -0 -0
melancholy NaN0 -0 -0 -0 -0 NaN0 -0 -0 -0 -0 -0 0 0 -0 -0 -0 NaNaN0 -0 -0 -0 -0 0 0 0
sad NaN-0 -0 -0 -0 -0 NaN-0 0 -0 -0 -0 -0 -0 7.16E-05-0 -0 0 NaNaN-0 -0 -0 -0 -0 -0 -0 -0
0
0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 4 49 50 n sum avg %
happy -0 -0 0 0 0 -0 0 -0 0 0 0 0 -0 -0 -0 0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 happy 2 0.3 0.15 8% 8.333
funny
0 0 0 0 0 0 0 0 0 0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 > 0.25 0
funny 12 2.0 0.16 50% 50
sexy
0 -0 -0 -0 -0 0 0 -0 -0 -0 -0 0 0 -0 -0 -0 0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0
sexy 1 0.2 0.15 4% 4.167
romant c
0 -0 -0 -0 -0 0 0 -0 -0 -0 -0 0 0 -0 -0 -0 0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.23 0
romantic 7 1.0 0.15 29% 29.17
soft
0 -0 -0 -0 -0 0 -0 -0 -0 -0 -0 0 0 0 -0 0 0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.21 0
soft 5 1.1 0.21 21% 20.83
mell w
0 -0 0 0 0 0 7.6358101 963588 0E-04-0 0 0 0 0 0 -0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.19 0
mellow 1 0.2 0.20 4% 4.167
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Figure 4.29: Colorblind (Counting Crows): Accumulated LSA derived emo-
tional values outlined vertically, as they are reflected in each line of the lyrics
plotted horizontally over time for the entire song.
What constitutes the emotional semantics of “Wonderwall” appear to be seg-
mented into different kinds of affective mixtures that define the peaks in the
lyrics (Fig.4.30. Initially the ‘happy-sad’ spikes seem to make up an emotional
range going from negative to positive valence but these feelings are in the second
part of the lyrics turned into more aroused ‘funny-angry’ contrasts with sharp
‘dark’ edges that gradually dissolve as the song comes to an end. In that sense
the feelings triggered by the lyrics are not only changing over time, but can be
interpreted as encompassing a psychological space combining the affective mix-
tures of ‘happy-sad’ and ‘funny-angry’ components that characterize the two
4.4 Lyrical contours 79
complementary dimensions of valence and arousal.
happy -0 0 0 0 0 0 0 -0 -0 -0 NaN-0 0 0 0 -0 -0 -0 NaNaN-0 NaNaN-0 -0 -0
funny 0 0 -0 -0 0 -0 -0 -0 0 0 NaN0 0 -0 -0 -0 0 0 NaNaN0 NaNaN0 0 0
sexy -0 0 0 0 -0 0 -0 0 -0 0 NaN-0 0 0 -0 0 -0 0 NaNaN0 NaNaN0 0 0
romantic 0 0 0 0 -0 0 -0 -0 -0 -0 NaN0 0 0 -0 -0 -0 -0 NaNaN-0 NaNaN-0 -0 -0
soft -0 9.30E-04 0 0 -0 0 -0 -0 NaN-0 9.30E-04-0 0 -0 -0 NaNaN-0 NaNaN-0 -0 -0
mellow 0 0 0 0 0 0 0 -0 -0 -0 NaN0 0 0 -0 0 -0 -0 NaNaN-0 NaNaN-0 -0 -0
cool 0 -0 -0 -0 0 -0 -0 0 0 -0 NaN0 -0 -0 -0 0 0 -0 NaNaN-0 NaNaN-0 -0 -0
angry 0 0 0 -0 -0 0 -0 -0 0 0 NaN0 0 0 -0 -0 0 0 NaNaN0 NaNaN0 0 0
aggressive 0 0 0 -0 -0 0 -0 -0 -0 0 NaN0 0 0 -0 -0 -0 0 NaNaN0 NaNaN0 0 0
dark -0 -0 -0 0 0 -0 0 0 0 -0 NaN-0 -0 -0 0 1 0 -0 NaNaN-0 NaNaN-0 -0 -0
melancholy -0 -0 0 -0 -0 0 0 -0 -0 -0 NaN-0 -0 0 0 -0 -0 -0 NaNaN-0 NaNaN-0 -0 -0
sad 0 0 0 0 -0 0 0 -0 -0 -0 NaN0 0 0 6.43E-04-0 -0 -0 NaNaN-0 NaNaN-0 -0 -0
0
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happy -0 0 0 0 0 0 0 -0 -0 -0 -0 0 0 0 -0 -0 -0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 happy 7 2.2 0.31 33% 33.33
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0 0 -0 -0 0 -0 -0 -0 0 0 0 0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 > 0.25 0
funny 4 1.3 0.31 19% 19.05
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-0 0 0 0 -0 0 -0 0 -0 0 -0 0 0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0
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Figure 4.30: Wonderwall (Oasis): Accumulated LSA derived emotional val-
ues outlined vertically, as they are reflected in each line of the lyrics plotted
horizontally over time for the entire song.
A similar combination of what starts out as ‘happy-sad’ aspects which turn into
‘funny-angry’ components later in the song also comes out in the lyrics of “Iris”,
where these aspects of valence and arousal are juxtaposed against each other as
emotional building blocks (Fig.4.31).
happy 0 1 -0 0 0 0 0 0 0 -0 -0 -0 0 -0 0 -0 0 -0 -0 -0 0 -0 -0 -0 0 -0 -0 -0 -0 -0 -0 -0
funny -0 -0 -0 0 -0 0 -0 0 -0 0 0 0 0 -0 0 -0 -0 0 0 0 -0 0 0 0 -0 0 0 0 0 0 0 0
sexy 0 -0 0 -0 0 -0 0 0 -0 -0 0 -0 -0 -0 0 0 -0 -0 0 -0 -0 -0 0 -0 -0 -0 0 -0 -0 -0 -0 -0
romantic -0 0 -0 -0 0 0 0 0 0 -0 0 -0 0 0 0 0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 -0 -0 -0 -0
soft 0 0 0 -0 0 0 0 0 0 -0 -0 -0 0 0 0 -0 0 -0 -0 -0 0 -0 -0 -0 0 -0 -0 -0 -0 -0 -0 -0
mellow -0 0 0 -0 -0 0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 -0 -0 -0 -0
cool 0 -0 0 -0 -0 -0 0 0 -0 -0 0 -0 -0 -0 -0 0 -0 -0 0 -0 -0 -0 0 -0 -0 -0 0 -0 -0 -0 -0 -0
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aggressive 0 0 -0 0 -0 -0 0 0 0 -0 0 -0 0 -0 0 0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 -0 -0 -0 -0
dark -0 -0 0 0 -0 0 0 0 0 -0 0 -0 -0 0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 -0 -0 -0 -0
melancholy -0 0 0 -0 1 0 0 -0 0 -0 0 -0 -0 0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 -0 -0 -0 -0
sad 0 1 -0 0 0 1 0 -0 -0 -0 -0 -0 0 0 0 0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0
0
0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 n sum avg %
happy 0 1 -0 0 0 0 0 0 0 -0 -0 -0 0 -0 0 -0 0 -0 -0 -0 0 -0 -0 -0 0 -0 -0 -0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 happy 7 1.9 0.27 22% 21.88
funny
-0 -0 -0 0 -0 0 -0 0 -0 0 0 0 0 -0 0 -0 -0 0 0 0 -0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 > 0.25 0
funny 18 2.6 0.14 56% 56.25
sexy
0 -0 0 -0 0 -0 0 0 -0 -0 0 -0 -0 -0 0 0 -0 -0 0 -0 -0 -0 0 -0 -0 -0 0 -0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0
sexy 5 0.7 0.13 16% 15.63
romantic
-0 0 -0 -0 0 0 0 0 0 -0 0 -0 0 0 0 0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.23 0
romantic 6 1.3 0.22 19% 18.75
soft
0 0 0 -0 0 0 0 0 0 -0 -0 -0 0 0 0 -0 0 -0 -0 -0 0 -0 -0 -0 0 -0 -0 -0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.21 0
soft 7 1.2 0.17 22% 21.88
mellow
-0 0 0 -0 -0 0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.19 0
mellow 2 0.2 0.12 6% 6.25
cool
0 -0 0 -0 -0 -0 0 0 -0 -0 0 -0 -0 -0 -0 0 -0 -0 0 -0 -0 -0 0 -0 -0 -0 0 -0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.17 0
cool 2 0.5 0.25 6% 6.25
angry
0 0 -0 0 0 -0 0 -0 -0 0 -0 0 0 0 0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.15 0
angry 16 3.3 0.21 50% 50
aggressive
0 0 -0 0 -0 -0 0 0 0 -0 0 -0 0 -0 0 0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.13 0
ggressive 10 1.3 0.13 31% 31.25
dark
-0 -0 0 0 -0 0 0 0 0 -0 0 -0 -0 0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.11 0
dark 7 1.2 0.17 22% 21.88
melancholy
-0 0 0 -0 1 0 0 -0 0 -0 0 -0 -0 0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 0 -0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.09 0
melancholy 4 1.4 0.34 13% 12.5
sad
0 1 -0 0 0 1 0 -0 -0 -0 -0 -0 0 0 0 0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 < 0.09 0 sad 8 2.3 0.29 25% 25
AVERAGE 8 1.5 0.20 24%
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
happy
0.23 0.58 0.12 0.09 0.33 0.17 0.37
funny
0.09 0.25 0.13 0.09 0.21 0.25 0.13 0.09 0.25 0.13 0.09 0.25 0.13 0.09 0.09 0.09 0.09 0.09
sexy
0.16 0.13 0.13 0.13 0.13
romantic
0.19 0.23 0.22 0.13 0.13 0.40
soft
0.16 0.12 0.21 0.26 0.18 0.09 0.17
mellow
0.11 0.14
cool
0.24 0.26
angry
0.17 0.10 0.36 0.17 0.13 0.12 0.36 0.17 0.36 0.17 0.36 0.17 0.17 0.17 0.17 0.17
aggressive
0.10 0.09 0.18 0.11 0.09 0.18 0.09 0.18 0.09 0.18
dark
0.35 0.18 0.21 0.11 0.11 0.11 0.11
melancholy
0.23 0.62 0.20 0.31
sad
0.17 0.58 0.15 0.57 0.27 0.18 0.27 0.16
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
happy
0.23 0.81 0.81 0.93 1.02 1.35 1.35 1.35 1.35 1.35 1.35 1.35 1.52 1.52 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88 1.88
funny
0.00 0.00 0.00 0.00 0.00 0.09 0.09 0.09 0.09 0.35 0.48 0.57 0.57 0.57 0.78 0.78 0.78 1.03 1.16 1.25 1.25 1.51 1.63 1.73 1.73 1.98 2.11 2.20 2.30 2.39 2.49 2.58 2.58 2.58 2.58 2.58 2.58 2.58 2.58 2.58 2.58 2.58 2.58 2.58 2.58 2.58 2.58 2.58 2.58 2.58
sexy
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.16 0.16 0.16 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.42 0.42 0.42 0.42 0.55 0.55 0.55 0.55 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67
romantic
0.00 0.19 0.19 0.19 0.41 0.64 0.64 0.76 0.76 0.76 0.76 0.76 0.76 0.89 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29 1.29
soft
0.16 0.28 0.48 0.48 0.75 0.93 0.93 1.02 1.02 1.02 1.02 1.02 1.02 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20 1.20
mellow
0.00 0.11 0.11 0.11 0.11 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25
cool
0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50
angry
0.00 0.17 0.17 0.26 0.26 0.26 0.26 0.26 0.26 0.62 0.62 0.79 0.79 0.79 0.92 1.04 1.04 1.40 1.40 1.57 1.57 1.93 1.93 2.09 2.09 2.45 2.45 2.62 2.79 2.95 3.12 3.29 3.29 3.29 3.29 3.29 3.29 3.29 3.29 3.29 3.29 3.29 3.29 3.29 3.29 3.29 3.29 3.29 3.29 3.29
aggressive
0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.19 0.19 0.37 0.37 0.48 0.48 0.48 0.48 0.58 0.58 0.76 0.76 0.85 0.85 1.03 1.03 1.13 1.13 1.31 1.31 1.31 1.31 1.31 1.31 1.31 1.31 1.31 1.31 1.31 1.31 1.31 1.31 1.31 1.31 1.31 1.31 1.31 1.31 1.31 1.31 1.31 1.31
dark
0.00 0.00 0.35 0.54 0.54 0.74 0.74 0.74 0.86 0.86 0.86 0.86 0.86 0.86 0.86 0.86 0.97 0.97 0.97 0.97 1.08 1.08 1.08 1.08 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19
melancholy
0.00 0.23 0.23 0.23 0.85 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36
sad
0.17 0.75 0.75 0.75 0.89 1.47 1.47 1.47 1.47 1.47 1.47 1.47 1.74 1.91 2.19 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35 2.35
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Figure 4.31: Iris (Goo Goo Dolls): Accumulated LSA derived emotional val-
ues outlined vertically, as they are reflected in each line of the lyrics plotted
horizontally over time for the entire song.
How the emotional context is undergoing a transformation during the song is
also evident when looking at the spikes that signify the emotional load of the
lyrics of “Such great heights” (Fig.4.32). Again the ‘happy-sad’ peaks that were
encountered in most of the above examples seem to span the contrasts from
negative to positive valence at the very onset of the lyrics. These feelings coupled
with ‘soft’ and ‘mellow’ elements turn into more aroused ‘aggressive’ lines that
80 Semantic spaces
subsequently dissolve into ‘melancholy’ tipped ridges that keep resonating over
the remaining part of the song.
happy -0 -0 0 0 -0 0 0 -0 -0 0 -0 -0 0 -0 -0 0 -0 NaN0 0 0 0 0 -0 0 -0 -0 -0 -0 NaN0 0 -0 NaN0 0 -0.06NaN0.110.12
funny 0 0 0 0 0 0 0 0 0 0 0 -0 -0 0 0 0 0 NaN0 0 -0 0 -0 0 0 0 -0 -0 0 NaN0 0 0 NaN0 0 0.01NaN0.10.14
sexy -0 0 0 0 -0 0 -0 0 -0 -0 -0 0 -0 0 0 0 0 NaN0 -0 -0 0 0 0 7.08E-040 -0 -0 0 NaN0 -0 0 NaN0 -0 0.03NaN0.00-0.06
romantic -0 0 0 0 0 -0 0 0 0 0 -0 0 -0 -0 -0 -0 0 NaN0 -0 -0 -0 -0 0 0 -0 -0 -0 0 NaN0 -0 0 NaN0 -0 0.13NaN0.22-0.01
soft 0 1 0 0 2.73E-04-0 0 0 0 -0 -0 -0 0 0 0 0 NaN0 -0 0 -0 0 0 -0 0 0 -0 0 NaN0 -0 0 NaN0 -0 0.07NaN0.17-0.13
mellow -0 -0 0 -0 -0 0 0 -0 0 0 -0 -0 0 -0 0 0 0 NaN0 0 0 0 0 1 0 0 -0 -0 0 NaN0 0 0 NaN0 0 0.09NaN0.020.09
cool -0 0 -0 0 0 0 0 0 0 -0 -0 0 -0 0 0 0 0 NaN0 -0 -0 0 0 -0 -0 0 0 -0 0 NaN0 -0 0 NaN0 -0 0.13NaN0.15-0.16
angry -0 -0 -0 -0 -0 0 -0 -0 -0 0 0 -0 -0 0 0 -0 -0 NaN-0 0 -0 0 0 0 0 0 -0 -0 -0 NaN-0 0 -0 NaN-0 0 -0.17NaN-0.150.22
aggressive 0 -0 0 -0 -0 0 0 0 0 0 -0 0 -0 0 0 0 0 NaN0 -0 -0 0 0 0 0 0 -0 0 0 NaN0 -0 0 NaN0 -0 0.16NaN0.01-0.03
dark 0 -0 0 -0 -0 -0 0 -0 -0 0 -0 0 0 -0 0 0 0 NaN-0 0 0 0 0 0 -0 0 0 0 0 NaN-0 0 0 NaN-0 0 0.04NaN-0.110.04
melancholy -0 0 0 0 0 -0 0 -0 0 0 -0 0 0 -0 -0 -0 0 NaN0 -0 0 -0 0 0 -0 -0 0 -0 0 NaN0 -0 0 NaN0 -0 0.06NaN0.30-0.14
sad -0 0 0 0 -0 -0 0 -0 -0 0 -0 0 0 -0 0 0 -0 NaN-0 0 0 -0 0 -0 0 -0 -0 -0 -0 NaN-0 0 -0 NaN-0 0 -0.13NaN-0.200.09
0
0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 n sum avg %
happy -0 -0 0 0 -0 0 0 -0 -0 0 -0 -0 0 -0 -0 0 -0 0 0 0 0 0 -0 0 -0 -0 -0 -0 0 0 -0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 happy 12 2.0 0.17 33% 33.33
funny
0 0 0 0 0 0 0 0 0 0 0 -0 -0 0 0 0 0 0 0 -0 0 -0 0 0 0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 > 0.25 0
funny 17 2.3 0.14 47% 47.22
sexy
-0 0 0 0 -0 0 -0 0 -0 -0 -0 0 -0 0 0 0 0 0 -0 -0 0 0 0 0 -0 -0 0 0 -0 0 0 -0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0.25 0
sexy 9 1.4 0.16 25% 25
romantic
-0 0 0 0 0 -0 0 0 0 0 -0 0 -0 -0 -0 -0 0 0 -0 -0 -0 -0 0 0 -0 -0 -0 0 0 -0 0 0 -0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0.23 0
romantic 13 2.5 0.19 36% 36.11
soft
0 1 0 0 -0 0 0 0 0 -0 -0 -0 0 0 0 0 0 -0 0 -0 0 0 -0 0 0 -0 0 0 -0 0 0 -0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0.21 0
soft 12 3.1 0.26 33% 33.33
mellow
-0 -0 0 -0 -0 0 0 -0 0 0 -0 -0 0 -0 0 0 0 0 0 0 0 0 1 0 0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.19 0
mellow 9 1.7 0.19 25% 25
cool
-0 0 -0 0 0 0 0 0 0 -0 -0 0 -0 0 0 0 0 0 -0 -0 0 0 -0 -0 0 0 -0 0 0 -0 0 0 -0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0.17 0
cool 17 2.8 0.17 47% 47.22
angry
-0 -0 -0 -0 -0 0 -0 -0 -0 0 0 -0 -0 0 0 -0 -0 -0 0 -0 0 0 0 0 0 -0 -0 -0 -0 0 -0 -0 0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0.15 0
angry 8 1.6 0.21 22% 22.22
aggressive
0 -0 0 -0 -0 0 0 0 0 0 -0 0 -0 0 0 0 0 0 -0 -0 0 0 0 0 0 -0 0 0 0 -0 0 0 -0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0.13 0
aggressive 11 1.9 0.17 31% 30.56
dark
0 -0 0 -0 -0 -0 0 -0 -0 0 -0 0 0 -0 0 0 0 -0 0 0 0 0 0 -0 0 0 0 0 -0 0 0 -0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0.11 0
dark 8 1.8 0.22 22% 22.22
melancholy
-0 0 0 0 0 -0 0 -0 0 0 -0 0 0 -0 -0 -0 0 0 -0 0 -0 0 0 -0 -0 0 -0 0 0 -0 0 0 -0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0.09 0
melancholy 9 2.4 0.27 25% 25
sad
-0 0 0 0 -0 -0 0 -0 -0 0 -0 0 0 -0 0 0 -0 -0 0 0 -0 0 -0 0 -0 -0 -0 -0 -0 0 -0 -0 0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 < 0.09 0 sad 8 1.5 0.19 22% 22.22
AVERAGE 11 2.1 0.19 31%
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
happy
0.48 0.28 0.13 NaN 0.11 0.12 0.25 NaN 0.11 0.12 NaN 0.11 0.12 NaN 0.11 0.12
funny
0.13 0.24 0.09 0.09 0.11 0.26 0.13 NaN 0.10 0.14 0.15 0.18 NaN 0.10 0.14 NaN 0.10 0.14 NaN 0.10 0.14
sexy
0.18 0.11 0.13 0.18 0.18 0.17 NaN 0.17 0.16 0.13 NaN NaN NaN
romantic
0.15 0.35 0.27 0.13 0.22 0.13 NaN 0.22 0.13 NaN 0.22 0.13 NaN 0.22 0.13 NaN 0.22
soft
0.50 0.22 0.40 0.40 0.26 0.40 NaN 0.17 0.15 0.09 NaN 0.17 NaN 0.17 NaN 0.17
mellow
0.12 0.26 0.24 NaN 0.09 0.15 0.56 NaN 0.09 NaN 0.09 NaN 0.09
cool
0.28 0.16 0.22 0.33 0.12 0.24 0.12 0.11 0.13 NaN 0.15 0.11 0.13 NaN 0.15 0.13 NaN 0.15 0.13 NaN 0.15
angry
0.22 0.12 0.27 NaN 0.22 0.17 NaN 0.22 NaN 0.22 NaN 0.22
aggressive
0.12 0.14 0.16 NaN 0.25 0.16 0.35 0.14 0.09 0.16 NaN 0.16 NaN 0.16 NaN
dark
0.11 0.15 0.29 0.21 0.17 NaN 0.22 0.25 0.35 NaN NaN NaN
melancholy
0.29 0.28 0.22 0.15 0.26 NaN 0.30 NaN 0.30 NaN 0.30 NaN 0.30
sad
0.22 0.13 0.24 0.25 0.19 0.12 0.16 NaN 0.19 NaN NaN NaN
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
happy
0.00 0.00 0.00 0.48 0.48 0.48 0.48 0.48 0.48 0.76 0.76 0.76 0.89 0.89 0.89 0.89 0.89 0.89 1.00 1.12 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.36 1.47 1.59 1.59 1.59 1.70 1.82 1.82 1.82 1.93 2.05 2.05 2.05 2.05 2.05 2.05 2.05 2.05 2.05 2.05 2.05
funny
0.00 0.00 0.00 0.13 0.13 0.36 0.36 0.46 0.55 0.55 0.66 0.66 0.66 0.92 1.05 1.05 1.05 1.05 1.15 1.29 1.29 1.29 1.29 1.29 1.44 1.62 1.62 1.62 1.62 1.62 1.72 1.86 1.86 1.86 1.96 2.10 2.10 2.10 2.20 2.34 2.34 2.34 2.34 2.34 2.34 2.34 2.34 2.34 2.34 2.34
sexy
0.00 0.00 0.18 0.29 0.29 0.41 0.41 0.41 0.41 0.41 0.41 0.59 0.59 0.77 0.77 0.93 0.93 0.93 0.93 0.93 0.93 1.10 1.10 1.26 1.26 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40
romantic
0.00 0.15 0.51 0.77 0.77 0.77 0.77 0.77 0.90 0.90 0.90 1.12 1.12 1.12 1.12 1.12 1.25 1.25 1.47 1.47 1.47 1.47 1.47 1.47 1.47 1.47 1.47 1.47 1.60 1.60 1.82 1.82 1.95 1.95 2.16 2.16 2.29 2.29 2.51 2.51 2.51 2.51 2.51 2.51 2.51 2.51 2.51 2.51 2.51 2.51
soft
0.00 0.50 0.73 1.12 1.12 1.12 1.53 1.53 1.78 2.18 2.18 2.18 2.18 2.18 2.18 2.18 2.18 2.18 2.34 2.34 2.34 2.34 2.34 2.50 2.50 2.59 2.59 2.59 2.59 2.59 2.75 2.75 2.75 2.75 2.92 2.92 2.92 2.92 3.08 3.08 3.08 3.08 3.08 3.08 3.08 3.08 3.08 3.08 3.08 3.08
mellow
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.12 0.38 0.38 0.38 0.38 0.38 0.38 0.62 0.62 0.62 0.62 0.72 0.72 0.87 0.87 1.43 1.43 1.43 1.43 1.43 1.43 1.43 1.43 1.52 1.52 1.52 1.52 1.62 1.62 1.62 1.62 1.71 1.71 1.71 1.71 1.71 1.71 1.71 1.71 1.71 1.71 1.71
cool
0.00 0.00 0.00 0.28 0.28 0.45 0.66 1.00 1.00 1.00 1.00 1.12 1.12 1.36 1.48 1.58 1.72 1.72 1.87 1.87 1.87 1.87 1.87 1.87 1.87 1.97 1.97 1.97 2.11 2.11 2.25 2.25 2.39 2.39 2.53 2.53 2.67 2.67 2.82 2.82 2.82 2.82 2.82 2.82 2.82 2.82 2.82 2.82 2.82 2.82
angry
0.00 0.00 0.00 0.00 0.00 0.22 0.22 0.22 0.22 0.33 0.61 0.61 0.61 0.61 0.61 0.61 0.61 0.61 0.61 0.82 0.82 0.82 0.82 0.82 0.99 0.99 0.99 0.99 0.99 0.99 0.99 1.21 1.21 1.21 1.21 1.42 1.42 1.42 1.42 1.64 1.64 1.64 1.64 1.64 1.64 1.64 1.64 1.64 1.64 1.64
aggressive
0.00 0.00 0.00 0.00 0.00 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.26 0.42 0.42 0.42 0.42 0.42 0.66 0.82 1.17 1.17 1.31 1.31 1.40 1.56 1.56 1.56 1.56 1.71 1.71 1.71 1.71 1.87 1.87 1.87 1.87 1.87 1.87 1.87 1.87 1.87 1.87 1.87 1.87 1.87 1.87
dark
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0.00 0.29 0.57 0.79 0.79 0.79 0.79 0.79 0.95 1.21 1.21 1.21 1.21 1.21 1.21 1.21 1.21 1.21 1.51 1.51 1.51 1.51 1.51 1.51 1.51 1.51 1.51 1.51 1.51 1.51 1.82 1.82 1.82 1.82 2.12 2.12 2.12 2.12 2.42 2.42 2.42 2.42 2.42 2.42 2.42 2.42 2.42 2.42 2.42 2.42
sad
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Figure 4.32: Such great heights (The Postal Service): Accumulated LSA
derived emotional values outlined vertically, as they are reflected in each line of
the lyrics plotted horizontally over time for the entire song.
Like in a number of the above examples “My immortal” (Fig.4.23), “Now at
last” (Fig.4.28), “Wonderwall” (Fig.4.30, “Iris”, (Fig.4.31), “Such great heights”
(Fig.4.32), the ‘happy-sad’ peaks appear to define an affective range from pleas-
ant to unpleasant aspects of valence, that also in the song “21 Things i want in
a lover” (Fig.4.33) establish an emotional framework from the very beginning
of the lyrics.
Alanis Morissette
21 Things
happy 1 -0 -0 -0 -0 0 -0 -0 0 0 1 1 0 0 0 -0 0 0 -0 0 0 0 -0 0
funny -0 0 0 0 0 -0 0 -0 0 0 -0 0 -0 0 0 0 0 0 -0 0 0 0 0 0
sexy 0 0 -0 -0 -0 0 -0 -0 0 0 0 -0 0 0 0 0 0 -0 -0 0 -0 -0 -0 0
romantic 0 -0 0 0 0 0 0 0 -8.56E-060 0 0 0 -8.56E-060 0 -0 -0 0 -0 -0 -0 0 0
soft 0 0 0 -0 0 0 0 0 0 0 0 0 -0 0 0 0 0 0 0 0 -0 -0 0 0
mellow 0 0 0 0 -0 0 0 -0 0 0 0 0 -0 0 0 0 0 0 0 -0 0 0 0 0
cool 0 0 0 0 -0 -0 0 -0 0 0 0 -0 -0 0 0 0 0 -0 -0 0 -0 -0 -0 0
angry -0 0 0 0 -0 -0 0 0 0 -0 -0 0 -0 0 -0 0 0 0 0 0 0 -0 0 0
aggressive 0 -0 0 0 -0 -0 0 -0 -0 0 0 0 -0 -0 0 -0 -0 -0 -0 0 -0 0 0 0
dark -0 -0 0 -0 -0 -0 0 0 -0 -0 -0 -0 -0 -0 -0 -0 -0 0 -0 -0 -0 -8.39E-040 0
melancholy 0 0 -0 -0 0 0 0 0 -0 0 0 0 0 -0 0 -0 -0 -0 -0 -0 0 -0 0 0
sad 1 0 -0 0 0 0 -0 0 -0 -0 1 1 0 -0 -0 -0 -0 0 -0 0 0 0 0 0
Alanis Morissette
21 Things
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 n sum avg %
happy 1 -0 -0 -0 -0 0 -0 -0 0 0 1 1 0 0 0 -0 0 0 -0 0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 happy 8 3.1 0.38 35% 34.78
funny
-0 0 0 0 0 -0 0 -0 0 0 -0 0 -0 0 0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 > 0.25 0
funny 14 3.2 0.23 61% 60.87
sexy
0 0 -0 -0 -0 0 -0 -0 0 0 0 -0 0 0 0 0 0 -0 -0 0 -0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0
sexy 3 0.3 0.11 13% 13.04
romantic
0 -0 0 0 0 0 0 0 0 0 0 0 0 0 -0 -0 0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.23 0
romantic 10 1.8 0.18 43% 43.48
soft
0 0 0 -0 0 0 0 0 0 0 0 0 -0 0 0 0 0 0 0 0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.21 0
soft 7 1.6 0.22 30% 30.43
mellow
0 0 0 0 -0 0 0 -0 0 0 0 0 -0 0 0 0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.19 0
mellow 10 1.4 0.14 43% 43.48
cool
0 0 0 0 -0 -0 0 -0 0 0 0 -0 -0 0 0 0 0 -0 -0 0 -0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.17 0
cool 9 1.2 0.14 39% 39.13
angry
-0 0 0 0 -0 -0 0 0 0 -0 -0 0 -0 0 -0 0 0 0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.15 0
angry 7 1.3 0.19 30% 30.43
aggressive
0 -0 0 0 -0 -0 0 -0 -0 0 0 0 -0 -0 0 -0 -0 -0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.13 0
aggressive 2 0.2 0.12 9% 8.696
dark
-0 -0 0 -0 -0 -0 0 0 -0 -0 -0 -0 -0 -0 -0 -0 -0 0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.11 0
dark 2 0.5 0.24 9% 8.696
melancholy
0 0 -0 -0 0 0 0 0 -0 0 0 0 0 -0 0 -0 -0 -0 -0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.09 0
melancholy 7 1.9 0.27 30% 30.43
sad
1 0 -0 0 0 0 -0 0 -0 -0 1 1 0 -0 -0 -0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 < 0.09 0 sad 5 2.0 0.40 22% 21.74
AVERAGE 7 1.5 0.22 30%
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
happy
0.76 0.38 0.16 0.76 0.56 0.16 0.11 0.18
funny
0.14 0.42 0.29 0.10 0.15 0.44 0.12 0.44 0.12 0.16 0.38 0.19 0.11 0.14
sexy
0.10 0.13 0.10
romantic
0.12 0.12 0.19 0.29 0.14 0.14 0.23 0.28 0.14 0.16
soft
0.36 0.12 0.21 0.42 0.17 0.13 0.16
mellow
0.17 0.18 0.11 0.13 0.13 0.15 0.13 0.11 0.15 0.15
cool
0.16 0.17 0.19 0.11 0.10 0.09 0.10 0.09 0.22
angry
0.18 0.25 0.14 0.25 0.25 0.13 0.11
aggressive
0.14 0.10
dark
0.14 0.34
melancholy
0.33 0.23 0.49 0.10 0.39 0.24 0.12
sad
0.52 0.23 0.53 0.55 0.18
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
happy
0.76 0.76 0.76 0.76 0.76 1.14 1.14 1.14 1.14 1.30 2.06 2.62 2.62 2.62 2.78 2.78 2.78 2.89 2.89 2.89 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07 3.07
funny
0.00 0.14 0.56 0.84 0.94 0.94 1.09 1.09 1.54 1.66 1.66 1.66 1.66 2.10 2.23 2.39 2.78 2.78 2.78 2.78 2.96 3.07 3.07 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21
sexy
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.10 0.22 0.22 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32
romantic
0.12 0.12 0.12 0.24 0.43 0.72 0.72 0.72 0.72 0.87 1.01 1.24 1.52 1.52 1.66 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82
soft
0.36 0.48 0.48 0.48 0.48 0.69 0.69 0.69 0.69 0.69 1.11 1.28 1.28 1.28 1.28 1.41 1.41 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57
mellow
0.17 0.17 0.17 0.17 0.17 0.35 0.45 0.45 0.45 0.58 0.71 0.86 0.86 0.86 0.99 0.99 0.99 1.10 1.25 1.25 1.25 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40 1.40
cool
0.00 0.16 0.33 0.52 0.52 0.52 0.62 0.62 0.72 0.81 0.81 0.81 0.81 0.91 1.00 1.00 1.00 1.00 1.00 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22
angry
0.00 0.00 0.18 0.18 0.18 0.18 0.18 0.18 0.42 0.42 0.42 0.57 0.57 0.81 0.81 0.81 1.06 1.20 1.20 1.20 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30 1.30
aggressive
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.14 0.14 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24
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sad
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Figure 4.33: 21 Things i want in a lover (Alanis Morisette): Accumulated
LSA derived emotional values outlined vertically, as they are reflected in each
line of the lyrics plotted horizontally over time for the entire song.
Once the emotional context has been defined along the ‘happy-sad’ axis of va-
lence, it seems often to be contrasted with ‘funny-angry’ elements characterizing
the complementary affective dimension of arousal. Or the aspects of valence and
4.4 Lyrical contours 81
arousal are further extended with ‘cool, soft’ or ‘dark’ flavors that modify or
segment the ‘romantic’ texture as in the lyrics of “What i’ve done” (Fig.4.34)
happy 0 -0 -0 0 0 -0 -0 -0 NaN-0 -0 NaN0 0 0 -0 -0 -0 -0 -0 NaN-0 -0 NaN0 NaN0 0 0 0 -0 -0 NaN0 NaNaN
funny -0 0 0 -0 0 0 -0 0 NaN0 -0 NaN-0 -0 -0 0 -0 -0 -0 0 NaN0 -0 NaN-0 NaN0 -0 0 -0 0 -0 NaN-0 NaNaN
sexy 0 -0 -0 -0 -0 -0 0 0 NaN0 -0 NaN0 -0 -0 -0 -0 0 0 0 NaN0 -0 NaN0 NaN9.47E-04-0 -0 0 -0 NaN0 NaNaN
romantic -0 0 -0 0 0 -0 -0 0 NaN0 0 NaN0 -0 0 -0 0 0 -0 0 NaN0 0 NaN0 NaN-0 0 -0 -3.31E-040 0 NaN0 NaNaN
soft 0 -0 -0 0 -0 -0 -0 -0 NaN0 -0 NaN0 0 0 0 0 0 -0 -0 NaN0 -0 NaN0 NaN-0 0 -0 -0 0 -0 NaN0 NaNaN
mellow 0 -0 -0 0 -0 -0 0 -0 NaN-0 -0 NaN-0 0 0 -0 -0 0 0 -0 NaN-0 -0 NaN-0 NaN0 0 0 -0 -0 -0 NaN-0 NaNaN
cool 0 -0 0 -0 -0 0 -0 0 NaN0 -0 NaN0 -0 -0 0 0 -0 -0 0 NaN0 -0 NaN0 NaN-0 -0 0 -0 0 -0 NaN0 NaNaN
angry -0 0 0 -0 0 0 0 0 NaN0 -0 NaN0 -0 0 0 -0 -0 0 0 NaN0 -0 NaN0 NaN0 0 -0 0 0 -0 NaN0 NaNaN
aggressive 0 0 -0 0 -0 -0 0 -0 NaN-0 -0 NaN0 -0 -0 -0 -0 0 0 -0 NaN-0 -0 NaN0 NaN0 0 0 0 -0 -0 NaN0 NaNaN
dark 0 -0 0 0 0 0 0 -0 NaN-0 -0 NaN-0 0 0 -0 -0 0 0 -0 NaN-0 -0 NaN-0 NaN0 0 -0 -0 -0 -0 NaN-0 NaNaN
melancholy 0 -0 -0 0 -0 -0 -0 -0 NaN-0 -0 NaN0 -0 0 -0 -0 0 -0 -0 NaN-0 -0 NaN0 NaN-0 0 -0 -0 -0 -0 NaN0 NaNaN
sad 0 0 -0 0 -0 0 -0 -0 NaN0 -0 NaN0 0 0 -0 0 -0 -0 -0 NaN0 -0 NaN0 NaN-0 0 -0 0 0 -0 NaN0 NaNaN
0
0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 n sum avg %
happy 0 -0 -0 0 0 -0 -0 -0 -0 -0 0 0 0 -0 -0 -0 -0 -0 -0 -0 0 0 0 0 0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 happy 6 1.8 0.30 21% 21.43
funny
-0 0 0 -0 0 0 -0 0 0 -0 -0 -0 -0 0 -0 -0 -0 0 0 -0 -0 0 -0 0 -0 0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 > 0.25 0
funny 4 0.9 0.23 14% 14.29
sexy
0 -0 -0 -0 -0 -0 0 0 0 -0 0 -0 -0 -0 -0 0 0 0 0 -0 0 9E-04-0 0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0
sexy 3 0.3 0.10 11% 10.71
romantic
-0 0 -0 0 0 -0 -0 0 0 0 0 -0 0 -0 0 0 -0 0 0 0 0 -0 0 -0 -3E-040 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.23 0
romantic 7 1.4 0.20 25% 25
soft
0 -0 -0 0 -0 -0 -0 -0 0 -0 0 0 0 0 0 0 -0 -0 0 -0 0 -0 0 -0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.21 0
soft 9 2.0 0.22 32% 32.14
mellow
0 -0 -0 0 -0 -0 0 -0 -0 -0 -0 0 0 -0 -0 0 0 -0 -0 -0 -0 0 0 0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.19 0
mellow 4 0.5 0.13 14% 14.29
cool
0 -0 0 -0 -0 0 -0 0 0 -0 0 -0 -0 0 0 -0 -0 0 0 -0 0 -0 -0 0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.17 0
cool 5 0.9 0.18 18% 17.86
angry
-0 0 0 -0 0 0 0 0 0 -0 0 -0 0 0 -0 -0 0 0 0 -0 0 0 0 -0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.15 0
angry 6 0.8 0.13 21% 21.43
aggressive
0 0 -0 0 -0 -0 0 -0 -0 -0 0 -0 -0 -0 -0 0 0 -0 -0 -0 0 0 0 0 0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.13 0
aggressive 2 0.3 0.13 7% 7.143
dark
0 -0 0 0 0 0 0 -0 -0 -0 -0 0 0 -0 -0 0 0 -0 -0 -0 -0 0 0 -0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.11 0
dark 8 1.4 0.17 29% 28.57
melancholy
0 -0 -0 0 -0 -0 -0 -0 -0 -0 0 -0 0 -0 -0 0 -0 -0 -0 -0 0 -0 0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.09 0
melancholy 6 1.9 0.31 21% 21.43
sad
0 0 -0 0 -0 0 -0 -0 0 -0 0 0 0 -0 0 -0 -0 -0 0 -0 0 -0 0 -0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 < 0.09 0 sad 9 2.5 0.28 32% 32.14
AVERAGE 6 1.2 0.20 21%
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
happy
0.33 0.45 NaN NaN 0.12 0.33 NaN NaN NaN 0.30 0.27 NaN NaN NaN
funny
0.25 NaN NaN 0.27 0.25 NaN NaN NaN 0.15 NaN NaN NaN
sexy
0.10 NaN NaN 0.10 NaN NaN NaN 0.12 NaN NaN NaN
romantic
0.25 NaN 0.20 NaN 0.18 NaN 0.20 NaN 0.18 NaN 0.20 NaN 0.18 NaN NaN
soft
0.10 NaN 0.24 NaN 0.22 0.13 0.34 NaN 0.24 NaN 0.22 NaN 0.24 NaN 0.22 NaN NaN
mellow
0.09 0.19 NaN NaN 0.15 NaN NaN NaN 0.10 NaN NaN NaN
cool
0.09 0.11 0.26 NaN NaN 0.18 0.26 NaN NaN NaN NaN NaN NaN
angry
0.14 NaN 0.11 NaN NaN 0.11 NaN NaN 0.11 0.19 0.11 NaN NaN NaN
aggressive
0.16 NaN NaN NaN NaN NaN 0.10 NaN NaN NaN
dark
0.17 0.10 0.18 NaN NaN 0.27 0.22 0.11 0.18 NaN NaN NaN 0.14 NaN NaN NaN
melancholy
0.20 0.40 NaN NaN 0.28 0.44 NaN NaN 0.28 NaN NaN 0.28 NaN NaN
sad
0.38 0.49 NaN 0.14 NaN 0.17 0.36 NaN 0.14 NaN NaN 0.40 0.33 0.14 NaN NaN NaN
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
happy
0.33 0.33 0.33 0.78 0.78 0.78 0.78 0.78 0.78 0.78 0.78 0.78 0.78 0.90 1.24 1.24 1.24 1.24 1.24 1.24 1.24 1.24 1.24 1.24 1.24 1.24 1.24 1.53 1.53 1.81 1.81 1.81 1.81 1.81 1.81 1.81 1.81 1.81 1.81 1.81 1.81 1.81 1.81 1.81 1.81 1.81 1.81 1.81 1.81 1.81
funny
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.52 0.52 0.52 0.52 0.77 0.77 0.77 0.77 0.77 0.77 0.77 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92
sexy
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31
romantic
0.00 0.00 0.00 0.25 0.25 0.25 0.25 0.25 0.25 0.46 0.46 0.46 0.64 0.64 0.64 0.64 0.64 0.64 0.64 0.64 0.64 0.84 0.84 0.84 1.03 1.03 1.03 1.03 1.03 1.03 1.23 1.23 1.23 1.41 1.41 1.41 1.41 1.41 1.41 1.41 1.41 1.41 1.41 1.41 1.41 1.41 1.41 1.41 1.41 1.41
soft
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0.00 0.00 0.09 0.09 0.09 0.21 0.21 0.47 0.47 0.47 0.47 0.47 0.47 0.47 0.47 0.65 0.65 0.65 0.65 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91
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Figure 4.34: What i’ve done (Linkin Park): Accumulated LSA derived emo-
tional values outlined vertically, as they are reflected in each line of the lyrics
plotted horizontally over time for the entire song.
In many of the above examples the emotional load reaches a climax in the very
beginning or towards the middle and subsequently dissolves towards the end of
the song. Forming an arch like dramatic curvature similar to the lyrics of “Mad
world” (Fig.4.35).
happy -0 -0 0 NaN0 0 -0 0 0 0 0 -0 0 0 1 0 -0 -0 0 -0 -0 0 0 0 -0 0 0
funny 0 0 0 NaN-0 0 -0 0 0 -0 -0 0 -0 0 -0 -0 0 0 -0 0 0 0 -0 -0 0 -0 -0 -0
sexy 0 0 0 NaN0 -0 -0 0 -0 0 -0 0 0 -0 0 0 0 0 0 0 -0 -0 0 -0 0 0 -0 -0
romantic 0 0 0 NaN0 0 0 0 0 0 -0 -0 0 0 0 0 -0 -0 0 0 -0 0 0 -0 -0 0 0
soft 0 0 -0 NaN0 0 0 -0 0 0 -0 0 0 -0 0 0 0 0 0 0 -0 0 0 -0 0 0 0 0
mellow - -0 0 NaN-0 0 -0 0 0 0 0 0 0 0 0 -0 0 -0 -0 -0 -0 0 0 0 0 0 0 0
cool 0 0 -0 NaN0 -0 -0 0 0 0 0 -0 -0 0 0 -0 -0 0 0 -0 -0 0 0 0 -0 -0 -0 -0
angry 0 0 -0 NaN-0 0 0 0 -0 -0 0 0 0 0 -0 0 0 -0 -0 -0 0 -0 -0 0 0 0 -0 -0
aggressive -0 -0 0 NaN-0 0 -0 0 -0 -0 0 -0 0 -0 0 0 0 -0 -0 0 0 -0 -0 0 -0 0 0 0
dark -0 -0 -0 NaN-0 -0 -0 0 -0 0 -0 0 0 -0 -0 -0 -0 -0 -0 0 -0 0 -0 0 0 0
melancholy 0 -0 0 NaN0 0 0 -0 0 0 - -0 0 -0 0 0 -0 -0 0 -0 -0 0 0 -0 -0 0 0 0
sad NaN0 0 0 0 0 0 0 -0 -0 0 1 0 -0 -0 0 -0 -0 0 0 0 -0 -0 -0 -0
0
0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 n sum avg %
happy -0 -0 0 0 0 -0 0 0 0 0 -0 0 0 1 0 -0 -0 0 -0 -0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 happy 9 2.9 0.32 33% 33.33
funny
0 0 0 -0 0 -0 0 0 -0 -0 0 -0 0 -0 -0 0 0 -0 0 0 0 -0 -0 0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 > 0.25 0
funny 6 1.2 0.21 22% 22.22
sexy
0 0 0 0 -0 -0 0 -0 0 -0 0 0 -0 0 0 0 0 0 0 -0 -0 0 -0 0 0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0
sexy 4 0.4 0.10 15% 14.81
romantic
0 0 0 0 0 0 0 0 0 -0 -0 0 0 0 0 -0 -0 0 0 -0 0 0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.23 0
romantic 6 1.1 0.19 22% 22.22
soft
0 0 -0 0 0 0 -0 0 0 -0 0 0 -0 0 0 0 0 0 0 -0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.21 0
soft 11 2.3 0.21 41% 40.74
mellow
-0 -0 0 -0 0 -0 0 0 0 0 0 0 0 0 -0 0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.19 0
mellow 8 1.1 0.14 30% 29.63
cool
0 0 -0 0 -0 -0 0 0 0 0 -0 -0 0 0 -0 -0 0 0 -0 -0 0 0 0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.17 0
cool 5 1.2 0.24 19% 18.52
angry
0 0 -0 -0 0 0 0 -0 -0 0 0 0 0 -0 0 0 -0 -0 -0 0 -0 -0 0 0 0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.15 0
angry 8 1.2 0.15 30% 29.63
aggressive
-0 -0 0 -0 0 -0 0 -0 -0 0 -0 0 -0 0 0 0 -0 -0 0 0 -0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.13 0
aggressive 5 0.6 0.11 19% 18.52
dark
-0 -0 -0 -0 -0 -0 0 -0 0 -0 0 0 -0 -0 -0 0 -0 -0 -0 0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.11 0
dark 8 1.5 0.18 30% 29.63
melancholy
0 -0 0 0 0 0 -0 0 0 -0 -0 0 -0 0 0 -0 -0 0 -0 -0 0 0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.09 0
melancholy 8 1.4 0.18 30% 29.63
sad
0 0 0 0 0 0 0 0 0 0 -0 -0 0 1 0 -0 -0 0 -0 -0 0 0 0 -0 -0 -0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 < 0.09 0 sad 11 3.6 0.33 41% 40.74
AVERAGE 7 1.5 0.20 27%
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
happy
NaN 0.25 0.17 0.32 0.11 0.13 0.98 0.45 0.32 0.11
funny
0.10 NaN 0.18 0.23 0.15 0.33 0.23
sexy
NaN 0.11 0.09 0.11 0.09
romantic
0.24 0.20 NaN 0.18 0.21 0.11 0.20
soft
0.25 0.22 NaN 0.30 0.15 0.17 0.15 0.28 0.25 0.18 0.17 0.15
mellow
0.16 NaN 0.12 0.11 0.13 0.14 0.24 0.11 0.13
cool
NaN 0.29 0.26 0.19 0.26 0.19
angry
0.10 0.13 NaN 0.12 0.15 0.16 0.11 0.36 0.11
aggressive
NaN 0.14 0.12 0.12 0.09 0.09
dark
NaN 0.35 0.10 0.23 0.14 0.35 0.10 0.11 0.11
melancholy
NaN 0.15 0.12 0.13 0.30 0.22 0.28 0.12 0.13
sad
0.16 0.14 NaN 0.40 0.18 0.26 0.36 0.35 0.58 0.50 0.36 0.35
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0.00 0.00 0.10 0.10 0.10 0.10 0.10 0.29 0.29 0.29 0.29 0.52 0.52 0.67 0.67 0.67 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23
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0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.11 0.11 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.31 0.31 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40
romantic
0.24 0.43 0.43 0.43 0.43 0.61 0.61 0.61 0.61 0.61 0.61 0.61 0.61 0.61 0.82 0.93 0.93 0.93 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13
soft
0.25 0.47 0.47 0.47 0.77 0.92 0.92 0.92 1.08 1.23 1.23 1.23 1.23 1.23 1.51 1.51 1.77 1.77 1.95 1.95 1.95 2.11 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26
mellow
0.00 0.00 0.16 0.16 0.16 0.16 0.16 0.28 0.28 0.38 0.52 0.52 0.52 0.52 0.66 0.66 0.89 0.89 0.89 0.89 0.89 0.89 1.00 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13
cool
0.00 0.00 0.00 0.00 0.29 0.29 0.29 0.29 0.55 0.55 0.74 0.74 0.74 0.74 0.74 0.74 0.74 0.74 0.74 0.74 0.74 1.00 1.00 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19
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dark
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.35 0.35 0.35 0.45 0.45 0.45 0.45 0.68 0.68 0.68 0.68 0.81 0.81 1.16 1.16 1.16 1.26 1.37 1.48 1.48 1.48 1.48 1.48 1.48 1.48 1.48 1.48 1.48 1.48 1.48 1.48 1.48 1.48 1.48 1.48 1.48 1.48 1.48 1.48 1.48 1.48
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Figure 4.35: Mad world (Gary Jules): Accumulated LSA derived emotional
values outlined vertically, as they are reflected in each line of the lyrics plotted
horizontally over time for the entire song.
Although a number of songs like “Rehab” (Fig. 4.21), “Time to pretend” (Fig.
4.22) and “Starlight” (Fig.4.24) build up over time, to form an ascending line
that emotionally peaks at the very end similar to the contrasting components
that constitute the lyrics of “Always where i need to be” (Fig. 4.36)
82 Semantic spaces
Always where i want to be
happy -0 -0 0 0 0 0 0 -0 0 0 0 0 -0 -0 -0 -0 0 0 0
funny -0 -0 0 0 -0 -0 0 0 0 0 -0 -0 0 0 0 -0 -0 0 0
sexy -0 -0 -0 0 -0 0 0 0 0 0 -0 0 -0 -0 0 -0 -0 0 0
romantic -0 -0 -0 -0 0 -0 -0 0 -0 -0 0 -0 0 -0 0 -0 0 -0 0
soft 0 -0 -0 0 -0 -0 0 0 0 0 -0 -0 -0 -0 0 0 0 -0 0
mellow -0 -0 -0 -0 0 0 0 0 -0 -0 0 0 0 -0 0 -0 0 0 0
cool 0 0 0 -0 -0 -0 0 -0 -0 -0 -0 -0 -0 -0 0 0 -0 0 0
angry 0 0 0 0 -0 -0 0 0 0 0 -0 -0 0 0 0 0 0 -0 0
aggressive -0 -0 -0 -0 0 0 -0 0 -0 -0 0 0 0 -0 0 -0 -0 0 0
dark 0 -0 0 -0 -0 0 -0 -0 -0 -0 -0 0 -0 -0 -0 0 0 -0 0
melancholy 0 0 -0 0 -0 0 0 -0 0 0 -0 0 -0 -0 0 0 0 -0 0
sad -0 -0 -0 0 0 0 0 -0 0 0 0 0 -0 -0 0 -0 0 -0 0
0
Always where i want to be
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 n sum avg %
happy -0 -0 0 0 0 0 0 0 0 -0 0 0 0 0 0 -0 -0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 happy 5 1.2 0.24 28% 27.78
funny
-0 -0 0 0 -0 -0 0 0 0 0 0 0 -0 -0 0 0 0 0 0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 > 0.25 0
funny 4 0.9 0.22 22% 22.22
sexy
-0 -0 -0 0 -0 0 0 0 0 0 0 0 -0 0 0 -0 -0 0 0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0
sexy 2 0.3 0.15 11% 11.11
romantic
-0 -0 -0 -0 0 -0 0 0 -0 0 -0 -0 0 -0 0 0 -0 0 0 -0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.23 0
romantic 1 0.2 0.19 6% 5.556
soft
0 -0 -0 0 -0 -0 0 0 0 0 0 0 -0 -0 0 -0 -0 0 0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.21 0
soft 4 0.7 0.17 22% 22.22
mellow
-0 -0 -0 -0 0 0 0 0 0 0 -0 -0 0 0 0 0 -0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.19 0
mellow 5 0.8 0.15 28% 27.78
cool
0 0 0 -0 -0 -0 0 0 0 -0 -0 -0 -0 -0 0 -0 -0 0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.17 0
cool 1 0.1 0.11 6% 5.556
angry
0 0 0 0 -0 -0 0 0 0 0 0 0 -0 -0 0 0 0 0 0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.15 0
angry 5 0.9 0.17 28% 27.78
aggressive
-0 -0 -0 -0 0 0 0 0 -0 0 -0 -0 0 0 0 0 -0 0 0 -0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.13 0
aggressive 2 0.4 0.21 11% 11.11
dark
0 -0 0 -0 -0 0 0 0 -0 -0 -0 -0 -0 0 0 -0 -0 -0 0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.11 0
dark 3 0.5 0.16 17% 16.67
melancholy
0 0 -0 0 -0 0 0 0 0 -0 0 0 -0 0 0 -0 -0 0 0 0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.09 0
melancholy 6 0.9 0.15 33% 33.33
sad
-0 -0 -0 0 0 0 0 0 0 -0 0 0 0 0 0 -0 -0 0 0 -0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 < 0.09 0 sad 8 1.3 0.16 44% 44.44
AVERAGE 4 0.7 0.17 21%
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
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0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.40 0.63 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88
sexy
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Figure 4.36: Always where i need to be (The Kooks): Accumulated LSA
derived emotional values outlined vertically, as they are reflected in each line of
the lyrics plotted horizontally over time for the entire song.
Or as in the song “Come away with me” generate an ascending structure that
comes to a climax towards the end by gradually saturating the overall emotional
texture of the lyrics (Fig. 4.37).
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Figure 4.37: Come away with me (Norah Jones): Accumulated LSA derived
emotional values outlined vertically, as they are reflected in each line of the
lyrics plotted horizontally over time for the entire song.
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4.5 Emotional curvatures
When projecting the lyrics into a semantic space, the outcome of the LSA
analysis are second-order matrices containing each line of the lyrics and their
corresponding cosine similarity to the twelve affective adjectives. In essence the
consecutive rows of lines making up the lyrics provide a temporal dimension,
whereas the saturation represented by the cells in the matrix define the loadings
of the twelve dimensional emotional vectors. However In order to establish
whether the LSA derived mixtures of feelings, structural patterns and temporal
curvatures outlined in the previous chapter represent general aspects in song
texts, a three-way Tucker tensor analysis is subsequently applied [Tucker, 1966]
to find what defines the emotional topics in 50.274 lyrics selected from LyricWiki
[Petersen et al., 2010]. To enable a comparison of the songs independent of
duration the LSA matrices were resampled to a fixed length of 32 time points,
corresponding to the average number of lines in the lyrics. Decomposing the LSA
emotional patterns represented in fifty thousand lyrics into a three dimensional
tensor, makes it possible to assess the strengths by which the vector loadings of
the time and emotions matrices interact over a large number of songs:
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Fig. 1. TUCKER 3-way tensor decomposition of the LSA lyrics emotions over time
matrices across 8457 songs, fitted to 10 combinations of emotions related to 6 time-
series components represented within 3 groups of songs - based on a sparse regression
algorithm pruning excess components and a hierarchical Bayesian ARD automatic
relevance determination approach applied to determine the amount of sparsity.
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Fig. 2. Song groups 1-3 samples LSA emotions over time: “End of the night”
characterized by the ‘soft-dark’ components that appear saturated in row 5 and 10
of the matrix, “Not fade away” characterized by mainly ‘happy-sad’ contrasts (rows
1 and 12), “Funny how love is” characterized by ‘happy-sad’ (rows 1 and 12) and
‘funny-angry’ contrasts (rows 2 and 8),
Sparse but emotional decomposition of lyrics
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As both low-level semantics of song texts 
and our emotional responses can be 
encoded in words, a cognitive model might 
be constructed which bottom-up defines 
term vector distances between lyrics and 
affective adjectives, that top-down constrain 
the latent semantics according to 
neurophysiological dimensions capturing 
how we perceive the emotional context. 
Method
Representing lyrics and the adjectives: 
happy, funny, sexy, romantic, soft, mellow, 
cool,  angry, aggressive, melancholy and 
using LSA latent semantic analysis, their 
cosine similarities can be mapped as 
patterns of 12 dimensional vectors forming 
that reflect emotions over time in the songs. 
Subsequently the LSA patterns are 
unfolded to identify similarities across 8457 
lyrics using a 3-way Tucker decomposition, 
where G is a core array defining the 
strengths by which the vector loadings of 
the A time, B emotions and  C songs 
matrices interact with L, M and N 
components. The model is fitted using a 
sparse regression algorithm to prune 
excess components. 
A hierarchical Bayesian approach, ARD 
automatic relevance determination is 
applied to determine the amount of sparsity 
imposed on the core array as well as the 
loadings. Enabling that the relevance of 
different features can be determined based 
on hyperparameters. 
Results
Resampling the lyrics to a fixed length of 32 
lines and applying the sparse ARD Tucker 
model to the LSA matrices, 2 out of 6  time 
series components stand out as highly 
correlated with 3 emotional mixtures, found 
in 3 groups of lyrics: Either as in the red 
dramatic curve which reaches an emotional 
climax early in the song before fading out, 
associated with either dark textures or 
happy-sad plus funny-angry contrasts. Or 
reversely in the yellow curve that  builds up 
to form an ascending line culminating at the 
very end based on mainly happy-sad 
contrasts.Suggesting that the contrasting 
pairs of affective components, function as 
emotional building blocks, that when 
combined with time-series components 
form dramatic curvatures underlying the 
structure of lyrics.
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arousal captures the amount of involvement ranging from passive states like ‘mel-
low’ and ‘sad’ to active aspects of excitation as reflected in ‘angry’ or ‘happy’.
To probe whether the semantic contours previously identified in a small sam-
ple are commonly found in ly ics, w in this paper move beyond the LSA second-
order analysis of emotions over time and apply a higher-order PCA principal
component analysis. In this case a three-mode factor analysis to derive similar-
ities across 8457 lyrics selected from LyricWiki. Unfolding the two-dimensional
LSA into a 3-way array, it can be decomposed into a core tensor and three
matrices in the model proposed by Tucker [12]:
xijk ≈ G ×A×B×C =
LMN￿
lmn
glmnailbjmckn (1)
where G becomes a core array that defines the strengths by which the JN columns
or vector loadings of the ATime×L(≥ 0), BEmotions×M (unconstrained), and
CSongs×N (≥ 0) matrices interact. Or in other words the model will relate all
potential linear interactions between vectors representing the three modes. Here
the variables L,M and N correspond to the number of components or columns
in the orthogonal factor matricesA,B and C, which could in turn be interpreted
as principal components in each of the three modes [13].
Assuring that the model retains only the minimal number of components
necessary for representing the data, the Tucker tensor decomposition is fitted
using a sparse regression algorithm to prune excess components. A hierarchical
Bayesian approa h, ARD automa ic relevance determination is applied to deter-
mine the amount of sparsity imposed on the core array as well as the loadings.
Enabling that the relevance of diﬀerent features can be determined based on
hyperparameters, which define a range of variation for the underlying param-
eters. And to provide a sparse representation, these are modeled as the width
of an exponential and Laplace prior distribution for parameters, which are non-
negativity constrained and unconstrained respectively assigned to the loadings
and core [14]. Assuming a higher degree of signal than noise in the data, a signal
to noise ratio of 1dB has been chosen in this implementation of the sparse Tucker
model. In order to optimize the likelihood function, the ARD Tucker model is
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xijk ≈ (G ×1 A×2 B×3 C)ijk =
∑
lmn
glmnailbjmckn (4.1)
where t e G core array is positive and defines the st ength by which the columns
or v ctor loadings of the ATime×L(positive), BEmotions×M (unconstrain ),
nd CSongs×N ( ositive) mat ices interact. Meaning, the Tuck r t n or odel
captures all poten ial linear intera tions betwe emotio s, time and songs. And
the variables L,M dN correspond to the nu b r of components or colu ns in
the factor matrices A,B nd C, which co ld in turn be int rpret d as principal
components in eac of the three modes [Kolda and Bader, 2008].
To assure that the model provides the most sparse representation, the Tucker
tensor decompositio is fitted using a sparse regression algorithm, where xcess
components are pruned by regularization based on the `1 norm to minimize
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non-zero elements in the core array. What components would be necessary for
representing the interactions between the three modalities, or conversely which
ones could be set to zero, depend on the amount of regularization defined us-
ing a hierarchical Bayesian ARD automatic relevance determination approach.
Learning the hyperparameters of the priors based on the relevancy of features
in the data, the Bayesian ARD defines a range of variation for the underly-
ing parameters. Providing a sparse representation, these parameters are mod-
eled as the width of exponential and Laplace prior distributions, which are
non-negativity constrained and unconstrained respectively assigned to the load-
ings and core. To reduce the interaction between components expressed in the
core the relevance is evaluated by Bayesian ARD of each core element sepa-
rately rather than imposing an equal degree on all core elements as proposed
in [Mørup and Hansen, 2009]. That is, each alternating optimization problem
of the model parameters G A,B, C form a standard `1 regularized regression
problem. For this implementation of the algorithm a signal to noise ratio of 0
dB was chosen, meaning that we do not assume a higher ratio of signal than
noise to be present when applying the sparse Bayesian algorithm. Each of the
ARD hyperparameters are updated according to the norm of their respective
component, and as such the updates of the core elements are equivalent to `0
optimization based on re-weighted `1 norm optimization [Candes et al., 2008].
To optimize the likelihood function, the combined Tucker ARD approach was
applied ten times to the LSA matrices, and the decomposition achieving the
highest logarithmic probability value based on 1000 iterations was selected to
provide the best representation of the data.
Starting out with ten components in each of the three modes of the Tucker
tensor decomposition, the number of excess components are gradually pruned
by the Bayesian ARD algorithm until only the most significant interactions be-
tween emotions across thousands of songs remain. These are represented in
the core arrays, related to two time-series curvatures in blue and green respec-
tively that capture what constitutes the emotional load over the duration of
a song. The sparsity implied on the core arrays makes it possible to retrieve
what remains the significant mixtures of emotional topics that appear within
five clusters of songs, and thus represent the most correlated components across
the three modes (Fig.4.38). In essence the sparse representation of emotional
topics and time-series curvatures of emotional load retrieved in the analysis are
derived from almost 20 million free variables originally defining the 12 dimen-
sional vectors of affective adjectives within 50274 matrices. When applying the
combined ARD Tucker tensor decomposition to the LSA matrices the problem
space is reduced by a factor of 77 to 251.632 variables, while the degree of ex-
planation retained in the model remains 21 %. Whereas a null hypothesis for
the Tucker model based on a random permutation of the data would account
for only 4.84 +/− 0.01 % of the variance [Petersen et al., 2010].
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Figure 4.38: Tensor array of correlated components among emotions,
time and songs, identified in a 3-way sparse ARD Tucker decomposition of
LSA matrices representing 50.274 lyrics. The saturated cells outlined in blue
and green within the core array, indicate that the maximum interaction is con-
centrated in five emotional topics (2, 4, 6, 7 & 8) within five groups of songs.
The loadings of these components in the core array are in turn related to the
two time series curvatures representing the variability of emotional load over
time outlined in blue and green (top and bottom).
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Figure 4.39: Emotional topics retrieved from the Tucker decomposition of
50.274 lyrics (Fig. 4.38), primarily characterized by mixtures of 2.‘soft’, 4.‘dark’
6.‘happy-sad’, 7.‘soft-cool’ and 8.‘funny-angry’ feelings.
The sparse core array derived from the Tucker decomposition (Fig.4.38) indi-
cates that two time-series curvatures capture what constitutes the emotional
load in the fifty thousand songs. The first time-series component outlined in
blue forms a descending curve, correlated with the emotional topics 2, 4 and 6
representing mixtures of ‘soft’ and ‘dark’ textures as well as ‘happy-sad’ con-
trasts (Fig.4.39). While the second time-series component outlined in green is
an ascending line (Fig.4.38), associated with the emotional topics 4, 6 7 and 8,
which besides ‘dark’ and ‘happy-sad’ mixtures also represent ‘soft-cool’ textures
and a more aroused ‘funny-angry’ topic (Fig.4.39). And in the Tucker core ar-
ray these time-series and emotional components come out as correlated with
five groups of songs
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Figure 4.40: Top samples from song group 1 correlated with emotional
topics 2 ‘soft’ and 6 ‘happy-sad’, exemplified by the lyrics of Bon Jovi’s “Not
fade away” (left), and The Mission’s rendering of‘ “Love” (right)
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Looking into top samples from song group 1, here taking the Bon Jovi song
“Not fade away” as an example, the sixth emotional component can clearly
be made out (Fig.4.40). Correlated with the first time-series component this
emotional topic is characterized by ‘happy’ activations that appear synchronized
with ‘sad’ aspects sustained throughout the song in row 1 and 12 of the matrix,
and culminating with an activation of ‘soft-dark’ textures at the very end. Also
in The Mission’s rendering of “Love” (Fig.4.40), the lyrics strongly trigger the
simultaneous juxtaposition of ‘happy-sad’ contrasts, coupled with additional
‘romantic-soft’ components while being devoid of any ‘angry’ aspects.
Taking two of the top tracks most representative of the second group of songs
as examples, Nirvana’s “Love Buzz” and the Therapy? song “Stay Happy”
(Fig.4.41) both again reflect the simultaneous coupling of ‘happy-sad’ contrasts
as found in the sixth emotion topic when correlated with the second time-series
component. Although here appearing less sustained throughout the lyrics of
“Love Buzz”. While in “Stay Happy” the ‘happy-sad’ contrasts are now strongly
biased towards the top and most other emotions appear deactivated in the
matrix
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Figure 4.41: Top samples from song group 2 correlated with emotion topic
6 ‘happy-sad’, exemplified by the lyrics of Nirvana’s “Love Buzz” (left), and the
Therapy? song “Stay Happy” (right).
In the third group of songs, exemplified by two more problematic lyrics: the
The Sex Pistols’ version of “No Fun” and the Michael Jackson song “Jam”
(Fig.4.42), the overall affective weighting of the matrices are strongly influenced
by the eighth emotional topic capturing ‘funny-angry’ aspects in the lyrics.
However in the case of “No Fun” where the lyrics heavily trigger ‘funny’ despite
the song lamenting the prospect of being alone, the lack of sequential syntactic
order here highlights the challenge of retrieving the underlying meaning using
a bag of words approach only. Whereas the frustration in the lyrics might
come across more easily based on an activation of ‘angry’ aspects. Similarly the
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Michael Jackson song “Jam” could hardly be considered particularly ‘funny’
despite the strong triggering of these emotions based on the lyrics. Whereas
the complementary ‘cool’ emotions triggered in the matrix seem more apt at
capturing the atmosphere in the song. While also here the energetic aspects of
the lyrics are much better channeled out through the ‘angry’ aspects.
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Figure 4.42: Top samples from song group 3 correlated with emotion topic
8 ‘funny-angry’, exemplified by the lyrics in The Sex Pistols’ rendering of “No
Fun” (left), and the Michael Jackson song “Jam” (right).
The fourth cluster of songs correlated with the second time-series components
is mainly representing the characteristics of the seventh emotional topic, which
captures more ‘romantic-soft’ aspects visible in the saturated rows 5 and 6 in
the matrix plots of Bo Didley’s lyrics of “Diddley Daddy” and the Lou Reed
song “The Blue Mask Women” (Fig.4.43). Even though the seventh emotional
topic stands out clearly in the core array associated with the second time-series
component (Fig.4.38), the lyrics in this cluster of songs also strongly trigger the
‘happy-sad’ contrasts, making this emotional topic appear more like a comple-
mentary texture than a principal emotional component.
Also the top samples of the fifth cluster of songs appear primarily reflect the
fourth emotional topic, as exemplified by the lyrics of The Doors’ “End of the
night” and the Yeah Yeah Yeahs’ song “Hello Tomorrow” (Fig.4.44). As in
both of these examples, the lyrics most representative of this cluster of songs
are in general characterized by a strong activation of ‘soft-dark’ textures that
can metaphorically be interpreted as feelings, while any other emotions appear
subdued in the matrices. And together with the previously identified ‘happy-
sad’ and ‘funny-angry’ mixtures of affective adjectives these textural elements
appear to constitute the building blocks defining the structure of the lyrics.
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Figure 4.43: Top samples from song group 4 correlated with emotion topic
7 ‘romantic-soft-cool’, exemplified by the lyrics of Bo Didley’s rendering of “Did-
dley Daddy” (left), and the Lou Reed song “The Blue Mask Women” (right)
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Figure 4.44: Top samples from song group 5 correlated with emotion topic
4 ‘dark’, exemplified by the lyrics of The Doors’ “End of the night” (left), and
the Yeah Yeah Yeahs’ song “Hello Tomorrow” (right).
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Chapter 5
Cognitive components
5.1 Memories of vectors
Both words and music move in time, and as T.S. Elliot phrased it “only by the
form, the pattern, can words or music reach”. Meaning evolves dynamically
as we discover self-organizing patterns transforming our memories of what just
faded away into prior probabilities for what is likely to emerge. Squeezed in
between a before and an after, we continuously modify our expectations of what
comes next based on an understanding of the present. In that sense emotions
can be understood as an anticipation of harmonic and rhythmical structures
[Meyer, 1957] [Huron, 2006] [Temperley, 2007], that form patterns we empathet-
ically experience as contours of tensions and release [Jackendoff and Lerdahl, 2006]
[Lerdahl and Krumhansl, 2007]. Formulated as a reduction in free-energy it can
be viewed as a minimization of prediction error that will optimize the weights
of synaptic connections among neurons [Friston, 2010], or translate into a surg-
ing sensation of fulfillment when realizing that the input fits our expectations
[Vuust and Frith, 2008]. The continued repetition turns surprising events into
behavioral patterns, as the properties of neurons become modified top-down and
their receptive fields adapt to the input [Shamma et al., 2010].
While the features of songs or synopses may constitute complex manifolds in
a high-dimensional space, the sensory coding of neurons in the brain takes ad-
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vantage of underlying regularities to transform sensations into sparse represen-
tations where receptive fields are hierarchically aligned with the structure in
the input [Barlow, 1972]. Cognitive component analysis [Hansen et al., 2005],
formulated as an unsupervised learning of features resembling human compre-
hension, suggests that the sensory structures we perceive might be retrieved by
reducing dimensionality and treating objects in space and time as linear mix-
tures incorporating sparsity and independence. In that sense we might think
of the principal components determining the reduced dimensionality of a latent
semantic space, as being aligned not only with linear directions in the input
but also our receptive fields for sensory perception. However simply reduc-
ing what we perceive to principal components that allow us to reconstruct the
world from sparse representations will not by itself be sufficient, unless incor-
porating our responses to continuously adapt to the state space we are part of.
When modeling comprehension we need to integrate the correlations between
eigenvectors that capture the highest variance in the input, with a behavioral
bias determining whether we are attracted or try to avoid what is encountered
[Duff and Verschure, 2010]. An approach that bears resemblance to the pre-
viously described concept of reducing ‘free energy’ [Friston, 2009], either by
perceptually modifying our expectations to minimize surprise, or behaviorally
modify our state within the environment and thereby actively influence what fea-
tures are being sampled. Modeling higher layers of abstraction we could imagine
that the neurons in the brain are not necessarily filling out entire spatial grids,
but rather based on principal components definine the sparse structures hold-
ing them together [von der Malsburg, 1999]. Even though a latent semantic
space is not made of synaptic connections between neurons but rather words
activated beyond a threshold based on the cosine similarity of vectors, the prin-
cipal components in the LSA analysis could be interpreted as capturing both
the maximum variance as well as affective bias that allow us to reconstruct the
sensory input from a sparse representation.
These patterns of principal components become part of our mental workspace
when the bottom-up sensory input raises above the background noise of core
affect [Dehaene and Naccache, 2001], and top-down trigger distinct feelings re-
flecting a shift of our attention [Damasio, 2003a]. Language allows us to both
share the internal representations of what we perceive as mental concepts, as
well as categorizing them as distinct states in the continuous ebb and flow of
emotions. Cognitively speaking our feelings can here be thought of as top-down
labels that we consciously assign in response to emotions that are constantly
triggered by what we perceive [Barrett, 2006]. As both low-level semantics and
our emotional responses can be encoded in words, the LSA approach described
above can be viewed as a simplified cognitive model of how we perceive the
underlying structures in media. And by representing song lyrics or synopses
describing videos in a vector space of reduced dimensionality, combine bottom-
up defined term distances with affective adjectives, that top-down constrain
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the latent semantics according to neurophysiological dimensions of valence and
arousal [Posner et al., 2009]. Using comprehension as a paradigm for cognition,
we might think of the strength of synaptic connections formed between neurons
in the brain as similar to word co-occurrences that are gradually transformed
into semantic relations. Here only those nodes which remain sufficiently acti-
vated by a shift of attention will be integrated into the patterns forming our
working memory. And whether these connections grow sufficiently strong for
the nodes to reach a threshold level of activation necessary for being integrated
in working memory, could be modeled as dependent on the cosine similarity of
the word vectors that are projected in the semantic space [Kintsch, 1998]. Neu-
ral processing, summed up in the proverbial “neurons that fire together wire
together” of Hebbian learning coupled with spike-timing dependent plasticity
[Song et al., 2000] could in that sense be translated into synchronized correla-
tions of words appearing within multiple contexts. And our memories generated
from the weights of synaptic connections could be interpreted as links between
nodes in a semantic space which are strengthened when the dimensionality of
the underlying term document matrix is reduced.
Going back to what defines that largest amount of variance in the input, the pre-
viously described top words captured by the third LSA component (Fig.3.3)might
provide the building blocks for a simplified representation of sensory percepts in
a semantic space. Based on regions of associated vectors defined along multiple
dimensions in a conceptual space [Ga¨rdenfors, 2000], they seem to form se-
mantic neighborhoods characterized by dense interconnections and more sparse
in-between edges linking them to the other subgraphs within a network struc-
ture [Girvan and Newman, 2002]. When trying to comprehend the world we
essentially attempt to fit the sensory input we encounter into a mental model
shaped by our previous experiences stored as weights of synapses connecting the
neurons in our brains. In the cortex around 70% of the thousands of synaptic
connections providing the input to each neuron originate within the distance of
a few hypercolumns [Ananthanarayanan et al., 2009]. Drawing a parallel to a
latent semantic space we might similarly think of the surrounding vectors in the
immediate vicinity of a word as defining both the node as well as the connec-
tivity which link the associations that constitute our memories. And due to the
compact structure of eigenvectors that capture words representing sensorimotor
percepts and affective responses, facilitate a modeling of what we perceive and
enable that we may recursively encode new concepts based on these hierarchi-
cally nested constructs [Baum, 2004]. Latent semantic analysis could be under-
stood as not just deriving the meaning in texts based on orthogonal directions in
a vector space that contain the highest variance [Tenenbaum et al., 2000], or as
associations where the strengths of connections are gradually transformed into
semantic relations constrained by the limitations of our memory [Kintsch, 1998],
but rather capable of metaphorically mapping small world semantic neighbor-
hoods of ‘man’ and ‘thing’ into actions defined by the sensorimotor equivalents
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of ‘hand’ and ‘eye’ [Feldman and Narayanan, 2004]. Whether we ‘touch’ an
object or only simulate that we do so, the same neural populations are in-
volved [Gallese and Lakoff, 2005] [Desai et al., 2010]. The central nodes and
their closest neighbors described above in the subgraph structures which cap-
ture the covariance in the semantic space, may thus translate what we ‘touch’
or metaphorically ‘grasp’ from sensorimotor percepts into concepts emulated on
a neural level [Rizzolatti and Arbib, 1998] [Gallese, 2005]. Or as mental repre-
sentations of the neighboring nodes of ‘conscious’ ‘thought’ make it possible to
retrieve previously experienced patterns by reactivating their traces in memory
[Damasio and Meyer, 2008]. And being grounded in the same neural structures,
allow us to infer meaning even when retrieving only the synopses of videos or
the lyrics of a song.
5.2 Sensory semantics
A way to interpret how we perceive the emotional contents in a phrase of words
or a melodic line would be to think of these shifting patterns of tension and
relaxation as rooted in sensorimotor percepts which we replay within a con-
ceptual space. In that sense any musical or linguistic concept could be un-
derstood to intentionally encapsulate affective states, which we mentally unzip
into complex hierarchically layered representations that are transformed into
sensations of being wrapped up within a spatio-temporal pitch space or poeti-
cally being swept away by words that remain only a few associative steps apart.
However literally mapping the emotional context based on the tension and re-
laxation in a musical phrase, based on hierarchically layered distances within
a high dimensional space becomes an immensely complex task [Lerdahl, 2001]
[Lerdahl and Krumhansl, 2007]. Alternatively we might instead extract more
generic emotional elements from texts associated with media, to the extent that
the eigenvectors in a latent semantic space are able to capture these aspects in
the underlying matrix.
Looking into the subgraph structure of terms captured by the third LSA com-
ponent in the literature corpus a number of contrasting aspects appear integral
to the semantic neighborhoods of words. As previously described these words
represent only a tiny subset of the underlying matrix but nevertheless form a
network structure that could be understood as a conceptual space character-
ized by its degree of centrality, where the nodes ‘hand’ and ‘love’ stand out
as being the most highly connected (Fig.3.3). Apart from being linked to the
most important sensory modality represented by the term ‘eye’, the semantic
neighborhood of ‘hand’ includes a cluster of differentiated actions ranging from
a soft ‘touch’ to a hard ‘clasp’. Thus capturing sensorimotor states going from
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complete relaxation to a gradual buildup of tension. Or self referentially trans-
form the noun ‘hand’ into a tightly rolled up ‘clench’ed fist that might violently
be ‘thrust’ forward in an expression of extreme anger. Similarly the nearest
neighbors of the verb ‘cry’ again includes ‘clench’ which might potentially ini-
tiate a chain of events summed up in the sensorimotor related actions of the
surrounding vectors: ‘wring, gnash’ and ‘shriek’. In that sense this densely con-
nected subgraph could be understood as a set of nodes capable of transforming
bottom-up sensorimotor and action percepts into simplified semantic represen-
tations. Traversing the graph by both ‘hand’ and ‘eye’, it extends into an even
more elaborate structure centered around the node of ‘love’, linking a dense net-
work incorporating ‘heart’ and the ‘tender’ ‘feel’ ings that unite ‘life’ and ‘mind’.
In terms of cognitive modeling this subgraph could thus be thought of as nodes
that top-down map emotions into the labels we consciously assign to our behav-
ioral responses. Leaving out the more abstract evaluation of what constitutes
‘good’ and ‘bad’ to the third remaining subgraph, these words are linked by the
immaterial ‘thing’ to the concept of ‘mind’ and at the other edge relating the
term ‘man’ to the equivalent of Munch’s existentialist “Scream”, scaled down to
the node of ‘cry’ closing the connected path of the graph. Meaning, even when
considering only a few of the closely related vectors that represent the maxi-
mal variance in the matrix, contrasts between ‘good’ and ‘bad’ or ‘touch’ and
‘clench’ tend to separate aspects along perceptual dimensions linking the nodes.
These dimensions capture not only the complementary positive and negative
extremes, but have a sufficiently high resolution to map gradient reflections of
light ranging from ‘dim’ to ‘gleam’ in the semantic neighborhood of ‘dark’, or
the phase transitions from ‘viscous’ to ‘ice’ in the vectors surrounding the term
‘cool’. Comparing the nodes of ‘heart’ ‘love’ and ‘mind in the LSA defined
graph with user rated values for how these words are perceived in a psycholog-
ical space framed by valence and arousal the topology seems to be preserved
(Fig.3.4. And as such the words could be thought of as vectors in a conceptual
space that allow for encoding representations along multiple dimensions, which
reflect not only the underlying correlations in the matrix but also sensorimotor
percepts and behavioral responses enabling a simplified cognitive model of how
we perceive media.
5.3 Modeling media
Choosing texts associated with media such as synopses describing episodes of
TV shows [Petersen and Butkus, 2008a] or the lyrics associated with a song
[Petersen et al., 2009] [Petersen and Hansen, 2010], and projecting them into a
semantic space of reduced dimensionality, the eigenvectors will as described
above capture correlations among the words that resemble how we bottom-up
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perceive sensory input. But as a simplified cognitive model will also need to
incorporate our behavioral responses triggered by the emotional contents, the
distances between the vectors constituting the synopses or lyrics are addition-
ally compared against twelve frequently used last.fm adjectives functioning as
emotional buoys within the term document matrix. In that way the latent se-
mantics of the synopses or lyrics can be represented as twelve dimensional vec-
tors constrained to the underlying dimensions of valence and arousal (Fig.3.1).
And thus model how we consciously formulate feelings in words triggered by
emotions overwhelming the continuous surf of core affect present in the back-
ground. Which in turn reflects that emotionally charged aspects of language are
processed faster than neutral words [Kousta et al., 2009], and in that way may
filter what is perceived as essential and become part of our memories.
In the examples based on synopses of episodes from two TV series, the LSA
derived matrices make it possible to discern the difference within the emotional
vector loadings separating a soap opera from a comedy, purely on the basis
of the short resumes made available as metadata by the BBC. While at the
same time the patterns illustrate how the underlying term document matrices
influence whether these differences come out in terms of levels of saturation
(Fig.4.9 or by a more distinct separation of emotional elements within the two
genres (Fig.4.10). This separation of what can be interpreted as aspects of
valence and arousal becomes even more essential when going beyond a static
‘bag of emotions’ approach, and determining the cosine similarity between the
frequently used emotional last.fm tags and each line in seventeen examples of
song texts [Petersen et al., 2009]. Forming dramatic temporal landscapes made
of peaks and valleys defined by the loadings of the emotional vectors, the resul-
tant affective patterns appear mainly to capture ‘happy-sad’ contrasts, as well
as ‘funny-angry’ components coupled with ‘soft, cool’ and ‘dark’ elements. Here
‘happy-sad’ peaks like in the songs “The Scientist” and “Nothing else matters”
(Fig.4.25 - 4.26) appear to define an affective range from pleasant to unpleasant
aspects of valence, that establish an emotional framework from the very begin-
ning. Once the emotional context has been defined along the ‘happy-sad’ axis
of valence, it seems often to be contrasted with ‘funny-angry’ elements charac-
terizing the complementary affective dimension of arousal as in lyrics such as
“Wonderwall” and “Iris” (Fig.4.30 - 4.31). In general the largest peaks that
reflect the most significant emotional loadings at any point within a song seem
to involve ‘happy-sad’ elements. Apart from examples such as “Rehab” and
“Time to pretend” (Fig.4.21 - 4.22) where the ‘funny-angry’ elements provide
the very foundation, these feelings often function as contrasting segments that
are sandwiched in between the other components. Whereas the ‘soft, cool’ or
‘dark’ textures which come out in lyrics such as “Now at last” and “Colorblind”
(Fig.4.28 - 4.29) appear to provide added flavors that expand or transform the
‘happy-sad’ emotional structures.
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Comparing the feelings retrieved from twentyfive thousand lyrics based on LSA
against the last.fm tag-clouds describing the corresponding songs in a confusion
matrix (Fig.4.19), there is primarily agreement on the contrasts between positive
and negative valence captured by the affective adjectives in the upper left and
lower right corner of the matrix. Whereas the more subdued emotions along the
diagonal show little agreement, due to the disproportionate number of last.fm
songs which are tagged as ‘mellow’ or ‘cool’ and thereby being confused with
the LSA row entries in the matrix. Further analyzing to what degree these cor-
relations are statistically significant, a randomized permutation test was run to
refute the null hypothesis of the rows and columns being independent (Fig.4.20).
The resulting matrices again indicate that what remains beyond random is the
juxtaposition of ‘happy’ and ‘funny’ versus ‘sad’, although skewed off-diagonally
due to differences in how these terms are interpreted in the LSA corpus and the
last.fm social network. And additionally the permutation test indicates a corre-
lation between the LSA feeling ‘soft’ retrieved from the lyrics and the term ‘dark’
when applied as a last.fm tag to describe a song. Which suggests that the lyrics
may reflect the overall bias in the songs along the dimensions of valence and
arousal. While mapping sequential LSA values for each line in the lyrics against
last.fm tags that describe the corresponding songs, remains far from trivial due
to the lack of temporal information within the tag-clouds. Musical features are
rarely distributed as random segments in a bag [Levy and Sandler, 2009], but
form patterns that are related to perceptually significant peaks or local max-
ima that generate the larger scale semantic structures. That is, when modeling
media we will need to treat semantics as unfolding within windows the size of
individual phrases that are structurally homogenous.
Temporally speaking, the peaks and contrasting textures in the lyrics seem to
generalize into a couple of dramatically shaped curves that reflect the loadings
in the matrices along a temporal dimension. Early results based on only a few
songs could indicate that the large peaks triggered by individual lines in the
lyrics might also temporally mark the boundaries of sections that define the in-
tro, chorus or bridge passages in the corresponding song [Petersen et al., 2009].
Such emotional bursts or local maxima in the lyrics could potentially explain
how a few large peaks might strongly influence both the emotional and temporal
structure. And thus cognitively define the overall lasting impression of how we
perceive a song rather than being based on a continuous triggering of average
intensity. Such structural peaks in the songs might also might also explain how
naturally occurring soundscapes like traffic or birds can be sampled using a bag
of features approach as they form temporally homogeneous patterns, whereas
the same is rarely possible in music, where 10% of the statistically least relevant
frames may account for half of the variance [Aucouturier et al., 2007]. Most of
the LSA peaks in the time-series samples analyzed seem to be built on top of
simultaneously triggered pairs of ‘happy’ and ‘sad’ contrasts, in line with earlier
psychological studies finding that these basic level affective terms capture half
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of the variance in emotional words [Russell, 1980]. The tendency to empha-
size contrasting aspects might also be reflected in results from studies rating
emotional words, which indicate that synonyms for prototypical emotions like
‘happy’ or ‘anger’ are often based on one category only, and are defined as either
positive or negative along a single dimension. Whereas more complex affective
terms appear to be combinations of several emotions, as in ‘despair’ which is
perceived as a mixture of ‘sadness’ and ‘anxiety’, or ‘excitement’ involving as-
pects of both ‘happiness’ and ‘surprise’ [Strauss and Allen, 2008]. In the small
sample of lyrics analyzed, the combinations of ‘funny’ and ‘angry’ emotions do
not generate significant emotional peaks, but instead provide a contrasting tex-
ture. Possibly because these affective adjectives represent less contrast as they
share the same active excited characteristics of arousal on one dimension al-
though they differ in terms of valence. Recent fMRI studies that have identified
distinct patterns of activation in the brain related to affective speech intona-
tion cues indicate larger overlaps in voxels activated for emotions representing
a similar amount of arousal. While a better discrimination was observed when
arousal differs as in ‘sad’ and ‘angry’ [Ethofer et al., 2009].
To assess whether the emotional mixtures and time-series peaks and valleys,
described above based on a small sample of songs (Fig.4.21-4.37) are generally
encountered in lyrics, a Tucker three-dimensional tensor decomposition was ap-
plied to define similarities within fifty thousand lyrics [Petersen et al., 2010].
Meaning, that the second order matrices of lyrics over time derived from the
LSA analysis are extended into a three dimensions, by applying a higher order
factor analysis. The Tucker tensor core array generated in the analysis will
thus capture the strengths by which the LSA vector loadings of emotions over
time interact across different songs (Fig.4.38). As we are interested in identi-
fying affective mixtures and temporal curvatures that might explain a common
structure among the fifty thousand matrices, the Tucker tensor decomposition
is fitted using a sparse regression algorithm. This algorithm removes non-zero
excess components in the core array by regularization based on the `1 norm.
While what components should be pruned is in turn decided using a hierarchi-
cal Bayesian ARD automatic relevance determination approach, which learns
hyperparameters of the priors based on the relevancy of features in the data
[Mørup and Hansen, 2009]. The sparsity implied on the Tucker tensor core ar-
ray thereby makes it possible to identify what remains the most significant
mixtures of emotional topics (Fig.4.39), and how they are related to temporal
structures within segments of songs (Fig.4.38). That is, the almost 20 million
free variables originally defining the 12 dimensional vectors of affective adjec-
tives within fifty thousand lyrics, is reduced by a factor of 77 to around 250.000
variables, while the degree of explanation retained in the model remains 21 %.
The sparse mixtures of affective adjectives and temporal curvatures retrieved
from the Tucker tensor decomposition can largely be thought of as contrasts
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along dimensions that span the psychological axes of valence and arousal and
in the widest sense define a low dimensional structure of the input. In line with
recent neuroscientific findings indicating that the processing of emotional words
appears literally divided among two distinct neural networks, linearly correlated
with the values of valence or arousal [Posner et al., 2009]. Interpreted as prin-
cipal components the ‘happy-sad’ mixture could be thought of as representing
the maximal contrast potentially biased towards positive or negative valence,
which as complementary aspects define the emotional range. Whereas aspects
of excitation reflected in the emotional mixture of ‘funny-angry’ seem to capture
the amount of arousal as perceived intensity (Fig.4.39). So, together these two
pairs of contrasts might be interpreted as representative of the two principal
dimensions framing a psychological space that provides the constraints for how
we encode emotions. Also the ‘soft’, ‘cool’ and ‘dark’ textures identified in the
lyrics appear salient as they might not only be understood as abstract con-
cepts, but in a larger context reflect sensorimotor percepts of touch or timbre
metaphorically mapped onto feelings [Damasio, 2003a], similar to the exam-
ples described above of semantic neighborhoods formed around words such as
‘hand’ or ‘dark’. Constrained to the two psychological dimensions of valence and
arousal, the combinations of emotional topics could provide the affective build-
ing blocks that define a low dimensional representational structure of the input.
Which would allow us to reconstruct the original signal from a incomplete set of
linear affective mixtures forming sequential patterns that temporally reflect the
emotional load. Embedded as cognitive components that we are able to retrieve
as latent semantics when the bottom-up generated input raises above the back-
ground noise of core affect and top-down trigger distinct feelings in response to
what we perceive.
Recent studies of haptic sensations indicate that the sheer physical action of
picking up a heavy object or encountering a rough surface influences other-
wise unrelated social judgments or decision tasks, as our conceptual knowledge
seems to be grounded in aspects of touch that mentally trigger a multitude
of associations [Ackermann et al., 2010]. In terms of language this provides a
mental scaffolding for expanding the sensation of holding something heavy into
metaphorically relating whether something is perceived as a weighty matter or
a lighthearted insubstantial idea that cannot be taken seriously. Or our earli-
est experiences gained from touching objects become an embodied cognition of
surfaces that abstractly translate into having a rough day or on the contrary
feeling that everything runs smoothly. Textures like ‘soft’ not only lend them-
selves to interpretations along multiple dimensions altering their meaning to
being lenient, a drink or jazz for easy listening, but are also related to the two
higher order factors, which in behavioral psychology capture the correlations
among the Big Five personality traits describing emotional stability based on
how agreeable, conscientious and neurotic we are, complemented by plasticity
defining how inclined we are to be open and extravert [DeYoung et al., 2002].
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These two personality factors determining how we maintain emotional stability
while leaving sufficient plasticity to adapt to change, are in terms of neuropsy-
chology linked to the neurotransmitters serotonin related to mood regulation
and dopamine involved in reward mechanisms respectively. That is, textures
such as ‘soft’ or ‘dark’ metaphorically extend into the very foundation for our
behavioral responses. Which might again be projected onto the contrasts of
‘happy’ and ‘sad’ spanning the axes of valence and arousal within a psycholog-
ical plane.
We could in that sense think of the simplified cognitive model outlined above
as both deriving the underlying meaning in texts by capturing the correlations
of words in a vector space of reduced dimensionality. As well as emulating be-
havioral responses to emotions that are transformed into subjective experiences,
once they are expressed in words and metaphorically mapped onto spatial struc-
tures and aspects of motion within time [Lakoff and Johnson, 1999]. Meaning,
that the contrasts of ‘happy-sad’ or ‘funny-angry’ might be interpreted as not
only principal emotional components, but also reflect memories capturing plea-
sure and pain of past experiences, that as feelings are conceptualized as bodily
states integral to establishing our sense of self [Damasio, 2003b]. And in that re-
spect we might view the bottom-up retrieved percepts of tension and relaxation
and the top-down triggered mixtures of affective components, as meaningful
chunks of semantics which wrapped as recursively nested strings of text exploit
an underlying compact structure of how we perceive the world [Baum, 2004].
In a wider context to facilitate that even if we turn off the sound or ignore
the visuals it might be feasible to model the emotional context of media, based
on latent semantics extracted from lyrics, synopses, subtitles, blogs or web re-
sources associated with the content. And thus provide a basis for automatically
augmenting media metadata to improve information retrieval or generate affec-
tive user profiles that could facilitate personalized recommendations reflecting
how we cognitively perceive the emotional context of media. The challenge
of searching among tens of thousands of tracks on portable music players and
smartphones might require new types of affective interfaces reflecting how we
cognitively perceive media content. Here the large amount of motion, location
and other device sensors built into the current generation of smartphones, pro-
vide a foundation for constructing cognitive interfaces capable of translating
the underlying low-level sensor data of surrounding devices and networks into
meaningful labels signifying people and places. Which might in turn facilitate
development of affective user interfaces, capable of inferring dynamically chang-
ing user state behavior, where latent semantics and topic representation might
capture both sequential and contextual structures. The track information from
the music player can easily be incorporated as yet another sensor. And thereby
model not only the people and places as our mobile context, but also the con-
stantly changing frame of mind reflected in the music we listen to. Although
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the artist and genre descriptions associated with the tracks as ID3 tags might
be limited to bland categories such as ‘pop’ or ‘rock’, we are able to extend this
based on available data from music social networks such as last.fm as well as
the derived latent semantics capturing emotional context of songs. And thus
longer term also facilitate contextual media delivery based on models of user
behavior using elements of machine learning as a service. Essentially extending
context awareness beyond people and places to include emotional sensing, where
media playlists could be used as a context parameter to infer moods based on
the latent semantics of lyrics and thus make the user an integral part of social
network tag clouds.
Using not just the previously described twelve adjectives as emotional buoys, but
define distances to all of the around one thousand words contained in the ANEW
data, would allow for grounding the latent semantic space in terms of user rated
values of valence and arousal. And thereby provide a more general foundation
for sentiment analysis that could allow for modeling business value creation
aspects related to emotional brand building or how the image of companies
are perceived in terms of corporate social responsibility. Initially measure how
reputations are constructed online by monitoring the valence and arousal in
blogs forming virtual social networks as well as news feeds, in order to assess
to what degree the corporate identity influences value creation. Subsequently
based on empirical data develop models and methods to quantitatively measure
ethical capital in the experience economy.
The outlined latent semantic approach could also be extended with elements
of parts of speech tagging to capture sequential aspects in natural language
processing or incorporate speech synthesis dictionaries of pronunciation to rep-
resent the auditory elements of vowels and consonants. Thereby couple patterns
of sounds associated with specific affective states associated with the underlying
semantics of words. Based on the metaphorical aspects of sensorimotor percepts
tapping into the very foundations of stability and plasticity in our behavioral re-
sponses, explore how the proposed approach to model emotional context derived
from relations among words associated with media correspond to neural corre-
lates. Either using electrophysiological measures of skin conductance reflecting
the shifting contours of valence, alternatively ERP to retrieve the patterns of
neurons firing when integrating syntax and semantics in the melody and text of
songs. Or applying fMRI functional magnetic resonance brain imaging to map
out the correlations between the vector loadings in a latent semantic space and
the shifting areas being activated in the cortex real time when reading the lyrics
alone and subsequently woven into the fabrics of a song. To further enlarge
our understanding of how meaning evolves from correlations of words moving
in time to form patterns that transform our memories of what just faded away
into prior probabilities for what is likely to emerge.
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Abstract— Cognitive component analysis, defined as an 
unsupervised learning of  features resembling human 
comprehension, suggests  that the sensory structures we perceive 
might often be modeled by reducing dimensionality and treating 
objects in space and time as linear mixtures incorporating 
sparsity and independence. In music as well as  language the 
patterns we come across become part of  our mental workspace 
when the bottom-up sensory input raises above the background 
noise of  core affect, and top-down trigger distinct feelings 
reflecting a shift of our attention. And as both low-level 
semantics and our emotional responses can be encoded in words, 
we propose a  simplified cognitive approach to model how we 
perceive media. Representing song lyrics in a vector space of 
reduced dimensionality using LSA, we combine bottom-up 
defined term distances with affective adjectives, that top-down 
constrain the latent semantics according to the psychological 
dimensions  of valence and arousal. Subsequently we apply a 
Tucker tensor decomposition combined with re-weighted l1 
regularization and a Bayesian ARD automatic relevance 
determination approach to derive a sparse representation of 
complementary affective mixtures, which we suggest function as 
cognitive components for perceiving the underlying structure in 
lyrics.
I. INTRODUCTION
Trying to make sense of the world,  whether combining 
segments of lines and edges into visual scenes or assembling 
soundscapes from rhythmical and spectral contours of pitch, 
we perceptually search for patterns in sensory data that 
spatially seem to form clusters or sequentially re-occur in 
time. Either based on how frequently something happens infer 
the likelihood of it occurring within a certain structure. Or by 
grouping sensory inputs into larger gestalts, that we perceive 
as a whole to organize them in the simplest possible way. 
Likelihood can be seen as just another way of defining 
simplicity [1], and we would thus also expect cognitive 
models to be optimized for providing the briefest description 
of features underlying the probabilistic hierarchical structures 
we perceive [2]. While the features of images or sounds may 
constitute complex manifolds in a high-dimensional space, the 
sensory coding in the brain takes advantage of the underlying 
regularities and transforms sensation into sparse 
representations [3]. But encoding a state space with more 
vectors than we have input dimensions available requires that 
we have additional information on what is the underlying 
structure. Allowing us to reconstruct the original signal from a 
incomplete set of linear mixtures, using an optimization 
approach equivalent to l0 norm regularization, where 
insignificant components are reduced to zero and only the 
essential features in the input are retained [4]. In essence 
flattening the manifolds that we perceive by hierarchically 
aligning our receptive fields to the structure in the input [5]. 
Or in other words, semantics emerge when exploiting a 
maximally compressed description of what we perceive [6]. 
Language itself functions as such a piece of self-replicating 
code, which based on hierarchically nested constructs and 
spatiotemporal constraints generate patterns allowing us to 
recursively encode new concepts [7]. 
It has earlier been shown that COCA cognitive component 
analysis, defined as an unsupervised learning of features 
resembling how we perceive sensory structures, might enable 
machine learning classification of musical genres [8] or 
phonemes in speech processing [9], based on ICA independent 
component analysis [10]. Or similarly using a sparse 
constrained NMF non-negative matrix factorization, allow for 
retrieving a part-based representation of facial features from a 
linear mixture of statistically independent contexts [11]. 
However, such a retrieval of independent components may 
only partly resemble how we cognitively overcome challenges 
like the `cocktail party problem' of carrying on a conversation 
threatened to be overshadowed by other voices [12],  as our 
brains are able to pick out a stream of particular interest based 
on embodied cognitive processes boosting the signal to noise 
ratio. In essence by top-down applying selective attention to 
switch between cross-correlated segregated features, which 
when subsequently grouped form a perceived outline similar 
to what makes a figure stand out from the background in an 
image [13]. 
Both in music and language the patterns we perceive 
become part of our mental workspace when the bottom-up 
sensory input raises above the background noise of core affect 
[14], and top-down trigger distinct feelings reflecting a shift 
of our attention [15].  And as both low-level semantics and our 
emotional responses can be encoded in words, we propose a 
simplified cognitive approach to model how we perceive 
media based on texts associated with the content.  Here 
exemplified by a large selection of song lyrics that are 
represented in a vector space of reduced dimensionality. 
Using LSA latent semantic analysis [16], we bottom-up define 
term distances between the words in the lyrics and a selection 
of affective adjectives, that top-down constrain the latent 
semantics according to the psychological dimensions of 
valence and arousal.  Subsequently we apply a multi-way 
Tucker tensor decomposition to the LSA matrices and as a 
result derive a part-based sparse representation of 
complementary affective mixtures and temporal components, 
which we propose might interact as cognitive components for 
perceiving the emotional structure in media.
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II. RELATED WORK
Advances in neuroimaging technologies that enable studies 
of brain activity have established that musical structure to a 
larger extent than previously thought is being processed in 
`language'  areas of the brain [17]. Specifically related to 
songs, fMRI `functional magnetic resonance imaging' 
experiments show that neural processes involved in perception 
and action when covertly humming the melody or rehearsing 
the song text activate overlapping areas in the brain. This 
indicates that core elements of lyrical music appear to be 
treated in a fashion similar to those of language  [18], which is 
in turn supported by EEG `electroencephalograhy' studies 
showing that language and music compete for the same neural 
resources when processing syntax and semantics [19]. 
Looking specifically into the functional architecture of 
memory, it appears that both storage and representation of 
verbal and tonal information rely on the same neural 
networks. That is, processing and encoding of phonemes as 
well as pitch are largely based on the same sensorimotor 
mechanisms. The phonological loop which stores words for a 
few seconds in working memory when we subvocally repeat 
syllables [20], appear not only to be used in speech but 
similarly involved when maintaining a sequence of tones in 
memory [21]. Studies of the interaction between phonology 
and melody indicate that ``vowels sing whereas consonants 
speak'', meaning that vowels and melodic intervals may have 
similar functionalities related to the generative structure of 
syntax in language and music involving both hemispheres of 
the brain [22]. While experiments investigating whether tunes 
are priming texts or the other way around, suggest that lyrics 
and melody are mutually accessible in song memory based on 
a symmetrical two-way relationship [23]. 
Cognitively speaking our feelings can be thought of as 
labels that are consciously assigned to the ebb and flow of 
emotions triggered by sensory inputs [24]. That is, the brain 
applies an ‘analysis-by-synthesis’ approach, which infers 
structure from bottom-up processing of statistical regularities, 
that are continuously compared against stored patterns of top-
down labeled gestalts [25]. Language builds on sensory-motor 
mechanisms in the brain, which fuses the various modalities 
of sound, sight or sensations of touch and texture together in a 
semantic structure of action concepts. Reading a word like 
`smile' triggers the same motor resonances in our brains as a 
visual representation of the corresponding facial features, 
which means that also verbal emotional expressions are 
embodied [26]. Experiments exploring how we perceive 
emotions have shown that while we often think of affective 
terms as describing widely different states, these can be 
represented as related components in a circumplex model 
framed by the two psychological primitives: valence and 
arousal [27]. Within this emotional plane the dimension of 
valence describes how pleasant something is along an axis 
going from positive to negative contrasting words like ‘happy’ 
against ‘sad’, whereas arousal captures the amount of intensity 
ranging from passive states like ‘sad’ to aspects of excitation 
reflected in terms like ‘angry’ or ‘funny’. This mapping of 
feelings has actual neural correlates, as brain imaging studies 
using fMRI to trace which parts become involved when 
people read emotional words, indicate that activation is 
divided into two distinct neural networks which are linearly 
correlated with the values of valence or arousal [28].  Even 
though `happy' and `sad' are placed at the far ends of the two 
axes of valence and arousal, these feelings are often perceived 
at the same time in psychological experiments and should not 
be considered bipolar opposites, but rather as interchanging in 
rapid succession of each other.  Similar to how we perceive the 
parallel lines formed by a three dimensional Necker cube like 
two different objects, as we alternate between seeing the same 
shape in a perspective viewed from either the top or the 
bottom [29].
III. METHOD
In our proposed cognitive model the bottom-up generated 
sensory data is a matrix of rows and columns representing the 
occurrences of words within multiple contexts. The 
foundation here is a large text corpus which allows for 
modeling the terms as linear combinations of the multiple 
paragraphs and sentences they occur in. The underlying text 
corpus is based on 22829 terms found in 67380 contexts, 
divided into 500 word segments, made from 22072 literature 
and poetry excerpts of the Harvard Classics, 15340 segments 
of Wikipedia music articles, and 29968 general news items 
from the Reuters Corpus gathered over the period 1996-1997. 
Our analysis is based on 50.274 lyrics selected from LyricWiki 
by using artist entries retrieved from the Wikipedia ``List of 
Musicians'',  associated with the genres: alternative rock, blues, 
brit pop, dream pop, gothic rock, indie rock, indie pop, pop 
punk, R&B, soul, hard rock, reggae and heavy metal. When 
we project the lyrics into the LSA space the aim is to find 
matrices of lower dimensionality embedding the underlying 
structures, which when multiplied allow us to reconstruct the 
original sensory data. These higher order associations within 
the original matrix emerge as similar features appearing in a 
large number of contexts that are simultaneously squeezed 
into a reduced number of rows and columns that correspond to 
orthogonal directions capturing the highest variance in the 
data based on SVD singular value decomposition [30]. 
Capturing what constitutes the highest variance in a new set of 
variables similar to PCA principal components, earlier studies 
of emotional words have shown that the first component alone 
would reflect almost half of the total variance based on 
contrasts between ‘happy’  and ‘sad’.  Whereas juxtapositions 
of frustration against tranquility, and aspects of negative 
arousal can be accounted for by the second and third PCA 
component respectively [27]. 
Projecting the lyrics into the LSA semantic space we define 
the cosine similarity between vectors representing the 
individual lines making up each of the lyrics against twelve 
affective adjectives: ‘happy, funny, sexy, romantic, soft, 
mellow, cool, angry, aggressive, dark, melancholy, sad’. The 
twelve affective adjectives, that in our model emulate how 
top-down aspects of attention trigger distinct feelings in 
response to evoked emotions, have been selected among the 
terms most frequently applied as emotional tags by users 
describing music in the last.fm social network [31]. And 
additionally represent contrasting aspects of valence and 
arousal that for most of the adjectives are defined based on 
user rated values along the two dimensions assessing how the 
terms are being perceived [32]. To determine the optimal 
number of factors when reducing the original term document 
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matrix we submit the LSA setup to a TOEFL ‘test of english 
as a foreign language’ while varying the number of 
dimensions until an optimal percentage of correct answers are 
returned. For our LSA setup the best fit corresponds to 71,25 
% correctly identified synonyms in the TOEFL test when 
reducing the matrix to 125 factors, thus providing a result 
above the 64.5 % average achieved by non-native college 
applicants,  as well as the 64.5 % and 70.5 % correct answers 
previously reported for LSA spaces and probabilistic LDA 
topic models respectively [33]. To provide an additional 
measure of ground truth we have earlier extracted LSA 
emotional topics over time from 24798 lyrics, and compared 
the resulting patterns (Fig,1) against user-defined tags 
describing the corresponding songs at last.fm [34]. Although 
the last.fm tags describe an entire song whereas the LSA 
provides a time-series analysis of the lyrics line by line, 
correlations were found between `happy-sad' emotions,  as 
well as aspects defining `soft, cool' and `dark' textures. 
Although it is feasible to model audio features as a spectral 
`bag of frames' for urban soundscapes like kids playing in a 
park, this is not the case for somebody playing a solo violin 
partita by Bach. In music a minority of frames are statistically 
insignificant outliers providing the underlying semantic 
structure [35]. Features forming musical phrases are not 
distributed as random segments, but form patterns related to 
perceptually significant peaks or local maxima that generate 
the larger scale semantic structures [36]. 
In order to explore what affective and temporal components 
might cognitively enable us to encode the manifolds of lyrics 
as sparse representations of features aligned to the structure in 
the input, we move in our analysis beyond the initial LSA 
second order matrices. Subsequently we apply a three-way 
Tucker tensor model [37] in order to find what factors are 
significantly correlated within the LSA matrices when 
compared across the fifty thousand lyrics selected from 
LyricWiki.  To enable a comparison of the songs independent 
of duration the LSA matrices were resampled to a fixed length 
of 32 time points, corresponding to the average number of 
lines in the lyrics. Decomposing the LSA derived emotions 
over time patterns into a three dimensional tensor, makes it 
possible to assess the strengths by which the vector loadings 
of the time and emotions matrices interact over a large number 
of songs:
≈ G ×B
×A
×C = songs
emotions
time
X ijk ≈time
emotions
songs
xijk ≈ (G ×1 A×2 B ×3 C)ijk =
￿
lmn
glmnailbjmckn
where the core array G is positive and defines the strength 
by which the columns or vector loadings of the A Time x L 
(positive), B Emotions x M (unconstrained), and C Song x N (positive) 
matrices interact. Meaning, the model captures all potential 
linear interactions between emotions, time and songs. And the 
variables L, M and N correspond to the number of components 
or columns in the factor matrices A,  B and C,  which could in 
turn be interpreted as principal components in each of the 
three modes [38]. To assure that the model provides the most 
sparse representation, the Tucker tensor decomposition is 
fitted using a sparse regression algorithm, where excess 
components are pruned by regularization based on the l1 norm 
to minimize non-zero elements in the core array. What 
components would be necessary for representing the 
interactions between the three modalities, or conversely which 
ones could be set to zero,  depend on the amount of 
regularization defined using a hierarchical Bayesian ARD 
automatic relevance determination approach. Learning the 
hyperparameters of the priors based on the relevancy of 
features in the data, the Bayesian ARD defines a range of 
variation for the underlying parameters. Providing a sparse 
representation, these parameters are modeled as the width of 
exponential and Laplace prior distributions, which are non-
negativity constrained and unconstrained respectively 
assigned to the loadings and core. To reduce the interaction 
between components expressed in the core we evaluate the 
relevance by Bayesian ARD of each core element separately 
rather than imposing an equal degree on all core elements as 
proposed in [39]. As a result, the corresponding model is 
specified by:
P (al|λal ) = (λal )Ie−λ
a
l |al|1 , s.t. ail > 0
P (bm|λbm) =
(λbm)J
2
e−λ
b
m|bm|1
P (cn|λcn) = (λcn)Ke−λ
c
n|cn|1 , s.t. ckn > 0
P (glmn|λglmn) = λglmne−λ
g
lmn|glmn|1 , s.t. glmn > 0
P (λqt |1, ￿) ∼ Gam(λqt |1, ￿)
Taking the logarithm we estimate all model parameters by 
maximum likelihood of the posterior log likelihood function 
log L:
logL ∝ const.− 1
2σ2
￿X − G ×1 A×2 B ×3 C￿2F
−
￿
l
λal (|al|1 + ￿) + I
￿
l
log λal
−
￿
m
λbm(|bm|1 + ￿) + J
￿
m
log λbm
−
￿
n
λcn(|cn|1 + ￿) +K
￿
n
log λcn
− λglmn(|glmn|1 + ￿) +
￿
lmn
log λglmn
As such,  each alternating optimization problem of the 
model parameters G, A, B, C form a standard l1 regularized 
regression problem:
 
1
2σ2
￿y −Qs￿F +
￿
j
λj |sj |1
                          
whereas the ARD hyperparameters are updated according to:
λal =
I
|al|1+￿ , λ
b
m = J|bm|1+￿ ,
λcn = K|cn|1+￿ , λ
g
lmn =
1
|glmn|1+￿ .
We adjusted ! and determined "# such that the signal to 
noise ratio is 0 dB, thus not assuming more signal than noise 
when applying the sparse Bayesian algorithm [39]. Each of 
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the hyperparameters are updated according to the norm of 
their respective component, and as such the updates of the 
core elements are equivalent to l0 optimization based on re-
weighted l1 norm optimization [40]. To optimize the 
likelihood function, the combined Tucker ARD approach was 
applied ten times to the LSA matrices, and the decomposition 
achieving the highest logarithmic probability value based on 
1000 iterations was selected to provide the best representation 
of the data.
IV. RESULTS
quadrants dividing a continuous plane framed by the psychological dimensions of valence and arousal, as has 
earlier been demonstrated in psychological experiments defining user rated affective values in the ANEW test 
set of words. The underlying corpus for the LSA term document matrix is based on 22829 terms found in 
67380 contexts,  divided into 500 word segments, made from 22072 literature and poetry excerpts of the 
Harvard Classics, 15340 segments of Wikipedia music articl s,  and 29968 general news items from the 
Reuters Corpus gathered over the period 1996-1997. To provide a measure of ground truth we explore the 
similarity between tag-clouds describing songs and our analysis, by comparing the most frequently applied 
last.fm emotional tags against the LSA val es of the corresponding lyrics. First, ta ing the affective adjectives 
from  `happy' to `sad' as a twelve-dimensional vector, this is compared against each of 16505 tags retrieved 
from  last.fm using LSA. Subsequently among the resultant tag vectors, the ones corresponding to the 
emotional last.fm tags applied to a particular song are compared and ranked against the vectors representing 
the average LSA values in the lyrics. 
4. Results
Similar to an emotional space,  the columns of the matrix reflect a vertical span from positive to negative 
valence.  The upper rows in the columns correspond to active positive emotions like `happy' followed by more 
passive aspects like `mellow' and `cool' towards the center of the columns. Further down the values in the 
columns correspond to aroused negative feelings like `angry' while the bottom rows in the matrix reflect 
aspects of low arousal and negative valence such as `melancholic' and `sad'. 
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Figure 4.11: “Rehab” (Amy Winehouse) emotions over time - last.fm top emo-
tional tags: ‘mellow, sexy, cool, happy’, LSA top 4 summed values: ‘funny,
angry, cool, aggressive’ - LSA emotions/lyrics similarity: ‘fun(ny) 0.87 cool
0.29 sexy 0.19 mellow’ 0.04
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Figure 4.12: ‘“My immortal” (Evanescence) emotions over time - last.fm top
emotional tags: ‘mellow, sad, melancholy, romantic’ - LSA top 4 summed
values: ‘soft, sad, melancholy, happy’ - LSA tags/lyrics similarity: ‘sad 0.90
melancholy 0.78 soft 0.75 romantic 0.40
values against the vectors of the twelve aﬀective adjectives and sorting them
based on their cosine similarity, the lyrics appear predominantly ‘funny’ and to
a lesser degree incorporating feelings of ‘cool, sexy’ and ‘mellow’. Meaning that
the matrix of “Rehab” reflects largely aspects of positive valence.
Almost the reverse distribution of emotions is triggered by the lyrics of “My
immortal” (Fig.4.12), where the three bottom rows of the matrix are saturated
reflecting mostly ‘dark’ as well as ‘melancholy’ and ‘sad’ components. These
aspects are coupled with ‘soft’ components in row 5, while the upper rows of
the matrix now remain largely negatively correlated. Summing the LSA values
Figure 1. ``Rehab'' (Amy Winehouse) - last.fm top emotional tags: `mellow, sexy, cool, happy', LSA top 
4 summed values: `funny, angry, cool, aggressive' - LSA emotions/lyrics similarity: `fun(ny) 0.87  cool 
0.29 sexy 0.19 mellow 0.04 '
Taking the song ``Rehab'' (Fig.1) as an example, the upper half of the lyrics matrix is characterized by a 
horizontal band in row 2 corresponding to almost sustained triggering of `funny' coupled with less 
pronounced activations of `cool' and `angry' components in row 7 and 8, whereas the rows of `happy' at the 
top and `sad' emotions at the very bottom remain mostly negatively correlated. 
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Figure 4.12: ‘“My immortal” (Evanescence) emotions over time - last.fm top
emotional tags: ‘mellow, sad, melancholy, romantic’ - LSA top 4 summed
values: ‘soft, sad, melancholy, happy’ - LSA tags/lyrics similarity: ‘sad 0.90
melancholy 0.78 soft 0.75 romantic 0.40
values against the vectors of the twelve aﬀective adjectives and sorting them
based on their cosine similarity, the lyrics appear predominantly ‘funny’ and to
a lesser degree incorporating feelings of ‘cool, sexy’ and ‘mellow’. Meaning that
the matrix of “Rehab” reflects largely aspects of positive valence.
Almost the reverse distribution of emotions is triggered by the lyrics of “My
immortal” (Fig.4.12), where the three bottom rows of the matrix are saturated
reflecting mostly ‘dark’ as well as ‘melancholy’ and ‘sad’ components. These
aspects are coupled with ‘soft’ components in row 5, while the upper rows of
the matrix now remain largely negatively correlated. Summing the LSA values
Figure 2. ``My immortal'' (Evanescence) - last.fm top moti nal tags: `mellow, sad, elancholy, 
romantic' - LSA op 4 summed values: `soft, sad, melancholy, happy' - LSA tags/lyric  similarity: `sad} 
0.90 mela c l  0.78 soft 0.75 romantic 0.40 '
Almost the reverse distribution of emotions is triggered by the lyrics of ``My  immortal'' (Fig.2), where the 
three bottom rows of the matrix are saturated reflecting mostly `dark' as well as `melancholy' and `sad' 
components. These aspects are coupled with `soft' components in row 5, while the upper rows of the matrix 
now remain largely negatively corr lated. That is, the balance of valence is i  ``M  immortal'' shifted towards 
quadrants dividing a continuous plane framed by the psychological dimensions of valence and arousal, as has 
earlier been demonstrated in psychological experiments defining user rated affective values in the ANEW test 
set of words. The underlying corpus for the LSA term document matrix is based on 22829 terms found in 
67380 contexts,  divided into 500 word segments, made from 22072 literature and poetry excerpts of the 
Harvard Classics, 15340 segments of Wikipedia music articles,  and 29968 general news items from the 
Reuters Corpus gathered over the period 1996-1997. To provide a measure of ground truth we explore the 
similarity between tag-clouds describing songs and our analysis, by comparing the most frequently applied 
last.fm emotional tags against the LSA values of the corresponding lyrics. First, taking the affective adjectives 
from  `happy' to `sad' as a twelve-dimensional vector, this is compared against each of 16505 tags retrieved 
from  last.fm using LSA. Subsequently among the resultant tag vectors, the ones corresponding to the 
emotional last.fm tags applied to a particular song are compared and ranked against the vectors representing 
the average LSA values in the lyrics. 
4. Results
Similar to an emotional space,  the columns of the matrix reflect a vertical span from positive to negative 
valence.  The upper rows in the columns correspond to active positive emotions like `happy' followed by more 
passive aspects like `mellow' and `cool' towards the center of the columns. Further down the values in the 
columns correspond to aroused negative feelings like `angry' while the bottom rows in the matrix reflect 
aspects of low arousal and negative valence such as `melancholic' and `sad'. 
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Figure 4.12: ‘“My immortal” (Evanescence) emotions over time - last.fm top
emotional tags: ‘mellow, sad, melancholy, romantic’ - LSA top 4 summed
values: ‘soft, sad, melancholy, happy’ - LSA tags/lyrics similarity: ‘sad 0.90
melancholy 0.78 soft 0.75 romantic 0.40
values against the vectors of the twelve aﬀective adjectives and sorting them
based on their cosine similarity, the lyrics appear predominantly ‘funny’ and to
a lesser degree incorporating feelings of ‘cool, sexy’ and ‘mellow’. Meaning that
the matrix of “Rehab” reflects largely aspects of positive valence.
Almost the reverse distribution of emotions is triggered by the lyrics of “My
immortal” (Fig.4.12), where the three bottom rows of the matrix are saturated
reflecting mostly ‘dark’ as well as ‘melancholy’ and ‘sad’ components. These
aspects are coupled with ‘soft’ components in row 5, while the upper rows of
the matrix now remain largely negatively correlated. Summing the LSA values
Figure 1. ``Rehab'' (Amy Winehouse) - last.fm top emotional tags: `mellow, sexy, cool, happy', LSA top 
4 summed values: `funny, angry, cool, aggressive' - LSA emotions/lyrics similarity: `fun(ny) 0.87  cool 
0.29 sexy 0.19 mellow 0.04 '
Taking the song ``Rehab'' (Fig.1) as an example, the upper half of the lyrics matrix is characterized by a 
horizontal band in row 2 corresponding to almost sustained triggering of `funny' coupled with less 
pronounced activations of `cool' and `angry' components in row 7 and 8, whereas the rows of `happy' at the 
top and `sad' emotions at the very bottom remain mostly negatively correlated. 
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values against the vectors of the twelve aﬀective adjectives and sorting them
based on their cosine similarity, the lyrics appear predominantly ‘funny’ and to
a lesser degree incorporating feelings of ‘cool, sexy’ and ‘mellow’. Meaning that
the matrix of “Rehab” reflects largely aspects of positive valence.
Almost the reverse distribution of emotions is triggered by the lyrics of “My
immortal” (Fig.4.12), where the three bottom rows of the matrix are saturated
reflecting mostly ‘dark’ as well as ‘melancholy’ and ‘sad’ components. These
aspects are coupled with ‘soft’ components in row 5, while the upper rows of
the matrix now remain largely negatively correlated. Summing the LSA values
Figure 2. ``My immortal'' (Evanescence) - last.fm top moti nal tags: `mellow, sad, elancholy, 
romantic' - LSA op 4 summed values: `soft, sad, melancholy, happy' - LSA tags/lyric  similarity: `sad} 
0.90 mela c l  0.78 soft 0.75 romantic 0.40 '
Almost the reverse distribution of emotions is triggered by the lyrics of ``My  immortal'' (Fig.2), where the 
three bottom rows of the matrix are saturated reflecting mostly `dark' as well as `melancholy' and `sad' 
components. These aspects are coupled with `soft' components in row 5, while the upper rows of the matrix 
now remain largely negatively corr lated. That is, the balance of valence is i  ``M  immortal'' shifted towards 
Fig. 1. LSA lyrics matrices of feelings triggered over time, exe plified by 
Amy Winehouse’s funny and cool “Rehab” (left) w ereas Evanesce ce’s “My 
Immortal” (right) bring out soft and dark. The overall emotions of the 
corresponding songs ar  tagged “mellow, sexy, cool, happy” and “mellow, 
sad, m lancholy, romantic” by us r  in the last. m social network.
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Fig. 2.  Correlated components among emotions, time and songs in the tensor 
core array, identified in a 3-way sparse ARD Tucker decomposition of LSA 
matrices representing 50.274 lyrics. The saturated cells outlined in blue and 
green (top and bottom) within the core array, indicate that the maximum 
interaction is concentrated in five emotional topics (2, 4, 6, 7 & 8) within five 
groups of songs. The loadings of these components in the core array are in 
turn related to the two time series curvatures representing the variability of 
emotional load over time outlined in blue and green (top and bottom).
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Fig. 3.  Emotional topics constituted by mixtures of 2.‘soft’, 4. ‘dark’ 
6.‘happy-sad’, 7, ‘soft-cool’ and 8.‘funny-angry’ feelings.
V. DISCUSSION
When projecting song texts into the LSA space by defining 
term vector distances in relation to the selected emotional 
adjectives, the columns of the matrices reflect a vertical span 
from positive to negative valence. Taking the song 
“Rehab” (Fig.1) as an example, the upper half of the lyrics 
matrix is in row 2 characterized by a sustained band of `funny' 
coupled with activations of ‘cool’ and ‘angry’ components in 
row 7 and 8. The rows of ‘happy’ and ‘sad’ emotions at the 
very top and bottom remain inactive until being triggered 
towards the very end. Whereas in “My  immortal” (Fig.1) the 
l rics trigger the bottom rows 10-12 of the matrix, reflecting 
mostly ‘dark’ as well as ‘melancholy’ and ‘sad’ components, 
while the upper part of the matrix remains inactive. Such LSA 
patterns may capture the overall emotional bias towards 
‘happy’ or ‘sad’ reflected in the user defined tags describing 
the corresponding songs at last.fm. But also suggests that the 
feelings continuously change over time, and might be 
generated from a few significant peaks rising above the 
affective building blocks forming the contrasting emotional 
attern . 
Applying a three-way ARD Tucker tensor decomposition to 
the LSA matrices based on a large sample of lyrics, the sparse 
core array indicates that two time-series components capture 
what constitutes the emotional load over the duration of a 
song. The first time-series component outlined in blue forms a 
descending curve (Fig.2), correlated with the emotional topics 
2, 4 and 6 representing mixtures of ‘soft’ and ‘dark’ textures 
as well as ‘happy-sad’ contrasts (Fig.3). While the second 
time-series component outlined in green is an ascending line 
(Fig.2),  associated with the emotional topics 4, 6 7 and 8, 
which besides ‘dark’ and ‘happy-sad’ mixtures also represent 
‘soft-cool’ textures and a more aroused ‘funny-angry’ topic 
(Fig.3).  And in the Tucker core array these time-series and 
emotional components come out as correlated with five 
groups of songs. 
Looking into top samples from song group 1,  exemplified 
by Bon Jovi’s “Not fade away” and The Mission’s “Love”, the 
saturated juxtaposition of ‘happy-sad’ found in emotion topic 
6 can be made out in both lyrics (Fig.4). Taking two of the top 
tracks representative of song group 2 as examples, Nirvana's 
“Love Buzz” and the Therapy? song “Stay Happy” again 
reflect the simultaneous coupling of ‘happy-sad’  but less 
sustained and in the latter song biased towards ‘happy’  (Fig.
5).
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Fig. 4. Samples from the first group of songs, exemplified by the lyrics of the Bon
Jovi’s “Not fade away” (left), and The Mission’s rendering of‘ “Love” (right).
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Fig. 5. Samples from the second group of songs, exemplified by the lyrics of Nirvana’s
“Love Buzz” (left), and the Therapy? song “Stay Happy” (right).
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Fig. 6. Samples from the third group of songs, exemplified by the lyrics in The Sex
Pistols’ rendering of “No Fun” (left), and the Michael Jackson song “Jam” (right).
Fig. 4.  Song group 1 correlated with emotional topics 2 and 6, exemplified by 
the lyrics of Bon Jovi’s “Not fade away” (left) and The Mission’s rendering of 
“Love” (right) .
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Fig. 6. Samples from the third group of songs, exemplified by the lyrics in The Sex
Pistols’ rendering of “No Fun” (left), and the Michael Jackson song “Jam” (right).
Fig. 5.  Song group 2 correlated with emotion topics 4 and 6, exemplified by 
the lyrics of Nirvana’s “Love Buzz” (left) and the Therapy? song “Stay 
Happy” (right) .
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Fig. 6. Samples from the third group of songs, exemplified by the lyrics in The Sex
Pistols’ rendering of “No Fun” (left), and the Michael Jackson song “Jam” (right).
Fig. 6.  Song group 3 correlated with emotion topics 4 and 8, exemplified by 
the lyrics in The Sex Pistol’s “No Fun” (left) and the Michael Jackson song 
“Jam” (right)
(Fig.??) both again reflect the simultaneous coupling of ‘happy-sad’ contrasts
as found in the sixth emotion topic when correlated with the second time-series
component. Although here appearing less sustained throughout the lyrics of
“Love Buzz” which might also reflect the less significant saturation of the sixth
emotion topic in the second core array (Fig.??). While in “Stay Happy” the
‘happy-s d’ contrasts ar now strongly bia ed towards the top and most other
emotions app ar deactivated in the matrix
In the third group of songs, exemplified by two more problematic lyrics:
the The Sex Pistols’ version of “No Fun” and the Michael Jackson song “Jam”
(Fig.??), the overall aﬀective weighting of the matrices are strongly influenced
by the eighth emotional topic capturing ‘funny-angry’ aspects in the lyrics, cor-
related with the second time-series component (Fig.??). However in the case of
“No Fun” where the lyrics heavily trigger ‘funny’ despite the song lamenting the
prospect of being alone, the lack of sequential syntactic order here highlights the
challenge of retrieving the underlying meaning using a bag of words approach
only. Whereas the frustration in the lyrics might come across more easily based
on an activation of ‘angry’ aspects. Similarly the Michael Jackson song “Jam”
could hardly be considered particularly ‘funny’ despite the strong triggering of
these emotions based on the lyrics. Whereas the complementary ‘cool’ emotions
triggered in the matrix seem more apt at capturing the atmosphere in the song.
While also here the energetic aspects of the lyrics are much better channeled out
through the ‘angry’ aspects.
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Fig. 7. Samples from the fourth group of songs, exemplified by the lyrics in Bo Didley’s
rendering of “Diddley Daddy” (left), and the Lou Reed song “The Blue Mask Women”
(right).
.
The fourth cluster of songs correlated with the second time-series compo-
nents is mainly representing the characteristics of the seventh emotional topic
(Fig.??), which captures more ‘romantic-soft’ aspects visible in the saturated
rows 5 and 6 in the matrix plots of Bo Didley’s lyrics of “Diddley Daddy” and
the Lou Reed song “The Blue Mask Women” (Fig.??). Even though the seventh
emotional topic stands out clearly in the core array associated with the second
Fig. 7.  Song group 4 correlated with emotion topic 7, exemplified by the 
lyrics of Bo Didley’s “Diddley Daddy” (left) and the Lou Reed song “The 
Blue Mask Women” (right)
time-series component (Fig.??), the lyrics in this cluster of songs also strongly
trigger the‘happy-sad’ contrasts, making this emotional topic appear more like
a complementary texture than a principal emotional component.
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Fig. 8. Samples from the fifth group of songs, exemplified by the lyrics of The Doors’
“End of the night” (left), and the Yeah Yeah Yeahs’ song “Hello Tomorrow” (right).
The characteristics of the fifth cluster of songs appears to concatenate the
interactions among the second, third and fourth emotional topics related to both
of the time-series components. Or in other words, even though these emotional
topics seem less saturated in the two core arrays (Fig.??), the combined eﬀect
appears distinctly in the fifth group of songs, as exemplified by the lyrics of The
Doors’ “End of the night” and the Yeah Yeah Yeahs’ song “Hello Tomorrow”
(Fig.??). As in both of these examples, the lyrics most representative of this
cluster of songs are in general characterized by a strong activation of ‘soft-dark’
aspects, while any other emotions appear subdued in the matrices. Meaning,
that the emotional topics representing ‘soft-dark’ aspects seem to capture tex-
tures that can metaphorically be interpreted as feelings. And together with the
previously identified ‘happy-sad’ and ‘funny-angry’ mixtures of aﬀective adjec-
tives these textural elements appear to constitute principal components defining
the structure of the lyrics.
Overall the significance of the aﬀective mixtures that contrasts ‘happy’ against
‘sad’, as represented by the sixth emotional topic correlated with both the first
and second time-series components, might reflect earlier findings that roughly
half of the variance in emotional words can be captured by a ‘happy-sad’ prin-
cipal component [27]. It might also be interpreted in the way that the positive
elements of ‘happy’ which in terms of valence are contrasted against the negative
feelings of ‘sad’, here mainly constitute passive aspects of arousal. Whereas the
more energetic aspects of arousal seem rather to be represented by the emotional
mixture of ‘funny-angry’ corresponding to the eighth emotional topic correlated
with the second time-series component. So, these two pairs of contrasts might be
interpreted as representative of the two principal dimensions framing a psycho-
logical space. And together the emotional topics could be understood to capture
the dimensions of valence and arousal, and thus function as aﬀective building
Fig. 8.  Song group 5 correlated with emotion topic 4, exemplified by the 
lyrics of The Doors’s “End of the night” (left) and the Yeah Yeah Yeah’s song 
“Hello Tomorrow” (right).
 In song group 3, exemplified by some more problematic 
lyrics: the The Sex Pistols’ “No Fun” and the Michael Jackson 
song “Jam” (Fig.6), strongly reflect emotion topic 8 capturing 
‘funny-angry’ aspects in the lyrics. However both highlight 
the problem of treating lyrics as a bag of words, as the former 
song laments being alone,  while the latter seems rather to 
channel energetic aspects of arousal than being ‘funny’ as 
such. Song group 4 is mainly representing the characteristics 
of emotion topic 7, which captures ‘romantic-soft’ aspects as 
in the plots of Bo Didley’s “Diddley Daddy” and the Lou 
Reed song “The Blue Mask Women” (Fig.7). Although again 
the lyrics simultaneously trigger ‘happy-sad’  contrasts, 
making emotion topic 7 seem more like a complementary 
texture than a principal emotional component. Also the top 
samples of song group 5 activate ‘soft-dark’ textures that can 
metaphorically be interpreted as feelings (Fig.8). Together 
with the previously identified ‘happy-sad’ and ‘funny-angry’ 
mixtures, these components appear to define the emotional 
building blocks of the lyrics. 
The sparse representation of emotional topics can largely 
be interpreted as contrasts spanning the psychological axes of 
valence and arousal that in the widest sense define a low 
dimensional representational structure of the input. In turn 
reflecting recent neuroscientific findings indicating that the 
processing of emotional words appear literally divided among 
two distinct neural networks, linearly correlated with the 
values of valence or arousal [28]. Interpreted as principal 
components the ‘happy-sad’ mixture could be thought of as 
representing the maximal contrast potentially biased towards 
positive or negative valence, which as complementary aspects 
define the emotional range.  Whereas aspects of excitation 
reflected in the emotional mixture of `funny-angry' seem to 
capture the amount of arousal as perceived intensity. So, 
together these two pairs of contrasts might be interpreted as 
representative of the two principal dimensions framing a 
psychological space that provides the constraints for how we 
encode emotions. Also the identified `soft',  `cool' or `dark' 
textures identified in the lyrics appear salient as they might 
not only be understood as abstract concepts, but in a larger 
context reflect somatosensori aspects of touch or timbre which 
are metaphorically mapped onto feelings as has previously 
been documented [15]. In essence the sparse representation of 
emotional topics and time-series curvatures of emotional load 
retrieved in our analysis are derived from almost 20 million 
free variables originally defining the 12 dimensional vectors 
of affective adjectives within 50274 matrices. When applying 
the combined ARD Tucker tensor decomposition to the LSA 
matrices the problem space is reduced by a factor of 77 to 
251.632 variables,  while the degree of explanation retained in 
the model remains 21 %. Whereas a null hypothesis for the 
Tucker model based on a random permutation of the data 
would account for only 4.84 +/- 0.01 % of the variance.
VI. CONCLUSION
Cognitive component analysis, defined as an unsupervised 
learning of features resembling human comprehension, 
suggests that the sensory structures we perceive might often 
be modeled by reducing dimensionality and treating objects in 
space and time as linear mixtures incorporating sparsity and 
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independence. However, such compressed representations 
may only partly resemble how we cognitively perceive media, 
if combining the bottom-up inferred patterns of features co-
occurring in multiple contexts, with top-down aspects of 
attention reflecting our conscious emotional responses to what 
we encounter.  As both low-level semantics and our emotional 
responses can be encoded in words, we propose a simplified 
cognitive approach to model how we perceive media based on 
texts associated with the content.  Deriving a part-based sparse 
representation of complementary affective mixtures and 
temporal curvatures, we propose that these might interact as 
cognitive components enabling us to perceive the emotional 
structure in media. Constrained to the two psychological 
dimensions of valence and arousal, the combinations of 
emotional topics could provide the contrasting elements that 
define a low dimensional representational structure of the 
input.  Which would allow us to reconstruct the original signal 
from a incomplete set of linear affective mixtures forming 
sequential patterns that temporally reflect the emotional load. 
Embedded as cognitive components that we are able to 
retrieve as latent semantics when the bottom-up generated 
input raises above the background noise of core affect and 
top-down trigger distinct feelings in response to what we 
perceive.  
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Abstract
The challenge of searching among tens of thousands of music tracks or video streams might require new types 
of cognitive interfaces reflecting how we emotionally perceive media content. Both in music and language we 
rely on recursive structures for parsing sequences of words or tones, that become part of our memories when 
the bottom-up sensory input raises above the background noise of core affect, and top-down trigger distinct 
emotions reflecting a shift of our attention. Affective adjectives can in that sense be thought of as labels that 
we consciously assign to what we perceive. And as both low-level semantics of lyrics and our emotional 
responses can be encoded in words, we propose a simplified model based on LSA latent semantic analysis, 
that emulates how we perceive the emotional context of song lyrics by bottom-up defining term vector 
distances to affective adjectives, that top-down constrain the latent semantics according to the psychological 
dimensions of valence and arousal. To validate the model we compare the retrieved patterns against emotional 
tags describing the corresponding songs at and identify a set of emotional building blocks that might provide 
the underlying dramatic structure in lyrics.
Keywords: cognitive interfaces, sentiment analysis, latent semantics
1. Introduction
Cognitively speaking our feelings can be thought of as labels that are consciously assigned to the ebb and 
flow of emotions that arise triggered by the sensory inputs we are continuously exposed to [1].  That is, the 
brain applies an ‘analysis-by-synthesis’ approach, which infers structure from bottom-up processing of 
statistical regularities,  that are continuously compared against stored patterns of top-down labeled gestalts. 
Language builds on the very same sensory-motor mechanisms in the brain, and consequently fuses the various 
modalities of sound, sight or sensations of touch and texture together in a semantic structure of action 
concepts. Reading a word like `smile' triggers the same motor resonances in our brains as a visual 
representation of the corresponding facial features, which means that also verbal emotional expressions are 
embodied [2]. Over the past decade neuroimaging experiments have established that musical structure to a 
larger extent than previously thought is being processed in language areas of the brain [3]. Specifically related 
to songs, fMRI brain scans show that when covertly humming the melody or rehearsing the song text 
overlapping areas in the brain are activated [4]. Likewise EEG electroencephalography studies of the 
electrical currents evoked among neural populations show that language and music compete for the same 
resources when processing syntax and semantics [5]. As both low-level semantics of song texts and our 
affective responses can be encoded in words, we propose that it might be feasible to `bottom-up' model the 
distances between lyrics and affective adjectives represented as vectors in a high-dimensional space based on 
LSA latent semantic analysis [6]. And `top-down' constrain the latent semantics based on labels reflecting the 
psychological dimensions valence and arousal that allow us to represent emotions within a continuos plane 
over time. Hence valence describes how pleasant something is perceived, along an axis going from positive to 
negative associated with words like `happy' or `sad',  while arousal captures the amount of involvement 
ranging from passive states like `mellow' and `sad' to active aspects of excitation as reflected in `angry' or 
`funny'. Meaning, that the emotional adjectives used in the proposed LSA implementation function not only 
as markers for measuring distances between affective labels and the lyrics of  a song, but also represent points 
in a semantic plane framed by the neurophysiological dimensions of valence and arousal that cognitively 
pertain to two distinct networks in the brain [7]. 
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2. Related work
When aiming to retrieve the patterns in music underlying our emotional responses, a number of studies have 
focused on mapping audio features into a space framed by valence and arousal. Either modeling emotion 
continuously as a time varying function of spectral shape, pitch or rhythmic textures [8].  Or instead 
subtracting low level audio features from segments of songs, that are grouped into clusters associated with the 
basic emotions of happiness,  calm, anger and sadness [9]. A regression approach to determine which audio 
features within a 114-dimensional feature space are most relevant for determining emotional context, has 
identified that arousal is highly influenced by changes in timbral texture and pitch, while it seems much 
harder to capture valence based on perceived roughness in spectral dissonance or from beat histograms. 
Auditory features capture a significant part of the variance related to spectral dynamics and energy in music, 
whereas components related to valence are much harder to pinpoint [10]. Alternatively tag-clouds generated 
by users in social networks like last.fm provide another way to capture the emotional context of songs, as 
users frequently agree on which emotional tags to attach to the tracks [11]. Even though emotions make up 
only 5 % of the words in clouds, tags can provide meaningful labels combined with auditory features. 
Similarity can be viewed as a supervised multi-class labeling problem, where a model is trained to learn the 
joint probabilities of vectors consisting of audio features and semantic annotations [12]. Or alternatively audio 
features could be mapped onto social network tags, and thereby provide a framework for automatically 
predicting classes of last.fm features describing the genre, style, or mood of tracks not yet tagged by users 
[13]. However, it has been argued that while modeling audio features as a spectral `bag of frames' works fine 
for naturally occurring urban soundscapes like kids playing in a park, this is not the case when considering the 
sound of somebody playing a solo violin partita by Bach. In music a minority of frames might be statistically 
insignificant outliers providing the underlying semantic structure [14], as features are not distributed as 
random segments in a bag,  but form patterns  related to perceptually significant peaks or local maxima that 
generate the larger scale semantic structures [15]. Recent studies of song texts aiming to define their valence 
on a scale from  `happy' to `unhappy', based on user rated values in the ANEW affective norms for english 
words [16],  indicate there has been an overall downward trend in the mood of lyrics from the 1960s to the 
1990s. But apart from a minor decrease in the occurrence of positive terms within pop and rock lyrics, 
valence appears relatively stable over time across genres. Meaning, that the decline rather appears attributable 
to a shift in the vocabularies introduced in rap and hip-hop, and to an even larger degree in the styles of metal 
and punk emerging over the period [17]. Lately the ANEW corpus has also been translated into Chinese in 
order to build an affective lexicon for retrieving the emotions of song lyrics, and thereby assign the song 
lyrics into segments divided by the psychological axes of valence and arousal, based on their ANEW affective 
values measured along these two dimensions  [18].
3. Method
In our proposed cognitive model the sensory data is a matrix of rows and columns representing the 
occurrences of words within multiple contexts. The foundation here is a large text corpus which allows for 
modeling the terms as linear combinations of the multiple paragraphs and sentences they occur in. Initially 
applying TF-IDF and log entropy weighting to the word frequencies in the term-document matrix and 
subsequently LSA latent semantic analysis [6],  we are able to model the similarity of words, using the cosine 
of the angle between their vectors as a metric of how closely they are positioned in a semantic space of 
reduced dimensionality. These higher order associations within the original matrix emerge as similar features 
appearing in a large number of contexts are simultaneously squeezed into a reduced number of rows and 
columns that correspond to orthogonal directions capturing the highest variance in the data based on SVD 
singular value decomposition [19]. There is no straight forward mathematical method to determine the 
optimal number of factors when reducing the original term document matrix. An approach previously 
undertaken has been to submit the LSA setup to a TOEFL `test of english as a foreign language' while varying 
the number of dimensions until an optimal percentage of correct answers are returned [6]. For our LSA 
configuration the best fit corresponding to 71,25 % correctly identified synonyms is realized when reducing 
the matrix to 125 factors, providing a result above the 64.5 % average achieved by non-native college 
applicants,  as well as the 64.5 % and 70.5 % correct answers previously reported for LSA spaces and 
probabilistic LDA topic models respectively [20]. Our analysis is based on 24798 lyrics selected from 
LyricWiki by using artist entries retrieved from the Wikipedia ``List of Musicians'', associated with the 
genres: alternative rock, blues, brit pop, dream pop, gothic rock, indie rock, indie pop, pop punk, R&B, soul, 
hard rock, reggae and heavy metal. Projecting the lyrics into the LSA semantic space we define the cosine 
similarity between the individual lines making up each of the lyrics against twelve affective adjectives: 
`happy, funny, sexy, romantic, soft, mellow, cool, angry, aggressive, dark, melancholy, sad'.  These adjectives 
are not only frequently used as emotional tags in last.fm [11], but also represent distinct points in four 
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quadrants dividing a continuous plane framed by the psychological dimensions of valence and arousal, as has 
earlier been demonstrated in psychological experiments defining user rated affective values in the ANEW test 
set of words. The underlying corpus for the LSA term document matrix is based on 22829 terms found in 
67380 contexts,  divided into 500 word segments, made from 22072 literature and poetry excerpts of the 
Harvard Classics, 15340 segments of Wikipedia music articles,  and 29968 general news items from the 
Reuters Corpus gathered over the period 1996-1997. To provide a measure of ground truth we explore the 
similarity between tag-clouds describing songs and our analysis, by comparing the most frequently applied 
last.fm emotional tags against the LSA values of the corresponding lyrics. First, taking the affective adjectives 
from  `happy' to `sad' as a twelve-dimensional vector, this is compared against each of 16505 tags retrieved 
from  last.fm using LSA. Subsequently among the resultant tag vectors, the ones corresponding to the 
emotional last.fm tags applied to a particular song are compared and ranked against the vectors representing 
the average LSA values in the lyrics. 
4. Results
Similar to an emotional space,  the columns of the matrix reflect a vertical span from positive to negative 
valence.  The upper rows in the columns correspond to active positive emotions like `happy' followed by more 
passive aspects like `mellow' and `cool' towards the center of the columns. Further down the values in the 
columns correspond to aroused negative feelings like `angry' while the bottom rows in the matrix reflect 
aspects of low arousal and negative valence such as `melancholic' and `sad'. 
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Figure 4.11: “Rehab” (Amy Winehouse) emotions over time - last.fm top emo-
tional tags: ‘mellow, sexy, cool, happy’, LSA top 4 summed values: ‘funny,
angry, cool, aggressive’ - LSA emotions/lyrics similarity: ‘fun(ny) 0.87 cool
0.29 sexy 0.19 mellow’ 0.04
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Figure 4.12: ‘“My immortal” (Evanescence) emotions over time - last.fm top
emotional tags: ‘mellow, sad, melancholy, romantic’ - LSA top 4 summed
values: ‘soft, sad, melancholy, happy’ - LSA tags/lyrics similarity: ‘sad 0.90
melancholy 0.78 soft 0.75 romantic 0.40
values against the vectors of the twelve aﬀective adjectives and sorting them
based on their cosine similarity, the lyrics appear predominantly ‘funny’ and to
a lesser degree incorporating feelings of ‘cool, sexy’ and ‘mellow’. Meaning that
the matrix of “Rehab” reflects largely aspects of positive valence.
Almost the reverse distribution of emotions is triggered by the lyrics of “My
immortal” (Fig.4.12), where the three bottom rows of the matrix are saturated
reflecting mostly ‘dark’ as well as ‘melancholy’ and ‘sad’ components. These
aspects are coupled with ‘soft’ components in row 5, while the upper rows of
the matrix now remain largely negatively correlated. Summing the LSA values
Figure 1. ``Rehab'' (Amy Winehouse) - last.fm top emotional tags: `mellow, sexy, cool, happy', LSA top 
4 summed values: `funny, angry, cool, aggressive' - LSA emotions/lyrics similarity: `fun(ny) 0.87  cool 
0.29 sexy 0.19 mellow 0.04 '
Taking the song ``Rehab'' (Fig.1) as an example, the upper half of the lyrics matrix is characterized by a 
horizontal band in row 2 corresponding to almost sustained triggering of `funny' coupled with less 
pronounced activations of `cool' and `angry' components in row 7 and 8, whereas the rows of `happy' at the 
top and `sad' emotions at the very bottom remain mostly negatively correlated. 
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Figure 4.11: “Rehab” (Amy Winehouse) emotions over time - last.fm top emo-
tional tags: ‘mellow, sexy, coo , happy’, LSA top 4 summed values: ‘funny,
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Figure 4.12: ‘“My immortal” (Evanescence) emotions over time - last.fm top
emotional tags: ‘mellow, sad, melancholy, romantic’ - LSA top 4 summed
values: ‘soft, sad, melancholy, happy’ - LSA tags/lyrics similarity: ‘sad 0.90
melancholy 0.78 soft 0.75 romantic 0.40
values against the vectors of the twelve aﬀective adjectives and sorting them
based on their cosine similarity, the lyrics appear predominantly ‘funny’ and to
a lesser degree incorporating feelings of ‘cool, sexy’ and ‘mellow’. Meaning that
the matrix of “Rehab” reflects largely aspects of positive valence.
Almost the reverse distribution of emotions is triggered by the lyrics of “My
immortal” (Fig.4.12), where the three bottom rows of the matrix are saturated
reflecting mostly ‘dark’ as well as ‘melancholy’ and ‘sad’ components. These
aspects are coupled with ‘soft’ components in row 5, while the upper rows of
the matrix now remain largely negatively correlated. Summing the LSA values
Figure 2. ``My immortal'' (Evanescence) - last.fm top moti nal tags: `mellow, sad, elancholy, 
romantic' - LSA op 4 summed values: `soft, sad, melancholy, happy' - LSA tags/lyric  similarity: `sad} 
0.90 mela c l  0.78 soft 0.75 romantic 0.40 '
Almost the reverse distribution of emotions is triggered by the lyrics of ``My  immortal'' (Fig.2), where the 
three bottom rows of the matrix are saturated reflecting mostly `dark' as well as `melancholy' and `sad' 
components. These aspects are coupled with `soft' components in row 5, while the upper rows of the matrix 
now remain largely negatively corr lated. That is, the balance of valence is i  ``M  immortal'' shifted towards 
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the negative coupled with less less extreme `soft' aspects. Like in the previous song the matrix of ``The 
Scientist'' is also characterized by two peaks (Fig.3}. Positive and negative extremes of valence are activated 
in synchrony, reflected in the summed LSA values corresponding to the top four emotions `happy, sad, angry' 
and `mellow'. Whereas an emotional context is established within the very first lines  of ``Iris'',  where a 
couple of peaks are subsequently transformed into contrasting textures in the last two thirds of the song (Fig.
4).
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Figure 4.14: “The Scientist” (Coldplay) emotions over time - last.fm top
emotional tags: ‘mellow, cool, sad, melancholy’ - LSA top 4 summed values:
happy, ‘sad, angry, mellow’ - LSA tags/lyrics similarity: ‘sad 0.42 romantic
0.42 mellow 0.38 melancholy 0.19
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Figure 4.15: “Iris” (Goo Goo Dolls) emotions over time - last.fm top emotional
tags: ‘mellow, cool, sad, melancholy’ - LSA top 4 summed values: ‘angry, funny,
sad, happy’ - LSA tags/lyrics similarity: romantic -0.08 melancholic -0.26 sad
-0.33 cool -0.39
song (Fig.4.15. When aiming to automatically extract the underlying emotions
of the lyrics, this becomes a challenge as neither the top four emotions of ‘angry,
funny, sad’ and ‘happy’, nor the average LSA correlation with the individual tags
resulting in negatively correlated values seem able to suﬃciently capture the
content within a single bag of emotions. Compared to the previously analyzed
lyrics, the peaks consisting of simultaneously triggered elements of positive and
negative valence are here more biased towards ‘sad’, which is also reflected in
the summed LSA values of ‘sad’ being larger than ‘happy’. These emotions are
concentrated into only a few peaks, whereas the ‘angry’ and ‘funny’ components
in rows 2 and 8 correspond to a contrasting structure constituting the last two
Figure 3. ``The Scientist'' (Coldplay) - last.fm top emotional tags: `mellow, cool, sad, melancholy' - LSA 
top 4 summed values: happy, `sad, angry, mellow'  - LSA tags/lyrics similarity: `sad 0.42 romantic 0.42 
mellow 0.38  melancholy 0.19 '
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Figure 4.15: “Iris” (Goo Goo Dolls) emotions over time - last.fm top emotional
tags: ‘mellow, cool, sad, melancholy’ - LSA top 4 summed values: ‘angry, funny,
sad, happy’ - LSA tags/lyrics similarity: romantic -0.08 melancholic -0.26 sad
-0.33 cool -0.39
song (Fig.4.15. When aiming to automatically extract the underlying emotions
of the lyrics, this becomes a challenge as neither the top four emotions of ‘angry,
funny, sad’ and ‘happy’, nor the average LSA correlation with the individual tags
resulting in negatively correlated values seem able to suﬃciently capture the
content within a single bag of emotions. Compared to the previously analyzed
lyrics, the peaks consisting of simultaneously triggered elements of positive and
negative valence are here more biased towards ‘sad’, which is also reflected in
the summed LSA values of ‘sad’ being larger than ‘happy’. These emotions are
concentrated into only a few peaks, whereas the ‘angry’ and ‘funny’ components
in rows 2 and 8 correspond to a contrasting structure constituting the last two
Figure 4. ``Iris'' (Goo Goo Dolls) - last.fm top emotional tags: `mellow, cool, sad, melancholy' - LSA top 
4 summed values: `angry, funny, sad, happy' - LSA tags/lyrics similarity: romantic -0.08 melancholic 
-0.26  sad -0.33 cool -0.39'
To compare the 24798 lyrics against their tag-clouds, the top tw  LSA values were pl tted in a co-occurrence 
matrix agains  the two most frequent emotio al last.fm tags (Fig.5). In the matrix where rows signify LSA 
emotions and columns the last.fm tags, the ter  `happy' appears saturated in the upper left corner of the 
diagonal, indicating that when this LSA emotion is found in lyrics, it is also frequ ntly applied by users in the 
corresponding last.fm tag cloud. Affective adjectives refl cting aspects of negative valence like `dark' and 
`sad' also come out stronger in the lower right corner of the matrix. While among the more subdued emotions 
along the middle of the diagonal only `cool' appears slightly saturated.  The wor  `mellow' is one of the most 
frequent tags wit  motional connotations at l st.fm, pplied more than ten times as often as the term `soft'. 
As a consequence the column corresponding to the last.fm tag `mello ' appears overall saturated in the 
matrix, and the word is therefore being confused with the row entries of the LSA emotions `happy' and `dark'. 
To a lesser degree the same skewing effect is visible in the next column corresponding to the tag `cool', which 
is applied almost twice as often as `soft' in last.fm tag-clouds. In order to determine to what degree the entries 
in the derived LSA last.fm co-occurrence matrix are statistically significant, a randomized permutation test 
was run to refute the null hypothesis that the rows and columns are independent. Initially plotting the 
frequency of the entries from black to white on a gradient greyscale, indicates whether the top two entries in 
the LSA and last.fm matrix occur less or more frequently relative to null.  Whereas the black and white matrix 
indicates which of the overly or less frequent combinations of entries in the co-occurrence matrix are beyond 
random and thus remain significant at p < 0.05 (Fig.6).  
5. Discussion
When extracting emotions from lyrics based on LSA the last.fm tag-clouds generated by users describing the 
corresponding songs provide a ground-truth related to the emotional juxtaposition of `happy' and `sad', as well 
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as what could cognitively be interpreted as  somatosensory aspects defining `cool' and `dark' textures (Fig. 5). 
Also the permutation test identifies the contrasts of positive and negative valence related to the affective 
adjectives `happy' and `sad' although somewhat off-diagonally blurred (Fig.6). We find this particularly 
salient as we in a parallel study [21], have applied a three-way Tucker tensor decomposition to the derived 
LSA matrices,  combined with a hierarchical Bayesian automatic relevance determination to find similarities 
across thousands of songs.  Applying a higher-order factor analysis the results indicate that two dramatic 
curvatures appear to characterize the shape of lyrics in general. The first time-series component is a 
descending curve reflecting a decreasing emotional load over the duration of the song, associated with a 
combination of primarily `happy-sad' contrasts of valence. While the second time-series component is a curve 
that  builds up to form an ascending line culminating at the very end of the song based on either mainly 
`happy-sad' contrasts or combined with more aroused and energetic aspects reflected in a `funny-angry' topic. 
This reflects earlier findings that roughly half of the variance in emotional words is captured by a `happy-sad' 
principal component,  but also indicates that the pairwise contrasting elements of affective valence and arousal 
components might function as affective building blocks for generating sequential time-series patterns in 
songs. And thus provide a basis for designing affective interfaces, as it seems that even if we turn down the 
volume both the emotional context as well as overall structural elements can be extracted from songs by 
coupling latent  semantics with cognitive components.
74 Conc p ual vectors
4.4 Lyrics and tags
HAPPY
FUNNY
SEXY
ROMANTIC
SOFT
MELLOW
COOL
ANGRY
AGGRESSIVE
DARK
MELANCHOLY
SAD
Figure 4.19: Co-occurrence matrix based on 24798 lyrics, where rows represent
the top 2 LSA emotions and columns the 2 most frequently applied last.fm
emotional tags among: 1. ‘happy’ 2. ‘funny’ 3. ‘sexy’ 4. ‘romantic’ 5. ‘soft’ 6.
‘mellow’ 7. ‘cool’ 8. ‘angry’ 9. ‘aggressive’ 10. ‘dark’ 11. ‘melancholy’ 12.‘sad’
To explore whether the result indicating a correspondence between the LSA
emotions retrieved from 24 lyrics and the tag clouds generated by users at
last.fm can be confirmed in a large selection of songs, we subsequently plot the
top two LSA values against the two most frequently applied emotional tags
in 24798 lyrics. The analysis was based on lyrics selected from LyricWiki by
using artist entries retrieved from the Wikipedia “List of Musicians”, associated
with the genres: alternative rock, blues, brit pop, dream pop, gothic rock, indie
rock, indie pop, pop punk, R&B, soul, hard rock, reggae and heavy metal, with
the restriction that the corresponding last.fm tag clouds should contain one or
more of the twelve aﬀective adjectives applied in the LSA analysis. Mapped
into a confusion matrix (Fig.4.19), rows represent counts of the top two LSA
aﬀective term value for each of the lyrics, whereas the column entries show the
top two emotional tags most frequently applied for the corresponding song at
last.fm. And as a consequence the cells on and oﬀ the diagonal of the matrix
will indicate the amount of agreement between the maximum LSA correlation
for an aﬀective adjective and the most frequently applied emotional word in the
last.fm tag cloud associated with the song.
In the matrix where rows signify LSA emotions and columns the last.fm tags,
the term ‘happy’ appears saturated in the upper left corner of the diagonal,
indicating that when this LSA emotion is found in lyrics, it is also frequently
applied by users in the corresponding last.fm tag cloud. Aﬀective adjectives re-
flecting aspects of negative valence like ‘dark’ and ‘sad’ also come out stronger
in the lower right corner of the matrix. While among the more subdued emo-
Figure 5. Co-occurrence matrix based on 24798 lyrics, where rows represent the top 2 LSA emotions 
and columns the 2 most frequently applied last.fm emotional tags among: 1. `happy' 2. `funny' 3. `sexy' 
4. `romantic' 5. `soft' 6. `mellow' 7. `cool' 8. `angry' 9. `aggressive' 10. `dark' 11. `melancholy' 12.`sad'
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tio s along the middle of the diagonal only ‘cool’ ppears s ightly saturated.
In th mi dle of the matrix the row entry corresp nding t the LSA emotion
‘soft’ is confused with the column value f ‘mellow’ which therefore appears
saturated oﬀ-diagonal. To a certain extent this reflects that ‘soft’ and ‘mellow’
are somewhat diﬀuse terms that also seem correlated in the underlying text
corpus. But more important, the word ‘mellow’ is one of the most frequent tags
with emotional connotations at last.fm, applied more than ten times as often
as the term ‘soft’. As a consequence the column corresponding to the last.fm
tag ‘mellow’ appears overall saturated in the matrix, and the word is therefore
being confused with the row entries of the LSA emotions ‘happy’ and ‘dark’. To
a lesser degree the same skewing eﬀect is visible in the next column correspond-
ing to the tag ‘cool’, which is applied almost twice as often as ‘soft’ in last.fm
tag-clouds [Hu et al., 2007]. Both this bias and the additional interpretations
the term could have, might explain why it is being confused with row entries
corresponding to the L A emotions of ‘dark’ and ‘sad’. The terms in the upper
left corner of the matrix seem to a certain extent to overlap, as the row entry of
the LSA emotion ‘funny’ appears to be confused with the last.fm tag of ‘sexy’.
Similarly the emotions associated with ‘dark’ emotional timbres’ and ’sad’ feel-
ings stand out saturated in the lower right corner of the diagonal. In order to
determine to what degree the entries in the derived LSA last.fm co-occurrence
matrix are statistically significant, a randomized permutation test was run to
refute the null hypothesis that the rows and columns are independent.
Figure 4.20: Observed requencies of row and column entries relative to null
(left). Matrix entries considered beyond random and remaining significant for p
< 0.05 and n= 200, when running a randomized test to refute the null hypothesis
of rows and columns being independent (right)
Figure 6. Observed frequencies of row and column entries r lative to null (left). Matrix entries 
considered beyo d random nd remai ing significant for p < 0.05, when running a randomized test to 
refute the n ll hyp thesis of rows and colu ns being independe t (right)
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Abstract. Outlining a high level cognitive approach to how we select
media based on affective user preferences, we model the latent seman-
tics of lyrics as patterns of emotional components. Using a selection of
affective last.fm tags as top-down emotional buoys, we apply LSA latent
semantic analysis to bottom-up represent the correlation of terms and
song lyrics in a vector space that reflects the emotional context. Analyz-
ing the resulting patterns of affective components, by comparing them
against last.fm tag clouds describing the corresponding songs, we pro-
pose that it might be feasible to automatically generate affective user
preferences based on song lyrics.
Keywords: Pattern recognition, emotions, text processing.
1 Introduction
Both words and music move in time, and as T.S. Elliot phrased it “only by
the form, the pattern, can words or music reach”. A panoply of sensations and
emotions are elicited when we listen to a song, which in turn reflect cognitive
aspects of the underlying structure in both sound and lyrics. Over the past half
century these aspects of musical affect have been the focus of a wide field of
research ranging from how emotions arise based on the underlying harmonic
and rhythmical structures forming our expectations [1-3], to how we consciously
experience these patterns empathetically as contours of tensions and release [4].
Basic feelings of happiness, being sad or getting angry are not just perceived but
materialize as changes in heart rate, skin conductance, respiration or blood pres-
sure, as has been documented in numerous cognitive studies of music and emo-
tions [5]. Applying biosensors to measure the features that underlie the various
affective states, the resulting patterns appear sufficiently consistent to determine
what emotions are being triggered based on the physiological changes alone [6].
But listening to songs involves not only basic elements of affect, but also higher
level structures reflected in the lyrics which provide the basis for a song. To a
large extent language allows us to share and describe distinct affective aspects
that we extract from the continuous affective ebb and flow of emotions shaping
our frame of mind. Despite the often idiosyncratic character of tags defined by
S. Ystad, R. Kronland-Martinet, and K. Jensen (Eds.): CMMR 2008, LNCS 5493, pp. 45–66, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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hundred thousands of users in social networks like last.fm, a number of studies
within the music information retrieval community indicate that users often tend
to agree on the affective terms they attach to music, which can be interpreted
as a simplified mood ground-truth reflecting the perceived emotional context of
the music [7-8].
During the past decade advances in neuroimaging technologies enabling stud-
ies of brain activity have established that musical structure to a larger extent
than previously thought is being processed in “language” areas of the brain [9],
and specifically related to lyrical music some fundamental aspects appear essen-
tially identical to those of language [10]. Neural resources between music and
language appear to be shared both in syntactic sequencing and also semantic
processing of patterns reflecting tension and resolution [11-13], adding support
for findings of linguistic and melodic components of songs being processed in in-
teraction [14]. Similarly there appears to be an overlap between language regions
in the brain and so-called mirror neurons, which transfer sensory information of
what we perceive by re-enacting them on a motor level. Mediating the inputs
across audiovisual modalities, the resulting sensory-motor integrations are rep-
resented in a similar form, whether they originate from actions we observe in
others, only imagine or actually enact ourselves [15-16]. This has led to the
suggestion that our empathetic comprehension of underlying intentions behind
actions, or the emotional states reflected in sentences and melodic phrases, are
based on an imitative re-enactment of the perceived motion [17].
So if both low-level features of media and our emotional responses can be en-
coded in words, we hypothesize that this might allow us to define a high level cog-
nitive model emulating how we select media based on affective user preferences.
In such a model the bottom-up part would resemble cognitive component analy-
sis [18]. Coined as a term to describe aspects of unsupervised clustering of data,
the underlying algorithms approximate how our brain discovers self-organizing
patterns when assembling images from lines and edges of visual objects [19],
reconstructs words from the statistical regularities of phonemes in speech [20]
or learn the meaning of words based on their co-occurrence within multiple con-
texts [21-23]. But equally important: cognitive processes involve a large amount
of top-down feedback which sculpts the receptive responses of neurons on every
level and vastly outnumbers the sensory inputs [24-26]. That is, the brain ap-
plies an analysis-by-synthesis approach, which combines a top-down capability
to infer structure from bottom-up processing of statistical regularities in what
we perceive. Our emotions are in this sense essential for maintaining a balance
between cognition and perception, as core affect is an integral element in what
attracts us to objects and turn what we sense into meaningful representations
that can be categorized in words [27-29].
A way to emulate this approach of the human brain in relation to search of me-
dia, could be to apply unsupervised learning of features based on latent seman-
tics, extracted from lyrics associated with songs. And combine the bottom-up
extracted representation with top-down aspects of attention reflecting preferred
emotional structures, similar to the combinations of user generated affective
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terms found in tag clouds in social networks like last.fm. Selecting a number
of frequently used emotional last.fm tags as buoys to define a semantic plane
of psychological valence and arousal dimensions, we project a number of song
lyrics into this space and apply LSA latent semantic analysis [21-23], to model
the correlation of texts and affective terms as vectors reflecting the emotional
context of the songs. We outline in the following sections: the affective plane
used for modeling emotional structure, the extraction of latent semantics from
texts associated with media, an analysis of the emotional patterns, followed by
a discussion of the potential in combining latent semantics and emotional com-
ponents to enable personalized search of media.
2 Affective Plane
Drawing on standard psychological parameters for emotional assessment, af-
fective terms are often mapped out along the two psychological dimensions of
valence and arousal [30-32]. Within this 2D emotional plane the dimension of
valence describes how pleasant something is along an axis going from positive
to negative associated with words like happy or sad, whereas arousal captures
the amount of involvement ranging from passive states like mellow and sad to
active aspects of excitation as reflected in terms like angry or happy. This ap-
proach to represent emotions within an affective space framed by valence and
arousal dimensions goes beyond earlier attempts to define distinct categories like
Hevner’s circle of adjectives (1935). Based on responses from participants listen-
ing to musical excerpts, clusters of words were grouped into eight segments of
similar adjectives covering emotions like happy, lyrical, calm, dreamy, sad, seri-
ous, tragic, angry and exciting [33]. How many different parameters are required
to capture the various components in an affective space has since then been the
subject of a number of studies. The results indicate that a model which provides
a good fit to how people describe emotional states, can be defined based on five
underlying latent variables: anger, sadness, disgust, fear and happiness [34]. In
such a model these factors are not necessarily correlated with whether they are
perceived as pleasant or unpleasant, as opposing aspects might often occur to-
gether even if they represent contrasting positive and negative aspects of valence.
Empirical results for rating of emotional words, also indicate that certain terms
e.g. synonyms for happy or anger seem to be based on one category only and are
defined as either positive or negative along a single dimension. Whereas other
affective terms appear more complex and appear to be combinations of more
emotional categories, like despair being perceived as a mixture of sadness and
anxiety, or excitement involving aspects of both happiness and surprise [35]. In
any linguistic description we perceive not only the lexical meaning of words but
infuse them with feelings of positive or negative valence [30], which might serve
to filter what is essential and determine what becomes part of our memories [28].
Experiments using MDS multidimesional scaling to group musical excerpts ac-
cording to similarity instead of word categories, indicated that the model which
provides the best fit to the emotional responses seems again to be based on the
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two psychological dimensions of valence and arousal, but here combined with an
additional third dimension capturing aspects of shape related to the degree of
melodic continuity or rhythmical fragmentation in the music [36]. In a further
cluster analysis of the data, the participants were found to separate the responses
into two segments along the arousal dimension, meaning how energetic or laid
back the music was perceived as being. The similarity judgements of musical
excerpts within the two clusters in turn appeared to be divided along the fault
lines of valence, essentially separating the emotional reactions into an affective
plane consisting of happy, mellow, angry and sad quadrants.
If we attempt to model top-down cognitive attentional aspects reflecting af-
fective structure, tag-clouds in music social networks like last.fm provide an in-
teresting case. The affective terms which are frequently chosen as tags by users
to describe music seem to form clusters around primary moods like mellow, sad,
or more agitated feelings like angry and happy. This correlation between social
network tags and the specific music tracks they are associated with, has been
used in the music information retrieval community to define a simplified mood
ground-truth, reflecting not just the words people frequently use when describing
the perceived emotional context, but also which tracks they agree on attaching
these tags to [7-8]. Selecting twelve of these frequently used tags:
happy, funny, sexy, romantic
soft, mellow, cool
angry, aggressive
dark, melancholy, sad
makes it possible to define an affective plane reflecting the above cognitive models
of emotional responses to music, as a basis for extracting latent semantics.
3 Semantic Space
To generate the bottom-up part of how we cognitively extract meaning from
strings of texts, LSA latent semantic analysis models comprehension from word
occurrences in multiple contexts, analogous to human language acquisition [21-
23]. Words rarely come shrink-wrapped with a definitive meaning but are con-
tinuously modified by the context in which they are set. No matter how many
examples of word usage for a verb are listed in a dictionary they remain just that:
case stories which illustrate how a predicate will map onto a certain value given
a specific argument. Replacing any of the surrounding words in the sentence
will create yet another instantiation of the proposition, which we might again
interpret differently depending on what phrases come before or after in the text.
Instead of attempting to define the specific meaning of a word based on how
it fits within a particular grammatical phrase structure, LSA latent semantic
analysis, models the plethora of meanings a word might have by concatenating
all the situations in which it appears and represent them as a single vector within
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in a high dimensional semantic space. Squeezing as many of the syntactic rela-
tions and senses of word usage into a single vector, makes it possible to extract
statistical properties based on how often a term appears in a large number of
paragraphs. And subsequently condense this representation into meaningful se-
mantic relations constructed from an average of the different contexts in which
the word is used.
Initially a text corpus is constructed which allows for modeling terms as lin-
ear combinations of the multiple paragraphs and the sentences in which they
occur, assembled from tens of thousands of pages of literature, poetry, wikipedia
and news articles. The underlying text corpora can be thought of as resembling
human memory where numerous episodes combined with lexical knowledge are
encoded into strings of text. Spanned by rows of words and columns of doc-
uments, the cells of this huge term-document matrix sum up how frequently
each word appears in a corresponding paragraph of text. However in a simple
co-occurrence matrix any similarities between words like car and vehicle will be
lost as each individual term appears only within its own horizontal row. Nor will
it be obvious that a word like rock might mean something completely different
depending on which of the contextual columns it appears in. The raw matrix
counts of how many times a word occurs in different contexts does therefore not
by itself provide a model of comprehension, as we would normally expect texts
that describe the same topic to share many of the terms that are used, or imagine
that words that resemble each other are also applied in a similar fashion. Most of
these relations remain hidden within the matrix, because there are tens of thou-
sands of redundant variables in the original term-document matrix obscuring
the underlying semantic structure. Reducing the dimensionality of the original
matrix using SVD singular value decomposition [28], the number of parameters
can be diminished so we can fit synonymous words or group similar documents
into a much smaller number of factors that can be represented within a semantic
space.
Geometrically speaking, the terms and documents in the condensed matrix
derived from the SVD dimensionality reduction, can be interpreted as points in
a k dimensional subspace, which enables us to calculate the degree of similarity
between texts based on the dot product of their corresponding vectors. But be-
fore comparing terms or documents, the entries in the cells of the matrix need
to be adjusted so they reflect how we cognitively perceive associative processes.
First by replacing the raw count of how often a word appears in a text by the
logarithm of that number. This will smooth the word frequency so it resembles
the shape of learning curves typically found in empirical psychological condition-
ing experiments. Likewise the degree of association of two words both occurring
in two documents will be higher than if they each appear twice separately in a
text. Here a local weighting function defines how salient the word occurrence is
in the corresponding document, and a global weighting function how significant
its appearance is among all the contexts [37]. As a next step the word count is
divided by the entropy of the term, to ensure that the term frequency will be
modified by how much information the word actually adds about the context it
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appears in. This log-entropy weighting significantly improves the results when
compared to a raw word frequency count [23]. Another way to interpret the rela-
tions between words forming a semantic neighborhood would be to think of them
as nodes constituting a neural network. In such a network of nodes, resembling
populations of neurons in our brains, LSA could model the strength of the links
connecting one word to another. When we come across a word like ‘sad’ in a
phrase, it will create a node in our short term episodic memory, which will in
turn trigger neighboring nodes representing words or events that invoke simi-
lar connotations in our past memories. The strength of the connections initially
based on word co-occurrence are gradually transformed into semantic relations
as the links between nodes are being constrained by the limitations of our mem-
ory. As a result only those nodes which remain sufficiently activated when our
attention shifts towards the next phrase will be integrated into the patterns
forming our working memory. And whether these connections grow sufficiently
strong for the nodes to reach a threshold level of activation necessary for being
integrated in working memory, can be seen as a function of the cosine between
the word vectors [38].
When we compare two terms in the LSA semantic space based on the the
cosine of the angle between their vectors, values in-between 0.05 and 1 will
indicate increasingly significant degrees of similarity between the words, while a
negative or low value around 0 will indicate a random lack of correlation. If we
for instance select the affective term sad and calculate the cosine between the
angle of its vector representation and any other word in the text corpus, we can
determine which other term vectors are semantically close, and in decreasing
order list to what degree they share aspects reflecting the meaning of that word:
1.00 sad
0.74 grief
0.73 sorrow
0.63 mourn
0.62 sigh
0.58 weep
0.53 tear
0.51 griev
0.50 piti
0.49 ala
Looking at these nearest neighbors it would seem that instead of interpret-
ing sad isolated as a single vector made from the various documents in which
it appears, we might rather think of the meaning of that word as a semantic
neighborhood of vectors. In this part of our LSA semantic space these nearest
neighbors form a network of nodes, where each word add different aspects to
the meaning depending on the strength of their associative links to sad. So if we
imagine text comprehension as a process that combines the words which shape
a sentence with the associations they trigger we can model this as a bottom-
up spreading activation process. In this network the strength of links between
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nodes will be defined by their weights and consequently the connections among
all nodes can be mapped out in a connectivity matrix. Being exposed to an
incoming word the stimulus will spread from the node generated in episodic
memory, to its semantically nearest neighbors stored in long term working mem-
ory. How many of these connections grow sufficiently strong for the nodes to
be integrated in long term working memory, determines whether our compre-
hension is reduced to an assembly line where separate words are merely glued
together based on the incoming text alone. Or it will instead provide a blueprint
for reconstructing a situation model, resembling an animated pin-ball machine
where the associations triggered by the words bounce off walls forming an in-
tricate maze of memories. And once reality kicks in, in terms of the constraints
posed by the limited capacity of our working memory, what nodes will remain
activated could be understood as proportional to the LSA cosine similarity of
vectors, triggered by the words being parsed and their nearest neighbors already
residing in our memories [38].
4 Results
In the next subsections we outline the structure of the LSA patterns in regards
to the distribution of emotional components, compare the LSA analyses of lyrics
against their corresponding last.fm tag clouds, and finally explore correlations
between LSA patterns and the underlying musical structure of the songs.
4.1 Distribution of LSA Components
Projecting the lyrics of twenty-four songs selected from the weekly top track
charts at last.fm, we compute the correlation between lyrics and the previously
selected twelve affective tags used as markers in the LSA space, while discarding
cosine values below a threshold of 0.09. Whereas the user-defined tags at last.fm
describe a song as a whole, we aim to model the shifting contours of tension and
release which evoke emotions, and therefore project each of the individual lines
of the lyrics into the semantic space. Analyzing individual lines on a timescale of
seconds also reflects the cognitive temporal constraints applied by our brains in
general when we bind successive events into perceptual units [39]. We perceive
words as successive phonemes and vowels on a scale of roughly 30 milliseconds,
which are in turn integrated into larger segments with a length of approximately
3 seconds. We thus assume that lines of lyrics consisting of a few words each
correspond to one of these high level perceptual units.
The outputs are matrixes consisting of columns of LSA values triggered by
each line in the lyrics in response to the twelve emotional tags making up the
rows. Similar to an emotional space, the columns of the matrix reflect a ver-
tical span from positive to negative valence. The upper rows in the columns
correspond to active positive emotions like happy and funny followed by more
passive aspects like mellow and cool towards the center of the columns. Further
down the values in the columns correspond to active negative aspects like angry
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while the bottom rows in the matrix reflect passive negative emotions such as
melancholic and sad. When the individual lines of lyrics are projected against
the selected last.fm tags, it results in twelve dimensional vector values signify-
ing affective components that are activated simultaneously rather than discrete
emotions. Initially adding up the LSA values in the matrices along each row,
we can plot the activation of each emotional component over the entire lyrics.
Analyzing a small sample of twenty-four songs, the summed up values of LSA
correlation between the individual and the last.fm affective terms appears to
divide the lyrics into roughly three groups:
Balanced distribution of emotions where the lyrics simultaneously trigger affec-
tive components from the outer extremes of both happy and sad. Combined with
more passive positive aspects like soft it results in types of patterns as found in
the songs: “21 Things i want in a lover” (Alanis Morissette), “Bleeding love”
(Leona Lewis), “The Scientist” (Coldplay), “Mad world” (Gary Jules), “Noth-
ing else matters” (Metallica), “Starlight” (Muse) and “Come away with me”
(Norah Jones). (Fig.1).
- or alternatively the patterns juxtapose active positive and negative elements
of happy and versus angry against each other, with relatively less contribu-
tion from passive positive aspects like soft, as in the songs: “Everybody hurts”
(R.E.M), “Iris” (Goo Goo Dolls), “Wonderwall” (Oasis), “Time to pretend” “Re-
hab” (Amy Winehouse). (Fig.2).
Centered distribution of emotional components emphasizing passive positive as-
pects like soft mellow or cool combined with passive negative emotions close to
sad, with relatively less significant contributions from active positive affective
components such as happy as in the songs: “Now at last” (Feist), “My immor-
tal” (Evanescence), “Creep” (Radiohead) and “Colorblind” (Counting Crows).
(Fig.3).
Uniform distribution of emotional components activated across the entire affective
spectrum of valence and arousal as in the songs:“Always where i need to be” (The
Kooks), “San Quentin” (Johnny Cash), “Clocks” (Coldplay), “What I’ve done”
(Linkin Park), “Falling slowly” (Glenn Hansard), “Stairway to heaven” (Led Zep-
pelin), “Smells like teen spirit” (Nirvana) and “Such great heights” (The Postal
Service)(Fig.4).
4.2 LSA Emotions Versus last.fm Tags
The tag clouds at last.fm describe a song as a whole, so in order to assess to
what degree the retrieved LSA correlation values of lyrics and affective terms
approximate the user-defined tags, we use the accumulated LSA values summed
up over the entire lyrics as outlined in previous section. To facilitate a com-
parison between lyrics and the tag clouds, which my only contain a few of the
selected last.fm affective terms used in the LSA analysis, we subsequently group
the LSA values of closely related tags into an emotional space consisting of four
segments of emotions framed by the dimensions of valence and arousal:
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Fig. 1. Accumulated LSA values of emotional components triggered by the lyrics and
their corresponding last.fm tag clouds - from top left and across: “21 Things i want in a
lover” (Alanis Morissette), “Bleeding love” (Leona Lewis), “The Scientist” (Coldplay),
“Mad world” (Gary Jules), “Nothing else matters” (Metallica), “Starlight” (Muse) and
“Come away with me” (Norah Jones)
active positive - happy, funny, sexy, romantic
passive positive - soft, mellow, cool
active negative - angry, aggressive
passive negative - dark, melancholy, sad
Within the tag-clouds a number of more idiosyncratic expressions like “kickass”
or “makes-me-laugh” will similarly have to be mapped onto one of the above four
affective groups, in this case defined as active positive. Terms referring to com-
plex emotions like “love” has similarly been assigned to this segment based on
user-rated valence and arousal values [32] . To simplify the comparison against
the tags, the emotional segment with the highest accumulated LSA values has
been highlighted for each of the songs below:
“21 Things i want in a lover” (Alanis Morissette)
last.fm tags include: “attitude, in-your-face, kickass, makes-me-laugh” (Fig.1)
LSA values summed in groups: active positive: 8,4 passive positive: 4,2 active
negative: 1,5 passive negative: 4,4
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Fig. 2. Accumulated LSA values of emotional components triggered by the lyrics and
their corresponding last.fm tag clouds - from top left and across: “Everybody hurts”
(R.E.M), “Iris” (Goo Goo Dolls), “Wonderwall” (Oasis), “Time to pretend” “Rehab”
(Amy Winehouse)
Fig. 3. Accumulated LSA values of emotional components triggered by the lyrics
and their corresponding last.fm tag clouds - from top left and across: “Now at last”
(Feist), “My immortal” (Evanescence), “Creep” (Radiohead) and “Colorblind” (Count-
ing Crows)
“Bleeding love” (Leona Lewis)
last.fm tags include: “ love, romantic, sweet, sexy, melancholy, sad” (Fig.1)
LSA values summed in groups: active positive: 25,3 passive positive: 15,2 ac-
tive negative: 2,6 passive negative: 18,2
“The Scientist” (Coldplay)
last.fm tags include: “mellow, sad, love, chill, melancholy” (Fig.1)
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Fig. 4. Accumulated LSA values of emotional components triggered by the lyrics and
their corresponding last.fm tag clouds - from top left and across: “Always where i need
to be” (The Kooks), “San Quentin” (Johnny Cash), “Clocks” (Coldplay), “What I’ve
done” (Linkin Park), “Falling slowly” (Glenn Hansard), “Stairway to heaven” (Led
Zeppelin), “Smells like teen spirit” (Nirvana) and “Such great heights” (The Postal
Service)
LSA: active positive: 7,2 passive positive: 4,5 active negative: 2,2 passive neg-
ative: 4,9
“Mad world” (Gary Jules)
last.fm tags include: “sad, melancholy, mellow” (Fig.1)
LSA values summed in groups: active positive: 5.6 passive positive: 4,6 active
negative: 1,8 passive negative: 6,5
“Nothing else matters” (Metallica)
last.fm tags include: “melancholic, love, chillout, sad” (Fig.1)
LSA values summed in groups: active positive: 5,2 passive positive 2,7: active
negative: 2,7 passive negative: 5,9
“Starlight” (Muse)
last.fm tags include: “love, cool, chill, happy, melancholic, sexy” (Fig.1)
LSA values summed in groups: active positive: 7,4 passive positive: 5,6 active
negative: 1,2 passive negative: 10,0
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“Come away with me” (Norah Jones)
last.fm tags include: “mellow, love, chillout, sleepy” (Fig.1)
LSA values summed in groups: active positive: 3,4 passive positive: 3,8 active
negative: 0,5 passive negative: 5,1
“Everybody hurts” (R.E.M)
last.fm tags include: “sad, melancholy, mellow, chillout” (Fig.2)
LSA values summed in groups: active positive: 8,1 passive positive: 2,5 active
negative: 5,4 passive negative: 4,9)
“Iris” (Goo Goo Dolls)
last.fm tags include: “love, sad, mellow, romantic, melancholy” (Fig.2)
LSA values summed in groups: active positive: 6,5 passive positive: 1,9 active
negative: 4,6 passive negative: 4,9
“Wonderwall” (Oasis)
last.fm tags include: “love, chill, mellow, sad” (Fig.2)
LSA values summed in groups: active positive: 4,1 passive positive: 1,9 active
negative: 2,7 passive negative: 3,9)
“Time to pretend” (MGMT)
last.fm tags include: “drugs, happy, energetic, nostalgic” (Fig.2)
LSA values summed in groups: active positive: 5,4 passive positive: 2,4 active
negative: 2,6 passive negative: 2,3
“Rehab” (Amy Winehouse)
last.fm tags include: “sexy, cool, chillout, fun, happy, party, smooth” (Fig.2)
LSA values summed in groups: active positive: 9,6 passive positive: 4,8 active
negative: 5,9 passive negative: 4,2
“Now at last” (Feist)
last.fm tags include: “sad, mellow, chill” (Fig.3)
LSA values summed in groups: active positive: 5,2 passive positive: 7,7 active
negative: 0,7 passive negative: 8,2
“My immortal” (Evanescence)
last.fm tags include: “sad, love, melancholy” (Fig.3)
LSA values summed in groups: active positive: 8,0 passive positive: 7,1 active
negative: 2,4 passive negative: 11,6
“Creep” (Radiohead)
last.fm tags include: “melancholic, sad, love, mellow” (Fig.3)
LSA values summed in groups: active positive: 7,0 passive positive: 6,7 active
negative: 1,9 passive negative: 6,3
132 Appendix C
Semantic Contours in Tracks Based on Emotional Tags 57
“Colorblind” (Counting Crows)
last.fm tags include: “sad, chill, melancholic, love” (Fig.3)
LSA values summed in groups: active positive: 3,5 passive positive: 4,2 active
negative: 1,6 passive negative: 2,1
“Always where i need to be” (The Kooks)
last.fm tags include: “makes-me-happy, sounds-like-summer, party, cool” (Fig.4)
LSA values summed in groups: active positive: 2,6 passive positive: 1,6 active
negative: 1,3 passive negative: 2,9
“San Quentin” (Johnny Cash)
last.fm tags include: “prison, angry, black, cynical” (Fig.4)
LSA values summed in groups: active positive: 3,6 passive positive: 1,1 active
negative: 1,9 passive negative: 1,7
“Clocks” (Coldplay)
last.fm tags include: “chill, mellow, cool” (Fig.4)
LSA values summed in groups: active positive: 5,5 passive positive: 3,1 active
negative: 2,5 passive negative: 2,6
“What I’ve done” (Linkin Park)
last.fm tags include: “love, energetic, intense, memories” (Fig.4)
LSA values summed in groups: active positive: 4,4 passive positive: 3,4 active
negative: 1,1 passive negative: 5,8
“Falling slowly” (Glenn Hansard)
last.fm tags include: “mellow, love, feel-good, sad” (Fig.4)
LSA values summed in groups: active positive: 6,6 passive positive: 4,3 active
negative: 3,5 passive negative: 3,3
“Stairway to heaven” (Led Zeppelin)
last.fm tags include: “melancholic, cool, mellow, sad” (Fig.4)
LSA values summed in groups: active positive: 7,3 passive positive: 6,5 active
negative: 4,7 passive negative: 7,7
“Smells like teen spirit” (Nirvana)
last.fm tags include: “love, cool, energetic, kick-ass, melancholic” (Fig.4)
LSA values summed in groups: active positive: 8,4 passive positive: 4,6 active
negative: 2,5 passive negative: 7,7
“Such great heights” (The Postal Service)
last.fm tags include: “love, chill, mellow, happy” (Fig.4)
LSA values summed in groups: active positive: 8,2 passive positive: 7,6 active
negative: 3,5 passive negative: 5,7
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To summarize, in order to assess to what degree the retrieved LSA correlation
values of lyrics and affective terms approximate the user-defined last.fm tags de-
scribing the songs, we compared the maximum accumulated LSA values against
the twenty-four tag clouds. Mapping the highest accumulated LSA values onto
one of the four generalized groups of emotions we retrieved the following results:
Thirteen lyrics were correctly identified to represent emotions related to ac-
tive positive aspects of valence: “21 Things i want in a lover” (Alanis Moris-
sette), “Bleeding love” (Leona Lewis), “Iris” (Goo Goo Dolls), “Wonderwall”
(Oasis), “Time to pretend” (MGMT), “Rehab” (Amy Winehouse), “Smells like
teen spirit” (Nirvana), “Such great heights” (The Postal Service), - or passive
negative aspects of valence as in the songs: “Mad world” (Gary Jules), “Nothing
else matters” (Metallica), “Now at last” (Feist), “My immortal” (Evanescence),
“Stairway to heaven” (Led Zeppelin).
Five songs were wrongly identified to represent active positive aspects of va-
lence instead of passive positive: “The Scientist” (Coldplay), “Clocks” (Cold-
play), “Falling slowly” (Glenn Hansard) - or passive negative: “Everybody hurts”
(R.E.M), “Creep” (Radiohead).
Three songs were wrongly identified to represent passive negative aspects of
valence instead of active positive: “Starlight” (Muse), “Always where i need to
be” (The Kooks), “What I’ve done” (Linkin Park)
One song was wrongly identified as active positive aspects of valence instead of
active negative: “San Quentin” (Johnny Cash). One song was wrongly identified
as representing passive positive aspects of valence instead of passive negative:
“Colorblind” (Counting Crows). One song was wrongly identified as passive neg-
ative instead of passive positive: “Come away with me” (Norah Jones)
4.3 LSA Emotions Mapped over Time
While the accumulated LSA values facilitate characterizing the patterns in terms
of their distribution of emotional components, and simplify a comparison against
the corresponding last.fm tag clouds, mapping eight examples of the retrieved
LSA matrices over time, allows us to explore to what extent the triggered emo-
tions reflect the underlying musical structure of the songs. The grayscale plots
define the range of emotions that are triggered by each line in the lyrics over
time. A third dimension is indicated by the amount of saturation, where black
signifies higher cosine correlation between the affective terms and the lyrics. Sep-
arating the grayscale plots into sections corresponding to the structure of the
song, makes it possible to compare the patterns of emotions against the for-
mal divisions of the song. Adding up the LSA values for each line in the lyrics,
provides an alternative view of the accumulated emotional peaks and valleys,
plotted over time in colors based on the values from the greyscale matrices.
Taking as an example the Metallica song “Nothing else matters”, LSA peak
values of happy and sad are triggered simultaneously by the lyrics “Couldn’t
be much more from the heart” in line 2, 17 and 37 marking the beginning of
the 1’st and 2’nd section, as well as the final lines of the coda. The persistent
pattern of juxtaposed angry, cool and funny components is caused by lines of
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“Nothing else matters”, interspersed between clusters of dark, melancholy and
sad elements resulting from the “Never cared for ..” sections in the lyrics. The
three happy-sad peaks partition the overall structure of the song. In between
these peaks, the texture consists of the pointed angry-cool-funny structures,
connected to the declining slopes made out of the contrasting clusters. (Fig.5).
Fig. 5. Nothing else matters (Metallica): LSA patterns of emotions triggered by
the lyrics, separated into sections corresponding to the musical structure of the song
(top). Accumulated LSA values for each line of the lyrics (bottom).
The ABAB musical structure of the Coldplay song “The scientist” is marked
by the vertical LSA columns triggering almost every emotion at line 3 and 24
followed by scattered activation of mellow and soft emotions., reflecting the lines
“You don’t know how lovely you are” and “Tell me you love me”, in the begin-
ning and middle of the two A sections respectively. In contrast the subsequent
two B sections, commencing at line 13 and 30, are characterized by a sustained
juxtaposition of happy and sad aspects largely devoid of more central soft and
romantic components. Two affective peaks dominate the beginning of the first
A section and the middle of the second A section. Following the peaks, the re-
maining parts of the A sections are characterized by scattered aspects of more
central emotions, that lead into the shorter B sections with simultaneous bal-
anced activation of happy and sad components (Fig.6).
The layout of the song “Iris” by Goo Goo Dolls is marked by the LSA satu-
rated clusters in the intro culminating in line 6 “And all i can breathe is your
life” and a less strong activation in the second verse at line 15 “When everything
feels like the movies”, which are in both cases generated by simultaneous happy
and sad elements combined with romantic and soft aspects. This is contrasted
with the pattern concluding both the first and second verse, triggered by funny
and alternating angry and aggressive elements in the lines “Cause I don’t think
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Fig. 6. The Scientist (Coldplay): LSA patterns of emotions triggered by the lyrics,
separated into sections corresponding to the musical structure of the song (top). Ac-
cumulated LSA values for each line of the lyrics (bottom).
Fig. 7. Iris (Goo Goo Dolls): LSA patterns of emotions triggered by the lyrics, sepa-
rated into sections corresponding to the musical structure of the song (top). Accumu-
lated LSA values for each line of the lyrics (bottom).
that they’d understand” and “When everything’s made to be broken”, similarly
sustained throughout the refrain “I just want you to know who I am” that brings
the song to an end. Two connected peaks are generated from simultaneous happy
and sad elements combined with romantic and soft aspects, culminating in the
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Fig. 8. Wonderwall (Oasis):LSA patterns of emotions triggered by the lyrics, sepa-
rated into sections corresponding to the musical structure of the song (top). Accumu-
lated LSA values for each line of the lyrics (bottom).
Fig. 9. Now at last (Feist): LSA patterns of emotions triggered by the lyrics, sepa-
rated into sections corresponding to the musical structure of the song (top). Accumu-
lated LSA values for each line of the lyrics (bottom).
beginning of the first verse followed by a slightly lower peak in the beginning
of the second verse. In between a balanced texture is activated by funny and
alternating angry and aggressive elements (Fig.7).
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Fig. 10. Creep (Radiohead): LSA patterns of emotions triggered by the lyrics, sepa-
rated into sections corresponding to the musical structure of the song (top). Accumu-
lated LSA values for each line of the lyrics (bottom).
A simultaneous activation of happy and sad elements in line 3, 6 and 14
characterize the first two sections of the Oasis song ‘Wonderwall” corresponding
to the lyrics “I don’t believe that anybody feels the way I do about you now”.
It is followed in the second section by soft cool and dark components triggered
by line 16 “And all the lights that light the way are blinding” contrasted with
elements of anger , here caused by line 9 and 17 “There are many things that
I would like to say to you but I don’t know how”, which are sustained through
the end of the sparsely activated last section (Fig.8).
The very beginning of Feist’s “Now at last” is marked by the cluster generated
by the lyrics “For I’ve lost the last last love” in line 3 eliciting a wide range of
emotions followed by a smaller peak emphasizing the soft aspects triggered by
line 7 “To the joys before me”, that make up the two following sections with the
added aspect of cool caused by line 15 and 25 “When the spring is cold“ (Fig.9).
Apart from the isolated spike in line 29 “Whatever makes you happy“ marking
the beginning of the third section in Radiohead’s “Creep” in a centered distri-
bution of emotional components, the song is throughout reflecting the pointed
cool soft dark textured peaks caused by the text “But I’m a creep“ in line 9, 21
and 33 of the lyrics. (Fig. 10).
The lyrics of Led Zeppelin’s “Stairway to heaven” trigger components uni-
formly distributed across a range of emotions resulting in a coherent texture
even though only a few lines are repeated, as in the text “makes me wonder”
in lines 10-11, 16-17 and 26. A number of sad peaks establish the melancholy
atmosphere at the end of the first section line 9 “Sometimes all of our thoughts
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Fig. 11. Stairway to heaven (Led Zeppelin): LSA patterns of emotions triggered by
the lyrics, separated into sections corresponding to the musical structure of the song
(top). Accumulated LSA values for each line of the lyrics (bottom).
Fig. 12. Such great heights (The Postal Service): LSA patterns of emotions triggered
by the lyrics, separated into sections corresponding to the musical structure of the song
(top). Accumulated LSA values for each line of the lyrics (bottom).
are misgiven” as well as the beginnings of the second section in line12 “There’s
a feeling I get when i look to the west” as well as the section in line 24 “Yes
there are two paths you can go by but in the long run”. (Fig. 11).
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The generally light atmosphere of “Such great heights” by The Postal Ser-
vice, is generated from the very beginning of the song culminating in line 4 “And
when we kiss they are perfectly aligned“, that leads into the second and third
sections marked by the repeated patterns of romantic happy and funny compo-
nents triggered by the text “But everything looks perfect from far away“ in line
19, 31, 35 and 39 of the song.(Fig.12).
5 Conclusion
While we have here only analyzed twenty-four songs our first results indicate
that it is possible to describe the emotional context of songs by applying LSA
latent semantic analysis to extract latent semantics from the lyrics using a se-
lection of last.fm affective tags. Summing up the retrieved emotional values in
the LSA analyses along each row, the matrices can be divided into roughly three
groups characterized by a balanced, centered or uniform distribution of emo-
tional components.
Assessing to what degree the summed up LSA correlation values of lyrics and
affective terms approximate the user-defined last.fm tags within a choice of four
emotional segments, thirteen of the lyrics were correctly identified. Three of the
eleven lyrics that were wrongly identified due to LSA failing to distinguish more
subtle differences between happy versus mellow, might be improved by adjusting
the weights in the additive model which is initially simply summing up al values
equally. Similarly other lyrics mistakenly identified as sad instead of happy or the
other way around, could be due to a few peaks influencing the balance between
positive and negative valence too strongly.
Considering how the emotional peaks and valleys of the lyrics, seem to align
with the underlying musical structure of the songs, we speculate that extracting
emotional components over time might provide a simplified approach to model
how we perceive media. We hypothesize that these emotional components re-
flect compositional forms perceived as patterns of tension and release, which
form the dramatic undercurrents of an unfolding structure. As exemplified in
the plots of song lyrics each matrix column corresponds to a time window of a
few seconds, which is also the approximate length of the high level units from
which we mentally construct our perception of continuity within time. Inter-
preted in that context we suggest that the LSA analysis of textual components
within a similar size of time window is able to capture a high level represen-
tation of the shifting emotions triggered when we listen to a song. Or from a
cognitive perspective the dimensionality reduction enforced by LSA might be
interpreted as a simplified model of how mental concepts are constrained by
the strengths of links connecting nodes in our working memory. It seems
that even if we turn off the sound, the emotional context as well as the overall
formal structural elements can still be extracted from media based on latent
semantics.
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Abstract. The increasing amounts of streaming and downloadable me-
dia becoming available in converged digital broadcast and next genera-
tion mobile broadband networks will require intelligent interfaces capable
of personalizing the selection of content according to user preferences and
moods. We propose an approach to automatically generate atmosphere-
like metadata from BBC synopsis descriptions, by applying LSA latent
semantic analysis to define the degree of similarity between textual pro-
gram descriptions and emotional tags in a semantic space.
Key words: personalization, emotions, LSA latent semantic analysis
1 Introduction
Since 2005 the broadcaster BBC has made their program listings available as
XML formatted TVA TV-Anytime [1] metadata, which allows for describing me-
dia using complementary genre aspects, atmosphere as well as synopsis. We have
in a related paper [2] analyzed how these metadata features may complement
each other when applying more genre dimensions in parallel, and thus increase
the number of relevant recommendations, by capturing similarities across the tra-
ditional divide of categories. In particular the TVA genre dimension atmosphere
seemed able to identify programs that might be perceived as similar even though
they belong to different genre categories. Extending this approach we propose
in the present paper a method to automatically generate atmosphere-like meta-
data using the synopsis of TV programs. We outline in the following sections
a framework for modeling emotional context using last.fm tags as markers in a
semantic space, the methodology for extracting latent semantics, the retrieved
results followed by a discussion of our early results based on BBC synopsis de-
scriptions.
2 Affective terms
When investigating how unstructured metadata can be used to describe me-
dia, the social music network last.fm provides an interesting case. Despite the
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idiosyncratic character of tags defined by hundred thousands of users, recent
studies within music information retrieval have revealed that last.fm users of-
ten tend to agree on the emotional terms they apply to music. This correlation
between social network tags and the specific music tracks they are describing,
makes it possible to define high-level categories, which provide a simplified mood
ground-truth reflecting the perceived emotional context of the music [3][4].
With point of departure in these findings we hypothesize that it might be
possible to extract the emotional context of a TV program by projecting its
synopsis into a semantic space, and use last.fm tags as affective buoys to de-
fine the textual description within emotional context. Drawing on psychological
studies [5], establishing that emotional assessment can be reduced to a seman-
tic differential spanned by the two primary dimensions of valence and arousal,
we use these two axes to outline an emotional plane for a last.fm semantic tag
space. The first of the these two dimensions describes how pleasant something
is along an axis going from happy to sad, whereas the latter dimension captures
the amount of involvement ranging from passive states like dark or soft to active
aspects of excitation as reflected in tags like angry or sexy.
3 Latent semantics
As a machine learning technique which resembles cognitive comprehension of
text, LSA latent semantic analysis [6][7][8] extracts meaning from texts by mod-
eling the usage patterns of words in multiple documents and represent the terms
and their contexts as vectors in a high-dimensional space. To retain only the
most essential features the dimensionality of the original sparse matrix is re-
duced to around 300 dimensions. This reduced LSA space makes it possible to
compute the semantic relatedness of synopsis and affective terms as the cosine
of their vectors, with values towards 1 signifying degrees of similarity between
the items and low values close to zero or negative signifying a random lack of
correlation. In this semantic space a synopsis text and words which express the
same meaning will thus be represented as vectors that are closely aligned, even
if the terms are not literally co-occurring within the same context.
4 Results
Taking a selection of short BBC program descriptions as input, we compute the
cosine similarities between a synopsis text vector and each of the selected last.fm
emotional words. An analysis of the program “News night”, based on the short
description: News in depth investigation and analysis of the stories behind the
day(s) headline, triggers the tags funny and sexy which might not immediately
seem a fitting description, probably caused by these emotional terms being di-
rectly correlated with the occurrence of the words stories and news within the
synopsis. The atmosphere of the lifestyle program “Ready Steady Cook!” might
be somewhat better reflected in the synopsis: Peter Davidson and Bill Ward
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challenge celebrity chefs to create mouth watering meals in minutes, which trig-
gers the tag romantic as associated with meals. Another singular emotion can
be retrieved from the documentary “I am boy anorexic”, which based on the
synopsis: Documentary following three youngsters struggling to overcome their
obsessive relationship with food as they recover inside a London clinic and then
return to the outside world, triggers the affective term dark. We find a broader
emotional spectrum reflected in the lifestyle program “The flying gardener” de-
scribed by the text: The flying gardener Chris travels around by helicopter on a
mission to find Britain(s) most inspirational gardens. He helps a Devon couple
create a beautiful spring woodland garden. Chris visits impressive local gardens
for ideas and reveals breathtaking views of Cornwall from the air. The synopsis
triggers a concentration of passive pleasant valence elements related to the words
soft, mellow combined with happy. In this context also the tag cool comes out
as it has a strong association to the word air contained in the synopsis, while
the activation of the tag aggressive appears less explainable.
Fig. 1. LSA cosine similarity between the synopsis descriptions of “The flying gar-
dener” and “Super Vets” against 12 frequently used last.fm affective terms
.
This cluster of pleasant elements is lacking in the LSA analysis of the program
“Super Vets” which instead evokes a strong emotional contrast based on the
text: At the Royal Vet College Louis the dog needs emergency surgery after a life
threatening bleed in his chest and the vets need to find out what is causing the
cat (..)fits, where both pleasant and unpleasant active terms like happy and sad
stand out in combination with strong emotions reflected by the tag romantic.
And as can be seen from programs like “The flying gardener” and “Super Vets”
(Fig.1) the correlation between the synopsis and the chosen tags might often
trigger both combinations of complementary elements as well as contrasting
emotional components rather than a single monochrome feeling.
We proceeded to explore whether we could sum up a distinct pattern reflect-
ing an emotional profile pertaining to a TV series, by accumulating the LSA
values of correlation between synopsis texts and emotional tags over several
Modeling Moods in BBC Programs Based on Emotional Context 147
4 Michael Kai Petersen and Andrius Butkus
episodes. For this purpose we chose the soap “East Enders” and the comedy
“Two pints of lager” and analyzed descriptions of six consecutive episodes from
each series.
Fig. 2. LSA cosine similarity of the soap “East Enders” and the comedy “Two Pints”
against 12 frequently used last.fm affective terms accumulated over six episodes
.
Even when only comparing the synopsis and emotional tags over six episodes
(Fig.2), it appears that the accumulated LSA correlation values in the soap “East
Enders” are roughly twice as high as in the comedy “Two pints of lager”. The
contributions of affective components in both histograms are unbalanced, but
whereas the former series has a bottom-heavy emphasis on angry and sad emo-
tions, the balance is reversed in the latter with a shift towards predominantly
happy and funny elements complemented with soft and mellow aspects. These
patterns can similarly be made out when considering the emotional components
plotted over time for the soap and comedy respectively (Fig.3). The distribu-
tion in “East Enders” is much more dense and emotionally saturated reflecting
aspects of arousal, while the character of “Two pints of lager” seems mirrored
in a pronounced clustering of lighter elements of positive valence and an overall
sparsity of excitation within the matrix.
5 Discussion
Projecting BBC synopsis descriptions into an LSA space using last.fm tags as
emotional buoys, we have demonstrated an ability to extract patterns reflecting
combinations of emotional components. Analyzing the emotional components
reflected in the synopsis descriptions over a sequence of episodes, we have been
able to separate these aspects into patterns defined by the sparsity and char-
acter of the distribution. While each synopsis triggers an individual emotional
response related to a specic episode, general patterns still emerge when accumu-
lating the LSA correlation between synopsis and emotional tags over consecutive
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Fig. 3. LSA cosine similarity of the soap “East Enders” and the comedy “Two Pints”
against 12 frequently used last.fm affective terms accumulated over six episodes
.
episodes, which enables us to differentiate between a comedy and a soap based
on a textual description alone. We therefore propose that emotional components
describing the content of media might be retrieved as latent semantics by using
affective terms as sensors in a semantic space, and we suggest that LSA might
be applied to extract structural patterns from synopsis descriptions as a basis
for automatically generating mood-based recommendations. Though the synop-
sis descriptions trigger both combinations of complementary elements as well as
contrasting emotional components rather than a monochrome affective response,
they nevertheless pertain to distinct patterns which we speculate might be used
as a basis to build emotional patterns capturing user preferences.
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1. INTRODUCTION
When both digital broadcast streams and the content itself
are adapted to the small screen size of handheld devices, it
will literally translate into hundreds of channels featuring
rapidly changing mobisodes and location-aware media,
where it might no longer be feasible to select programs
by scrolling through an electronic program guide. In order
to automatically filter media according to personalized
preferences, this will require metadata which not only defines
traditional genre categories but also incorporates parame-
ters capturing the changing mobile usage contexts. Since
2005, the broadcaster BBC has made their program listings
available as XML formatted TVA TV-Anytime [1] metadata,
which allows for describing media using complementary
aspects, such as content genre, format, intended audience,
intention, or atmosphere. We have previously in a related
paper [2] analyzed how especially atmosphere metadata
describing emotions may facilitate identifying programs that
might be perceived as similar even though they belong to
different genre categories. Also in music it appears that
despite the often idiosyncratic character of tags, defined by
hundred thousands of users in social networks like last.fm,
people tend to agree on the affective terms they attach to
describe music [3, 4]. A mounting question might therefore
be: could we possibly apply machine learning techniques to
extract emotional aspects associated with media in order
to model our perception, and thus facilitate an affective
categorization which goes beyond traditional divides of
genres?
2. RELATEDWORKS
In usage scenarios involving DVB-H mobile TV, where
shifting between a few channels might be even more time-
consuming than watching the actual mobisode, new text
mining approaches to content-based filtering have been
suggested as a solution. Reflecting preferences for categories
like “fun,” “action,” “thrill,” or “erotic,” topics and emotions
are extracted from texts describing the programs and
incorporated into the EPG electronic program guide data
as a basis for generating user preferences [5]. In broadcast
context, a similar approach has been implemented to extract
both textual and visual concepts for automatic categorization
of TV ad videos based on probabilistic latent semantic
analysis (pLSA) [6]. As a machine learning method similar
Extracting Moods from Songs and BBC Programs Based on Emotional
Context. 151
2 International Journal of Digital Multimedia Broadcasting
to latent semantic analysis (LSA) [7], it captures statistical
dependencies among distributions of visual objects or brand
names, and thus enables unsupervised categorization of
semantic concepts within the content. Recent neuroimaging
experiments, focused on visualizing human brain activity
reflecting the meaning of nouns, have demonstrated a
direct relationship between the observed patterns in brain
scans of regions being activated, and the statistics of word
cooccurrence in large collections of documents. The distinct
patterns of functional magnetic resonance images (fMRIs)
triggered by specific terms seem not only to cause similar
brain activities across different individuals [8], but also
makes it possible to predict which voxels in the brain will
be activated according to semantic categories based on word
cooccurrence in a large text corpus [9]. Or in other words,
the way LSA simulates text comprehension by modelling the
meaning of words as the sum of contexts in which they occur
appears to have neural correlates.
Over the past decade, advances in neuroimaging tech-
nologies enabling studies of brain activity have established
that musical structure to a larger extent than previously
thought is being processed in “language” areas of the brain
[10]. Neural resources between music and language appear
to be shared both in syntactic sequencing and also semantic
processing of patterns reflecting tension and resolution [11–
13], adding support for findings of linguistic and melodic
components of songs being processed in interaction [14].
Similarly, there appears to be an overlap between language
regions in the brain and mirror neurons, which transfer
sensory information of what we perceive by reenacting them
on a motor level. The mirror neuron populations mediate
the inputs across audiovisual modalities and the resulting
sensory-motor integrations are represented in a similar form,
whether they originate from actions we observe in others,
only imagine or actually enact ourselves [15, 16]. This has
led to the suggestion that our empathetic comprehension of
underlying intentions behind actions, or the emotional states
reflected in sentences and melodic phrases are based on an
imitative reenactment of the perceived motion [17].
Aspects of musical affect have been the focus of a wide
field of research, ranging from how emotions arise based
on the underlying harmonic and rhythmical hierarchical
structures forming our expectations [18–20], to how we
consciously experience these patterns empathetically as
contours of tensions and release [21], in turn triggering
physiological changes in heart rate or blood pressure as
has been documented in numerous cognitive studies of the
links between music and emotions [22]. But when listening
to songs our emotions are not only evoked by low-level
cognitive representations but also exposed to higher level
features reflecting the words which make up the lyrics.
Studies on retrieving songs frommemory indicate that lyrics
and melody appear to be recalled from two separate versions:
one storing the melody and another containing only the text
[23], while further priming experiments indicate that song
memory is not organized in strict temporal order, but rather
that text and tune intertwine based on reciprocal connections
of higher-order structures [24].
Taking the above findings into consideration, could we
possibly extract affective components from textual repre-
sentations of media like song lyrics, and model them as
patterns reflecting how we emotionally perceive media?
Applying LSA as a machine learning method to extract
moods in both song lyrics and synopsis descriptions of
BBC programs, we describe in the following sections, the
methodology used for extracting high level representations
of media using emotional tags, the early results retrieved
when mapping emotional components of song lyrics and
synopsis descriptions, and conclude with a discussion of
the potential for automatically generating affective user
preferences as a basis for mood-based recommendation.
3. EMOTIONAL TAG SPACE
When investigating how unstructured metadata can be used
to describe media, the social music network last.fm provides
an interesting case. The affective terms which are frequently
chosen as tags by last.fm users to describe the emotional
context of songs seem to form clusters around primary
moods like mellow, sad, or more agitated feelings like angry
and happy. This correlation between social network tags
and the specific music tracks they are associated with has
been used in the music information retrieval community
to define a simplified mood ground-truth, reflecting not
just the words people frequently use when describing the
perceived emotional context, but also which tracks they agree
on attaching these tags to [3, 4]. We have selected twelve of
these frequently used tags for creating an emotional semantic
space. Drawing on standard psychological parameters for
emotional assessment, we map these affective terms along
the two primary dimensions of valence and arousal [25],
and use these two axes to outline an emotional plane for
dividing them within an affective semantic space containing
four groups of frequently used last.fm tags:
(i) happy, funny, sexy;
(ii) romantic, soft, mellow, cool;
(iii) angry, aggressive;
(iv) dark, melancholy, sad.
Within this emotional plane, the dimension of valence
describes how pleasant something is along an axis going
from positive to negative associated with words like happy
or sad, whereas arousal captures the amount of involvement
ranging from passive states like mellow and sad to active
aspects of excitation as reflected in tags like angry or happy.
Applying the selected last.fm tags as emotional buoys to
define a semantic plane of psychological valence and arousal
dimensions, we apply latent semantic analysis (LSA) to assess
the correlation between the lyrics and each of the selected
affective terms. Applying these affective terms as markers
also enables us to compare the LSA-retrieved values against
the actual tags users have applied in the last.fm tag clouds
associated with the songs in our analysis. Additionally, when
analyzing the synopsis descriptions of BBC programs we
have complemented the last.fm tags with a large number of
TV-Anytime atmosphere terms similarly used as emotional
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Figure 1: Accumulated LSA correlation between (a) the lyrics of the song “Nothing else matters” and 12 affective terms, compared to (b)
the actual user-defined emotional tags at last.fm.
buoys. Though the two sets of markers are clearly affected
differently by the synopsis, a comparison shows that despite
the higher degree of detail in the TV-Anytime vocabulary, the
overall emotional context is reflected similarly by the last.fm
tags and the atmosphere terms. Or in other words, the last.fm
and TV-Anytime markers provide different granularities for
capturing emotions but the larger tendencies in the resulting
patterns remain the same.
As a machine learning technique, LSA extracts meaning
from paragraphs by modelling the usage patterns of words
in multiple documents and represent the terms and their
contexts as vectors in a high-dimensional space. The basis
for assessing the correlations between lyrics and emotional
words vectors in LSA is an underlying text corpus con-
sisting of a large collection of documents which provides
the statistical basis for determining the cooccurrence of
words in multiple contexts. For this experiment, we chose
the frequently implemented standard TASA text corpus,
consisting of the 92409 words found in 37651 texts, novels,
news articles, and other general knowledge reading material
that American students are exposed to up to the level of their
1st year in college. The frequency at which terms appear
and the phrases wherein they occur are defined in a matrix
with rows made up of words and columns of documents.
Many of the cells made up by rows and columns contain only
zeroes, so in order to retain only the most essential features,
the dimensionality of the original sparse matrix is reduced
to around 300 dimensions. This makes it possible to model
the semantic relatedness of song lyrics and affective terms as
vectors, with values toward 1 signifying degrees of similarity
between the items and low or minus values typically around
0.02 signifying a random lack of correlation. In this semantic
space lines of lyrics or emotional words which express the
same meaning will be represented as vectors that are closely
aligned, even if they do not literally share any terms. Instead,
these terms may cooccur in other documents describing the
same topic, and when reducing the dimensionality of the
original matrix, the relative strength of these associations can
be represented as the cosine of the angle between the vectors.
4. RESULTS: SONG LYRICS
Whereas the user-defined tags at last.fm describe a song
as a whole, we aim to model the shifting contours of
tension and release which evoke emotions, and therefore
project each of the individual lines of the lyrics into the
semantic space. Analyzing individual lines on a timescale
of seconds also reflects the cognitive temporal constraints
applied by our brains in general when we bind successive
events into perceptual units [26]. We perceive words as
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Figure 2: Accumulated LSA correlation between (a) the lyrics of the song “Now at last” and 12 affective terms, compared to (b) the actual
user-defined emotional tags at last.fm.
successive phonemes and vowels on a scale of roughly
30 milliseconds, which are in turn integrated into larger
segments with a length of approximately 3 seconds. We
thus assume that lines of lyrics consisting of a few words
each correspond to one of these high-level perceptual units.
Viewed from a neural network perspective, projecting the
lyrics into a semantic LSA space line by line, could also in
a cognitive sense be interpreted as similar to how mental
concepts are constrained by the amount of activation among
the neural nodes representing events and associations in our
working memory [27]. In that respect, the cooccurrence
matrix formed by the word frequencies of last.fm tags and
song lyrics might be understood as corresponding to the
strengths of links connecting nodes in a mental model of
semantic and episodic memory.
4.1. Accumulated emotional components
Projecting the lyrics of thirty songs selected from the weekly
top track charts at last.fm, we compute the correlation
between lyrics and tags against each of the twelve affective
terms used as markers in the LSA space, while discarding
cosine values below a threshold of 0.09. And in order to
compare the retrieved LSA correlation values of lyrics and
affective terms against the user-defined tags attached to the
song at last.fm, we sum up the accumulated LSA values
retrieved from each line of the lyrics.
Taking the song “Nothing else matters” as an example,
the user defined tags attached to the song as at last.fm,
include less frequently used tags like love, love songs, chill,
chillout, relaxing, relax, memories, and melancholic which
are not among the markers we used for our LSA analysis.
We therefore subsequently combine these tags into larger
segments of tags in order to facilitate a direct comparison
with the LSA-retrieved values (Figure 1). Comparing the
accumulated LSA values of emotional components against
the user-defined tags at last.fm, the terms melancholy, and
melancholic, which describe the most dominant emotions
in the tag cloud, could be understood as captured by
the affective term sad in the LSA analysis. Similarly, if
interpreting love from the last.fm tag cloud as associated
with the term happy (based on a cosine correlation of
0.56 between the words love and happy), the LSA analysis
could be understood to retrieve also aspects of this emotion.
Likewise, if chill in the last.fm tag cloud is understood as
associated with soft and mellow (based on cosine correlations
of 0.36 and 0.35, resp.), the LSA analysis also here appears to
capture that mood.
Applying a similar approach to a set of thirty songs, we
grouped semantically close last.fm tags into larger segments
consisting of sad, happy, love, and chill aspects to facilitate a
comparison with the LSA-derived correlations between song
lyrics and the selected affective terms. Though there is an
overlap between the retrieved LSA values and user-defined
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Figure 3: Accumulated LSA correlation between (a) the lyrics of the song “Mad world” and 12 affective terms, compared to (b) the actual
user-defined emotional tags at last.fm.
last.fm tags in most of the songs, there is no overall significant
correlation between LSA-retrieved values and the exact
distribution of tags in the user-defined last.fm tag clouds.
Essentially, the individual tags in a cloud are “one size fits
all” and apply to the song as a whole, whereas the LSA
correlation between lyrics and semantic markers reflects the
changing degrees of affinity between the song lines and
affective components over time. But for a third of the set
of songs, as exemplified by “Now at last” (Figure 2), the
distribution of last.fm tags resembled the LSA values if
grouped into larger segments. While in the remaining two
thirds of the set of songs, as exemplified by the song “Mad
World” (Figure 3), the overall distribution in last.fm tags
while clearly overlapping remain overly biased toward sad
type of components.
4.2. Distribution of emotional components
Instead of grouping the emotional components into larger
segments, we subsequently maintained the LSA values
retrieved from each of the individual lines in the lyrics, and
proceeded by plotting the values over time to provide a
view of the distribution of emotional components. The plots
can be interpreted as mirroring the structure of patterns of
changing emotions in the songs along the horizontal axis.
Vertically, the color groupings indicate which of the aspects
of valence and arousal are triggered by the lyrics as well
as their general distribution in relation to each other. Any
color will signify an activation beyond the cosine similarity
threshold level of 0.09, and the amount of saturation from
light to dark signifies the degree of correlation between the
song lyrics and each of the affective terms. The contribution
of each emotional component apparent in the overall LSA
values of the lyrics can be made out when considering
their distribution as single pixels over time triggered by
the individual lines in each of the songs. When analyzing
which emotional components appear predominant and
overall contribute the most, the LSA plots can roughly be
grouped into three categories which can be characterized as
unbalanced distributions, centered distributions, and uniform
distributions.
Going back to the song “Nothing else matters,” Figure 4,
the plot exemplifies the first unbalanced category by in
this case having a bottom-heavy distribution of emotional
components biased toward melancholy. The below curve
of accumulated LSA values indicates the contribution of
each component over the entire song, where the significant
aspects of melancholy are clearly separated from the other
components.
Extracting Moods from Songs and BBC Programs Based on Emotional
Context. 155
6 International Journal of Digital Multimedia Broadcasting
Metallica
Nothing else matters
Happy
Funny
Sexy
Romantic
Soft
Mellow
Cool
Angry
Aggressive
Dark
Melancholy
Sad
1 2 3
3
2.5
2
1.5 
1
0.5
0
4 5 38 3937366 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35
Happy       Funny
Sexy       Romantic
Soft         Mellow
Cool         Angry
Aggressive         Dark
Melancholy         Sad
(a)
(b)
Figure 4: LSA correlation between (a) the lyrics of the song
“Nothing else matters” and 12 affective terms, with (b) accumulated
values plotted over the entire length of the song.
The centered distribution distribution as found in “Now
at last” (Figure 5) shows a lack of the more explicit emotions
like “happy” or “sad” apart from the very beginning, while
instead the main contribution throughout the song comes
from more passive “mellow” and “soft” aspects. In contrast
to the former example, the below curves of accumulated
emotional contributions reflect a pattern combining the
activation of “happy” or “sad” elements which remain at the
initial level, whereas the more passive aspects “mellow” and
“soft” are continuously accumulating throughout the song.
A uniform distribution of a wide range of simul-
taneous emotional components is exemplified by “mad
world,” Figure 6, simultaneously juxtaposing emotional areas
around “happy” against “sad” components. This pattern can
also be made out in the below curves, where additionally the
sudden steep increase in accumulated values starting roughly
a third into the song also illustrates how the emotional
components reflect the overall structure in the song.
The overall saturation defining the amount of correlation
between lyrics and emotional markers, as well as the
distributional patterns of emotional components throughout
the songs seem consistent. Lyrics that appear more or less
saturated in relation to the emotional markers used for the
LSA analysis remain so over the entire song. The distribu-
tional patterns of emotional elements seem throughout the
songs to form consistent schemas of contrasting elements,
which appear to form sustained lines or clusters that are
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Figure 5: Summed up values of LSA correlation between (a) the
lyrics of the song “Now at last” and 12 affective terms, with (b)
accumulated values plotted over the entire length of the song.
preserved as pattern once initiated. We suggest that these
elements form bags of features, which could be used to
categorize and infer patterns as a basis for building emotional
playlists. From these features, general patterns emerge, as
in the distributions of emotional components in the songs
“Wonderwall” and “My Immortal,” Figure 7, which appear
similar due to a sparsity of central aspects like “soft,” while
instead emphasizing the outer edges by juxtaposing elements
around “happy” against “sad.” The opposite character can be
seen in the distributions of central elements stressed in the
songs “Falling slowly” and “Stairway to heaven,” Figure 8,
which underline the aspects of “soft” and “mellow” at the
expense of “happy” and “sad.” Whereas these elements in
the songs “Everybody hurts” and “Smells like teen spirit,”
Figure 9, appear as structural components grouped into
clusters, either providing a strong continuous activation
of complementary feelings or juxtaposing these emotional
components against each other.
5. RESULTS: BBC SYNOPSIS
Repeating the approach, but this time to extract emotions
from texts describing TV programs, we take a selection
of short BBC synopses as input, and compute the cosine
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Figure 6: Summed up values of LSA correlation between (a) the
lyrics of the song “Mad world” and 12 affective terms, with (b)
accumulated values plotted over the entire length of the song.
similarities between a synopsis text vector and each of
the selected last.fm emotional words. While the previously
analyzed lyrics could be seen as integral parts of the original
media, a synopsis description is clearly not. It only provides
a brief summary of the program, but it nevertheless offers
an actual description complementary to the associated TV-
Anytime metadata genres. We initially analyzed a number of
standalone synopsis descriptions to see if would be possible
to capture emotional aspects of the BBC programs.
An analysis of the program “News night,” based on the
short description: News in depth investigation and analysis
of the stories behind the day(’s) headline, triggers the tags
“funny” and “sexy” which might not immediately seem
a fitting description, probably caused by these emotional
terms being directly correlated with the occurrence of the
words stories and news within the synopsis. The atmosphere
of the lifestyle program “Ready Steady Cook!” might be
somewhat better reflected in the synopsis: Peter Davidson and
Bill Ward challenge celebrity chefs to create mouth watering
meals in minutes, which triggers the tag “romantic” as
associated with meals. Another singular emotion can be
retrieved from the documentary “I am a boy anorexic,”
which based on the synopsis: Documentary following three
youngsters struggling to overcome their obsessive relationship
with food as they recover inside a London clinic and then return
to the outside world, triggers the affective term “dark.” We
find a broader emotional spectrum reflected in the lifestyle
program “The flying gardener” described by the text: The
flying gardener Chris travels around by helicopter on a mission
to find Britain(’s) most inspirational gardens. He helps a Devon
couple create a beautiful spring woodland garden. Chris visits
impressive local gardens for ideas and reveals breathtaking
views of Cornwall from the air. The synopsis triggers a
concentration of passive pleasant valence elements related to
the words “soft, mellow” combined with “happy.” In this
context also the tag “cool” comes out as it has a strong
association to the word air contained in the synopsis, while
the activation of the tag “aggressive” appears less explainable.
This cluster of pleasant elements is lacking in the LSA analysis
of the program “Super Vets” which instead evokes a strong
emotional contrast based on the text: At the Royal Vet College
Louis the dog needs emergency surgery after a life threatening
bleed in his chest and the vets need to find out what is causing
the cat fits, where both pleasant and unpleasant active terms
like “happy” and “sad” stand out in combination with strong
emotions reflected by the tag “romantic.” And as can be
seen from programs like “The flying gardener” and “Super
Vets” (Figure 10), the correlation between the synopsis and
the chosen tags might often trigger both complementary
elements as well as contrasting emotional components.
We proceeded to explore whether we could sum up a
distinct pattern reflecting an emotional profile pertaining to
a TV series, by accumulating the LSA values of correlation
between synopsis texts and emotional tags over several
episodes. Similar to our previous approach when analyzing
lyrics, where we held the LSA results against the user
defined last.fm tag clouds, we here compare the LSA values
of the synopsis against the TV-Anytime atmosphere genres
used in the BBC metadata. This classification scheme offers
53 different terms which might be included in the genre
metadata to express the atmosphere or perceived emotional
response when watching a program. Projecting the synopsis
descriptions against 53 TV-Anytime terms, used as emotional
markers in the LSA analysis, allows for defining more
differentiated patterns. At the same time also projecting the
BBC synopsis against the previously used last.fm tags in the
LSA analysis, makes it possible to compare to what extent
the choice of using either TV-Anytime atmosphere terms or
last.fm tags as emotional markers in the semantic space is
influencing the results.
For analyzing the emotional context in a sequence of
synopsis descriptions of the same program, we chose the
soap “East Enders,” the comedy “Two pints of lager,” and sci-
fi series “Doctor Who.” Initially, plotting the LSA analysis
of the soap “East Enders” and comedy “Two pints of
lager” against 12 last.fm tags (Figures 1 and 2, increased
color saturation corresponds to degree of correlation), the
distributions of emotional components appear unbalanced
in both cases. But whereas the soap has a bottom-heavy
bias toward “sad” and “angry” outweighing “happy,” the
balance is reversed in the comedy which shifts towards pre-
dominantly “happy” and “funny” complemented by “soft”
and “mellow” aspects. Overall, the distribution in “East
Enders” is much more dense and emotionally saturated as
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Figure 7: Pairwise comparison of patterns reflecting LSA correlation values in the lyrics of the songs (a) “Wonderwall”, and (b) “My
immortal” against 12 affective terms.
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Figure 8: Pairwise comparison of patterns reflecting LSA correlation values in the lyrics of the songs (a) “Falling slowly”, and (b) “Stairway
to heaven” against 12 affective terms.
exemplified in elements like “angry” reflecting high arousal.
In contrast, the lighter character of “Two pints of lager”
comes out in the clustering of positive valence elements such
as “happy” and “funny,” coupled with a general sparsity of
excitation within the matrix.
As a second step, projecting the synopsis descriptions
against the 53 TV-Anytime atmosphere terms of course
results in more differentiated patterns. Users at last.fm
frequently describe tracks as “angry” but as music is rarely
described as scary, feelings of fear are lacking. Otherwise,
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Figure 9: Pairwise comparison of patterns reflecting LSA correlation values in the lyrics of the songs (a) “Everybody hurts”, and (b) “Smells
like teen spirit” against 12 affective terms.
so with the TV-Anytime metadata which also captures these
aspects in a synopsis with atmosphere terms like “terrifying.”
Some of these elements are essential for describing the
content as is evident in the sci-fi series “Doctor Who,”
Figure 13. Lacking words for these feelings, the last.fm tags
“Melancholy” and “dark” are triggered, whereas it takes the
increased resolution of the TV-Anytime atmosphere terms to
capture the equally “spooky” and “silly” aspects.
Altogether TV-Anytime adds a large number of terms,
which rather than describing emotions capture attitudes or
perceived responses like “stylish” or “compelling,” and as
such trigger vast amounts of elements contributing to the
atmosphere. In “East Enders” adding elements like “frantic”
and “exciting” to the pattern. Similarly, the larger number of
comical elements exemplified by words like “crazy, silly,” or
“wacky” provides a much higher emotional granularity in the
description of “Two pints of lager”. However, the overall bias
toward positive or negative valence and arousal within the
distributions seem largely preserved, independent of whether
last.fm or TV-Anytime terms are used as emotional markers
in the LSA analysis.
Comparing the emotional components retrieved from
the LSA analysis of the synopsis texts against the actual TV-
Anytime atmosphere terms in the BBC metadata, they seem
to be largely in agreement. The comedy has been indexed
as “humorous, silly, irreverent, fun, wacky, crazy,” while
based on the synopsis texts alone, most of these components
also come out in the LSA analysis. In the case of the soap
“East Enders,” the episodes are annotated as “gripping, gritty,
gutsy.” Although these terms are also triggered from the
synopsis texts, these aspects might be even more reflected
in the stark accumulated contrasts of “happy” and “sad”
components retrieved by the LSA analysis. Similarly, in
“Doctor Who” the actual TV-Anytime atmosphere terms
applied in the BBC metadata spooky, exciting are also
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Figure 10: LSA cosine similarity between the synopsis descriptions
of “The flying gardener” and “Super Vets” against 12 frequently
used last.fm affective terms.
captured, while the grey patterns of perceived responses seem
to add a lot more nuances to this description.
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Figure 11: LSA correlation values of 10 episodes of (a) “Two Pints
of lager” against 12 last.fm tags, and (b) 53 tva atmosphere terms.
6. CONCLUSIONS
Projecting BBC synopsis descriptions into an LSA space,
using both last.fm tags and TV-Anytime atmosphere terms
as emotional buoys Figures 11–13, we have demonstrated
an ability to extract patterns reflecting combinations of
emotional components. While each synopsis triggers an
individual emotional response related to a specific episode,
general patterns still emerge when accumulating the LSA
correlation between synopsis and emotional tags over con-
secutive episodes, which enables us to differentiate between
a comedy and a soap based on textual descriptions alone.
Applying more semantic markers in the analysis allows
for capturing additional elements of atmosphere in terms
of perceived attitudes or responses to the media being
consumed. However, the overall balance of affective compo-
nents reflecting the media content seems largely preserved,
independent of whether last.fm or TV-Anytime terms are
used as emotional markers in the LSA analysis.
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Figure 12: LSA correlation values of 18 episodes of (a) “East
Enders” against 12 last.fm tags, and (b) 53 tva atmosphere terms.
Moving beyond the static LSA analysis of consecutive
synopsis descriptions, plotting the components over time
might provide a basis for modelling the patterns of emotions
evolving when we perceive media. We hypothesize that
these emotional components reflect compositional struc-
tures perceived as patterns of tension and release, which form
the dramatic undercurrents of an unfolding story line. As
exemplified in the plots of song lyrics each matrix column
corresponds to a time window of a few seconds, which is also
the approximate length of the high-level units from which we
mentally construct our perception of continuity within time
[26]. Interpreted in that context, we suggest that the LSA
analysis of textual components within a similar size of time
window is able to capture a high level representation of the
shifting emotions triggered by the media. Or from a cognitive
perspective, the dimensionality reduction enforced by LSA
might be interpreted as a simplified model of how mental
concepts are constrained by the strengths of links connecting
nodes in our working memory [27].
160 Appendix E
M. K. Petersen and A. Butkus 11
Inspirational
Exciting
Rousing
Stunning
Roller coaster
Astonishing
Breathtaking
Powerful
Gripping
Compelling
Gutsy
Stylish
Cutting edge
Eclectic
Improving
Confrontational
Contemporary
Intriguing
Irreverent
Innovative
Insightful
Analytical
Serious
Practical
Coarse
Gritty
Ambitious
Frantic
Fast moving
Hot
Alternative
Thriller
1 2 3 4 5 6 7 8 9 10 11 12
1 2 3 4 5 6 7 8 9 10 11 12
1 2 3 4 5 6 7 8 9 10 11 12
Happy
Funny
Sexy
Romantic
Soft
Mellow
Cool
Angry
Aggressive
Dark
Melancholy
Sad
Happy
Fun
Crazy
Humorous
Silly
Wacky
Satirical
Sexy
Romantic
Heart warming
Peaceful
Laid back
Outrageous
Shocking
Violent
Spooky
Chilling
Terrifying
Black
Heart rending
Sad
Doctor Who
(a)
(b)
Figure 13: LSA correlation values of 12 episodes of (a) “Doctor
Who” against last.fm tags, and (b) 53 tva atmosphere terms.
Finding that the emotional context of media can be
retrieved by using affective terms as markers, we propose that
LSA might be applied as a basis for automatically generating
mood-based recommendations. It seems that even if we turn
off both the sound and the visuals, emotional context as well
as overall formal structural elements can still be extracted
from media based on latent semantics.
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Abstract. The large amounts of TV, radio, games, music tracks or other IP 
based content becoming available in DVB-H mobile digital broadcast, offering 
more than 50 channels when adapted to the screen size of a handheld device, 
requires that the selection of media can be personalized according to user 
preferences. This paper presents an approach to model user preferences that 
could be used as a fundament for filtering content listed in the ESG electronic 
service guide, based on the TVA TV-Anytime metadata associated with the 
consumed content. The semantic modeling capabilities are assessed based on 
examples of BBC program listings using TVA classification schema 
vocabularies. Similarites between programs are identified using attributes from 
different knowledge domains, and the potential for increasing similarity 
knowledge through second level associations between terms belonging to 
separate TVA domain-specific vocabularies is demonstrated. 
Keywords: personalization, user modeling, TV-Anytime, item similarity. 
1   Introduction 
The large amounts of TV, radio, games, music tracks or other IP based content 
becoming available in DVB-H mobile digital broadcast, offering more than 50 
channels when adapted to the screen size of a handheld device, requires that the 
selection of media can be personalized according to user preferences. The TV-
Anytime metadata architecture has been chosen as standard in DVB-H for description 
of content in the ESG electronic service guide [1], which similarly provides 
possibilities for user interaction or submitting preferences utilizing the 3G channel as 
return path. This paper presents an approach to build implicit user profiles based on 
the metadata associated with the consumed content by combining attributes from 
multiple TVA TV-Anytime controlled term vocabularies in parallel [2]. The data 
models forming the fundament for the TVA metadata rely on describing media, 
preferences or the usage environment based on predefined classification schema 
attributes for classifying e.g. the specific genre of a piece of content in terms of its 
category, format, atmosphere or intended audience. As the semantic description can 
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be extended to capture different media features by combining attributes from different 
TVA knowledge domains, this paper will in the subsequent sections: 
• Assess the semantic modelling capabilities of TVA classification schema 
attributes based on BBC program information sample data. 
• Identify partial similarity between programs based on TVA genre attributes 
from different knowledge domains. 
• Demonstrate the potential for increasing similarity knowledge through second 
level associations between terms belonging to separate TVA domain-specific 
vocabularies. 
2   Related Work 
Current research within personalization related to recommender systems often 
combine content based and collaborative filtering models as well as statistical 
knowledge discovery techniques. Whereas content-based filtering uses specific 
features of the media to produce suggestions for other items of a similar genre or 
starring the same actor, collaborative filtering recommends other items based on the 
preferences of users who have requested the same media using correlation or vector 
similarity. Systems providing suggestions of movies like the CinemaScreen film 
recommender agent [3] combines collaborative with content based filtering. It takes 
into consideration actors, directors or genres that have previously appeared in 
collaborative filtering results and thus uses the content similarity for 
recommendation of new items that have not yet been rated by other users. To further 
improve recommendations and compensate for a lack of overlap in items rated by 
different users, case-based reasoning [4] apply data mining of profiles to retrieve 
additional similarity knowledge by extracting frequently co-occurring items and 
define association rules between pieces of content that appear to share certain 
characteristics. 
Whereas these techniques in hybrid combinations can be used to retrieve similarity 
knowledge of items and users, a perhaps even more critical aspect is the selection of 
the features, which characterize the content and thus serve as a fundament for 
defining similarity. In the TVA metadata architecture these features are controlled 
terms selected from domain specific vocabularies listed in classification schemas. In 
the iFanzy recommender system the proposed TVA features are implemented to 
define item similarity based on a set of preferred channels, as well as being used to 
build collaborative filtering based on usage history to match the user to a stereotype 
group of other users with the same interests and viewing behavior [5]. In another 
content-based approach the TVA metadata attributes have been assembled in a 
hierarchical user model mirroring a taxonomy of TV program genres reflecting the 
features of the consumed media [6]. As less emphasis seems to have been directed 
towards how the features may complement eachother, the aim of this paper is to 
assess the potential for increasing item similarity knowledge by implementing 
multiple TVA domain specific attributes in parallel and thus extend the semantic 
dimensionality beyond traditional content genre hierarchies. 
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3   Semantic Modelling 
Similar to the original MPEG-7 concept, the TVA Phase 1 classification schemas are 
indexing tools using controlled terms for describing a particular aspect of the 
metadata associated with the content. If generating implicit user preferences based on 
the media that is being consumed, the TVA terms may thus be implemented to 
classify the content Genre along several dimensions simultaneously based on 
attributes belonging to separate domain-specific vocabularies like: 
 
Origination e.g. cinema, studio, on location 
Atmosphere e.g. crazy, exciting, sad, insightful, heart-warming, analytical 
Format e.g. documentary, cartoon, play, hosted show, quiz contest, DJ, structured 
IntendedAudience e.g. adults, single, children 0-3, professionals 
Content e.g. news, finance, soap, fascism, poetry, grunge, sports  
Intention e.g. pure entertainment, inform, advice, enrichment, education. 
 
The broadcaster BBC has since 2005 made their digital TV and radio program 
listings available in TVA format [7]. Implementing a subset of the TVA metadata 
architecture the BBC program information is mainly constructed around a description 
of Title, free text Synopsis, Keyword listings and structured Genre information 
combining terms from the Intention, Format, Content, IntendedAudience 
and Atmosphere vocabularies.  
Which vocabularies and how frequently they are used to generate the TVA Genre 
information varies according to the needs of the channel for adequately describing its 
content. All channels rely primarily on the Content taxonomy to categorize the 
Genre within sub categories like e.g. soap opera, game show or daily news. 
Such subcategory terms alone would often in conventional recommender systems 
constitute what makes up the concept of a Genre description, whereas in the TVA 
architecture this type of Content categorization is only one among several aspects. 
Programs on the channels CBBC and Cbeebies to a large extent implement 
IntendedAudience terms to define that the described Content categories are 
meant for different age groups of children. Channels like BBC Four, News 24 and 
Parliament differentiate their Content categorizations by adding terms from the 
Format vocabulary, providing labels like documentary, cartoon or 
interview/debate/talkshow in order to simultaneously describe the internal 
structure of the Genre.  
The BBC main channels One, Two and Three, which offer a high diversity of 
programs with a mixed schedule of current affairs, drama and entertainment, in 
addition to the above classification schemas also include attributes from the 
Atmosphere vocabulary like heart-warming, crazy or insightful to capture 
emotional aspects which go across the conventional Genre catagorization of 
Content.  
Together the attributes from the Intention, Content and TVA knowledge 
domains provide taxonomies of terms, consisting of sub category hierarchies up  
to four levels deep. As such the terms are mainly nouns, which narrow down 
classification to specific types of Content or sum up the structure of a media item in 
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Fig. 1. Usage of TVA classification schemas for Genre description in BBC One, Two and 
Three program information over a twoweek period 
regards to its Format. In essence the terms make up a top-down hierarchy for 
mapping numerous Genre features onto a small set of equivalence terms defined in 
the TVA classification schemas.  
In contrast the attributes from the Atmosphere vocabulary are mainly adjectives 
capable of expressing associations, which instead of a hierarchy can be seen as 
spatially distributed. The distribution of the Atmosphere terms in itself might be 
more or less dense in regards to the number of adjectives available for describing the 
perceived responses when consuming the Content. Some of these terms define axes 
of opposites like gripping and laid back, or happy contrasted with heart-
rending. The axes may intersect with planes of terms having an almost linear 
progression like intriguing, astonishing and stunning to emulate how 
compelling something is, or in the case of gutsy, powerful, gritty, irreverent 
and confrontational define degrees of radicalism. Yet other terms may appear 
isolated as dense sets of nuanced attributes like humorous, fun, satirical, 
silly, wacky or crazy capable of emphasizing specific aspects within the 
Atmosphere. 
4   Item Similarity 
Related to the aspects of entropy in information theory [8] a partitioning of items 
according to features reduces the data to a smaller number of significant 
characteristics and thus improves the effectiveness when predicting what media items 
to present in a personalized selection produced by a recommender system [9]. Seen in 
this light the TVA classification schemas provide a standardized selection of terms 
representing significant features of media items. So when considering information  
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entropy in relation to probabilities associated with selecting two similar programs 
among the available items, we might assume close to zero entropy if knowing that 
features fully describing two chosen items are identical. If knowing that not all of the 
features describing two items are identical we might assume only partial similarity 
with a corresponding increase in entropy.  
Assuming that metadata attributes from the TVA classification schemas could 
provide sufficiently significant features for defining Genre item similarity, we have 
analyzed 2 weeks of BBC program description data. Assessing the average usage of 
different TVA vocabularies in BBC One, Two and Three (Fig.1) we first extracted 
data from BBC Three as it appeared to have roughly equal amounts of metadata 
attributes describing the Genre using controlled terms from both the Content and 
the Atmosphere knowledge domains (Fig.2). 
 
Fig. 2. The usage of TVA Classification Schemas for Genre description in the BBC Three 
program information 
Working from the hypothesis that the Content and Atmosphere vocabularies 
could be orthogonal we wished to analyze whether it would be be feasible to retrieve 
additional item similarity between programs by combining attributes from the two 
vocabularies. These programs would not necessarily be close in terms of Content 
categorization but might still be relevant for recommendation due to their overlap in 
Atmosphere. We therefore first analyzed to what degree the BBC Three programs 
could be seen as similar based on whether they would share one or more Content 
classification metadata attributes, and following whether also taking their 
Atmosphere descriptions into consideration would increase the number of perceived 
similar media items.  
After that we extracted data from the BBC Two program information, which from 
the distribution of classification schemas seemed to suggest that the Atmosphere 
vocabulary was much less used when describing the Genre and that we consequently 
would expect little effect in terms of identifying additional item similarity. We here 
similarly first looked for overlaps between programs sharing on one or more 
Content classification terms, and following whether including Atmosphere would 
extend the selection with additional perceived similar items. 
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Fig. 3. The usage of TVA Classification Schemas for Genre description in the BBC Two 
program information 
5   Results  
Analyzing Genre item similarity in the BBC Three program information based on the 
Content attributes only, highlights some of the challenges content providers are 
facing when indexing media in a hierarchal structure.  No less than 16 out of 28 
programs overlap on the very top level of the taxonomy by being identically labeled 
amusement/entertainment. One level deeper in the Content taxonomy 9 out of 
the 16 programs are defined as comedy using a second attribute, while 4 and 3 
programs are labeled as non fiction/information and general light 
drama respectively. The usage of Content terms is thus mainly concentrated within 
the upper layers of the taxonomy resulting in a relatively general classification. Fewer 
programs are defined based on the lower more detailed levels of the Content 
taxonomy resulting in very little overlap between items that are more accurately 
defined in terms of their Genre. 
Secondly when analyzing the BBC Three program information on a program level 
and not just considering an average usage of classification schemas on a channel 
basis, it becomes evident that the Atmosphere terms are in reality only used for 
Genre description in 4 out of 28 programs, which can also be seen from the 
fluctuating distribution over the two weeks period (Fig.4). In this case among 2 out of 
the 4 programs the Atmosphere vocabulary terms can be seen as axes consisting of  
the terms humorous, irreverent, satirical and silly. Yet another program 
is defined along an axis of the terms gripping, gritty and gutsy. When 
associated with the actual programs in the BBC Three program information data this 
additional information does not extend the item similarity. These characteristics are 
already captured in the Genre description based on the Content classification, and 
as a result the number of identified similar programs is not increased when analyzing 
two weeks of BBC Three program information. 
When going through the same steps of extracting items sharing one or more TVA 
attributes, instead analyzing BBC Two program information, a different pattern 
emerges. The use of attributes from the Atmosphere vocabulary is much less 
pronounced but more evenly distributed across 9 different types of programs. 
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Fig. 4. Usage of TVA Atmosphere terms for Genre description in BBC Three program 
information related to specific programs during a twoweeks perio 
Taking the auction show “Flog it!” as an example it would based on Content 
classification alone overlap with 33 other programs labeled as amusement/ 
entertainment, while its more descriptive fine arts label from the lower levels 
of the classification taxonomy would not be shared by any other programs. Due to the 
elements of consumer advise and quiz/contest in the program it will further 
overlap with 2 and 6 other programs respectively within these more defined Content 
taxonomy sub-categories. 
 
 
Fig. 5. Distribution of TVA Atmosphere terms for Genre description in BBC Two 
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Using attributes from the Atmosphere vocabulary “Flog it!” is also described in 
the program information as analytical, eclectic, insightful and 
astonishing. When filtering on the Atmosphere attributes it becomes apparent 
that this type of characterization makes the approch of the program rather than its fine 
arts subject stand out as the most significant feature. As a result one or two of these 
attributes characterizing “Flog it!” would be shared by 5 other programs, which are 
not closely related within the Content classification taxonomy. In this case it 
overlaps with programs defined by the following Atmosphere terms: 
 
“Newsnight” - analytical, insightful, serious 
“Newsnight Review” - analytical 
“Gardeners World” - insightful, practical 
“Escape to the Country” - analytical, practical 
“TOTP2” - eclectic, rousing 
 
None of these programs would be identified as similar to “Flog it!” if only taking 
Content classification into consideration when describing the Genre. If increasing 
our requirements when using Content classification and demanding that programs 
share at least 2 attributes based on differentiated terms indexed three levels down in 
the Content taxonomy, “Flog it!” would be identified as similar to only 8 programs.  
Adding terms from the Atmosphere vocabulary when analyzing item similarity of 
the BBC Two sample data would add 5 more programs, which could be considered 
relevant for recommendation when filtering media. 
6   Conclusions 
Though only very small samples of program information from the BBC channels Two 
and Three program information were analyzed, a number of issues related to 
retrieving item similarity between programs have been identified. Using only 
Content categorization as a basis for describing Genre will tend to identify similar 
items, which belong to closely related categories. One might argue that the terms 
belonging to the very attribute top levels of the Content taxonomy provide a too 
general categorization in order to efficiently identify similar program unless coupled 
with additional attributes from the more differentiated lower levels. At the same time 
this results in a scarcity of data due to lack of overlap between highly differentiated 
sub-categories of Content.  
The Atmosphere attributes in the BBC Three sample data were associated with 
very few programs and the terms did not facillitate to further identify similar 
programs. Obviously the data sets were small but the results also highlight that the 
effectiveness of the Atmosphere attributes would depend on whether these terms are 
orthogonal to the description already captured by the Content classification. In the 
case of the analyzed program information from BBC Two the Atmosphere attributes 
were more evenly distributed among programs, and the potential for increasing item 
similarity between programs by combining the top-down Content classification 
approach with associative Atmosphere attribute terms was demonstrated. 
172
234 A. Butkus and M. Petersen 
References 
1. DVB-H Mobile TV Implementation Guidelines: Nokia Profile of the Electronic Service 
Guide Datamodel for IP datacast over DVB, Release 1.5 (2006) 
2. ETSI TS 102 822-3-1: “TV-Anytime; Part 3: Metadata; 1 Sub-part 1: Part 1 - Metadata 
schemas” (2006) 
3. Salter and Antonopoulos: “CinemaScreen Recommender Agent: Combining Collaborative 
and Content-Based Filtering” vol.21 Issue 1 pp 35-41, IEEE Intelligent Systems, 2006 
4. Wilson, Smyth & O’Sullivan: “Sparsity reduction in collaborative recommendation: A 
case-based approach”, International Journal of Pattern Recognition, Vol.17, No.5, 2003 
5. Akkermans, Aroyo and Bellekens: “iFanzy: Personalised filtering using semantically 
enriched TV-Anytime content”, proceedings of ESWC, 2006 
6. Pogacnik, Tasic, Meza and Kosir: “Personal content recommender based on a hierarchical 
user model for the selection of TV programmes” Vol.15, Issue 5, p.425-457 User Modeling 
and User-Adapted interaction, 2005 
7. BBC Feeds & APIs, http://backstage.bbc.co.uk 
8. Shannon: “Mathematical Theory of Communication”, Bell System Technical Journal, 
vol.27, p.379-423, 623-653, July, October, 1948 
9. Sung Ho Ha: “Digital content recommender on the internet”, vol. 21 Issue 2 p.70-77, IEEE 
Intelligent Systems, 2006 
Bibliography
[Ackermann et al., 2010] Ackermann, J. M., Nocera, C. C., and Bargh, J. A.
(2010). Incidental haptic sensations influence social judgments and decisions.
Science, 328.
[Ananthanarayanan et al., 2009] Ananthanarayanan, R., Esser, S. K., Simon,
H. D., and Modha, D. S. (2009). The cat is out of the bag: cortical simulations
with 109 neurons, 1013synapses. In SC09. ACM.
[Aucouturier et al., 2007] Aucouturier, J.-J., Defreville, B., and Pachet, F.
(2007). The bag-of-frames approach to audio pattern recognition: A suffi-
cient model for urban soundscapes but not for polyphonic music. Acoustical
society of America, 122(2):881–891.
[backstage, ] backstage, B. Backstage: tv and radio 7 day listings
http://backstage.bbc.co.uk/data/7daylistingdata?v=16wk.
[Baddeley, 2003] Baddeley, A. (2003). Working memory: looking back and look-
ing forward. Nature Neuroscience, 4:829–839.
[Barlow, 1972] Barlow, H. B. (1972). Single units and sensation: A neuron
doctrine for perceptual psychology? Perception, 1:371–394.
[Barlow, 1989] Barlow, H. B. (1989). Unsupervised learning. Neural Computa-
tion, 1:295–311.
[Barrett, 2006] Barrett, L. F. (2006). Solving the emotion paradox: categoriza-
tion and the experience of emotion. Personality and social psychology review,
10(1):20–46.
174 BIBLIOGRAPHY
[Barrett and Bliss-Moreau, 2009] Barrett, L. F. and Bliss-Moreau, E. (2009).
Advances in experimental social psychology, chapter Affect as psychological
primitive, pages 167–218. Burlington Academic Press.
[Barrett and Fossum, 2001] Barrett, L. F. and Fossum, T. (2001). Mental rep-
resentations of affect. Cognition & Emotion, 15(3):333–363.
[Barrett et al., 2007] Barrett, L. F., Lindquist, K. A., and Gendron, M. (2007).
Language as context for the perception of emotion. Trends in Cognitive Sci-
ence, 11(8):327–332.
[Baum, 2004] Baum, E. B. (2004). What is thought ? MIT Press.
[Bell and Sejnowski, 1995] Bell, A. J. and Sejnowski, T. J. (1995). An
information-maximization approach to blind signal separation and blind de-
convolution. Neural Computation, 7:1129–1159.
[Bell and Sejnowski, 1997] Bell, A. J. and Sejnowski, T. J. (1997). The in-
dependent components of natural scenes are edge filters. Vision Research,
37(23):3327–3338.
[Bigand et al., 1999] Bigand, E., Madurell, F., Tillmann, B., and Pineau, M.
(1999). Effect of global structure and temporal organization on chord pro-
cessing. Journal of Experimental Psychology: Human perception and perfor-
mance, 25(1):184–197.
[Bigand et al., 2001] Bigand, E., Tillmann, B., Poulin-Charronnat, B.,
D’Adamo, D., and Madurell, F. (2001). The effect of harmonic context on
phoneme monitoring in vocal music. Cognition, 81:B11–B20.
[Blei et al., 2003] Blei, D. M., Ng, A. Y., and Jordan, M. I. (2003). Latent
dirichlet allocation. Journal of Machine Learning Research, 3:993–1022.
[Borenstein and Ullman, 2008] Borenstein, E. and Ullman, S. (2008). Combined
top-down / bottom-up segmentation. IEEE Transactions on pattern analysis
and machine intelligence, 30(12):2109–2125.
[Bradley and Lang, 1999] Bradley, M. M. and Lang, P. J. (1999). Affective
norms for english words (anew): Stimuli, instruction manual and affective
ratings. Technical report, The Center for Research in Psychophysiology, Uni-
versity of Florida.
[Bregman, 1990] Bregman, A. S. (1990). Auditory scene analysis - the perceptual
organization of sound. MIT Press.
[Brown et al., 2006] Brown, S., Martinez, M. J., and Parsons, L. M. (2006).
Music and language side by side in the brain: a pet study of the generation
of melodies and sentences. European Journal of Neuroscience, 23:2791–2803.
BIBLIOGRAPHY 175
[Butkus and Petersen, 2007] Butkus, A. and Petersen, M. (2007). Interactive
TV: a Shared Experience, volume 4471 of Lecture Notes in Computer Science,
chapter Semantic modelling using TV-Anytime genre metadata, p.226-234.
Springer.
[Callan et al., 2006] Callan, D. E., Tsytsarev, V., Hanakawa, T., Callan, A. M.,
Katsuhara, M., Fukuyama, H., and Turner, R. (2006). Song and speech:
Brain regions involved with perception and covert production. NeuroImage,
31(3):1327–1342.
[Candes et al., 2008] Candes, E. J., Wakin, M. B., and Boyd, S. P. (2008). En-
hancing sparsity by reweighted `1 minimization. Journal of Fourier Analysis
and Applications, 14(5-6).
[Chater and Brown, 2008] Chater, N. and Brown, G. D. A. (2008). From univer-
sal laws of cognition to specific cognitive models. Cognitive Science, 32:36–67.
[Chen, 2005] Chen, Z. (2005). Stochastic correlative firing for figure-ground
segregation. Biological Cybernetics, 92:192–198.
[Cheng, 2000] Cheng, K. (2000). Shepard’s universal law supported by honey-
bees in spatial generalization. Psychological Science, 11(5):403–408.
[Chomsky, 1965] Chomsky, N. (1965). Aspects of the theory of syntax, 148. MIT
Press.
[Chomsky, 1972] Chomsky, N. (1972). Language and mind. Harcourt Brace
Johanovich.
[Comon, 1994] Comon, P. (1994). Independent component analysis, a new con-
cept? Signal processing, 36:287–314.
[Crowder et al., 1990] Crowder, R., Serafine, M., and Repp, B. (1990). Phys-
ical interaction and association by contiguity in memory for the words and
melodies of songs. Memory & Cognition, 18(5):469–476.
[Cudeiro and Sillito, 2006] Cudeiro, J. and Sillito, A. M. (2006). Looking back:
corticothalamic feedback and early visual processing. Trends in Neuro-
sciences, 29(6):298–306.
[Damasio, 1999] Damasio, A. (1999). The feeling of what happens: body, emo-
tion and the making of consciousness. Vintage.
[Damasio, 2003a] Damasio, A. (2003a). Feelings of emotion and the self. Annals
of the New York Academy of Sciences, 1001:253–261.
[Damasio, 2003b] Damasio, A. (2003b). Looking for Spinoza. Vintage.
176 BIBLIOGRAPHY
[Damasio and Meyer, 2008] Damasio, A. and Meyer, K. (2008). Behind the
looking-glass. Nature, 454(7202):167–168.
[Deerwester et al., 1990] Deerwester, S., Dumais, S. T., Furnas, G. W., Lan-
dauer, T. K., and Harshman, R. (1990). Indexing by latent semantic analysis.
Journal of the American Society for Information Science, 41(6):391–407.
[Dehaene, 2009] Dehaene, S. (2009). Reading in ther brain. Viking Books.
[Dehaene and Naccache, 2001] Dehaene, S. and Naccache, L. (2001). Towards
a cognitive neuroscience of consciousness: basic evidence and a workspace
framework. Cognition, 79:1–37.
[Desai et al., 2010] Desai, R. H., Binder, J. R., Conant, L. L., and Seidenberg,
M. S. (2010). Activation of sensory-motor areas in sentence comprehension.
Cerebral Cortex, 20(doi:10.1093/cercor/bhp115):468–478.
[DeYoung et al., 2002] DeYoung, C. G., Peterson, J. B., and Higgins, D. M.
(2002). Higher-order factors of the big five predict conformity: are there
neuroses of health. Personal and Individual Differences, 33:533–552.
[Doyle and Elkan, 2009] Doyle, G. and Elkan, C. (2009). Accounting for bursti-
ness in topic models. In 26th International Conference on Machine Learning.
[DTU, 2010] DTU (2010). Latent semantic analysis software ap-
plication written in java including hawik and lywik corpora,
http://dl.dropbox.com/u/5442905/lsa.zip.
[Duff and Verschure, 2010] Duff, A. and Verschure, P. F. (2010). Unifying per-
ceptual and behavioral learning with a correlative subspace learning rule.
Neurocomputing, (doi:10.1016/j.neucom.2009.11.048).
[Duncan and Barrett, 2007] Duncan, S. and Barrett, L. F. (2007). Affect is
a form of cognition: a neurobiological analysis. Cognition & Emotion,
21(6):1184–1211.
[Ethofer et al., 2009] Ethofer, T., Van De Ville, D., Scherer, K., and Vuilleu-
mier, P. (2009). Decoding of emotional information in voice-sensitive cortices.
Current Biology, 19(12).
[Fadiga et al., 2009] Fadiga, L., Craighero, L., and D’Ausilio, a. (2009). Broca’s
area in language, action and perception. Annals of the New York Academy
of Sciences, 1169:448–458.
[Feldman and Narayanan, 2004] Feldman, J. and Narayanan, S. (2004). Em-
bodied meaning in a neural theory of language. Brain and Language, 89:385–
392.
BIBLIOGRAPHY 177
[Feng and Hansen, 2008] Feng, L. and Hansen, L. K. (2008). On phonemes as
cognitive components of speech. In IAPR workshop on cognitive information
processing.
[Field, 1994] Field, D. J. (1994). What is the goal of sensory coding? Neural
Computation, 6(4):559–601.
[Fink et al., 2009] Fink, M., Wadsak, W., Savli, M., Stein, P., Moser, U., Hahn,
A., Mien, L.-K., Kletter, k., Mitterhauser, M., Kasper, S., and Lanzenberger,
R. (2009). Lateralization of the serotonin-1a receptor distribution in language
areas revealed by pet. NeuroImage, 45:598–605.
[Foroni and Semin, 2009] Foroni, F. and Semin, G. R. (2009). Language that
puts you in touch with your bodily feelings. Psychological Science, 20(8):974–
980.
[Friederici, 2002] Friederici, A. D. (2002). Towards a neural basis of auditory
sentence processing. Trends in Cognitive Sciences, 6(2):78–84.
[Friston, 2009] Friston, K. J. (2009). The free-energy principle: a rough guide
to the brain ? Trends in Cognitive Sciences, 13(7).
[Friston, 2010] Friston, K. J. (2010). Some free-energy puzzles resolved: re-
sponse to thornton. Trends in Cognitive Sciences, 14(2):54–55.
[Fruchterman and Reingold, 1991] Fruchterman, T. M. J. and Reingold, E. M.
(1991). Graph drawing by force-directed placement. Software - Practice And
Experience, 21(11):1129–1164.
[Furnas et al., 1988] Furnas, G. W., Deerwester, S., Dumais, S. T., Landauer,
T. K., Harshman, R., Streeter, L. A., and Lochbaum, K. E. (1988). Informa-
tion retrieval using a singular value decomposition model of latent semantic
structure. Proceedings of 11th annual international ACM SIGIR conference,
(11):465–480.
[Gallese, 2005] Gallese, V. (2005). Embodied simulation: From neurons to phe-
nomenal experience. Phenomenology and the Cognitive Sciences, 4:23–48.
[Gallese and Lakoff, 2005] Gallese, V. and Lakoff, G. (2005). The brain’s con-
cepts: the role of the sensory motor system in conceptual knowledge. Cogni-
tive Neuropsychology, 22:455–479.
[Ga¨rdenfors, 2000] Ga¨rdenfors, P. (2000). Conceptual Spaces. The geometry of
thought. MIT Press.
[Girvan and Newman, 2002] Girvan, M. and Newman, M. (2002). Community
structure in social and biological networks. PNAS, 99(12):7821–7826.
178 BIBLIOGRAPHY
[Griffiths and Warren, 2002] Griffiths, T. D. and Warren, J. D. (2002). The
planum temporale as a computational hub. Trends in Neurosciences,
25(7):348–353.
[Griffiths et al., 2007] Griffiths, T. L., Steyvers, M., and Tenenbaum, J. B.
(2007). Topics in semantic representation. Psychological Review, 114(2):211–
244.
[Griffiths and Tenenbaum, 2007] Griffiths, T. L. and Tenenbaum, J. B. (2007).
From mere coincidences to meaningful discoveries. Cognition, 103:180–226.
[Groussard et al., 2010] Groussard, M., Viader, F., Hubert, V., Landeau, B.,
Abbas, A., Desgranges, B., Eustache, F., and Platel, H. (2010). Musical
and verbal semantic memory: two distinct neural networks? NeuroImage,
49:2764–2773.
[Hagberg et al., 2010] Hagberg, A., Schult, D., and Swart, P. (2010). NetworkX
Reference.
[Halevy et al., 2009] Halevy, A., Norvig, P., and Pereira, F. (2009). The unrea-
sonable effectiveness of data. IEEE Intelligent Systems, 24(2):8–12.
[Hansen et al., 2005] Hansen, L. K., Ahrendt, P., and Larsen, J. (2005). To-
wards cognitive component analysis. Proceedings of International and Inter-
disciplinary Conference on Adaptive Knowledge Representation and Reason-
ing, Pattern Recognition Society of Finland, Finnish Artificial Intelligence
Society, Finnish Cognitive Linguistics Society.
[Harvard, ] Harvard. The harvard classics (50 volumes) the shelf of fiction (20
volumes) anthology of literature http://www.bartleby.com/hc/.
[Hauk et al., 2006] Hauk, O., Davis, M., Ford, M., Pulvermu¨ller, F., and
Marslen-Wilson, W. D. (2006). The time course of visual word recognition as
revealed by linear regression analysis of erp data. NeuroImage, 30:1383–1400.
[Haykin and Chen, 2005] Haykin, S. and Chen, Z. (2005). The cocktail party
problem. Neural Computation, 17:1875–1902.
[Hu et al., 2007] Hu, X., Bay, M., and Downie, S. (2007). Creating a sim-
plified music mood classification ground-truth set p.309-310. In Dixon, S.,
Bainbridge, D., and Typke, R., editors, Proceedings of the 8th International
Conference on Music Information Retrieval. Austrian Computer Society.
[Huron, 2001] Huron, D. (2001). Tone and voice: a derivation of the rules of
voice-leading from perceptual principles. Music Perception, 19(1):1–64.
[Huron, 2006] Huron, D. (2006). Sweet anticipation: Music and the psychology
of expectation. MIT Press.
BIBLIOGRAPHY 179
[Indiveri et al., 2009] Indiveri, G., Chicca, E., and Douglas, R. J. (2009). Artifi-
cial cognitive systems: from vlsi networks of spiking neurons to neuromorphic
cognition. Cognitive Computation, 1(DOI 10.1007/s12559-008-9003-6):119–
127.
[Itti and Baldi, 2009] Itti, L. and Baldi, P. (2009). Bayesian surprise attracts
human attention. Vision Research, 49:1295–1306.
[Jackendoff and Lerdahl, 2006] Jackendoff, R. and Lerdahl, F. (2006). The
capacity for music: what is it, and what’s special about it? Cognition,
100(1):33–72.
[Janata et al., 2002] Janata, P., Birk, J. L., Van Horn, J. D., Leman, M., Till-
mann, B., and Bharucha, J. J. (2002). The cortical topography of tonal
structures underlying western music. Science, 298:2167–2170.
[Janata and Grafton, 2003] Janata, P. and Grafton, S. T. (2003). Swinging in
the brain: shared neural substrates for behaviors related to sequencing and
music. Nature Neuroscience, 6(7):682–687.
[Jolliffe, 2002] Jolliffe, I. T. (1986 (2002)). Principal Component Analysis.
Springer Series in Statistics. Springer.
[Kanske and Kotz, 2007] Kanske, P. and Kotz, S. A. (2007). Concreteness in
emotional words: Erp evidence from a hemifield study. Brain Research,
1148:138–148.
[Kasabov, 2010] Kasabov, N. (2010). To spike or not to spike: a probabilistic
spiking neuron model. Neural Networks.
[Khalfa et al., 2002] Khalfa, S., Peretz, I., Blondin, J.-P., and Manon, R.
(2002). Event-related skin conductance responses to musical emotions in
humans. Neuroscience Letters, 328:145–149.
[Kintsch, 1998] Kintsch, W. (1998). Comprehension - a paradigm for cognition.
Cambridge University Press.
[Kintsch et al., 1999] Kintsch, W., Patel, V. L., and Ericsson, A. K. (1999).
The role of long-term working memory in text comprehension. Psychologia,
42:186–198.
[Knill and Pouget, 2004] Knill, D. C. and Pouget, A. (2004). The bayesian
brain: the role of uncertainty in neural coding and computation. Trends in
Neurosciences, 27(12):712–719.
[Koelsch, 2005] Koelsch, S. (2005). Neural substrates of processing syntax and
semantics in music. Current Opinion in Neurobiology, 15(207-212).
180 BIBLIOGRAPHY
[Koelsch, 2010] Koelsch, S. (2010). Towards a neural basis of music-evoked
emotions. Trends in Cognitive Sciences, 14(3):131–137.
[Koelsch et al., 2009] Koelsch, S., Schulze, K., Sammler, D., Fritz, T., and
Mu¨ller, K. (2009). Functional architecture of verbal and tonal working mem-
ory: an fmri study. Human Brain Mapping, 30(3):859–873.
[Koelsch and Siebel, 2005] Koelsch, S. and Siebel, W. A. (2005). Towards a
neural basis of music perception. Trends in Cognitive Sciences, 9(12):578–
584.
[Koelsch et al., 2006] Koelsch, S., Thomas, F., v. Cramon, D. Y., Mu¨ller, K.,
and Friederici, A. D. (2006). Investigating emotion with music: an fmri study.
Human Brain Mapping, 27:239–250.
[Kolda and Bader, 2008] Kolda, T. G. and Bader, B. W. (2008). Tensor decom-
positions and applications. SIAM review.
[Kolinsky et al., 2009] Kolinsky, R., Lidji, P., Peretz, I., Besson, M., and
Morais, J. (2009). Processing interactions between phonology and melody:
Vowels sing but consonants speak. Cognition, 112:1–20.
[Kouider et al., 2007] Kouider, S., Dehaene, S., Jobert, A., and Le Bihan, D.
(2007). Cerebral bases of subliminal and supraliminal priming during reading.
Cerebral Cortex, 17(9):2021–2029.
[Kousta et al., 2009] Kousta, S.-T., Vinson, D. P., and Vigliocco, G. (2009).
Emotion words, regardless of polarity, have a processing advantage over neu-
tral words. Cognition, 112:473–481.
[Krumhansl, 1990] Krumhansl, C. L. (1990). Cognitive foundations of musical
pitch. Oxford University Press.
[Krumhansl, 1997] Krumhansl, C. L. (1997). An exploratory study of musical
emotions and psychophysiology. Canadian Journal of Experimental Psychol-
ogy, 51(4):336–352.
[Lakoff and Johnson, 1999] Lakoff, G. and Johnson, M. (1999). Philosophy in
the flesh: the embodied mind and its challenge to western thought. Basic
Books.
[Landauer and Dumais, 1997] Landauer, T. K. and Dumais, S. T. (1997). A
solution to plato’s problem: The latent semantic analysis theory of acqui-
sition, induction, and representation of knowledge. Psychological Review,
104(2):211–240.
[LeDoux, 2000] LeDoux, J. E. (2000). Emotion circuits in the brain. Annual
Review of Neuroscience, 23:155–184.
BIBLIOGRAPHY 181
[Lee et al., 2004] Lee, C. M., Yildirim, S., Bulut, M., Kazemzadeh, A., Busso,
C., Deng, Z., and Lee, Sungbok nad Narayanan, S. (2004). Emotion recog-
nition based on phoneme classes. In Interspeech - ICSLP 8th international
conference on spoken language processing.
[Lerdahl, 2001] Lerdahl, F. (2001). Tonal Pitch Space. Oxford University Press.
[Lerdahl and Jackendoff, 1983] Lerdahl, F. and Jackendoff, R. (1983). A gen-
erative theory of tonal music. MIT Press.
[Lerdahl and Krumhansl, 2007] Lerdahl, F. and Krumhansl, C. L. (2007). Mod-
eling tonal tension. Music Perception, 24(4):329–366.
[Levitin, 2007] Levitin, D. J. (2007). This is your brain on music: understand-
ing a human obsession. Atlantic Books.
[Levitin and Menon, 2003] Levitin, D. J. and Menon, V. (2003). Musical struc-
ture is processed in “language” areas of the brain: a possible role for brod-
mann area 47 in temporal coherence. NeuroImage, 20(4):2142–2152.
[Levy and Sandler, 2007] Levy, M. and Sandler, M. (2007). A semantic space for
music derived from social tags. In Dixon, S., Bainbridge, D., and Typke, R.,
editors, Proceedings of the 8th International conference on Music Information
Retrieval. Austrian Computer Society.
[Levy and Sandler, 2009] Levy, M. and Sandler, M. (2009). Music information
retrieval using social tags and audio. IEEE Transactions on multimedia,
11(3):383–395.
[Lidji et al., 2009] Lidji, P., Jolicoeur, P., Moreau, P., Kolinsky, R., and Peretz,
I. (2009). Integrated preattentive processing of vowel and pitch. a mismatch
negativity study. Annals of the New York Academy of Sciences, 1169:481–484.
[LyricWiki, ] LyricWiki.
[Mandelbrot and Hudson, 2005] Mandelbrot, B. and Hudson, R. L. (2005). The
(mis)behaviour of markets: a fractal view of risk ruin and reward. Profile
Books.
[Manning et al., 2008] Manning, C. D., Raghavan, P., and Schu¨tze, H. (2008).
Introduction to information retrieval. Cambridge University Press.
[Markson and Bloom, 1997] Markson, L. and Bloom, P. (1997). Evidence
against a dedicated system for word learning in children. Nature, 385:813–815.
[Martin and Berry, 2007] Martin, D. I. and Berry, M. W. (2007). Handbook
of latent semantic analysis, chapter Mathematical foundations behind latent
semantic analysis, p.35-55. Erlbaum.
182 BIBLIOGRAPHY
[Maye et al., 2008] Maye, J., Weiss, D. J., and Aslin, R. N. (2008). Statistical
phonetic learning in infants: facilitation and feature generalization. Develop-
mental Science, 11(1):122–134.
[Meyer, 1957] Meyer, L. B. (1957). Meaning in music and information theory.
Journal of Aesthetics and Art Criticism, 15(4):412–424.
[Mitchell et al., 2003] Mitchell, R. L., Elliot, R., Barry, M., Cruttenden, A., and
Woodruff, P. W. (2003). The neural response to emotional prosidy, as revealed
by functional magnetic resonance imaging. Neuropsychologia, 41(1410-1421).
[Mitchell et al., 2008] Mitchell, T. M., Shikareva, S. V., Carlson, A., Chang, K.-
M., Malave, V. L., Mason, R. A., and Just, M. A. (2008). Predicting human
brain activity associated with the meanings of nouns. Science, 320(30):1191–
1195.
[Mørup and Hansen, 2009] Mørup, M. and Hansen, L. K. (2009). Automatic
relevance determination for multi-way models. Journal of Chemometrics,
DOI 10.1002/cem.1223.
[Mucha et al., 2010] Mucha, P. J., Richardson, T., Macon, K., Porter, M. A.,
and Onnela, J.-P. (2010). Community structure in time-dependent, multiscale
and multiplex networks. Science, 328.
[Na¨a¨ta¨nen et al., 2001] Na¨a¨ta¨nen, R., Tervaniemi, M., Sussman, E., Paavi-
lainen, P., and Winkler, I. (2001). Primitive intelligence in the auditory
cortex. Trends in Neurosciences, 24(5):283–288.
[Narmour, 1989] Narmour, E. (1989). The genetic code of melody: cognitive
structures generated by the implication-realization model. Contemporary Mu-
sic Review, 4(1):45–63.
[of Colorado, ] of Colorado, U.
[of Denmark, ] of Denmark, T. U.
[Olshausen and Field, 2004] Olshausen, B. A. and Field, D. J. (2004). Sparse
coding of sensory inputs. Current Opinion in Neurobiology, 14:481–487.
[Ortigue et al., 2004] Ortigue, S., Michel, C. M., Murray, M. M., Mohr, C.,
Carbonnel, S., and Landis, T. (2004). Electrical neuroimaging reveals early
generator modulation to emotional valence. NeuroImage, 21(1242-1251).
[Osgood et al., 1957] Osgood, C. E., Suci, G. J., and Tannenbaum, P. H. (1957).
The measurement of meaning. University of Illinois Press.
[Oster et al., 2009] Oster, M., Douglas, R. J., and Liu, S.-C. (2009). Computa-
tion with spikes in a winner-take-all network. Neural Computation, 21:2437–
2465.
BIBLIOGRAPHY 183
[Patel, 2003] Patel, A. D. (2003). Language, music, syntax and the brain. Na-
ture Neuroscience, 6(7):674–681.
[Patel, 2008a] Patel, A. D. (2008a). Music, language and the brain. Oxford
University Press.
[Patel, 2008b] Patel, A. D. (2008b). Talk of the tone. Nature, 453(7196):726–
727.
[Patel et al., 1998] Patel, A. D., Gibson, E., Ratner, J., Besson, M., and Hol-
comb, P. J. (1998). Processing syntactic relations in language and music: an
event-related potential study. Journal of Cognitive Neuroscience, 10(6):717–
733.
[Peretz and Coltheart, 2003] Peretz, I. and Coltheart, M. (2003). Modularity
of music processing. Nature Neuroscience, 6(7):688–691.
[Peretz et al., 2004] Peretz, I., Radeau, M., and Arguin, M. (2004). Two-way
interactions between music and language: Evidence from priming recognition
of tune and lyrics in familiar songs. Memory & Cognition, 32(1):142–152.
[Peretz and Zatorre, 2005] Peretz, I. and Zatorre, R. J. (2005). Brain organiza-
tion for music processing. Annual review of psychology, 56:89–105.
[Petersen and Butkus, 2008a] Petersen, M. K. and Butkus, A. (2008a). Chang-
ing Television Environments, volume 5066 of Lecture Notes in Computer Sci-
ence, chapter Modeling moods in BBC programs based on emotional context,
pages 112–116. Springer.
[Petersen and Butkus, 2008b] Petersen, M. K. and Butkus, A. (2008b). Mod-
eling emotional context from latent semantics. In Proceedings of the 1st in-
ternational conference on designing interactive user experiences for TV and
video, volume 291 of ACM International Conference Proceeding Series, pages
63–66.
[Petersen and Hansen, 2010] Petersen, M. K. and Hansen, L. K. (2010). Model-
ing lyrics as emotional semantics. In YoungCT 2010, KAIST Korea Advanced
Institute of Science and Technology.
[Petersen et al., 2009] Petersen, M. K., Hansen, L. K., and Butkus, A. (2009).
Genesis of meaning of sound and music, chapter Semantic contours in tracks
based on emotional tags. Lecture Notes in Computer Science. Springer.
[Petersen et al., 2010] Petersen, M. K., Mørup, M., and Hansen, L. K. (2010).
Cognitive components as latent semantics. In CIP 2nd International Work-
shop on Cognitive Information Processing.
184 BIBLIOGRAPHY
[Petersen et al., 1989] Petersen, S. E., Fox, P. M., Posner, M. I., Mintun, M.,
and Raichle, M. E. (1989). Positron emission tomographic studies of the
processing of single words. Journal of Cognitive Neuroscience, 1(2):153–170.
[Posner et al., 2009] Posner, J., Russell, J. A., Gerber, A., Gormn, D., Col-
ibazzi, T., Yu, S., Wang, Z., Kangarlu, A., Zhu, H., and Peterson, B. S.
(2009). The neurophysiological bases of emotion: an fmri study of the af-
fective circumplex using emotion-denoting words. Human Brain Mapping,
30:883–895.
[Poulin-Charronnat et al., 2005] Poulin-Charronnat, B., Bigand, E., and
Madurell, Franc¸ois andPeereman, R. (2005). Musical structure modulates
semantic priming in vocal music. Cognition, 94:67–68.
[Power, 2006] Power, M. (2006). The structure of emotion: an empirical com-
parison of six models. Cognition & Emotion, 20(5):694–713.
[Reisberg, 2007] Reisberg, D. (2007). Cognition - exploring the science of the
mind. W.W. Norton & Co.
[Reuters, ] Reuters. Reuters corpora rcv1
http://trec.nist.gov/data/reuters/reuters.html.
[Rizzolatti and Arbib, 1998] Rizzolatti, G. and Arbib, M. A. (1998). Language
within our grasp. Trends in Neurosciences, 21(5):188–194.
[Rodd et al., 2004] Rodd, J. M., Gaskell, M. G., and Marslen-Wilson, W. D.
(2004). modelling the effects of semantic ambiguity in word recognition. Cog-
nitive Science, 28:89–104.
[Roweis and Saul, 2000] Roweis, S. T. and Saul, L. K. (2000). Nonlinear dimen-
sionality reduction by locally linear embedding. Science, 290.
[Russell, 1980] Russell, J. A. (1980). A circumplex model of affect. Journal of
Personality and social psychology, 39(6):1161–1178.
[Sacks, 2006] Sacks, O. (2006). The power of music. Brain, 129:2528–2532.
[Sacks, 2008] Sacks, O. (2008). Musicophilia. Vintage Books, Random House.
[Schacht and Sommer, 2009] Schacht, A. and Sommer, W. (2009). Emotions
in word and face processing - early and late cortical responses. Brain and
Cognition, 69:538–550.
[Schirmer and Kotz, 2006] Schirmer, A. and Kotz, S. A. (2006). Beyond the
right hemisphere: brain mechanisms mediating vocal emotional processing.
Trends in Cognitive Sciences, 10(1):24–30.
BIBLIOGRAPHY 185
[Schirmer et al., 2004] Schirmer, A., Zysset, S., Kotz, S. A., and von Cramon,
D. Y. (2004). Gender differences in the activation of inferior frontal cortex
during emotional speech processing. NeuroImage, 21:1114–1123.
[Scholten et al., 2008] Scholten, M., Aleman, A., and Kahn, R. (2008). The
processing of emotional prosody and semantics in schizophrenia: relationship
to gender and iq. Psychological Medicine, 38:887–898.
[Schrader et al., 2009] Schrader, S., Gewaltig, M.-O., Ko¨rner, U., and Ko¨rner,
E. (2009). Cortext: a columnar model of bottom-up and top-down processing
in the neocortex. Neural Networks.
[Segaran, 2009] Segaran, T. (2009). Programming collective intelligence - build-
ing smart web 2.0 applications. O’Reilly.
[Shamma et al., 2010] Shamma, S., Fritz, J., David, S., Elhilali, M., Winkowski,
D., and Yin, P. (2010). The neurophysiological bases of auditory perception,
chapter Correlates of audiory attention and task performance in primary au-
ditory and prefrontal cortex. Springer.
[Shannon, 1948] Shannon, C. E. (1948). A mathematical theory of communica-
tion. Bell Systems Technical Journal, 27:379–423, 623–656.
[Shepard, 1987] Shepard, R. N. (1987). Toward a universal law of generalization
for psychological science. Science, 237(4820):1317–1323.
[Slevc et al., 2008] Slevc, L. R., Rosenberg, J. C., and Patel, A. D. (2008). Lan-
guage, music and modularity: evidence for shared processing of linguistic and
musical syntax. ICMPC 10, Proceedings of the 10th International Conference
on Music Perception & Cognition.
[Song et al., 2000] Song, S., Miller, K. D., and Abbott, L. F. (2000). Com-
petitive hebbian learning through spike-timing-dependent synaptic plasticity.
Nature Neuroscience, 3(9).
[Steinbeis and Koelsch, 2008] Steinbeis, N. and Koelsch, S. (2008). Shared neu-
ral resources between music and language indicate semantic processing of
musical tension-resolution patterns. Cerebral Cortex, 18(5):1169–1178.
[Steinbeis et al., 2006] Steinbeis, N., Koelsch, S., and Sloboda, J. A. (2006).
The role of harmonic expectancy violations in musical emotions: evidence
from subjective physiological and neural responses. Journal of Cognitive Neu-
roscience, 18(8):1380–1393.
[Steyvers and Tenenbaum, 2005] Steyvers, M. and Tenenbaum, J. B. (2005).
The large-scale structure of semantic networks: statistical analyses and a
model of semantic growth. Cognitive Science, 29(1):41–78.
186 BIBLIOGRAPHY
[Stone, 2002] Stone, J. V. (2002). Independent component analysis: and intro-
duction. Trends in Cognitive Science, 6(2):59–64.
[Strange et al., 2005] Strange, B. A., Duggins, A., Penny, W., Dolan, R. J., and
Friston, K. J. (2005). Information theory, novelty and hippocampal responses:
unpredicted or unpredictable? Neural Networks, 18:225–230.
[Strauss and Allen, 2008] Strauss, G. P. and Allen, D. N. (2008). Emotional
intensity and categorisation ratings for emotional and nonemotional words.
Cognition & Emotion, 22(1):114–133.
[Tekman and Bharucha, 1998] Tekman, H. G. and Bharucha, J. J. (1998). Im-
plicit knowledge versus psychoacoustic similarity in priming of chords. Journal
of Experimental Psychology: Human perception and performance, 24(1):252–
260.
[Temperley, 2007] Temperley, D. (2007). Music and probability. MIT Press.
[Tenenbaum et al., 2000] Tenenbaum, J. B., de Silva, V., and Langford, J. C.
(2000). A global geometric framework for nonlinear dimensionality reduction.
Science, 290.
[Tervaniemi et al., 2006] Tervaniemi, M., Szameitat, A. J., Kruck, S., Schro¨ger,
E., Alter, K., De Baene, W., and Friederici, A. D. (2006). From air oscillations
to music and speech: functional magnetic resonance imaging evidence for fine-
tuned neural networks in audition. Journal of Neuroscience, 26(36):8647–
8652.
[Tillmann et al., 2000] Tillmann, B., Bharucha, J. J., and Bigand, E. (2000).
Implicit learning of tonality: a self-organizing approach. Psychological Review,
107(4):885–913.
[Trainor and Zatorre, 2009] Trainor, L. J. and Zatorre, R. J. (2009). The Oxford
handbook of music psychology, chapter The neurobiological basis of musical
expectations, pages 171–183. Oxford University Press.
[Tucker, 1966] Tucker, L. R. (1966). Some mathematical notes on three-mode
factor analysis. Psychometrika, 31(3):279–311.
[TV-Anytime, 2006] TV-Anytime (2006). Ts 102 822-3-1, tv-anytime part 3:
Metadata, phase 1 metadata schemas, version 1.3.1. Technical report, ETSI.
[Tversky, 1977] Tversky, A. (1977). Features of similarity. Psychological Review,
84(4):327–352.
[Tversky and Hutchinson, 1986] Tversky, A. and Hutchinson, J. W. (1986).
Nearest neighbor analysis of psychological spaces. Psychological Review,
93(1):3–22.
BIBLIOGRAPHY 187
[Vitanyi and Li, 2000] Vitanyi, P. and Li, M. (2000). Minimum description
length induction, bayesianism, and kolmogorov complexity. IEEE Transac-
tions on Information Theory, 46(2).
[von der Malsburg, 1999] von der Malsburg, C. (1999). The what and why of
binding: the modeler’s perspective. Neuron, 24(95-104).
[Vuust and Frith, 2008] Vuust, P. and Frith, C. D. (2008). Anticipation is the
key to understanding music and the effects of music on emotion. Behavioral
and Brain Sciences, 31(5).
[Warren et al., 2003] Warren, J. D., Uppenkamp, S., Patterson, R. D., and Grif-
fiths, T. D. (2003). Separating pitch chroma and pitch height in the human
brain. Proceedings of the National Academy of Sciences of the United States
of America, 100(17):10038–10042.
[Widdows and Ferraro, ] Widdows, D. and Ferraro, K. Semantic vectors, pack-
age for creating and searching semantic vector indexes by wrapping apache
lucene, http://code.google.com/p/semanticvectors.
[Wikipedia, ] Wikipedia.
[Wildgruber et al., 2005] Wildgruber, D., Riecker, A., Hertrich, I., Erb, M.,
Grodd, W., Ethofer, T., and Ackermann, H. (2005). Identification of emo-
tional intonation evaluated by fmri. NeuroImage, 24:1233–1241.
[Wirth et al., 2007] Wirth, M., Horn, H., Koenig, T., Stein, M., Federspiel, A.,
Meier, B., Michel, C., and Strik, W. (2007). Sex differences in semantic pro-
cessing: event-related brain potentials distinguish between lower and higher
semantic analysis during word reading. Cerebral Cortex, 17:1987–1997.
[Wittfoth et al., 2009] Wittfoth, M., Schro¨der, C., Schardt, D. M., Dengler, R.,
Heinze, H.-J., and Kotz, S. A. (2009). On emotional conflict: interference res-
olution of happy and angry prosody reveals valence-specific effects. Cerebral
Cortex, doi:10.1093/cercor/bhp106:1–10.
[Xu and Tenenbaum, 2007] Xu, F. and Tenenbaum, J. B. (2007). Word learning
as bayesian inference. Psychological Review, 114(2):245–272.
[Yasui et al., 2009] Yasui, T., Kaga, K., and Sakai, K. L. (2009). Language and
music: Differential hemispheric dominance in detecting unexpected errors in
the lyrics and melody of memorized songs. Human Brain Mapping, 30:588–
601.
[Zatorre, 2003] Zatorre, R. J. (2003). Sound analysis in auditory cortex. Trends
in Neurosciences, 26(5):229–230.
188 BIBLIOGRAPHY
[Zatorre et al., 2002] Zatorre, R. J., Belin, P., and Penhune, V. B. (2002). Struc-
ture and function of auditory cortex: music and speech. Trends in Cognitive
Science, 6(1):37–46.
