Abstract-Within this paper we derive the Cramer-Rao lower bound (CRLB) for semiblind channel estimation with respect to coded or uncoded finite alphabet source signals in finite impulse response systems. Since the obtained solution incorporates a high dimensional integral, which can only be solved numerically, we approximate the CRLB for low and high signal to noise ratio (SNR). We also examine the SNR range where the CRLB crosses over from the low to the high SNR approximation. It will be shown that the crossover range depends on the modulation index and code characteristics. Combining the approximations for high and low SNR and estimating the crossover range yields an overall approximation, which can easily be calculated also for more complex scenarios. It will be shown, that the approximation meets the true CRLB very well.
I. INTRODUCTION
Methods for channel estimation can be classified as pilotdata aided, semiblind and completely blind. Usually, the source signal of a communication link consists of a training part, which contains symbols commonly known at the transmitter and the receiver, and a part bearing the information. Pilot-data aided channel estimation methods exploit solely the training part, whereas semiblind methods additionally consider the part of the unknown information signal. Completely blind methods do not require any training, but suffer from a phase ambiguity.
In order to evaluate methods for the estimation of FIRchannels, a theoretical lower bound limiting the estimation performance is of particular interest. The Cramer-Rao lower bound (CRLB) is a useful means, since it gives the minimum variance for an unbiased estimator. Considering pilot aided channel estimation the CRLB as well as a minimum variance unbiased (MVU) estimator attaining this bound is well known [1] . In case of completely blind channel estimation a reasonable CLRB can not be stated, since the channel can only be resolved up to an unknown complex factor and the remaining phase ambiguity is insufficiently modelled by the CRLB.
In this contribution we will focus on the CRLB of semiblind channel estimation methods, where at least one source symbol is specified to be a pilot. Carvalho and Slock have examined the CRLB for the semiblind multichannel case, where the channel and signal parameters of a continuous alphabet source were jointly estimated [2] . Sadler et al. have used an extended CRLB, where the finite alphabet (FA) character of the source signals is modelled as constraints [3] . The lower bound derived in [3] is exactly the same as if the complete source signals were a-priori known at the receiver. This is a reasonable result, but it will be shown that the CRLB at low SNR can be determined more accurately. Furthermore, this result does not provide insight into the impact of the modulation index on estimation variance.
This paper is organized as follows. In Section II the system model is presented and some quantities are defined. In Section III the CRLB for semiblind channel estimation with respect to coded and uncoded finite-alphabet signals is derived and an approximation of the CRLB is presented. The proposed approximation is verified by an example in Section IV. Finally, the results are concluded in Section V. Some detailed derivations of Section III were put into the Appendix. 
T ∈ A in the K dimensional signal space, where s(k) is an element of a finite alphabet, e.g. PSK or QAM, and A = {s 1 , · · · , s 2 M } is the set of cardinality |A| = 2 M comprising all realizations of s. Note that s may include pilot symbols as well as channel coding. If all data words b are equally probable, the a-priori the probability p(s i ) for any s i ∈ A is 1/|A|. The symbols s are transmitted over a frequency selective channel of order L. We assume that the interval between two consecutive data blocks is filled by a sufficiently large number of zero symbols, such that no inter symbol interference between two consecutive blocks occurs. Collecting K + L samples in the vector r at symbol rate, the channel output is given by
where S is the (L+K ×L+1) convolution matrix of s defined by
The vector
T contains the channel gains h l ∈ including transmit and receive filter and n = [n(1), · · · , n(L+K)]
T is white gaussian noise with power σ 2 n .
Without loss of generality we assume that the mean power of one symbol is E{|s(k)| 2 } = 1. We call S i h the i-th receive hypothesis, since it would be the observation at the receiver under the assumption that the word s i ∈ A was transmitted over a noiseless channel h. The distance between the i-th and j-th receive hypothesis is defined as
and the minimum distance of a signal mapping configuration is defined as
where i = j.
In order to obtain a validated statement by the CRLB, it has to be guaranteed that the estimation problem has an unique solution for all s i ∈ A. For this reason a necessary condition is that the minimum distance δ min is larger than zero, i.e.
III. CRAMER-RAO LOWER BOUND
In this section we will derive an expression for the CRLB. Since the derived equation can be only resolved numerically for very short block lengths, we present approximations for the high and low SNR regime. Furthermore, the SNR range, where the expression for high SNR changes to the expression low SNR, will be estimated. Here, we will focus on the main results, whereas some mathematical derivations were put into the Appendix.
A. Derivation of the CRLB
The CRLB can be stated as follows: Letĥ be an unbiased estimator of the channel parameter h and Cĥ = E{(h−ĥ)(h− h) H } be the covariance of the estimator. Then the covariance matrix of any unbiased estimator satisfies
where "≥ 0" stands for "positive semidefinite". F is the Fisher-information matrix (FIM) [1] given by the expectation
where
and
The minimum mean squared error (MSE) obtained by any unbiased estimator can directly be derived from the inverse FIM by MSE min = trace(F −1 ). Defining
and inserting (8) and (9) into (7) the desired FIM is given by
(11) The integration of this expression can only be done numerically and the expense of calculating F is approximately proportional to |A| 2 /2. Since |A| may become large e.g. for higher modulation order or long sequences, in most cases this expression does not provide an intuitive insight of the CRLB.
B. Approximation of the CRLB for the high and low SNR regime
As derived in Appendix A, an approximation for high SNR can be obtained by
whereas in Appendix B the low SNR approximation
will be derived. Thus, the minimum MSE of any unbiased estimator is within the range trace(F 
The zero mean property and (14) hold for conventional symbol mappings (as e.g. PSK and QAM) in connection with most linear channel codes. In this particular case the approximations of the FIM according to (12) and (13) are given by
It is remarkable that F low depends only on the pilot part s T . Therefore, in the low SNR regime the semiblind CRLB is nearly identical to the CRLB of a pilot aided channel estimator.
In contrast, F high takes all available symbols into account. Hence, in the high SNR regime the semiblind CRLB is close to the case of perfectly knowing the values of each symbol at the estimator.
C. The crossover SNR range
As shown in Appendix C, the crossover SNR range, where the FIM changes from (12) to (13), can be approximately determined with respect to the squared distance noise ratio δ 
the CRLB varies between both extremes. Otherwise, (12) and (13) provide an accurate match of the true CRLB characteristics. Please note that in coding theory one possible metric to evaluate a code is the minimum Hamming distance d min . The distance δ min can be understood as the multivariate signal space counterpart of d min , where the connection between both is approximately (large block length and high code rates) given by
and a min is the minimum symbol distance of the symbol alphabet, e.g. PSK or QAM.
IV. EXAMPLE
In order to demonstrate our CRLB approximation we consider an uncoded example
T }, where d 1 , · · · , d 4 ∈ {−1, +1} are D pilots fixed for all s ∈ A u and c(m) ∈ {−1, +1} are BPSK symbols bearing the information (Figure 1) . Additionally, the channel coded example A c = {s
T } was examined, where d 1 is one pilot and c(1), · · · , c(7) are channel encoded BPSK symbols obtained by a (7, 4)-Hamming code (Figure 2) . Note that the degree of redundancy is in both cases the same, as s is always of dimension 8 bearing the same amount of information. We chose such a small block length K, since for these scenarios it is possible to approximate the true CRLB numerically. The channel impulse response was h = [0.5, 1/ √ 2, 0.5] T and the minimum hypothesis distances were consequently δ min,u = 2 and δ min,c = 2.828. As it can be seen in Fig.  1 the upper limit trace(F
n /D is given by the minimum MSE obtained if only the training part of s were used for channel estimation, whereas the lower limit
n /K is given by the minimum MSE obtained if all symbols of s were pilots. Since the part of training is in the first example larger than in the second, the upper limits of both schemes differ significantly, whereas the lower limit is identical. The estimated crossover region is underlaid by grey color. It can be observed that in the channel coded example this region is slightly shifted to a lower SNR range. Hence, it can be assumed that the quality of semiblind channel estimation methods can be improved by appropriate code design. Furthermore, Figs. 1 and 2 show that the proposed approximation meets quite well the true CRLB. In this paper we derived the CRLB for semiblind channel estimation of frequency selective channels with respect to channel coding and modulation degree. Since the derived expression can only be reasonably tackled for very short block lengths, we introduced approximations of the FIM at high and low SNR and gave an estimation for the crossover SNR range. The position of the crossover SNR range is governed by coding properties namely the minimum Hamming distance and the modulation degree. We have shown that in case of zero mean symbols and linear channel coding the derived approximations can be easily calculated. In an example it is demonstrated that the approximation meets well the true CRLB.
APPENDIX

A. Approximation for high SNR
In order to characterize the behavior of the probability density function (PDF) p(r|s i , h) for any s i ∈ A, we define the radius ρ so that for an arbitrary s i ∈ A the approximation Fig. 3 . Illustration of the overlap regarding the signifi cant nonzero parts of p(r|s i , h) and p(r|s j , h) at high SNR holds. In other words, the normal distribution p(r|s i , h) significantly differs from zero, if r is within a ρ-sized sphere around the center S i h and is approximately zero else. Please note that the radius ρ depends on the noise power σ 2 n and is identical for any p(r|s i , h), s i ∈ A.
For high SNR the radius ρ becomes small and, thus, the distance between an arbitrary pair of receive hypotheses is larger than twice the radius ρ, i.e.
In other words, none of any pair p(r|s i , h) and p(r|s j , h), i = j, commonly differ significantly from zero at any point r (Fig. 3) . Hence, for i = j the product p(r|s i , h)p(r|s j , h) ≈ 0
over the whole range r ∈ K+L . Therefore, in the high SNR regime (11) can be simplified to 
Replacing the r.h.s. of (30) in (31) delivers a crossover SNR range estimation according to (17).
