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1 INTRODUCTION 
A natural concept in financial time series is the notion of multiscale features. That 
is, an observed time series may contain several structures, each occurring on a 
different time scale. Wavelet techniques possess an inherent ability to decompose 
this kind of time series into several sub-series which may be associated with a 
particular time scale. Processes at these different time-scales, which otherwise 
could not be distinguished, can be separated using wavelet methods and then 
subsequently analyzed with ordinary time series methods. Wavelet methods 
present a lens to the researcher, which can be used to zoom in on the details and 
draw an overall picture of a time series in the same time. In a way one could say 
that with wavelet methods we are able to see both the forest and the trees. Gençay 
et al. (2002a) argue that wavelet methods provide insight into the dynamics of 
economic/financial time series beyond that of standard time series methodologies. 
Also wavelets work naturally in the area of non-stationary time series, unlike 
Fourier methods which are crippled by the necessity of stationarity. 
There are several examples of wavelet methods which have a lot of potential in 
economics and finance. The maximal overlap discrete wavelet transform 
(MODWT) (Percival & Walden 2000) is one, which is a modification of the 
ordinary discrete wavelet transform. This transform loses orthogonality but 
acquires attributes suitable for economic research like smoothness and possibility 
to analyze non-dyadic processes (processes that are not multiples of two). There 
are many applications of the MODWT which are surveyed more closely in the 
following chapters. Central to this thesis are the estimators of wavelet variance, 
wavelet correlation and wavelet cross-correlation. Another potential method is 
wavelet coherence analysis (Grinsted et al. 2004), which allows correlation 
analysis in the state space. A third group of methods are wavelet networks and 
their applications of forecasting an economic or financial time series. This thesis 
focuses on the three examples mentioned above and analyzes their possibilities in 
detail. 
Traditionally financial analysis has almost exclusively used the time domain in 
econometric modeling. Although wavelet literature has rapidly expanded in other 
disciplines, the potential for using wavelets in economics has been long 
overlooked. Some pioneering work has been made, but these papers have not 
been widely cited and have in fact, been largely ignored. The connection to 
Fourier analysis may have diminished the interest in wavelet analysis, because 
Fourier spectral analysis largely failed in the area of economics research. The 
problem of Fourier analysis is that the time information is lost completely. The 
assumption of "natural" periods and stationarity that are inherent in the Fourier 
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methods are also problematic. The variation in frequencies and "non-natural" 
periods are an inherent part of an economic time series. Therefore the Fourier 
methods do not work here.  But the analysis of these kinds of processes is the 
strength of wavelet analysis; the key is its ability to separate the dynamics in a 
time series over a variety of different time horizons. 
In recent years the interest for wavelet methods has increased in economics and 
finance. This recent interest has focused on multiple research areas in economics 
and finance like exploratory analysis, density estimation, analysis of local 
inhomogeneities, time scale decomposition of relationships and forecasting 
(Crowley 2005). Behind all these possible applications is the capability of 
wavelets to decompose processes on different time scales, but still preserve time 
localization. In some sense, wavelet analysis picks up the best of both worlds, 
introducing an intelligent compromise between time and frequency analysis. It 
provides an efficient way to localize changes across time scales while maintaining 
the entropy conservation. This locality property and the ability to stationarize data 
make wavelets a suitable tool for analyzing economic and financial stochastic 
nonstationary processes. Therefore, these new methods bring fresh thinking to 
financial and economic analysis. By decomposing a time series on different 
scales, one may expect to obtain a better understanding of the data generating 
process as well as dynamic market mechanisms behind the time series. 
Investigation methods applied to a financial time series over the last decades can 
now be implemented to multiple time series presenting different scales 
(frequencies) of the original time series. Therefore efficient discretization of the 
time-frequency space allows isolation of many interesting structures and features 
of economic and financial time series which are not visible in the ordinary time-
space analysis or in the ordinary Fourier analysis. 
The contribution of this thesis is to present new applications in economics and 
finance where wavelets demonstrate significant potential. In the following 
chapters, five different applications of the wavelet methods are presented. These 
five applications aim to extend wavelet methods to new research areas in finance. 
Some of them are novel applications (chapters 3 and 5), while some of them are 
extensions of previous research (chapters 2, 4 and 6). The next chapter studies the 
overall linkages of major equity markets using wavelet correlation and wavelet 
cross-correlation. Markets consist of agents working in different time horizons. 
Therefore, it would be natural that the dynamics of the interrelations between 
markets consist of scales that possibly behave differently. Indications of this kind 
of structure have been verified by previous studies (see for example Schleicher 
2002). The third chapter uses wavelet coherence and wavelet correlation methods 
to analyze contagion, during the last 25 years. The contagion refers to 
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phenomenon where interrelations between markets strengthen after some crisis. 
The contagion phenomenon is inherently transient in nature. Therefore, wavelets 
have just the right characteristics to analyze its existence. The fourth chapter 
studies the linkages between exchange rates. The sample consists of European 
exchange rates and the focus is on causality between the series on different time 
scales. This scale-dependent causality is of great value to the participants in those 
markets since markets accumulate of investors working on many different time 
horizons (like institutional investors and day traders). The fifth chapter applies 
wavelet methods in analyzing the moments of exchange rate distributions implied 
by exchange rate options. This novel approach introduces wavelets to a totally 
new and specific area of financial research. The sixth chapter utilizes wavelets to 
financial forecasting. A wavelet network method is compared to a basic linear 
forecast method and a random walk model. 
Overall these chapters show that many issues previously dealt in economic and 
financial time series analysis may gain new insight with wavelet analysis by 
separating processes on different time scales and repeating the traditional analysis 
on these separate scales. The characteristics of wavelet methods fit perfectly to 
the features of financial time series. Economic and financial processes constitute 
inherently from multiple processes on different time scales. When economic and 
financial time series are decomposed to their wavelet components, they are 
concurrently decomposed to their natural building blocks. 
1.1 Historical survey 
Although this thesis is about wavelet analysis, a thorough presentation of Fourier 
analysis is provided as well. There are two reasons for this. First of all, the 
Fourier methods are an alternative (and a competitor) for the wavelet methods, so 
comparing these methods is natural. Secondly, although the wavelet methods are 
different, they are based on Fourier analysis (Mallat 1999). This chapter begins 
with a historical survey of Fourier methods, continues with a historical survey of 
wavelet methods and concludes with a thorough literature review of wavelet 
methods in financial analysis and the presentation of contribution. 
1.1.1 Fourier theory 
Usually the origins of Fourier theory are attributed to Joseph Fourier, who 
presented a paper to the Paris Academy in 1807, where he argued that an arbitrary 
2pi -periodic function can be represented as an infinite series of sines and cosines. 
(Jaffard, Meyer & Ryan 2001) 
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 ( ) ( )0
1
cos sink k
k
f x a a kx b kx
∞
=
= + +∑  
The seeds of Fourier theory were planted over 50 years earlier by d’Alembert, D. 
Bernoulli, Euler and Lagrange (Dym & McKean 1972). d’Alembert (1747) 
studied the oscillations of a violin string which can be obtained from a differential 
equation of the form 
 
2 2
2 2 ,
u u
t x
∂ ∂
=
∂ ∂
 
where ( ),u u t x=  presents the displacement of the string, as a function of the 
time t and place x. The solution to the differential equation above is 
 ( ) ( ) ( )1 1,
2 2
u t x f x t f x t= + + − . 
Euler proposed in 1748 that the solution could be presented as a series, where 
 ( ) ( )
1
ˆ sin
n
f x f n n xpi
∞
=
=∑ , 
such that 
 ( ) ( )
1
ˆ
, cos sin
n
u t x f n n t n xpi pi
∞
=
= ⋅∑ . 
The formula for calculating the coefficients, 
 ( ) ( )
1
0
ˆ 2 sinf n f x n xdxpi= ∫ , 
was introduced by Euler in year 1777 (Dym & McKean 1972). 
In his paper Théorie analytique de la chaleur (published 1822), discussing the 
problems of heat flow 
 
2
2
1
2
u u
t x
∂ ∂
=
∂ ∂
 
and presented to the Académie des Sciences in 1811, Fourier tried to prove that 
any piecewise smooth function f can be expanded into a trigonometric sum. Paul 
Du Bois-Reymond constructed in 1873 a continuous, 2pi -periodic function of the 
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real variable x whose Fourier series diverged at a given point. The whole of 19th 
century went into the study of the challenging questions of the convergence of the 
Fourier series, attracting the greatest mathematicians of that time such as Poisson, 
Dirichlet and Riemann. (Jaffard et al. 2001) 
Lebesgue, in his dissertation "Intégrale, longueur, aire" in 1902 presented that the 
proper setting of Fourier series turned out to be the class of “Lebesgue 
measurable” functions of period 2pi , say, with 
 ( )
1
22
0
f f x dx≡ < ∞∫ . 
What Fourier had found was a new functional space of square-integrable 
functions, denoted [ ]2 0,2L pi . The result that bins all together is the theorem of 
Riesz-Fischer (Viaclovsky 2003): For square-Lebesgue-integrable functions, the 
Fourier coefficients 
 ( ) ( )
2
2
0
ˆ
,
inxf n f x e dx n
pi
pi−
= ∈∫   
provide a one to one map of the function space onto the space of sequences ( )ˆf n
, ( )..., 1,0,1,2,...n = −  with 
 ( )2 2ˆ ˆ
n
f f n
∞
=−∞
≡ < ∞∑ . 
This map preserves geometry ˆf f=  and the associated Fourier series 
 ( ) ( ) 2ˆ inx
n
f x f n e pi
∞
=−∞
= ∑  
converges in the sense that 
 ( ) ( )
2
2
0
ˆlim 0ikx
n k n
f x f k e dx
pi
pi
→∞
≤
− =∑∫ . 
A parallel development was carried out for the Fourier integral (or the Fourier 
transform) 
 ( ) ( ) 2ˆ i xf f x e dxpi ωω
∞
−
−∞
= ∫  
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for nonperiodic functions f, decaying sufficiently rapidly at ±∞  (Dym & McKean 
1972). This progress ended in the theorem of Plancherel in 1910 (Weisstein 
2006): If f is Lebesgue measurable and if 
 ( ) 22f f x dx
∞
−∞
≡ < ∞∫  
then ˆf f=  and f itself may be recovered from ˆf  via the inverse Fourier 
integral (or transform) 
 ( ) ( ) 2ˆ .i xf x f e dxpi ωω
∞
−∞
= ∫  
After all one can say that the significance of Fourier theory in different 
applications has been huge. The 20th century was a very active time in applying 
Fourier theory to different applications. For example the Fast Fourier transform 
(FFT) introduced by Cooley and Tukey (1965), has been said to be the most 
important numerical algorithm of our lifetime. 
1.1.2 Wavelet theory 
Although solid progress in the field was first made in the beginning of the 1980’s, 
the seeds of wavelet theory were planted already in the beginning of 20th century 
by Alfred Haar. In 1909 he found an orthogonal system of functions defined on 
[ ]0,1 , that form a series converging uniformly to a continuous function f on. What 
Haar found was the simplest basis of the family of wavelet bases. Formation of 
the Haar basis begins with the function h such that ( ) 1h x = for [ )120,x ∈ , 
( ) 1h x = −  for [ )12 ,1x ∈  and ( ) 0h x =  for [ )0,1x ∉ . The basis functions are then 
formed according to the rule 
 ( ) ( )22 2 ,j jnh x h x k= −  
where 2 1jn k= + ≥ , 0j ≥  and 0 2 jk≤ < . Adding the function ( )0 1h x =  on 
[ )0,1 , the sequence 0 1 2, , ,..., ,...nh h h h  is an orthonormal basis for [ ]2 0,1L  (Jaffard 
et al. 2001). ( ) ( ) ( ) ( )0 0, ,n n nS f x f h h x f h h x= + +… , where ,⋅ ⋅  is the 
ordinary inner product of the functions, are then approximations of a continuous 
function by step functions whose values are the mean values of ( )f x  in the 
appropriate intervals. 
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The simplest case of the Haar wavelet basis is problematic. There is a lack of 
coherence because we are approximating a continuous function with 
discontinuous functions. Estimating a function f, that is , 1,2,3,nC n = … on the 
interval [ ]0,1 , with the Haar basis does not work. 
Faber and Schauder (1914) investigated this problem in the early 20th century 
(see Jaffard et al. 2001 for discussion). Their improved basis consists of 
continuous polygonal lines, i.e. “triangles”. They set ( )0 x x∆ =  and ( )1 1x−∆ = . 
The remaining functions are defined as 
 ( ) ( )2 , 2 , 0, 0 2j j jn x x k n k j k∆ = ∆ − = + ≥ ≤ ≤ , 
where 
 ( ) ( )
[ ]
1
2
1
2
2 , 0
2 1 , 1
0, 0,1
x x
x x x
x
≤ ≤
∆ = − ≤ ≤
 ∉
 
Then the sequence 1 0 1, , , ,n−∆ ∆ ∆ ∆… … is a Schauder basis for the Banach space 
E of continuous functions on [ ]0,1  so that every continuous function on [ ]0,1  
may be written as 
 ( ) ( )
1
,n n
n
f x a bx xα
∞
=
= + + ∆∑  
with uniform convergence and unique coefficients. The Schauder basis is superior 
to the Fourier basis for studying local regularity properties. For example, the 
Schauder basis can be used to study the multifractal structure of the Brownian 
motion. (Jaffard et al. 2001) 
With the Fourier basis it is difficult to localize the energy of a function (where 
energy can be defined as an integral of square function). The spatial distribution 
of the function’s energy remains “hidden”. In the 1930s Littlewood and Paley 
(1937) discovered a way to manipulate the Fourier series so that energy 
localization can be revealed. They formed dyadic blocks to decompose the series 
and then applied Fourier series to those blocks. The connection to wavelets was 
made by Antoni Zygmund and his group at the University of Chicago (see 
Altmann (1996) for discussion). Their work is based on a sequence of operators 
,j j∆ ∈  that constitute a bank of band-pass filters, oriented on frequency 
intervals covering approximately one octave. A band-pass filter is a filter that 
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passes through a certain interval of frequencies. Dyadic wavelets analyze the 
function in octave intervals. (Altmann 1996) 
In the year 1927 Philip Franklin, using the usual Gram-Schmidt procedure, 
created a new orthonormal wavelet basis from the Schauder basis (Franklin 
1927). This sequence ( )nf  is called the Franklin basis and satisfies 
 ( ) ( )
1 1
0 0
0 for 1.n nf x dx xf x dx n= = ≥∫ ∫  
The advantage of the Franklin basis over the Haar and the Schauder basis is that it 
may be used to decompose any function f in [ ]2 0,1L . The Franklin basis works in 
both regular and irregular situations. However the problem with the Franklin basis 
is its complex algorithmic structure; Franklin wavelets are not derived from a 
fixed wavelet function by integer translations and dyadic (multiples of two) 
dilations. (Jaffard et al. 2001) 
In the 1930s Lusin introduced Hardy spaces, which can be identified as closed 
subspaces of ( )pL   and today they are important today in signal processing. 
Guido Weiss and Ronald Coifman were the first to interpret Lusin’s theory in 
terms of atoms and atomic decomposition, which is one of the cornerstones of 
wavelet theory. Atoms are the simplest elements of the function space and the 
objective is to find the atoms and the “assembly rules” that allow one to 
reconstruct all the elements of the function space using these atoms. 
Marcinkiewicz showed in 1938 that the simplest atomic decomposition for the 
spaces [ ]0,1 , 1pL p< < ∞ , is given by the  Haar system. (see Altmann (1996) for 
discussion) 
One approach to atomic decompositions is given by Calderón’s identity. It is 
based on the function ψ  belonging to ( )2 nL  . Its Fourier transform ( )ψˆ ω  is 
subject to the condition that 
 ( ) 2
0
ˆ 1dtt
t
ψ ω
∞
=∫  
for almost all nω ∈ . Let tQ  denote the operator defined as the convolution with 
tψ , where ( ) ( )n xt tx tψ ψ−= . Similarly define tQ ∗  as convolution with tψ , where 
( )n xt ttψ ψ−= −  and ψ  is conjugate of ψ . Then the Calderón’s identity is a 
decomposition of the identity operator, written symbolically as (Jaffard et al. 
2001) 
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0
t t
dtI Q Q
t
∞
∗
= ∫ . 
Grossman and Morlet rediscovered this identity in 1980, 20 years after the work 
of Calderón. However they had a different interpretation for the identity which 
they relate to the coherent states of quantum mechanics (Jaffard et al. 2001). They 
came up with the notion of analyzing wavelets 
 ( ) ( ) 2, , 0,n na b x bx a a baψ ψ
−
− 
= > ∈ 
 
 , 
that work as an orthonormal basis for the function space. Grossman and Morlet 
were also the first ones to define the wavelet coefficients as the inner product of a 
function and the analyzing wavelet (following the notation of Jaffard et al. 
(2001)) 
 ( ) ( ) ( ) ( ),, a bW a b f x x dxψ= ∫  
with the synthesis function 
 ( ) ( ) ( ) ( ), 1
0
, .
n
a b n
daf x W a b x db
a
ψ
∞
+
= ∫ ∫

 
Wavelets can be defined in multiple ways. The first definition of a wavelet comes 
from Grossman and Morlet and is quite broad. 
A wavelet is a function ψ  in  ( )2L   whose Fourier transform ( )ψˆ ω  satisfies the 
condition ( ) 2
0
ˆ 1dtt
t
ψ ω
∞
=∫  almost everywhere. 
The second definition of a wavelet is adapted to the Littlewood-Paley-Stein 
theory. A wavelet is a function ψ  in ( )2 nL   whose Fourier transform ( )ψˆ ω  
satisfies the condition ( ) 2ˆ 2 1jψ ω∞ −
−∞
=∑  almost everywhere. If ψ  is a wavelet 
in this sense, then log 2ψ  satisfies the Grossmann-Morlet condition (Jaffard et 
al. 2001). 
The third definition relates to the work of Haar and Strömberg. A wavelet is a 
function ψ  in ( )2L   such that ( )22 2 , ,j j x k j kψ − ∈ , is an orthonormal basis 
for ( )2L  . It can be shown that such a wavelet satisfies the second condition. 
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In the beginning many different theories threaded together to form the wavelet 
theory. The work of Stéphane Mallat and Yves Meyer in the 1980s gave the 
wavelet theory a new start and a journey towards mainstream science. In 1985 
Mallat discovered similarities between the following objects (Mallat 1989): 
1. the quadrature mirror filters, which were invented by Croisier, Esteban and 
Galand for the digital telephone; 
2. the pyramid algorithms of Burt and Adelson, which are used in the context of 
numerical image processing; 
3. the orthonormal wavelet bases discovered by Strömberg and Meyer. 
Mallat succeeded in unifying different aspects of wavelet theory when he came up 
with the concept of a "multiresolution analysis". This analysis also gives an 
elegant way of constructing wavelets.  
Using Mallat's discovery, Ingrid Daubechies (1988) continued Haar's work. She 
constructed a family of orthonormal basis of the form ( )22 2 , ,j jr x k j kψ − ∈ , 
with the following properties: 
– The support of rψ  is the interval [ ]0,2 1 ,r r+ ∈ . 
–  ( ) 0,  for 0n rx x dx n rψ
∞
−∞
= ≤ ≤∫ . 
–  rψ  has rγ  continuous derivatives, where the constant γ  is about 1/5. 
When 0r = , this reduces to the Haar system. The Daubechies wavelets are very 
suitable for applied work because they have a preassigned degree of smoothness 
and compact support. They are more efficient in signal compression than the Haar 
wavelet. Synthesis using Daubechies’s wavelets also gives better results than the 
Haar wavelet. The problem of the Haar wavelet is that a regular function is 
approximated by functions which have strong discontinuities. This problem is 
prevented by the smoothness of the Daubechies wavelets. 
Due to the history behind the wavelet theory, applications of wavelets emerged in 
economics and finance much later than in engineering. Most of the theory of 
wavelets was done in the context of deterministic functions, not stochastic 
processes, which are central in economics and finance. The statistical theory for 
wavelets emerged in the mid 1990s and only today wavelets are on the verge of 
entering mainstream econometrics (Schleicher 2002). 
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1.2 Wavelets in finance 
Wavelets have achieved an impressive popularity in natural sciences, especially 
in earth sciences (see for example Labat (2005) and Labat et al. (2005)). Wavelet 
methods have been applied in engineering for nearly two decades now, but still 
the first applications of wavelets in economics and finance emerged only ten 
years ago, despite its' suitability for this discipline. In the following, the literature 
review of wavelets in finance is presented. This review is separated into three 
different sections. The first section focuses on the decomposition applications of 
wavelet methods. The second section limits the applications to interdependence 
studies with wavelets. The last section is a collection of studies with wavelets that 
do not fit into either of the two earlier sections. 
1.2.1 Wavelet as a decomposition tool 
One of the fundamental advantages of wavelet analysis is the capability to 
decompose time series into different components. This aspect has also been 
widely applied in recent research. Capobianco (2004) applies wavelet methods to 
the multiresolution analysis of high frequency Nikkei stock index data. He applies 
the matching pursuit algorithm of Mallat and Zhang (1993) and argues that it suits 
excellently to financial data. Capobianco shows how the wavelet matching pursuit 
algorithm can be used to uncover hidden periodic components. Crowley and Lee 
(2005) analyze the frequency components of European business cycles with 
wavelet multiresolution analysis. They use a real GDP as a proxy for the business 
activity of European countries. The maximal overlap discrete wavelet transform is 
used for the analysis. They find significant differences between the countries, 
where the degree of integration varies significantly. Other wavelet related 
findings are that most of the energy in these economic time series can be found in 
longer term fluctuations. Also, they find indications that recessions are a result of 
a simultaneous dip in growth cycles at all frequencies. Gençay et al. (2001a) 
investigate the scaling properties of foreign exchange rates using wavelet 
methods. They use the maximal overlap discrete wavelet transform estimator of 
the wavelet variance to decompose variance of the process and find that foreign 
exchange rate volatilities are described by different scaling laws on different 
horizons. Similar wavelet-multiscale studies are also in Gençay et al. (2001b), 
Gençay et al. (2003), Gençay & Selçuk (2004), Gençay et al. (2005) and Gençay 
& Fan (2009).  
Gençay et al. (2001b) use wavelets to construct a method for seasonality 
extraction from a time series. Their method emphasizes many advantages of 
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wavelet methods. It is simple, free of model selection parameters, translationally 
invariant, is associated with a zero-phase filter and is circular. Ordinary discrete 
transform filters are not zero-phase. Gençay et al. however use the maximal 
overlap discrete wavelet transform, which has zero-phase filters. Gençay et al. 
(2005) use somewhat similar ideas to propose a new approach for estimating the 
systematic risk of an asset. They find that the estimations of CAPM might be 
flawed because of the multiscale nature of risk and return. Gencay et al. (2003) 
decompose a given time series on a scale-by-scale basis. On each scale, the 
wavelet variance of the market return and the wavelet covariance between the 
market return and a portfolio are calculated to obtain an estimate of a portfolio’s 
beta. This reveals that the estimations of the CAPM are more relevant in the 
medium and long run than on to the short time horizons. Gencay et al. (2004) 
propose a simple yet powerful method to analyze the relationship between a stock 
market return and volatility on multiple time scales using wavelet decomposition. 
The results show that the leverage effect is weak at high frequencies but becomes 
prominent at lower frequencies. Also the positive correlation between the current 
volatility and future returns becomes dominant on the timescales of one day and 
higher, providing evidence that risk and return are positively correlated. 
Vuorenmaa (2005, 2006) analyzes stock market volatility using the maximal 
overlap discrete wavelet transform. He finds that the global scaling laws and long 
memory of stock’s volatility may not be time-invariant. 
1.2.2 Wavelets and interdependence between variables 
Wavelets have been widely used to study interdependence of economic and 
financial time series. The studies presented in the following have also 
decomposition aspects but their main aspect is in the interdependence of 
processes. In & Kim (2006c, 2007), In et al. (2008) and Kim & In (2005, 2006, 
2007) have conducted many studies in finance using the wavelet variance, 
wavelet correlation and cross-correlation. Kim & In (2005) study the relationship 
between stock markets and inflation using the MODWT estimator of the wavelet 
correlation. They conclude that there is a positive relationship between stock 
returns and inflation on a scale of one month and on a scale of 128 months, and a 
negative relationship between these scales. Furthermore they stress how the 
wavelet based scale analysis is of utmost importance in the economics studies 
since their results solve many puzzles around the Fisher hypothesis previously 
noted in literature. In et al. (2008) study the performance of US mutual funds 
using wavelet multiscaling methods and the Jensen’s alpha. The results reveal that 
none of the funds are dominant over all time-scales. In & Kim (2006c) study the 
relationship between stock and futures markets with the MODWT based estimator 
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of wavelet cross-correlation. There is a feedback relationship between the stock 
and the futures markets on every scale. The results also reveal that correlation 
increases as time scale increases. In & Kim (2007) examine how well the Fama-
French factor model works on different time scales. They conclude that the SMB 
(small capital business minus big capital business) and the HML (high book-to-
market minus low book-to-market) share much of the information with alternative 
investment opportunities in the long run but not in the short run. A similar study 
is Kim & In (2007) examining the relationship between stock prices and bond 
yields in the G7 countries. The key results include indications that the correlation 
between changes in stock prices and bond yields can differ from one country to 
another and can also depend on the time scale. Therefore the importance of scale-
dimension is verified again. Kim & In (2006) find that correlation between 
industry returns and inflation does not vary along with the scale. Furthermore 
they find indications that industry returns can be used as a hedge against inflation, 
depending on the particular industry. 
Gençay et al. (2001a) also include a study which analyzes the dependencies 
between foreign exchange markets. Findings include an increase of correlation 
from intra-day scale towards the daily timescale and the stabilization of 
correlation for longer time scales. Dalkir (2004) studies the causality relationship 
between money and output on different timescales using wavelets. He finds scale 
dependent changes in the direction of causality between money and income and 
so emphasizes the importance of scale-dimension in causality studies. Fernandez 
(2005) studies the return spillovers in major stock markets on different time 
scales. Her conclusions are mainly that G7 countries significantly affect global 
markets and the reverse reaction is much weaker. Lee (2004) conducts somewhat 
similar study with the discrete wavelet transform based multiresolution analysis. 
He finds indications of volatility and return spillovers from the developed markets 
to the emerging markets on multiple scales. In the relationships between 
economic variables, Gallegati (2008) studies the relationship between stock 
market returns and economic activity. He applies the maximum overlap discrete 
wavelet transform to the Dow Jones Industrial Average stock price index and to 
the industrial production index for the US. Use of wavelet variance, wavelet 
correlation and cross-correlations are applied to analyze the association as well as 
the lead/lag relationship between stock prices and industrial production on 
different time scales. His results show that stock market returns lead economic 
activity at lower frequencies. This lead also increases along with the scale. 
The work of Crowley and Lee (2005) was already mentioned in the previous 
section. They also study interdependencies inside the euro zone using wavelet 
methods. The results reveal significant differences between European countries in 
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the degree of integration. Some countries like Germany, France and Belgium 
have strong correlations with the euro zone aggregate. On the other hand Finland, 
Ireland, Sweden and the UK have much lower correlation with the euro zone 
aggregate. Shrestha & Tan (2005) empirically analyze the long-run and short-run 
relationships among real interest rates in G-7 countries. A wavelet transform 
based analysis reveals the existence of both short-run and long-run relationships. 
They do not find evidence for strict interest rate parity. Gallegati & Gallegati 
(2005) study the industrial production index of G-7 countries using multi-scaling 
approach based on the MODWT estimator of wavelet variance and correlation. 
Lee (2004) investigates the international transmission mechanism of stock market 
movements via wavelet analysis. Using a daily data of stock indices, he finds a 
strong evidence for price as well as volatility spillover effects from the developed 
stock market to the emerging market, but not vice versa. 
1.2.3 Other topics with wavelets in finance 
Decomposition and interdependence applications have two most extensively 
studied areas of wavelets in finance. Wavelets, however, can be applied in many 
kinds of situation in financial research. Gencay et al. (2001b) propose a simple 
wavelet multiscale method for extracting intraday seasonalities from a high 
frequency data. These seasonalities cause distortions in the estimation of volatility 
models and are also a dominant source for the underlying misspecifications of 
these volatility models. Their methodology is simple and efficient in preventing 
the estimation errors mentioned above. Gencay & Fan (2009) develop a wavelet 
approach to test the presence of a unit root in a stochastic process and applying it 
to financial time series. Their conclusions are similar to Gencay et al. (2001b). 
Ramsey and Zhang (1997) use wavelets or more generally waveforms to analyze 
foreign exchange data. Their method is based on the matching pursuit algorithm 
introduced by Mallat and Zhang (1993). The results reveal that waveform 
dictionaries are most efficient with non-stationary data. Since economic variables 
tend to fall into this category, again proof for the importance of wavelet methods 
in economics and finance is found. Jensen (2000) applies wavelet methods 
cunningly to develop an alternative maximum likelihood estimator of the 
differencing parameter d of fractionally integrated processes. He shows how the 
wavelet transform of these kinds of processes have a sparse covariance matrix 
that can be approximated at high precision with a diagonal matrix. Therefore the 
calculation of the likelihood function is of an order smaller than calculations with 
the exact MLE methods. Furthermore he demonstrates how the wavelet-MLE 
method is superior compared to other semi parameter estimation methods. Tkacz 
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(2000) applies the method of Jensen (1999) to interest rates in the U.S. and 
Canada and find that rates are mean-reverting in the very long run, with the 
fractional order of integration increasing with the term to maturity.  
Conway and Frame (2000) use wavelets for spectral analysis of New Zealand 
output gaps. They use wavelets to compare different spectral estimation methods 
and find substantial differences in their low frequency components. Therefore 
they question the reliability of low frequency results of previous spectral 
estimation studies. Murtagh et al. (2004) extend the applications of wavelet 
methods to forecasting. They apply the maximal overlap discrete wavelet 
transform to decompose the time series and then forecast these different scale 
crystals separately. The results indicate that the multiresolution approaches 
outperform the traditional approaches in modeling and forecasting. Renaud et al. 
(2003) investigate very similar ideas. They also divide original time series to 
multiresolution crystals and then forecast these crystals separately. These 
forecasts are then combined to achieve an aggregate forecast for the original time 
series. In simulation studies the method works very well and competes with up-
to-date methods. 
Neuman and Greiber (2004) use wavelets as one of the applied filters to study the 
importance of money for inflation in the euro area. They use wavelets to study the 
relation between money and inflation in the frequency domain. The results show 
that the relation between money and inflation appears to rest on relatively long-
lasting cycles of monetary growth. Short to medium-term fluctuations of money 
growth with cycles of up to about 8 years were found to be insignificant for 
inflation. Atkins and Sun (2003) use wavelets to uncover the Fisher effect 
between nominal interest rates and inflation. They eliminate long memory using 
the discrete wavelet transform and then estimate the standard Fisher equation 
regression in the wavelet domain. This method is then applied to study the Fisher 
effect to conclude that it cannot be identified on a short time scale. The degree of 
fit of the regression increases towards longer time scales. 
Whitcher & Jensen (2000) propose a nonstationary class of stochastic volatility 
models that feature time-varying parameters and use them to analyze the long-
memory behavior of a time series. In their estimation of the long-memory 
parameter they use a log linear relationship between the local variance of 
maximum overlap discrete wavelet transform’s coefficients and their scaling 
parameter to produce a semi parametric OLS estimator. Nekhili et al. (2002) 
compare the empirical distributions of exchange rates with well-known 
continuous-time processes at different frequencies. Using wavelets they find that 
there is not a distribution that suits both the low and high frequency data of 
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exchange rates. Leong & Huang (2006) propose a new way to detect spurious 
regression using wavelet covariance and correlation. They achieve an efficient 
and simple method which is able to detect the spurious relationship in a bivariate 
time series more directly than ordinary methods. Antoniou & Vorlow (2003) 
demonstrate how a wavelet semi-parametric approach can provide useful insight 
on the structure and behavior of stock index prices, returns and volatility. 
1.3 Framework and contribution 
1.3.1 Framework 
This section presents the contribution of this thesis in detail. The aim of this thesis 
is to extend the applications of wavelet methods in finance. The next chapter 
studies correlation of the returns of major world stock indices. The non-decimated 
discrete wavelet transform is implemented to quantify international volatility 
linkages between markets. This transform decomposes volatility on a scale by 
scale basis and gives information of correlation at certain time scales. The 
following chapter succeeds the previous chapter although the focus is somewhat 
different. A thorough examination of contagion among the major world markets 
during the last 25 years is carried out. The analysis uses a novel way to study 
contagion with the help of wavelet methods. The comparison is made between 
correlations at different time scales using wavelet coherence and the MODWT 
estimator of wavelet correlation. The fourth chapter extends the interrelation 
studies to European exchange rates. Lead-lag relations of major European 
currencies are studied using wavelet cross-correlation. The estimators of wavelet 
cross-correlation are constructed using the maximal overlap discrete wavelet 
transform. The fifth chapter provides a novel wavelet analysis on the cross-
dynamics of exchange rate expectations. Over-the-counter currency options on 
the euro, the Japanese yen, and the British pound vis-à-vis the U.S. dollar are used 
to extract the expected probability density functions of future exchange rates and 
recent wavelet cross-correlation techniques are applied to analyze linkages in 
these expectations. The last chapter examines the predictability of return and 
volatility series with different time scales and examines the benefit of using a 
non-linear predictor, namely a wavelet network, in financial framework. The time 
series used is a daily currency rate between the Japanese yen and the US dollar, 
which is forecasted two weeks ahead using only present and previous values of 
the time series and its low-pass filtered transformations. 
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1.3.2 Contribution and results 
The results of the following chapters introduce many new results and open up 
new frontiers. Wavelet methods play an important role in many of these new 
results. In some of the results wavelets play a vital part in detecting them. Two 
main aspects are behind the effectiveness of wavelets in finance. One is the 
intelligent compromise between the time dimension and the frequency dimension 
that helps wavelets to avoid the obstacles that have plagued spatial or frequency 
analysis. Another is the multiscale structure that is a natural part of financial 
processes. Investors work on many different timescales. And with wavelets we 
can separate these different time scales. 
The knowledge of time scale dynamics between financial markets is important to 
the participants of the market in their investment planning. Investors should take 
into account also their investment horizon when they make risk management and 
portfolio allocation decisions based on correlation structure between markets. 
Although correlation between returns and volatility are extensively studied 
subjects in the literature, there is very little research of timescale dynamics of 
correlation. Some time scale research has been made with intraday dynamics, but 
usually the longest timescale in these studies is the daily time scale. With wavelet 
methods we have an easy way to study this new dimension. The results of the 
next chapter, which focuses on the correlations of stock indices, show that 
linkages between stock index returns have rich time scale dependant structure. 
The correlations are weakest at the shortest scales and strengthen with increasing 
scale. Thus diversification in portfolio management should be most efficient on a 
short time scale. Even more strongly this scale-dependency is seen with 
volatilities. Therefore one can argue that this rich structure in the dynamics 
between the studied indices needs wavelet methods to be revealed. 
The third chapter applies wavelets to study contagion. Clear signs of contagion 
among the major markets are found. Contagion exists also around crises, where 
its existence has previously been under debate. The results show that short time 
scale correlation increases during these major crises. At the same time long time 
scale correlations remain approximately at the same level, indicating contagion. 
The inclusion of a multiresolution analysis, i.e. different time scales, proves out to 
be very important. Maybe even vital as correlations change quickly as a function 
of scale and many changes are seen only on certain time scales. Overall the 
results indicate that contagion has been a major factor between markets many 
times in the last 25 years. This has not changed since almost the strongest signs of 
contagion can be seen during the ongoing financial crisis. Also an overall increase 
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of interdependence is found. As a result of these two aspects, markets have 
become very highly correlated in the 20th century. 
The fourth chapter shows how wavelet cross-correlation allows very fine analysis 
of lead-lag relations between financial time series. The maximal overlap discrete 
wavelet transform based estimator of cross-correlation gives good insight to time-
scale dependant dynamics of exchange rates. The results indicate that Euro and 
the Swiss franc lead the British pound on larger scales. On a one month and 
longer time scales the lag of the Pound is obvious. Including scale-dimension, a 
more complete picture of the interrelations can be drawn. The importance of this 
dimension cannot be stressed enough, because market participants naturally have 
different time horizons in their investment plans. This way, the wavelet methods 
are just the right solution for them because they can pick up the time-scale from 
the wavelet analysis that interests them most and make decisions according to this 
time-scale.  
The most specific application is in chapter five, where option implied exchange 
rate expectations are studied using wavelets. Significant lead-lag relationships 
between the expected probability densities of major exchange rates are found 
regardless of time scales. At higher frequencies, the expected volatility of the 
JPY/USD exchange rate is found to affect the expected volatility of the 
EUR/USD and GBP/USD exchange rates. However, at lower frequencies, there is 
also a significant feedback effect from the GBP/USD volatility expectations to the 
JPY/USD volatility expectations. The higher-order moments of option-implied 
exchange rate distributions indicate that the market expectations of the JPY/USD 
exchange rate are unrelated to the developments of the European currencies while 
moments of the expected EUR/USD and GBP/USD densities are strongly linked 
with each other. This analysis suggest that the dynamic structure of the relations 
between exchange rate expectations varies over different time scales. In general, 
empirical findings suggest that the dynamic structure of exchange rate 
expectations may vary considerably over different time-scales. Therefore, it is a 
situation again where important information would have been missed without 
wavelet based multiresolution analysis. 
The last chapter introduces a somewhat different application of wavelet methods. 
A wavelet network is used to forecast financial time series. The results, however, 
are not so triumphant. On the contrary some criticism is presented over the 
practicality of wavelets in forecasting. At least for time series used, there is not 
any nonlinear structure in the forecast that the wavelet network could capture. 
The fit to the training data is always better with the wavelet network, but the fit to 
the testing data is always better with the linear model. This suggests that the 
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wavelet network only adapts to the noise of the training data and this makes the 
testing data forecast worse. Forecasts of both the wavelet network model and the 
linear model are somewhat better than the random walk model, suggesting that 
there is predictability in the series. However the improvements are quite modest 
so in this sense conclusions are still quite close to the conclusions of Meese and 
Rogoff (1983). The predictability does not improve on longer forecasting 
horizons. On the contrary there is a larger difference between the studied models 
and the random walk model when we are dealing with shorter forecast horizons. 
This is inconsistent with the recent results that forecasts improve when time 
horizon increases (Chinn & Meese 1995) and somewhat supports the findings of 
Carriero et al. (2009). Using even longer forecast horizon might change the 
picture. 
Excluding the last chapter the results of these separate studies show clearly the 
importance of scale-dimension in economic and financial research. Throughout 
these chapters there are instances, where wavelet analysis has the key role in the 
contribution of the study. Financial processes form when multiple agents working 
on different time horizons participate in the markets. With wavelets we can at 
least approximately decompose this process into sub-processes presenting 
contributions of different agents. Therefore we are decomposing the processes to 
their natural components. Thus, we achieve better understanding of the dynamics 
of the financial and economics processes. 
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2 CORRELATION STRUCTURE OF EQUITY 
MARKETS* 
Linkages of major world stock indices are studied. Wavelet methods are used to 
form a scale dependent correlation of returns and cross-correlation of volatility, 
because these are the most important statistics for investors. The results indicate 
that the linkages between the indices vary along with time scale. The correlations 
between returns and volatilities are weakest at the shortest scales and increase 
with time horizon. The cross-correlation structure between volatilities is different 
at shorter time scales than on longer time scales suggesting nonlinear linkages 
between the markets. 
2.1 Introduction 
Linkages between equity markets have been widely studied. These linkages are 
important to investors. Knowledge of return and volatility linkages between 
markets give an investor tools for efficient diversification and portfolio 
management as well as risk management. In this chapter, the time-scale 
dependant correlation of returns and cross-correlation of volatilities between 
major world indices is analyzed. Analysis is made using wavelet multiresolution 
techniques. This gives us decomposition on a scale by scale basis and therefore 
allows us to make time scale dependent analysis of major stock market linkages.  
In the following only the previous research important to this work is discussed. 
The research of international equity market linkages and integration is a much 
broader subject. For a good survey of the research area, see Kearney and Lucey 
(2004) 
The research of correlation and cross-correlation between major world equity 
markets has long traditions in financial research. Lin et al. (1994) study the 
correlation of the volatility of New York and Tokyo markets. They find that 
information revealed during the trading hours of one market has a global impact 
on the returns of the other market. Hamao et al. (1990) end up to similar 
conclusions in the study of New York, London and Tokyo markets. Lin et al. 
argue, however, that the studied markets are more efficient than suggested by the 
results of Hamao et al. Ramchand & Susmel (1997) examine the relation between 
                                                 
 
*
  An article based on this chapter was presented at the 2008 International Conference on 
Applied Business & Economics and was published in the Proceedings of the ICABE 2008. 
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correlation and variance in conditional time and state varying frameworks using 
switching ARCH techniques. They find that correlations between the U.S. and 
other world markets are on average 2 to 3.5 times higher when the U.S. market is 
in a high variance state as compared to a low variance regime. Andersen et al. 
(2001) study daily equity return volatility and correlation obtained from high-
frequency intraday transaction prices on individual stocks in the Dow Jones 
Industrial Average. For correlations between stock return volatility they found 
significant co-movements, reducing the benefits of portfolio diversification when 
the market is most volatile.  
Longin & Solnik (2001) question the previous studies between correlation and 
volatility of international equity markets. They argue that correlation is not related 
to market volatility per se but to the market trend and that correlation between 
markets increase in bear markets. Differences in these conclusions might be a 
result of different types of data. For example Wongsman (2006) argues that many 
types of linkages might be missed if too low frequency data is used. Ball & 
Torous (2000) examine correlations across a number of international stock market 
indices using filtering methods to extract stochastic correlation from returns data. 
Their results indicate that the estimated correlation structure is dynamically 
changing over time. Their findings also include that stochastic correlation tends to 
increase in response to higher volatility. Similar conclusions were also made 
earlier by Longin and Solnik (1995) and Bekaert and Harvey (1995). Kearney 
(2000) studies the volatility of monthly data on stock market returns, interest 
rates, exchange rates, inflation and industrial production for Britain, France, 
Germany, Japan and the US. His data spans from July 1973 to December 1994. 
Results demonstrate that world equity market volatility is caused mostly by 
volatility in Japanese/US markets and transmitted to European markets. He also 
found that low inflation tends to be associated with high stock market volatility.  
The volatility linkages of Far-East markets are also widely studied. Hu et al. 
(1997), Wei et al. (1995), Ng (2000) and Gallo & Otranto (2008) find a rich 
structure between the linkages of Far-East markets. These papers suggest that 
linkages are much more complex than merely the flow from the US to other 
markets. Similar conclusions are also made by Miyakoshi (2003). Cifarelli and 
Paladino (2005) investigate the high frequency behavior of the US, British and 
German stock markets using symmetric and asymmetric GARCH models. Their 
main conclusion is that the volatility transmission across countries is mostly 
accounted for by stock market exuberance. Baele (2005) studies the magnitude 
and time-varying nature of volatility spillovers from the aggregate European and 
US markets to 13 local European equity markets. Evidence is found in both 
markets for increasing spillover intensity throughout the 1980s and 1990s. 
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Furthermore, evidence is also found of contagion between the US market and 
local European equity markets during periods of high world market volatility are 
found. Morana and Belratti (2008) study the comovements in international stock 
markets. They form monthly realized moments for stock market returns for the 
US, the UK, Germany and Japan to assess the linkages between these markets. 
Results include progressive integration of the four stock markets, leading to 
increasing comovements in prices, returns, volatilities and correlations. 
Koulakiotis et al. (2009) study spillover effects inside Europe. They divide the 
euro area to three different regions and study the transmissions of volatility inside 
these regions. They find evidence for the same kind of complex linkages as found 
by the other studies in different market regions. They conclude that it is not 
always the case of the largest market in one region being the driving factor. 
The analysis of this paper extends the previous work of correlation studies by 
decomposing correlation and cross-correlation on different time scales. Previous 
research has mainly studied temporal correlation and possibly its time variations. 
The innovation of this study is the addition of a new dimension to the research. 
Instead of time changes, focus is on the changes in scale-dimension (frequency-
dimension). This is achieved using wavelet correlation and wavelet cross-
correlation. Wavelet correlation is a recent method in financial time series 
analysis. Gallegati & Gallegati (2005) apply the wavelet correlation to the 
analysis of the industrial production indices of G-7 countries. Kim & In (2005) 
analyze the relationship between stock returns and inflation using wavelet 
correlation. Results indicate that there is a positive relationship between stock 
returns on the shortest and longest time scales, while a negative relationship is 
shown on the intermediate scales. In & Kim (2006b) study the correlation 
between the stock and futures markets with wavelet correlation methods. They 
find that the wavelet correlation between two markets varies over different 
investment horizons but remains very high. In & Brown (2007) use similar 
wavelet correlation analysis in international swap markets. Again they conclude 
that correlation between swap markets varies over time but remains very high, 
especially between the dollar and the euro. Furthermore they note that 
correlations with the yen market are lower implying that the yen market remains 
relatively less integrated with other major swap markets. Additional studies with 
wavelet correlation are Razdan (2004) on the study of strongly correlated 
financial time series, Simonsen (2003) on the study of the Nordic electricity spot 
market and Conlon et al. (2008) on the study of hedge funds. These studies show 
the potential of wavelet correlation and wavelet cross-correlation within financial 
research and which are extended in this thesis. 
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2.2 Wavelet correlation 
The analyzed return series is calculated as a difference of the logarithmic price 
series. This study applies the generalized autoregressive conditional 
heteroscedasticity (GARCH) model to calculate the conditional volatility series. 
Conditional volatility of a time series implies explicit dependence on a past 
sequence of observations.  GARCH model is a technique that can be used to 
model the serial dependence of volatility. The following model is used: 
 2 2 2
1 2 1 3 1,
t t
t t t
y C
A A A
ε
σ σ ε
− −
= +
= + +
 (1) 
where ty  is the time series and 2tσ  the conditional variance of the innovations tε . 
So a constant time series is assumed, where volatility depends on the previous 
value of volatility and the square of the previous innovation. The model above is 
called the constant mean GARCH(1,1) model. 
2.2.1 Maximal overlap discrete wavelet transform 
The Maximal Overlap Discrete Wavelet Transform (MODWT) (Percival & 
Walden 2000) is similar to the Discrete Wavelet Transform (DWT) in that high-
pass and low-pass filters are applied to the input signal at each level. However, in 
the MODWT, the output signal is not subsampled (not decimated). Instead, the 
filters are upsampled at each level. 
Suppose we are given a signal [ ]s n  of length N where 2JN =  for some integer J. 
Let [ ]1h n  and [ ]1g n  be a low-pass filter and a high-pass filter defined by an 
orthogonal wavelet. At the first level of MODWT, the input signal [ ]s n  is 
convolved with [ ]1h n  to obtain approximation coefficients [ ]1a n , and with 
[ ]1g n  to obtain detail coefficients [ ]1d n : 
 [ ] [ ] [ ] [ ] [ ]1 1 1
k
a n h n s n h n k s k= ∗ = −∑  (2) 
 [ ] [ ] [ ] [ ] [ ]1 1 1 .
k
d n g n s n g n k s k= ∗ = −∑  (3) 
Without subsampling, [ ]1a n  and [ ]1d n  are of length N instead of  2N  as in the 
DWT. At the next level of the MODWT, [ ]1a n  is filtered using the same scheme, 
but with modified filters [ ]2h n  and [ ]2g n  obtained by dyadic upsampling [ ]1h n  
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and [ ]1g n . This process is continued recursively. For 01,2, , 1j J= −… , where 
0J J≤ , define 
 [ ] [ ] [ ] [ ] [ ]1 1 1j j j j j
k
a n h n a n h n k a k+ + += ∗ = −∑  (4) 
 [ ] [ ] [ ] [ ] [ ]1 1 1j j j j j
k
d n g n a n g n k a k+ + += ∗ = −∑
'
 (5) 
where [ ] [ ]( )1j jh n U h n+ =  and [ ] [ ]( )1j jg n U g n+ = . Here U is the upsampling 
operator that inserts a zero between every adjacent pair of elements of the time 
series. The output of the MODWT is then the detail coefficients 
[ ] [ ] [ ] [ ]
01 2 3
, , , , Jd n d n d n d n…  and the approximation coefficients [ ]0Ja n . 
2.2.2 MODWT estimator for the wavelet correlation 
In this section, an estimator for wavelet correlation is constructed using the 
MODWT. This estimator was introduced by Percival (1995), Whitcher (1998) 
and Whitcher et al. (2000). An estimator for wavelet cross-correlation is a natural 
extension of the estimator of wavelet correlation and has similar properties. 
The MODWT coefficients indicate changes on a particular scale. Thus, applying 
the MODWT to a stochastic time series produces a scale-by-scale decomposition. 
The basic idea of wavelet variance is to substitute the notion of variability over 
certain scales for the global measure of variability estimated by sample variance 
(Percival & Walden 2000). Same applies to wavelet covariance. The wavelet 
covariance decomposes sample covariance into different time scales. In other 
words, wavelet covariance on a particular time scale indicates the contribution of 
covariance between two stochastic variables from that scale. The wavelet 
covariance at scale 12 jjλ −≡  can be expressed as (Gencay et al. 2002a) 
 ( ) 1 , ,
1
1
cov
j
N
X Y
XY j j t j t
t L
d d
N
λ
−
= −
≡ ∑
'
 (6) 
where 
,
l
j td  are the MODWT wavelet coefficients of variables l on a scale jλ . 
1j jN N L= − +  is the number of coefficients unaffected by the boundary, and 
( ) ( )2 1 1 1jjL L= − − +  is the length of the scale jλ  wavelet filter. 
An estimator of the wavelet covariance can be constructed by simply including 
the MODWT wavelet coefficients affected by the boundary and renormalizing. 
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This covariance is, however, to some degree biased. Because covariance is 
dependent on the magnitude of the variation of time series. It is natural to 
introduce the concept of wavelet correlation. 
The wavelet correlation is simply made up of the wavelet covariance for { },t tX Y  
and the wavelet variance for { }tX  and { }tY . The MODWT estimator of the 
wavelet correlation can be expressed as 
 ( ) ( )( ) ( )
cov XY j
XY j
X j Y j
λ
ρ λ
ν λ ν λ
≡ , (7) 
where ( ) 21 ,11 , ,jN ll j j tt L d l X YNν λ
−
= −
 ≡ = ∑  is the wavelet variance of stochastic 
process (Percival, 1995). 
Confidence intervals 
Calculation of confidence intervals is based on Whitcher et al. (1999, 2000). The 
random interval 
 ( ) ( ) ( ) ( )1 11 1tanh , tanh
3 3XY j XY jj j
p ph h
N N
ρ λ ρ λ
− −    Φ − Φ −       − +      
− −        
 (8) 
captures the true wavelet correlation and provides an approximate ( )100 1 2 %p−  
confidence interval. The function ( ) ( )1tanhh p ρ−≡  defines the Fisher’s z-
transformation. jN  is the number of wavelet coefficients associated with a 
certain scale computed via the DWT, not the MODWT. This is because the 
Fisher’s z-transformation assumes uncorrelated observations and the DWT is 
known to approximately decorrelate a wide range of power-law processes. 
2.3 Empirical analysis 
2.3.1 Empirical Data 
The sample data consists of daily returns and conditional volatilities of major 
world stock indices. The indices included are DAX 30 (Germany), FTSE 100 
(Great Britain), S&P 500 Composite (US) and Nikkei 225 (Japan). The sample 
period spans from May 10, 1988 to January 31, 2007, including 4891 values. The 
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conditional volatilities are calculated using the GARCH model in equation (1). 
The volatility and return series are presented in Figure 1. Summary statistics for 
the series are in tables 1 and 2. The mean of the return series are almost the same 
for SP500, DAX30 and FTSE100 while the mean of Nikkei is slightly negative. 
The standard deviation of Nikkei and DAX30 are somewhat larger than SP500 
and FTSE100. Nikkei and DAX30 have been more volatile than SP500 and 
FTSE100 in the past, although the standard deviation for these volatility series 
has also been larger. 
 
Table 1. Descriptive statistics for the return data of the studied indices. 
Mean, median and standard deviation are presented as 
percentages. 
RETURNS SP500 NIKKEI DAX30 FTSE100 
Mean (%) 0.035 % -0.010 % 0.030 % 0.025 % 
Median (%) 0.021 % 0.000 % 0.035 % 0.008 % 
Standard Deviation (%) 0.964 % 1.377 % 1.376 % 0.979 % 
Kurtosis 4.412 3.890 6.236 3.373 
Skewness -0.146 0.152 -0.433 -0.129 
Minimum -0.071 -0.072 -0.137 -0.059 
Maximum 0.056 0.124 0.076 0.059 
Count 4891 4891 4891 4891 
 
Table 2. Descriptive statistics for the conditional volatility data of the 
studied indices. Mean, median and standard deviation are 
presented as percentages. 
VOLATILITY SP500 NIKKEI DAX30 FTSE100 
Mean (%) 0.0091 0.0132 0.0127 0.0091 
Median (%) 0.0081 0.0124 0.0109 0.0081 
Standard Deviation (%) 0.0034 0.0049 0.0055 0.0035 
Kurtosis 2.0711 2.2037 4.9024 5.9183 
Skewness 1.3838 1.1695 2.0459 2.1411 
Minimum 0.0046 0.0053 0.0065 0.0051 
Maximum 0.0236 0.0444 0.0460 0.0300 
Count 4891 4891 4891 4891 
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Figure 1. Return and conditional volatility series for studied indices. The 
sample period spans from May 10, 1988 to January 31, 2007, 
spanning 4891 values. 
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The MODWT estimator for wavelet correlation is calculated from the return 
series and the estimator of wavelet cross-correlation from the volatility series. 
Multiresolution analysis with nine scales is performed. The first scale represents 
1-2 day averages and the ninth scale represents 256-512 day averages. 95% 
confidence intervals are used to analyze statistical significance. After 
experimenting with a few different wavelet filters, the Daubechies least 
asymmetric wavelet filter of level 8 (LA8) was utilized in the MODWT. This 
filter is favored mostly in literature (Percival & Walden, 2000). The 
decomposition low-pass and high-pass filters of LA8 are presented in figure 2. 
 
 
Figure 2. Daubechies least asymmetric wavelet (High-pass) and scaling (Low-
pass) filters of level 8. High-pass filter is used to extract detail 
information from time series and low-pass filter to extract low-level 
approximation. In the next phase a modified high-pass filter is used 
to extract details of another time scale. 
2.3.2 Empirical results 
Figure 3 demonstrates the wavelet correlations for the returns of the four index 
series. The correlations increase from shorter time scales to longer time scales. 
Previous research has argued that correlations are stronger on the intra-day time 
scales and become weaker when moving towards the daily time-scale (for an 
example see Wongsman 2006). Now the wavelet correlations indicate that 
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correlations increase from the daily time scale onwards. Thus the daily timescale 
appears to have the lowest correlations on the scale dimension. 
 
 
 
 
Figure 3. Wavelet correlation of returns between DAX30, FTSE100, S&P500 
and Nikkei. Corresponding indices are shown above every sub-
figure. Time scale spans from one day to one year in dyadic steps.  
 
For the S&P 500 the increase of correlation from a daily time scale to longer time 
scales slows down or stops around a time scale of one week. Thereafter the 
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correlation stays approximately at the same level all the way to a time scale of 
one year. The correlation between Nikkei and the other indices peaks around a 
time scale of one month. From one month onwards the correlation stays 
approximately at the same level or even decreases a little between Nikkei and 
DAX30. The correlation starts to increase again on a time scale of 128-256 days 
and is significantly stronger on a time scale of one year. Overall the correlations 
with Nikkei are the smallest among the studied correlations, regardless of the time 
horizon. It is often argued in the literature that especially the US market affects 
Japan but not vice versa. Lin et al. (1995) however argue that there is a bi-
directional linkage between the US and Tokyo markets on an intra-day timescale. 
This linkage weakens on longer timescales as can be seen in Figure 3. As 
expected, the correlations between DAX30 and FTSE100 are strong on every 
scale. 
Table 3 represents four different time scales in detail. There is a ranking in order 
of increasing correlation for the time scales of day, week, month and year. The 
ranking is made according to portfolio diversification as the correlations of 
returns are central factors in efficient portfolio diversification. The correlation 
between DAX30 and FTSE100 is strong on every time scale so they take the last 
places in the diversification ranking. One clear aspect of Table 5 is that Nikkei 
listed stocks should be included in portfolios regardless of the time scale studied.  
The top three for every time horizon consists of Nikkei and some other index. On 
the time scales of a day and a week, the most diversified portfolios are formed by 
combining the SP500 and Nikkei listed stocks. If the investment horizon is longer 
(the time scales of a month and a year), the best results are obtained by using the 
European stocks (DAX30, FTSE100) and the Nikkei listed stocks. It is also 
preferable to use the DAX30 listed stocks in portfolio forming, especially if the 
investment horizon is longer (time scale of one year). These results support the 
work of Morano & Beltratti (2008). They find that overall integration between 
markets has increased, expect for Japan. In their study Nikkei has also 
significantly lower correlations with other markets. 
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Table 3.  Correlation diversification ranking on four different time scales. 
Time scales used are a day(scale 1, 1-2 days), a week(scale 3, 4-8 
days), a month(scale 5, 16-32 days) and a year(scale 9, 256-512 
days). Ranking is formed on the basis of portfolio diversification 
efficiency. Correlations are in the parentheses. 5% significance 
level is marked with *. 
Rank Day Week Month Year 
1 SP500 - NIKKEI (-0,071*) 
SP500 - NIKKEI 
(0,294*) 
FTSE100 - NIKKEI 
(0,334*) 
DAX30 - NIKKEI 
(0,480*) 
2 DAX30 - NIKKEI (0,114*) 
DAX30 - NIKKEI 
(0,334*) 
DAX30 - NIKKEI 
(0,420*) 
SP500 - NIKKEI 
(0,521*) 
3 FTSE100 - NIKKEI (0,135*) 
FTSE100 - NIKKEI 
(0,369*) 
SP500 - NIKKEI 
(0,449*) 
FTSE100 - NIKKEI 
(0,602*) 
4 FTSE100 - SP500 (0,139*) 
FTSE100 - SP500 
(0,609*) 
FTSE100 - SP500 
(0,681*) 
DAX30 - SP500 
(0,630*) 
5 DAX30 - SP500 (0,218*) 
DAX30 - SP500 
(0,612*) 
DAX30 - SP500 
(0,689*) 
DAX30 - FTSE100 
(0,665*) 
6 DAX30 - FTSE100 (0,567*) 
DAX30 - FTSE100 
(0,701*) 
DAX30 - FTSE100 
(0,714*) 
FTSE100 - SP500 
(0,834*) 
 
The other topic of this study is the scale-based examination of the cross-
correlation of volatilities of stock indices. The purpose is to acquire more 
information about linkages between the major equity markets and thus, clarifying 
the understanding of dynamic structures between them. The MODWT based 
wavelet cross correlation functions are used as an estimator. An example of these 
functions is presented in figure 4 with the wavelet cross-correlation functions 
between DAX30 and SP500.  
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Figure 4. Example of wavelet cross-correlations on four different time scales 
(1-2, 4-8, 16-32 and 256-512 days). Indices studied are DAX30 and 
SP500. The skew to the left means leading DAX30 and the skew to 
the right means leading SP500. On the horizontal line are lags in 
days and on the vertical line are correlations. 
 
Four different time scales are studied, namely a day, a week, a month and a year.  
Like with the returns, there is a trend of strengthening contemporaneous 
correlation when the time horizon gets longer. From the figure can be seen, that 
the cross correlation on the time scale of a day skews to the right. This means that 
the volatility of SP500 is leading the volatility of DAX30. When the volatility of 
SP500 increases (decreases), the volatility of DAX30 increases (decreases) 1-2 
days later. The same kind of conclusion, in the other direction, can be made on 
the time scale of a month. Now the leading index is DAX30. When dealing with 
one month long averages, changes in the volatility of DAX30 are followed by 
similar changes in the volatility of SP500. The whole cross-correlation analysis 
data between every index and on every time scale are available upon request from 
the author. 
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Cross-correlation functions of volatilities can be used to analyze volatility 
spillovers between different markets. The calculated wavelet cross-correlation 
functions were used for the subjective analysis of volatility spillovers similar to 
the previous paragraph. These results are presented in figure 5. 
 
            
 
           
Figure 5. Volatility spillover flow charts for four different time scales. Flows 
have been visually estimated using the wavelet cross-correlation 
functions. From the upper-left corner the time scales are a day(1-2 
days), a week(4-8 days), a month(16-32 days) and a year(256-512 
days). Black arrows were statistically significant at a 5% level, while 
grey arrows were not. Big arrows describe a very strong volatility 
spillover. 
 
There are four simple diagrams presenting the same time scales for a day, a week, 
a month and a year. On the time scales of a day and a week, there is a clear flow 
of volatility from SP500 to other indices. It is stronger on the shortest time scale, 
but still clear on the time scale of a week. Things are different when we study the 
time scale of a month. There is a flow of volatility from the European indices, 
especially DAX30, to SP500 and Nikkei. This result is an interesting result and 
one that has not been documented before in the literature. This result however 
could be an outcome of the chosen indices. DAX30 differs from other indices in 
the amount of companies included in the index. In the DAX30 there are 30 of the 
largest German companies and in the SP500 there are 500 companies. Therefore 
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there is a substantial difference between these two indices. On the contrary to the 
return analysis and results of Morana & Beltratti (2008) (and somewhat also for 
the study of Hamao et al. (1990)), there is also a spillover from Nikkei to SP500 
on the monthly timescale. The timescale of a year is again similar to the shorter 
time scales. The volatility of SP500 is affecting the volatility of other indices with 
a lag. One different aspect on the longest time scale is that Nikkei is also affecting 
other indices, which contradicts the results of some previous research and support 
for example conclusions of Lin et al. (1995). These correlations were, however, 
statistically significant only at a 10% level. 
2.4 Conclusion 
In this chapter, the linkages between major world stock indices are studied. The 
methodology is based on wavelet correlation (and cross-correlation), which 
decomposes correlation of a time series on a scale by scale basis using the non-
decimated discrete wavelet transform. The wavelet methods give us 
multiresolution analysis for correlation. Therefore we can study correlation's 
dependence on a time scale. This is important because different investors have 
different investment horizons and wavelet analysis can be used to improve 
decision making in the practical situations of risk management, portfolio 
allocation and asset pricing. 
There is a clear trend that the correlation increases, when the time horizon gets 
longer. The previous research argues that correlations decrease when we move 
from the intraday time scales to the daily timescale (Wongsman 2006). The 
results of this study show how the correlations increase from the daily time scale 
to longer time scales. Thus along the scale dimension the correlations appear to be 
the smallest on a daily time scale. The correlations between Nikkei and other 
indices are the smallest on every scale. Morana & Beltratti (2008) find similar 
results on a time scale of one month and now this result is extended to other 
timescales. Therefore, from the standpoint of portfolio diversification, Nikkei 
listed stocks should always be included in the portfolio. The difference is that on 
shorter time scales, Nikkei listed stocks should accompany stocks from SP500, 
while on longer time scales, European stocks should be used. DAX30 has smaller 
correlations with SP500 and Nikkei than FTSE100 and is a better choice in 
investment strategies including European stocks.  
The cross-correlation analysis of volatilities on a scale by scale basis is used to 
analyze volatility spillover effects. There again, dependence on a time scale was 
observed. On shorter time scales there was a volatility spillover from SP500 to 
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other indices. Things change when we move to the time scale of one month. 
Volatility spillover from the European indices, especially DAX30, to SP500 and 
Nikkei was observed. On the longest time scale things are again similar to the 
shorter time scales, where the changes of volatility of SP500 lead changes in the 
other indices. Different aspect compared to the short time horizons is the 
observation of a weak volatility spillover from Nikkei to other indices. The results 
follow the previous literature. Morana & Beltratti (2008) observe the flow from 
the US to other markets and the separate nature of the Japanese market. Also on 
certain scales there is support for the results of Lin et al. (1994) for the influence 
of the Nikkei market to other markets. The strong spillover from the DAX30 
index to other indices is something new which has not been documented before. 
Correlation between returns and volatilities are extensively studied subjects in the 
literature. Above analysis includes the multiresolution analysis to the big picture. 
Decomposing correlation and cross-correlation functions on a scale by scale basis 
allows the study of their time scale dependence. As the results indicate, the 
correlation between returns and the cross-correlation between volatilities are 
dependent on the time scale examined. Investors also should take into account 
their investment horizon when they make risk management and portfolio 
allocation decisions based on the correlation structure between markets. The 
correlation structure diverges when the investment horizon spans over many years 
in contrast to over a few days. 
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3 CONTAGION AMONG MAJOR EQUITY 
MARKETS* 
In this chapter, an analysis of contagion among the major world markets during 
the last 25 years is carried out. The analysis uses a novel way to study contagion 
with the help of wavelet methods. Clear signs of contagion among the major 
markets are found. The results show that short time scale correlation increases 
during a major crisis. At the same time long time scale correlations remain 
approximately at the same level indicating contagion. Also the overall increase of 
interdependence is found. 
3.1 Introduction 
The debate around a phenomenon called contagion has been active in recent 
years. Forbes & Rigobon (2002) define contagion as an increase of correlation 
between markets after some crisis. This is a narrow definition which is not 
universally accepted as a definition of contagion. A more broad definition argues 
that contagion occurs whenever a shock to one country is transmitted to another 
country, even if there are no significant changes in cross-market relationships 
(Forbes & Rigobon 2002). Some researchers argue that contagion cannot be 
defined based on changes in cross-market linkages. Instead, they argue that the 
analysis of contagion should be based on the analysis of shock propagation from 
one country to another and that only certain types of transmission mechanisms 
constitute contagion However, the definition of Forbes and Rigobon has been the 
most popular in recent papers discussing contagion. This definition is also 
adopted in this study with a slightly different perspective. Contagion is defined as 
a temporary increase of short time-scale correlation. By examining how the 
structure of correlation along the scale-dimension changes after some crisis this 
study aims to avoid the heteroscedasticity problem that has plagued contagion 
research based on correlation coefficients. Using wavelets as a tool, linkages 
between markets can be studied on different time scales. If this structure along the 
scale dimension changes in periods of turmoil, it should be an indication of 
contagion. 
                                                 
 
*
  An article based on this chapter received the best paper award at the 2009 Northern Finance 
Association meeting. The article was accepted for publication in the International Journal of 
Managerial Finance. 
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A significant increase of interest over contagion phenomenon occurred after the 
1987 stock market crash (See for example Claessens et. al (2000) for a good 
survey of the contagion literature before the new millennium). King and 
Wadhwani (1990) focus on the major stock markets and find an increase in stock 
market correlations after the 1987 stock market crash, i.e. contagion. Lee and Kim 
(1993) add developing countries to the study and also find evidence of contagion. 
The overall consensus during the nineties was that contagion exists. Forbes and 
Rigobon (2002) argue that previous studies found contagion, because they did not 
correct the correlation measure for heteroscedasticity. Using a heteroscedasticity 
corrected correlation measure they find that contagion does not exist. Following 
the guidelines of Forbes & Rigobon, many other studies end up to similar 
conclusions.  For example Collins and Biekpe (2003) study the integration of 
African countries in the world financial markets and find very little evidence of 
contagion. Lee et al. (2007) find that the South-East Asia tsunami did not trigger 
contagion in the international stock markets (although they find some signs of 
contagion in the foreign exchange markets). Recently the conclusions of Forbes & 
Rigobon (2002) have been criticized. Corsetti et al. (2005) argue that the findings 
of Forbes and Rigobon are a result of an assumed model. They note that the 
model assumes unrealistic restrictions on the variance of country-specific shocks. 
Bartram and Wang (2005) note that the bias Forbes and Rigobon document 
follows directly from the assumptions of their analysis (see also Pesaran and Pick 
2007). Many other corrections for the model of Forbes and Rigobon have been 
proposed. Hon et al. (2007) use a GARCH-model to deal with the 
heteroscedasticity (see also Jokiipii & Lucey 2007).  
Rodriguez (2007) uses a copula approach to investigate contagion and find that 
the dependence structure of stock markets is different when studying tail 
dependence compared to overall dependence. The tail dependence exhibit strong 
changes during the Asian and Mexican crises and is a clear sign of contagion. 
Taking this recent criticism into account, the overall consensus has changed from 
a "no contagion"- to an "at least some contagion"-conclusion or in some cases to 
very strong signs of contagion (see for example Yang and Bessler 2008, Dungey 
et al. 2007). 
The correlation coefficient has been widely used as a measure of interdependence 
in financial research. It is also widely used in contagion studies. Correlation 
literature was already surveyed in the previous chapter. Seminal papers in the 
research area are Lin et al. (1994) on the study of correlation of the volatility of 
New York and Tokyo markets and Longin & Solnik (2001) on the study 
correlation and trend. Other studies are Ramchand & Susmel (1997), Andersen et 
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al. (2001), Ball & Torous (2000), Kearney (2000), Cifarelli and Paladino (2005), 
Baele (2003) and Morana and Belratti (2008). 
In this study, contagion is examined using wavelet correlation and wavelet 
coherence methods. Wavelet correlation methods are achieving an increasing 
popularity in financial time series analysis. A survey of wavelet correlation 
methods was made in the two previous chapters. Wavelet coherence is similar to 
wavelet correlation. It is calculated using the continuous wavelet transform 
instead of the discrete wavelet transform. A wavelet coherence estimator was 
introduced by Grinsted et al. (2004), Torrence & Webster (1999) and Torrence & 
Compo (1998). Wavelet coherence appears to be applied only once in financial 
and economic research. Rua and Nunes (2009) analyze the comovements of stock 
market returns using a similar wavelet coherence method as in this chapter. Their 
focus is however somewhat different. They examine the overall dependence of 
the developed markets on an aggregate level and also separated to different 
sectors. One of the main conclusions of their paper is that on the side of analyzing 
time-varying properties of the comovements, it is also of utmost importance to 
analyze the frequency-varying properties of the comovements. 
This study aims to overtake the debate around the correlation measure being a 
biased measure of contagion by studying correlation on different time scales. In 
addition, making conclusions about correlation as a function of time, conclusions 
as a function of time scale (frequency) are made. If a short time scale correlation 
changes (increases), while a long time-scale correlation remains approximately 
the same, we have contagion. That is the main assumption in the following study. 
This approach avoids the problems of the heteroscedasticity bias of Forbes & 
Rigobon (2002), because volatility should affect both short and long time scale 
correlations. The empirical study is divided into two different parts. The first 
study uses wavelet coherence of the continuous wavelet transform similar to Rua 
and Nunes (2009). This study includes the main contribution of this study. The 
second study uses the estimator of wavelet correlation calculated with the 
maximal overlap discrete wavelet transform. The purpose of the second study is 
to analyze the findings of the wavelet coherence study in more detail. 
3.1 Wavelet coherence and rolling correlation 
3.2.1 Rolling wavelet correlation 
The Maximal Overlap Discrete Wavelet Transform (MODWT) (Percival & 
Walden 2000) is similar to the Discrete Wavelet Transform (DWT) in that the 
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high-pass and low-pass filters are applied to the input signal on each level. 
However, in the MODWT, the output signal is never subsampled (not decimated). 
Instead, the filters are upsampled on each level. The theory behind the MODWT 
based wavelet correlation was introduced in the previous chapter. The study of 
this chapter uses a slight modification of the wavelet correlation. Using a simple 
rolling window approach, the estimator is used to calculate a time series of 
correlation values. 
As was introduced in the previous chapter, the output of the MODWT are the 
detail coefficients [ ] [ ] [ ] [ ]
01 2 3
, , , , Jd n d n d n d n…  and the approximation 
coefficients [ ]
0J
a n . These coefficients are acquired from the convolution 
equations 
 [ ] [ ] [ ] [ ] [ ]1 1 1j j j j j
k
a n h n a n h n k a k+ + += ∗ = −∑  (9) 
 [ ] [ ] [ ] [ ] [ ]1 1 1 .j j j j j
k
d n g n a n g n k a k+ + += ∗ = −∑  (10) 
These equations are applied to the rolling window and this window is rolled 
forward one day at a time. The equations 
 ( ) ( )( ) ( )
cov XY j
XY j
X j Y j
λ
ρ λ
ν λ ν λ
≡
 (11) 
and 
 ( ) ( ) ( ) ( )1 11 1tanh , tanh
3 3XY j XY jj j
p ph h
N N
ρ λ ρ λ
− −    Φ − Φ −       − +      
− −        
 (12) 
are then used to calculate the wavelet correlation and confidence intervals for 
every window. This method gives us an estimation of correlation both in time- 
and scale-space. 
3.2.2 Wavelet coherence 
The second method used to study the presence of contagion effects is the wavelet 
coherence method introduced by Torrence & Compo (1998) and Grinsted et al 
(2004). Instead of the discrete wavelet transform, the estimator for 
interdependence is now based on the continuous wavelet transform. A wavelet 
( )tψ  is a function of time that obeys the admissibility condition 
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where ( )fΨ  is the Fourier transform of ( )tψ . The continuous wavelet transform 
is defined as 
 ( ) ( ) ( )
,
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is the translated and dilated version of the original wavelet function. The wavelet 
coherence of two time series is defined as 
 ( ) ( )( )( )( ) ( )( )
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S s W s
R s
S s W s S s W s
−
− −
=
⋅
 (15) 
where S is a smoothing operator, s is a wavelet scale, ( )XnW s  is the continuous 
wavelet transform of the time series X, ( )YnW s  is the continuous wavelet 
transform of the time series Y and ( )XY X Yn n nW s W W ∗=  is a cross wavelet transform 
of the two time series X and Y (Grinsted et al. 2004 and Torrence & Webster 
1999). The best wavelet for feature extraction purposes is the Morlet wavelet, 
since it provides a good balance between time- and frequency localization. Also 
for the Morlet wavelet the Fourier period is almost equal to the wavelet scale used 
(Grinsted et al. 2004). The smoothing operator is defined to be similar to the 
wavelet used. It is written as 
 ( ) ( )( )( ) ,scale time nS W S S W s=  (16) 
where ( ) ( )
2
22
1
t
s
time S nS W W s c
− 
= ∗ 
 
 and ( ) ( ) ( )( )2 0.6scale S n nS W W s c s= ∗ Π  (see 
Torrence & Webster 1999 for more details). 1c  and 2c  are normalization 
constants and Π  is a rectangle function. The factor of 0.6 is empirically 
determined and follows Torrence & Compo (1998). The statistical significance 
levels of the wavelet coherence are determined using Monte Carlo methods. The 
guidelines of Grinsted et al. (2004) are followed, where the reader is advised to 
look for more detailed information. 
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3.3 Empirical analysis 
3.3.1 Empirical data 
The empirical data consists of four major stock indices. Included are DAX 30 
(Germany), FTSE 100 (Great Britain), S&P 500 Composite (the US) and Nikkei 
225 (Japan). The sample period starts from January 2, 1984 and ends at January 8, 
2009, including 6529 daily closing prices for the studied indices. The estimator of 
wavelet correlation is calculated from the series using the MODWT. The 
dependence of the indices is also examined using wavelet coherence analysis. 
Based on the descriptive analysis of interdependence structure, contagion is tested 
using two different wavelet time scales, namely 2-4 days and 8-16 days (chosen 
time scales are explained later). A test statistic for the differences between 
correlations before and after an incident (defined later) is calculated. Figure 6 
presents a time series of examined indices. In the figure are also marked most of 
the incidents that potentially might have had global influence on financial markets 
during the last 25 years. Abbreviations used in the figures are explained in table 4 
Table 4. A description of abbreviations used in the text and figures 
presented in chronological order. 
BM The Black Monday - The major collapse of the US stock market on October 19, 1987 
GW The gulf war - August 2, 1990, when Saddam Hussein attacked Kuwait 
MX The Mexican peso crisis. The date chosen is December 19, 1994 (Forbes and Rigobon, 2002) 
EA The East Asian financial crisis. The date chosen is July 15, 1997. 
RU The Russian financial crisis. The date chosen is August 13, 1998. 
IT+ The peak of SP500 index during the Dot-Com bubble. The date is March 24, 2000. 
WTC The suicide attacks of al-Qaeda upon the United States on September 11, 2001. 
IT- The lowest point of SP500 after the Dot-Com bubble burst. The date is October 2, 2002. 
GF+ The peak of SP500 during the last bull market before the global financial crisis of 2007-2009. 
GFc The crash of the global stock markets during the global financial crisis of 2007-2009. 
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Figure 6.  Prices of four major world indices. The sample period is from 
January 2, 1984 to January 8, 2009. Abbreviations used in the 
figures are explained in table 4. 
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3.3.2 Empirical results 
Forbes & Rigobon (2002) argue that the method of using an ordinary comparison 
of correlation coefficients during the periods of turmoil and stable is biased 
because of the heteroscedasticity present in the data. Their arguments where 
questioned for example by Bartram & Wang (2005) and Corsetti et al. (2005). 
They question the assumptions made on the variance of the county-specific noise. 
The debate continues. Forbes & Rigobon define contagion simply as an increase 
of the correlation coefficient as a result of some financial crisis. With the 
introduction of multiresolution analysis, these issues can be separated on different 
time scales. If there is an increase in correlation on shorter time scales, longer 
time scales remaining approximately the same, will this result in contagion? This 
is the main assumption of this paper. Such a change in the correlation structure 
around some financial crisis indicates just contagion. This should be a quite 
plausible assumption, because correlations are compared together and in principle 
volatility should not play a role here. Conclusions are made by analyzing the 
correlation dynamics along the scale dimension. If the significance of short 
timescale correlations in the overall correlation structure increase, there is 
contagion. If this kind of concentration on short timescale correlation is not seen, 
there is no contagion. 
Wavelet coherence maps are used as a descriptive tool to analyze correlation 
structure. In the last section at the end of this chapter are the wavelet coherence 
figures between the major markets. The structure of the figures is as follows: The 
shortest time scale in the figures is one week. From the time scale of one week to 
the time scale of 25 days, the sample period has been divided into three different 
figures. This has been done for the sake of clarity. Presented below these three 
figures are the time scales from 26 to 700 days for the whole sample period. The 
wavelet coherence figures give us good tools for a descriptive analysis of 
contagion.  If the signal of contagion is the increase of short time-scale 
correlation, the figures give many indications of contagion. The area, where short 
time scale correlation increases, varies between different crises. Sometimes there 
is an increase of correlation already on a seven day time scale, sometimes the 
increase is around two week - one month time scale. Also the breaking point 
between a changing short time-scale correlation and an approximately constant 
long time-scale correlation varies from around 100 and 200 days. Below is a short 
list of results from the wavelet coherence maps. 
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– An overall increase of correlation during the last 25 years. The increase is 
slightly weaker with Nikkei but still clearly visible. On the other hand the 
European indices and SP500 have experienced a very strong increase of 
correlation.  
– The black Monday causes clear contagion effects. The increase of short 
timescale correlation is strongest with FTSE and SP500 but other indices 
show also clear contagion effects. 
– Around the Gulf war there is also signs of contagion. The signs are however 
not as clear as with the Black Monday. 
– Probably the strongest signs of contagion can be seen around the ongoing 
global financial crisis. 
– Around the East-Asian financial crisis and the Russian financial crisis there 
are some signs of contagion. The signs are, however, quite weak. 
– With the gradually increasing correlation during the last 25 years and the 
contagion effects of the ongoing financial crisis, markets are very strongly 
correlated at the moment. Especially SP500, FTSE and DAX are highly 
correlated at every timescale at the moment. 
 
Previous studies have concentrated mainly on the study of ordinary correlation 
analysis and on its different modifications of it. The wavelet coherence figures 
show clearly that this is not enough. The time scale has to be included in the 
study. Otherwise signs of contagion could be missed because we are studying the 
wrong time scale. 
A study of short time-scale correlation using a discrete version of the wavelet 
transform is used to accompany wavelet coherence analysis for purposes of 
comparison. A multiresolution analysis with the focus on two short time scales is 
performed. The first scale represents 2-4 day averages and the second scale 
represents 16-32 day averages. The time-scale of 2-4 days was chosen as the 
shortest time scale to avoid the bias of different closing times. The longer time 
scale was chosen to be 16-32, because it includes one month on its scale making 
comparison with earlier studies easier. 95% confidence intervals are used to 
analyze the statistical significance. After experimenting with a few different 
wavelet filters, the Haar filter was utilized in the MODWT. Being the simplest of 
all wavelet filters, it mostly avoids the boundary problems of filtering and still 
achieves a quite a good band-pass performance. 
Figures 7 and 8 present a rolling wavelet correlation series for two different time 
scales. Timescales used are 2-4 days and 16-32 days. These figures provide 
support for the findings of the wavelet coherence figures. There are clear signs 
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that correlations increase after the 1987 stock market crash, at the beginning of 
the Gulf War and at the beginning of the global financial crisis of 2008. There is 
also an increase of correlation at the end of 90's. This increase cannot be 
attributed to one specific crisis so easily. The increase begins around the East 
Asian crisis and is strongest during the Russian crisis. Also the figures show that 
during the tranquil periods and bull markets, correlations tend to decrease. These 
all conclusion apply to both time scales being studied. 
 
 
Figure 7. Rolling wavelet correlations using 200 day rolling window. On the 
horizontal line are the studied dates of major incidents. On the left are 
the correlations of 2-4 day wavelet averages. On the right are the 16-
32 day wavelet averages. 
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Figure 8. Continues from previous page. Rolling wavelet correlations using 
200 day rolling window. 
 
As an elementary test for contagion, a t-test is applied to evaluate if there is a 
significant increase in correlation coefficients after an incident. The correlation 
coefficient is calculated using a 250 day time window before and after the 
incident. This was a compromise. A shorter window would not have had enough 
independent data points to study longer time scales. On the other hand a longer 
time scale would not have isolated the immediate surroundings of the incident and 
the effects of many incidents would have mixed up in the correlation coefficient. 
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If 1ρ  is the correlation coefficient before the incident and 2ρ  the correlation 
coefficient after the incident, the test hypotheses are 
 
0 1 2
1 1 2
:
:
H
H
ρ ρ
ρ ρ
>
=
 (17) 
The estimated correlation coefficients are shown in table 5. The table presents 
two different time scales. A time scale of 2-4 days and a time scale of 8-16 days. 
The smallest scale of 1-2 days was not chosen, because it is affected by the 
different closing times of the studied markets. It would have been useful to 
include longer time scales for the contagion test. The degrees of freedom of the 
test decrease quickly with the scale. The time scale of 8-16 days was the last scale 
with reasonably solid results. The focus in this study is the comparison of these 
two timescales around an incident. 
The results indicate that there have been contagion effects between the major 
markets at least three times; during the 1987 financial crisis, at the beginning of 
the Gulf War and now during the global financial crisis. In these cases there is a 
significant increase of correlation between every index studied. The increase is 
often significant even at a one percent level, giving support to the results of 
wavelet coherence analysis. One exception is SP500 and Nikkei during the 1987 
crisis. There is no significant increase in the correlation on a longer time scale. 
Another exception is SP500 and FTSE during the present crisis. At least with the 
sample period that ends to January 8, 2009, there is no significant increase in the 
correlation for both time scales. Somewhat weaker signs of contagion are seen 
after the Gulf War. Indications of contagion are also present with the East Asian 
crisis and the burst of the dot-com bubble on a shorter time-scale. These 
significant increases of the correlation are absent on a longer time scale. 
Therefore it can be alleged that the time scale studied is essential when making 
conclusions about contagion. In the light of these results we can conclude that 
contagion does exist and, especially during the ongoing global market crisis, its' 
presence is clear through all the examined markets. 
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Table 5. The results of t-tests comparing equality of correlation 
coefficients. The correlation coefficients were calculated using 
250 day sample periods before and after some significant date. 
5% and 1% significance levels are marked with * and **. 5% 
significance level was taken as a limit of contagion  
 2-4 days (df 87) 8-16 days (df 8) 
 
Corr. 
before 
Corr. 
after 
Test 
statistic Contagion 
Corr. 
before 
Corr. 
after 
Test 
statistic Contagion 
October 17, 1987 (BM)         
SP500-Nikkei 0.266 0.507 2.209* Yes 0.391 0.596 0.978 No 
SP500-FTSE 0.268 0.704 4.631** Yes 0.289 0.832 3.199** Yes 
SP500-DAX 0.266 0.613 3.403** Yes 0.128 0.675 2.463* Yes 
Nikkei-FTSE 0.186 0.633 4.312** Yes 0.044 0.710 3.007** Yes 
Nikkei-DAX 0.129 0.602 4.373** Yes 0.087 0.696 2.755** Yes 
FTSE-DAX 0.008 0.677 6.293** Yes -0.271 0.819 5.106** Yes 
August 2, 1990 (GW)         
SP500-Nikkei 0.161 0.426 2.258* Yes 0.319 0.581 1.189 No 
SP500-FTSE 0.454 0.602 1.591 No 0.613 0.698 0.532 No 
SP500-DAX 0.347 0.561 2.096* Yes 0.433 0.675 1.268 No 
Nikkei-FTSE 0.172 0.516 3.064** Yes 0.380 0.591 0.992 No 
Nikkei-DAX 0.103 0.546 3.925** Yes 0.088 0.766 3.284** Yes 
FTSE-DAX 0.463 0.620 1.720* Yes 0.525 0.733 1.253 No 
December 19, 1994 (MX)         
SP500-Nikkei 0.224 0.229 0.042 No 0.469 0.066 -1-576 No 
SP500-FTSE 0.499 0.554 0.584 No 0.545 0.660 0.654 No 
SP500-DAX 0.421 0.587 0.366 No 0.261 0.366 0.419 No 
Nikkei-FTSE 0.278 0.231 -0.385 No 0.189 0.355 0.642 No 
Nikkei-DAX 0.194 0.293 0.811 No -0.103 0.451 2.098* Yes 
FTSE-DAX 0.589 0.656 0.814 No 0.594 0.460 -0.668 No 
July 15, 1997 (EA)         
SP500-Nikkei 0.156 0.301 1.179 No 0.298 0.440 0.587 No 
SP500-FTSE 0.566 0.715 1.965* Yes 0.682 0.833 1.299 No 
SP500-DAX 0.531 0.702 2.155* Yes 0.693 0.847 1.398 No 
Nikkei-FTSE 0.095 0.420 2.713** Yes 0.072 0.449 1.464 No 
Nikkei-DAX 0.207 0.385 1.510 No 0.200 0.388 0.735 No 
FTSE-DAX 0.583 0.780 2.929** Yes 0.633 0.842 1.711 No 
August 13, 1998 (RU)         
SP500-Nikkei 0.263 0.352 0.758 No 0.352 0.550 0.893 No 
SP500-FTSE 0.707 0.605 -1.386 No 0.808 0.763 -0.420 No 
SP500-DAX 0.673 0.628 -0.594 No 0.789 0.762 -0.235 No 
Nikkei-FTSE 0.345 0.449 0.952 No 0.358 0.487 0.562 No 
Nikkei-DAX 0.361 0.396 0.309 No 0.300 0.573 1.223 No 
FTSE-DAX 0.725 0.780 0.980 No 0.794 0.790 -0.037 No 
March 24, 2000 (IT)         
SP500-Nikkei 0.186 0.407 1.877* Yes 0.496 0.462 -0.160 No 
SP500-FTSE 0.564 0.655 1.124 No 0.701 0.830 1.137 No 
SP500-DAX 0.518 0.719 2.565** Yes 0.529 0.845 2.316* Yes 
Nikkei-FTSE 0.376 0.295 -0.706 No 0.386 0.307 -0.320 No 
Nikkei-DAX 0.389 0.346 -0.381 No 0.487 0.357 -0.565 No 
FTSE-DAX 0.631 0.761 1.983* Yes 0.504 0.827 2.229* Yes 
September 11, 2001 (WTC)         
SP500-Nikkei 0.393 0.352 -0.367 No 0.518 0.612 0.495 No 
SP500-FTSE 0.654 0.655 0.021 No 0.821 0.898 1.072 No 
SP500-DAX 0.748 0.741 -0.133 No 0.895 0.860 -0.549 No 
Nikkei-FTSE 0.358 0.394 0.325 No 0.374 0.636 1.278 No 
Nikkei-DAX 0.340 0.458 1.092 No 0.446 0.738 1.658 No 
FTSE-DAX 0.815 0.834 0.474 No 0.864 0.875 0.162 No 
July 15, 2007 (GF)         
SP500-Nikkei 0.356 0.605 2.530** Yes 0.633 0.883 2.297* Yes 
SP500-FTSE 0.738 0.777 0.711 No 0.852 0.886 0.486 No 
SP500-DAX 0.652 0.873 4.387** Yes 0.798 0.958 2.951** Yes 
Nikkei-FTSE 0.538 0.702 2.079* Yes 0.751 0.907 1.899* Yes 
Nikkei-DAX 0.531 0.707 2.226* Yes 0.689 0.893 2.111* Yes 
FTSE-DAX 0.844 0.912 2.357** Yes 0.881 0.967 2.377* Yes 
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3.4 Conclusion 
This chapter studies the presence of contagion between major world markets. 
Contagion has been a widely studied subject for two decades. Papers after the 
1987 stock markets crash provided evidence of contagion between markets (King 
and Wadhwani 1990, Lee and Kim 1993). Somewhat later many papers examined 
the presence of contagion in developing markets. There the results were mainly 
similar and provided evidence of contagion (see for example Calvo and Reinhart 
1996). Forbes and Rigobon (2002) end up in a different conclusion. They argue 
that the heteroscedasticity of the return series causes a bias to the correlation and 
therefore contagion mostly does not exist. These conclusions are criticized at least 
by Corsetti et al (2005) and Bartram & Wang (2005). They note that the results of 
Forbes and Rigobon are caused by the assumed model. These days, the consensus 
of contagion lies somewhere in the "some contagion" -zone. 
This chapter extends the contagion literature by adding time scale dimension to 
the picture. Different time scales are analyzed using the continuous wavelet 
transform based wavelet coherence and the discrete wavelet transform based 
wavelet correlation. The results show how the correlations change as a function of 
the scale. As Rua and Nunes (2009) note, much more thorough analysis of 
interrelations can be achieved using the wavelet methods. This applies also to 
contagion study. The correlation structure changes that are found with wavelet 
methods might be missed with ordinary correlation analysis, since the correlation 
in time possibly changes only on a certain time scale. 
The definition of contagion follows Forbes and Rigobon (2002). If there is an 
increase in correlation after some crisis point, we have contagion. In this paper 
contagion is defined to be a change in the short time scale correlations, long time-
scale correlations remaining the same. Using this definition, clear signs of 
contagion are found. Correlations on shorter time scales increase significantly 
while longer time scales remain approximately the same. This is most clearly seen 
with the 1987 stock market crash, the Gulf War and the ongoing global financial 
crisis. Some signs of contagion are seen with other crisis, especially in the 
wavelet coherence analysis. However, these changes are not significant at 5% 
level. The results also show how the short time-scale correlations decrease during 
tranquil periods (bull markets) giving support to the conclusions of Longin and 
Solnik (2001). Also long time-scale correlations indicate an overall increase of 
interdependence during the time period studied. This increase in interdependence 
(Forbes & Rigobon, 2002) plus contagion during the ongoing crisis makes the 
markets very highly correlated on every scale at the moment. 
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The inclusion of a multiresolution analysis, i.e. different time scales, proves out to 
be very important. As a matter of fact, they are almost vital as correlations change 
quickly as a function of scale. Therefore, many changes are seen only during 
certain time scales. The results show that contagion has been a major factor 
between major markets few times in the last 25 years. Contagion phenomenon is 
not disappearing since almost the strongest signs of contagion can be seen during 
the ongoing financial crisis. 
3.5 Wavelet coherence diagrams 
The following pages present the wavelet coherence maps for the studied indices. 
These figures were separated from the main text to maintain readability. On every 
page there are four figures. Three upmost figures represent time scales for 7 to 25 
days. These scales were separated to three figures to make the figures more 
informative. The last figure on every page presents time scales from 25 to 600 
days for the whole sample period. The information title is seen above every 
figure. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Acta Wasaensia     51 
  
 
 
 
 
Pe
rio
d
SP500 - FTSE, shorter time-scales part 1
BM GW
 8
16
 
0.5
0.7
0.8
0.9
Pe
rio
d
SP500 - FTSE, shorter time-scales part 2
MX EA RU IT+
 8
16
 
0.5
0.7
0.8
0.9
Pe
rio
d
SP500 - FTSE, shorter time-scales part 3
WTC IT- GF+ GFc
 8
16
 
0.5
0.7
0.8
0.9
Pe
rio
d
SP500 - FTSE, longer time-scales
BM GW MX EA RU IT+ WTCIT- GF+GFc
 32
 64
128
256
512
 
0.5
0.7
0.8
0.9
52      Acta Wasaensia 
 
 
 
 
Pe
rio
d
Nikkei - FTSE, shorter time-scales part 1
BM GW
 8
16
 
0.5
0.7
0.8
0.9
Pe
rio
d
Nikkei - FTSE, shorter time-scales part 2
MX EA RU IT+
 8
16
 
0.5
0.7
0.8
0.9
Pe
rio
d
Nikkei - FTSE, shorter time-scales part 3
WTC IT- GF+ GFc
 8
16
 
0.5
0.7
0.8
0.9
Pe
rio
d
Nikkei - FTSE, longer time-scales
BM GW MX EA RU IT+ WTCIT- GF+GFc
 32
 64
128
256
512
 
0.5
0.7
0.8
0.9
 Acta Wasaensia     53 
  
 
 
 
 
Pe
rio
d
Nikkei - SP500, shorter time-scales part 1
BM GW
 8
16
 
0.5
0.7
0.8
0.9
Pe
rio
d
Nikkei - SP500, shorter time-scales part 2
MX EA RU IT+
 8
16
 
0.5
0.7
0.8
0.9
Pe
rio
d
Nikkei - SP500, shorter time-scales part 3
WTC IT- GF+ GFc
 8
16
 
0.5
0.7
0.8
0.9
Pe
rio
d
Nikkei - SP500, longer time-scales
BM GW MX EA RU IT+ WTCIT- GF+GFc
 32
 64
128
256
512
 
0.5
0.7
0.8
0.9
54      Acta Wasaensia 
 
 
 
 
Pe
rio
d
Nikkei - DAX, shorter time-scales part 1
BM GW
 8
16
 
0.5
0.7
0.8
0.9
Pe
rio
d
Nikkei - DAX, shorter time-scales part 2
MX EA RU IT+
 8
16
 
0.5
0.7
0.8
0.9
Pe
rio
d
Nikkei - DAX, shorter time-scales part 3
WTC IT- GF+ GFc
 8
16
 
0.5
0.7
0.8
0.9
Pe
rio
d
Nikkei - DAX, longer time-scales
BM GW MX EA RU IT+ WTCIT- GF+GFc
 32
 64
128
256
512
 
0.5
0.7
0.8
0.9
 Acta Wasaensia     55 
  
 
 
 
 
Pe
rio
d
SP500 - DAX, shorter time-scales part 1
BM GW
 8
16
 
0.5
0.7
0.8
0.9
Pe
rio
d
SP500 - DAX, shorter time-scales part 2
MX EA RU IT+
 8
16
 
0.5
0.7
0.8
0.9
Pe
rio
d
SP500 - DAX, shorter time-scales part 3
WTC IT- GF+ GFc
 8
16
 
0.5
0.7
0.8
0.9
Pe
rio
d
SP500 - DAX, longer time-scales
BM GW MX EA RU IT+ WTCIT- GF+GFc
 32
 64
128
256
512
 
0.5
0.7
0.8
0.9
56      Acta Wasaensia 
 
 
 
 
Pe
rio
d
FTSE - DAX, shorter time-scales part 1
BM GW
 8
16
 
0.5
0.7
0.8
0.9
Pe
rio
d
FTSE - DAX, shorter time-scales part 2
MX EA RU IT+
 8
16
 
0.5
0.7
0.8
0.9
Pe
rio
d
FTSE - DAX, shorter time-scales part 3
WTC IT- GF+ GFc
 8
16
 
0.5
0.7
0.8
0.9
Pe
rio
d
FTSE - DAX, longer time-scales
BM GW MX EA RU IT+ WTCIT- GF+GFc
 32
 64
128
256
512
 
0.5
0.7
0.8
0.9
 Acta Wasaensia     57 
  
4 CROSS-CORRELATION BETWEEN MAJOR 
EUROPEAN EXCHANGE RATES 
This chapter examines the lead-lag relations of the major European currencies 
using wavelet cross-correlation. The estimators of wavelet cross-correlation are 
constructed using the maximal overlap discrete wavelet transform. The results 
indicate that the euro and the Swiss franc lead the British pound on larger scales. 
On a one month and longer time scales the lag of the Pound is obvious. Overall 
wavelet cross-correlation reveals a rich dynamical structure between the exchange 
rates. 
4.1 Introduction 
There are many kinds of investors participating in markets. There are investors 
with a short time investment strategy and there are institutional investors whose 
investment time scale might be years. This heterogeneous structure should be 
implemented in the study of market relations. Wavelet methods can handle this 
kind of structure for time series analysis. Wavelet techniques possess a natural 
ability to decompose a time series into several sub-series which may be associated 
with particular time scales. Therefore, wavelet multiresolution analysis (MRA) 
makes it possible to analyze these sub-processes separately. 
Lead-lag relations in the financial time series analysis are widely studied. Knif et 
al. (1995) analyze lead-lag relations between the Swedish and Finnish stock 
markets using the methods of univariate spectral analysis and cross-spectral 
analysis. They find that differences between the return spectra of the two markets 
are significant and that Swedish market leads about ten days for the period 1977-
1985 and five days for the period 1986-1989. Lead-lag relations between options-
market and the related spot market have attracted a significant attention. Boyle et 
al. (1999) for example show that the S&P 500 index option market leads the cash 
index. In their paper they develop a model that relates the bias in implied 
volatility to the lead-lag structure between the two markets. Their results also 
show that implied volatility is statistically significantly biased due the lead-lag 
relationship.  
Linkages between major exchange rates have also been extensively studied. The 
overall dynamics of the foreign exchange market are analyzed for example in 
Mahajan and Wagner (1999), Cai et al. (2008), Gadea et al. (2004), MacDonald & 
Marsh (2004), Tabak & Cajueiro (2006) and Ramsey & Zhang (1997). As 
mentioned, these articles study overall dynamics. Some papers that specifically 
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concentrate on the linkages between exchange rates are presented below. Hong 
(2001) proposes a new test for volatility spillovers and applies this method to 
exchange rates. The series which are scrutinized are weekly exchange rates of the 
Deutsche mark and the Japanese yen against the US dollar from the first week of 
1976 to the last week of 1995. The results mainly indicate that there is not much 
causality in mean and variance between these exchange rates. There is however 
some indication that a change in the Deutsche mark volatility Granger causes a 
change in Japanese yen volatility. Matsushita et. al. (2007) study how closely the 
British pound follows the euro. They find differences in the dynamics of these 
two currencies and conclude that these two currencies should be considered as 
different. Aroskar et al. (2004) study the effect of the 1992 European financial 
market crisis on foreign exchange markets. Using cointegration methods they 
identify a long-term relationship between European currencies expect for the 
British pound which acts somewhat separately from the others. The results also 
include the Deutsche mark dominance against other currencies, especially during 
longer time scales. They also find that this dominance almost vanishes during the 
crisis. Brooks and Hinch (1999) study the lead/lag relationships between Sterling-
denominated exchange rates and find that "bigger" currencies lead "smaller" 
currencies. They also note that the interrelations change significantly with time. 
Krylova et al. (2009) focus on the linkages of major exchange rates by studying 
the cross-dynamics of volatility term structure slopes implied by foreign exchange 
options. Their findings provide interesting new insights to the interrelations of 
exchange rates. For example foreign exchange options indicate that the euro is the 
dominant currency. The implied volatility term structure of the euro affects all the 
other volatility term structures while the term structure of the euro appears to be 
virtually unaffected by other currencies. Nikkinen et al. (2006) also use options to 
study linkages in expected future volatilities among major European currencies. 
The results indicate that the market expectations of future exchange rate 
volatilities are closely linked. The leading role of the euro against the pound and 
the franc is observed again. Wu includes time-scales to the study of linkages 
between USD/DEM and USD/JPY exchange rates. In this study intrinsic mode 
functions and the Hilbert transform are used to characterize the behaviors of 
pricing transmissions. The results indicate that the correlations are stronger in the 
daily time scale than in longer time scales. The correlations also weakened during 
the observation period of 1986-1993. 
Wavelet analysis has been applied to exchange rate analysis several times. 
Gençay, Selçuk and Whitcher (2002b) apply a wavelet multiscaling approach to 
financial time series. They study the properties of foreign exchange volatility 
using a five-minute data. Composing the variance of a time series on different 
scales they find that volatilities follow different scaling laws on different 
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horizons, the break point being one day. Their short investigation of wavelet 
cross-correlation between volatilities indicated that the association between two 
volatilities is stronger at lower frequencies. Similar studies with results that 
indicate importance of a scale-based analysis of exchange rates are for example 
Nekhili et al. (2002) exploring exchange rate returns on different time horizons, 
Lee (2004) in the study of spillover effects between the different geographical 
location of markets and Gençay & Selçuk (2004) studying volatility-return 
dynamics. The research above, which is extended in this chapter, clearly shows 
the importance of time scale based analysis in exchange rate analysis. 
The purpose of this chapter is to examine the lead-lag relations of major European 
exchange rates using the wavelet cross-correlation methods. Although exchange 
rates are widely studied, time-scale based analyses are rare. The research of 
exchange rates has mainly focused on the study of temporal interrelations in time. 
With the introduction of wavelet methods, these interrelations can be studied in 
more detail. Understanding the dynamic behavior of exchange rates is considered 
important because it has important practical implications on the implementation 
of the investment and risk management strategies. Wavelet methods improve the 
understanding of this dynamic behavior. With the discrete wavelet transform it is 
possible to analyze different scale structures or ‘processes’ forming the original 
time series. Lead-lag relations that could not be distinguished in the usual cross-
correlation analysis can be analyzed. Given that the foreign exchange market is 
by far the largest financial market in the world, understanding the dynamic 
behavior of exchange rates is considered essential. Results of this paper directly 
attack the understanding of this dynamic behavior. The focus in this research is 
the dynamic behavior of foreign exchange markets inside Europe. 
4.2 Wavelet cross-covariance and cross-correlation 
The estimators of wavelet cross-correlation and cross-covariance are based on the 
maximal overlap discrete wavelet transform (MODWT) which was introduced in 
the second chapter. The MODWT is a variation of the orthonormal discrete 
wavelet transform (DWT). It is computed similarly to the ordinary DWT but 
without subsampling. Estimators calculated using the MODWT are considered 
more preferable because they are asymptotically more efficient than the estimator 
based on the DWT (Percival, 1995). Furthermore, the ordinary DWT is not 
suitable for cross analyses, because its lack of translational invariance disrupts the 
lag-resolution of the wavelet cross-covariance and cross-correlation (Percival & 
Walden, 2002). The derivation naturally follows closely to the derivation of 
wavelet covariance and wavelet correlation estimators. 
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Let { } { }1 1,0 1, 1, , Lh h h −= …  and { } { }1 1,0 1, 1, , Lg g g −= …  denote the MODWT wavelet 
filter and scaling filter coefficients from a Daubechies compactly supported 
wavelet family (Daubechies, 1992). Let 
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be the discrete Fourier transform (DFT) of { }1h  and define 1,kG  similarly for { }1g
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and the scaling filter for scale 2 Jλ  as the inverse DFT of 
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The vector of MODWT coefficients , 1, ,j j J=W … , defining a jth order partial 
MODWT of time series  { }ix , is defined to be the inverse DFT of ,j k kH X  where 
{ }kX  is the DFT of { }ix . These coefficients are associated with the changes of 
scale jλ . The vector of MODWT scaling coefficients JV  is defined similarly by 
the inverse DFT of 
,J k kG X  and is associated with averages of scale 2 Jλ  and 
higher. The wavelet cross-covariance decomposes the cross-covariance between 
two stochastic processes on a scale-by-scale basis and the wavelet cross-
correlation similarly decomposes the cross-correlation between processes. In the 
following, the MODWT coefficients are used to construct estimators of wavelet 
cross-covariance and cross-correlation. 
Let { } { }1 0 1, , , ,tx x x x−= … …  and { } { }1 0 1, , , ,ty y y y−= … …  be stochastic processes 
whose xd th and yd th order backward differences are stationary Gaussian 
processes. The wavelet cross-covariance for scale 12 jjλ −=  and lag τ  is defined 
to be 
 ( ) ( ) ( ){ }, , ,cov ,x yxy j j t j tτ τγ λ += W W  (21) 
where ( ){ },xj tW  and ( ){ },yj t τ+W  are the scale jλ  MODWT coefficients for { }tx  and 
{ }ty τ+ , respectively. The MODWT coefficients have a mean of zero, when the 
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order of the wavelet filter is { }2 max ,x yL d d≥ ⋅ , and therefore, 
( ) ( ) ( ){ }, , ,E , .x yxy j j t j tτ τγ λ += W W  When calculating an estimate for the wavelet cross-
covariance, the boundary effects of wavelet filtering have to be considered. 
Assuming 0 1, , Nx x −…  and 0 1, , Ny y −…  as realizations of portions of the processes 
{ }tx  and { }ty , define , ,j t j t=W W  for those indices t where ,j tW  is unaffected by 
the boundary of realizations. We define a biased estimator ( ),xy jτγ λ  of the 
wavelet cross-covariance as in Whitcher et al. (1999). The MODWT based 
estimator is defined as 
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We can further define the wavelet cross-correlation for scale jλ  and lag τ  as 
 ( )
( ) ( ){ }
( ){ } ( ){ }( )
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, 1 2
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x y
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x y
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 (23) 
where ( )x jν λ  and ( )y jν λ  are the wavelet variances of stochastic processes 
introduced by Percival (1995). Because of the definition of the correlation 
coefficient, ( ),1 1xy jτρ λ− ≤ ≤  for all , jτ . The wavelet cross-correlation is 
similar to its Fourier counterpart – the magnitude squared coherence – but it is 
related to bands of frequencies (scales). The wavelet cross-correlation provides 
lead-lag relationships between two processes on a scale by scale basis. Since it is 
simply made up of the wavelet cross-covariance for { },t tx y  and wavelet 
variances for { }tx  and { }ty , an unbiased estimator of the wavelet correlation 
based on the MODWT is given by 
 ( ) ( )( ) ( )
,
,
.
xy j
xy j
x j y j
τ
τ
γ λ
ρ λ
ν λ ν λ
=  (24) 
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To calculate the confidence intervals of wavelet cross-correlation, we use the 
results of Whitcher et al. (1999, 2000). To ensure that the confidence intervals are 
between the interval [ ]1,1− , Fisher’s z-transformation 
 ( ) 11 1log tanh
2 1
h ρρ ρ
ρ
−
 +
= = 
− 
 (25) 
is used. For the estimated correlation coefficient ρ , based on n independent 
samples, ( ) ( )( )ˆ3n h hρ ρ− −  has approximately a ( )0,1N  distribution. An 
approximate ( )100 1 2 %p−  confidence interval for ( )xy jρ λ  based on the 
MODWT is 
 ( ) ( ) ( ) ( )1 11 1tanh , tanh
3 3xy j xy jj j
p p
h h
N L N L
ρ λ ρ λ
− −    Φ − Φ −       
− +      
′ ′− − − −        
 (26) 
where ( ) ( )2 1 2 jjL L − ′ = − −   is the number of DWT coefficients associated with 
scale jλ . We use the number of wavelet coefficients as if ( )jρ λ  had been 
computed using the DWT because, under the assumptions of Fisher’s z-
transformation, the denominator should consist of the number of independent 
samples used in the construction of the correlation coefficient (Whitcher et al. 
2000). The DWT is known to approximately decorrelate a wide range of time 
series and thus provides a reasonable measure of the scale-dependent sample size. 
This property does not hold for the number of MODWT coefficients because of 
its lack of downsampling. 
4.3 Empirical analysis 
4.3.1 Empirical data 
The data consists of daily returns of exchange rates between major European 
currencies and the US dollar. The European currencies used are the British pound, 
the euro and the Swiss franc. The sample period is between 12.15.1998 – 
10.18.2005 and includes 2500 observations. The time period starts from the 
introduction of the euro and includes enough observations so that wavelet cross 
correlations of at least four month averages (scale 7 in the MODWT) can be 
analyzed with reasonable confidence intervals. The data was acquired from 
www.oanda.com.  
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Table 6 presents the descriptive statistics for the three series. For every series, the 
skewness and mean are slightly negative suggesting average negative returns. The 
skewness of USD-GBP is slightly less negative and standard deviation somewhat 
smaller than others. However, the skewness does not statistically significantly 
vary from zero in any instance. The excess kurtosis compared to the normal 
distribution is quite significant for all cases. 
 
Table 6. Descriptive statistics for the return data of three euro exchange 
rates. The sample period starts December 15, 1998 and ends 
October 18, 2005. 
Descriptive statistics USD-EUR USD-CHF USD-GBP 
Mean (%) -0.00023 -0.00053 -0.00065 
Standard deviation (%) 0.24 0.25 0.19 
excess kurtosis 1.88 2.06 2.09 
t-value (kurtosis = 3) 19,17 21,09 21,36 
Skewness -0.055 -0.088 -0.019 
t-value (skewness = 0) -1.19 -1.79 -0.38 
Range 0.020 0.022 0.017 
Minimum -0.010 -0.012 -0.009 
Maximum 0.010 0.011 0.008 
Count 2500 2500 2500 
 
Figures 8-10 present the MODWT wavelet coefficients of the first eight scales for 
the three series. Figure 8 presents coefficients for the USD-EUR series, figure 9 
for the USD-CHF series and figure 10 for the USD-GBP return series. A 
somewhat coarse look of the coefficient series is caused by the wavelet filter. 
After a visual comparison, the Coiflet(6) wavelet filter was chosen for the 
analysis, being the best compromise between filters (not too long, not too short) 
and because it is the most symmetric of all wavelet filters. Shorter wavelet filters 
are not as good band-pass filters and longer wavelet filters suffer from the 
boundary effects. Coiflet(6) has a sharp spike in the middle which causes this 
coarse look for the coefficient series. The comparison was done between the 
Haar, Daubechies(4), Coiflet(6) and Least Asymmetric(8) filters. 
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Figure 9. Wavelet coefficients for first eight scales of the USD-EUR return 
series. The time period is 12.15.1998 – 10.18.2005 using a daily 
sample frequency 
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Figure 10. Wavelet coefficients for the first eight scales of the USD-CHF return 
series. The time period is 12.15.1998 – 10.18.2005 using daily 
sample frequency. 
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Figure 11. Wavelet coefficients for the first eight scales of the USD-GBP return 
series. The time period is 12.15.1998 – 10.18.2005 using a daily 
sample frequency 
4.3.2 Empirical results 
Figures 12-17 present the cross-correlation diagram of the MODWT wavelet 
coefficients on eight levels. The scales are associated with periods from 1-2 to 
128-256 days in dyadic steps. Some experiments were made on scale 9, which is 
associated with periods of 256-512 days. This scale is interesting because a one 
year scale belongs to this. However, the sample data did not have enough 
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independent data points for this scale and there were no significant correlations. 
The dotted lines around the cross-correlation function are 95% confidence 
intervals. 
Figures 12-13 present cross-correlations between the euro and the Swiss franc. 
The first scale, associated with the periods of 1-2 days, shows a very strong 
positive contemporaneous correlation associated with negative correlations on 
both sides of the positive correlation. The negative correlations are probably 
artifacts caused by strong contemporaneous correlation and the form of the 
wavelet filter Coiflet(6). The significant negative correlation around the lag of -26 
days and the positive correlation around the lag of 43 days are interesting details.  
 
 
 
Figure 12. Cross-correlation between the wavelet coefficients of levels 1-4 for 
the Euro and the Swiss franc. Diagrams present lags from -70 days to 
+70 days. 
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The next six scales have only a strong positive contemporaneous correlation with 
artificial ‘side-lobes’. Otherwise there are no significant correlations at any other 
lags. The graphs are also quite symmetric, so between the euro and Swiss franc 
there seems to be no significant flow of information on the first seven scales. The 
last scale, associated with the periods of 128-256 days, shows minor asymmetry. 
The strongest positive correlation is on lag 2, which means a two day lead for the 
Swiss Franc against the euro. The asymmetry is also present in the last significant 
positive correlations, which are on lags 37 and -28. 
 
 
 
Figure 13. Cross-correlation between the wavelet coefficients of levels 5-8 for 
the Euro and the Swiss franc. Diagrams present lags from -70 days to 
+70 days. 
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significant correlations on the lags of -30 – (-25) the strongest being the negative 
correlation on the lag of -29 days. Another significant negative correlation is on 
the lag of 42 days. Preceding scales are somewhat similar. On scale six, which is 
associated with the periods of 32-64 days, there are significant negative 
correlations between the lags of 26-48 with a maximum around 30 days, i.e. one 
month.  
 
 
 
Figure 14. Cross-correlation between the wavelet coefficients of levels 1-4 for 
the Euro and the British pound. Diagrams present lags from -70 days 
to +70 days. 
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This asymmetry means that when we are dealing with long time averages (one 
month and longer), the present values of the Euro are positively correlated with 
the future values of the pound. 
 
 
 
Figure 15. Cross-correlation between the wavelet coefficients of levels 5-8 for 
the Euro and the British Pound. Diagrams present lags from -70 days 
to +70 days. 
 
Figures 16-17 present the cross-correlations between the Swiss franc and the 
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There are significant ‘spikes’ on the first scale on locations -29, 27 and 42. The 
significant negative correlation around 30 days on scale six is even stronger than 
in the euro – pound case. The asymmetry of the cross-correlations is also similar 
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and 16. On scale eight the asymmetry is much stronger, the critical values being 
at -32 and 13. 
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Figure 16. Cross-correlation between the wavelet coefficients of levels 1-4 for 
the Swiss Franc and the British Pound. Diagrams present lags from -
70 days to +70 days. 
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Figure 17. Cross-correlation between the wavelet coefficients of levels 5-8 for 
the Swiss Franc and the British Pound. Diagrams present lags from -
70 days to +70 days. 
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Figure 18. Cross-correlation functions between the wavelet coefficients of 
levels 6 and 7 for the euro and the British pound. The pictures at the 
top contain level 6; the lower pictures contain level 7. The first half 
is on the left, the second half is on the right. Diagrams present lags 
from -70 days to +70 days. 
4.4 Conclusions 
This chapter examines the lead-lag relations of the three major European 
currencies using the wavelet cross-correlation methods. The interrelations of 
European exchange rates have been studied quite extensively. The novelty of this 
study is the use of wavelets, which make it possible to investigate the scale 
dimension of the linkages of exchange rates. The maximal overlap discrete 
wavelet transform was used to decompose original series into different scale 
wavelet coefficient series and cross-correlation functions were then calculated 
between the coefficient series to analyze the dynamics of cross-dependence of the 
exchange rates on different time scales. 
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The euro and Swiss franc had very symmetric cross-correlation functions on all 
scales with a very strong positive contemporaneous correlation. This suggests that 
the euro and the Swiss franc move closely together without any significant lead-
lag dynamics. This result is similar to the conclusions of Nikkinen et al. (2006). 
Krylova et al. (2009) find an evidence of nonlinear relationship between the 
Swiss Franc and the euro. There are some very weak findings that support this 
observation as the lead/lag -relations between the euro and the franc change 
direction when we move from shorter time scales to longer time scales. 
Between the euro and the pound there appears to be much more variation between 
scales. The contemporaneous correlation is much weaker than in the euro-franc 
case. There are few other significant correlations on the first two scales. Notable 
was also the significant negative correlation around 30 days on the scale six. This 
correlation was probably caused by some extraordinary phenomenon, because it 
was not present in the second half of the series. These results support the findings 
of Matsushita et al. (2007) who argue that the pound and euro behave differently 
and should not be considered as the same currency. The asymmetry towards the 
euro on larger scales suggests the leading role of the euro against the pound which 
is similar to the results of Krylova et al. (2009) and Nikkinen et al. (2006). 
Cross-correlation functions for the franc-pound case are quite similar to that of 
the euro-pound case. This follows on from the fact that the franc is closely 
connected to the euro with a strong contemporaneous correlation. The features 
found in the euro-pound case, like the asymmetry, are slightly even stronger. 
The only other study that considers the interrelations of exchange rates on 
different time scales is Wu (2007) and this study only examines the USD/DEM 
and USD/JPY exchange rates. However there is one clear difference between the 
results of Wu and the results found using the wavelet cross-correlation methods. 
Wu argues that the correlations between exchange rates are stronger on a daily 
time scale than on longer time scales. However the wavelet cross-correlation 
diagrams suggest just the opposite and almost without exceptions the correlations 
become stronger when the time scale increases.  
Overall the maximal overlap discrete wavelet transform based estimator of cross-
correlation gives good insight to the time scale dependant dynamics of exchange 
rates. Including time-scales a more complete picture of the interrelations can be 
drawn. Participants in the markets naturally have different time horizons in their 
investment plans. Therefore, the wavelet methods are just the right tool for this 
purpose because this way they can extract from the wavelet analysis the time-
scale that interests them most and make decisions according to this time-scale. 
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5 CROSS DYNAMICS OF EXCHANGE RATE 
EXPECTATIONS* 
This chapter provides a novel wavelet analysis on the cross-dynamics of 
exchange rate expectations. Over-the-counter currency options on the euro, the 
Japanese yen, and the British pound vis-à-vis the U.S. dollar are used to extract 
expected probability density functions of future exchange rates and apply recent 
wavelet cross-correlation techniques are applied to analyze linkages in market 
expectations. Significant lead-lag relationships between the expected probability 
densities of major exchange rates are found regardless of time scales. At higher 
frequencies, the USD/JPY exchange rate is found to affect the expected 
distributions of the EUR/USD and GBP/USD exchange rates. However, at lower 
frequencies, there are also significant feedback effects from the EUR/USD 
density functions to the USD/JPY densities. These findings suggest that the 
dynamic structure of the relations between exchange rate expectations varies over 
different time scales. 
5.1 Introduction 
The crisis of the European exchange rate mechanism in 1992 and the Asian 
currency crisis in the autumn of 1997 demonstrate that uncertainty in one 
exchange rate may spread to other exchange rates and cause a chain reaction of 
contagion throughout the foreign exchange markets (see e.g., Baur, 2003; 
Kallberg et al., 2005). These events, together with recent empirical evidence (see 
e.g., Kearney and Patton, 2000; Krylova et al., 2005; Nikkinen et al., 2006; Pérez-
Rodríguez, 2006, Inagaki, 2007), suggest that market expectations and 
uncertainty about exchange rate movements are affected not only by country 
specific economic fundamentals and monetary policy but also by common 
uncertainty factors.   
In this chapter, focus is on the linkages in exchange rate expectations. Although it 
is not directly observable, market participants’ exchange rate expectations may be 
inferred from the prices of currency options. Provided that market participants are 
rational, market prices of currency options should incorporate all the available 
                                                 
 
*
  An article based on this chapter is co-authored with Jussi Nikkinen, Seppo Pynnönen and 
Sami Vähämaa. The article was presented at the 2009 Southern Finance Association meeting, 
the 2008 Eastern Finance Association meeting, the 2007 Midwest Finance Association and the 
2007 Southwestern Finance Association meeting. 
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information about market’s assessment of future exchange rate developments. 
Data on over-the-counter currency option on the euro, the British pound, and the 
Japanese yen vis-à-vis the U.S. dollar are used to extract expected probability 
density functions of future exchange rates.  Furthermore, wavelet techniques are 
utilized again to examine the cross-correlation structures of the option-implied 
probability densities among the major exchange rates over different time scales. 
By focusing on linkages in expected exchange rate distributions over different 
time scales, this chapter provides novel insights into the dynamics of foreign 
exchange markets.  
Over the past few years, several studies have applied wavelet techniques to 
analyze financial time-series. Gencay et al. (2001) and Nekhili et al. (2002) use 
wavelets to examine the scaling properties of exchange rate returns and volatility, 
while Karuppiah and Los (2005) analyze the dynamic structure of Asian spot 
exchange rates over the Asian currency crisis in 1997. Fernandez (2006, 2008) 
adopts wavelet-based variances to analyze the effects of the Asian currency crisis, 
the September 11 terrorist attacks, and the second Gulf war on stock market 
volatility. Kim and In (2005) use wavelet correlations to examine the 
relationships between stock returns and inflation, and Kim and In (2007) between 
stock prices and bond yields. In and Kim (2006) focus on the lead-lag 
relationships between stock and futures markets, while Elder and Serletis (2008) 
apply wavelets to analyze the dynamics of energy futures prices.  
This chapter extends the existing literature by providing a wavelet cross-
correlation analysis of the behavior of exchange rate expectations. This is the first 
attempt to directly address the cross-dynamics of exchange rate expectations, as 
measured by option-implied probability density functions of future exchange 
rates. Given that the foreign exchange market is by far the largest financial market 
in the world, understanding the dynamic behavior of market participants’ 
exchange rate expectations may be considered a high priority task. The analysis 
presented in this chapter may also have important practical implications, as 
linkages in expectations across exchange rates have a direct impact on the 
formulation and implementation of investment and risk management strategies. 
Moreover, from the viewpoint of monetary policy authorities, it is important to 
consider to what extent the expectations of future exchange rates are affected by 
common uncertainty factors and spillover effects which are beyond the control of 
local monetary policy. Finally, by focusing on the linkages in option-implied 
probability distributions of future exchange rates, this chapter may also offer 
useful insights into the behavior of option markets.  
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Empirical findings demonstrate that market expectations of the three major 
exchange rates are closely linked. Regardless of time-scales, significant lead-lag 
relationships between the expected probability densities of exchange rates are 
found. However, findings also suggest that the dynamic structure of exchange rate 
expectations may vary considerably over different time-scales. In terms of short-
run cross-dynamics of volatility expectations, the Japanese yen seems to have a 
leading role among the exchange rate triplet. On a longer scale, however, 
significant feedback effects from the GBP/USD volatility expectations to the 
JPY/USD volatility are found. The wavelet cross-correlations of the higher-order 
moments of option-implied exchange rate distributions indicate that the 
expectations of the JPY/USD exchange rate are virtually unrelated to the 
developments of the European currencies, while the higher-order moments of the 
EUR/USD and GBP/USD densities appear strongly linked with each other. 
The remainder of this chapter is organized as follows. Section 2 describes the data 
on OTC currency options. Section 3 presents the methodology used to extract 
implied probability density functions from option prices. Section 4 discusses the 
wavelet cross-correlation technique applied in this paper. Section 5 reports the 
empirical findings on the cross-dynamics of exchange rate expectations. Finally, 
Section 6 provides concluding remarks. 
5.2 OTC currency option data 
Over-the-counter (OTC) currency options are used to extract the expected 
probability density functions of future exchange rates. The data consist of daily 
one-month implied volatility quotes for at-the-money forward options, 25-delta 
strangles, and 25-delta risk reversals on the EUR/USD, GBP/USD, and JPY/USD 
exchange rates.  According to the Bank for International Settlements (2007), these 
three exchange rates together account for about 52 % of trading in the foreign 
exchange markets with a combined average daily turnover of about 1.6 trillion 
U.S. dollars, and are thereby decidedly the three most actively traded exchange 
rates. The currency options data set used in the analysis extends from October 1, 
2001 through December 31, 2007, for a total of 1610 trading days.  
At-the-money forward options are the most actively traded instruments in the 
OTC currency options markets. They are European-style currency options for 
which the strike price equals, or is very close to, the forward exchange rate with 
the same maturity as the option. OTC currency options are typically quoted in 
implied volatilities with respect to deltas rather than strike prices.  For the at-the-
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money forward options, the delta is, by definition, equal to 0.5, and hence these 
instruments are also commonly referred to as 50-delta options.  
Strangles and risk reversals are standardized OTC contracts, which are both 
combinations of out-of-the-money call and put options. A 25-delta strangle 
consists of a simultaneous purchase of a 25-delta call option and a 25-delta put 
option. The implied volatility quote for a strangle is the spread of the implied 
volatility of the 25-delta call and put options, or the strangle volatility, over the 
implied volatility of an at-the-money forward option. Non-zero volatility quote 
for a strangle reflects market participants’ expectations about the likelihood of 
large future exchange rate movements. A 25-delta risk reversal combines a long 
position in a 25-delta call option with a short position in a 25-delta put option. 
The volatility quote for the risk reversal is the implied volatility differential 
between the 25-delta call and put options. Risk reversal quotes are nonzero if the 
market expectations about future exchange rate movements are asymmetrically 
distributed. Hence, the volatility quotations for strangles and risk reversals 
provide information regarding the distributional shape of exchange rate 
expectations.   
There are several advantages in using OTC currency option data, rather than data 
on exchange-traded options, to estimate implied probability densities of future 
exchange rates. First, OTC currency options have superior liquidity in comparison 
to exchange-traded options. A recent survey by the Bank for International 
Settlements (2007) shows that the notional amount of outstanding exchange-
traded currency options is less than 1 % of the amount of OTC options. Moreover, 
the OTC currency options market has been growing considerably over recent 
years, with about 95 % increase in the average daily turnover during the sample 
period. Second, OTC options have a constant time to maturity, whereas the 
maturity of exchange-traded options varies from day to day. As a consequence, 
estimation problems caused by the time-to-maturity effects of option prices may 
be avoided by using OTC data. Third, as OTC options are quoted in terms of 
deltas, they have a fixed distance between the strike price of the option and the 
current forward rate. Exchange-traded options, in contrast, have fixed strike 
prices, and thus the exact moneyness of these contracts varies from day to day. 
Finally, as documented by Christoffersen and Mazzotta (2005), data on OTC 
currency options is of superior quality for volatility forecasting purposes. 
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5.3 Probability density functions implied by option 
prices 
Let ct denote the time t value of a call option written on exchange rate St, with a 
single expiration date T, and a contractual terminal payoff function 
[ ]max ,0TS K− , where K is the strike price of the option. The theoretical value of 
the call option at time t is equal to the discounted expected value of the terminal 
payoff function: 
 ( )( ) max ,0r T t Pt t Tc e E S K− −= −  
'
 (27) 
where r is the risk-free interest rate and PtE

 denotes the conditional expectations 
operator under the risk-neutral probability measure P . Since the expected rate of 
return for all assets is, by definition, equal to the risk-free interest rate under P , 
the expectation of the option’s terminal payoff can be discounted at the risk-free 
rate. Given the risk-neutral probability density function of the underlying 
exchange rate price at the maturity of the option, ( )Tf S , the time t value of the 
call option can be equivalently expressed as: 
 ( ) ( )( ) max ,0 .r T tt T T Tc e S K f S dS
∞
− −
−∞
= −∫  (28) 
Because the price of the option is a function of the risk-neutral probability density 
of the underlying exchange rate price at the maturity of the option, a set of 
observed option prices with the same maturity but with different strike prices 
implicitly contain information about market participants’ expectations regarding 
the distribution of the underlying exchange rate at the maturity of the option.  
Several methods for extracting the expected probability density function from 
option prices have been proposed in literature. Extensive reviews of these 
alternative methods are provided e.g. in Bahra (1997), Jackwerth (1999), and 
Bliss and Panigirtzoglou (2002). In general, the techniques for estimating implied 
density functions may be broadly classified to parametric and nonparametric 
methods. Whereas the parametric methods postulate a certain parametric form for 
the terminal underlying asset price distribution, the nonparametric methods utilize 
some flexible functions to fit the observed option prices as well as possible, and 
then apply the results derived by Breeden and Litzenberger (1978) to extract the 
implied probability density.  
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Empirical comparisons of alternative methods for estimating implied probability 
density functions are provided in Campa, Chang and Reider (1998), Bliss and 
Panigirtzoglou (2002), and Andersson and Lomakka (2005). Although Campa et 
al. (1998) show that different methodological approaches lead to virtually similar 
implied distributions, the findings reported in Bliss and Panigirtzoglou (2002) and 
Andersson and Lomakka (2005) indicate that the nonparametric volatility 
smoothing methods initially suggested by Shimko (1993) produce more accurate 
estimates of implied probability density functions.  
The implied probability densities from the OTC currency option data are 
estimated with the nonparametric volatility-smoothing method proposed by Malz 
(1997). If the option pricing function can be expressed as a continuous function of 
the strike price, the Breeden-Litzenberger (1978) result can be utilized to extract 
the implied probability density. As shown by Breeden and Litzenberger (1978), 
the discounted risk-neutral probability density function of the underlying asset 
price is given by the second partial derivative of Equation (10) with respect to the 
strike price of the option: 
 
2
2
( , , )( ) .rT
c K T tf S e
K
τ− ∂
=
∂
 (29) 
Unfortunately, only a discrete set of option prices can be observed in the market, 
and thus Equation (3), per se, is only of limited use. The apparent solution is to 
approximate ( , , )c K T t  by interpolating a smooth function through the discrete set 
of observable prices. As discussed above, OTC option data used contains implied 
volatility quotations for at-the-money (50-delta) options and two option 
combinations consisting of out-of-the-money (25-delta) call and put options. 
Given the three quotations, we can infer the implied volatilities for 25-delta, 50-
delta, and 75-delta options, which then in turn can be used to interpolate implied 
volatilities as a function of option deltas. Malz (1997) shows that the implied 
volatility/delta space can be approximated by fitting a spline function with 
parabolic endpoints to the three data points: 
 ( )( ) ( ) ( )20.50 0.25 0.75 0.75 0.25 0.500.5 2 2 0.5 8 8 16 ,δσ σ δ σ σ δ σ σ σ= − − − + − + −  (30) 
where δσ  denotes the implied volatility for an option with delta equal to δ. 
Equation (4) provides a continuous function of implied volatilities in terms of 
option deltas. By utilizing the Garman-Kohlhagen (1983) version of the Black-
Scholes (1973) option pricing model, the continuous implied volatility function is 
converted numerically from the implied volatility/delta space into the option 
price/strike price space to obtain a continuous option pricing function. Then 
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finally, the Breeden-Litzenberger result given by Equation (3) is applied to 
calculate the implied probability density function of the underlying exchange rate. 
Table 7 reports descriptive statistics for the moments of the estimated option-
implied probability density functions of the EUR/USD, GBP/USD, and JPY/USD 
exchange rates over the period of October 1, 2001 through to December 31, 2007. 
 
Table 7. The table reports descriptive statistics for the moments of the 
estimated option-implied probability density functions of the 
EUR/USD, GBP/USD, and JPY/USD exchange rates over the 
period of October 1, 2001 through to December 31, 2007. 
  Mean Median St.Dev. Min Max 
Implied volatility:           
EUR/USD 0.094 0.095 0.018 0.050 0.136 
GBP/USD 0.084 0.084 0.013 0.050 0.121 
JPY/USD 0.099 0.097 0.016 0.064 0.179 
  
          
Implied skewness:           
EUR/USD 0.052 0.050 0.083 -0.175 0.282 
GBP/USD 0.011 0.014 0.086 -0.300 0.228 
JPY/USD 0.191 0.172 0.145 -0.243 0.656 
  
          
Implied kurtosis: 
          
EUR/USD 3.106 3.100 0.032 3.048 3.206 
GBP/USD 3.109 3.102 0.032 3.057 3.230 
JPY/USD 3.164 3.166 0.146 2.499 3.905 
 
The table shows that the implied volatility for the JPY/USD exchange rate is, on 
average, around 10 %, while the EUR/USD and GBP/USD rates exhibit 
somewhat lower volatility with mean estimates of 9.4 % and 8.4 %, respectively. 
Implied volatility estimates, however, have varied considerably over the sample 
period, ranging from 5.0 % for the EUR/USD and GBP/USD exchange rates to 
17.9 % for the USD/JPY rate. Furthermore, the table demonstrates that the 
implied probability densities for the EUR/USD, GBP/USD, and JPY/USD rates 
tend to be positively skewed. This positive skewness indicates that, during the 
sample period, market participants have on average attached higher probabilities 
for sharp U.S. dollar depreciations against the euro, the British pound and the 
Japanese yen than for dollar appreciations. However, the range of implied 
skewness estimates is relatively large, and thereby suggests that asymmetries in 
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exchange rate expectations may vary considerably over time. Finally, the kurtosis 
estimates show that the option-implied probability distributions are slightly fat-
tailed for all three exchange rates. 
5.5 Wavelet cross-correlations between option-implied 
probability densities 
The wavelet cross-correlations between the moments of the option-implied 
probability densities of the EUR/USD, GBP/USD and JPY/USD exchange rates 
are presented in Tables 8-10. The cross-correlations for the time-scales of 4–8 and 
64–128 trading days are reported.  The shorter time-scale (i.e., higher frequency) 
may be interpreted to reflect changes in the short-run market expectations, while 
the longer time-scale (lower frequency) should reflect the expectations related to 
general trends.  
Table 8 reports the wavelet cross-correlations of option-implied exchange rate 
volatilities. As can be noted from the table, the cross-correlations are positive and 
statistically highly significant at lag zero, except between the EUR/USD and 
JPY/USD volatilities on a longer scale. These significant cross-correlations at lag 
zero suggest that the market expectations about future volatilities are 
contemporaneously closely linked among the three major exchange rates. The 
strongest contemporaneous relationship is observed between the EUR/USD and 
GBP/USD volatilities on a longer time-scale, which indicates a particularly close 
linkage of general trends in the volatility expectations of the European currencies. 
The statistically significant cross-correlations between the EUR/USD and 
GBP/USD implied volatilities stretch from lag –3 to lag +3 on a short scale, and 
from lag –30 to lag +20 on a long scale. The longer scale cross-correlation 
function of the EUR/USD-GBP/USD volatilities is distinctly asymmetric, with 
the largest correlations occurring at negative lags (–4 to –2). Moreover, also on a 
shorter scale, the correlation coefficients are also slightly higher for negative than 
for positive lags. These asymmetries in the cross-correlation functions indicate 
that movements in the EUR/USD volatility expectations are leading movements 
in the GBP/USD expectations. The longer scale estimates reported in Table 8 
suggest that changes in the EUR/USD implied volatility are followed by similar 
changes in the GBP/USD volatility with a lag of approximately 2–4 trading days. 
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Table 8. The table reports wavelet cross-correlations between option-
implied volatilities of the EUR/USD, GBP/USD, and JPY/USD 
exchange rates over short (4-8 days) and long (64-128 days) 
time-scales, respectively. ***, **, and * denote significance at 
the 0.01, 0.05, and 0.10 levels, respectively. 
  EUR/USD↔GBP/USD EUR/USD↔JPY/USD GBP/USD↔JPY/USD  
Lag Short scale Long scale Short scale Long scale Short scale Long scale 
-50 -0.003   0.196   0.031   0.065   0.017   0.110   
-45 -0.025   0.299   0.074   0.128   0.028   0.194   
-40 -0.055   0.399   -0.038   0.186   -0.030   0.276   
-35 0.080   0.494   0.069   0.241   0.058   0.354   
-30 0.000   0.582 ** -0.070   0.291   -0.084   0.424   
-25 -0.014   0.661 ** -0.073   0.335   -0.053   0.486   
-20 0.067   0.728 *** -0.030   0.373   -0.040   0.537 * 
-18 0.061   0.751 *** -0.012   0.386   -0.045   0.554 * 
-16 0.033   0.771 *** 0.003   0.398   -0.023   0.569 * 
-14 0.013   0.789 *** 0.023   0.408   0.025   0.582 ** 
-12 0.013   0.804 *** 0.037   0.417   0.064   0.592 ** 
-10 0.006   0.816 *** 0.028   0.424   0.067   0.600 ** 
-8 -0.039   0.825 *** -0.033   0.429   0.017   0.606 ** 
-6 -0.049   0.831 *** -0.103   0.432   -0.044   0.609 ** 
-5 0.009   0.833 *** -0.091   0.433   -0.035   0.609 ** 
-4 0.121   0.834 *** -0.028   0.434   0.017   0.609 ** 
-3 0.305 *** 0.834 *** 0.104   0.434   0.130 * 0.608 ** 
-2 0.498 *** 0.834 *** 0.258 *** 0.433   0.262 *** 0.606 ** 
-1 0.645 *** 0.832 *** 0.394 *** 0.432   0.379 *** 0.604 ** 
0 0.698 *** 0.829 *** 0.470 *** 0.430   0.448 *** 0.601 ** 
1 0.603 *** 0.824 *** 0.435 *** 0.427   0.419 *** 0.596 ** 
2 0.427 *** 0.818 *** 0.335 *** 0.424   0.334 *** 0.592 ** 
3 0.230 *** 0.812 *** 0.207 *** 0.420   0.222 *** 0.586 ** 
4 0.064   0.804 *** 0.093   0.415   0.115   0.580 ** 
5 -0.016   0.796 *** 0.037   0.410   0.056   0.573 * 
6 -0.039   0.787 *** 0.018   0.405   0.029   0.565 * 
8 0.002   0.766 *** 0.033   0.392   0.027   0.548 * 
10 0.006   0.743 *** 0.020   0.378   0.022   0.528 * 
12 -0.045   0.716 *** -0.009   0.361   0.007   0.506 * 
14 -0.072   0.686 ** -0.002   0.343   0.006   0.481   
16 -0.057   0.655 ** 0.013   0.324   0.025   0.455   
18 -0.039   0.620 ** -0.024   0.303   0.044   0.427   
20 -0.036   0.584 ** -0.091   0.281   0.029   0.397   
25 0.014   0.485   0.007   0.223   -0.035   0.316   
30 -0.031   0.377   -0.039   0.163   -0.055   0.230   
35 -0.003   0.263   -0.030   0.099   0.023   0.142   
40 -0.041   0.146   -0.067   0.036   -0.150 ** 0.053   
45 0.024   0.030   -0.030   -0.026   -0.041   -0.032   
50 0.005   -0.083   -0.001   -0.084   -0.002   -0.111   
 
As can be seen from Table 8, the wavelet cross-correlations between the implied 
volatilities of the EUR/USD and JPY/USD exchange rates are significantly 
positive on a short time-scale from lag –2 to lag +3. Again, the cross-correlation 
function is slightly asymmetric, now towards positive lags. This asymmetry 
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towards positive lags indicates that movements in market expectations about the 
future JPY/USD volatility are leading the volatility expectations of the EUR/USD 
rate. On a longer scale, however, all the cross-correlations between the EUR/USD 
and JPY/USD volatilities appear statistically insignificant. 
Interestingly, the cross-correlations between the GBP/USD and JPY/USD implied 
volatilities seem to behave somewhat differently on two time-scales. On a shorter 
scale, there is a slight asymmetry in the cross-correlation function towards 
positive lags, suggesting that changes in the expected JPY/USD volatilities are 
leading the GBP/USD volatility expectations. In contrast, on a longer scale of 64–
128 days, the asymmetry in the cross-correlation function is much stronger and 
now towards negative lags. This correlation structure shows that on a longer time-
scale changes in market expectations of the GBP/USD volatility are followed by 
changes in the JPY/USD volatility with an approximate lag of 2–8 trading days. 
Thus, Table 8 provides slight evidence for the lead of the yen in terms of short-
run market expectations, and somewhat stronger evidence for the lead of the 
pound in terms of expectations related to general trends.  
Another interesting feature in Table 8 is that the higher frequency cross-
correlation between the GBP/USD and JPY/USD volatilities appears negative and 
statistically significant at lag +40. This negative coefficient would suggest that 
movements in the JPY/USD volatility expectations lead to reversed movements in 
the GBP/USD expectations with a lag of 40 trading days. 
The wavelet-based lead-lag relations in volatility expectations are summarized in 
Figure 19. The figure shows that the EUR/USD volatility expectations affect the 
expectations about the future GBP/USD volatility both on short and long time-
scales. Moreover, the Japanese yen seems to have a leading role in terms of short-
run market expectations, as the implied volatilities of the EUR/USD and 
GBP/USD exchange rates are strongly affected by the expected JPY/USD 
volatility on a short time-scale. On a longer scale, however, we find significant 
feedback effects from the GBP/USD volatility expectations to the JPY/USD 
volatility. 
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Figure 19. Wavelet cross-correlations of implied volatility coefficients. The 
solid and dashed lines represent statistically significant causality 
from exchange rate i to exchange rate j over short (4-8 days) and 
long (64-128) time-scales, respectively. 
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Table 9. The table reports wavelet cross-correlations between option-
implied skewness coefficients of the EUR/USD, GBP/USD, and 
JPY/USD probability densities over short (4-8 days) and long 
(64-128 days) time-scales, respectively. ***, **, and * denote 
significance at the 0.01, 0.05, and 0.10 levels, respectively. 
  EUR/USD↔GBP/USD EUR/USD↔JPY/USD GBP/USD↔JPY/USD  
Lag Short scale Long scale Short scale Long scale Short scale Long scale 
-50 0.032   0.141   0.023   0.033   0.028   -0.094   
-45 -0.065   0.231   -0.068   0.005   -0.051   -0.138   
-40 -0.049   0.326   0.022   -0.022   -0.010   -0.175   
-35 0.025   0.422   -0.086   -0.045   -0.089   -0.205   
-30 -0.047   0.515 * -0.036   -0.065   -0.039   -0.227   
-25 0.006   0.601 ** 0.028   -0.080   0.028   -0.240   
-20 -0.080   0.679 ** 0.059   -0.093   0.002   -0.245   
-18 -0.067   0.707 *** 0.082   -0.097   0.006   -0.244   
-16 -0.039   0.733 *** 0.015   -0.101   -0.011   -0.242   
-14 -0.028   0.756 *** -0.070   -0.104   -0.035   -0.239   
-12 -0.022   0.776 *** -0.101   -0.107   -0.045   -0.234   
-10 -0.014   0.792 *** -0.093   -0.109   -0.053   -0.228   
-8 -0.006   0.805 *** -0.062   -0.111   -0.065   -0.221   
-6 0.052   0.813 *** 0.002   -0.113   -0.047   -0.213   
-5 0.137 * 0.815 *** 0.045   -0.115   -0.022   -0.209   
-4 0.270 *** 0.816 *** 0.086   -0.116   0.006   -0.204   
-3 0.449 *** 0.816 *** 0.125   -0.117   0.038   -0.200   
-2 0.614 *** 0.814 *** 0.153 * -0.119   0.069   -0.195   
-1 0.722 *** 0.811 *** 0.162 ** -0.120   0.094   -0.190   
0 0.728 *** 0.805 *** 0.152 ** -0.122   0.113   -0.185   
1 0.609 *** 0.798 *** 0.120 * -0.124   0.115   -0.180   
2 0.425 *** 0.790 *** 0.083   -0.126   0.104   -0.175   
3 0.221 *** 0.780 *** 0.055   -0.128   0.086   -0.170   
4 0.047   0.769 *** 0.041   -0.130   0.067   -0.165   
5 -0.064   0.757 *** 0.042   -0.132   0.055   -0.160   
6 -0.130 * 0.744 *** 0.042   -0.134   0.050   -0.155   
8 -0.159 ** 0.715 *** 0.013   -0.139   0.046   -0.145   
10 -0.116 * 0.682 ** -0.033   -0.144   0.039   -0.135   
12 -0.071   0.648 ** -0.028   -0.149   0.044   -0.125   
14 -0.079   0.611 ** 0.013   -0.154   0.050   -0.116   
16 -0.098   0.573 * 0.004   -0.159   0.018   -0.106   
18 -0.070   0.534 * -0.057   -0.163   -0.043   -0.097   
20 -0.024   0.494   -0.086   -0.168   -0.077   -0.087   
25 -0.022   0.391   0.026   -0.178   -0.025   -0.064   
30 -0.088   0.290   0.003   -0.186   0.011   -0.042   
35 -0.086   0.192   -0.103   -0.194   -0.083   -0.023   
40 0.033   0.100   0.062   -0.200   0.067   -0.007   
45 -0.013   0.016   -0.009   -0.205   -0.031   0.006   
50 0.051   -0.054   0.002   -0.210   0.019   0.013   
 
Table 9 presents the wavelet cross-correlations of option-implied asymmetries in 
exchange rate expectations. The observed lead-lag relationships in asymmetries of 
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expectations are summarized in Figure 20. The higher frequency cross-
correlations between the EUR/USD and GBP/USD expectations display an 
interesting pattern. The correlations are significantly positive from lag –5 to lag 
+3. This asymmetry in the cross-correlation function would indicate that the 
asymmetries in the expected EUR/USD distributions lead to asymmetries in the 
GBP/USD distributions with a short lag. However, as can be noted from Table 9, 
the cross-correlations on the other hand are significantly negative from lag +6 to 
lag +10, thereby suggesting that asymmetries in market expectations may move 
into opposite directions. These negative cross-correlations at positive lags imply 
that increasing asymmetries in the GBP/USD expectations lead to decreasing 
asymmetries in the EUR/USD expectations with a lag of approximately 6–10 
trading days. 
Skewness expectations on longer scale cross-correlations between the EUR/USD 
and GBP/USD are positive and statistically significant from lag –30 to lag +18. 
The cross-correlation function is distinctly asymmetric, with the largest 
correlations occurring at lags from –6 to –2. Therefore, in terms of general trends, 
estimates suggest that increasing asymmetries in the expected EUR/USD 
distributions lead to increasing asymmetries in the GBP/USD distributions with 
an approximate lag of about one week.  
Asymmetries in market expectations about the JPY/USD exchange rate seem to 
be almost unrelated to the asymmetries of the European currencies. On a shorter 
time-scale, the cross-correlations between the EUR/USD and JPY/USD 
expectations are statistically significant between lags –2 and +1. Again, the cross-
correlation function is asymmetric towards negative lags, and thereby suggests 
that asymmetries in the expected EUR/USD distributions affect the asymmetries 
in the JPY/USD distributions with a short lag. As can be noted from Table 9, the 
longer scale cross-correlations between the EUR/USD and JPY/USD expectations 
and all the cross-correlations between the GBP/USD and JPY/USD expectations 
appear statistically insignificant 
 
88      Acta Wasaensia 
 
Figure 20. Wavelet cross-correlations of implied skewness coefficients. The 
solid and dashed lines represent statistically significant causality 
from exchange rate i to exchange rate j over short (4-8 days) and 
long (64-128) time-scales, respectively. 
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Table 10. The table reports wavelet cross-correlations between option-
implied kurtosis coefficients of the EUR/USD, GBP/USD, and 
JPY/USD probability densities over short (4-8 days) and long 
(64-128 days) time-scales, respectively. ***, **, and * denote 
significance at the 0.01, 0.05, and 0.10 levels, respectively. 
  EUR/USD↔GBP/USD EUR/USD↔JPY/USD GBP/USD↔JPY/USD  
Lag Short scale Long scale Short scale Long scale Short scale Long scale 
-50 -0.069   0.343   0.012   -0.035   0.002   0.275   
-45 -0.057   0.439   0.000   -0.021   -0.032   0.294   
-40 0.004   0.529 * -0.010   0.009   0.069   0.309   
-35 0.108   0.611 ** 0.046   0.049   -0.044   0.319   
-30 0.077   0.680 ** -0.017   0.090   0.034   0.325   
-25 0.058   0.733 *** 0.001   0.130   0.011   0.327   
-20 -0.040   0.769 *** -0.029   0.159   -0.033   0.326   
-18 -0.080   0.778 *** 0.012   0.167   -0.011   0.325   
-16 -0.086   0.783 *** 0.059   0.173   0.027   0.323   
-14 -0.039   0.786 *** 0.059   0.176   0.054   0.320   
-12 0.038   0.785 *** -0.006   0.176   0.027   0.317   
-10 0.070   0.781 *** -0.044   0.172   -0.034   0.313   
-8 0.040   0.773 *** -0.019   0.166   -0.044   0.308   
-6 0.031   0.762 *** -0.008   0.159   0.009   0.302   
-5 0.067   0.755 *** -0.009   0.155   0.037   0.299   
-4 0.135 * 0.747 *** -0.008   0.150   0.052   0.296   
-3 0.260 *** 0.738 *** 0.007   0.144   0.061   0.292   
-2 0.387 *** 0.729 *** 0.038   0.138   0.056   0.288   
-1 0.497 *** 0.718 *** 0.063   0.132   0.052   0.284   
0 0.551 *** 0.706 *** 0.077   0.126   0.063   0.279   
1 0.493 *** 0.694 ** 0.065   0.119   0.059   0.274   
2 0.386 *** 0.681 ** 0.040   0.112   0.061   0.268   
3 0.241 *** 0.666 ** 0.015   0.105   0.061   0.262   
4 0.102   0.651 ** -0.002   0.098   0.041   0.255   
5 0.018   0.636 ** -0.002   0.090   0.041   0.249   
6 -0.043   0.619 ** -0.006   0.082   0.030   0.242   
8 -0.053   0.584 ** -0.039   0.065   -0.020   0.227   
10 -0.020   0.547 * -0.067   0.047   -0.106   0.213   
12 0.001   0.507 * -0.014   0.030   -0.108   0.198   
14 -0.006   0.466   0.051   0.013   -0.009   0.182   
16 -0.038   0.423   0.041   -0.005   0.046   0.167   
18 -0.068   0.379   -0.011   -0.024   0.004   0.152   
20 -0.089   0.333   -0.025   -0.041   -0.015   0.137   
25 -0.046   0.216   0.027   -0.083   -0.029   0.102   
30 -0.007   0.097   -0.066   -0.123   -0.045   0.070   
35 -0.032   -0.021   0.023   -0.148   0.047   0.042   
40 0.061   -0.133   0.025   -0.156   -0.048   0.012   
45 -0.141   -0.235   -0.040   -0.147   0.023   -0.020   
50 -0.054   -0.323   0.020   -0.118   0.057   -0.050   
 
The wavelet cross-correlations of option-implied kurtosis estimates are reported 
in Table 10, and the significant lead-lag relations summarized in Figure 21. 
Consistent with previous findings on implied volatility and skewness, the cross-
correlations of kurtosis coefficients also provide considerable evidence to suggest 
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that the market expectations of the two major European currencies are closely 
linked to each other. On a shorter time-scale, the statistically significant cross-
correlations span from lag –4 to lag +3. This cross-correlation function is slightly 
asymmetric towards negative lags. 
 
Figure 21. Wavelet cross-correlations of implied kurtosis coefficients. The solid 
and dashed lines represent statistically significant causality from 
exchange rate i to exchange rate j over short (4-8 days) and long (64-
128) time-scales, respectively. 
 
The longer scale cross-correlations between the kurtosis coefficients of the 
EUR/USD and GBP/USD densities are positive and significant between lags –40 
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and +12. The cross-correlation function is strongly asymmetric, with the highest 
correlations observed at lags –16 to –10. These findings indicate that, in terms of 
general trends, the expectations of future extreme movements in the EUR/USD 
exchange rate are leading the expectations about extreme movements in the 
GBP/USD rate by about two to three weeks. The market expectations regarding 
the JPY/USD exchange rate appear to be unrelated to the developments of the 
European currencies, as the cross-correlations between the implied kurtosis 
estimates are statistically insignificant at all lags on both time-scales. 
5.6 Conclusions 
This chapter focuses on the cross-dynamics of exchange rate expectations. Over-
the-counter currency options on the euro, the Japanese yen, and the British pound 
vis-à-vis the U.S. dollar are used to extract expected probability density functions 
of future exchange rates, followed by applying recent wavelet cross-correlation 
techniques are applied to analyze linkages in these option-implied market 
expectations over different time-scales. By focusing on the dynamic structure of 
the relations between expected exchange rate distributions, this paper provides 
new insights into the dynamics of foreign exchange markets.  
Empirical findings demonstrate that market expectations are closely linked among 
the three major exchange rates. Regardless of time-scales, significant lead-lag 
relationships between the expected probability densities of exchange rates are 
found. The linkages in market expectations appear particularly strong between the 
EUR/USD and GBP/USD exchange rates. On shorter time-scale, the implied 
volatility of the JPY/USD exchange rate is found to affect the volatilities of the 
EUR/USD and GBP/USD rates. Thus, the Japanese yen seems to have a leading 
role among the exchange rate triplet in terms of short-run dynamics of volatility 
expectations. On a longer scale, however, there are also significant feedback 
effects from the GBP/USD volatility expectations to the JPY/USD volatility.  
The wavelet cross-correlations of the higher-order moments of option-implied 
exchange rate distributions indicate that the market expectations about the 
JPY/USD exchange rate are virtually unrelated to the developments of the 
European currencies. The higher-order moments of the expected EUR/USD and 
GBP/USD densities are strongly linked to each other, especially on a longer time-
scale. The results indicate that movements in the skewness and kurtosis of the 
expected EUR/USD distributions may lead to movements in the GBP/USD 
distributions. In general, empirical findings suggest that the dynamic structure of 
exchange rate expectations may vary considerably over different time-scales. 
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6 WAVELET NETWORKS IN FINANCIAL 
FORECASTING 
This chapter examines the predictability of the major exchange rates on different 
time scales. The applied forecasting method is a wavelet network model which is 
compared to a simple linear forecasting model and a random walk model. It is 
found that the nonlinear forecast method does not improve forecasting 
performance. Fit to a training data is always better with the wavelet network, but 
fit to a testing data is always opposite, the linear model being better. Forecasting 
with the shorter forecast horizon is better, which is in contrast to the recent results 
that forecasting performance improves with longer forecasting horizons. 
6.1 Introduction 
Forecasting a financial time series is a very specific problem in time series 
forecasting and has very long traditions. Almost a hundred years ago Bachelier 
(1914) studied the nature of security prices and proposed a random walk as a 
characteristic for their movement (Lendasse et al. 2000). The consensus thereafter 
has mainly been that security prices have no memory, i.e. the past cannot be used 
to predict the future in any meaningful way. A famous paper by Fama (1965) 
argues that the security prices do follow the random walk model. This result has a 
close connection to the efficient market hypothesis (EMH), which means in short, 
that a security price reflects all the information of the market and the security. 
The seminal work of Meese and Rogoff (1983) provided similar results 
specifically for exchange rates. They argue that a simple driftless random walk 
model outperforms models that are based on economic theory. 
With the availability of non-linear methods, forecasting has again acquired more 
interest. In particular, neural networks have gained popularity among researchers. 
The first results of neural networks in the middle of 20th century were not very 
encouraging and interest to them decreased significantly. At the end of 1980s, 
when Hornik et al. (1989, 1990) proved that neural networks are universal 
approximators, researchers became interested in them again. Thereafter, 
forecasting economic time series with neural networks has been widely studied 
(see for example Swanson & White (1997) for further reference). Neural 
networks particularly in exchange rate forecasting are studied in Majhi et al. 
(2009); Mitra & Mitra (2006); Shazly & Shazly (1999); Meade (2002); Wong et 
al. (2003); Yu et al. (2005) and Zhang & Hu (1998). The progress with exchange 
rates was rather slow. The main conclusion during the nineties was that 
predictability exists only with very long forecast horizons. Chinn & Meese (1995) 
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compare four different structural exchange rate models. They find that, compared 
to the random walk model, there is some improvement with these models only on 
longer horizons.. Faust et al. (2003) question improvements in the exchange rate 
forecasting. They note that in almost every case, the documented improvements 
in the forecasting are achieved only with the original data and disappear with a 
data revision. However recent years have shown some progress in forecasting 
exchange rates. Carriero et al (2009) use a large Bayesian VAR model to forecast 
exchange rates. Their model outperforms other forecasting methods 
systematically in every situation. They also achieve an improved forecasting 
performance on shorter time horizons. Abutaleb et al. (2003) use a time-varying 
exchange rate model and also achieve promising results.  
Wavelet networks are a special class of neural networks where activation 
functions are wavelet functions. The same universal approximation result holds 
also for wavelet networks. It has also been argued in many papers that wavelet 
networks are usually better in non-linear regression than ordinary feed-forward 
neural networks (Zhang & Benveniste 1992). The interest among wavelet 
networks has increased enormously during recent years. The best results among 
financial time series are achieved by Chauhan et al. (2009). They combine 
wavelet networks with a differential evolution algorithm (Storn and Price 1997) 
and achieve very promising results. Their prediction model outperforms previous 
models in all cases. 
The purpose of this chapter is to study the non-linear structure in exchange rates 
and the performance of wavelet networks in financial forecasting. The 
comparison was made between a pure linear model, a linear model + wavelet 
network –model and a random walk model. Including the linear model to the 
wavelet network, the aim is to let wavelet network focus on the non-linear 
structure of the data. Results show that the non-linear wavelet network model 
does not improve forecast and fits only to the noise of the data. In this way the 
results confirm the original views of Meese and Rogoff (1983) and support the 
views of Faust et al. (2003). There is also no improvement in predictability as we 
move from a short forecast horizon to a long forecast horizon. This is in contrast 
to the recent consensus that forecasting improves at longer time intervals. 
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6.2 Continuous wavelet transform and wavelet 
networks 
6.2.1 Continuous wavelet transform 
Wavelet networks are constructed using radial wavelets, which have a one 
dimensional dilation parameter regardless of their dimension. Behind the wavelet 
networks is the theory of continuous wavelet transform Central in the theory of 
the continuous wavelet transform is the admissibility condition. A pair of radial 
functions ( )2, dLϕ ψ ∈   is admissible as analysis and synthesis wavelets, if they 
satisfy the condition 
 ( ) ( )1
0
ˆˆ 1, ,
da a a daϕ ω ψ ω ω
∞
− = ∀ ∈∫   (31) 
where ϕˆ  and ˆψ  are the Fourier transforms of ϕ  and ψ  respectively. 
Because the functions ϕ  and ψ  are radial, the integral in (31) does not depend on 
ω ≠ 0 . Daubechies proves the following theorem (Daubechies 1992). 
Let ϕ  and ψ  be a pair of radial functions satisfying (31). Then for any function 
( )∈ 2 df L , the following formulae define an isometry between ( )2 dL  and  
( )+ × 2 dL : 
 ( ) ( ) ( )( )ϕ−= −∫

1 2
,
d
d
u a a f a dt x x t x
 (32) 
 ( ) ( ) ( )( ) 1 2, ,
d
d
f u a a a dadψ
+
−
×
= −∫x t x t t
 
 (33) 
where 
+∈ a  and ∈ 
d
t
 are dilation and translation parameters. Dilation 
parameter stretches and translation parameter moves a wavelet function along 
coordinates.  Equations (32) and (33) define the continuous wavelet transform of 
function f and its inverse transform. 
For this transform to be implementable on digital computers, it has to be 
discretized. For a discrete version of (33) 
 ( ) ( )ψ= −∑ i i i
i
f u ax x t  (34) 
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to hold, some conditions are required. It can be proven that the family of 
translated and dilated wavelets 
 ( ){ }ψ − ∈ 2 :di i ia a ix t  (35) 
can be used to form the discrete reconstruction (34) if the family constitutes a 
frame (Daubechies 1992). 
6.2.2 Wavelet Network 
The family of wavelets (35) is usually a regular lattice 
( ){ }∈ ∈ 0 0, : ,n da mt n m . In high dimensional problems, this wavelet basis or 
frame grows very large. This curse of dimensionality can be dealt in some 
particular situations, for example when the function f is mostly smooth but has 
localized irregularities. Then we can expect that the wavelet estimator will be 
more efficient if the wavelet “basis” is constructed according to the training data. 
This idea of adaptive discretization is behind wavelet networks. 
When forming the discrete reconstruction (34), the values of ( ),i ia t  can be 
adaptively determined according to the function f or the sampled data. So all the 
parameters ( ), ,i i iu a t  of (34) are adapted and we get something that, in form, 
closely resembles feed-forward neural networks in form. Therefore this adaptive 
discrete inverse wavelet transform is called wavelet networks and techniques of 
neural networks can be applied. 
Ordinary feed-forward neural networks used in the context of nonparametric 
regression are usually first randomly initialized and then trained by a 
backpropagation procedure. In this respect, wavelet networks have an advantage 
through their connection to the continuous wavelet transform. For example one 
could first form the wavelet basis and then use the methods of wavelet shrinkage 
(Percival & Walden 2000) to reduce the number of wavelets.  In this analysis the 
initialization method proposed by Zhang (1994) is used. This method combines 
techniques in regression analysis and backpropagation procedures. 
6.3 Methodology 
The approach in the empirical part follows the method proposed by Zhang (1994). 
The outline of this approach is as follows: 
96      Acta Wasaensia 
1. Construct a library W of discretely dilated and translated versions of given 
wavelet ψ  that is constructed according to the available training data set. 
2. For selecting the best wavelets from the library, the second method of Zhang 
(1994) is used. It is called stepwise selection by orthogonalization –method. In 
this method the wavelet that linearly spans with the previous wavelets closest 
to the space wanted is repeatedly selected. 
3. The last step is ordinary backpropagation using a quasi-Newton procedure 
with steps 1 and 2 as initialization. 
Constructing the wavelet library is in principle the same procedure as discretizing 
the continuous wavelet transform. The standard discretization is a regular lattice 
 ( ){ }ψ − ⋅ ∈ ∈ 0 0 : ,n da n mx m t  (36) 
Usually in discretization a dyadic grid is used. 
The countable family (36) is too large to be used in wavelet networks. But almost 
always regression concerns only a compact domain ⊂dD . Hence in practice 
∈dm
 
 can be replaced by ∈
t
m S  in (36), with a finite set ⊂ d
t
S .  
Restrictions on n can also be set by focusing on the resolution levels that have 
significance to the problem at hand. So the family (36) becomes 
 ( ) ( ){ }ψ − ⋅ ∈ ∈0 0 : ,n a ta n S m S nx m t  (37) 
Some wavelets in (37) do not contain any sample point in their support. So after 
forming the library (37) the training data is scanned and for each sample point the 
wavelets in (37) whose supports contain the sample point are determined. This 
method is preferable in this situation because it is not necessary for the large 
library to be actually created and allows us to handle problems of relatively large 
input dimensions. With these methods the library of wavelet regressor candidates 
are formed 
 ( ) ( )( ) ( )( )
1
22
1
: , , 1, ,
N
i i i i i i i k i
k
W a a i Lψ ψ α ψ α ψ
−
=
= = − = − =
                
∑x x t x t …  (38) 
where α
i
 are normalization factors of wavelets. 
The selection of the candidates proceeds in the following way. For the first stage, 
select the wavelet in W that best fits the training data, and then repeatedly select 
the wavelet that best fits the data while working together with the previously 
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selected wavelets. This method of stepwise selection by orthogonalization is a 
very straightforward method. It consists of many small steps that are not 
presented here. Thorough explanation of the method can be found from Zhang 
(1994). Zhang presents calculations of the computational burden of his three 
methods for selecting the best wavelets from the library. He finds that in most 
cases the method applied here is the best compromise between the effectiveness 
of the regressor selection and the computational burden. He however warns that 
because these methods are heuristic, one cannot determine a method that is 
always more effective than others (Zhang 1994). 
In the last step this construction is then used as the initialization of a 
backpropagation procedure that will further refine the wavelet network by 
adapting its dilation, translation and linear parameters on the training data. A 
quasi-Newton algorithm is applied in the backpropagation algorithm. Also linear 
connections are included to capture the linear properties of the empirical data. 
6.4 Empirical analysis 
6.4.1 Empirical data 
The data consists of average returns and volatilities of the exchange rates between 
the Japanese Yen, the British Pound and the Deutsche Mark vis-à-vis the US 
dollar. Daily observations cover the period from January 6, 1971 to February 15, 
2007. From these daily observations 10 and 30 day average returns and 10 and 30 
day volatilities are calculated. The volatilities are calculated as standard 
deviations of the daily returns. 
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Figure 22. Average returns series for the exchange rates studied. The sample 
period begins on January 6, 1971 and ends on February 15, 2007 
 
 
 
Figure 23. Average volatility series for three exchange rates. The sample period 
begins on January 6, 1971 and ends on February 15, 2007 
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Figures 21 and 22 present the studied series and table 11 and 12 descriptive 
statistics. The mean returns, except the pound, are slightly negative, and the mean 
volatilities are around 0.4. The skewness is negative for DEM and JPY for the 
return series but otherwise positive. All series have excess kurtosis. Because of 
only a few extreme values, the minimum and maximum values are quite large. 
Despite these statistics, no transformations were made. For example Meese and 
Rogoff (1983) suggest log-transformation for forecasting purposes. These kinds 
of transformations were not considered vital in this work, because the main focus 
is on the comparison, not in the absolute forecasting performance. 
 
Table 11. Descriptive statistics for return series. The statistics are presented 
on both time horizons. The mean, standard error and standard 
deviation are presented as percentages to maintain readability. 
10 DAY RETURNS 
 USD-JPY  USD-GBP  USD-DEM  
Mean (%) -0.0082 0.0015 -0.0067 
t-value (mean=0) -1.71 0.35 -1.43 
Standard Deviation (%) 0.17 0.16 0.17 
Excess Kurtosis 6.59 3.45 1.45 
Skewness -1.00 0.36 -0.16 
Range 0.022 0.019 0.016 
Minimum -0.015 -0.0074 -0.0086 
Maximum 0.0067 0.012 0.0071 
Count 1318 1318 1318 
30 DAY RETURNS 
 USD-JPY  USD-GBP USD-DEM 
Mean (%) -0.0082 0.0015 -0.0067 
t-value (mean=0) -1.59 0.33 -1.33 
Standard Deviation (%) 0.11 0.097 0.10 
Excess Kurtosis 1.55 1.23 0.63 
Skewness -0.58 0.13 -0.11 
Range 0.0073 0.0072 0.0065 
Minimum -0.0044 -0.0033 -0.0035 
Maximum 0.0029 0.0040 0.0030 
Count 439 439 439 
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Table 12. Descriptive statistics for volatility series. The statistics are 
presented on both time horizons. The mean, standard error and 
standard deviation are presented as percentages to maintain 
readability. 
6.4.2 Empirical results 
Figure 23 shows examples of the performance of both forecast methods for an 
out-of-sample returns data. 10 day averages have a very strong variation around 
zero. The linear forecast method is not capable in capturing this kind of extreme 
variation and the fitted series stays close to zero for the whole period. The 
wavelet forecast method follows these extreme variations somewhat better. 
However the fitted series is still far from the original series. 
Things are somewhat better for the 30 day averages. Variations are slower and the 
forecast models have a greater chance to follow the data. The linear forecast 
method still stays quite close to zero. The wavelet forecast method, however, 
follows the out-of sample data subsequently better. So the results of Chinn & 
Meese (1995) appear to be correct at least visually. On longer forecast horizons, 
the variations are not strong and the applied forecast method is able to adapt to 
10 DAY VOLATILITIES 
 USD-JPY USD-GBP USD-DEM 
Mean (%) 0.43 0.41 0.46 
Standard Error (%) 0.0074 0.0065 0.0068 
Standard Deviation (%) 0.26 0.24 0.25 
Excess Kurtosis 10.18 3.36 5.78 
Skewness 1.85 1.26 1.55 
Range 0.030 0.017 0.024 
Minimum 0 0 0.00015 
Maximum 0.030 0.017 0.024 
Count 1318 1318 1318 
30 DAY VOLATILITIES 
 USD-JPY USD-GBP USD-DEM 
Mean (%) 0.45 0.42 0.48 
Standard Error (%) 0.011 0.0097 0.010 
Standard Deviation (%) 0.23 0.20 0.21 
Kurtosis 3.88 2.08 2.21 
Skewness 1.04 0.85 0.90 
Range 0.018 0.013 0.015 
Minimum 0.000048 0.00015 0.00025 
Maximum 0.018 0.013 0.015 
Count 439 439 439 
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the changes. And thus, succeeds an improved forecast performance on longer 
time horizons 
 
 
 
Figure 24. Examples of forecasts for return series. The green line represents the 
true series and the blue line the forecast for wavelet network and 
linear model. 
 
Similar conclusion can be made from the volatility forecasts presented in Figure 
24. Extreme variations of the shorter forecast horizon makes the forecasting 
difficult for both forecast methods. Now the linear forecast methods appear to be 
more suited. For some reason, the wavelet forecast method has very poor 
forecasts at the beginning of the data after strong volatilities. On the longer 
forecast horizon, things look quite good for both models. Especially the wavelet 
forecasts follow the data flawlessly. So again the improvements on the longer 
forecast horizon are seen. 
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Figure 25. Examples of forecasts for volatility series. The green line represents 
the true series and the blue line the forecast. 
 
Figure 25 presents mean square errors for the forecasts with different models. In 
every instance we see that the nonlinear wavelet network does not improve 
forecasts. The mean square error of the linear model is the smallest closely 
followed by the wavelet network model. When compared to the forecasts of the 
random walk model, some improvement in the forecasts can be seen, expect for 
the 30 day volatility forecasts. 
However the improvements are quite modest and the results somewhat support 
the conclusions of Meese and Rogoff (1983). More important is the results that a 
complex non-linear forecast method does not improve forecast performance at all. 
This result supports the conclusions of Faust et al. (2002). Although there has 
been an increasing popularity in different nonlinear forecasting methods, 
especially neural network methods, the documented improvements are probably 
not so significant. The nonlinear methods tend to fit to the noise of the data and 
do not improve forecasts. Linear methods are more robust. Surprisingly, the MSE 
results do not support the consensus of the nineties that longer time horizons are 
easier to forecast (see for example Chinn & Meese 1995). On the contrary there is 
stronger improvement against the random walk model on the short time horizon. 
This results are in line with the results of Carriero et al. (2009). 
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Figure 26. Mean square errors for the forecasts. The errors are presented on two 
different time horizons. The left side represents the 10 day horizon 
and on the right side the 30 day horizon. Different colors present 
different forecasting method. 
6.5 Conclusions 
This chapter examines the predictability of return and volatility series on different 
time scales. The results show that using a non-linear forecasting method does not 
improve forecasting performance. The wavelet network just fits to the noise of the 
training data and forecasts from the network are worse than forecasts from the 
linear model. These results support the findings of Faust et al. (2002). They 
question the improvements of the previous contributions and note that reported 
improvements are seen only with the data used in the original paper. 
Forecasts of both the wavelet network model and the linear model are somewhat 
better than the random walk model, suggesting that there is predictability in these 
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series. However the improvements are quite modest so in this sense we are still 
quite close to the conclusions of Meese and Rogoff (1983). The predictability 
does not improve on the longer forecasting horizons. On the contrary there is a 
larger difference between the studied models and the random walk model when 
we are dealing with shorter forecast horizons. This is in contrast to the recent 
results that forecasts improve when time horizon increases (Chinn & Meese 1995) 
and somewhat supports the findings of Carriaro et al. (2009). Using even longer 
forecast horizons might change the picture, which is left for future research. 
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7 CONCLUDING REMARKS 
The previous chapters have presented new applications of wavelet in finance and 
have extended previous work within the research area. 
In the second chapter, the linkages between major world stock indices are studied. 
The methodology is based on wavelet correlation (and cross-correlation), that 
give us multiresolution analysis of interdependence between indices. With 
wavelet correlation we can study correlation's dependence on the time scale. The 
third chapter studies the presence of contagion between major world markets. 
This chapter extends the contagion literature by adding the time scale dimension 
to the picture. Different time scales are analyzed using the continuous wavelet 
transform based wavelet coherence and the discrete wavelet transform based 
wavelet correlation. The results show how the correlations change as a function of 
the time scale. The fourth chapter examines extensively the lead-lag relations of 
the three major European currencies using the wavelet cross-correlation methods. 
This makes it possible to investigate scale dimension of the linkages of the 
exchange rates. The maximal overlap discrete wavelet transform was used to 
decompose the original series into different scale wavelet coefficient series and 
cross-correlation functions were then calculated between the coefficient series to 
analyze the dynamics of cross-dependence of the exchange rates on different time 
scales. The fifth chapter focuses on the cross-dynamics of exchange rate 
expectations. Over-the-counter currency options on the euro, the Japanese yen, 
and the British pound vis-à-vis the U.S. dollar are used to extract expected 
probability density functions of future exchange rates. The moments of density 
functions are analyzed using wavelet techniques to study linkages in these option-
implied market expectations over different time-scales. Focusing on the dynamic 
structure of the relations between expected exchange rate distributions, this 
provides new insights into the dynamics of foreign exchange markets. The sixth 
chapter examines the predictability of return and volatility series on different time 
scales. The purpose of this chapter is to study the non-linear structure in the 
exchange rates and the performance of wavelet networks in financial forecasting. 
Results of these chapters are promising. The empirical findings of the second 
chapter revealed rich structure between stock market indices. There was a clear 
trend that the correlation between indices increases, when the time horizon gets 
longer. This research extends the results of the previous research. For example 
results of Wongsman (2006) are extended to longer scales than solely daily time 
scales. The correlations between Nikkei and other indices were the smallest on 
every scale. Therefore this research also gives wider support on the results of 
Morana & Beltratti (2008) about the separate nature of Nikkei among indices. 
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The results of the second chapter state that from the standpoint of portfolio 
diversification, Nikkei listed stocks should always be included in the portfolio. 
The difference is that on shorter time scales, Nikkei listed stocks should 
accompany stocks from SP500, while on longer time scales, European stocks 
should be used. 
The short cross-correlation analysis of volatilities in the second chapter revealed 
interesting structures between volatilities of major indices. On the shorter time 
scales there was a volatility spillover from SP500 to other indices. On the time 
scale of one month, volatility spillover from the European indices, especially 
DAX30, to SP500 and Nikkei is observed. The longest time scale is again similar 
to the shorter time scales, where the changes of volatility of SP500 lead changes 
amongst the other indices. The results follow previous literature. Morana & 
Beltratti (2008) remark on the flow from the US to other markets and the separate 
nature of the Japanese market. On certain scales there is also support for the 
results of Lin et al (2004) on the influence of the Nikkei market on other markets. 
The strong spillover from the DAX30 index to other indices on a month timescale 
is something new which has not been documented before. 
With the novel wavelet coherence method, clear signs of contagion are found in 
the third chapter. Several times has contagion has been a major factor between 
markets in the last 25 years. Correlations on shorter time scales increase 
significantly while longer time scales remain approximately the same. This is 
most clearly seen with the 1987 stock market crash, the Gulf War and the ongoing 
global financial crisis. The results also show how the short time-scale correlations 
decrease at tranquil periods (bull markets) giving support to the conclusions of 
Longin and Solnik (2001). An overall increase in the long timescale correlations 
during the studied time period is also found. The results of third chapter conclude 
that this increase of interdependence (Forbes & Rigobon, 2002) plus contagion 
during the ongoing crisis makes the markets very highly correlated on every scale 
at the moment.  
The findings in the fourth chapter were in line with the previous research. The 
euro and the Swiss franc had very symmetric cross-correlation functions on all 
scales with a very strong positive contemporaneous correlation suggesting close 
connection without any significant lead-lag dynamics. This result is similar to the 
findings of Nikkinen et al. (2006). Krylova et al. (2009) find an evidence of 
nonlinear relationship between the Swiss Franc and the euro. There are some very 
weak findings that support this observation as the lead/lag -relations between the 
euro and the franc change direction when we move from shorter time scales to 
longer time scales. The results with the pound were expected. They support the 
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observations of Matsushita et al. (2007) who argue that the pound and euro 
behave differently and should not be considered the same currency. The 
asymmetry towards the euro on larger scales suggests the leading role of the euro 
against the pound which is similar to the results of Krylova et al. (2009) and 
Nikkinen et al. (2006). 
The only other study which also considers the interrelations of exchange rates on 
different time scales is Wu (2007) and this study only examines the USD/DEM 
and USD/JPY exchange rates. However there is one clear difference between the 
results of Wu and the results found using the wavelet cross-correlation methods. 
Wu argues that the correlations between exchange rates are stronger on a daily 
time scale than on longer time scales. Nonetheless, the wavelet cross-correlation 
diagrams suggest just the opposite. Almost without exceptions the correlations 
become stronger when the time scale increases.  
The empirical findings of the fifth chapter demonstrate that market expectations 
are closely linked among the three major exchange rates. Regardless of time-
scales, there are significant lead-lag relationships between the expected 
probability densities of exchange rates. The linkages in market expectations 
appear particularly strong between the EUR/USD and GBP/USD exchange rates. 
On a shorter time-scale, the implied volatility of the JPY/USD exchange rate is 
found to affect the volatilities of the EUR/USD and GBP/USD rates. Thus, the 
Japanese yen seems to have a leading role among the exchange rate triplet in 
terms of short-run dynamics of volatility expectations. On a longer scale, 
however, there are also significant feedback effects from the GBP/USD volatility 
expectations to the JPY/USD volatility.  
The wavelet cross-correlations of the higher-order moments of option-implied 
exchange rate distributions indicate that the market expectations about of the 
JPY/USD exchange rate are virtually unrelated to the developments of the 
European currencies. The higher-order moments of the expected EUR/USD and 
GBP/USD densities are strongly linked, especially on a longer time-scale. The 
results indicate that movements in the skewness and kurtosis of the expected 
EUR/USD distributions may lead to movements in the GBP/USD distributions. In 
general, empirical findings suggest that the dynamic structure of exchange rate 
expectations may vary considerably over different time-scales. 
The results of the sixth chapter show that using a non-linear forecasting method 
does not improve forecasting performance. The wavelet network merely fits to the 
noise of the training data and forecasts from the network are worse than forecasts 
from the linear model. These results support the findings of Faust et. al (2002). 
They question the improvements of the previous contributions and note that 
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reported improvements are seen only with the data used in the original paper. The 
empirical findings are also quite close to the conclusions of Meese and Rogoff 
(1983). The predictability does not improve on longer forecasting horizons. On 
the contrary there is a larger difference between the studied models and the 
random walk model when working with shorter forecast horizons. This is in 
contrast to recent research which argues that forecasting performance improves 
when time horizon increases (Chinn & Meese 1995). The results somewhat 
support the findings of Carriaro et al. (2009). 
The contribution of this thesis is to extend the applications of wavelet methods in 
finance. Overall, these chapters show that time series analysis in economic and 
financial research can gain new insight with wavelet analysis by separating 
processes on different time scales and repeating the traditional analysis on these 
different scales. The characteristics of wavelet methods fit inherently to the 
features of financial time series. Economic and financial processes build up 
naturally from multiple processes on separate time scales. When we are 
decomposing economic and financial time series to their wavelet components, 
simultaneously we are decomposing them to their natural building blocks. 
The previous chapters introduce many new results and open up new frontiers. 
Wavelet methods play a vital part in many of these new results. There are two 
main aspects are behind the success of wavelets in finance. One is the intelligent 
compromise between the time dimension and the frequency dimension which help 
wavelets to avoid the obstacles that have plagued time or frequency analysis. 
Another is the multiscale structure that is a natural part of financial processes. 
Investors naturally work on many different timescales. And with wavelets we can 
separate these different timescales. The results also show that the boundaries of 
the possible applications of wavelets are not yet found and that there are many 
other uninvestigated frontiers of wavelet applications in finance. 
 
 Acta Wasaensia     109 
  
REFERENCES 
Abutaleb, A., Y. Kumasaka & M. Papaioannou (2003). Estimation and prediction 
of the Japanese yen/us dollar rate using an adaptive time-varying model, 
International Finance Review 4, 425-441. 
Altmann, J. (1996), Surfing the Wavelets. Monash University. 
Andersson, M., Lomakka, M., (2004). Evaluating implied RNDs by some new 
confidence interval estimation techniques. Journal of Banking and Finance 29, 
1535-1557. 
Andersen, T. G., Bollerslev, T., Diebold, F. X. & Ebens H. (2001). The 
distribution of realized stock return volatility. Journal of Financial Economics 61, 
43-76. 
Aroskar R., Sarkar S. K. & Swanson P. E. (2004). European foreign exchange 
market efficiency: Evidence based on crisis and noncrisis periods. International 
Review of Financial Analysis 13, 333-347. 
Atkins, F. J. & Sun, Z. (2003). Using wavelets to uncover the Fisher effect. 
Department of Economics Discussion Paper. University of Calgary. Available at: 
http://econ.ucalgary.ca/sites/econ.ucalgary.ca/files/u58/WP2003-09.pdf. 
Bachelier, L. (1914). Le Jeu, la Chance et le Hasard. Bibliothèque de Philosophie 
scientifique, E.Flammarion. 
Bahra, B. (1997). Implied risk-neutral probability density functions from option 
prices: theory and application. Bank of England Working Paper Series 66. 
Ball, C. & Torous, W. N. (2000). Stochastic correlation across international 
stock markets. Available at: http://repositories.cdlib.org/anderson/fin/17-00. 
Bank for International Settlements (2007). Triennial Central Bank Survey: 
Foreign Exchange and Derivatives Market Activity in 2007. Bank for 
International Settlements, Basel. 
Bartram, S. & Wang, Y. (2005). Another look at the relationship between cross-
market correlation and volatility. Finance Research Letters 2:2, 75-88. 
Baur, D., (2003). Testing for contagion − mean and volatility contagion. Journal 
of Multinational Financial Management 13, 405-422. 
Baur, D. G. & Lucey, B. M. (2008). Flights and contagion - An empirical analysis 
of stock-bond correlations. Journal of Financial Stability,  
doi:10.1016/j.jfs.2008.08.01 
110      Acta Wasaensia 
Baele, L. (2005). Volatility spillover effects in European equity markets. Journal 
of Financial and Quantitative Analysis 40:2. 
Beber, A. & Brandt, M. (2006). The effect of macroeconomic news on beliefs and 
preferences: evidence from the options market. Journal of Monetary Economics 
53, 1997-2039.  
Bekaert, G. & Harvey, C. (1995). Time-varying world market integration. Journal 
of Finance 50:2, 403-444. 
Bhar R. & Nikolova B. (2009). Return, volatility spillovers and dynamic 
correlation in the BRIC equity markets: An analysis using a bivariate EGARCH 
framework. Global Finance Journal 19, 203-218. 
Black, F. & Scholes, M. (1973). The pricing of options and corporate liabilities. 
Journal of Political Economy 81, 637-654. 
Bliss, R. & Panigirtzoglou, N. (2002). Testing the stability of implied probability 
density functions. Journal of Banking and Finance 26, 381-422. 
Boyle P.P., Byoun S. & Park H.Y. (1999). Temporal Price Relation between 
Stock and Option Markets and a Bias of Implied Volatility in Option Prices. 
Research in Finance 19. 
Breeden, D. & Litzenberger, R., (1978). Prices of state-contingent claims implicit 
in option prices. Journal of Business 51, 621-651. 
Brooks, C. & Hinch, M. J. (1999). Cross-correlations and cross-bicorrelations in 
Sterling exchange rates. Journal of Empirical Finance 6, 385-404. 
Cai F., Howorka E. & Wongswan J. (2008). Informational linkages across trading 
regions: Evidence from foreign exchange markets. Journal of International 
Money and Finance 27, 1215-1243. 
Calvo, S. & Reinhart, C. (1995). Capital Inflows to Latin America: Is There 
Evidence of Contagion Effects, unpublished manuscript, World Bank and 
International Monetary Fund. 
Campa, J., Chang, K. & Reider, R., (1998). Implied exchange rate distributions: 
evidence from OTC options markets. Journal of International Money and 
Finance 17, 117-160. 
Capobianco, E. (2004). Multiscale analysis of stock index return volatility. 
Computational Economics 23, 219-237. 
Caramazza, F., Luca, R. & Salgado, R. (2004). International financial contagion 
in currency crises. Journal of International Money and Finance 23, 51-70. 
 Acta Wasaensia     111 
  
Carriero, A., Kapetanios G. & Marcellino M. (2009). Forecasting exchange rates 
with a large Bayesian VAR. International Journal of Forecasting 25:2, 400-417. 
Chauhan, N., Ravi, V. & Chandra, D. K. (2009). Differential evolution trained 
wavelet neural networks: Application to bankruptcy prediction in banks. Expert 
Systems With Applications 36:4, 7659-7665. 
Chinn, M. D. & Meese, R. A. (1995). Banking on currency forecasts: How 
predictable is change in money? Journal of International Economics 38:1-2, 161-
178. 
Christoffersen, P. & Mazzotta, S. (2005). The accuracy of density forecasts from 
foreign exchange options. Journal of Financial Econometrics 3, 578-605. 
Cifarelli, G. & Paladino, G. (2005). Volatility linkages across three major equity 
markets: A financial arbitrage approach. Journal of International Money and 
Finance 24, 413-439. 
Claessens, S., Dornbusch, R. & Park, Y. C., (2000). Contagion: understanding 
how it spreads. The World Bank Research Observer 15:2, 177-197. 
Collins, D. & Biekpe N. (2003). Contagion: a fear for African equity markets? 
Journal of Economics and Business 55, 285-297. 
Conlon, T., Crane, M. & Ruskin, H. J. (2008). Wavelet multiscale analysis for 
Hedge Funds: Scaling and strategies. Physica A: Statistical Mechanics and its 
Applications 387:21, 5197-5204. 
Conway, P. & Frame, D. (2000). A spectral analysis of New Zealand output gaps 
using Fourier and wavelet techniques. Reserve Bank of New Zealand Discussion 
Paper. Available at:  
http://www.rbnz.govt.nz/research/search/article.asp?id=3852 
Cooley, J. & J. Tukey (1965). An algorithm for the machine calculation of 
complex Fourier series. Mathematics of Computation 19, 297-301. 
Corsetti, G., Pericoli, M. & Sbracia, M. (2005). 'Some contagion, some 
interdependence': More pitfalls in tests of financial contagion, Journal of 
International Money and Finance 24, 1177-1199. 
Crowley, P. (2005). An intuitive guide to wavelets for economists. Econometrics 
0503017, EconWPA. 
Crowley, P. M. & Lee, J. (2005). Decomposing the co-movement of the business 
cycle: a time-frequency analysis of growth cycles in the euro zone. 
Macroeconomics 0503015, EconWPA. 
d’Alembert, J. L. R.  (1747). Recherches  sur  les  Cordes Vibrantes. 
112      Acta Wasaensia 
Dalkir, M. (2004). A new approach to causality in the frequency domain. 
Ecnonomics Bulletin 3:44, 1-14. 
Daubechies, I. (1988). Orthonormal bases of wavelets with compact support. 
Communications on Pure Applied Mathematics 41, 909–996. 
Daubechies, I. (1992). Ten Lectures on Wavelets. Society for Industrial 
Mathematics. 
Dungey, M., Fry, R., González-Hermosillo, B. & Martin, V. L. (2007). Contagion 
in global equity markets in 1998: The effects of the Russian and LTCM crises. 
The North American Journal of Economics and Finance 18, 155-174. 
Dym, H. and H. Mckean (1972). Fourier series and integrals. New York, 
Academic Press. 
Elder, J. & Serletis, A. (2008). Long memory in energy futures prices. Review of 
Financial Economics 17:2, 146-155. 
Euler, L. (1748). Introductio in Analysin Infinitorum. 
Faber, G. (1914). Über die interpolatorische darstellung stetiger funktionen. Jber. 
Deutsch. Math. Verein. 23,192-210. 
Fama, E. (1965). Random walks in stock market prices. Financial Analysts 
Journal 51:1. 
Faust, J., Rogers, J. H. & Wright, J. H. (2003). Exchange rate forecasting: the 
errors we’ve really made. Journal of International Economics 60:1, 35-59. 
Fernandez, V. (2006). The impact of major global events on volatility shifts: 
Evidence from the Asian crisis and 9/11. Economic Systems 30, 79-97. 
Fernandez, V. (2005). Time-scale decompositions of price transmissions in 
international markets. Emerging Markets Finance and Trade 41:4, 57-90. 
Fernandez, V. (2008). The war on terror and its impact on the long-term volatility 
of financial markets. International Review of Financial Analysis 17, 1-26. 
Fisher, R. A. (1915). Frequency distribution of the values of the correlation 
coefficient in samples of an indefinitely large population. Biometrika 10:4, 507-
521. 
Forbes, K. & Rigobon, R. (2002). No contagion, only interdependence: 
Measuring stock market comovements. Journal of Finance 57:5, 2223-2261. 
Franklin, P. (1927). The canonical form of a one-parameter group. Annals of 
Mathematics, 113-122. 
 Acta Wasaensia     113 
  
Gadea, M., Montañés, A. & Reyes, M. (2004). The European union currencies 
and the US dollar: From post-Bretton-woods to the Euro. Journal of International 
Money and Finance 23:7-8, 1109-1136. 
Galati, G., Melick, W. & Micu, M. (2005). Foreign exchange market intervention 
and expectations: the yen/dollar exchange rate. Journal of International Money 
and Finance 24, 982-1011.  
Gallegati, M. (2008). Wavelet analysis of stock returns and aggregate economic 
activity. Computational Statistics & Data Analysis 52, 3061-3074. 
Gallegati M. & Gallegati M. (2005). Wavelet Variance and Correlation Analyses 
of Output in G7 Countries. Macroeconomics 0512017, EconWPA. 
Gallo, G. M. & Otranto, E. (2008). Volatility spillovers, interdependence and 
comovements: A Markov switching approach. Computational Statistics & Data 
Analysis 52, 3011-3026. 
Garman, M. & Kohlhagen, S. (1983). Foreign currency option values. Journal of 
International Money and Finance 2, 231-237. 
Geert, B. & Campbell, R. H. (1995). Time-Varying World Market Integration. 
Journal of Finance 50:2, 403-444. 
Gencay, R. & Fan, Y. (2009). Unit root tests with wavelets, Econometric Theory. 
Forthcoming. 
Gençay R. & Selçuk F. (2004). Volatility-return dynamics across different 
timescales. Econometric Society World Congress 2005, Congress paper. 
Gencay, R., Selcuk, F. & Whitcher, B. (2001a). Scaling properties of foreign 
exchange volatility. Physica A: Statistical Mechanics and its Applications 289:1-
2, 249-266. 
Gençay R., Selçuk F. & Whitcher B. (2001b). Differentiating intraday 
seasonalities through wavelet multi-scaling. Physica A 289, 543-556. 
Gençay R., Selçuk F. & Whitcher B. (2002). An Introduction to Wavelet and 
Other Filtering Methods in Finance and Economics. San Diego, Academic Press. 
Gencay, R., Selcuk, F. & Whitcher, B. (2003). Systematic risk and timescales. 
Quantitative Finance 3:2, 108-116. 
Gençay R., Selçuk F. & Whitcher B. (2005). Multiscale systematic risk. Journal 
of International Money and Finance 24, 55-70. 
Grinsted, A., Jevrejeva, S. & Moore, J. (2004). Application of the cross wavelet 
transform and wavelet coherence to geophysical time series. Submitted to a 
114      Acta Wasaensia 
special issue of Nonlinear Proc. Geophys., 'Nonlinear Analysis of Multivariate 
Geoscientific Data - Advanced Methods, Theory and Application'. 
Haar, A. (1910). Zur theorie der orthogonalen funktionensysteme. Mathematische 
Annalen 69:3, 331-371. 
Hamao, Y., Masulis, R. W. & Ng, V. (1990). Correlations in price changes and 
volatility across international stock markets. The Review of Financial Studies 3:2, 
281-307. 
Hon, M. T., Strauss, J. K. & Yong, S-K. (2007). Deconstructing the Nasdaq 
bubble: A look at contagion across international stock markets. Journal of 
International Financial Markets, Institutions and Money 17, 213-230. 
Hong Y. (2001). A test for volatility spillover with application to exchange rates. 
Journal of Econometrics 103, 183-224. 
Hornik, K., Stinchcombe, M. B. & White, H. (1989). Multilayer feedforward 
networks are universal approximators. Neural Networks 2:5, 359-366. 
Hornik, K., Stinchcombe, M. B. & White, H. (1990). Universal approximation of 
an unknown mapping and its derivatives using multilayer feedforward networks. 
Neural Networks 3:5, 551-560. 
Hu J. W-S., Chen M-Y., Fok R. C.W. & Huang B-N. (1997). Causality in 
volatility and volatility spillover effects between US, Japan and four equity 
markets in the South China Growth Triangular. Journal of International 
Financial Markets, Institutions & Money 7, 351-367. 
In, F. & Brown, R. (2007). International Links between the Dollar, Euro and Yen 
Interest Rate Swap Markets: A new Approach using the Wavelet Multiresolution 
Method, working paper. Available at  
http://www.kafo.or.kr/new/gnu3/?doc=bbs/gnuboard.php&bo_table=APAD&wr_
id=17&page=5. 
In, F. & Kim, S. (2006a). The hedge ratio and the empirical relationship between 
the stock and futures markets: A new approach using wavelet analysis. Journal of 
Business 79:2, 799-820. 
In, F. & Kim, S. (2006b). Multiscale hedge ratio between the Australian stock and 
futures markets: Evidence from wavelet analysis. Journal of International 
Financial Management 16, 411-423. 
In, F. and Kim, S. (2007). A note on the relationship between Fama-French risk 
factors and innovations of ICAPM state variables. Finance Research Letters 4, 
165-171. 
 Acta Wasaensia     115 
  
In, F., Kim, S., Marisetty, V. & Faff, R. (2008). Analyzing the performance of 
managed funds using the wavelet multiscaling method. Review of Quantitative 
Finance and Accounting 31:1, 55-70. 
Inagaki, K., (2007). Testing for volatility spillover between the British pound and 
the euro. Research in International Business and Finance 21, 161-174. 
Jackwerth, J. (1999). Option-implied risk-neutral distributions and implied 
binomial trees: a literature review. Journal of Derivatives 6, 66-82. 
Jaffard, S., Meyer Y. & Ryan R. (2001). Wavelets: Tools for Science & 
Technology. Society for Industrial Mathematics. 
Jensen, M. J. (2000). An alternative maximum likelihood estimator of long-
memory processes using compactly supported wavelets. Journal of Economic 
Dynamics & Control 24, 361-387. 
John Wei, K. C., Liu, Y-J., Yang, C-C. & Chaung, G-S. (1995). Volatility and 
price change spillover effects across the developed and emerging markets. 
Pacific-Basin Finance Journal 3:1, 113-136. 
Jokipii, T. & Lucey, B. (2007). Contagion and interdependence: Measuring CEE 
banking sector co-movements. Economic Systems 31, 71-96. 
Kallberg, J., Liu, C. & Pasquariello, P. (2005). An examination of the Asian 
crisis: regime shifts in currency and equity markets. Journal of Business 78, 169-
211. 
Karuppiah, J. & Los, C. (2005). Wavelet multiresolution analysis of high-
frequency Asian FX rates, summer 1997. International Review of Financial 
Analysis 14, 211-246. 
Kearney, C. (2000). The Determination and International Transmission of Stock 
Market Volatility. Global Finance Journal 11, 31-52. 
Kearney, C. & Lucey, B. M. (2004). International equity market integration: 
Theory, evidence and implications. International Review of Financial Analysis 
13, 571-583. 
Kearney, C. & Patton, A. (2000). Multivariate GARCH modeling of exchange 
rate volatility transmission in the European Monetary System. Financial Review 
35, 29-48. 
Kim, S. & In, F. (2006). A note on the relationship between industry returns and 
inflation through a multiscaling approach. Finance Research Letters 3, 73-78. 
Kim, S. & In, F. (2007). On the relationship between changes in stock prices and 
bond yields in the G7 countries: Wavelet analysis. Journal of International 
Financial Markets, Institutions and Money 17, 167-179. 
116      Acta Wasaensia 
Kim, S. & In, F. (2005). The relationship between stock returns and inflation: new 
evidence from wavelet analysis. Journal of Empirical Finance 12, 435-444. 
King, M. & Wadhwani, S. (1990). Transmission of volatility between stock 
markets. Review of Financial Studies 3:1, 5-33. 
Knif J., Pynnönen S. & Luoma M. (1995). An analysis of lead-lag structures 
using a frequency domain approach: Empirical evidence from the Finnish and 
Swedish stock markets. European Journal of Operational Research 81, 259-270. 
Koulakiotis A., Dasilas A. & Papasyriopoulos, N. (2009). Volatility and error 
transmission spillover effects: Evidence from three European financial regions. 
The Quarterly Review of Economics and Finance, article in press, 
doi:10.1016/j.qref.2009.01.003 
Krylova, E., Nikkinen, J. & Vähämaa, S. (2009). Cross-dynamics of volatility 
term structures implied by foreign exchange options. Journal of Economics and 
Business 61:5, 355-375. 
Labat, D. (2005). Recent advances in wavelet analyses: Part 1. A review of 
concepts. Journal of Hydrology 314:1-4, 275-288. 
Labat, D., Ronchail, J. & Guyot, J. (2005). Recent advances in wavelet analyses: 
Part 2—Amazon, Parana, Orinoco and Congo discharges time scale variability. 
Journal of Hydrology 314:1-4, 289-311. 
Lee, S. & Kim, K. (1993). Does the October 1987 crash strengthen the co-
movements among national stock markets. Review of Financial Economics 3:1, 
89-102. 
Lee, H-Y., Wu, H-C. & Wang, Y-J. (2007). Contagion effects in financial 
markets after the South-East Asia tsunami. Research in International Business 
and Finance 21, 281-296.  
Lee, H. S. (2004). International transmission of stock market movements: a 
wavelet analysis. Applied Economics Letters 11, 197-201. 
Lendasse, A., De Bodt, E., Wertz, V. & Verleysen, M. (2000). Non-linear 
financial time series forecasting - Application to the Bel 20 stock market index. 
European Journal of Economic and Social Systems 14, 81-91. 
Leong C. K. & Weihong H. W. (2006). A new approach to detect spurious 
regressions using wavelets. Economic Growth centre Working Paper Series 0608, 
Nanyang Technolgical University, School of Humanities and Social Sciences, 
Economic Growth Centre. 
Lin, W-L., Engle, R. F. & Ito, T. (1994). Do bulls and bears move across borders? 
International transmission of stock returns and volatility, Review of Financial 
Studies 7, 507-538. 
 Acta Wasaensia     117 
  
Lindsay R.W., Percival D.B. & Rothrock D.A. (1996). The discrete wavelet 
transform and the scale analysis of the surface properties of sea ice. IEEE 
Transactions on Geoscience and Remote Sensing 34:3, 771-787. 
Longin, F. & Solnik, B. (2001). Extreme correlation of international equity 
markets. Journal of Finance 56:2, 649–676. 
Longin, F. & Solnik, B. (1995). Is the correlation in international equity returns 
constant: 1960-1990. Journal of International Money and Finance 14:1, 3-26. 
MacDonald, R. & Marsh, I. (2004). Currency spillovers and tri-polarity: A 
simultaneous model of the US dollar, German mark and Japanese yen. Journal of 
International Money and Finance 23:1, 99-111. 
Mahajan A. & Wagner A. J. (1999). Nonlinear dynamics in foreign exchange 
rates. Global Finance Journal 10, 1-23 
Majhi, R., Panda, G., & Sahoo, G. (2009). Efficient prediction of exchange rates 
with low complexity artificial neural network models. Expert Systems and. 
Applications 36:11, 181-189. 
Mallat, S. (1989). A theory for multiresolution signal decomposition. IEEE 
Transactions on Pattern Analysis and Machine Intelligence 11:7, 674-693. 
Mallat, S. (1999). A Wavelet Tour of Signal Processing. Academic press. 
Mallat, S. (2006). A theory for multiresolution signal decomposition: The wavelet 
representation. Fundamental Papers in Wavelet Theory 494. 
Mallat, S. G. & Zhang, Z. (1993). Matching pursuits with time-frequency 
dictionaries. IEEE Transactions of Signal Processing 41:12. 
Malz, A. (1997). Estimating the probability distribution of the future exchange 
rate from option prices. Journal of Derivatives 4, 18-36. 
Matsushita R., Gleria I., Figueiredo A. & Da Silva S. (2007). Are pound and euro 
the same currency? Physics Letters A 368, 173-180. 
Meade, N. (2002). A comparison of the accuracy of short term foreign exchange 
forecasting methods. International Journal of Forecasting 18:1, 67-83. 
Meese R. & Rogoff K. (1983). Empirical exchange rate models of the seventies. 
Do they fit out of sample? Journal of International Economics 14, 3-24. 
Ming-Chya W. (2007). Phase correlation of foreign exchange time series. Physica 
A 375, 633-642 
Mitra, S. & Mitra, A. (2006). Modeling exchange rates using wavelet 
decomposed genetic neural networks. Statistical Methodology 3:2, 103-124. 
118      Acta Wasaensia 
Miyakoshi T. (2003). Spillovers of stock return volatility to Asian equity markets 
from Japan and the US. Journal of International Financial Markets, Institutions 
and Money 13 383-399. 
Morana, C. & Belratti, A. (2008). Comovements in international stock markets. 
Journal of International Financial Markets, Institutions and Money 18, 31-45. 
Morel, C. & Teiletche, J. (2008). Do interventions in foreign exchange markets 
modify investors’ expectations? The experience of Japan between 1992 and 2004. 
Journal of Empirical Finance, forthcoming. 
Murtagh, F., Starck, J. L. & Renaud, O. (2004). On neuro-wavelet modeling. 
Decision Support Systems 37, 475-484.  
Nekhili, R., Aslihan A-S. & Gençay, R. (2002). Exploring exchange rate returns 
at different time horizons. Physica A 313, 671-682. 
Neumann, M. J. M. & Greiber, C. (2004). Inflation and core money growth in the 
euro area. Deutsche Bundesbank Discussion Paper 36. 
Ng A. (2000). Volatility spillover effects from Japan and the US to the Pacific-
Basin. Journal of International Money and Finance 19, 207-233. 
Nikkinen J., Sahlström P. & Vähämaa S. (2006). Implied volatility linkages 
among major European currencies. Journal of International Financial Markets, 
Institutions & Money 16, 87-103 
Paley, J. & Littlewood, R. (1937). Theorems on Fourier series and power series. 
Proceedings of the London Mathematical Society 42, 52-89. 
Percival, D.B. (1995). On estimation of the wavelet variance. Biometrika 82, 619-
631. 
Percival D.B. & Guttorp P. (1994). Long memory processes, the Allan variance 
and wavelets. Wavelets in Geophysics, New York: Academic Press. 
Percival, D.B. & Walden, A.T. (2000). Wavelet Methods for Time Series 
Analysis. Cambridge, UK: Cambridge University Press. 
Pérez-Rodríguez, J. (2006). The Euro and other major currencies floating against 
the U.S. dollar. Atlantic Economic Journal 34, 367-384. 
Pesaran, M. H. & Pick, A. (2007). Econometric issues in the analysis of 
contagion. Journal of Economic Dynamics & Control 31, 1245-1277. 
Ramchand, L. & Susmel, R. (1997). Volatility and Cross Correlation Across 
Major Stock Markets. Available at SSRN: http://ssrn.com/abstract=57948. 
 Acta Wasaensia     119 
  
Ramsey, J.B. (2002). Wavelets in economics and finance: past and future. 
Working Papers 02-02, C.V. Starr Center for Applied Economics, New York 
University. 
Ramsey, J. B. & Zhang, Z. (1997). The analysis of foreign exchange data using 
waveform dictionaries. Journal of Empirical Finance 4, 341-372. 
Razdan, A. (2004). Wavelet correlation coefficient of 'strongly correlated' time 
series. Physica A: Statistical and Theoretical Physics 333, 335-342. 
Renaud, O., Starck J-L. & Murtagh, F. (2003). Prediction based on a multiscale 
decomposition. International Journal of Wavelets, Multiresolution and 
Information Processing. Available at:  
http://www.unige.ch/fapse/PSY/persons/profana/renaud/papers/PredictMultiscale.
pdf 
Rodriguez, J. C. (2007). Measuring financial contagion: A copula approach. 
Journal of Empirical Finance 14, 401-423. 
Ronald M. & Marsh I. W. (2004). Currency spillovers and tri-polarity: a 
simultaneous model of the US dollar, German mark and Japanese yen. Journal of 
International Money and Finance 23, 99-111 
Rua, A. & Nunes, L. C. (2009). International comovement of stock market 
returns: a wavelet analysis. Journal of Empirical Finance.  
doi:10.1016/j.empfin.2009.02.002. 
Schleicher, C. (2002). An introduction to wavelets for economists. Working 
Papers 02-3, Bank of Canada. 
Shackman, J. D. (2006). The equity premium and market integration: Evidence 
from international data. Journal of International Financial Markets, Institutions 
and Money 16, 155-179. 
Shazly, M.R.E. & Shazly, H.E.E. (1999). Forecasting currency prices using 
genetically evolved neural network architecture. International Review of 
Financial Analysis 8:1, 67–82. 
Shrestha, K. & Tan, K. (2005). Real interest rate parity: Long-run and short-run 
analysis using wavelets. Review of Quantitative Finance and Accounting 25:2, 
139-157. 
Shimko, D. (1993). Bounds of probability. Risk 6:4, 33-37. 
Simonsen, I. (2003). Measuring anti-correlations in the Nordic electricity spot 
market by wavelets. Physica A: Statistical Mechanics and its Applications 322, 
597-606. 
120      Acta Wasaensia 
Storn, R. & K. Price (1997). Differential evolution–a simple and efficient 
heuristic for global optimization over continuous spaces. Journal of Global 
Optimization 11:4, 341-359. 
Swanson, N.R. & White, H. (1997). A model selection approach to real-time 
macroeconomic forecasting using linear models and artificial neural networks. 
Review of Economics and Statistics 79, 540-550. 
Tabak B. M. & Cajueiro D. O. (2006). Assessing inefficiency in euro bilateral 
exchange rates. Physica A 367, 319-327 
Tai, C-S. (2007). Market integration and contagion: Evidence from Asian 
emerging stock and foreign exchange markets. Emerging Markets Review 8, 265-
283. 
Tkacz, G (2000). Estimating the fractional order of integration interest rates using 
a wavelet OLS estimator. Bank of Canada Working paper series 5. 
Torrence, C. & Compo G. (1998). A practical guide to wavelet analysis. Bulletin 
of the American Meteorological Society 79:1, 61-78. 
Torrence, C. & P. Webster (1999). Interdecadal changes in the enso–monsoon 
system. Journal of Climate 12:8, 2679-2690. 
Vahamaa, S., Watzka, S. & Aijo, J. (2005). What moves option-implied bond 
market expectations? Journal of Futures Markets 25, 817-843. 
Viaclovsky, J. (2003). Measure and Integration, available at:  
http://ocw.mit.edu/OcwWeb/Mathematics/18125Fall2003/CourseHome/index.ht
m 
Vuorenmaa, T. (2005). A Multiresolution Analysis of Stock Market Volatility 
Using Wavelet Methodology. Licentiate thesis, Helsinki: University of Helsinki. 
Vuorenmaa, T. A. (2006). A wavelet analysis of scaling laws and long-memory in 
stock market volatility. Bank of Finland Research Discussion Paper 27. 
Wei, J., K., Liu, Y., Yang, C. & Chaung, G. (1995). Volatility and price change 
spillover effects across the developed and emerging markets. Pacific-Basin 
Finance Journal 3:1, 113-136. 
Weisstein,  E. W. (2009).  Plancherel's  theorem.  From  MathWorld--A Wolfram  
Resource. Available at:  http://mathworld.wolfram.com/PlancherelsTheorem.html 
Whitcher, B. (1998). Assessing Nonstationary Time Series Using Wavelets. Ph.D. 
thesis. University of Washington. 
 Acta Wasaensia     121 
  
Whitcher, B., Guttorp, P. & Percival, D.B. (1999). Mathematical background for 
wavelet estimators of cross-covariance and cross-correlation. The National 
Research Center for Statistics and the Environment Technical Report Series 38. 
Whitcher, B. & Jensen, M. (2000). Wavelet estimation of a local long memory 
parameter. Exploration Geophysics 31:1, 94-103. 
Whitcher B., Guttorp P. & Percival D.B. (2000). Wavelet analysis of covariance 
with applications to atmospheric time series. Journal of Geophysical Research 
105:D11. 
Wong, H., Ip, W.-C., Xie, Z. & Lui, X. (2003). Modeling and forecasting by 
wavelets, and the application to exchange rates. Journal of Applied Statistics 30:5, 
537-553. 
Wongsman, J. (2006). Transmission of information across international equity 
markets. Review of Financial Studies 19, 1157-1189. 
Yang, J. & Bessler, D. A. (2008). Contagion around the October 1987 stock 
market crash. European Journal of Operational Research 184, 291-310. 
Yu, L., Wang, S. & Lai, K.K. (2005). A novel nonlinear ensemble forecasting 
model incorporating GLAR and ANN for foreign exchange rates. Computers & 
Operations Research 32:10, 2523-2541. 
Zhang, Q. (1994). Using wavelet network in nonparametric estimation. Available 
at: http://hal.inria.fr/docs/00/07/43/53/PS/RR-2321.ps 
Zhang, Q. & Benveniste A. (1992). Wavelet networks. IEEE transactions on 
Neural Networks 3:6, 889-898. 
Zhang, G. & Hu, M. Y. (1998). Forecasting with artificial neural networks: The 
state of the art. International Journal of Forecasting 14:1, 35-62. 
