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POINTWISE BEHAVIOR OF THE LINEARIZED BOLTZMANN
EQUATION ON TORUS
KUNG-CHIEN WU
Abstract. We study the pointwise behavior of the linearized Boltzmann equation on
torus for non-smooth initial perturbation. The result reveals both the fluid and kinetic
aspects of this model. The fluid-like waves are constructed as part of the long-wave ex-
pansion in the spectrum of the Fourier mode for the space variable, the time decay rate
of the fluid-like waves depends on the size of the domain. We design a Picard-type itera-
tion for constructing the increasingly regular kinetic-like waves, which are carried by the
transport equations and have exponential time decay rate. Moreover, the mixture lemma
plays an important role in constructing the kinetic-like waves, we supply a new proof
of this lemma to avoid constructing explicit solution of the damped transport equations
(compare Liu-Yu’s proof [7, 10]).
1. Introduction
The Boltzmann equation for the hard sphere model reads
(1)


∂tF + ξ · ∇xF =
1
ε
Q(F, F ) ,
F (x, 0, ξ) = F0(x, ξ) ,
where

Q(g, h) =
1
2
∫
U
[
− g(ξ)h(ξ∗)− g(ξ∗)h(ξ) + g(ξ′)h(ξ′∗) + g(ξ
′
∗)h(ξ
′)
]
|(ξ − ξ∗) · Ω|dξ∗dΩ ,
U =
{
(ξ∗,Ω) ∈ R3 × S2 : (ξ − ξ∗) · Ω ≥ 0
}
,
ξ′ = ξ − [(ξ − ξ∗) · Ω]Ω , ξ′∗ = ξ + [(ξ − ξ∗) · Ω]Ω .
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Here ε is the Knudsen number, the microscopic velocity ξ ∈ R3 and the space variable
x ∈ T31, the 3-dimensional torus with unit size of each side. In order to remove the
parameter ε from the equation, we introduce the new scaled variables:
x˜ =
1
ε
x , t˜ =
1
ε
t ,
then after dropping the tilde, the equation (1) becomes
(2)


∂tF + ξ · ∇xF = Q(F, F ) , (x, t, ξ) ∈ T
3
1/ε × R
+ × R3 ,
F (x, 0, ξ) = F0(x, ξ) ,
where T31/ε denotes the 3-dimensional torus with size 1/ε of each side. The conservation
laws of mass, momentum, as well as energy, can be formulated as
(3)
d
dt
∫
T3
1/ε
∫
R3
{
1, ξ, |ξ|2
}
F (t, x, ξ)dξdx = 0 .
It is well-know that Maxwellians are steady states to the Boltzmasnn equation. Thus, it
is natural to linearize the Boltzmann equation (2) around a global Maxwellian
w(ξ) =
1
(2pi)3/2
exp
(−|ξ|2
2
)
,
with the standard perturbation f(t, x, ξ) to w as
F = w + w1/2f .
Then after substituting into (2) and dropping the nonlinear term, we have the linearized
Boltzmann equation
(4)


∂tf + ξ · ∇xf = 2Q(w,w
1/2f) = Lf ,
f(x, 0, ξ) = I(x, ξ) ,
here we define f(x, t, ξ) = GtεI(x, ξ), i.e. G
t
ε is the solution operator (Green function) of
the linearized Boltzmann equation (4). Assuming the initial density distribution function
F0(x, ξ) has the same mass, momentum and total energy as the Maxwellian w, we can
further rewrite the conservation laws (3) as
(5)
∫
T3
1/ε
∫
R3
w1/2(ξ)
{
1, ξ, |ξ|2
}
I(x, ξ)dξdx = 0 .
This means that the initial condition I satisfies the zero mean condition.
Before the presentation of the properties of the collision operator L, let us define some
notations in this paper. For microscopic variable ξ, we shall use L2ξ to denote the classical
Hilbert space with norm
‖f‖L2ξ =
(∫
R3
|f |2dξ
)1/2
,
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the Sobolev space of functions with all its s-th partial derivatives in L2ξ will be denoted by
Hsξ . The L
2
ξ inner product in R
3 will be denoted by
〈
·, ·
〉
ξ
. We denote the weighted sup
norm as
‖f‖L∞ξ,β = sup
ξ∈R3
|f(ξ)|(1 + |ξ|)β .
For space variable x, we shall use L2x to denote the classical Hilbert space with norm
‖f‖L2x =
( 1
|T31/ε|
∫
T3
1/ε
|f |2dx
)1/2
,
the Sobolev space of functions with all its s-th partial derivatives in L2x will be denoted by
Hsx. We denote the sup norm as
‖f‖L∞x = sup
x∈T3
1/ε
|f(x)| .
Proposition 1. ([2]) The collision operator L consists of a multiplicative operator ν(ξ)
and an integral operator K:
Lf = −ν(ξ)f +Kf ,
where

Kf =
∫
R3
W (ξ, ξ∗)f(ξ∗)dξ∗ ,
W (ξ, ξ∗) = 2√2pi|ξ−ξ∗| exp
{
− (|ξ|
2−|ξ∗|2)2
8|ξ−ξ∗|2 −
|ξ−ξ∗|2
8
}
− |ξ−ξ∗|
2
exp
{
− |ξ|
2+|ξ∗|2
4
}
,
ν(ξ) = 1√
2pi
[
2e−
|ξ|2
2 +
(
|ξ|+ |ξ|−1
) ∫ |ξ|
0
e−
u2
2 du
]
.
For multiplicative operator ν(ξ), there exists positive lower bound ν0 such that ν(ξ) ≥ ν0
for all ξ ∈ R3. Moreover, the derivatives of ν(ξ) in ξ is bound, i.e. for all multi index α,
(6) |∂αξ ν(ξ)| ≤ Cα .
The integral operator K has smoothing property in ξ, i.e.,
(7) ‖Kh‖H1ξ ≤ C‖h‖L2ξ , ‖Kh‖L
∞
ξ,β
≤ C‖h‖L∞ξ,β ,
for any β ≥ 0.
The integral operator K can be decomposed into the singular part and the regular part,
i.e., K = Ks +Kr, Ks ≡ Ks,D and Kr ≡ Kr,D:
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

Ksf =
∫
R3
χ
( |ξ − ξ∗|
Dν0
)
W (ξ, ξ∗)f(ξ∗)dξ∗ ,
Krf = Kf −Ksf ,
χ(r) = 1 for r ∈ [−1, 1] ,
supp(χ) ⊂ [−2, 2] , χ ∈ C∞c (R) , χ ≥ 0 .
Proposition 2. ([10]) The singular part Kr shares the same smoothing properties as K
and has strength of the order of the cut-off parameter D:
(8) ‖Ksh‖H1ξ ≤ D‖h‖L2ξ , ‖Ksh‖L
∞
ξ,β
≤ D‖h‖L∞ξ,β .
The regular part Kr has better smoothing property in ξ: for all s > 0,
(9) ‖Krh‖Hsξ ≤ C‖h‖L2ξ .
In order to estimate the Green function of the linearized Boltzmann equation in next
section, we need to recall the spectrum Spec(εk), k ∈ Z3, of the operator −ipiεξ · k + L
Proposition 3. ([3]) There exists δ > 0 and τ = τ(δ) > 0 such that
(i) For any |εk| > δ,
(10) Spec(εk) ⊂ {z ∈ C : Re(z) < −τ} .
(ii) For any |εk| < δ, the spectrum within the region {z ∈ C : Re(z) > −τ} consisting of
exactly five eigenvalues {σj(εk)}
4
j=0,
(11) Spec(εk) ∩ {z ∈ C : Re(z) > −τ} = {σj(εk)}
4
j=0 ,
and the corresponding eigenvectors {ej(εk)}
4
j=0, where
σj(εk) =
3∑
n=1
aj,n(i|εk|)
n +O(εk)4 , aj,2 > 0 ,
ej(εk) =
3∑
n=1
ej,n(i|εk|)
n +O(εk)4 ,
〈
ej , ek
〉
ξ
= δjk.
(iii)
e(−ipiεξ·k+L)tf = Πδf + χ{|εk|<δ}
4∑
j=0
eσj(−εk)t
〈
ej(εk), f
〉
ξ
ej(εk)
where ‖Πδ‖L2ξ = O(1)e
−a(τ)t, a(τ) > 0, χ{·} is the indicator function.
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The fluid behavior is studied by constructing the Green function represented as the
Fourier series in space variable x:
G
t
ε =
∑
k∈Z
1
|T31/ε|
eipiεk·x+(−ipiεξ·k+L)t ,
where the Green function is served as a function of ξ. The analysis of the Green function
is equivalent to the analysis of the spectrum of the operator −ipiεξ · k+L. Notice that the
spectrum includes five curves which bifurcate from the origin. The origin is the multiple
zero eigenvalues of L, the operator at k = 0. The kernel of L are the fluid variables and
the fluid-like waves are constructed from these curves near the origin.
The kinetic aspect of the solution is described by the damped transport equation:
∂tg + ξ · ∇xg + ν(ξ)g = 0 .
The operator K is a smooth operator in ξ variable, we will use this smooth property to
design a Picard-type iteration for constructing the increasingly regular kinetic-like waves.
Once the kinetic-like waves and fluid-like waves were constructed, the rest of the solution
is sufficiently smooth and it has exponential time decay rate.
Theorem 4. Given β > 3
2
, for any I ∈ L∞ξ,β with compact support in x and satisfying the
zero mean conditions (5), the solution of (4)
f = GtεI = G
t
ε,F I +G
t
ε,KI +G
t
ε,RI ,
consists of the fluid part Gtε,F I: smooth in space variable x and the time decay rate depends
on the size of the domain, i.e. there exist δ, δ0, C0 > 0 such that for all s > 0
(i) If ε > δ,
‖Gtε,F I‖HsxL2ξ = 0 ,
(ii) If δ0 < ε < δ,
‖Gtε,F I‖HsxL2ξ = O(1)e
−O(1)ε2t ,
(iii) If 0 < ε < δ0,
‖Gtε,F I‖HsxL2ξ = O(1)
C0
(1 + t)3/2
e−O(1)ε
2t ;
the kinetic part Gtε,KI: nonsmooth in space variable x and time decay exponentially
‖Gtε,KI‖L∞x L∞ξ,β = O(1)e
−O(1)t ;
and the smooth remainder part Gtε,RI:
‖Gtε,RI‖H2xL2ξ = O(1)e
−O(1)t .
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The spectrum analysis of the Boltzmann equation was introduced by Ellis-Pinsky [3].
Recently, Mouhot [14] gives the explicit coercivity estimates for the linearized Boltzmann
operator. The spectrum analysis of the linearized Boltzmann equation has been carried out
by many authors. In particular, the exponential time decay rates for the Boltzmann equa-
tion with hard potentials on torus was firstly provided by Ukai [15]. The time-asymptotic
nonlinear stability was obtained in [9, 16]. Using Nishida’s approach, [8] obtained the time-
asymptotic equivalent of Boltzmann solutions and Navier-Stokes solutions. These works
yield the L2 theory, since the Fourier transform is isometric in L2.
The mixture lemma plays an important role in constructing the kinetic-like waves. It
states that the mixture of the two operators S and K inMtj (see section 4 below) transports
the regularity in the microscopic velocity ξ to the regularity of the space and time (x, t).
This idea was firstly introduced by Liu-Yu [10, 11, 12, 13] to construct the Green function
of the Boltzmann equation. In Liu-Yu’s paper [7, 10, 13], the proof of the mixture lemma
relies on the explicit solution of the damped transport equations. However, in this paper,
we introduce a differential operator to avoid constructing explicit solution, this operator
commutes with free transport operator and can transports the microscopic velocity reg-
ularity to space regularity, this idea will help us to consider more complicated problems,
such as the Fokker-Planck equation or the Landau equation. Recently, we can apply co-
ercivity estimates [5, 14] to prove mixture lemma for Landau equation on soft potential
[17]. Actually, the mixture lemma is similar in spirit to the well-known Averaging Lemma,
see [1, 4, 6]. These two lemmas have been introduced independently and used for different
purposes.
The pointwise description of the one-dimensional linearized Boltzmann equation with
hard sphere was firstly provided by Liu-Yu [10], the fluid-like waves can be constructed
by both complex and spectrum analysis, it reveals the dissipative behavior of the type
of the Navier-Stokes equation as usually seems by the Chapman-Enskog expansion. The
kinetic-like waves can be constructed by Picard-type iteration and mixture lemma. In this
paper, we apply similar ideas on torus, we can also construct the kinetic-like waves and
fluid-like waves, which are both time decay exponentially. Moreover, the decay rate of the
fluid-like waves depend on the size of the domain.
The rest of the paper is organized as follows. In section 2, we construct the Green
function of the linearized Boltzmann equation on torus. We use the long wave short
wave decomposition and the spectrum analysis to obtain time decay rate. In section 3, we
improve the estimate of the fluid-like waves. In section 4, we design a Picard-type iteration
for constructing the increasingly regular kinetic-like waves. Finally, we supply a new proof
of the mixture lemma in the appendix.
2. Long Wave Short Wave Decomposition
Consider the linearized Boltzmann equation
(12)


∂tf + ξ · ∇xf = Lf , (x, t, ξ) ∈ (T
3
1/ε,R
+,R3) ,
f(x, 0, ξ) = I(x, ξ) ,
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where I satisfies the zero mean conditions (5). Hereafter, we will use just one index to
denote the 3-dimensional sums with respect to the vector k = (k1, k2, k3) ∈ Z
3, hence we
set ∑
k∈Z
=
∑
(k1,k2,k3)∈Z3
.
Consider the Fourier series of initial condition I in x
(13)


I(x, ξ) =
∑
k∈Z
(Iˆ)k(ξ)e
ipiεk·x ,
(Iˆ)k(ξ) =
1
|T31/ε|
∫
T3
1/ε
I(·, ξ)e−ipiεk·xdx ,
rewrite the solution f(x, t, ξ) of (12) as Fourier series
(14)


f(x, t, ξ) =
∑
k∈Z
(fˆ)k(t, ξ)e
ipiεk·x ,
(fˆ)k(t, ξ) =
1
|T31/ε|
∫
T3
1/ε
f(·, t, ξ)e−ipiεk·xdx ,
the Fourier modes of (13)–(14) satisfy the following equations

∂tfˆk + ipiεξ · kfˆk − Lfˆk = 0 ,
fˆk(0, ξ) = (Iˆ)k .
Hence
fˆk(t, ξ) = e
(−ipiεξ·k+L)t(Iˆ)k(ξ) ,
the solution of (12) is given by
f(x, t, ξ) =
∑
k∈Z
eipiεk·x+(−ipiεξ·k+L)t(Iˆ)k(ξ) ,
=
∑
k∈Z
1
|T31/ε|
∫
T3
1/ε
eipiεk·(x−y)+(−ipiεξ·k+L)tI(y, ξ)dy ,
where the Green function Gtε(x, ξ) can be expressed as
(15) Gtε(x, ξ) =
∑
k∈Z
1
|T31/ε|
eipiεk·x+(−ipiεξ·k+L)t .
Note that if ε→ 0, the Green function Gt0(x, ξ) becomes an integral
G
t
0(x, ξ) =
∫
R3
eiη·x+(−ipiξ·η+L)tdη .
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We can decompose the Green function (15) into the long wave part Gtε,L and the short
wave part Gtε,S respectively
(16)
G
t
ε,L(x, ξ) =
∑
|εk|<δ
1
|T31/ε|
eipiεk·x+(−ipiεξ·k+L)t ,
G
t
ε,S(x, ξ) =
∑
|εk|>δ
1
|T31/ε|
eipiεk·x+(−ipiεξ·k+L)t .
The following long wave short wave analysis relies on spectrum analysis (Proposition 3).
Lemma 5. (Short wave Gtε,S) For any s > 0, I ∈ H
s
xL
2
ξ , we have
(17)
‖Gtε,SI‖L2xL2ξ ≤ e
−O(1)t‖I‖L2xL2ξ ,
‖Gtε,SI‖HsxL2ξ ≤ e
−O(1)t‖I‖HsxL2ξ .
Proof. Note that
G
t
ε,SI =
∑
|εk|>δ
e(−ipiεξ·k+L)teipiεk·xIˆk(ξ) .
For L2xL
2
ξ estimate, we have
‖Gtε,SI‖
2
L2x
=
∑
|εk|>δ
|e(−ipiεξ·k+L)tIˆk(ξ)|
2 ,
and hence by spectrum property (10), we obtain
‖Gtε,SI‖
2
L2xL
2
ξ
=
∑
|εk|>δ
‖e(−ipiεξ·k+L)tIˆk(ξ)‖2L2ξ ≤ e
−O(1)t ∑
|εk|>δ
‖Iˆk(ξ)‖
2
L2ξ
= e−O(1)t
∫
R3
∑
|εk|>δ
|Iˆk(ξ)|
2dξ ≤ e−O(1)t‖I‖2L2xL2ξ .
For the high order estimate, we have
‖Gtε,SI‖
2
Hsx
≤
∑
|εk|>δ
(1 + |piεk|2)s|e(−ipiεξ·k+L)tIˆk(ξ)|2 ,
and hence
‖Gtε,SI‖
2
HsxL
2
ξ
≤ e−O(1)t
∑
|εk|>δ
(1 + |piεk|2)s‖Iˆk‖
2
L2ξ
≤ e−O(1)t‖I‖2HsxL2ξ .

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In order to study the long wave part Gtε,L, we need to decompose the long wave part as
the fluid part and non-fluid part, i.e. Gtε,L = G
t
ε,F +G
t
ε,L;⊥, where
(18)
Gε,F I =
∑
|εk|<δ
4∑
j=0
eσj(−εk)teipiεk·x
〈
ej(εk), Iˆk
〉
ξ
ej(εk) ,
G
t
ε,L;⊥I =
∑
|εk|<δ
eipiεk·xΠδ Iˆk .
Lemma 6. (Long wave Gtε,L) For any s > 0, I ∈ L
2
xL
2
ξ and satisfying the zero mean
condition (5), we have
(19)
‖Gtε,L;⊥I‖HsxL2ξ ≤ e
−O(1)t‖I‖L2xL2ξ ,
‖Gε,F I‖HsxL2ξ ≤ e
−O(1)ε2t‖I‖L2xL2ξ .
Proof. For the non-fluid part, using the spectrum property (10), we have
‖Gtε,L;⊥I‖
2
Hsx
≤
∑
|εk|<δ
(
1 + |piεk|2
)s
|Πδ Iˆk(ξ)|
2 ≤
(
1 + |piδ|2
)s ∑
|εk|<δ
|Πδ Iˆk(ξ)|
2 ,
and hence
‖Gtε,L;⊥I‖
2
HsxL
2
ξ
≤ e−O(1)t‖I‖2
L2xL
2
ξ
.
For the fluid part, by (11) and the zero mean conditions (5), we have
‖Gε,F I‖
2
HsxL
2
ξ
≤
(
1 + |piεk|2
)s ∑
|εk|<δ
4∑
j=0
|eσj(−εk)t||
〈
ej(εk), Iˆk
〉
ξ
|2
≤ C
∑
|εk|<δ
4∑
j=0
|eσj(−εk)t|‖Iˆk‖
2
L2ξ
≤ C
∑
|εk|<δ
4∑
j=0
e−aj,2|kε|
2[1+O(δ2)]t‖Iˆk‖
2
L2ξ
≤ Ce−O(1)ε
2t‖I‖2L2xL2ξ
.

Remark (i) If ε > δ, we do not have long wave part, i.e. Gtε,L = 0.
(ii) The high order estimate of short wave part requires regularity in x. This is because
|piεk| may not be bounded. One needs the regularity of I to ensure the decay of Gtε,S in
time.
(iii) In order to remove the regularity assumption in x, we need the Picard-type iteration
for constructing the increasingly regular kinetic-like waves in section 4.
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Theorem 7. For any I ∈ H2xL
2
ξ and satisfies the zero mean conditions (5), we have the
following exponential time decay estimate about the linearized Boltzmann equation (12)
‖GtεI‖L∞x L2ξ ≤ e
−λSt‖I‖H2xL2ξ + e
−λLt‖I‖L2xL2ξ .
(i) If ε > δ, then λS = O(1) and λL =∞,
(ii) If ε ≤ δ, then λS = O(1) and λL = O(1)ε
2.
3. Fluid Part
In this section, we improve the estimate of the fluid part. Recall the fluid part of the
Boltzmann equation (18)
G
t
ε,F I =
∑
|εk|<δ
4∑
j=0
eσj(−εk)teipiεk·x
〈
ej(εk), Iˆk
〉
ξ
ej(εk) .
We have
‖Gtε,F I‖
2
L2ξ
=
4∑
j=0
∣∣∣ ∑
|εk|<δ
eσj (−εk)teipiεk·x
〈
ej(εk), Iˆk
〉
ξ
∣∣∣2
=
4∑
j=0
∣∣∣ 1
|T31/ε|
∑
|εk|<δ
∫
T3
1/ε
∫
R3
eσj(−εk)teipiεk·(x−y)ej(εk)I(y, ξ)dξdy
∣∣∣2 .
Note that
1
|T31/ε|
∑
|εk|<δ
e−(ε|k|)
2t =
1
t3/2
1
|T31/ε|
∑
|εk|<δt1/2
e−(ε|k|)
2
→
1
t3/2
∫
B
δt1/2
(0)
e−y
2
dy
as ε→ 0, this means for any α0 > 0 there exists δ0 > 0 such that if ε < δ0, then
1
|T31/ε|
∑
|εk|<δt1/2
e−(ε|k|)
2
< α0 +
∫
R3
e−y
2
dy ≡ C0 .
Hence
‖Gtε,F I‖L2ξ ≤
( 1
|T31/ε|
∑
|εk|<δ
e−(ε|k|)
2t
)∫
T3
1/ε
‖I‖L2ξdx
≤ O(1)
( 1
|T31/ε|
∑
|εk|<δ
e−(ε|k|)
2t
)
e−ε
2t
≤ O(1)
C0
(1 + t)3/2
e−ε
2t .
Theorem 8. Assume that ε < δ, I ∈ L2ξ with compact support in x and satisfies the zero
mean conditions (5), then there exist C0, δ0 > 0 such that if 0 < ε < δ0, then
‖Gtε,F I‖L2ξ ≤ O(1)
C0
(1 + t)3/2
e−ε
2t .
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If ε→ 0, i.e. the whole space case, the pointwise estimate of the fluid part becomes
‖Gt0,F I‖L2ξ ≤ O(1)
1
(1 + t)3/2
.
This recover the whole space result in [10].
4. Kinetic Part and Remainder Part
In this section, we will apply the kinetic decomposition and mixture lemma to construct
the kinetic and remainder parts. We rewrite the linearized Boltzmann equation (12) as
(20)


∂tf + ξ · ∇xf + ν(ξ)f −Ksf = Krf ,
f(x, 0, ξ) = I(x, ξ) .
Now, we design a Picard type iteration, which treat the regular partKrf as the source term.
The −1 order approximation of the linearized Boltzmann equation (20) is the damped
transport equation
(21)


∂th
(−1) + ξ · ∇xh(−1) + ν(ξ)h(−1) −Ksf (−1) = 0 ,
h(−1)(x, 0, ξ) = I(x, ξ) .
The difference f − h(−1) satisfies the equation

∂t(f − h
(−1)) + ξ · ∇x(f − h(−1)) + ν(ξ)(f − h(−1)) = K(f − h(−1)) +Krh(−1) ,
(f − h(−1))(x, 0, ξ) = 0 .
Thus we can define the zero order approximation h(0)
(22)


∂th
(0) + ξ · ∇xh
(0) + ν(ξ)h(0) = Krh
(−1) ,
h(0)(x, 0, ξ) = 0 .
In general, we can define the jth order approximation h(j), j ≥ 1 as
(23)


∂th
(j) + ξ · ∇xh
(j) + ν(ξ)h(j) = Kh(j−1) ,
h(j)(x, 0, ξ) = 0 .
This means that the solution f = GtεI of the linearized Boltzmann equation (12) can be
rewritten as a series
f = h(−1) + h(0) + h(1) + · · · .
Let St and Ot denote the solution operators of the following equations,

∂tg + ξ · ∇xg + ν(ξ)g = 0 ,
g(x, 0, ξ) = g0(x, ξ) ,
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and 

∂tj + ξ · ∇xj + ν(ξ)j −Ksj = 0 ,
j(x, 0, ξ) = j0(x, ξ) ,
i.e.
g(x, t, ξ) = Stg0(x, ξ) , j(x, t, ξ) = O
tj0(x, ξ) .
By standard energy estimate, maximum principle and property of the integral operator K
in (8), we have the following results about the operator St and Ot.
Lemma 9. [10] For any β ≥ 0, we have
(24)


‖Stg0‖L2xL2ξ ≤ e
−ν0t‖g0‖L2xL2ξ ,
‖Stg0‖L∞x L∞ξ,β ≤ e
−ν0t‖g0‖L∞x L∞ξ,β .
and
(25)


‖Otj0‖L2xL2ξ ≤ e
−ν0t/2‖j0‖L2xL2ξ ,
‖Otj0‖L∞x L∞ξ,β ≤ e
−ν0t/2‖j0‖L∞x L∞ξ,β .
The following lemma gives the L2xL
2
ξ and L
∞
x L
∞
ξ,β estimate of h
(j).
Lemma 10. For β ≥ 0, j ≥ −1, we have
(26)
‖h(j)‖L2xL2ξ ≤ t
j+1e−ν0t/2‖I‖L2xL2ξ ,
‖h(j)‖L∞x L∞ξ,β ≤ t
j+1e−ν0t/2‖I‖L∞x L∞ξ,β .
Proof. We will prove by induction. The case j = −1 immediately follows from (21) and
Lemma 9. For j = 0, by the definition of h(0) in (22) and Duhamel principle,
h(0)(x, t, ξ) =
∫ t
0
S
t−s1KrOs1I(·, s1)ds1 ,
using proposition 2 and lemma 9, we have
‖h(0)‖L2xL2ξ ≤ O(1)te
−ν0t/2‖I‖L2xL2ξ .
Assume it holds for j, then by (7), (23) and (24), we have
‖h(j+1)‖L2xL2ξ =
∥∥∥ ∫ t
0
S
t−s(Kh(j))(·, s)ds
∥∥∥
L2xL
2
ξ
≤
∫ t
0
e−ν0(t−s)e−ν0s/2sj+1‖I‖L2xL2ξds
≤ tj+2e−ν0t/2‖I‖L2xL2ξ .
The estimate of L∞x L
∞
ξ,β norm is similar and hence we omit the detail. 
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Now, we can define the kinetic decomposition
(27) GtεI =
4∑
j=−1
h(j) +R ,
then the tail term R satisfies the equation

∂tR+ ξ · ∇xR = LR+Kh
(4) ,
R(x, 0, ξ) = 0 .
Also, the kinetic part and the remainder part can be defined as follows:
G
t
ε,KI =
4∑
j=−1
h(j) , Gtε,RI = R−G
t
ε,F I .
Combining long wave short wave decomposition (16), (18) and kinetic decomposition (27),
we have
G
t
ε,RI = G
t
ε,SI +G
t
ε,L;⊥I −
4∑
j=−1
h(j) = R−Gtε,F I ,
hence by (17), (19) and (26),∥∥Gtε,RI∥∥L2xL2ξ ≤ t5e−O(1)t‖I‖L2xL2ξ .
For the high order estimate, we have
(28)
d
dt
‖∂2xG
t
ε,RI‖L2xL2ξ ≤ −C‖∂
2
xG
t
ε,RI‖L2xL2ξ + ‖K(∂
2
xh
(4))(·, t)‖L2xL2ξ .
We only need to estimate
(29)
∫ t
0
‖K(∂2xh
(4))(·, t− s)‖L2xL2ξds = O(1) .
To proceed, we define the jth Mixture operator as follow:
M
t
jf0 =
∫ t
0
∫ s1
0
· · ·
∫ s2j−1
0
S
t−s1KSs1−s2KSs2−s3K · · · Ss2j−1−s2jKSs2jf0ds2j · · · ds1 .
This form indicates that there are two essential mixing mechanisms:
(i) The mixing mechanism in x is due to particles traveling in different velocity ξ. This is
represented by the operator St.
(ii) The mixing mechanism in ξ is due to the compact operator K.
Under this definition, we have
(30) h(4)(x, t, ξ) =
∫ t
0
M
t−s0
2 KrO
s0I(·, s0)ds0 .
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Lemma 11. (mixture lemma [7, 10]) For any f0 ∈ L
2
xH
j
ξ , j = 1, 2, we have
(31) ‖∂
j
xM
t
jf0‖L2xL2ξ ≤ t
je−2ν0t/3‖f0‖L2xHjξ .
The mixture lemma states that the mixture of the two operators S and K in Mtj trans-
ports the regularity in the microscopic velocity ξ to the regularity of the space time (x, t).
The proof of this lemma will be given in Appendix. We can estimate (29) by using the
mixture lemma:
Lemma 12.
(32)
∫ t
0
‖K(∂2xh
(4))(·, t− s)‖L2xL2ξds = O(1)‖I‖L2xL2ξ .
Proof. By (30) and (31), we have
‖∂2xh
(4)(·, s)‖L2xL2ξ ≤
∫ s
0
(s− s0)
2e−2ν0(s−s0)/3‖∂2ξKrO
s0I‖L2xL2ξds0(33)
≤ e−ν0s/2
∫ s
0
(s− s0)
ids0‖I‖L2xL2ξ
≤ s3e−ν0s/2‖I‖L2xL2ξ ,
moreover, (7) and (33) imply∫ t
0
‖K(∂2xh
(4))(·, t− s)‖L2xL2ξds ≤
∫ t
0
‖K‖L2xL2ξ‖∂
2
xh
(4)‖L2xL2ξds
≤ ‖I‖L2xL2ξ
∫ t
0
(t− s)3e−ν0(t−s)/2ds
= O(1)‖I‖L2xL2ξ .

By (28) and (32), we obtain ∥∥Gtε,RI∥∥H2xL2ξ ≤ O(1)e−O(1)t .
This completes the proof of the main theorem 4.
5. Appendix: Proof of the Mixture Lemma
The goal of this appendix is to give a short and direct proof of the mixture lemma.
This lemma was introduced by Liu-Yu [10, 11, 12, 13] and the proof relies on the explicit
solution of the damped transport equation. In order to avoid constructing the explicit
solution, we need to introduce a differential operator:
Dt = t∇x +∇ξ .
It is important that Dt commutes with free transport operator:
[Dt, ∂t + ξ · ∇x] = 0 .
We have the following estimates about differential operator Dt and solution operator S
t.
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Lemma 13. For any f0 ∈ L
2
xH
j
ξ , j = 1, 2, there exists η0 small enough such that
(34)


‖DjtS
tf0‖L2xL2ξ ≤ e
−(ν0−η0)t‖f0‖L2xHjξ ,
‖DtS
tf0 − S
t∇ξf0‖L2xL2ξ ≤ e
−(ν0−η0)t‖f0‖L2xL2ξ ,
‖D2tS
tf0 −DtS
t∇ξf0‖L2xL2ξ ≤ e
−(ν0−η0)t‖f0‖L2xH1ξ .
Remark: Although the integral operator K has smoothing property, it only allows us
differential with respect to ξ once, if we calculate second order Mixture operator ∂2xM
t
2f0,
the second derivative term ∂2ξK(ξ, ξ∗) appears, the cancelation properties (34)2 and (34)3
can overcome this difficulty.
Proof. We can check the commutator
(35)
[Dt, ν(ξ)]h = ∇ξν(ξ)h ,
[D2t , ν(ξ)]h = 2[Dt, ν(ξ)]Dth +
[
Dt, [Dt, ν(ξ)]
]
h = 2∇ξν(ξ)Dth+∇
2
ξν(ξ)h .
Let f (j) = DjtS
tf0, then the energy estimate for f
(0)(= Stf0) gives
‖f (0)‖2L2xL2ξ
+
∫ t
0
‖ν1/2(ξ)f (0)‖2L2xL2ξ
ds ≤ ‖f0‖
2
L2xL
2
ξ
.
For f (1)(= DtS
tf0), it solves the equation
(36)


∂tf
(1) + ξ · ∇xf
(1) = −ν(ξ)f (1) − [Dt, ν(ξ)]f
(0) ,
f (1)(x, 0, ξ) = ∇ξf0(x, ξ) .
By (6), (35) and energy estimate, we have
1
2
d
dt
‖f (1)‖2L2xL2ξ
+ ‖ν1/2(ξ)f (1)‖2L2xL2ξ
≤ η0‖f
(1)‖2L2xL2ξ
+ C‖f (0)‖2L2xL2ξ
,
choose η0 small enough, we obtain
‖DtS
tf0‖L2xL2ξ ≤ e
−(ν0−η0)t‖f0‖L2xH1ξ .
For f (2)(= D2tS
tf0), we have
(37)


∂tf
(2) + ξ · ∇xf
(2) = ν(ξ)f (2) + 2[Dt, ν(ξ)]f
(1) +
[
Dt, [Dt, ν(ξ)]
]
f (0) ,
f (2)(x, 0, ξ) = ∇2ξf0(x, ξ) .
Similar argument can get our result and hence we omit the detail, this proves (34)1. For
(34)2 and (34)3, for simplicity of notation, we can define g0 = ∇ξf0 and g
(j) = DtS
tg0, then
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g(0) and g(1) satisfy the following equations respectively
(38)


∂tg
(0) + ξ · ∇xg
(0) = −ν(ξ)g(0) ,
g(0)(x, 0, ξ) = ∇ξf0 ,
and
(39)


∂tg
(1) + ξ · ∇xg
(1) = −ν(ξ)g(1) − [Dt, ν(ξ)]g
(0) ,
g(1)(x, 0, ξ) = ∇2ξf0 .
We can define u(j) = f (j) − g(j−1), j = 1, 2. Then u(1) = DtStf0 − St∇ξf0 and u(2) =
D2tS
tf0 − DtS
t∇ξf0. For (34)2, by (36) and (38), we can calculate that u
(1) solves the
equation 

∂tu
(1) + ξ · ∇xu
(1) = −ν(ξ)u(1) − [Dt, ν(ξ)]f
(0) ,
u(1)(x, 0, ξ) = 0 ,
the energy estimate, (35) and (6) gives
‖u(1)‖2L2xL2ξ
≤ −(ν0 − η0)
∫ t
0
‖u(1)‖2L2xL2ξ
ds+ ‖f0‖
2
L2xL
2
ξ
,
this complete the proof of (34)2. For (34)3, similarly, by (37) and (39), we can calculate
that u(2) solves the equation

∂tu
(2) + ξ · ∇xu
(2) − ν(ξ)u(2) = 2[Dt, ν(ξ)]f
(1) +
[
Dt, [Dt, ν(ξ)]
]
f (0) − [Dt, ν(ξ)]g
(0) ,
u(2)(x, 0, ξ) = 0 ,
similar argument can get our result. 
Proof of the Mixture Lemma. For j = 1, we can write down ∂1xM
t
1f0 as follows:
∂1xM
t
1f0(x, ξ) =
∫ t
0
∫ s1
0
∂xS
t−s1KSs1−s2KSs2f0ds2ds1
=
∫ t
0
∫ s1
0
∫
R6
∂xS
t−s1W (ξ, ξ1)Ss1−s2W (ξ1, ξ2)Ss2f0dξ2dξ1ds2ds1 .
Note that [∂x, S
t] = 0, [∂x,W ] = 0, we can change the order of (∂x, S
t) and (∂x,W ). In
order to get time integrability, we can rewrite ∂1xM
t
1f0(x, ξ) as
∂1xM
t
1f0(x, ξ) =
∫ t
0
∫ s1
0
∫
R6
s1 − s2
s1
S
t−s1W (ξ, ξ1)∂xSs1−s2W (ξ1, ξ2)Ss2f0dξ2dξ1ds2ds1
+
∫ t
0
∫ s1
0
∫
R6
s2
s1
S
t−s1W (ξ, ξ1)Ss1−s2W (ξ1, ξ2)∂xSs2f0dξ2dξ1ds2ds1 .
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Using the fact t∇x = Dt −∇ξ, we have
∂1xM
t
1f0(x, ξ) =
∫ t
0
∫ s1
0
∫
R6
1
s1
S
t−s1W (ξ, ξ1)
(
Ds1−s2 −∇ξ1
)
S
s1−s2W (ξ1, ξ2)S
s2f0dξ2dξ1ds2ds1
+
∫ t
0
∫ s1
0
∫
R6
1
s1
S
t−s1W (ξ, ξ1)Ss1−s2W (ξ1, ξ2)
(
Ds2 −∇ξ2
)
S
s2f0dξ2dξ1ds2ds1 .
By (34)1 and integration by parts, we have
‖∂1xM
t
1f0‖L2xL2ξ ≤ e
−2ν0t/3(‖f0‖L2xL2ξ + ‖∂1ξf0‖L2xL2ξ)
( ∫ t
0
∫ s1
0
1
s1
ds2ds1
)
= te−2ν0t/3‖f0‖L2xH1ξ .
This proves the case j = 1. For j = 2, we can write down ∂2xM
t
2f0 as:
∂2xM
t
2f0(x, ξ)
=
∫
T
∫
R6×2
s1s3
s1s3
∂2x
[
S
t−s1W (ξ, ξ1)Ss1−s2W (ξ1, ξ2)Ss2−s3W (ξ2, ξ3)Ss3−s4W (ξ3, ξ4)Ss4f0
]
dΞdS ,
where
dS = ds1 · · · ds4, dΞ = dξ1 · · · dξ4 , T = [0, t]× [0, s1]× · · · × [0, s3] .
In order to get time integrability, we need to decompose s1s3 as
s1s3 = [(s1 − s2) + (s2 − s3) + (s3 − s4) + s4][(s3 − s4) + s4] .
We then have
∂2xM
t
2f0(x, ξ) =
∫
T
∫
R6×2
1
s1s3
(J1f0 + J2f0)dΞdS ,
where J1 collects all the terms that each W differential with respect to ξ at most once, and
J2 collects all the terms that one of W differential with respect to ξ twice. More precisely,
J2f0 = S
t−s1W (ξ, ξ1)Ss1−s2W (ξ1, ξ2)
[
Ds2−s3S
s2−s3][∇ξ3W (ξ2, ξ3)]Ss3−s4W (ξ3, ξ4)Ss4f0
+ St−s1W (ξ, ξ1)Ss1−s2W (ξ1, ξ2)Ss2−s3
[
∇2ξ3W (ξ2, ξ3)
]
S
s3−s4W (ξ3, ξ4)Ss4f0
+ St−s1W (ξ, ξ1)Ss1−s2W (ξ1, ξ2)Ss2−s3W (ξ2, ξ3)
[
Ds3−s4S
s3−s4][∇ξ4W (ξ3, ξ4)]Ss4f0(40)
+ St−s1W (ξ, ξ1)Ss1−s2W (ξ1, ξ2)Ss2−s3W (ξ2, ξ3)Ss3−s4
[
∇2ξ4W (ξ3, ξ4)
]
S
s4f0
+ St−s1W (ξ, ξ1)Ss1−s2W (ξ1, ξ2)Ss2−s3W (ξ2, ξ3)
[
D2s3−s4S
s3−s4]W (ξ3, ξ4)Ss4f0
+ St−s1W (ξ, ξ1)Ss1−s2W (ξ1, ξ2)Ss2−s3W (ξ2, ξ3)
[
Ds3−s4S
s3−s4][∇ξ4W (ξ3, ξ4)]Ss4f0 .
The estimate of J1 is similar to j = 1,∥∥∥ ∫
R6×2
J1f0dΞ
∥∥∥
L2xL
2
ξ
≤ e−2ν0t/3‖f0‖L2xH2ξ .
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For J2, the first four terms of (40) can be estimated by (34)2 and the last two terms of (40)
can be estimated by (34)3, then∥∥∥ ∫
R6×2
J2f0dΞ
∥∥∥
L2xL
2
ξ
≤ e−2ν0t/3‖f0‖L2xH2ξ .
This means
‖∂2xM
t
2f0‖L2xL2ξ ≤ e
−2ν0t/3‖f0‖L2xH2ξ
(∫
T
1
s1s3
dS
)
≤ t2e−2ν0t/3‖f0‖L2xH2ξ ,
this completes the proof of the lemma. 
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