We consider a class of second order elliptic operators on a d-dimensional cube S d . We prove that if the coefficients are of class C k+δ (S d ), with k = 0, 1 and δ ∈ (0, 1), then the corresponding elliptic problem admits a unique solution u belonging to C k+2+δ (S d ) and satisfying non-standard boundary conditions involving only second order derivatives.
Introduction
In this paper we are concerned with the solvability in Hölder spaces of the following second order elliptic equation Problem (1.1), when is replaced by ε , can be considered as an approximate problem for the non-uniformly elliptic problem
(
1.3)
Such problems (which are degenerate problems in non-smooth domains) arise in the theory of measure valued diffusion processes describing some dynamics of populations. Actually, according to the classical theory of Stroock and Varadhan (see [11] ), the study of existence and uniqueness of solutions for such problems is the key ingredient in the proof of wellposedness of the martingale problem associated with the operator L.
Probably the most well known example of such operators is the Fleming-Viot operator, that in the case of a population with a finite number of types is given by
where S is the simplex of probability measures on the finite set E := {1, . . ., d}, that is S = {x ∈ [0, 1] d : i∈E x i 1}, and [q i,j ] i,j ∈E is the infinitesimal matrix of a Markov process on E (for a review on Fleming-Viot operators, in the case of a finite and of a infinite number of types, see [5, 6] ). The Fleming-Viot operator is clearly not uniformly elliptic and is defined on a domain with non-smooth boundary. Nevertheless, the degeneracy of the operator on the non-smooth boundary allows to prove its hypo-ellipticity (see [4] , also for more general drift terms).
Our goal here is to extend the results obtained for the Fleming-Viot operator to more general degenerate operators on non-smooth domains, which only satisfy the stochastic invariance property (1.2) . To this purpose we proceed in two steps. In the first one, which is given in the present article, we approximate Eq. (1.3) by introducing some boundary conditions on the second derivatives and by adding ε to L, in order to have a uniformly elliptic operator for which it is possible to use several classical tools to prove existence and uniqueness of solutions in spaces of Hölder continuous functions (see [7] and [8] ). In the second one, which is the argument of a forthcoming paper, we let ε go to zero and we get solutions for the original degenerate problem in an appropriate sense.
Due to the boundary conditions on the second derivatives, the main feature of the second order term
is that it can be restricted to the boundary of S d , and its restriction acts on functions defined on the boundary of S d . This property of (1.4) is important, as in the proof of existence of solutions for problem (1.1) we can proceed by induction. By using a direct argument we solve problem (1.1) for d = 1. Then, due the inductive hypothesis, we first solve the problem on the boundary of S d , which is a (d − 1)-dimesional hypercube, and then, by a suitable extension result, we extend the solution to the whole set S d and reduce to solve a problem with Dirichlet boundary conditions under suitable compatibility conditions on the right hand side f . Finally, we would like to say that analogous results can also be proved for the problem
by using the method of sums introduced by Da Prato and Grisvard (see [2] ). However, we do not know how to apply this method in the case of a simplex. Moreover, we would like to recall that, as explained by Lamperti in [9, Section 7.8], problem (1.5) has a probabilistic interpretation. Actually, it corresponds to a Brownian motion that when reaches the boundary of S d for the first time, instead of reflecting (as happens in the case of Neumann boundary conditions) or dying (as it happens in the case of Dirichlet boundary conditions), sticks at the boundary forever. This is the reason why such boundary conditions are known in the probabilistic literature as sticking barrier boundary conditions. The paper is organized as follows. In Section 2 we introduce some notations about function spaces on S d and on its boundary ∂S d . Moreover, we prove an extension results for functions defined on ∂S d . In Section 3 we prove the existence and uniqueness result. After giving hypotheses on the coefficients A and b, we state the main result. In Lemma 3.3 we prove that the maximum principle holds for problem (1.1), so that uniqueness follows. Due to uniqueness in Remark 3.4 we show how in the study of problem 1.1 it is possible to reduce to the case b = 0. In Proposition 3.5 we prove directly solvability of problem (1.1) in the case of space dimension d = 1. In Propositions 3.7 and 3.8, we show that for any d 1 problem (1.1) is uniquely solvable in C 2+δ (S d ) and C 3+δ (S d ) respectively, under the extra condition that the right hand side f vanishes on the boundary of S d . In Section 3.1 we prove the same result, in the case of general f .
Notations and preliminaries
Throughout the present paper we denote by S d the set [0, 1] d . For any i ∈ I := {1, . . ., d} and j ∈ J := {0, 1} we set
Clearly for any
(i, j ) ∈ I × J the set ∂S i,j d is a hypercube of dimension d − 1 and d i=1 ∂S i d = ∂S d .
Function spaces on S d
In what follows we shall denote by C(S d ) the Banach space of continuous functions on S d , endowed with the sup-norm · C(S d ) and by C 0 (S d ) the subspace of continuous functions vanishing at the boundary. For any δ ∈ (0, 1) we shall denote by C δ (S d ) the Banach space of uniformly δ-Hölder continuous functions, endowed with the norm
Next, for any integer k 1 and any δ ∈ [0, 1) we shall denote by
for any multi-index α, with |α| = k. In particular, for any 1 |α| k the derivatives D α u can be extended by continuity to uniformly δ-Hölder continuous functions defined up to the boundary of S d . C k+δ (S d ) is a Banach space endowed with the norm
Notice that as a consequence of the Whitney extension theorem for any u ∈ C(S d ) we have that u ∈ C k+δ (S d 
Function spaces on ∂S d
Throughout this subsection we assume that d 2.
As for S d , we denote by C(∂S d ) the Banach space of continuous functions on ∂S d , endowed with the sup-norm. For any (i, j ) ∈ I × J , we introduce the mapping
where
Hence, for any integer k 0 and for any δ ∈ (0, 1) we introduce the set 
Lemma 2.1. Assume thatû ∈ C 2 (∂S d ). Then for any (i, j ) ∈ I × J and h, k ∈ I , with
h, k = i, we have D hû (x) = D h,i û i,j ρ −1 i,j (x) , x ∈ ∂S i,j d ,(2.
5)
and
. Hence, with the same arguments used for the first derivative, we can differentiate once more in (2.5) and (2.6) follows. ✷ Now, for anyû ∈ C(∂S d ) and (i, j ) ∈ I × J , we set
.
Next lemma shows how to compute the derivatives of v ij .
, due to the chain rule we have
and then (2.9) follows. Now (2.10) follows from analogous arguments, by applying again the chain rule, this time to D h v i,j .
Finally, we define
An extension result
In what follows we shall denote by γ :
It is immediate to check that for any integer k 0 and for any δ ∈ (0, 1)
In next proposition we show that it is possible to construct an extension operator from
Proposition 2.3. There exists an operator E : C(∂S d ) → C(S d ) such that for any integer k 0 and for any
and such that γ • E =Î , whereÎ denotes the identity operator on C(∂S d ).
14)
where v i,j are the mappings introduced in (2.7). It is immediate to check that
, and all the operators G i commute, in the sense that for any i, h ∈ I
, for any integer k 0 and any δ ∈ (0, 1). Next we show that
. By differentiating twice both sides in (2.14) with respect to x i , from the second identity in (2.9) we immediately have D 2 i (G iû )(x) = 0, for any x ∈ S d . Moreover, due to the first identity in (2.9) for any h = i we have
Hence, thanks to (2.6) we have
for any x ∈ ∂S h d , and (2.16) follows.
Step 2. By recurrence we can define the operators E i , by setting
By using the definition of E d , thanks to (2.15) it is easy to see that for anyû
This implies thatû = γ • Eû and hence E is an extension operator from
Step 3. We conclude by showing that inclusions (2.13) hold.
Proceeding by induction we verify that for any i ∈ I
If i = 1 the two inclusions are true, as we have just proved the same inclusions for the operators G i . Now, assume that they are true for some i ∈ I . Since
and both the operator E i and the operator G i fulfill the inclusions, we have only to prove that for any 1 l i
But these inclusions are completely trivial, asĜ l = γ • G l and the same inclusions hold both for G l and for γ . ✷
Main result
In what follows we shall denote by ν the unit inward normal at ∂S d , that is
Definition 3.1.
Analogously, the restriction of the operator
Now we are ready to state the main result of this paper.
Theorem 3.2. Let us fix
The first preliminary result in the proof of previous theorem is the following maximum principle, which assures the uniqueness of solutions for problem (3.7).
Lemma 3.3. Assume that
Proof. We prove that ifx ∈ S d is a point where u achieves its minimum, then
This immediately implies the lemma.
In the proof we proceed as in [3] by induction on the space dimension d. Assume that d = 1. If the minimum is achieved at some pointx in (0, 1), then (3.8) is clearly verified. Thus, assume thatx = 0 (the casex = 1 can be treated analogously). As 
Moreover, sincex is a minimum point for u, then t = j is a minimum point for the mapping
and then
In particular
, and then we obtain
Moreover, from to (3.5) and (3.6) we have
and 
By (3.9), (3.10) and (3.11) this implies that the maximum principle holds also on S d . ✷ 
is continuous and surjective. Thus it is an isomorphism from (S d ). This means that Eq. (3.7) is equivalent to the equation 
Proof. For any x ∈ [0, 1] we define
Due to the Liouville theorem the problem
Now, if we define
we have that
Then, as v (x) = u (x) this implies that
Finally, since u can be represented as in (3.14) and
In the previous proposition we have seen that in the case of space dimension d = 1 problem (3.13) (and hence problem (3.7)) is solvable in C 2+k+δ [0, 1], with k = 0, 1. Our aim now is showing that the same is true also in the case of arbitrary space dimension d 1, under the further condition that f vanishes on ∂S d .
To this purpose, we first prove an extension result for A and f on the set
16)
and for each k ∈ I and
Proof. Since f ∈ C δ (S d ) and vanishes at ∂S d , we can extend it by oddness in all variables. More precisely, we can find a unique functionf
Next, we extend the mapping
to the hypercube T d . To this purpose we proceed by induction on d 1. We set
It is immediate to check that B (1) 
Next, due to the Sylvester theorem on positive definite matrices, as det B(x) > 0, for any x ∈ S d , all principal minors of B(x) are positive and then all principal minors of B (1) (x) of order 1 l < d are positive as well. Thus, if we show that the det B (1) (x) > 0, by using again the Sylvester theorem we can conclude that B (1) (x) is positive definite for any
i,j (x) denotes the matrix obtained from B (1) (x) eliminating the ith row and the j th column. Then, as
Next, we extend B (1) (x) . In this way we obtain B (2) on T 2 d which is an extension of B (1) (and hence of B) satisfying B (2) 
satisfying the same properties and in particular satisfying (3.15) . ✷ Due to this extension result for the operator A and the function f , we can solve (3.13) in C 2+δ (S d ).
Proposition 3.7. Assume that
which is solution of (3.13).
Proof. We notice that the domain S d is bounded and satisfies an exterior sphere condition at every x ∈ ∂S, the operator + L A,0 is uniformly elliptic and its coefficients belong to C δ (S d ). Then, due to [7, Theorem 6 .13] problem (3.13) admits a unique solution
Our aim is proving that such solution u can be extended up to the boundary of S d as a We consider the Dirichlet problem (3.19) whereB andf are respectively the extensions of I + 1/2 A and f to the hypercube
In view of [7, Theorem 6 .13] such a problem admits a unique solutionū
where α = α(i, j, k) is defined as in (3.16), due to (3.15) it is not difficult to check that for any
Therefore, as R kf = −f , by applying R k to both sides in (3.19) we obtain
This means that R kū solves the problem
From the uniqueness part in [7, Theorem 6 .13] we havē
, by using the uniqueness result of [7, Theorem 6 .13] in S d , we can conclude thatū ≡ u on S d .
Notice that all assumptions of the proposition are also fulfilled after having performed a permutation of the coordinates
(here π denotes a permutation of the set I ). Hence, it is sufficient to study the regularity of u around boundary points x of the following type
As all these points x are in
Finally, we show that u ∈ C 2 (S d ).
(and in particular a h,i (x) = 0, for any h ∈ I ), this implies that
Next proposition shows that if A and f are of class C 1+δ , then the solution of problem (3.13) belongs to C 3+δ (S d ). We emphasize that this case and the case of Proposition 3.7 are not considered in [10] . , 1) , then the unique solution u to problem (3.13) belongs to C 3+δ (S d ).
Proof. Let u be the solution of Eq. (3.13). We show that v k := D k u belongs to C 2+δ (S d ), for any k ∈ I .
According to [7, Theorem 6.17 
Then we can differentiate both sides in (3.13) with respect to x k and we obtain
(which is the same problem solved by u, with a different right hand side and different boundary conditions).
First of all we notice that 
