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Abstract
A result of R. Mathias and Horn [cf. Linear Algebra Appl. 142 (1990) 63] on the
representation of the unitarily invariant norm is extended in the context of Eaton triples and of
real semisimple Lie algebras. The representation is related to a function ‖ · ‖α . Criteria for
‖ · ‖α being a norm is given in terms of α and the longest element of the underlying finite
reflection group. In particular, for the real simple Lie algebras, ‖ · ‖α is a norm on its Cartan
subspace for a given nonzero α if and only ifω0α = −α, where ω0 is the longest element of the
Weyl group (this is the case if the Weyl group contains−id). Some related results are obtained.
© 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction
A norm ‖ · ‖ : Cp×q → R is said to be unitarily invariant if ‖UAV ‖ = ‖A‖ for
all A ∈ Cp×q , U ∈ U(p) and V ∈ U(q). Horn and Mathias [4] proved that there is a
compact set C ⊂ Rr+ ↓:= {(a1, . . . , ar ): a1  · · ·  ar  0}, where r = min{p, q},
such that
‖X‖ = max{‖X‖α : α ∈ C} for all X ∈ Cp×q .
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Here ‖X‖α =∑ri=1 αisi(X), α ∈ Rr+ ↓, in which s1(X)  · · ·  sr (X)  0 are the
singular values of X, and is called the generalized spectral norm if α = 0. Indeed, C
may be taken as C = {(s1(A), . . . , sr (A)): ‖A‖D  1, A ∈ Cp×q} and
‖A‖D = max
‖X‖1
|tr AX∗|
is the dual norm of A. Horn–Mathias’ quasilinear representation of unitarily invariant
norms indicates the importance of the generalized spectral norm. One may write
‖A‖D = max‖X‖1 Re tr AX∗ and we will see such an expression fits our general
framework better, when we view Cp×q as a real vector space. We remark that when
q = 1, ‖ · ‖D is the usual dual norm of Cp [3, p. 275].
Shortly after the publication of [4], Li and Tsing [11] generalized the result of
Horn and Mathias in the following setting. Let V be a finite-dimensional inner prod-
uct space over R or C and let G be a closed subgroup of the group of orthogonal or
unitary operators on V. A norm ‖ · ‖ on V is said to be G-invariant if ‖gx‖ = ‖x‖
for all g ∈ G, x ∈ V . Given c ∈ V , the G(c)-radius of x is defined as rG(c)(x) =
maxg∈G |(x, gc)|. The result of Li and Tsing asserts that there exists a subset S ⊂ V
such that
‖x‖ = max
c∈S
rG(c)(x).
In order to recover the result of Horn and Mathias, one just let V = Cp×q (the in-
ner product is given as (X, Y ) = tr XY ∗, X,Y ∈ Cp×q ), with G = U(p)⊗ U(q)
such that G acts on V in a way that U ⊗ V will send X → UXV ∗ and apply von
Neumann’s result [12]:
max
U∈U(p), V∈U(q)
|tr AVB∗U | =
r∑
i=1
si (A)si(B), A,B ∈ Cp×q .
SoG(c)-radii are important objects to study in order to understand G-invariant norm.
However, G(c)-radii are not norms in general, and rG(c)(·) is a norm if and only if
span Gc = V [11].
Our study will be restricted to real inner product spaces. Now in Li–Tsing’s set-
ting, if V is a complex inner product space with inner product (·, ·), then it can be
viewed as a real inner product space: 〈x, y〉 = Re(x, y), and the subgroup G of the
unitary group on V can be viewed as a subgroup of the orthogonal group O(V ) with
respect to the inner product 〈·, ·〉. If, in addition, the group G has circular symmetry
(the above example, as well as many examples in the literature, has this proper-
ty), that is, {ei θI : θ ∈ R} ⊂ G, then the G(c)-radius rG(c)(x) = maxg∈G |(x, gc)| =
maxg∈G |〈x, gc〉| = maxg∈G〈x, gc〉.
One of our objectives is to study the topics in the context of Eaton triples in which
the underlying V is a real Euclidean space. Norm property of a generalized ‖ · ‖c
which may be defined as ‖x‖c = maxg∈G〈x, gc〉 will also be studied in Section 3
and the criterion will be given in terms of c and the longest element of the finite
reflection group. We apply the results on the real simple Lie algebras in Section 4.
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2. Extension of Horn–Mathias’ result and Eaton triples
In this section, we want to extend the result of Horn and Mathias in a more general
setting. We will see how to derive their result from the simple Lie algebra sup,q in
Section 4.
Let V be a real Euclidean space with inner product (·, ·). The dual norm ‖ · ‖D :
V → R of a norm ‖ · ‖ : V → R is defined as
‖A‖D = max
‖X‖1
(A,X),
that is, the dual norm of A is simply the norm of the linear functional induced by A.
It is clear that ‖A‖D = max‖X‖=1(A,X) and ‖ · ‖ = ‖ · ‖DD.
Let G be a set of operators on V. Then a norm ‖ · ‖ : V → R is said to be G-
invariant if ‖gA‖ = ‖A‖ for all g ∈ G, A ∈ V .
Proposition 1. Let G be a group of operators on a real Euclidean space V and let
G∗ be the adjoint group of G defined by the inner product. Then ‖ · ‖D is G∗-invari-
ant if and only if ‖ · ‖ is G-invariant. In particular, if G is a subgroup of orthogonal
group on V, then ‖ · ‖ is G-invariant if and only if ‖ · ‖D is G-invariant.
Proof. Suppose that ‖ · ‖ is G-invariant. Then for any g ∈ G,
‖g∗A‖D = max
‖X‖1
(g∗A,X) = max
‖X‖1
(A, gX) = max
‖X‖1
(A,X).
The last equality is due to gB = B, where B is the unit ball of ‖ · ‖ (since G preserves
the norm). The converse follows from ‖ · ‖ = ‖ · ‖DD. Clearly, G = G∗ if G is a
subgroup of the orthogonal group. 
Let G be a closed subgroup of the orthogonal group on V. Then the triple (V ,G,F )
is an Eaton triple if F ⊂ V is a nonempty closed convex cone such that
(A1) Gx ∩ F is nonempty for each x ∈ V .
(A2) maxg∈G(x, gy) = (x, y) for all x, y ∈ F .
See [17] for a relation between Eaton triple and Lewis’ normal decomposition sys-
tem. By considering the equality case of Cauchy–Schwarz inequality, it is easy to
see that Gx ∩ F is a singleton set and we denote by F(x) the unique element in the
singleton set. For any nonzero α ∈ F , we define
‖A‖α = (α, F (A)).
Obviously, ‖ · ‖α is G-invariant. One can extend the definition of ‖ · ‖α to nonzero
B ∈ V :
‖A‖B = (F (B), F (A)).
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In other words, α = F(B). By (A2), ‖A‖B = maxg∈G(A, gB).
Theorem 2. Let ‖ · ‖ be a G-invariant norm on V, where (V ,G,F ) is an Eaton
triple. Let C = {F(A): ‖A‖D  1, A ∈ V } ⊂ F, a compact set. Then
‖X‖ = max{‖X‖α : α ∈ C} for all X ∈ V.
Proof. Notice that if ‖A‖D  1,
(g1X, g2A) =
(
X, g−11 g2A
)
 ‖X‖ ∥∥g−11 g2A∥∥D = ‖X‖ ∥∥A∥∥D  ‖X‖.
The first inequality is due to (A,X)  ‖A‖‖X‖D which follows from the definition
of the dual norm. The second inequality holds because ‖A‖D  1 and the second
equality is due to Proposition 1. Let g1, g2 ∈ G such that g1X and g2A are in F. Thus,
we have (F (X), F (A))  ‖X‖ when ‖A‖D  1 or, equivalently, max{‖X‖α : α ∈
C}  ‖X‖. Since ‖ · ‖ = ‖ · ‖DD, there is some H ∈ V such that ‖H‖D = 1 and
(X,H) = ‖X‖. Thus, ‖X‖ = (X,H)  (F (X), F (H)) by (A2) and we have the
desired result. 
3. The norm property of ‖ · ‖α
Theorem 2 makes ‖ · ‖α distinguished for G-invariant norms on V, where
(V ,G,F ) is an Eaton triple. Unlike the generalized spectral norm, ‖ · ‖α is not
necessarily a norm on V even if α ∈ F is nonzero (see Example 11).
We are going to find out what makes ‖ · ‖α a norm for nonzero α ∈ F . We
will restrict our investigation to Eaton triples with reduced triples. The Eaton triple
(W,H,F) is called a reduced triple of the Eaton triple (V ,G,F ) if it is an Eaton
triple and W := span F and H := {g|W : g ∈ G, gW = W } ⊂ O(W) [17]. It turns
out that H is a finite reflection group [13].
Example 3 [16]. The following are Eaton triples with reduced triples:
1. Compact connected Lie groups: Let G be a (real) compact connected Lie group.
Let g be the Lie algebra of G, equipped with a bi-invariant inner product and let t+
be a fixed (closed) fundamental chamber of the Lie algebra t of a maximal torus T
of G. Then (g,Ad(G), t+) is an Eaton triple with reduced triple (t,W, t+), where
W is the Weyl group of G.
2. Real semisimple Lie algebras: Let g = k+ p be a Cartan decomposition of a real
semisimple Lie algebra g. Let K be a compact analytic subgroup of k in the analytic
group of g and let a+ be a fixed (closed) fundamental chamber of a fixed maximal
abelian subalgebra a ⊂ p. Then (p,Ad(K), a+) is an Eaton triple with reduced
triple (a,W, a+), where W is the Weyl group of (g, a). It is also true for real
reductive Lie algebras.
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Since the framework is associated with a finite reflection group and the structure
is richer than a general inner product space, we expect to have a criterion in terms of
the reflection group for determining when ‖ · ‖α is a norm, and this is the motive of
our study in this section.
Let us recall some rudiments of finite reflection groups and our general references
are [1,6]. Let W be an m-dimensional real vector space with inner product (·, ·);  ⊂
W a root system of rank n  m;  = {α1, . . . , αn} a base for ; {λ1, . . . , λn} such
that 〈λi , αj 〉 = δij , where 〈β, α〉 = 2(β, α)/(α, α); H the finite reflection group of
the root system, that is, H is generated by the reflections si (x) = x − 〈x, αi〉αi , i =
1, . . . , n; F = {x ∈ W : (x, αi)  0, i = 1, . . . , n}, the closed fundamental cham-
ber relative to the base  or, equivalently, F = {∑ni=1 ciλi : ci  0} ⊕W0, where
W0 = {w ∈ W : hw = w for all h ∈ H } is the set of fixed points in W under the ac-
tion of H. By [1, Theorem 4.1.2] W = span +W0 (orthogonal direct sum). Since
H acts transitively on the chambers, given x ∈ W , the set Hx ∩ F is a singleton set
and its element is denoted by F(x). Here Hx = {hx: h ∈ H } is the orbit of x ∈ W
under the action of H. We denote the unique element in H of maximal length (relative
to , [6, pp. 15 and 16]) by ω0 ∈ H and it sends F onto −F and ω0 is called the
longest element.
The finite reflection group H is said to be essential relative to W if there is no
nonzero fixed points of W under the action of H, that is, W0 = {0}. It is said to
be irreducible if W contains no proper H-invariant subspace. It is clear that if H is
irreducible, then it is essential relative to W except the trivial case dim W = 1 and
H = {id}.
In this paper, we only consider the nontrivial cases.
We remark that the concepts of irreducibility and essentialness can be defined sim-
ilarly for any subset G of operators on V. In case G is a group, span Gc is the smallest
G-invariant space containing c ∈ V and G is irreducible if and only if span Gc = V
for any nonzero c ∈ V [9].
It is well known that [1, Theorem 5.3.1] if H ⊂ O(W) (the orthogonal group on
W) is a finite reflection group, then W can be written as the orthogonal direct sum
of H-invariant subspaces W0,W1, . . . ,Wk , that is, W = W0 +W1 + · · · +Wk , such
that if Hi = H |Wi ⊂ O(Wi), i = 0, 1, . . . , k, then H is isomorphic to H0 ×H1 ×
· · · ×Hk, where H0 = {id}, and Hi , i = 1, . . . , k are irreducible finite reflection
groups. In this case, (W,H,F) is an Eaton triple, where F = W0 + F1 + · · · + Fk ,
Fi = F ∩Wi , i = 1, . . . , k, and (Wi,Hi, Fi) are irreducible Eaton triples and W0 =
F ∩ (−F) [14, Theorem 3.1]. Thus, H is essential relative to W if and only if
W = W1 + · · · +Wk. (1)
We may identify H with H0 ×H1 × · · · ×Hk and thus H0 ×H1 × · · · ×Hk acts
on W = W0 +W1 + · · · +Wk componentwise: (h0, h1, . . . , hk)(w0 + w1 + · · · +
wk) = h0w0 + h1w1 + · · · + hkwk , wi ∈ Wi , i = 0, 1, . . . , k.
We remark that for the irreducible root systems, the corresponding Weyl groups
of type A1, Bn, Cn (same as Bn), D2n, E7, E8, F4, G2 (same as D6) [5, p. 71], and
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other irreducible reflection groups I2(m) (diheral group of order 2m), H3 and H4
contain −id . Let Aut() denote the group of automorphisms φ : →  such that
〈φ(α), φ(β)〉 = 〈α, β〉 for all α, β ∈ . It follows that the Weyl group H is a normal
subgroup of Aut() by [6, Proposition 1.2]. Let  = {σ ∈ Aut(): σ() = }. It
follows from [6, Theorems 1.4 and 1.8] that Aut() is the semidirect product of
 and H. The group  may be identified with the group of automorphisms of the
Coxeter diagram (it is called Dynkin diagram in case of Weyl groups) of . The
above argument can be found for the Weyl groups in [5, pp. 65 and 66]. Now if 
is trivial, then clearly −id ∈ H since −id ∈ Aut(). In this way, we can determine
that I2(m), H3 and H4 contain −id by looking at their Coxeter diagrams [6, p. 32].
So only Weyl groups of type An (n  2), D2n+1 and E6 do not contain −id .
The following result will be used to prove Theorem 6 and is an extension of [2,
Theorem 3.7] and closely related to [8, Theorem 4.3].
Theorem 4. Let (V ,G,F ) be an Eaton triple with reduced triple (W,H,F). A G-
invariant function ϕ : V → R is convex if and only if its restriction on W, ϕˆ : W →
R, is convex.
Proof. One implication is trivial. Let z = tx + (1 − t)y, where x, y ∈ V and t ∈
[0, 1]. We want to show that ϕ(z)  tϕ(x)+ (1 − t)ϕ(y). Without loss of generality,
we may assume that z ∈ W since ϕ is G-invariant. Then z = π(z) = tπ(x)+ (1 −
t)π(y), where π : V → W is the orthogonal projection onto W. If ϕˆ : W → R, the
restriction of ϕ on W, is convex, then ϕˆ(π(z))  tϕˆ(π(x))+ (1 − t)ϕˆ(π(y)). So it
is sufficient to show that ϕˆ(π(x))  ϕ(x) for any x ∈ V . By [13, Theorem 3.2],
π(x) is in the convex hull of the orbit HF(x) and H is a finite reflection group. So
there exist nonnegative real numbers αh, h ∈ H , such that ∑h∈H αh = 1, π(x) =∑
h∈H αhhF(x). Thus,
ϕˆ(π(x)) = ϕˆ
(∑
h∈H
αhhF(x)
)

∑
h∈H
αhϕˆ(hF (x))
=
(∑
h∈H
αh
)
ϕˆ(F (x))
= ϕ(x).
The inequality is due to the convexity of ϕˆ. Hence, ϕ(z) = ϕˆ(π(z))  tϕ(x)+ (1 −
t)ϕ(y). 
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Remark 5. The crucial step in the above proof is ϕ(π(x)) = ϕˆ(π(x))  ϕ(x) with
π(x) ∈ CH (F(x)), the convex hull of the orbitHF(x). By [13, Theorem 3.2],π(x) ∈
CG(F(x)) = CG(x). Clearly, the convexity of ϕˆ implies the H-monotonicity of ϕˆ,
that is, x ∈ CH (y)⇒ ϕˆ(x)  ϕˆ(y). By [7, Theorem 1(v)] ϕ = ϕˆ ◦ F is G-mono-
tone and hence ϕ(π(x))  ϕ(x), for all x ∈ V , since the map x → F(x) is maximal
invariant [7]. Thus, Theorem 4 may be viewed as a corollary of [7, Theorem 1(v)].
Similar remark applies for Theorem 6.
The following result extends [2, Theorem 3.8] and will be used to prove
Theorem 7.
Theorem 6. Let (V ,G,F ) be an Eaton triple with reduced triple (W,H,F). A G-
invariant function ϕ : V → R is a norm if and only if its restriction ϕˆ : W → R on
W is a norm.
Proof. One implication is trivial. Suppose that the restriction of ϕ on W, ϕˆ : W → R
is a norm. Then for any p ∈ V , ϕ(p) = ϕ(F (p)) = ϕˆ(F (p))  0 and ϕ(p) = 0 ⇔
ϕˆ(F (p)) = 0 ⇔ F(p) = 0 since ϕˆ is a norm. Now 0 = F(p) = gp for some g ∈ G.
Thus, p = 0 since g ∈ O(V ). For any r ∈ R, p ∈ V , let g ∈ G such that g(rp) =
F(rp) ∈ F . Now g(rp) = rgp and hence gp = 1
r
F (rp) ∈ W , r = 0. So ϕ(rp) =
ϕˆ(F (rp)) = ϕˆ(rgp) = |r|ϕˆ(gp) = |r|ϕ(gp) = |r|ϕ(p). By Theorem 4, ϕ is convex
and hence 12ϕ(p + q) = ϕ( 12p + 12q)  ϕ( 12p)+ ϕ( 12q) = 12 (ϕ(p)+ ϕ(q)) for any
p, q ∈ V , that is, the triangle inequality. 
We remark that in the setting of Theorem 6, the study of a G-invariant norms on
V is reduced to the study of H-invariant norms on W.
Theorem 7. Let (V ,G,F ) be an Eaton triple with reduced triple (W,H,F).
Suppose that H ∼= H0 ×H1 × · · · ×Hk is a decomposition of H into its ir-
reducible components, where Hi = H |Wi , with H0 = {id}, i = 1, . . . , k, and W =
W0 +W1 + · · · +Wk is an orthogonal direct sum. Let α ∈ F be a nonzero vector.
Then ‖ · ‖α : V → R defined by ‖x‖α = (α, F (x)) is a norm if and only if H is
essential relative to W, pi(α) = 0, where pi : W → Wi is the orthogonal projection
onto Wi, for all i = 1, . . . , k, and ω0(α) = −α, where ω0 is the longest element
of H.
Proof. By Theorem 6, ‖ · ‖α : V → R is a norm if and only if its restriction ‖ · ‖α :
W → R is a norm (we use the same notation for the restriction). The conditions for
‖ · ‖α : W → R being a norm are:
(a) (α, F (y))  0 for all y ∈ W ;
(b) (α, F (y)) = 0 if and only if y = 0;
(c) (α, F (ry)) = |r|(α, F (y)) for all y ∈ W and r ∈ R;
(d) (α, F (y + z))  (α, F (y))+ (α, F (z)) for all y, z ∈ W .
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Condition (d) is valid for any Eaton triple (W,H,F) for if h(y + z) ∈ F for some
h ∈ H , then (α, F (y + z)) = (α, h(y + z)) = (α, hy + hz) = (α, hy)+ (α, hz) 
(α, F (y))+ (α, F (z)) by (A2).
We claim that conditions (a) and (b) are equivalent to that H is essential rela-
tive to W and pi(α) = 0 for all i = 1, . . . , k. Let us proceed to show the claim.
That H is essential relative to W implies condition (a) is by Theorem 3.2(i) of
[14]. Suppose pi(α) = 0 for all i = 1, . . . , k, in addition. Note that (α, F (y)) =∑k
i=1(pi(α), pi (F (y))). Thus, (α, F (y)) = 0 implies (pi(α), pi (F (y)) = 0 (since
(pi(α), pi (F (y)))  0 by Theorem 3.2(i) of [14] again). Now each Hi is irreducible
and pi(α) = 0. So pi(F (y)) = 0 by Theorem 3.2(ii) of [14] and thus condition (b)
is established.
On the other hand, suppose both conditions (a) and (b) hold. If pi(α) = 0 for some
i = 1, . . . , k, then choose a nonzero y ∈ F such that pi(y) = 0 but pj (y) = 0 if j =
i. So (α, F (y)) = 0 but y = 0, that is, condition (b) would not hold. So pi(α) = 0
for all i = 1, . . . , k. If H were not essential relative to W, there would exist a nonzero
y ∈ W0 ⊂ F such that (α, F (y)) = (α, y) = (p0(α), y) = 0 since p0(α) ∈ W0 and
W0 is a subspace of W. However, this contradicts condition (b). Thus, we prove the
claim.
It is clear that F(ry) = rF (y), where r > 0 and y ∈ W . So condition
(c) amounts to (α, F (−y)) = (α, F (y)) for all y ∈ W . Notice that −F(−y) ∈
−F and −F(−y) ∈ −H(−y) = Hy so that −F(−y) ∈ Hy ∩ (−F). Hence,
−F(−y) = ω0F(y) and (α, F (y)) = (ω0α,ω0F(y)) = (−α,−F(−y)) and clear-
ly (α, F (−y)) = (−α,−F(−y)). So condition (c) is equivalent to (α +
ω0α,−F(−y)) = 0 for all y ∈ W , that is, (α + ω0α, x) = 0 for all x ∈ F . Since
spanF = W , condition (c) is equivalent to ω0α = −α. 
Remark 8. If ω0α = −α, then ‖ · ‖α is reduced to Li–Tsing’s G(α)-radius. The
remaining conditions ensure that span Gα = V (the smallest G-invariant subspace
containing α) which is equivalent to that the convex hull of the orbitGα, say CG(α),
contains an open ball centered at the origin. In some applications, if −id ∈ H is
known, then it is the longest element and H is essential relative to W. So only one
condition is left to be checked in order to verify that ‖ · ‖α is a norm.
4. Applications to real semisimple Lie algebras
Let g = k+ p be a Cartan decomposition of a real semisimple Lie algebra and let
K be the analytic subgroup of G whose Lie algebra is k. Thus, Ad(K) is a maximal
compact subgroup of Ad(G). Here p is the orthogonal complement of k in g with
respect to the Killing form B(·, ·) and is called the Cartan subspace of g. Moreover,
B is positive definite on p and negative definite on k. Since the Killing form is G-
invariant, that is, B(Ad(g)X,Ad(g)Y ) = B(X, Y ), g ∈ G, X,Y ∈ g, and Ad(k) is
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an automorphism of k for k ∈ K , we have B(L,Ad(k)Y ) = B(Ad(k−1)L, Y ) = 0,
L ∈ k, k ∈ K , Y ∈ p. It then follows that p is invariant under the adjoint action of K.
Let O(Y ) = {Ad(k)Y : k ∈ K} be the orbit of Y under the adjoint action of K. A result
of Cartan says that O(Y ) ∩ a+ is a singleton set, denoted by {a+(Y )}, where a+ is a
(closed) fundamental Weyl chamber of the maximal abelian subalgebra a in p.
The dual norm ‖ · ‖D : p → R of a norm ‖ · ‖ : p → R is defined as ‖A‖D =
max‖X‖1 B(A,X). A norm ‖ · ‖ : p → R is said to be K-invariant if ‖Ad(k)A‖ =
‖A‖ for all k ∈ K , A ∈ p. For any nonzero α ∈ a+, we define ‖A‖α = B(α, a+(A)).
Obviously, ‖ · ‖α is K-invariant. The following is a corollary of Theorem 2.
Theorem 9. Let ‖ · ‖ be a K-invariant norm on p. LetC = {a+(A): ‖A‖D  1, A ∈
p} ⊂ a+, a compact set. Then
‖X‖ = max{‖X‖α : α ∈ C} for all X ∈ p.
Proof. Notice that (p,Ad(K), a) is an Eaton triple [16] and use Theorem 2. 
Let us see how to recover Horn–Mathias’ result from Theorem 9 when we con-
sider a real form of sl(p + q,C). It is known that [15]
sup,q =
{ (
X1 Y
Y ∗ X2
)
:
X∗1 = −X1, X∗2 = X2, tr X1 = tr X2 = 0, Y ∈ Cp×q
}
,
K = SU(p, q) =
{(
U 0
0 V
)
: U ∈ U(p), V ∈ U(q), det U det V = 1
}
,
p =
{(
0 Y
Y ∗ 0
)
: Y ∈ Cp×q
}
,
a =
⊕
1jp
R(Ej,p+j + Ep+j,j ),
a+ =
{ ⊕
1jp
aj (Ej,p+j + Ep+j,j ): a1  · · ·  ap  0
}
.
The Killing form is B(X, Y ) = 2(p + q)tr(XY ). Now K acts:(
U 0
0 V
)(
0 A
A∗ 0
)(
U∗ 0
0 V ∗
)
=
(
0 UAV ∗
VA∗U∗ 0
)
.
Hence, the orbit of an element in p under the adjoint action of K is{(
0 UAV
(UAV )∗ 0
)
: U ∈ U(p), V ∈ U(q)
}
.
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The Killing form is given by
B
((
0 A
A∗ 0
)
,
(
0 X
X∗ 0
))
= 2(p + q) Re tr AX∗.
We now identify p with Cp×q in this way:(
0 Y
Y ∗ 0
)
↔ Y.
Thus,
a+
(
0 Y
Y ∗ 0
)
is identified with the vector of singular values of Y (in nonincreasing order). That
‖ · ‖ : p → R is K-invariant amounts to ‖ · ‖ : Cp×q → R is unitarily invariant.
Hence, Horn–Mathias’ result follows since the positive integer 2(p + q) does not
matter.
The following is a corollary of Theorem 7.
Corollary 10. Let g = k+ p be a Cartan decomposition of a real simple Lie algebra
g. Given nonzero α ∈ a+, ‖ · ‖α : p → R defined by ‖A‖α := B(α, a+(A)), where
B(·, ·) is the Killing form, is a norm if and only if ω0α = −α, where ω0 is the longest
element of the Weyl group of (g, a).
Proof. The group Ad(K) is irreducible on the Cartan subspace p. 
Example 11.
1. The Weyl group of sup,q is irreducible and contains −id [15]. Indeed the group
action can be viewed as (a1, . . . , ar ) → (±aσ(1), . . . ,±aσ(r)), where σ ∈ Sr and
r = min{p, q}, (a1, . . . , ar) ∈ Rr . So the generalized spectral norm ‖ · ‖α is a
norm if α = 0.
2. The Weyl group of sl(n,F) (F = R,C,H) is the full symmetric group Sn [15]. Al-
though the Weyl group does not contain−id , some ‖ · ‖α is still a norm, for exam-
ple, α = (1, 0, . . . , 0,−1) since ω0α = −α, ω0: (a1, . . . , an) → (an, . . . , a1).
Example 12. The real counterpart of Horn–Mathias’ result is for the orthogonal-
ly invariant norms ‖ · ‖ : Rp×q → R, that is, ‖UAV ‖ = ‖A‖ for any U ∈ O(p),
V ∈ O(q) andA ∈ Rp×q . The corresponding ‖ · ‖α is a norm for nonzero α ∈ Rr+ ↓.
Indeed, the Eaton triple is (V ,G,F ) = (Rp×q,O(p) ⊗ O(q), diag Rr+ ↓) with the
reduced triple (W,H,F), where the action of H is given by diag(a1, . . . , ar) →
diag(±aσ(1), . . . ,±aσ(r)), σ ∈ Sr , with r = min{p, q}. See [13] for the details. One
can consider the group S O(n)× S O(n). Then ‖ · ‖α is a norm for nonzero α ∈ F =
{(a1, . . . , an): a1  · · ·  an−1  |an|} if n is even since D2n contains −id when n
is even. When n is odd, one has to check αn = 0 for the nonzero α = (α1, . . . , αn)
since ω0: diag(a1, . . . , an) → diag(−a1, . . . ,−an−1, an).
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Among the noncompact real simple Lie algebras (the compact case is not in-
teresting since p is trivial), the following will have ‖ · ‖α as a norm for nonzero
α:
1. Classical Lie algebras:
(a) g = sup,q , a real form of sl(p + q,C). This gives Horn–Mathias’ result and
the generalized spectral norm.
(b) g = so2n+1(C), n  2, and its real forms:
(i) h = sop,q (p = 0, 1, . . . , n, p + q = 2n+ 1).
(c) g = spn(C), n = 2m, m  3, and its real forms:
(i) h = spn(R), n = 2m (this will give results for complex symmetric matri-
ces and unitarily congruent invariant norm);
(ii) h = spp,q (p = 0, 1, . . . , [m/2], p + q = m).
(d) g = so2n(C), n  4, with even n, and its real forms:
(i) h = sop,q (p = 0, 1, . . . , n, p + q = 2n) with even n when p = q = n;
n may be even or odd when p = q (this will give results for real matrices
with special orthogonally invariant norm);
(ii) h = so∗(2n), where n may be even or odd. This will give results for com-
plex skew symmetric matrices and unitarily congruent invariant norm.
2. Exceptional Lie algebras: all the complex exceptional Lie algebras except E6 and
the real forms EII, EIII, EV, EVI, EVII, EVIII, EIX, F I, F II and G [15, p.
315–317]. For other real simple Lie algebras, one has to check ω0α = −α for the
nonzero α.
Acknowledgements
The authors thank C.K. Li for the helpful discussion and M. Niezgoda for pointing
out Ref. [14], which lead to a better presentation of the results. They also thank
the referee for pointing out an error in Theorem 7 and Corollary 10 in an earlier
manuscript and his careful reading and suggestions, especially bringing our attention
to [7]. He also pointed out the relation between Jensen’s result [7, Theorem 1] and
ours, as given in Remark 5.
References
[1] L.C. Grove, C.T. Benson, Finite Reflection Group, second ed., Springer, New York.
[2] R.R. Holmes, T.Y. Tam, Distance to the convex hull of an orbit under the action of a compact group,
J. Austral. Math. Soc. Ser. A 66 (1999) 331–357.
[3] R. Horn, C.R. Johnson, Matrix Analysis, Cambridge University Press, Cambridge, 1990.
[4] R. Horn, R. Mathias, Cauchy–Schwarz inequalities associated with positive semidefinite matrices,
Linear Algebra Appl. 142 (1990) 63–82.
112 T.-Y. Tam, W.C. Hill / Linear Algebra and its Applications 331 (2001) 101–112
[5] J.E. Humphreys, Introduction to Lie Algebras and Representation Theory, Springer, New York,
1972.
[6] J.E. Humphreys, Reflection Groups and Coxeter Groups, Cambridge University Press, Cambridge,
1990.
[7] D.R. Jensen, Invariant ordering and order preservation, in: Y.L. Tong (Ed.), Inequalities in Statistics
and Probability, IMS Lectures Notes, Monograph Series, vol. 5, 1984, pp. 26–34.
[8] A.S. Lewis, Group invariance and convex matrix analysis, SIAM J. Matrix Anal. Appl. 17 (1996)
927–949.
[9] C.K. Li, N.K. Tsing, G-invariant Hermitian forms and G-invariant elliptical norms, SIAM J. Matrix
Anal. Appl. 4 (1998) 435–445.
[10] C.K. Li, N.K. Tsing, Norms that are invariant under unitary similarities and the C-numerical radii,
Linear and Multilinear algebra 24 (1989) 209–222.
[11] C.K. Li, N.K. Tsing, G-invariant norms and G(c)-radii, Linear Algebra Appl. 150 (1991) 179–194.
[12] J. von Neumann, Some matrix-inequalities and metrization of matrix-space, Tomsk. Univ. Rev. 1
(1937) 286–300; in: Collected Works, vol. 4, Pergamon, New York, 1962, pp. 205–219.
[13] M. Niezgoda, Group majorization and Schur type inequalities, Linear Algebra Appl. 268 (1998)
9–30.
[14] M. Niezgoda, An analytical characterization of effective and of irreducible groups inducing cone
orderings, Linear Algebra Appl. 269 (1998) 105–114.
[15] A.L. Onishchik, E.B. Vinberg, Lie Groups and Algebraic Groups, Springer, Berlin, 1990.
[16] T.Y. Tam, An extension of a result of Lewis, Electron. J. Linear Algebra 5 (1999) 1–10.
[17] T.Y. Tam, Group majorization Eaton triples and numerical range, Linear and Multilinear Algebra 47
(2000) 11–28.
