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Video sequence classification is the process of recognizing the semantic labels of
the given video sequences. It has a wide range of applications in human action
recognition, video genre classification, and abnormal behavior detection. The
essential cues for video classification are the spatial structures and their changes
along the time axis.
This thesis presents two methods for pre-processing the input video sequence.
First, an efficient optical flow estimation method is proposed to estimate pixel-
level velocity from two adjacent frames. This method applies max pooling and
min pooling to construct a hierarchical feature structure for coarse-to-fine patch
matching. Optical flow is then estimated from the matching set via an interpola-
tion algorithm. Second, a saliency map estimation method is proposed to detect
salient spatio-temporal regions. Sampling local features from the salient regions
reduces noise and redundancy in the feature set.
Then, this thesis focuses on spatio-temporal feature extraction in the trajectory-
based method and the ConvNet-based method. In the trajectory-based method,
we extend the HOG and SIFT descriptors to create two new spatio-temporal de-
scriptors. Subsequently, we propose a novel feature encoding method to generate
video representations. This encoding method uses the co-occurrence matrix of
local features to compute the conditional probability distribution of the feature
word pairs. Then, the tensor decomposition algorithm is applied on the condi-
tional probability distribution matrix to produce a more compact and discrimi-
native video representation. Experiments are conducted on three datasets: KTH,
UCF11, and Hollywood2. The experimental results indicate that this encoding
method significantly improves the classification rate compared to BoW.
In the ConvNet-based method, a two-stream cross-ResNet has been proposed.
This network consists of two ResNets where each ResNet accepts one stream.
The two streams exchange information through two extra residual connections
at each convolution stage. The motivation of this ConvNet model is to learn
iv
local spatio-temporal features in the convolution layers. In our approach, the
LSTM follows the cross-ResNet to extract global spatio-temporal features for
video classification. Experiments are conducted on two datasets: UCF101 and
HMDB51. The experimental results indicate that the proposed two-stream cross-
ResNet model reaches the classification accuracy as the other two-stream ConvNet
models. However, the proposed method requires only appearance sequences,
thereby yielding an end-to-end network.
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1.1 Research objectives
Video sequence classification, which aims to recognize the semantic label of a
video sequence, has extensive applications in video indexing, browsing, and
filtering. However, understanding the video content through the visual images
is a challenging problem and leads an active research area. First, it is challenging
for the intra-class variations (illumination changes, different viewpoints, scale,
temporal variations), and inter-class similarity (similar background, the same
object having different actions). Second, it is challenging for the low-level features
to describe the discriminative characteristics of the objects.
The motivation of this research is to develop a video sequence classification
system leading to state-of-the-art classification accuracy. We address the relevant
problems in optical flow estimation, salient spatio-temporal region detection, fea-
ture encoding for video representation, and optimum fusion of multiple features.
Optical flow estimation calculates pixel velocities thereby providing sufficient
motion information for video analysis. In the trajectory-based classification meth-
ods [1, 2, 3, 4] and the ConvNet models [5, 6, 7], the use of optical flow yields
significant improvement in terms of the classification rate. The first aim of this
project is to develop an efficient method producing more accurate optical flow.
1
1.2. Contributions
Spatio-temporal salient region detection generates prior knowledge for fea-
ture extraction. Sampling features from the salient region reduces the number of
low-level features and removes the redundancy. As a result, the effects of discrim-
inative features will be enhanced in classification [4, 8]. The second aim of this
project is to detect the spatio-temporal salient regions by using the appearance
and dynamic information, and ultimately sample a concise feature set.
Feature encoding algorithms produce a single vector to represent a video
sequence. The encoding result is a high-level feature descriptor and used as
the classifier input. Most of the existing encoding methods ignore the relative
distribution of local features in the spatio-temporal domain. The third aim of
this project is to develop an encoding method to extract the characteristics of
spatio-temporal distribution of the low-level features.
The fusion of the multi-stream outputs in the ConvNet models plays an essen-
tial role in extracting complex and discriminative features. LSTM is a commonly
used method to explore the relationships among the spatial feature sequences
[6, 9, 10]. However, LSTM and the other fusion methods such as pooling (average
or max) and full connection always combine spatial features from different frames
at high levels. In this case, the temporal features are only extracted from the last
few classification layers. The fourth aim of this project is to develop a cross-
ConvNet which learns spatio-temporal features both in low levels (convolution
layers) and high levels (fusion layers).
We address these objectives in Chapter 3, Chapter 4, and Chapter 5. The
following sections present the thesis structure and contributions of this research.
1.2 Contributions
The principal contributions of this thesis are listed as follows.
• A method for optical flow estimation: This method builds a min pooling and
max-pooling based hierarchical model to explore a dense matching set from
coarse to fine, and estimate optical flow with the state-of-the-art interpola-
tion algorithm. Compared to the other traditional optical flow estimation
methods, the proposed method obtains significant improvement on accu-
racy with fewer computation costs.
• A method to detect spatio-temporal salient regions in video sequence: This method
reduces the number of local features and yields higher classification rate
with the same descriptors. The information used to calculate saliency map
includes color, trajectory, and sharpness map.
2
1.3. Thesis organization
• A method to encode local features: The co-occurrence matrix is employed to
statistic the joint feature words distribution. The normalized co-occurrence
matrix is the conditional probability of word pairs. Then, the co-occurrence
matrices are treated as tensor for Tucker decomposition. The flattened
core tensor is the input of the classifier. Encoding local features using co-
occurrence matrix significantly improves the classification rate compared to
BoW (Bag of Words).
• A cross-ResNet model for end-to-end video classification: The proposed deep
learning architecture consists of two ResNet50 branches that cross to each
other by the residual connections. The proposed model has two input-
streams that can be the combination of (image, image) sequence or (im-
age, flow) sequence. The interaction model yields a good fusion of spatio-
temporal features, thereby improves the classification rate.
The publications arising from this project are listed as follows:
• X. Tang, A. Bouzerdoum, and S. L. Phung, ”Video Classification Based on
Spatial Gradient and Optical Flow Descriptors”, International Conference on
Digital Image Computing: Techniques and Applications, pp. 1-7, 2015.
• X. Tang, S. L. Phung, A. Bouzerdoum, and V. H. Tang, ”Pooling-based
Feature Extraction and Coarse-to-fine Patch Matching for Optical Flow Es-
timation”, Asian Conference on Computer Vision, pp. 1-16, 2018.
In addition, one paper is currently under review:
• X. Tang, A. Bouzerdoum, and S. L. Phung, ”Encoding Features with Co-
occurrence Matrix for Video Classification”, 2019.
1.3 Thesis organization
This thesis consists of six chapters:
• Chapter 1 outlines the project background and objectives. It highlights the
research contributions and publications.
• Chapter 2 reviews the existing approaches for video classification and the




• Chapter 3 presents a method for optical flow estimation and compares
the proposed method with the state-of-the-art methods on two challenging
benchmarks.
• Chapter 4 presents a spatio-temporal salient region detection method and
a novel feature encoding method to get video representation. This chapter
also investigates the performance of two new proposed spatio-temporal
feature descriptors in terms of the classification rate.
• Chapter 5 presents a two-stream Cross-ResNet for video classification.
The architecture network, benchmark data sets, and experimental results of
action classification are also included.
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2.1 Introduction
Nowadays, video sequences have become an essential medium to transmit news,
movies, and TV programs. The dramatic expansion of video data demands effi-
cient management for video indexing, browsing, retrieving, and filtering, which
all involve a core task - video sequence classification. Video sequences can be
categorized into classes according to the theme of the application (e.g., action
5
2.1. Introduction
recognition, genre classification, dynamic scene classification). This chapter re-
views the existing approaches for video classification and the relevant techniques
that enhance the classification accuracy or reduce the computation costs.
There exist many pre-processing techniques, such as salient region detection
and optical flow estimation, to improve the classification rate. Tang et al. use
saliency map to detect the spatio-temporal regions of each frame for feature
extraction [8]. Zhao et al. use saliency map to divide each video frame into
foreground and background to extract features from the two regions with two
independent ConvNets [11]. Murabito et al. estimate saliency map by using the
visual classification result, indicating that saliency map and the semantic label
(classification result) have a strong relationship [12]. Motion information is of
great significance in action recognition [2, 3, 13, 14, 15]. Wang et al. use optical
flow to build dense trajectories to track the changes of local features over time
[3]. Zhu et al. use optical flow as one input of a two-stream ConvNet model for
temporal feature extraction [16].
There are two main approaches to feature extraction problem. The first ap-
proach uses hand-crafted descriptors, such as SIFT [17], SURF [18], GIST [19],
HOG [20], and HOF [21]. The hand-crafted descriptors are designed to catch the
discriminative features of some specific structures so that they are meaningful
and easy to understand. These descriptors are easily extended to 3D space for
spatio-temporal feature extraction, such as 3D-SIFT [22] and 3D-HOG [23]. The
second approach uses automatically learned features that are generally extracted
from a network. The commonly used networks for feature learning include the
independent subspace analysis (ISA) network [24] and the convolutional neural
network (CNN) [10, 25]. As CNN models accept images as inputs, the spatial
features extracted from the convolutional layers of the CNN models need to be
fused with an extra network for temporal feature extraction. The LSTM [9] and
GRU [26] are the widely used fusion networks.
There exist various methods for feature encoding to obtain video represen-
tation. The necessity of feature encoding includes two aspects. First, feature
encoding produces more discriminative global features. Second, feature encod-
ing generates a video representation with a fixed-length vector as the classifier
input. Bag-of-words (BoW) is one of the most widely used encoding methods
[3, 27, 28, 29]. Another popular encoding method is Fisher vector [30, 31]. The
relevant techniques in feature clustering include K-means, Gaussian kernel, and
EM [32]. The relevant techniques in feature reduction include PCA, ICA [24],
tensor theory [33], and sparse coding [34].
This chapter is organized as follows. Section 2.2 introduces the existing meth-
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ods for video pre-processing, including salient region detection and optical flow
estimation. Section 2.3 presents a survey of hand-crafted feature descriptors and
networks for feature learning. Section 2.4 discusses the existing methods for video
representation.
2.2 Pre-processing of the video sequence
Pre-processing of the video sequence is important for feature extraction. Salient
region detection obtains the region of interest. Sampling features from the salient
region removes feature redundancy and noise. Increasing the weight of features
extracted from the salient region enhances the discriminative features and benefits
the classification accuracy. Optical flow provides sufficient motion features to de-
scribe the activities in the video sequence. The following two subsections review
the existing methods to do salient region detection and optical flow estimation,
respectively.
2.2.1 Salient region detection
The results of salient region detection are used to extract discriminative features
from the salient region, thereby reducing the noise and redundancy in the fea-
ture set. Moreover, sampling from salient region produces more feature points
compared with the existing feature point detection methods, such as Harris3D
detector [35] and Hessian detector [36], which only find sparse spatio-temporal
anisotropic points for feature extraction.
There exist many salient region detection methods based on traditional com-
puter vision techniques. Rapantzikos et al. presented a method to detect spatio-
temporal salient volume in sport classification [37]. Huang et al. proposed to
calculate the video salient region by removing the camera motion [38]. Kim et al.
proposed to extract the salient region by using a random walk restart method [39].
These methods are pixel-based and do not cluster pixels in the same object. Other
methods calculate salient regions based on superpixels. Gao et al. used two-layer
robust PCA (RPCA) to detect the outlier blocks as the salient region [40]. Fu et al.
constructed a superpixel-based graph to calculate the salient region [41]. This
method detects the salient region using only the color and motion information
without considering the focus of the shot, which is a significant property of the
salient regions, especially in video sequences.
There are also CNN-based models for salient region detection [42, 43, 44, 45,
46]. He et al. proposed to segment an image into superpixels and then used the
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features of superpixels as the input of a CNN model to find the salient region [42].
This method obtains accurate object regions and maintains sharp object edges.
Liu and Han presented another CNN model called DHSNet to obtain significant
superiority in terms of accuracy and running speed [44]. Tu et al. explored a CNN
model to detect and describe the motion salient regions for action recognition [43].
2.2.2 Optical flow estimation
Optical flow plays an essential role in action recognition. The existing algorithms
for optical flow estimation aim to improve estimation accuracy by tracking large
displacements, getting sharp motion boundary, and estimating accurate a homog-
raphy transformation to get a smooth flow field.
Estimating optical flow using hierarchical models has shown to cope well
with large displacements [47, 48, 49, 50, 51]. Coarse-to-fine PatchMatch (CPM)
[47] estimates matching flow using a Gaussian pyramid from a coarse to fine scale.
This method extracts DenseSIFT descriptors, proposed in [52, 53], at each scale for
patch matching and obtains a dense matching set for optical flow estimation. As
small objects are highly blurred at the high level of Gaussian pyramid, it is difficult
for CPM to track small objects with distinctive motion. DeepMatching [54] extracts
salient features layer by layer in a multi-level correlation pyramid. The final
matches are extracted with a top-down correspondence extraction method which
is time-consuming. K-d tree patch matching (KPM) [55] improves the optical flow
accuracy of generalized patch matching (GPM) [48] by using a kd-tree assisted
searching method. KPM is quite fast but contains many outliers in the matching
result. CNN is also the popular hierarchical model for optical flow estimation.
The published CNN models include FLowNet2.0 [50], PWCNet [56], and SPNet
[51]. The CNN models are able to estimate optical flow in real time and with
high accuracy. However, these models require a large dataset for training. As the
network architecture is fixed, CNN models require the size of test images to be
similar or larger to that of the training images. Thus, for real-world applications,
CNN models are not as flexible as the traditional optical flow estimation method.
There also exist many methods [57, 58, 59, 60] estimating optical flow directly
by solving an optimization problem. DCFlow [57] trains a CNN model to extract
features from the original image for dense matching. The matching process
works with semi-global matching [61] on the original image directly. This method
searches for matches in large regions, which makes it slower than the fastest
CPU-only method in [62]. FullFlow [58] defines a global optimization model to
minimize the dissimilar pixel pairs and maximize motion smoothness. Although
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this model is optimized by TRW-S [63], it is still time-consuming, and the optical
flow estimated by this method has similar accuracy to those by the DCFlow [57]
and CPM [47], which only extract matches for pixel seeds.
Combining segmentation with optical flow estimation creates a sharper mo-
tion and enhances optical flow accuracy [64, 65, 66, 67, 68, 69]. The method
by Dong et al. [64] performs superpixel matching followed by pixel matching.
This method takes advantage of the SLIC method [70] in global searching for
large displacement to reduce exploring task in pixel matching. However, it is
difficult for this method to obtain accurate superpixel matches for homogeneous
regions. The approaches proposed in [67, 68, 69] divide the image into pieces
and estimate a homography motion for each piece. These methods produce accu-
rate optical flow and segmentation; however, they are time-consuming because
the pixel-level energy minimization must be applied for both segmentation and
homography model estimation.
There exist several interpolation methods to estimate optical flow with a given
matching set or draft optical flow. EpicFlow interpolation [71] is one of the most
popular methods. It uses the edge map generated by the structured edge detector
(SED) [72] to find the k-nearest neighbors and the corresponding weight of the
neighbors. This method removes matching noise and smooth motions using the
k-nearest matches. For a pixel not in the matching set, the nearest matching seed
is explored, and the motion derived by this seed is copied to the pixel. RicFlow
[73] is another method to perform flow interpolation with a matching set. This
approach segments images into superpixels and constructs an affine model to
represent the superpixel motion instead of using seed motion as in EpicFlow.
2.3 Low-level feature extraction
A video sequence is an extension of images along the time axis and combined
with sound and subtitles. It is estimated that 80% of information transmitted to
the brain is visual [74]. In other words, visual information of the video is the most
significant component to distinguish video sequences. Thus, this research only
takes visual features for video classification. The following subsections review
the existing feature point detection methods, hand-crafted feature descriptors,
and automatically learned features.
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2.3.1 Feature point detection
In video sequences, object appearances produce spatial variations, and object mo-
tion leads to temporal variations. Thus, the points of interest should be anisotropic
in space and time domains. The existing approaches for feature point detection
include sparse sampling [35, 75, 76, 77] and dense sampling [2, 3, 4, 8, 78]. Sparse
sampling methods try to detect the spatio-temporal feature points that have dis-
tinctive motion or appearance compared to the background, and simultaneously,
estimate the accurate spatio-temporal scales of these points. But dense sampling
methods do not calculate the accurate spatio-temporal scales of the feature points
(the scales are manually defined), and the feature points are located at the inter-
sections of the 3-D grid module.
(i) Sparse sampling methods
Laptev extended the 2D Harris-Laplace detector [79] to space-time domain to
detect spatio-temporal interest points (STIP) [35]. Those points have distinctive
movement and structures compared to the background. This method has been
widely used for human detection or human action recognition [21, 80, 81]. Consid-
ering that the positions of the local interest points are highly related to the relative
movements between objects and the camera, Laptev proposed to compensate
the local velocity of image pattern with Galilean transformation to obtain local
features that are stable to camera motions [82]. Although STIP finds the precise
locations and spatio-temporal scales of the interest points, it is time-consuming to
search for the best spatio-temporal scales by iterative computation. Willems et al.
[76] addressed with this problem by using the γ-normalized Hessian determinant
as the critical value to estimate the locations and spatio-temporal scales of the
feature points.
Flitton et al. extended the 2D SIFT keypoints detector to a 3D interest points
detector and applied it in Computed Tomography (CT) volumetric imagery [83].
This 3D detector first captures the local extrema of each multi-scale difference of
Gaussian volume and then computes Hessian matrix on every local extremum to
describe the local curvature. These SIFT key points are scale-invariant and partial
rotation-invariant. In analogy with Flitton’s work, Allarie et al. also detected
3D SIFT key points in the medical images, such as 3D magnetic resonance (MR)
imagery and Computed Tomography (CT) volumetric imagery [84]. But Allarie
calculated a tilt orientation histogram additionally to make the 3D SIFT descriptor
rotation-invariant in full 3D degrees.
Dollar et al. proposed to detect feature points by using one dimension Garbor
filter on the Gaussian smoothed video sequence [77]. This method captures
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complex motion without iterative computation. Thus, it is easy to implement and
able to detect dense key points. However, this method assumes that the camera is
static or the camera motion can be compensated. Thus, it detects significant noise
from the background and cannot identify the true salient motion in the entire
video sequence.
Oikonomopoulos et al. detected the spatio-temporal interest points after ob-
taining the spatio-temporal salient region by using a metric defined the signal
entropy in a cylindrical video region [75]. They used this method to catch the
activity-variation peaks more than the local activity endpoints [35]. Sampling
feature points from the salient region is more stable than the individual salient
point detection, since noise is unlikely to affect all of the points in the region.
(ii) Dense sampling methods
Wang et al. proposed to densely sample each frame in the video sequence
for local feature extraction [3]. The map of Minimum Eigenvalue is calculated
to remove the homogeneous regions. Points without significant motion are also
removed from the point set. Because dense sampling does not produce spatio-
temporal scale, features extracted from these points are under predefined scales.
Wang’s method obtains a high classification rate on video classification.
Peng et al. modified Wang’s method by dense sampling from the motion
boundary to reduce the redundancy [4]. This method is more efficient in feature
extraction but it is not effective for tiny motion detection.
Tang et al. addressed the problems in [3] and [4] and proposed to densely
sample features from the salient region of each video frame [8]. The salient
regions are estimated by using the appearance features and motion features. As
a result, distinctive structural points without discriminative motion can still be
detected.
2.3.2 Hand-crafted feature descriptors
In video sequences, appearance and motion are the discriminative information
for objects and action recognition. The existing hand-crafted feature descriptors
have been summarized into 3D descriptors, stack of 2D descriptors, and local
relationship descriptors.
There are many classic 3D descriptors to extract features from the image
stream. Scovanner et al. proposed to features based on the 3D-SIFT for its scale
and rotation invariance [22]. They built a theodolite-liked model to represent
the orientation of spatio-temporal gradient. In this descriptor, the cubic region
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consists of M×N blocks and all blocks have the same weight in constructing the
feature vector. To enhance the influence of the core region, Mesmakhosroshahi
and Kim proposed a non-uniform binning method to compute the 3D SIFT de-
scriptors, which reduces the computation costs and memory consumptions [80].
Figure 2.1 shows the difference between evenly weighted 3D SIFT descriptor and
non-uniform binning 3D SIFT descriptor. Klaser and Marszalek proposed to use a
regular n-sided polyhedron to assign the bins of the oriented 3D spatio-temporal
gradients, which is known as HoG-like 3D descriptor [85]. Besides, some algo-
rithms divide the video sequence into regular bricks and describe each brick using
3D-HOG [23], IMH-x[86], dynamic model [78], or other descriptors. Brick-based
low-level features can be screened with cascade [87] method to maintain the most
discriminative features. Frome et al. proposed a 3D shape context descriptor by
extending the 2D shape context method [88] to describe the shape of 3D objects
[89]. Although this descriptor is designed for 3D object recognition, it can be
transferred to the space-time domain which is still 3D dimensional feature space.
In the 3D shape context, the support region is a sphere centered at the base points.
The sphere is divided into bins to count the number of points in each bin.
) ) )
(a) The original descriptor (b) The non-uniform descriptor
Figure 2.1: Histogram binning in two 3-D SIFT descriptors
There are some methods that construct spatio-temporal features by stacking
features extracted by 2D descriptors, such as SIFT, HOG, HOF [4, 21] and MBH
(histogram of the motion boundary) [3]. The stack of these features forms a
trajectory, which is one of the most popular strategy in video classification. The
motivation of feature point trajectories is to track pixels along the video sequence
and then unveil the object motion. The points to be tracked can be SIFT points,
some distinctive feature points, or dense sampling from the video sequence. Sun
et al. [90] used the Markov (stochastic) transition matrix to represent the trajectory
of each feature point, see Figure 2.2. Let Dt = (∆x,∆y) be the displacement of a
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Figure 2.2: Illustration of the process to generate the trajectory.
point at time t. The magnitude of Dt is first normalized by the largest displacement
magnitude ‖D‖max residing on the same trajectory to counter the effect of scale.
The normalized magnitudes are then quantized into 3 uniform levels, and the
orientation are quantized into 8 bins. There are 25 bins indicating 25 states for
the trajectory (an additional bin to collect the zero movements). The Markov
transition matrix records the frequency of the state changes.
There are also many methods that utilize the relationships between nearby
features to obtain more complex descriptors. Local features are restricted to rep-
resenting small video cuboid and ignoring the relationships in nearby features.
Thus local features cannot reflect the spatial-temporal overview of the objects.
Most researches address this problem by considering the spatio-temporal relation-
ships between sparse features with frequent local histogram [91], pyramid model
[92], and co-occurrences [27, 90]. Ryoo and Aggarwal [93] extracted features at
sparse spatio-temporal interest points and calculated the spatial and temporal
relationship histograms among the interest points. The similarity between two
spatio-temporal relationship histograms is the criterion for human action recog-
nition. Peng et al. [4] applied the co-occurrence scheme to the spatial-temporal
domain and develop a series of descriptors: spatial Co-HOG (S-CoHOG) which
depicts the complex structures of a raw image, spatial co-occurrence HOF(S-
CoHOF) which conveys complex motion structure, and spatial co-occurrence
MBH (S-CoMBH) who captures the complex gradient structure of optical flow.
Temporal context descriptors include temporal CoHOG (T-CoHOG) which tracks
appearance changes along with time, temporal CoHOF (T-CoHOF) which con-
veys motion direction changes, and temporal CoMBH (T-CoMBH) which extracts
changes in the gradient orientations of optical flow. These features depict the
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Figure 2.3: Co-occurrence matrix of the gradient orientations
motion and appearance context in video sequences providing important cues
for action recognition. Figure 2.3 illustrates CoHOG feature extraction process.
CoHOG calculates the histogram of gradient orientation pairs instead of the sin-
gle gradient orientation. The offset acts as a template operating on the gradient
orientation images to find the orientation combinations.
2.3.3 Feature learning algorithms
Hand-crafted feature descriptors capture perceptual characteristics from the target
objects. However, some implicit features and correlations contained in the objects
are not easily known, and therefore cannot be extracted by manually designed
descriptors. To address this problem, many feature learning algorithms have
been developed to learn features from the video sequence without using prior
knowledge. The most commonly used algorithms for feature learning use deep
learning architectures: convolutional neural network (CNN) [94, 95, 96], recurrent
neural network (RNN) [9, 97, 98].
(i) Convolutional neural networks
CNN models are efficient to learn visual features from images and videos.
They have a wide range of applications in image segmentation [99, 100], object
recognition [95, 101, 102], optical flow estimation [103, 104], and video classifi-
cation [94]. CNN models are always trained end-to-end without dividing the
classification problem into separate parts: i) feature extraction, ii) image / video
representation, iii) classification / segmentation / estimation. The pre-trained
models can be easily transferred into other problems by fine-tuning it with a new
dataset.
There are many classic CNN models, such as AlexNet [101], VGG [102],
ResNet [105], and Inception [106, 107]. AlexNet is the initial version of CNN
14
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Figure 2.4: The architecture of AlexNet.
Table 2.1: Comparison between AlexNet with variants VGG networks.
AlexNet VGG
8 weight 11 weight 11 weight 13 weight 16 weight 16 weight 19 weight
layers layers layers layers layers layers layers
input (224×224 RGB image)
conv11-96 conv3-64 conv3-64 conv3-64 conv3-64 conv3-64 conv3-64
LRN conv3-64 conv3-64 conv3-64 conv3-64 conv3-64
maxpool
conv5-256 conv3-128 conv3-128 conv3-128 conv3-128 conv3-128 conv3-128
conv3-128 conv3-128 conv3-128 conv3-128
maxpool
conv5-384 conv3-256 conv3-256 conv3-256 conv3-256 conv3-256 conv3-256




conv5-384 conv3-512 conv3-512 conv3-512 conv3-512 conv3-512 conv3-512




conv5-256 conv3-512 conv3-512 conv3-512 conv3-512 conv3-512 conv3-512








*note: conva-b means using b filters of size a× a
consisting of five convolution layers followed by three fully connection layers.
Figure 2.4 shows the architecture of AlexNet. Compared to AlexNet, VGG uses
multiple convolutional layers derived by small filters (kernel size: 3× 3) to re-
place each convolution layer in AlexNet (the comparison is shown in Table 2.1).
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(a) Residual block in ResNet
(b) Inception block in Inception network
Figure 2.5: Convolution blocks in ResNet and Inception network.
This strategy reduces the number of parameters, accelerates the learning speed,
and improve the classification rate. ResNet [105] is proposed by addressing the
degradation problem in CNN models. This network adds identity shortcut con-
nections between non-adjacent layers without introducing extra parameters and
computation complexity. The ResNet enables CNN models to use more layers
to introduce higher non-linearity for classification problems. Inception network
[106, 107] uses parallel branches to extract local features in multiple scales, thereby
having a more complex structure than VGG and ResNet. However, they yield
state-of-the-art performance in terms of both speed and accuracy.
There also exist many variants from the classic CNN models for specific
applications. As an extension of VGG network, R-CNN [108, 109] can be used
for multiple tasks: object detection, localization, and classification. Flow-Net [50]
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and PWC-Net [56] are designed for optical flow estimation. Some multi-stream
CNN models [5, 6, 7] are proposed to extract features from the video sequence.
The fusion of motion and appearance features can be performed in convolution
layers [7] or the classification layers [5, 6].
(ii) Recurrent neural networks
In the video sequence, there are hundreds of frames need to be processed with
CNN models. As the adjacent frames are temporally related, the output of CNN
models on the consecutive frames have strong relationships with each other. Re-
current neural networks (RNN) have been proposed to extract the relationships of
sequence [9, 26, 110, 111]. The most popular RNN models used in video process-
ing are gated recurrent unit (GRU) [26] and long short-term memory (LSTM) [9].
Figure 2.6 illustrates the structure of the basic RNN. In the RNN models, the hid-
den state of the previous time step will impact the output of the current module.
Figure 2.7 shows the inner structure of LSTM and GRU. The basic RNN model
only extracts the relationship among nearby elements in the sequence. LSTM
networks address this problem by introducing 3 gates: forget, input, and output
gates. The GRU is like a long short-term memory (LSTM) without output gate
so that it has fewer parameters compared with the LSTM. For video sequences,
RNN models aggregate frame-level CNN outputs into video-level predictions for
classification tasks. Joe et al. apply the LSTM to improve the classification rate
from 65.4% to 88.2% [10].
Figure 2.6: Unfolded basic recurrent neural network.
2.4 Video sequence representation
Due to the sampling strategy and the various length of the video sequences, the
number of local features of each video varies significantly. For video classification,
video sequences should be described by fixed-length vectors. The goal of Video
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Figure 2.7: The inner structure of LSTM and GRU.
sequence representation is to map all local features to a single vector to repre-
sent the video sequence for classification. This vector essentially captures global
features from the video sequence. The associated tasks to generate a video rep-
resentation include vocabulary generation, feature encoding, and dimensionality
reduction.
2.4.1 Vocabulary generation
Visual vocabulary is generated from the low-level features using a clustering
algorithm, such as K-means or mean shift. K-means is the most widely used
algorithm which searches for k centers in the feature space with a greedy hill-
climbing strategy to optimize a squared-error criterion [112]. The vocabulary size
is a manually set value. A small vocabulary size lacks discriminative power since
two features may be assigned to the same cluster even if they are not similar, while
a large vocabulary is less generalizable. The trade-off between discrimination
and generalization is highly content-dependent. The mean shift algorithm avoids
relying on the predefined k, but the window size in this algorithm is also manually
determined. To address this problem, agglomerative clustering schemes are used
in [113] and [114], which automatically determine the number of clusters by
successively merging features until a cut-off threshold t on the cluster compactness
is reached. The drawback of agglomerative approaches is that they require a
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significant higher runtime and memory. Instead of assigning examples to clusters
to maximize the differences in means for continuous variables, the Expectation-
Maximization (EM) [32] clustering algorithm computes probabilities of cluster
memberships using Gaussian mixture models (GMM), which is more flexible
than K-means.
2.4.2 Feature encoding
There are many famous feature encoding methods, such as BoW, SPM, FLT, and
FV.
• Bag-of-words (BoW) is the most commonly used method of feature encoding[21,
85, 115], which calculates the histogram of feature words. The variants of BoW
such as bag-of-features [116], bag-of-visual-words [117], and bag-of-frames [118]
share the same algorithm of BoW, though they use different basic elements. Essen-
tially, BoW is an orderless document representation that measures the frequencies
of words from a dictionary. In computer vision, the visual words are always
produced with K-means algorithm. However, the histogram vector ignores spa-
tial and temporal relationships within the local features and thus loses structural
information of the image.
• Spatial pyramid model (SPM) addresses this problem by segmenting an image
into regular cells at increasing resolutions and then computing the histogram of
local features. This method is proposed by Lazebnik et al. [92] as an extension
of pyramid matching [119] by Grauman and Darrell. Pyramid matching method
segments an image into regular non-overlap cells at resolutions 0,1, · · · ,L, such that
there are 2l cells at level l. The local histogram at the i-th level is the distribution
of interest points over the 2(i−1) cells. In the spatial pyramid model, feature points
are clustered into M categories such that each group corresponds to a histogram of
length M. Dunlop [120] uses the spatial pyramid model to recognize scenes from
both images and video sequences. Thus, the spatial pyramid model can retain
both local and global spatial information. But it is not invariant to transition,
rotation, and shifting since the orders of all cells are fixed.
• Frequent local histograms (FLH) is another method proposed by Fernando et al.
to preserve spatial information [91]. This algorithm is derived from the frequent
itemset (FIM) mining techniques and based on local bag-of-words (LBoWs). It
aims to discover the frequent itemset instead of the histogram on visual words
instead of a single feature-word in a local region. Each item in the itemset contains
the visual word and its local frequency. Therefore, an itemset represents a visual
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object with specific spatial structures. The significant advantage of FLH is to avoid
the loss of local spatial information. The number of neighbors K determines the
region where local spatial information is extracted. To maintain both the local and
global spatial information, FLH can be calculated on the spatial pyramid model.
However, the process to produce the frequent local histogram (FLH) set and search
for the best FLH patterns are computationally expensive. Nonetheless, FLH is
no effective to capture global spatial information. This issue can be addressed by
using a spatial pyramid model.
• Fisher vector (FV) is another method to encode local features. It is a soft
description of local features compared with the other feature encoding methods.
Fisher vector fits the local features with a Gaussian mixture model and uses
the parameters of the Gaussian distributions to represent the video sequence
[31, 121, 122].
2.4.3 Dimensionality reduction
The goal of dimensionality reduction is to find a more concise and discriminative
representation of the video sequence. The most commonly used method is prin-
cipal component analysis (PCA) which maps the feature vectors from the original
space to a new feature space to gain the maximum variance over the dataset. A
plain implementation of PCA is singular value decomposition (SVD): X = UΣWT,
where X is the original feature set, W and U are respectively the left and right
singular vectors. The new feature set Y is the product of the original feature set
X and the Right singular matrix W: Y = XW. As PCA calculates the principal
components over all of the feature set, it fails to discover the inter-class difference.
Fisher-PCA addresses this problem by maximizing the scatter of the inter-class.
Still, PCA features are linear coefficients of the principal components which can-
not capture the nonlinearity in the feature dataset. For this reason, kernel-PCA
[123] is proposed to extract nonlinear features. The kernel-PCA first maps the
input data into a new feature space via Mercer kernels (nonlinear functions) and
then performs a linear PCA in the new space.
Sparse coding is another efficient method to obtain a compressed represen-
tation of the input features. In contrast to PCA, a method represents data with
a set of weighted eigenvectors, sparse coding represents the input features as a
vector that contains only a few non-zero elements to weight the corresponding
feature words in the dictionary. Sparse coding algorithms can be categorized
into 3 groups [36]: i) reconstructive sparse coding [124, 125], ii) structured sparse
coding [126, 127, 128], and iii) manifold regularized sparse coding [129, 130].
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Reconstructive sparse coding minimizes the data reconstruction error with
different optimization algorithms, including matching pursuit [131] and basis
pursuit [132]. Structured sparse coding exploits the structure sparsity for a certain
purpose such as group sparsity [128] and latent space [127]. Manifold regularized
sparse coding exploits the local geometry of the data distribution by graph reg-
ularization including graph Laplacian [129] and Hessian [36, 130]. The general















∥∥∥D j∥∥∥2 ≤ 1,1 ≤ j ≤ d, (2.1)
where D = [D1, · · · ,Dd] ∈ Rm×d is the dictionary, W = [w1, · · · ,wN] ∈ Rd×N is the
sparse code matrix. The Frobenius norm captures the data fidelity, and the l1
norm ensures to obtain a sparsity representation of the data that is impacted by
the regularization parameter λ1. The regularization parameter λ2 is used to make
the problem of strongly convex and ensures its unique solution to be Lipschitz
with respect to x and D with a constant. This is the elastic-net formulation given
in [133]. Once λ2 = 0, it turns to the basis pursuit model [132]. Mairal et al.
develop a supervised dictionary learning algorithm that learns discriminative
sparse models instead of purely reconstructive ones [134]. The sparse model of





C(yi f (xi,αi,θ)) +λ0 ‖xi−Dαi‖22 +λ1 ‖αi‖1
+λ2 ‖θ‖22 , (2.2)
where C is the logistic loss function (C(x) = log(1 + e−x)), λ0 controls the recon-
struction term, and λ2 is a regularization parameter to prevent overfitting [135].
Mairal et al. extend this algorithm to a task-driven dictionary learning algorithm
which is adapted to various tasks instead of dictionaries only adapted to data
reconstruction and well adapted to semi-supervised learning [136]. The group
structured spare coding methods embed the label information of the samples dif-
ferently. They add discriminative constraints on the dictionary and the sparse






‖wi‖1 +λ2 fW(W) +λ3 fD(D), (2.3)
where fW(•) is a logistic function, classifier, label consistency, or the Fisher dis-
crimination criterion. The term fD(•) forces the sub-dictionaries for different
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classes to be incoherent. Since this model focuses on increasing the between-class
difference, while the with-in class variation is not accounted. This may jeopardize
the classification performance for some applications. Suo et al. [128] propose a












where G is the pre-defined group structure that matches sub-dictionaries with
class labels, Wc and Bc are the sub-matrices with columns for class c in A and
B, respectively. And Ac,[1] and Bc,[1] are sub-matrices by using indices in group
G, respectively. The l1,2-norm (a relaxed version of l1,∞-norm), l1,∞-norm and
Frobenius norm are used to encourage row sparsity, element-wise sparsity and
group sparsity, respectively. For two examples xi and x j which are close in the
intrinsic geometry of the data distribution, they usually have two close spare
codes wi and w j. Therefore, it is crucial to explore the local geometry. Liu et al.
[36] proposed the Hessian regularized sparse coding that adds an extra term to
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PCA and sparse coding work on feature vectors. If the input is a matrix, these
methods have to flatten this matrix into a feature vector which will destroy the
intrinsic geometric structure of the original features. Tensor theory [33] deals with
this problem by representing the high dimension input X ∈ RI1×I2···×IN with the
model product of the core tensor G ∈RJ1×J2···×JN and a series of 2D basis matrices{
A(1),A(2), · · · ,A(n)
}
, with A(n) ∈RIn×Jn . This decomposition is expressed as
X = G×1 A(1)×2 A(2)×3 · · · ×N A(N) + E = G×A + E, (2.6)
where E is the approximation error. This algorithm is shown in Figure 2.8. Input
tensor X will be represented by the core tensor G based on the common factors A(n).
The core tensor is similar to the dictionary in sparse coding and the eigenvector
set in PCA. In essence, the tensor theory is an extension of PCA which is a linear
projection of the original feature space. Wang et al. [137] employ sparse coding on
the tensor decomposition to obtain a sparse representation on high-dimensional
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Figure 2.8: Illustration for a rank-3 tensor decomposition.
2.5 Chapter Summary
This chapter presents a survey of recent work on the relevant techniques for video
classification. It introduces the algorithms in video pre-processing (salient spatio-
temporal region detection and optical flow estimation) since these algorithms
produce useful information for feature extraction. After that, we review the
existing hand-crafted descriptors and the feature learning algorithms. To obtain a
higher classification rate, the following tasks will be addressed after this chapter:
• Develop a method for efficient optical flow estimation;
• Explore discriminative space-time features of the video contents;
• Find an efficient encoding method for video representation;
• Find an optimum way to fuse learned features in the two-stream CNN
models.
The first task aims to get sufficient motion information from the video sequence for
action recognition. The second task is to extract discriminative low-level features.
The third task is to extract discriminative local feature distribution information
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3.1 Introduction
Optical flow estimation (OFE) finds velocities for all pixels in an image pair, to
determine the motion of objects in a scene. It remains a challenging problem
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in computer vision though numerous studies [47, 103, 104, 138, 139] have been
proposed to enhance OFE accuracy and efficiency. In OFE, it is difficult to track
large displacement, obtain smooth flow map and sharp motion boundary, estimate
optical flow under occlusion, and moreover, accelerate the estimation speed. This
chapter addresses these problems by using a pooling-based hierarchical model to
extract a dense matching set for enhancing OFE.
Dense matching is of great importance in OFE [47, 57, 139]. An efficient ap-
proach to obtain good matches is using a hierarchical architecture to track objects
from coarse to fine [47, 54]. Gaussian pyramid and convolutional neural network
(CNN) [56, 103, 104] are two popular hierarchical architectures based on Gaussian
smoothed down-sampling and max pooling, respectively. The hierarchical model
proposed in this chapter combines the advantages of the Gaussian pyramid and
the convolutional neural network. The proposed model has a flexible architec-
ture and maintains salient features in highly down-sampled images. It uses image
gradients and color to construct a base layer. Then, min pooling and max pooling
are separately applied to the base layer to generate two branches. The spatial
gradients and color in salient regions are preserved by the pooling strategy in the
hierarchical model. Compared to CNN models, the adjacent layers in the pro-
posed architecture are independent since the pooling operator is applied on the
output of the previous layer directly without learning filter coefficients, making
the proposed model more flexible. Compared to Gaussian pyramid, the proposed
model down-samples the feature maps with min and max pooling, making it eas-
ier and more reliable to track small objects whose motion are highly different from
the background.
Based on the proposed architecture, we develop a simple and powerful de-
scriptor for patch matching. The proposed descriptor is extracted at each scale to
explore pixel-level matches from coarse to fine. As this descriptor operates on the
pooling layers, it is robust to small geometric distortion, such as rotations and scale
changes. It is also robust to variant illuminations due to z-score normalization.
After feature extraction, a four-step search and the velocity propagation are used
to explore matches with a coarse-to-fine scheme. To enhance the searching ability,
we sample four extra velocities from the nearby motion field of the neighbor for
velocity propagation. To remove the effects of matching noise in propagation, we
detect outliers at level 0 by a segmentation-based method. This method is based
on the observation that motion boundaries should be the edges in color space.
Thus, the inconsistency degree of motion-based segmentation and color-based
segmentation is a criterion to determine whether the match is an outlier or not.




The contributions of this chapter are in four aspects: a pooling-based hier-
archical model, a simple but powerful patch descriptor, a modified propagation
strategy, and a segmentation-based noise detection method. Compared to the
existing matching algorithms [47, 54, 57], the proposed method produces more
accurate matches with fewer computation costs. The optical flow estimated by
EpicFlow interpolation [71] with the produced matches is also competitive to that
of the state-of-the-art methods [47, 57, 71, 104] in terms of the estimation accuracy
and the computation costs on two challenging optical flow benchmarks: MPI-
Sintel [140] and Kitti-2015 [141, 142]. The flow accuracy is even higher than many
CNN-based methods although our method does not learn any filter coefficients.
The rest sections of this chapter are structured as follows. Section ?? presents
the related works in OFE. Section 3.2 describes the proposed feature model. Sec-
tion 3.3 presents the matching process. Section 3.4 introduces the optical flow
interpolation method from the obtained matching results. Section 3.5 presents
the experiments to analyze the performance of the proposed method and compare
it with other state-of-the-art methods. Section 3.6 gives the concluding remarks.
3.2 Feature extraction
This section presents the proposed pooling-based hierarchical model for the fea-
ture extraction. Subsection 3.2.1 describes the pooling-based framework. Subsec-
tion 3.2.2 presents a method to depict patches.
3.2.1 Pooling-based hierarchical model
Let I be an image of size M×N pixels in the RGB color space. Its gradients along
the x and y directions of the three color channels are denoted by three vectors
(Gx,r,Gy,r), (Gx,1,Gy,1), and (Gx,b,Gy,b). Among these three vectors, let (Gx,Gy)
be the vector with the largest magnitude. Furthermore, let Y be the luminance
channel in the YCbCr color space. We define image C as C = (R−Y)(B−Y).
The four features Gx, Gy, Y, and C form the base layer Lb of the pooling-based
hierarchical model, as shown in Fig. 3.1(a). Applying min and max filters of size
h×h pixels to each channel ofL0 yields two layersL−0 andL
+
0 , respectively. Note
that the three layersL0,L−0 , andL
+
0 have the same size of M×N×4. As shown in
Fig. 3.1(a), L−0 andL
+
0 are the initial layers of two branches based on min pooling
and max pooling. Min or max pooling layer down-samples the input by reducing




(b) Feature extraction at one level
Figure 3.1: Illustration of the hierarchical architecture and feature extraction.
of the window pixel; a stride factor of s is applied.
LetL−l andL
+
l be the l-th layer in the min and max pooling branches, respec-





Because the pooling operation is sensitive to noise, we first apply average filtering
on each channel to obtain:
F̃
−






∣∣∣ |x′−x| ≤ b and |y′− y| ≤ b} , (3.1)
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where b determines the filter window size. Next, we calculate the feature maps
for the (l + 1)-th layer:
F
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Here, W(x, y) is a window of size w×w centered on pixel (sx + 0.5w,sy + 0.5w).
Subsequently, applying min pooling on all feature maps of L−l , we get a pooling
layer L−l+1 which has four down-sampled feature maps. Similarly, applying max
pooling on all feature maps of L+l yields a pooling layer L
+
l+1. In this pooling-
based hierarchical model, there are eight feature maps at each level, four fromL−l




l are of size (M/s
l)× (N/sl)× 4. The
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pooling process stops when the size of output layer is smaller than a predefined
value.
Figure 3.2: Comparison of gradient features in Gaussian pyramid and the pooling-based
hierarchical model.
In the pooling-based hierarchical model, salient structures and color features
are maintained to highly down-sampled layers in spite of the object size. Fig. 3.2
shows the comparison of gradient features from Gaussian pyramid and the pro-
posed hierarchical model. In Gaussian pyramid, the small bird has been greatly
blurred in the downscaled images so that the gradient features of it will be dis-
carded. However, the gradient features of the small bird in the pooling model
are well protected at high layers. Thus, the bird is easier to be tracked in the
pooling-based model than in Gaussian pyramid, especially when it has a distinc-
tive motion compared to the background.
3.2.2 Patch descriptor
In the pooling-based hierarchical model, the scale at the l-th level is sl. Thus,
layersL−l andL
+
l are of size (M/s
l)× (N/sl)×4. At each level, we get eight feature
maps with four from L−l and four from L
+
l . The eight feature maps are used to
extract patch descriptors for all pixels, shown in the bottom part of Fig. 3.1. As
a consequence, features extracted from all levels construct a feature pyramid for
patch matching from coarse to fine.
Now, we describe how features are extracted at each level, as shown in
Fig. 3.1(b). At the l-th level, F −l and F
+
l are the min and max pooling results
derived from the basic feature F , where F can be Gx, Gy, Y, or C. The proposed
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descriptor is extracted from a patch consisting of t× t cells, each cell has c×c pixels.


















, where pi is the centroid pixel of the i-th cell. To reduce the effects of varying





where ε is a small positive constant, and m is the mean of vectorDl,F .







To calculate the matching cost efficiently, this descriptor is scaled and stored as
an 8-bit integer. Due to the min and max pooling, the proposed descriptor has
built-in scale-invariance and is robust to small rotations. We refer to the proposed
descriptor as pooling-based salient feature transform or PST.
3.3 Patch matching
This section presents a coarse-to-fine path matching method for enhanced optical
flow estimation. Algorithm 1 gives an the overview of entire matching process.
Algorithm 1 Pseudo-code of the coarse-to-fine patch matching
Input: Feature pyramidsD andD′ separately derived from I and I′
1: Sample SL and S′L from the top layerDL andD
′
L, respectively.
2: GetML andM′L by exhaustively search.
3: for l = L-1:-1:0 do
4: Sample Sl fromDl, and S′l fromD
′
l .
5: GetMl andM′l by motion initialization.
6: Refine matches inMl andM′l with the four-step search.
7: if l = 0 then
8: Detect matching noise inMl andM′l .
9: Set the matching cost of outliers to infinity.
10: end if
11: Refine matches in Ml and M′l via velocity propagation and four-step
search.
12: end for
Output: Matching setM0 (forward) andM′0 (backward)
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3.3.1 Coarse-to-fine matching scheme
The coarse-to-fine patch matching has three main steps: 1) sample seeds regularly
in a grid at each level; 2) initialize the motion of seeds at level l by using the
matching results of level l + 1; 3) refine seed motions with a four-step search and
the proposed propagation algorithm.
Let 1l be the grid size at level l. We select 10 = 3, 11 = 2, and 1l = 1 if l > 1. At
high levels, a small grid size is used to track more discriminative points. At low
levels, the increase of grid size is to reduce computation costs. Let I and I′ be an
image pair for patch matching. Let Sl be the set of seeds in scale level l. LetMl
be the set of matches at level l. As shown in Algorithm 1, the forward (from I to
I′) and backward (from I′ to I) patch matching are performed simultaneously.
Matching cost. Let pk be the k-th seed, and vk be its velocity. The matching cost
between pk and pk +vk is defined as the `1-norm distance between two descriptors:
C(pk,vk) = ‖D(pk)−D′(pk + vk)‖1, (3.8)
where D′(pk + vk) is the corresponding descriptor in I′. The `1-norm distance is
efficient to calculate and is relatively robust to noise.
Motion initialization. Let pl+1k as the parent seed of p
l











∣∣∣ pl+1j ∈ ψl+1k }) , (3.9)
where s is the stride in the pooling model. For seeds at the top level, their motions
are initialized by exhaustive search in the corresponding image. After motion
initialization, the standard four-step search and velocity propagation are applied
to refine the motions.
Velocity propagation. In dense matching, propagation is of great significance to
ensure motion smoothness and obtain a large matching set. The propagation
is conducted in two directions: from p1 to pK in even iterations, and from pK
to p1 in odd iterations, where K is the number of seeds at the current level. In
each iteration, seed motion is updated by propagating the motions of verified
neighbors. Suppose p j is one of the 8-connected neighbors of pk, and v j is the
velocity of p j. For the propagation of v j to pk, the set Ω of five following candidates
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(b) The winning percentage of the five candidates on benchmark MPI-Sintel and Kitti-2015
Figure 3.3: Analysis of propagation.
in I′ are evaluated to find the best correspondence of pk:
c1 = p j + v j,c2 = (pk + p j)/2 + v j,c3 = pk + v j,
c4 = (3pk−p j)/2 + v j,c5 = 2pk−p j + v j.
(3.10)
The five candidates distribute in a line which is parallel to the linkage of pk and
p j as shown in Fig. 3.3(a). The motion vector of pk is updated as
v∗k = cp−pk, if C(pk,vk) > C(pk,cp−pk). (3.11)




Fig. 3.3(b) shows the winning percentage of each candidate on two benchmarks
(MPI-Sintel [140] and Kitti-2015 [141, 142]). Candidate c3 yields the highest win-
ning percentage on both benchmarks. The other candidates, specially c1, c2, and
c4, also has high winning percentages. This observation indicates that the modi-
fied propagation process is more effective than the propagation method used in
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[47] which only evaluates c3 in searching for best matches.
3.3.2 Noise detection
Matching noises are detected at level 0 to remove the incorrect matches and revise
them in propagation. This noise detection method is based on the observation
that motion boundaries are confirmed in the color space. Consider a seed pk in
I and its correspondence p′k in I
′. Two small windows, W centered at pk and
W′ centered at p′k are defined; the window size is (2r + 1)× (2r + 1). The motion









, if p j in W′,
(3.13)
where τ0 is a tolerance factor. This metric evaluates the distortion of the Eu-
clidean distance between two seeds after separate movements. It avoids detect-
ing matches in rotated objects as noise. According to the motion dissimilarity,
seeds in W and W′ are divided into two sets: Lv satisfying dk, j < 1, and Hv for
all else. Seeds in set Lv have similar motions to vk or −vk, and seeds in set Hv
have distinctive motions to vk or −vk. Let ml and mh be the mean color of seeds
in Lv and Hv, respectively. Taking ml and mh as two centers, we cluster seeds in
Lv into LL and LH, and seeds in Hv into HL and HH, as shown in Fig. 3.4. If Lv
and Hv are the accurate segmentation for seeds in the two windows, the sets LH
and HL should be empty, indicating segmentations based on motion and color





Figure 3.4: Two-step segmentation to measure inconsistency.
We perform color-based segmentation on three channels (Y, Cb, and Cr) to
get three inconsistency scores, and take the minimum value as the ultimate in-
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consistency score. Finally, match (pk,pk + vk) is regarded as noise if E(pk) > τ1.
In matching-noise detection, outliers are assigned to a large matching cost to be
updated in propagation.
3.4 Post processing and optical flow estimation
The coarse-to-fine patch matching finds a match for each seed at level 0. However,
there are many outliers among these matches due to occlusion and miss-matching.
We extract accurate matches by checking matching consistency in the forward and
backward directions. For each pixel in I or I′, its velocity is equal to that of the
nearest seed. Match (pk,p′k) is considered as an outlier if
• pk or p′k is close to image border with distance less than τ2 pixels,
• or there exists any pixel p′j in a (210− 1)× (210− 1) window centered at p
′
k,
and the pixel velocity v′j satisfies ‖ vk + v
′
j ‖> τ0.
The first condition aims to remove image boundary effects, and the second con-
dition ensures that the matches are consistently estimated from I to I′ and from I′
to I. After this step, we obtain the final matching results.
From the matching results produced by the proposed method, dense optical
flow is estimated using EpicFlow interpolation [71]. We choose EpicFlow inter-
polation since this method is widely used and evaluated in most state-of-the-art
methods (e.g. [47, 57, 73]). EpicFlow estimates affine transformation locally from
nearby matches to generate the dense optical flow field. Therefore, the properties
of matching results impact the optical flow accuracy greatly.
3.5 Experiments and analysis
This section describes two standard benchmarks, performance metrics, parame-
ters of the proposed method, and the ablation study. It also presents experimental
results for coarse-to-fine patch matching and optical flow estimation.
3.5.1 Experimental methods
The proposed method was evaluated on two benchmarks: MPI-Sintel [140] and
Kitti-2015 [141, 142]. MPI-Sintel consists of video clips with multiple rapid mo-
tions and homogeneous regionsa. This benchmark has two passes: ’clean’ and
asintel.is.tue.mpg.de
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’final’. The ’final’ pass is challenging for optical flow estimation due to numerous
rendering effects. The length of image sequence in each clip is up to 50 frames,
and the image size is 436× 1024 pixels. Kitti-2015 is a collection of image pairs
captured by driversb. There are large displacement and distortion in image pairs,
especially near the image border. There are 200 image pairs in the training set and
test set. The image size in Kitti-2015 is approximately 372×1240 pixels.
To analyze the proposed method, we conducted experiments over different
pixel sets. For MPI-Sintel, the average end-point error (AEE) was evaluated on
three sets (s0-10, s10-40, s40+) divided by pixel velocity, or on three sets (d0-
10, d10-60, d60-140) divided by the Euclidean distance between pixel and its
nearest occlusion-boundary, or on two sets (occ, non) referring occlusion and
non-occlusion. For Kitti-2015, the flow outlier (Fl) was evaluated on background
regions (bg) and foreground regions (fg). For numerical analysis of the matching
results, we used two more metrics: CNum and ME. CNum is the number of
correct matches per frame. ME is the ratio in percentage of the incorrect matches
over the total matches.
The matching results and optical flow estimation on MPI-Sintel and Kitti-2015
were evaluated. For both benchmarks, only the ground truth of training set is
provided to the public. Thus, the evaluation of matching results is only performed
on the training set. For optical flow, the evaluation is performed on the training
set and test set.
3.5.2 Algorithm parameters
For the feature extraction described in Subsection 3.2, the min and max filter size
h was set to 3. The window used in min and max pooling had a window size w = 2
and a stride s = 2. The width of the short side at the top layer in the hierarchical
model was no less than 10 pixels. At each level, we sampled seeds at each level
from grid image. The grid size was set as 10 = 3 at level 0, 11 = 2 at level 1, and
1l = 1 at the other levels (l > 1). The window size of average filter is set as b = 1.
The patch defined for feature extraction consists of t× t cells with t = 4, and each
cell is of size c× c pixels with c = 3.
In coarse-to-fine patch matching described in Subsection 3.3, threshold τ0 was
set to 36 and τ2 is set to 5. We conducted experiments on the training set of MPI-
Sintel ’final’ pass and the training set of Kitti-2015 to tune the window size r and
the inconsistency cut τ1 in noise detection. Fig. 3.5 shows the impact of the two
parameters. We set r = 3,τ1 = 0.12 for MPI-Sintel to get a large CNum and the
bwww.cvlibs.net/datasets/kitti
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lowest AEE, and set r = 6 and τ1 = 0.28 for Kitti-2015 to get a large CNum and the
lowest flow outlier ratio (Fl-all).




















(a) CNum on MPI-Sintel





















(b) CNum on Kitti-2015


















(c) AEE on MPI-Sintel






















(b) Fl-all on Kitti-2015
Figure 3.5: Impact of r and τ1 on MPI-Sintel training set of ’final’ pass and Kitti-2015
training set.
3.5.3 Ablation study
We evaluated the contribution of different components in the proposed method,
using the training set of MPI-Sintel and Kitti-2015. The proposed method has two
stages: feature extraction (F-PST) and patch matching (M-PST). Hence, we fixed
one stage and changed the other. Table 3.1 lists the results.
Experiments 1 to 4 fixed M-PST to compare different feature maps. The
hierarchical model used for feature extraction was constructed from Gx and Gy
in Experiment 1, and from Y and C in Experiment 2. We denote descriptors from
the two models as F-PST-G and F-PST-A, respectively. DenseSIFT in Experiment
3 is the feature used in CPM. In Experiment 4, the standard proposed descriptor
(F-PST) and the standard proposed matching method (M-PST) were evaluated.
The experiment results show that F-PST-G yields more correct matches and lower
outlier ratio than that of F-PST-A. However, the color information enhances the
number of correct matches and reduces optical flow error on two benchmarks
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in Experiment 4. Compared with DenseSIFT, the proposed feature yielded more
correct matches and more accurate optical flow under the proposed matching
method.
Experiments 4 to 8 fixed the standard proposed feature (F-PST) to compare
different matching methods. Here, M-PST-N denotes M-PST without matching
noise detection. M-PST-E represents M-PST without the four extra motions in
propagation. CPM is the method used in [47]; SGM is the method used in [57].
The number of correct matches on two benchmarks decreased if removing the
noise detection step (M-PST-N). The number of correct matches and the outlier
ratio on two benchmarks increased if omitting the four extra motion in velocity
propagation (M-PST-E). M-PST outperformed SGM on the two benchmarks with
the proposed descriptors (Experiment 4 vs. Experiment 8). CPM yielded more
correct matches and a larger outlier ratio than that of M-PST (Experiment 4 vs.
Experiment 7). Among all configurations, the combination of the proposed feature
(F-PST) and the proposed matching method (M-PST) yielded the smallest end-
point error (AEE) on MPI-Sintel, and the smallest flow oulier ratio (Fl) on Kitti-
2015.
3.5.4 Evaluation of patch matching results
We compared the proposed method PST with two state-of-the-art methods for
dense matching: DeepMatchingc and CPMd. These methods use different in-
terpolation algorithms for optical flow estimation. To reduce the interpolation
variation, EpicFlow interpolation method is used to estimate optical flow in the
compared methods. The matching results of DeepMatching and CPM were ob-
tained using the online published code. We ran the experiments for DeepMatch-
cDthoth.inrialpes.fr/src/deepflow/
dgithub.com/YinlinHu/CPM
Table 3.1: Ablation study of the proposed method.
ID Method MPI-Sintel (’final’ pass) Kitti-2015
Feature Matching CNum(K) ME(%) AEE CNum(K) ME(%) Fl(%)
1 F-PST-G M-PST 39.69 2.816 3.374 6.12 9.597 20.467
2 F-PST-A M-PST 37.84 3.049 3.278 5.20 13.31 21.054
3 DenseSIFT M-PST 38.19 2.824 3.327 5.02 8.799 21.399
4 F-PST M-PST 38.56 2.912 3.176 6.05 9.887 19.665
5 F-PST M-PST-N 38.02 3.805 3.206 5.88 9.905 20.275
6 F-PST M-PST-E 40.18 3.139 3.198 6.14 10.242 20.073
7 F-PST CPM 41.08 5.001 3.536 6.48 14.228 21.645
8 F-PST SGM 36.56 3.326 3.309 4.97 14.451 23.577
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ing, CPM and PST in a single-core 3.4GHz CPU. Experiments in this subsection
is conducted on the training set of MPI-Sintel (’final’ pass) and Kitti-2015.
Table 3.2 shows the analysis of the matching results. PST yielded the highest
correct matches (CNum) over all velocity ranges (all, s0-10, s10-40, s40+) of both
datasets. It also obtained the lowest outlier ratio of matches (ME) over all velocity
ranges (all, s0-10, s10-40, s40+) of MPI-Sintel, and velocity ranges (s0-10, s10-40)
of Kitti-2015. Table 3.3 shows the accuracy of optical flow and running time.
PST yielded the lowest optical flow error (AEE) over all velocity ranges (all, s0-
10, s10-40, s40+) of MPI-Sintel, and outperformed the other two methods for
the percentage of optical flow outliers (Fl-all) on sets (all, s10-40, s40+) of Kitti-
2015. In Table 3.3, the running time includes only patch-matching computation,
i.e. without EpicFlow interpolation. PST was the fastest method, requiring
1.05s per frame on MPI-Sintel and 1.3s per frame on Kitti-2015. For PST, the
average time for feature extraction (two images) was 0.6s on MPI-Sintel and 0.8s
on Kitti-2015; the average time for matching (forward and backward) was 0.45s on
MPI-Sintel and 0.5s on Kitti-2015. The experiment results on the two challenging
benchmarks indicate the proposed method is powerful and efficient in tracking
large displacements.
Table 3.2: Analysis of the matching results on the training set of MPI-Sintel and Kitti-2015.
Sintel ’final’ CNum (K) ME (%)
all s0-10 s10-40 s40+ all s0-10 s10-40 s40+
DeepMatching [54] 5.48 4.33 0.93 0.22 6.744 2.826 14.151 34.322
CPM [47] 37.80 29.99 6.42 1.39 3.420 1.757 7.248 17.802
PST 38.56 30.30 6.66 1.60 2.912 1.494 6.063 14.316
Kitti-2015 CNum (K) ME (%)
all s0-10 s10-40 s40+ all s0-10 s10-40 s40+
DeepMatching [54] 0.91 0.38 0.39 0.14 15.662 5.873 14.134 36.709
CPM [47] 5.72 2.58 2.35 0.79 10.418 4.702 10.951 23.951
PST 6.05 2.64 2.48 0.92 10.575 4.127 10.842 24.511
Fig. 3.6 gives four examples of the matching results. To display the matching
results in a continuous field, the motion derived by each match was copied to
the nearby pixels in a window of size 10×10. As can be seen, matches generated
by PST had a more compact distribution compared to that by the other methods.
PST found many matches though the objects are small, such as the small bird in
Example 1 and the hand in Example 3. In Example 4, CPM and DCFlow failed
to track the foreground object due to the geometric distortions caused by the
unevenly distributed optical flow. However, DeepMatching and PST were able
to extract some correct matches in this region, and PST was much faster than
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Table 3.3: Analysis of optical flow accuracy and running time on the training set of
MPI-Sintel and Kitti-2015.
Sintel ’final’ AEE Time (s)
all s0-10 s10-40 s40+
DeepMatching [54] 3.726 0.570 3.845 25.858 48
CPM [47] 3.540 0.575 3.695 24.239 1.3
PST 3.176 0.554 3.447 21.181 1.05
Kitti-2015 Fl-all (%) Time (s)
all s0-10 s10-40 s40+
DeepMatching [54] 26.943 2.687 12.380 65.129 59.1
CPM [47] 21.159 2.717 10.024 50.262 1.5
PST 19.665 2.772 9.682 46.086 1.3
DeepMatching. These observations indicate that PST is powerful to track large
displacement despite object sizes and PST is robust to small geometric distortions.
Fig. 3.7 shows the matching results of four examples on Kitti-2015 training set.
As can be seen, matching noise mainly located at homogeneous regions (due to
weak feature description) and image-boundary regions (due to structural distor-
tion and occlusion) for all methods. PST yielded fewer outliers in the occlusion.
The matches generated by PST had a more compact distribution compared to
other methods.
3.5.5 Evaluation of optical flow estimation
We compared PST and the state-of-the-art methods in terms of the optical flow
accuracy on the test set of MPI-Sintel and Kitti-2015. Our comparison also indicates
if a method uses CNN (learned features), CPU, or GPU.
Table 3.4 shows the optical flow accuracy on MPI-Sintel test set of ’final’ pass.
Among the CPU-only methods, PST was the fastest one (4.1s) and yielded the
lowest AEE (5.416). Compared with the methods using learned features, PST
yielded lower AEE than FlowNet2 (5.416 vs. 6.016), but larger AEE than DCFlow,
PWC-Net, and MRFlow. However, PST yielded superior optical flow accuracy for
the case s40+ compared to FlowNet2, PWC-Net, and MRFlow. Note that DCFlow
used learned features for patch matching and hand-engineered method for optical
flow interpolation. The other methods FlowNet2, PWC-Net, and MRFlow were
trained end-to-end in ConvNet models. The experimental results indicate that
CNN methods estimate optical flow accurately for occluded regions (occ) and low-
speed regions (s0-10, s10-40). However, CNN methods do not estimate optical
flow as accurately as PST in high-speed regions (s40+).
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Figure 3.6: Matching results of four examples in the training set of MPI-Sintel ’final’ pass.
Table 3.4: Averaged end-point error (AEE) on MPI-Sintel test set of ’final’ pass.
Method all noc occ d0-10 d10-60 d60-140 s0-10 s10-40 s40+ Time (s) CPU GPU CNN
RicFlow [73] 5.620 2.765 28.907 5.146 2.366 1.679 1.088 3.364 33.573 5 
FlowFields [143] 5.810 2.621 31.799 4.851 2.232 1.682 1.157 3.739 33.890 28 
FullFlow [58] 5.895 2.838 30.793 4.905 2.506 1.913 1.136 3.373 35.592 240 
EpicFlow [71] 6.285 3.060 32.564 5.205 2.611 2.216 1.135 3.727 38.021 15 
CPM [47] 5.960 2.990 30.177 5.038 2.419 2.143 1.155 3.755 35.136 4.3 
S2F-IF [60] 5.417 2.549 28.795 4.745 2.198 1.712 1.157 3.468 31.262 20:120 
PST 5.416 2.572 28.592 4.695 2.088 1.761 1.172 3.546 30.987 4.1 
DCFlow [57] 5.119 2.283 28.228 4.665 2.108 1.440 1.052 3.434 29.351 8.6   
FlowNet2 [50] 6.016 2.977 30.807 5.139 2.786 2.102 1.243 4.027 34.505 0.123  
PWC-Net [56] 5.042 2.445 26.221 4.636 2.087 1.475 0.799 2.986 31.070 0.03  
MRFlow [144] 5.376 2.818 26.235 5.109 2.395 1.755 0.908 3.443 32.221 480   
Fig. 3.8 shows four optical flow examples in MPI-Sintel test set. Methods
PST, CPM, and EpicFlow estimated optical flow by using the same interpolation
39
3.6. Chapter summary
Figure 3.7: Matching results of four examples in Kitti-2015 training set.
method based on different matching sets (EpicFlow used DeepMatching results,
CPM used the coarse-to-fine patch matching results, PST used our matching
results). PST outperformed CPM and EpicFlow in tracking large displacement in
the examples. Similar to the analysis on Table 3.4, PWC-Net was not competitive
to PST and DCFlow in tracking large displacement, especially for objects having
distinctive motion but indistinctive appearance (Example 1 and 3 in Fig. 3.8),
though it yielded the smallest AEE.
Table 3.5 shows the outlier ratio of optical flow on Kitti-2015 test set. The
evaluations were separately over non-occluded pixels and all pixels. PST was still
the fastest CPU-only method. Using the same interpolation method, PST yielded
a lower percentage of flow outliers than EpicFlow and CPM on all evaluation sets.
In Kitti-2015, the background contains many occluded regions so the interpolation
method affects the flow accuracy significantly. As CNN models are efficient at
modeling the relationships between adjacent structures, CNN methods (PWC-net
and MRFlow) obtained better performance than non-CNN interpolation methods
for optical flow estimation on this benchmark.
3.6 Chapter summary
This chapter presents a pooling-based hierarchical model for patch matching and
optical flow estimation. Features extracted from this model are robust to object
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Figure 3.8: Optical flow of four examples in the ’final’ pass of MPI-Sintel test set.
Table 3.5: Flow outlier ratio in percentage on Kitti-2015 test set.
Method Non-occluded pixels All pixels Time (s) CPU GPU CNN
Fl-bg Fl-fg Fl-all Fl-bg Fl-fg Fl-all
CPM [47] 12.77 18.71 13.85 22.32 22.81 22.40 4.2 
EpicFlow [71] 15.00 24.34 16.69 25.81 28.69 26.29 15 
FullFlow [58] 12.97 20.58 14.35 23.09 24.79 23.37 240 
FlowFields+ [143] 9.69 16.82 10.98 19.51 21.26 19.80 28 
RicFlow [73] 9.27 14.88 10.29 18.73 19.09 18.79 5 
PST 9.81 17.73 11.25 19.25 22.21 19.74 3.6 
DCFlow [57] 8.04 19.84 10.18 13.10 23.70 14.86 8.6   
PWC-Net [56] 6.14 5.98 6.12 9.66 9.31 9.60 0.03  
MRFlow [144] 6.86 17.91 8.86 10.13 22.51 12.19 480   
size and small shape distortion. Combined with a coarse-to-fine scheme, the
proposed method is powerful in tracking large displacements and small objects
with distinctive motions. The proposed hierarchical model can be considered as a
bridge between CNN models and hand-crafted features without learning a large
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number of filters parameters. It is flexible in that there is no constraint on the
input image size. The experiment results indicate that the proposed PST is the
most efficient among several compared CPU-only methods, and it obtains high
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4.1 Introduction
In the human visual system (HVS), the discriminative cues for object and action
recognition come from the objects of interest and their surrounding areas, which
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are known as the salient region [145, 146]. By analogy with the HVS, features
used in computer vision should be extracted from the salient region to improve
robustness to background variations and, moreover, to obtain a compact and
discriminative feature set. In the past few years, many techniques have been
developed for salient region detection in images [147, 148, 149, 150, 151, 152].
Some researchers extended the salient region detection problem from images to
video [38, 39, 40, 41, 153]. However, few video classification algorithms employ
salient region detection for feature extraction. In this chapter, a spatio-temporal
salient region detection method is proposed, which uses the graph-based manifold
ranking algorithm [151] to rank the unlabelled nodes based on their relevance to
the query nodes. The normalized relevance constructs a saliency map to extract
the salient region. Feature points are sampled from the salient region for feature
extraction. The trajectory-based approach [3], which gives rise to the state-of-
the-art result in video classification with hand-crafted features, is applied in this
work to investigate the performance of salient sampling in terms of classification
accuracy.
Local spatio-temporal features are widely used in trajectory-based action
recognition [3, 4, 90]. Generally, these features are extracted from the spatial
gradient, temporal difference, optical flow, and trajectory, which reveals either
the spatial structure or temporal motion of the video content. The dominant
spatio-temporal structure of the objects in the video sequence is the motion sur-
face which not only reflects the shape but also records the moving trace. However,
it is difficult to get the exact moving surface due to the camera motion, illumina-
tion changes, low contrast, and large displacement of the objects. Because moving
surface, in essence, is the result of edge motion over time, we propose to compute
the raw motion surface using a combination of the spatial gradient and optical
flow. Furthermore, extensions of the HOG (histogram of oriented gradients) and
SIFT (scale invariant feature transform) descriptors are developed based on the
curvature of the raw motion surface.
Local features in the visual object appear in a specific space-time order, indi-
cating that they are not independent of each other. However, most of the existing
feature encoding methods, such as Bag of Words (BoW)[3, 4], Fisher vector [154],
and direct encoding for the video sequence [155, 156], ignore the relative distribu-
tion among local features. In these methods, the effects of discriminant features
are weakened by the feature redundancy. A common method to deal with this
problem is to use spatio-temporal grids to produce multiple representations for
different regions of the video sequence [21]. Essentially, the spatio-temporal grids
do not align to the object location so that it just yields a slight increase of classi-
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fication accuracy. The method in [90] uses the co-occurrence matrix to model the
spatio-temporal context for action recognition, which removes the spatial redun-
dancy but still has temporal redundancy. To address this problem, we proposed
a feature encoding method based on the co-concurrent descriptor (CoM) of local
features, which is a matrix to record the frequency of assigned feature pairs. The
feature pairs are defined in a small space-time volume. Compared to the fea-
ture word histogram, CoM captures the probabilistic relations among the feature
words. In our work, every local feature descriptor yields an intra-CoM and every
two local features descriptors yields an inter-CoM. The encoding results (normal-
ized CoMs) are concatenated along the third dimension to form a rank-3 tensor,
and factorized by the Tucker decomposition. The core tensor of the decomposition
result is flattened into a single vector for training a linear-SVM classifier.
Experiments are conducted on three video datasets to evaluate the proposed
methods and compare the results with those of the state-of-the-art methods. As
this chapter uses hand-crafted features for video classification, we do not compare
the proposed method with the methods using deep learning algorithms. The
experiment results indicate the following:
• Sampling spatio-temporal points from the salient region reduces the feature
amount but improves the classification rate (CR);
• Combining spatial appearance and motion information in the local feature
descriptor has varying contributions to classification accuracy in different
datasets;
• Encoding local features with the co-occurrence matrix (CoM) improves the
CR significantly.
This chapter is organized as follows. Section 4.2 presents a method to detect
spatio-temporal salient regions. Section 4.3 introduces a spatio-temporal feature
based on the curvature of moving surface. Section 4.4 describes how to encode
the local features. Section 4.5 gives the experiment results and analysis, and
Section 4.6 presents the concluding remarks.
4.2 Spatio-temporal salient region detection
This section presents a method to detect spatio-temporal salient regions for feature
extraction [8]. Feature points are densely sampled only from the salient regions
to reduce the feature redundancy and noise. The salient regions are detected by
using a manifold method. Subsection 4.2.1 describes how to calculate the linkage
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weight in a superpixel based graph. Subsection 4.2.2 presents the method to
calculate the saliency map.
4.2.1 Supexpixel distance
The proposed method constructs a graph on superpixels to calculate a saliency
map. The superpixels are generated with SLIC method [70]. In a video sequence,
objects of interest generally have high color contrast and distinctive motion com-
pared to the background. In addition, the target objects tend to have sharp bound-
aries since they are often the focus of the shot, especially in movies. Therefore,
we describe each superpixel with three features: (i) the average CIE-Lab color, (ii)
the average optical flow, and (iii) the average sharpness which is a new feature




of a frame I is computed as
follows:
S = U(D(G(I))−G(D(I))) ∗H, (4.1)
where G(·) is the gradient magnitude operator, D(·) is the downsampling oper-
ator, U(·) is the upsampling operator, and H is an averaging filter. We denote
the downsampling factor here as δ. If a boundary is sharp, the downsampled
gradient magnitude D(G(I)) is approximately equal to the gradient magnitude of
the downsampled image G(D(I)). If a boundary is blurry, the gradient magnitude
of the downsampled image will increase, i.e., D(G(I)) < G(D(I)), which leads to a
negative sharpness score.
Let ∆ci j, ∆si j, and ∆mi j denote the normalized feature distances between the
















where p↔ q means the two superpixels p and q are connected. We define the




(1−α)(∆ci, j +∆si, j) +α∆mi, j, (4.5)
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where parameter α controls the trade-off between the visual distance and motion
distance.
4.2.2 Saliency map calculation
The saliency map f of each frame is calculated using the graph-based manifold
ranking algorithm in [151]. Denote G(V,E) as a graph where V represents the
vertices and E represents the linkages between adjacent vertices. In graph G(V,E)
superpixels are treated as vertices, and the connections between adjacent super-
pixels are edges. Edges in graph G(V,E) is weighted by
wi, j = exp(−βdi, j) (4.6)
where di, j is the superpixel distance defined in Eq. (4.5), and β is the coefficient. The
edge weights form a symmetrical matrix as the graph is undirected. Assuming
that boundary superpixels belong to the background, we set boundary superpixels
as the queries and rank the rest according to their relevance to the queries. The




















and qi = 1 if the i-th superpixel is a query, otherwise, qi = 0. The spatio-temporal
salient region is hence obtained by thresholding the saliency map using Otsu’s
algorithm. In Otsu’s algorithm, the threshold is chosen to maximize the between-
class variance (salient region versus background region). Next, the salient feature
points are densely sampled from the salient region. Furthermore, the feature
points in the homogeneous area are removed using the method by Wang et al. [3].
Figure 4.1 shows the saliency map of a video frame that contains many noisy
moving objects in the background. In the existing method [41], the sharpness
measure is excluded in the saliency map calculation. Consequently, the moving
objects in the background introduce noise in the optical flow, thereby degrading
the saliency region, see Figure 4.1(c). In comparison, Figure 4.1(d) shows that
including the sharpness measure in Eq. (4.5) reduces this problem.
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(a) (b)
(c) (d)
Figure 4.1: Saliency map calculation: (a) original frame; (b) sharpness map calculated
with Eq. (4.1); (c) saliency map without sharpness measure; (d) saliency map with the
sharpness measure using Eq. (4.5).
4.3 Hand-crafted spatio-temporal features
The existing local feature descriptors based on spatial gradient, such as HOG
and SIFT, are commonly used to depict the spatial structure of the image content.
These features are extracted from the magnitude and orientation of the gradient
vectors. Many spatio-temporal descriptors have also been proposed, which aim
to find an optimum combination of spatial structure and motion information.
For instance, the HOG and SIFT were extended to 3D-HOG and 3D-SIFT by
combining temporal difference with spatial gradient. Other methods extract the
space-time shape features based on the eigenvalues of the spatio-temporal Hessian
matrix [157]. However, the temporal difference reflects only the intensity changes
between two consecutive frames, which is not discriminative enough for motion
description and is sensitive to illumination changes. To address this problem, we
propose to extract features from the motion surface, which is the combination of
optical flow and spatial gradient.
On the motion surface, each pixel is represented with two vectors, the normal
vector of the edge and the motion direction, which are related to the principal
curvatures of surface at the pixel, see Figure 4.2(a). The two vectors form a
hemispherical space, see Figure 4.2(b), where the longitude θ is the orientation
of the optical flow and latitude φ is the orientation of the gradient. The gradient
orientation is in the range [0,π] since the opposite direction of the gradient orien-
tation refers to the same edge direction. Note that the orientation space model is
different from the 3-D gradient model, c.f. Figure 4.2(b) and (c). In the 3-D gra-
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dient model, the longitude θ and φ are separately calculated using the gradient




t ), which are not
the measure of the motion direction. In contrast with the 3-D gradient model,

























Figure 4.2: Motion surface curvature.
Let G(i, j, t) and V(i, j, t) be the gradient and optical flow vector at position
(i, j, t), respectively. The norm of the curvature vector at this position is defined as
MC(i, j, t) =
∥∥∥G(i, j, t)∥∥∥2× ∥∥∥V(i, j, t)∥∥∥2 . (4.9)
It can be observed that MC(i, j, t) has a large value only if the point (i, j, t) is located
















Figure 4.3: Illustration of the STOH and RISTOH feature descriptors.
The orientations of the gradient and optical flow vectors are separately quan-
tized into N1 bins and No bins. For the optical flow vector, a zero bin is added for
pixels with tiny movements. As there are two orientations to describe each point,
the local histogram around a feature point is a matrix of size N1 × (No + 1). We
extract the histogram features of the spatiotemporal orientation from each video
cuboid with two new feature descriptors: STOH (spatiotemporal orientation his-
togram) and RISTOH (rotation invariant spatiotemporal orientation histogram),
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which are the extension of HOG and SIFT descriptors, respectively. The cen-
tral axis of the video cuboid is the track of the salient feature point produced
by Farneback’s optical flow algorithm. To extract STOH and RISTOH features,
we divide each cuboid into nσ ×nσ ×nτ sub-blocks. The feature vectors of both
STOH and RISTOH for each sub-block are of length N1× (No + 1). Therefore, the
feature vectors of both STOH and RISTOH consist of N1× (No + 1)×nσ×nσ×nτ
elements. The dominant orientation of RISTOH is the same as that of SIFT. Fig-
ure 4.3 illustrates the method to extract STOH and RISTOH features from each
video cuboid.
4.4 Feature encoding
In the video sequence, the discriminative local features of an object have specific
distribution on the space and time domain. BoW is a method to map the local
features with a vocabulary and calculate the weight of the feature words in the
video sequence. As BoW only calculates the feature word distribution for the
entire video, the discriminative features may be masked by the noise (features
from the background). To address this problem, Co-occurrence matrix (CoM) is
proposed in Subsection 4.4.1 to encode local features into a set of matrices. The
encoding results are refined with Tucker decomposition in Subsection 4.4.2.
4.4.1 Co-occurrence matrix for video representation
Let ti be a trajectory described by word di. The space-time center of ti is mi. We
define a small volume bi of size w× h× f and centered at mi. The neighbors of
ti are defined as the trajectories whose space-time center m j is in volume bi, see
Figure 4.4(a). Denote C ∈RK×K as the matrix CoM, where K is the vocabulary size.




∣∣∣{d j|m j ∈ bi,d j = x}∣∣∣ , (4.10)
where Cy,x indicates how many times words y and x occur in the same local
space-time region. Thus, the CoM stores the frequency of the feature word pairs.
If words y and x are in the same vocabulary, this CoM is an intra-CoM, oth-
erwise an inter-CoM. An example of intra-CoM on HOG descriptor is given in
Figure 4.4(b) and inter-CoM on (HOG, HOF) in Figure 4.4(c). As the feature pair
is undirected, the CoM is symmetric (inter-CoM is symmetric if the vocabulary
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of two descriptors have the same size). We apply `1 normalization to each row of
CoM getting
−→
C . The element in
−→









C y,x is the conditional probability P(x|y) that measures the
existing probability of the feature word y given feature word x. As the row and
column labels of inter-CoM are in different vocabularies, we also normalize each







Suppose there are M descriptors employed for feature extraction, then there




inter-CoMs. If all of the CoMs are used for video




= M2 normalized CoMs to represent the video
sequence. Concatenating them along the third dimension, we get a 3-D matrix of
size K×K×M2 as the input of the classifier for video content recognition.
(a) Definition of local
space-time volume
(b) Example of intra-CoM
on HOG descriptor
(c) Example of inter-CoM on
HOG and HOF descriptors
Figure 4.4: Illustration of the co-occurrence descriptor.
4.4.2 Tucker decomposition on video representation
In Subsection 4.4.1, we use CoM instead of BoW to obtain a 3D matrix, which
contains more complete descriptions for the video content. The 3D matrix has
size K×K×P, with K the vocabulary size and P the number of normalized CoMs
used for classification. Simply reshaping this matrix into a single large vector
for video classification is quite time-consuming. Still, this vector also contains
redundant and noise features that can degrade the classification accuracy and
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increase the classifier complexity. An efficient method to address these problems
is Tucker decomposition [158, 159].
The Tucker decomposition is a form of high-order PCA, which reconstructs a
tensor X ∈RK1×K2×···×KN by the production of a core tensor G ∈RJ1×J2×···×JN and a
set of basis factor matrices {A}, with A(n) ∈RKn×Jn and Jn << Kn. The factorization
result is expressed as
X ≈G×1 A(1)×2 A(2) · · · ×N A(N), (4.13)
where ×n is the n−mode product [158]. The factor matrices A(n) are usually
constrained to be column-wise orthogonal to get meaningful and unique Tucker
representation. Thus, the factor matrix A(n) can be treated as the principal com-
ponents in n−mode. Figure 4.5 gives a three-way (rank-3) Tucker decomposition
example. The core tensor G has a significantly smaller size than X, but keeps the
relative structure of the input (still a rank-3 tensor).
Figure 4.5: An example of 3-order tensor decomposition.
The 3-D matrix representation of each video sequence is arranged into a rank-
3 tensor of size K×K×P. Consider a video dataset consisting of Q training videos.
We denote Xi as the i-th super tensor. The correspond Tucker representation of
each video is
Xi ≈Gi×1 U(1)×2 U(2)×3 U(3), (4.14)
where U(n) is the orthogonal factor matrix. We can also concatenate all Xi along
the fourth dimension to form a rank-4 Tucker tensor X ∈ RK×K×P×Q. In the same
way, concatenate all Gi to get G ∈ RJ1×J2×J3×Q. As a result, the Q simultaneous
standard Tucker decomposition of rank-3 tensor has been converted to a rank-4
Tucker decomposition problem
X ≈G×1 U(1)×2 U(2)×3 U(3). (4.15)
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The factor matrices U(n) are estimated by solving
min
U(1),U(2),U(3)
‖ X−G×1 U(1)×2 U(2)×3 U(3) ‖2F
subject to U(n) ∈RK×Jn and u(n)Tj u
(n)
k = 0, for j , k,n = 1,2,3.
(4.16)
Here u(n)j and u
(n)
k are two column vectors in U
(n). The constraint ensures that U(n)
is columnwise orthogonal.
The higher-order orthogonal iteration (HOOI) is an efficient algorithm to
solve the optimization problem [160, 161]. The slight difference between the
normal rank-4 Tucker decomposition and our problem in Eq. 4.15 is that we only
estimate the factor matrices for the first three modes. This is because the video
representations are independent of each other in the 4-mode. Thus, we fix the
fourth factor matrix U(4) ∈ RQ×Q to be a unit matrix, which can be ignored in
multiplication. Algorithm 2 illustrates how to solve the problem in Eq. (4.16) to
get the factor matrices U(1), U(2), and U(3). The operator×−(n,4) is the multiplication
excluding mode-n and mode-4. With the learned factor matrices, we calculate the
core tensor for the super tensor descriptor by
Gi = Xi×1 U(1)T×2 U(2)T · · · ×3 U(3)T. (4.17)
The core tensor Gi can be thought as the compressed version of Xi. Simply re-
shaping Gi into a single vector for classification can reduce the model complexity,
increase classification accuracy, and decrease the storage requirement. Figure 4.6
shows the procedure of video classification with the Tucker decomposition.
Algorithm 2 Pseudo-code of HOOI for Tucker decomposition
1: function HOOI(X, J1, J2, J3)
2: initialize U(n) ∈RK×Jn for n = 1,2,3 using HOSVD [162].
3: repeat
4: for n = 1,2,3 do
5: Y ←X×−(n,4) {UT}.
6: U(n) ←Kn leading left singular vectors of Y(n).
7: end for
8: until fit ceases to improve or maximum iterations exhausted.
9: G ←X×1 U(1)T×2 U(2)T×3 U(3)T.
10: return {U} and G.
11: end function
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Figure 4.6: Tucker decomposition for video classification.
4.5 Experiments and analysis
This section evaluates the contribution of different components in the proposed
method: salient region detection, local spatio-temporal feature, and co-occurrence
matrix encoding. The experiments are conducted on three datasets: KTH, Holly-
wood2, and UCF11.
4.5.1 Video datasets
The KTH dataset [163] contains six distinct actions: walking, jogging, running,
boxing, waving and clapping. Each action is performed several times by 25
subjects. Videos from 9 subjects (2, 3, 5, 6, 7, 8, 9, 10, and 22) are used for
testing and the remaining videos are used for training. This dataset contains 599
video sequences, each separated into about 4 sub-sequences. Each sub-sequence
is treated as a sample and the total number of samples is 2391. The dataset
contains a homogeneous background and controlled variations: outdoors with
scale variation, outdoors with different clothes, and indoors.
The UCF11 dataset [164] contains 11 action categories: basketball shooting,
biking/cycling, diving, golf swinging, horse back riding, soccer juggling, swing-
ing, tennis swinging, trampoline jumping, volleyball spiking, and walking with
a dog. The dataset contains a total of 1,168 sequences, which are divided into
25 groups. This dataset is challenging due to large variations in camera motion,
object appearance and pose, object scale, viewpoint, cluttered background and il-
lumination conditions. For this dataset, the average classification rate is estimated
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by using the Leave-One-Out Cross-Validation approach.
The Hollywood2 dataset [165] contains 12 action categories: answering the
phone, driving car, eating, fighting, getting out of car, hand shaking, hugging, kiss-
ing, running, sitting down, sitting up, and standing up. The dataset is collected
from 69 different Hollywood movies. In total, there are 1,707 video sequences di-
vided into a training set (823 sequences) and a test set (884 sequences). This video
dataset is very challenging since it has natural background, shot cuts, illumination
changes, and co-occurrence of different actions.
4.5.2 Experimental method
In salient region detection, coefficient α and β are set as α = 0.6, and β = 10. The
down-sampling factor for sharpness map estimation is set as δ = 1/2, and H is
defined as a Gaussian filter of size 20×20 with σ = 4.
In local feature extraction (Figure 4.3), the size of the video cuboid is N ×
N× L, where L is the length of the trajectory and N is the neighbor size. The
parameters for the experiments are: N = 32, N1 = 4, No = 8, nσ = 2, nτ = 3, and
L = 15. Besides STOH and RISTOH, other features including trajectory (TRA),
HOG, HOF, MBH, SIFT are extracted in our experiments. The HOG and SIFT
have N1 orientation bins. Both MBHx and MBHy have No orientation bins, whilst
HOF has an additional zero bin besides the No orientation bins. For the SIFT
descriptor, the cuboid is divided into 4×4×τ subblocks.
In BoW encoding, the visual vocabulary for each descriptor is generated by
the K-means algorithm, and each video is represented by a histogram of size K.
The best vocabulary size is investigated in the experiments. In CoM encoding,
the volume bi used for CoM extraction is set as a cuboid of size 31× 31× 31
(w = 31,h = 31, f = 31). Features are assigned to labels with the corresponding
vocabulary (generated with the k-means algorithm) of a small size K = 500 to
reduce the required memory in Tucker decomposition. Then, the CoM is a matrix
of size K×K. The core tensor of Tucker decomposition has size J× J which will be
investigated in the experiments.
In classification on BoW, the histogram vector for each feature descriptor is a
channel of the video. As there are multiple descriptors, each video is presented
by multi-channel. The dissimilarity between two videos i and j on channel c is












hi,n + h j,n
(4.18)
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where Hci = [h
c
i,n] is the histogram vector of channel c for the i-th video, V is the
vocabulary size, and n is the index of a vocabulary word. For classification, we
use non-linear SVM with multi-Gaussian kernel:









where Ac is the average distance of the channel c. In classification on CoM,
the normalized CoMs are concatenated along the third dimension forming a
rand-3 tensor, and the core tensor (concatenated to a single vector) of the Tucker
decomposition is the input of a linear-SVM.
4.5.3 Evaluation of salient sampling
The first set of experiments investigate the performance of feature point detec-
tion methods in terms of the number of salient points detected and classification
accuracy. Table 4.1 lists two performance measures for three feature point de-
tection methods: dense sampling (DS) [3], motion boundary of dense sampling
(DS-MB) [4], and salient sampling (SS) method. The number of feature points
per frame indicates the density of features sampled from the video sequence.
The classification rate (CR) is obtained by using the same feature combination
(HOG, HOF, and MBH) on a vocabulary size of 4000. The experiment results
of dense sampling method and motion boundary of dense sampling method are
produced by us repeating the experiments of [3] and [4]; the results may differ
slightly from the original references, but the difference is not significant for our
analysis. The proposed SS has a higher CR than DS on the KTH dataset (95.1% vs
94.2%) and the UCF11 dataset (85.1% vs 84.3%). SS also uses only half the number
of feature points compared to DS. Note that DS produces many noisy features
in the background region. This result indicates that noisy background features
degrade the classification accuracy, and hence should be removed. The DS-MB
uses the smallest number of feature points per frame, but it also has the lowest
classification rate on both datasets.
Figures 4.7 and 4.8 show the classification rates of DS, DS-MB, and SS on
the KTH and UCF11 datasets, across different vocabulary sizes (500 to 4000) and
feature descriptors (HOG, HOF, MBH, and point trajectory). The DS-BM method
has lower classification rates than the DS and SS methods. This applies to all
feature descriptors, except for the trajectory descriptor on the UCF11 dataset.
Note that DS-MB retains only the feature points near the motion boundary. Thus,
some distinctive feature points in the objects may be removed. The proposed
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Table 4.1: Performance measures of different feature point detection methods on the KTH
and UCF11 datasets.
























































































































Figure 4.7: The video classification rates of the DS, SS and DS-MB methods as a function
of the vocabulary size on the KTH dataset.
method (SS) has higher classification rates than the DS and DS-BM methods on
both datasets, except for the HOG descriptor on the UCF11 dataset. Compared
with DS-MB, the SS method keeps more feature points located in the salient region.
Since the saliency map is calculated by comparing the color distance, optical flow
distance, and sharpness distance, objects of interest are kept in the salient region
even though their motions are not dominant.
4.5.4 Evaluation of local spatio-temporal descriptor
The proposed descriptors (STOH and RISTOH) are compared with the existing
descriptors (HOG, HOF, and SIFT) in terms of classification accuracy. The descrip-
tors are extracted from the salient feature points and the vocabulary size is varied
from 500 to 4000. The results on the UCF11 and Hollywood2 datasets are shown
in Figure 4.9. It can be seen that STOH yields higher CRs than HOG and HOF
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vocabulary size












































































































Figure 4.8: The video classification rates of the DS, SS and DS-MB methods as a function
of the vocabulary size on the UCF11 dataset.
on both Hollywood2 and UCF11 datasets, at almost all vocabulary sizes. This
indicates that the features extracted from the curvature are more discriminative
than those extracted from the spatial gradient. Among the evaluated descriptors,
the SIFT descriptor performs the best in the UCF11 dataset and the worst in the
Hollywood2 dataset. The RISTOH descriptor performs the worst in the UCF11
dataset and the best in the Hollywood2 dataset. These results indicate that the
discriminative power of rotation-invariant features is not stable and depends sig-
nificantly on the properties of the dataset. It can be observed that in the UCF11
dataset, the sport categories are highly correlated to the scene background. In
Hollywood2 dataset, the action categories mainly depend the human motions.
This could explain that the SIFT descriptor has a higher CR in the UCF11 dataset
and the RISTOH descriptor has a higher CR in the Hollywood2 dataset.
The classification rates from the best combinations are shown in Table 4.2.
The results indicate that the best combination of features depends on the dataset.
For example, STOH plus MBH gives the highest CR on the KTH dataset, whereas
RISTOH in combination with HOF, MBH, and ST yields the highest CR on the
Hollywood2 dataset. It is notable that the classification rate on the KTH dataset
decreases when more features are combined. The background in KTH is homo-
geneous so that the discriminative information is easily depicted by each local
feature descriptor. The combination of multiple features introduces more noise
to the feature set, but does not significantly increase the discriminative power of
the feature set. As a consequence, it leads to a lower classification rate than the
combination of fewer features.
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vocabulary size

































































Figure 4.9: Video classification rates as a function of the vocabulary size for different
feature descriptors on two datasets: (a) UCF11, and (b) Hollywood2.
Table 4.2: The classification rate (%) of different methods on three video datasets.
Method KTH UCF11 Hollywood2
STOH + MBH 95.1 83.2 57.5
TRA + SIFT + HOF + MBH 94.3 85.6 58.4
TRA + RISTOH + HOF + MBH 93.8 84.5 58.7
4.5.5 Evaluation of feature encoding
Experiments in this subsection investigate the effects of the intra-CoM and inter-
CoM encoding on classification accuracy. The compared feature encoding meth-
ods include BoW and BoW+STP (spatio-temporal pyramid). For a fair compari-
son, the three methods use the same vocabulary size (K = 500) for each descriptor
to assign local features to labels. STP is a method used in [3] where each video
sequence is divided into cells in six ways (see Figure 4.10), and each cell is repre-
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sented by a BoW histogram, then all histograms are concatenated to a single long
vector for classification. In intra-CoM and inter-CoM encoding, each video is de-
scribed by a 500×500×P tensor and the core tensor of the Tucker decomposition
is a matrix of size J× J×P, with P the number of normalized CoMs. Figure 4.11
shows the impact of parameter J on the classification rate with intra-CoM encod-
ing for three datasets. To obtain a high CR and low computation costs, we set
J = 120. Suppose, there are M descriptors used for classification. Then, the length
of ultimate classifier input is a vector of 500×M features for BoW, 12000×M fea-






Figure 4.10: Spatio-temporal pyramid of the video sequence. There are six grids displayed
from top-left to right-bottom: h1×v1× t1, h3×v1× t1, h2×v2× t1, h1×v1× t2, h3×v1× t2,
and h2×v2× t2. The three letters h, v, and t denote as three directions: horizontal, vertical,
and time, respectively. The number after the letter indicates how many cells the video
sequence has been partitioned into along the corresponding direction.
Table 4.3 shows the comparison between BoW, BoW+STP, and intra-CoM
on classification rate (CR) with single descriptor. Compared to BoW, intra-CoM
encoding significantly improves the CR for the KTH and UCF11 datasets, either
with dense sampling or salient sampling. Especially, the CR with HOG and
dense sampling increases from 79.63% (BoW) to 86.57% (intra-CoM). The CR with
HOF and salient sampling increases from 66.08% (BoW) to 73.37% (intra-CoM).
For Hollywood2, the CR yielded by intra-CoM cannot reach that by BoW on
descriptors TRA, HOG, and HOF. However, the CR with MBH obtains a significant
increase with dense sampling (60.97% vs. 54.86%) and salient sampling (56.79%
vs. 54.86%). Compared to BoW+STP, the proposed intra-CoM yields a higher
CR on all descriptors for the three datasets either with dense sampling or salient
sampling.
Table 4.4 shows the comparison between BoW, BoW+STP, intra-CoM, and
inter-CoM on CR with descriptor pairs. It can be seen that the highest CR on
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(a) KTH with dense sampling (b) KTH with salient sampling
(c) UCF11 with dense sampling (d) UCF11 with salient sampling
(e) Hollywood2 with dense sampling (f) Hollywood2 with salient sampling
Figure 4.11: Classification rates responding to the size of the core tensor for each descriptor
with intra-CoM encoding.
each combination is produced either by intra-CoM or inter-CoM. The significant
increases of CR can be found on UCF11 between BoW and intra-CoM either
with dense sampling or salient sampling. Note that intra-CoM produces higher
CR than BoW with descriptor pairs on Hollywood2 dataset, though the CR of
intra-CoM with a single descriptor is lower than that of BoW (see Table 4.3). In
most cases, inter-CoM yields a lower CR than intra-CoM but still higher than
BoW and BoW+STP, which indicates multiple descriptors can be combined by
concatenating their intra-CoMs more than inter-CoMs. The method BoW+SPM
increases the CR of BoW occasionally. This fact indicates that encoding features
with intra-CoM and inter-CoM yield more stable and accurate classification than
BoW and BoW+STP.
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Table 4.3: The CR (%) yielded by three encoding methods BoW, BoW+STP, and intra-CoM
with single descriptor.
KTH Dense Sampling Salient Sampling
BoW BoW + STP Intra-CoM BoW BoW + STP Intra-CoM
TRA 88.43 87.50 89.35 90.28 88.89 89.35
HOG 79.63 74.07 86.57 81.94 77.78 86.11
HOF 90.74 90.28 90.74 93.06 90.28 93.52
MBH 93.98 81.02 96.27 94.44 88.43 96.76
UCF11 Dense Sampling Salient Sampling
BoW BoW + STP Intra-CoM BoW BoW + STP Intra-CoM
TRA 65.77 66.42 72.70 63.96 66.45 73.75
HOG 71.88 72.49 74.23 68.33 72.24 73.42
HOF 69.27 70.03 75.71 66.08 69.65 73.37
MBH 83.81 81.01 87.14 84.32 83.58 88.87
Hollywood2 Dense Sampling Salient Sampling
BoW BoW + STP Intra-CoM BoW BoW + STP Intra-CoM
TRA 52.60 45.48 50.23 47.06 40.72 47.74
HOG 40.50 39.14 39.82 41.52 40.84 41.40
HOF 51.70 44.46 49.77 49.32 41.40 45.81
MBH 54.86 31.67 60.97 54.86 32.69 56.79
Table 4.4: The CR (%) yielded by four encoding methods BoW, BoW+STP, intra-CoM,
and inter-CoM on multi-descriptors.
KTH Dense Sampling Salient Sampling
BoW BoW + SPM Intra-CoM Inter-CoM BoW BoW + SPM Intra-CoM Inter-CoM
HOG+TRA 88.89 71.30 91.67 93.06 92.13 75.93 91.67 94.44
HOG+HOF 90.28 75.46 92.59 91.67 92.13 84.72 93.06 92.59
HOG+MBH 92.59 76.85 95.83 95.37 94.91 85.19 96.76 96.30
HOF+TRA 90.74 80.09 91.20 93.98 91.20 84.26 92.13 93.52
HOF+MBH 93.06 83.80 94.91 94.91 94.91 84.26 94.91 94.91
MBH+TRA 93.06 83.80 95.37 95.83 93.52 88.43 94.91 94.91
UCF11 Dense Sampling Salient Sampling
BoW BoW + SPM Intra-CoM Inter-CoM BoW BoW + SPM Intra-CoM Inter-CoM
HOG+TRA 82.03 75.22 82.36 79.07 78.01 77.95 84.70 78.40
HOG+HOF 81.75 78.91 83.59 78.86 76.69 79.96 83.64 78.27
HOG+MBH 84.95 82.50 88.40 87.66 85.84 85.52 90.09 88.80
HOF+TRA 71.08 68.64 78.19 73.81 70.51 71.37 78.77 76.05
HOF+MBH 81.70 81.02 88.80 85.59 83.53 84.06 89.39 86.22
MBH+Tra 84.24 79.83 87.08 85.70 82.41 83.29 90.20 88.43
Hollywood2 Dense Sampling Salient Sampling
BoW BoW + SPM Intra-CoM Inter-CoM BoW BoW + SPM Intra-CoM Inter-CoM
HOG+TRA 54.19 49.39 54.86 50.90 53.17 59.71 54.98 50.57
HOG+HOF 53.96 50.60 55.32 51.13 52.60 51.24 54.75 51.81
HOG+MBH 55.20 52.00 58.71 56.90 53.51 53.96 57.01 59.16
HOF+TRA 53.62 49.47 54.19 51.02 53.05 50.23 50.68 51.36
HOF+MBH 55.66 53.00 57.69 57.35 55.77 54.00 57.35 56.79
MBH+TRA 56.00 53.45 58.71 57.13 56.67 54.43 60.07 58.71
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Table 4.5: The CR (%) of different methods on three video datasets.
Method KTH UCF11 Hollywood2
Le et al. [166] 93.9 75.8 53.3
Wang et al. [167] 91.8 - 45.2
Wang et al. [3] 95.0 84.1 58.2
Peng et al. [4] 95.6 86.6 -
zhu et al. [168] - 89.4 61.4
SS & Intra-CoM 94.9 90.9 61.9
SS & Inter-CoM 95.8 89.4 60.5
Table 4.5 lists the final CR by using the proposed encoding method ( intra-
CoM or inter-CoM with TRA, HOG, HOF, and MBH under salient sampling).
The results are compared with several state-of-the-art methods that perform ac-
tion classification with hand-crafted features. Under the same sampling method
(salient sampling) and same descriptors, intra-CoM encoding yields a higher CR
than inter-CoM encoding for the UCF11 and Hollywood2 datasets. This result
indicates that independent local feature encoding (intra-CoM) is more stable than
joint feature encoding (inter-CoM) to gain high classification accuracy. The high-
est CR for each dataset is produced by the proposed method, which indicates that
the relationships among local features are discriminative for video content recog-
nition. Thus, exploiting the spatio-temporal relationships from the local features
has significant meaning in video classification. Figure 4.12 to Figure 4.14 shows
the confusion matrices of the classification results.
Figure 4.12: Confusion matrix on KTH by the proposed method (SS & Intra-CoM).
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Figure 4.13: Confusion matrix on UCF11 by the proposed method (SS & Intra-CoM).
4.6 Chapter summary
In this chapter, we propose a method to detect feature points from the salient
region to remove the noisy background points from the densely sampled feature
point set. An extension of the graph-based manifold ranking method is developed
to detect the salient feature points in a video sequence more efficiently. The
experimental results show that the salient trajectory leads to a more compact
and more discriminative feature set. Two new features, named as STOH and
RISTOH, are proposed based on the spatiotemporal orientation model of the
moving surface, which is a combination of spatial gradient and optical flow.
The proposed descriptor STOH has a higher CR than HOG and HOF, indicating
that features extracted from the spatiotemporal structure are more discriminative
than the features extracted from the spatial structure. The other proposed feature
descriptor RISTOH has a higher CR than SIFT on KTH and Hollywood2 datasets
but a lower CR on UCF11 dataset. The performance of SIFT and RISTOH suggests
that the rotation invariant features are highly depending on the dataset properties.
A new feature encoding method, named as CoM encoding, is proposed to
exploit the spatio-temporal relationships of local features in small volumes. Intra-
CoM calculates the feature-word distribution for one descriptor, and Inter-CoM
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Figure 4.14: Confusion matrix on Hollywood2 by the proposed method (SS & Intra-CoM).
computes the joint feature-word distribution for two descriptors. Intra-CoM and
inter-CoM are meaningful representations of the video sequence so that they sig-
nificantly improve the classification accuracy with a simple classifier (linear-SVM)
compared to BoW. The comparison between intra-CoM and inter-CoM shows that
intra-CoM encoding yields a higher CR in most cases, suggesting that it is simpler
and better to concatenate the encoding of different feature descriptors rather than
jointly encoding local features from different descriptors. The observations in
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5.1 Introduction
In recent years, deep learning has been widely used in image and video processing
for various tasks. Due to the excellent spatial feature learning ability and high non-
linearity of the deep leaning architectures, the results of deep learning methods
always outperform those of the traditional computer vision methods. The basic
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ConvNet accepts an image as input and extracts the discriminative spatial features
layer by layer. For video sequences, ConvNet also needs to extract temporal or
spatio-temporal features for dynamic information analysis.
The existing ConvNets extract temporal features in three ways: a) using a
CNN model to learn the spatial features of multiple frames and then fusing
these features with a RNN or pooling layers [9, 169]; b) using multiple streams
(including appearance stream and motion stream) to learn separate spatial and
temporal features [5, 6, 14]; c) using 3D ConvNet to learn 3D spatio-temporal fea-
tures [170, 171]. The first method produces implicit motion features in the spatial
features from adjacent frames. However, it is difficult for the linear classifier to
achieve a high classification rate with the implicit features. This problem is ad-
dressed by the second method which generates explicit appearance and motion
features from separate streams. But the spatial and temporal features are globally
combined so that it cannot produce joint spatio-temporal features to describe dis-
criminative details. The third method deals with this problem by using 3D filters
to extract spatio-temporal features from the space-time domain. The drawback of
the third method is that 3D ConvNet has many parameters to learn and is greatly
impacted by camera motion and FPS (frame per second) variations.
This chapter proposes a two-stream cross-ConvNet to learn joint spatio-
temporal features for video classification. In the proposed model, two ConvNets
(ResNet50) are used to accept two separate streams. The extra connections link
two ConvNets to fuse features from different streams, see Figure 5.1. The cross-
connection enables the network learning complex features from multiple domains.
In the proposed model, the two inputs are both appearance streams but the second
stream has one step delay to the first one. As a result, the two streams accept two
adjacent frames simultaneously. The information exchange within two streams
is a process to extract temporal features. We investigate the Cross-ResNet on the
benchmark UCF101 [172] and HMDB51 [173]. The experiment results indicate
that this structure helps improve the classification accuracy.
This chapter is organized as follows. Section 5.2 reviews the existing Con-
vNets and methods for video classification, Section 5.3 presents the proposed
model. Section 5.4 gives the evaluation results of the proposed model on action
classification. Section 5.5 presents the concluding remarks.
5.2 Related works
Video sequence classification with ConvNet models has drawn a lot of attention
in recent years. The general strategy of the existing methods is to extract spatial
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or temporal features from the sampled frames with a ConvNet model and then
fuse these features with a small network for classification.
Most of the existing methods use classic ConvNets for feature extraction.
AlexNet [101] is the basic convolutional neural network that guides to construct
other ConvNets. Compared with hand-crafted features, the features learned by
AlexNet are more discriminative so that AlexNet yields an outstanding classifi-
cation rate in the ImageNet competition. After AlexNet, the VGG network [102]
was proposed to reduce the trainable parameters and optimize the training pro-
cess. The bottleneck of AlexNet and VGG networks is that increasing the number
of convolution layers does not necessarily improve the classification rate. This
problem is known as vanishing graduates. ResNet [105] addresses this prob-
lem by using identity connection linking non-adjacent layers. Inception network
[106, 107] was proposed as an extension of ResNet. In the Inception network,
convolutional outputs derived by filters of different sizes are concatenated as the
input to the next convolutional block. This mechanism enables the network to
extract discriminative features with multiple scales at every spatial position for
classification. As one stream ConNets only extract spatial features from images,
researches have applied two or more streams to extract spatial and temporal
features simultaneously [5, 6].
Other existing methods build hierarchical deep learning architectures for spe-
cific applications. Tran et al. [171] presented a 3D ConvNet to extract joint
spatio-temporal features with filters of size 3× 3× 3. This method also has been
applied in [174] for Functional Connectomes classification with medical images.
Sun et al. [175] decomposed the 3D convolutions into 2D spatial and 1D temporal
convolutions for easy training. Ali et al. [170] proposed a method to transfer
learning from 2D ConvNet to 3D ConvNet. Christioph et al. [7] presented a cross-
ConvNet which has connections from temporal stream to appearance stream and
also connections across time. Rohit et al. [14] proposed to learn a feature vocab-
ulary from the output of the convolution layer. Features are then encoded with
this vocabulary to produce a video representation for classification.
In this chapter, the proposed ConvNet is closely related to the work on two-
stream ConvNet. However, in our ConvNet, the two streams are both appearance
streams and they communicate with each other at the convolution layers. The
motivation of this strategy is to extract joint spatio-temporal features within ad-
jacent frames from the convolution layers to build an end-to-end training model




The motivation of this chapter is to learn spatio-temporal features from low-
level to high-level. Thus, two streams are included in the ConvNet with one
stream accepting appearance and the other one taking another appearance stream
with time transition. The communication between two streams enables the Con-
vNet learning spatio-temporal features from two nearby frames. Compared to
appearance-motion stream pair, the two appearance streams learn temporal fea-
tures by itself. Thus, there is no need to calculate optical flow with other ConvNet
or computer vision methods. As a consequence, the proposed ConvNet is trained
in a end-to-end manner.
5.3.1 Network architecture
The proposed cross-ResNet is an extension of ResNet50 [105]. The first residual
unit at each convolution stage is the communication channel between the two
streams. Figure 5.1 (a) illustrates an overview of the entire ConvNet. Figure 5.1
(b) gives an example of cross-connection at conv2 x and conv2 y. The red linkages
indicate the cross connections between two ResNets. Each input sequence is
sampled from the video sequence with an time interval of τ. The second sequence
(sequence y) has one step delay to the first one (sequence x) to learn temporal
features from the ConvNet. Suppose there are L frames in each stream. Then, the
output of conv5 x and conv5 y are of size L×7×7×2048. Figure 5.1 (c) shows the
structure of the fusion net. The output of conv5 x and conv5 y are averaged to
get feature sequence of size L×2048. A full connection layer follows the average
pooling layer to generate an new feature sequence of size L× 1024. The output
of the two full connection layers are concatenated to have shape L× 2048. Then
LSTM is applied on the features of the sequence to generate a feature vector of
size 1024. Before classification, another full connection is applied to reduce the
feature vector size from 1024 to 512. Figure 5.2 shows the block diagram of the
entire network.
5.3.2 Network input
The input sequence of each stream is the stack of standard input of ResNet50
that has shape L×224×224×3. As the input video sequence has various length,
frames are then sampled with a time interval of τ, which is a random integer in
range [2, 5]. As a consequence, the input sequence covers L× τ frames in the
video sequence. For the video does not have enough frames, the video sequence
69
5.3. Proposed method
(a) The architecture of two-stream Cross-ResNet.
(b) The cross-connection between convolution stage conv2 x and conv2 y.
(c) The architecture of the fusion net.
Figure 5.1: Schematic diagram of the proposed ConvNet.
is repeated from start to extend the video length, and frames are sampled from
the extended video sequence. To get frames of size 224× 224× 3, the sampled
frames are first rescaled to ensure that the short side is equal to 256. Then, a
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Figure 5.2: The block diagram of the entire video-sequence processing scheme.
randomly cropped patch of size 224×224×3 is sampled from each scaled frame.
Note that patches in the same video should be cropped at the same position from
the rescaled frame. In the ConvNet training process, the height and width of the
cropped patches are randomly chosen from 256, 224, 192, and 168. Then, these
patches are rescaled to the shape of size 224×224×3. This mechanism increases
the variations in the training data, thereby leading to less overfit.
5.3.3 Cross-residuals
The cross connections combine the spatial features in two streams from convo-
lution stage conv1 x and conv1 y to conv5 x and conv5 y. Denote l as a layer
generating x(1)l and x
(2)
l in the two streams, respectively. The residual units of two





























where F denotes the convolution in a single stream, and G denotes the convo-
lution in cross connection. The chain rule propagates the gradient of the loss





















































Eq. (5.3) and (5.4) show that the gradient from one stream is back-propagated
into both streams. In this case, features from both streams are jointly learned to
generate spatio-temporal features.
5.3.4 Fusion net across time
In the fusion net, two average pooling layers separately work on the outputs of
conv5 x and conv5 y. The full connection layer is connected to the pool layer to
reduce the feature dimension. The LSTM layer has been added to explore the
spatio-temporal features at the high-level. In the fusion net, all full connection
layers are followed by a dropout layer of ratio 0.5 to avoid overfit.
5.4 Experiments and analysis
This section first introduces the details of the evaluated datasets, and second
explains the experimental methods, and then ablation study to explore some
optimum parameters, finally, analysis the experimental results.
5.4.1 Datasets and metrics
The proposed cross-ResNet was evaluated on two datasets: UCF101 [172] and
HMDB51 [173]. UCF101 extracts 13320 clips from 2500 videos that are clustered
into 101 classes. In this dataset, videos contain large diversity on actions, illumi-
nation, background, viewpoint, camera motion, and object scale and pose. There
are three predefined train-test splits for UCF101. We report the average test result
on the three splits. HMDB51 has 6766 clips from 3312 videos that are clustered
into 51 classes. This dataset is more challenge than UCF101 for the fewer samples
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for training and broader variations. Top-1 and Top-5 rates are used to evaluate
the performance of the proposed model in terms of the classification rate.
• Top-1 Rate: the percentage of samples for which the top class (the one having
the highest probability) is the same as the ground-truth label.
• Top-5 Rate: the percentage of samples for which the ground-truth label is
one of the top 5 predictions (the 5 ones with the highest probabilities).
5.4.2 Implementation details
The proposed ConvNet was trained on one NVIDIA GeForce GTX Titan Xp 12GB
GPU. The implementation for training and testing can be briefly described as
follows:
• Training: The two ResNet50 were initialized by the pre-trained net on
ImageNet [105]. Due to the GPU limitation, the number of sampled frames
L was set to 10, and the batch size was set to 3. The sampled sequence starts
at a random moment and with a random interval of τ, with τ ∈ [2,5], to be
robust to the variation of video fps. The randomly cropped patch sequence
had shape L× p× p× 3, with p a random integer in {256,224,198,162}. The
patch sequence was rescaled to the standard input of ResNet with shape
L× 224× 224× 3. Optimizer SGD (Stochastic Gradient Descent) with the
momentum of 0.9 was used for training. The initial learning rate was 10−4
for maximum of 1000 iterations.
• Testing: Each video sequence was decomposed into non-overlapped clips
of 10 frames. For each clip, only the 224× 224× 3 center-crop was taken to
estimate a vector of probabilities. All probability vectors were averaged to
find the target label of the video.
5.4.3 Selecting architecture parameters
We conduct two sets of experiments to a) find the optimum step of delay that
relates the second stream, b) find the best input streams.
The step of delay determines the time transition of the second sequence to
the first one. A large delay value means that object motion may integrate into
large displacements in two corresponding frames. Large displacements indicates
more variations in motion so that it makes the temporal feature extraction more
difficult. Table 5.1 reports the Top-1 and Top-5 rates for the validation data in the
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training process on dataset UCF101. It shows that the best step of delay is 1 for
the easy of temporal feature extraction from two adjacent frames.
Selecting the delay step of 1, we also explore the best input streams under
the cross-ResNet. To get the motion stream, we coded the flow field of each
frame with the method in [140]. The details of the flow coding method are
given in Appendix. The coding algorithm converted the flow sequence into an
image sequence. Table 5.1 shows that the combination of two appearance streams
yielded higher Top-1 and Top-5 rates. This is different from the hand engineered
method in Chapter 4 where optical flow enhances the classification rate. The
different effects of optical flow in classification rate due to the way it has been used.
In Chapter 4, optical flow was used to track image patches obtaining trajectories
for feature extraction. In the proposed ConvNet, the optical flow of a frame
pair had been converted to an image. Compared with the appearance image,
the flow image has large homogeneous region in the back ground. Thus, fewer
discriminative features can be extracted from the flow images. The experimental
results in Table 5.2 also suggest that using two appearance streams yields higher
classification rate than using the stream pair of appearance and motion.
Table 5.1: Evaluation results of cross-ResNet50 with different delay steps under two
appearance streams on UCF101.
Delay step (frame) 1 2 3
Top-1 Rate (%) 85.4 83.1 81.9
Top-5 Rate (%) 95.2 92.3 91.4
Table 5.2: Evaluation results of cross-ResNet50 under different stream pairs on UCF101.
Stream pair Appearance + Appearance Appearance + Motion
Top-1 Rate (%) 85.4 84.7
Top-5 Rate (%) 95.2 93.6
5.4.4 Comparison with the state-of-the-art methods
The proposed cross-ResNet was compared with the state-of-the-art methods in
terms of classification rate. The compared methods are either multi-stream Con-
vNets or 3D ConvNets. Table 5.3 reports the evaluation results on dataset UCF101
and HMDB51.
Among the multi-stream ConvNets, the two-stream and hidden two-stream
methods had similar performance on the classification accuracy. In the three-
stream method, the additional two streams are a background subtraction stream
74
5.4. Experiments and analysis
Table 5.3: Comparison with the state-of-the-art methods over all the three split of UCF101
and HMDB51 in the term of accuracy performance (%).
Method UCF101 HMDB51
Two-stream ConvNet [6] 88.0 59.4
Hidden Two-Stream [16] 88.7 58.9
Three-stream [5] 84.92 56.51
ST-ResNet [7] 93.4 66.4
TS-LSTM [176] 94.2 69.0
Inception3D [170] 87.2 56.9
DenseNet3D [170] 88.9 57.8
ResNet3D [170] 86.1 55.6
Res3D [177] 85.8 54.9
T3D[170] 90.3 59.2
Cross-ResNet50 (our) 89.7 58.6
and an extra historical contour stream, instead the optical flow stream. Although
this replacement does not improve the classification rate, the contour stream is
a novel idea for finding regions with sudden motion. In ST-ResNet, the residu-
als of temporal stream are connected to the spatial stream at each residual unit.
The residual connections largely improves the classification rate compared to two-
stream ConvNet. In TS-LSTM, spatial features and temporal features are extracted
with two independent networks and then fused in a TS-LSTM network. For each
video sequence, the temporally contacted features are divided into several tem-
poral segments to do batch-norm and temporal pooling before applying LSTM.
The temporal segment with pooling methods increase temporal variances so that
largely benefit standard LSTM in modeling temporal information for video.
Among the 3D ConvNet models, the 3D ResNet had been implemented in
[177] and [170], getting similar classification rates. Among the other 3D ConvNet
models, T3D had the highest accuracy by conducting transfer learning from a
pre-trained 2D ConvNet.
The architectural difference between the proposed method (cross-ResNet) and
ST-ResNet [7] are: a) the proposed ConvNet has bi-direction cross-connections
within two streams; b) the connections across two streams are weighted by convo-
lution layers in the cross-ResNet; c) cross-ResNet accepts two appearance streams
instead of the stream pair of appearance and motion. However, our method
cannot reach the same accuracy as ST-ResNet. This can be explained with two
reasons. First, ST-ResNet was trained in multiple stages to learn optimum param-
eters gradually. Second, ST-ResNet used a large batch size (128) in the training




This chapter proposed a two-stream cross-ResNet for end-to-end training video
sequence classification. The proposed model uses two appearance streams, with
one stream is one step delay to the other one, instead of the appearance-motion
stream pair to learn temporal feature by the cross-ResNet. Thus, the proposed
cross-ResNet is equivalent to the merger of optical flow estimation network and
video classification network. As a result, it has fewer parameters to learn and is
powerful in learning spatio-temporal features. The observation in this chapter
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This thesis focuses on extracting discriminative spatio-temporal features us-
ing hand engineered methods or convolutional neural network methods. The
relevant techniques proposed in this research include optical flow estimation,
spatio-temporal salient region detection, hand-crafted spatio-temporal feature
descriptor, and joint spatio-temporal feature extraction in the ConvNet model.
The proposed methods can be applied to video indexing, browsing, and filtering.
We summarize the research contribution of this thesis in Section 6.1 and outline
the research directions in Section 6.2.
6.1 Research summary
The research activities have been documented in several chapters of the thesis.
They are summarized as follows.
• We proposed a novel method for optical flow estimation. This method
builds a hierarchical model with the max pooling and min pooling used in
the ConvNet models. For each pooling layer, a simple feature descriptor
is applied at each pixel for patch matching. The pooling layers preserve
the distinctive spatial features even at the high level of subsampling, which
makes it easier to track large displacements. Compared to other hand-
engineered methods, the proposed method generates more accurate matches
and leads to more accurate optical flow even under the same interpolation
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algorithm. The experiment results also show the great significance of the
pooling layer in feature selection.
• We extended the image salient region detection method to the spatio-temporal
salient region detection for video sequences. This method uses the appear-
ance features and motion information to estimate a saliency map. Features
points are sampled from each frame based on the corresponding saliency
map. This strategy reduces feature noise and redundancy, and also produces
more discriminative features.
• We presented two hand-crafted feature descriptors STOH and RISTOH by
separately extending HOG and SIFT into a combined phase plane that con-
sists of gradient and optical flow. STOH yields a higher classification rate
than RISTOH if the dataset containing significant motion. RISTOH yields
a higher classification rate than STOH if the objects in the video sequences
have small movement. The results suggest that rotation-invariant descrip-
tors are inferior than the non-rotation-invariant ones to describe motion
features.
• We developed a local feature encoding method to form a video sequence
representation for classification. The proposed method calculates the co-
occurrence matrix for feature word pairs to get the conditional probability
distribution for any two words. The conditional probability distribution
provides discriminative features for object recognition since it extracts the
spatial relationship between two words globally. The experiment results
show that this encoding method improves the classification rate by 5%
compared with BoW.
• We explored a cross-ResNet for spatio-temporal feature extraction at the
convolution layers. This model combines two ConvNets (ResNet50) with
extra residual connections at each convolution stage. The input streams
are two frame sequences with one stream is a one-step delay to the other
stream. As a result, the corresponding frames from the two streams are
adjacent frames in the video sequence. This mechanism enables us to learn
temporal features from two adjacent frames by exchanging information in
two appearance streams. As a result, we obtain an end-to-end model for
video classification without connecting to other networks. The experiment
results show that the proposed method yields similar classification rates to




Possible research directions can be summarized as follows:
• Cast the proposed optical flow estimation method to a ConvNet model. In
Chapter 3, a hand-engineered optical flow estimation method is proposed.
This method uses hand-crafted features for patch matching, and it outper-
forms the other CPU-based methods in terms of optical flow accuracy and
running time. Casting this method to a ConvNet enables to estimate optical
flow by using learned features.
• Introduce attention mechanism into the proposed cross-ResNet to do salient
feature extraction. Chapter 4 analyzed the importance of salient region
detection in the hand-engineered classification method. Similarly, salient
feature detection is also of great significance for the ConvNet models to
recognize the activities in the video sequence.
• Merge the CoM encoding with the ConvNet models to find the relative
distribution of the learned features. Chapter 4 has proved that CoM encod-
ing method significantly improves the classification rate. In [14] and [7],
encoding the learned features with the clustering algorithm improves the
classification accuracy of the ConvNet models, which suggests that ConvNet
models focus on extracting local discriminative features but are weak to ex-
tract global features. Thus, the combination of traditional encoding method





A.1 Illustration of flow field coding
To convert flow sequence into the standard input of the pre-trained ConvNet, we
code each flow frame with the tool provided from [140] getting a visual image.
This method encodes flow direction with color and magnitude with color intensity.
The static region (no motion) corresponds to white color.
Figure A.1 illustrates flow color coding: the central pixel does not move,and
the displacement of every other pixel is the vector from the center to this pixel.
The flow magnitudes in image pairs are independently normalized.
Figure A.1: Flow field color coding.
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