A new technique for measuring the coherence time of the ocean surface at radar wavelengths has been developed and tested. This technique requires an interferometric synthetic aperture radar system with at least two unique baselines along the direction of platform motion. The coherence time of the surface may be presented as a high resolution coherence time map. In addition to the coherence time, the interferometric SAR information also provides the radar backscatter and mean Doppler shift for each pixel of the coherence time map.
Introduction q
Over the past 20 years or so many models have been put forth concerning microwave sensing of the ocean surface. Modulation of the small gravity waves, which radars are sensitive to, have provided oceanographers with the ability to measure the effects of various ocean processes and air/sea interactions. Synthetic aperture radar (SAR) has been one of the most useful tools in this investigation. The time scale at which the scattering remains coherent is particularly important to SAR since the imaging relies on coherent integration to achieve along-track resolution. The same processes and interactions which provide the radar image modulation will also effeet the coherence of the surface. If measured over a large scale and at sufficient resolution, the coherence time can provide important insight into many oceanographic phenomenon, especially when paired with the associated backseatter and Doppler imagery such as that provided by an along-track interferometric SAR., Previous measurements of the ocean coherence time have been made using real aperture radars such as that described in [1] , however, they lack the synoptic view an airborne or spaceborne SAR can provide. Some recent estimates of the ocean coherence time at L band have been reportwl in the literature to be on the order of 0.05 to 0.1 seconds [1, 2,3,] .
The along-track interferometric SAR usd by JPL [4] to measure ocean surface "velocities" makes a direct measurement of the coherence of the ocean surface. This is accomplished by acquiring two complex SAR images in identical geom&y, separated by a short time interval, The time interval and identical geometry are obtained by displacing two antenna phase centers forward and aft along the body of the aimraft. The forward phase center images a point on the ocean at a time slightly ahead of the aft phase center. After suitable SAR processing, the correlation between the two complex images is a direct measure of ~e ocean decorrelation process.
Previously, one antenna has been used to transmit and receive, while a second passive antenna displaced along-track would receive. A technique has been devised [5] whereby measurements at two baselines, or lag times, may be acquired simultaneously with the existing JPL AIRSAR two antenna system by taking advantage of the multi-channel transmit and receive capability required for polarimetric data acquisition. The AIRSAR polarimeter acquires full polarization reformation ,.
by transmitting H and V alternately while receiving H and V from each transmit event, Using an identical scheme, as mown in figure 1 , radar pulses are emitted from the forwatd (F) and aft (A) antennas alternately and received by both. This produces four channels of data, FF, FA, AF and AA, where the first letter indicates transmit antenna position and the second indicates receive antenna position on the aircraft, These channels may be processed to imagery analogous to the polarimetric case. Two unique interferometric baselines maybe constructed using these data; one being the separation distance of the antennas and the second being half this distance. While a similar estimate of the coherence time can be made using a single baseline measurement [6] , this dual-baseline estimate is significantly more accurate since it provides a stxond measured point from which a better functional fit may be estimated. The dual-baseline operating method also provides enough information to allow interferomernc phase calibration to be performed using the data alone [7] . Previously stationary calibration targets, such as land, were required to determine the zero velocity phase.
In the next section of this paper, the importance and definition of coherence time is presented, Following that, a description of the along-track interferometric (ATI) SAR technique is given.
Some results are presented which show the sensitivity of the ATI velocity measurements to various sensor and physical parameters. The dual baseline interferometric technique is then presented along with the straight forward development of equations which allow the coherence time to be estimated directly using this data. Finally, example data is presented illustrating the techniques described, followed by some conclusions.
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Coherence Time
Imaging radars are used quite successfully fora variety of remote sensing applications [8] .
Vifiually allimaging radars resolve features inthermge dimension inthesamemmner. The distance to a target, or range, is determined by measuring how long it takes a transmitted pulse to travel to the target and back to the radar. Pulses of high bandwidth are used to resolve targets in range. The cross-range (azimuth) resolution, however, is achieved using several different techniques. The simplest imaging radar is a real aperture radar, or RAR. This kind of noncoherent radar relies on the beam width of the antenna to resolve targets in azimuth. The actual azimuthal positions of the targets within the beam are not known. Most RARs tend to be highfrequency systems, since for a given antenna size, the beam width (and hence resolution) is proportional to the wavelength. Synthetic aperture radar, on the other hand, takes advantage of the fact that as a coherent radar illuminates a stationary ground target while flying by, the phase history of the return pulses will be determined by the geometry. lf the data are recorded in such a manner that the phases of the returns are presetved, then increased resolution in the azimuth dimension can be obtained by correcting for the phase variations. This phase correction technique is generically called azirnuthfocusing, and is quite analogous to the action of an optical lens.
While SAR, with its improved azimuth resolution, is a favored radar imaging technique for many applications, it suffers from some peculiarities associated with the azimuth focusing. If some targets are moving against a stationary background, the phase prediction required by the processor will be in error causing the targets to be unfocused and imaged in the inconvct positions, If the phase of the targets varies in any manner not accounted for by the processor focus settings, distortion and azimuth resolution degradation will occur. If the variation is statistically random, some very fundamental limitations will be placed on the quality of the imagery as described by Raney [9] .
It is this last point that is of great importance when imaging the ocean with SAR, Because the ocean is not a stationary target, care must be taken when attempting to focus an image. Scatterers on the ocean surface, whether considered patches of long lived Bragg waves or "ping-pong balls," are moving due to a variety of factors including wind, currents, and the action of long waves. The dominant scatterers within a particular resolution cell will in general not remain stationary, or even remain the same physical scatterers. Recent literature abounds with suggested "best" methods for focusing moving ocean waves [10, 11, 12] . I will not address any of the specific arguments, beyond mentioning the recognized importance in all these theories and arguments of the coherence time of the surface.
The coherence time is the time for which the phase of the returns from a resolution cell may be predicttxl accurately. For a stationary target of known geometric and dielectric properties (and high enough SNR) the coherence time is infinite. Any target that has a coherence time longer than the illumination time, or integration rime, of a particular SAR may be considered a coherent target.
Most applications involving SAR assume, justifiably, that imaged targets are coherent targets.
This allows one to achieve resolutions very close to the theoretical limit. For imaging the ocean, however, this may be far from true. It has been shown by Raney [9] that to process partially coherent data optimally, one requires knowledge of the cohexence time. If the coherence time of the ocean is less than the integration time of the SAR, then the ~alizable azimuth resolution will be limited. Figure 2 shows an example of the JPL AIRSAR L band system azimuth resolution over a range of reasonable coherence times. Notice that the typical SAR image quality of having azimuth resolution being independent of range (or incidence angle) is not true when imaging partially coherent surfaces. Data from this system is presented later in this paper,
The coherence time, Zc, is defined as the time it takes the auto-correlation function of the complex backscatter field to fall to I/e, A Gaussian decorrelation process is used:
(1) c 2
The dual-baseline technique described here simply provides two measurements (at times greater than t=O) of this auto-correlation function. Using the two measurements allows one to solve for ~cc Notice that a single correlation measurement using only one baseline together with the trivial correlation measurement of p(t=O), also allows one to estimate the coherence time. Small errors in this single measurement, however, will result in larger errors for the estimate due to the significant extrapolation in time required, Marom described this method and its limitations [6] .
imal to Noise Considerations. The finite signal to noise ratios associated with any real system, will reduce the correlation observed and accuracy of phase estimates. It can be shown [13] that the decorrelation, 6, due to a finite uncorrelated SNR of two along track phase centers is given by:
6=
]
where SNR is the signal to uncorrelated noise ratio, Typically, thermal noise is the dominant uncorrelated noise source. In general, if the two phase centers have different signal or thermal noise levels, this equation must be modified slightly:
where SNRI is the higher uncorrelated signal to noise ratio, and r is the ratio of the higher to the lower signal to noise levels.
Correlated noise is another, less appreciated, source of error in interferometry and pohtrimetry. In this case the noise sources in the two channels may be strongly correlated to each other and/or the signal, Sources of correlated noise include certain kinds of radio interference and quantization noise. This type of noise can artificial y increase the correlation between the channels and can produce a bias in interferometric phase estimation. Quantization noise will typically become critical in low SNR (low backscatter) data sets. The effects of correlated noise will not be discussed or considered further in this paper, .
111.
Along-Track Interferomet ry
The technique of using along-track interferomernc SAR to measure ocean surface phenomenon was first reported by Goldstein and Zebker of JPL in 1987 [14] , This technique requires producing two complex SAR images separated in time, but identical in geometry. The JPL approach has been to use two antennas mounted on the forward and aft side portions of a single aircraft. The JPL AIRSAR system [15] is a three frequency, quad-pol synthetic aperture radar which is flown aboard the NASA DC-8 aircraft, In addition to the standard quad-pol modes, the radar has several experimental modes, one of which is the along-track interferometer (ATI) mode at L and C bands, Table 1 shows relevant AIRSAR parameters.
The fiist observation (F) corresponds to the complex image produced from a forward phase center, while the second observation (A) is produced from an aft phase center. The aft observation of a particular point on the surface will occur at a time r after the forward observation, where ~ is calhxi the lag time. Since the geometry is identical, any differences in the two images may be accounted for by changes in the scattering field between the two observation times. By constructing an interferogram, these differences maybe quantified:
where C corresponds to the interferogram calculatd:
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A multi-look phase is determined by coherently summing the nearby interferogram pixels in a filtering process retaining the resultant phase. This method has been shown by Rodriguez [ 16] to be the maximum likelihood estimator for determining the interferometric phase,
Interpretation of the phase measurement is not always straight forward. For moving "hard"
targets, the phase difference may be directly interpreted as a possibly ambiguous measurement of the target radial velocity as follows:
where A@ is the observed phase change, B is the baseline length, v is aircraft speed and A is the radar wavelength, The ratio of B/v is recognized to be the time lag z. This interferometer velocity represents the radial component of the phase change. To project this onto the ground image plane, to extract the surface component, one must divide by sin(0), where 0 is the incidence angle.
Applying this interpretation directly to imaging the ocean would result in a measurement of a component of the surface current, us, by the interferometer:
where k~ = (4z./A) sin(e) and is identified as the Bragg wavenumber.
This interpretation, however, is too simplistic, as the motion of ocean scatterers is influenced strongly by a variety of other influences, most importantly, wind generattxl Bragg waves, in addition to surface currents, A more accurate interpretation of the interferometer phase when imaging the ocean can be shown to be that of the mean Doppler shift, <o:
Combined with other information or assumptions about the ocean surface, the mean Doppler shift can lead to information about the actual currents or current modulations.
The amount of decorrelation between the two observations may be calculated as well. The multi look correlation coefficient, p(z), is given by:
where the summations are carried out over nearby pixels to obtain a better estimate of p(t) . This measured correlation coefficient will include the effects of noise or xqjstration problems present in the data in addition to the actual decorrelation due to the finite coherence time of the ocean.
An important step involved in producing the data required for the above calculations is the processing of the raw interferometric data to complex imagery, This is a very important step in any interferometer anal ysis, especially an aircraft borne interferometer. Small motions of the baseline must be accounted for throughout the processing. In effect, the assumption of identical geometry mentioned above must be produced by adjusting each return for the slightly different geometry.
This requires a special motion compensation algorithm to adjust the relative phases of the returns so that all aircraft motion effects are removed, The data presented in this paper has been processed with such motion compensation, utilizing a modification of the algorithm described in Madsen [17] .
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There is also the questions of the "zero phase." Since there are unknown relative delays in the radar, "together with changing baselines due to aircraft motion during acquisition, the absolute phase corresponding to zero velocity is not known. Previously this required calibration targets, such as land, to be present in the scene in order to determine phases correctly. Recently, a method has been developed by Lou and van Zyl whereby the zero phase maybe determined using the data and system calibration parameters alone [7] .
Iv.
Parametric Analysis
A simple analysis of the along-track interferometer velocity sensitivity to various parameters can be carried out along the lines presented in [18] for topographic interferometric SARS. Using the following expression for the standard deviation associated with interferometric phase measurements [16] , where N is the number of independent samples averaged and p is the correlation between the individual phase centers, the velocity sensitivity to a number of parameters can be calculated, Equation (9) combined with equations (l), (2) and (6) allow us to plot the curves shown in figures 3, 4 and 5 for an L-band along track interferometer. In figure 3 , the standard deviation of the radial velocity determined using the interferometer (6) is plotted against the baseline length (for a platform speed = 210 m/s) for various numbers of looks. In this case, a coherence time is assumed to be 150 msec and the SNR is +25 dB. It shows an order of magnitude improvement in the phase estimate can be gained by increasing the number of looks from 1 to 64. Also from this plot, one observes that there is a "best" baseline, although this minimum is quite broad. The existence of an optimum baseline is obvious from the previous equations: The longer the baseline, the less correlated the interferometric pair are, and therefore the larger the phase uncertainty will be.
As the baseline approaches O, however, any decorrelation due to finite SNR (6) will limit the phase accuracy and hence velocity accuracy. The effect of finite SNR on velocity accuracy is shown in figure 4 , while keeping the number of looks constant. Clearly, one wants to keep the SNR above +20 dB if possible.
For both the previous figures, the coherence time of the surface was selected based on observations and measurements previously made, including those in this paper. However, the coherence time can vary significantly, even over small distances, depending on the ambient conditions. In figure 5 the velocity sensitivity of the interferometer to various baselines as a function of surface coherence time is presented. This figure best illustrates the difference ktween along-track and cross-track interferometry design, such as described in [18] , Cross-track interferometry allows one to estimate target elevation using two antennas separated perpendicular to the flight direction [19] . In the cross-track case, the decorrelation process is a geometric process to first order. The characteristic decorrelation length is fixed for a given sensor and geometry and it change little within a scene. For the along-track case, the characteristic decorrelation length is defined by the surface coherence time, and there is a significant range of values this can take on within a single scene.
Phase unwrapping becomes an important issue for many interferometric implementations. This is because all the phases detected in the interferograms contain an unknown number of 2X factors, and the phase variation within a scene may be larger than 27c. Phase unwrapping typically denotes unwrapping the relative phase values throughout the data set, without necessarily determining the actual relation to a true zero phase. For well behaved interferometric data, two dimensional unwrapping algorithms such as described in [20] will perform acceptably, One potential pitfall in unwrapping ATI phases is the natural discontinuities in phase which may occur due to adjacent regions of ocean being dominated by opposite traveling Bragg waves. Over very short distances (order of meters), the dominant Bragg component may cause effective interferometric velocity f A (in the ground range plane) where g is the acceleration of gravity and kb is the Jumps 'f* k~ 13 Bragg wave number. If the interferometric phase difference due to this Bragg speed is greater than n, confusion in unwrapping the phase will result. A simple calculation yields to following requirement on the along-tiack baseline time lag, which constrains the maximum baseline so that . the phase change due to approaching and receding Bragg waves is less than n:
where i is the incidence angle, For example, this limits time lags to 3 lms, 68 ms and 150 ms for C, L and P bands respectively. Equation (10) 
v.
Dual-Baseline Technique
The classic two antenna interferometric SAR is operated in a manner whereby one antenna is active and used as a standard SAR, while the second antenna is passive. Two receivers are required to simultaneously record the returns provided by the two antennas. These two channels of data are processed independently to complex SAR images and combined interferometrically as previously described, The interferometric baseline is the along-track distance between the phase centers of each channel. The phase center of the active channel (invoking the "start/stop" approximation) is at the phase center of the active antenna. However, the phase center of the passive channel is located half-way between the phase center of the active and passive antennas. 'C=m (12) where ZC is the coherence time, q and Tf are the short and long lag times respectively and p~ and pl are the measured correlation coefficients at those baselines.
Decorrelation due to correlated and uncorrelated noise will produce errors in the coherence time
estimates. This can be seen clearly when imaging land areas which should contain coherent targets. One can readily observe that areas of low signal to thermal noise ratios, such as shadow regions or very smooth surfaces such as roads, will produce estimates which are much too small.
Similar SNR variations on the ocean surface will contaminate any coherence time estimates as well.
If the absolute SNR throughout the scene is known, the noise induce decorrelation can be statistically estimated and corrected, This is done by adjusting the correlation coefficient prior to calculating the coherence times. However, in practice, accurately determining the SNR can be difficult. Estimating the SNR induced decorrelation, and the SNR itself, may be done using information provided in the dual-baseline data, The two complex images produced by the AF channel and the FA channel produce a zero length baseline interferogram. Any decorrelation between the two channels, therefore, will be due to noise, This noise decorrelarion interferogram may be used directly to correct the correlation values found at the other baselines, in addition to providing an estimate of the SNR.
VI.
Example Implementation and Measurements
The operation of the JPL AIRSAR along-track interferometer mode [15] was modified so that dualbaseline data could be recorded at both L and C bands. The nominal lag times are shown in table 1. The modifications required of this system to change from the classic active/passive single baseline mode to the dual-baseline mode were minimal. Since the system was originally designed to operate in a quad-pol mode, the dual-baseline modifications simply involved cable changes so that front and back interferometer channels replaced the H and V polarization channels.
Notice the short baseline (--1 O meters at L band) is close to the optimum length according to figures 2 and 4. The long baseline at L band suffers from being too large to uniquely unwrap the Bragg phases, violating the inequality in (10), however, as mentioned earlier, the short baseline may be used to as a guide in unwrapping the longer baseline phase if necessary. At C-band, both baselines are indeed bounded by the inequality in (10) .
As an example data set, data acquired in 1991 by the AIRSAR system while imaging a region including the Strait of Messina in Italy is used. This area has been studied over the past decade using both SEASAT and LANDSAT sensors [22, 23, 24] and was chosen because of the potentially interesting oceanographic features which might be present, The strait connects the relatively shallow Tyrrhenian Sea (600 meters) to the north to the deeper Ionian Sea (1300 meters) in the south. Since the strait has a minimum width of 4 km and an average depth of only about 85 meters, strong tidal currents flow through the strait. Interesting features, from the point of view of their effects on the coherence time, such as "tagli" (tidal bores), are known to be common in this region. A more complete description of the bathymetry and oceanographic features found in the Strait of Messina may be found in [22] .
The date and time of interferometer data acquisition was June 28, 1992 at 11:23 GMT, very close to the time of maximum tidal flow through the strait tim the north. The radar was operating in the dual-baseline ATI mode at C and L bands, and the quad-pcd mode at P band. A more complete analysis of this entire data set can be found in [25] . Figure 6 shows the swath imaged during the data take of interest.
In figure 7 In Figure 7b , the mean Doppler image is shown, which is directly proportional to the measured phase difference as given in (8) . The color of the image is coded to indicate the measured mean Figure 8 shows a velocity cut through the middle of the Strait from near range to far range. Note that the velocity goes to O rds near 30 degrees incidence. This is to be expected as the current follows the strait which becomes more azimuthal in direction with respect to the radar, and the current is not detectable by this technique.
In the phase image, "tagIi" are more clearly visible than in the amplitude image. Tagli are similar to tidal bores and are areas of increased roughness created by the flow inversion which occurs in the . strait. The local roughness in a tagli has been compared to that of water being blown by a strong wind. In figure 7b , several tagli are seen to extend between Italy and the Sicilian peninsula. There are three clear tagli signatures seen in figure 8 , showing apparent back currents on the order of 0.5 to 1.0 rds. This is consistent with the fact that the tagli propagate against the current.
Another prominent feature in the phase and amplitude images are the patterns in the water south of the strait. The largest feature is just south of the strait and north of Reggio di Calabria. Here the phase is consistent with surface currents on the order of -2 m/s. Note the direction is away from the radar (opposite of the current in the strait). In fact, the sensed current is consistent with a more or less radial current field centered in the middle of the feature (since the interferometer only measures the radial component). This may be an up-welling feature, similar to ones identified in AVHRR imagery of this same area [25] . Figure 7C shows the coherence time image. This image was determined by measuring the correlation of the surface at time lags of 47 and 94 msec using the dual-baseline technique described previously. A coherence time was assigned to each pixel using (12) 
Conclusion
understand ocean processes and how they effect the larger scale global environment in general, radar remote sensing has been used as an important tool. In order to understand these radar measurements, it is important to be able to understand the time scales associated with the small scale waves which determines the radar scatter. Oceanographic and atmospheric phenomenon will modulate and determine any time scale structures which may be present. A method for estimating the coherence time of the ocean surface using a dual baseline interferometric SAR has been presented here. A paramernc study showed the JPL AIRSAR alongtrack interferometer to be suitable for such an application. Data from this system was used to demonstrate the concept. High resolution coherence time images were constructed of the Strait of Messina in Italy. In addition to the coherence time image, the interferometer phase images allowed the detection and measurement of a strong current flowing through the strait. Evidence of an up-welling was also presented. The measured coherence time of the ocean varied from 70 to 250 msec, and showed quite a bit of large and small scale structure, particularly near the strait itself. The coherence time measurements are in reasonable agreement with previously reported values at L-band.
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