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RESUMO
Este trabalho tem por objetivo apresentar propostas de ensino-aprendizagem de Programa-
ção Linear no Ensino Médio. Inicialmente, mostra-se o histórico da Pesquisa Operacional
e suas técnicas, dentre elas a Programação Linear, a qual se designa um maior foco com a
apresentação de suas definições e principais propriedades, além de explicitar os conceitos
para a construção da solução de um modelo, tanto por um enfoque geométrico quanto
algébrico. Para uma melhor compreensão, exemplifica-se o processo de solução em um
problema no plano pelo Método Gráfico. Em seguida, discorre-se sobre o Método Simplex
e o conceito de Dualidade, bem como todo desenvolvimento algébrico matricial na busca
da otimização. Com o propósito de estimular o aprendizado de matemática por meio de
um processo de tomada de decisão mais próximo à atividade cotidiana, introduz-se os
modelos de transporte e seus métodos para se determinar o transporte com um custo
mínimo. Por fim, propõe-se duas atividades do conteúdo no Ensino Médio: A primeira,
acerca de um problema de transporte e sua solução por planilha eletrônica; e a outra,
uma possível metodologia para apresentação do tema para deficientes visuais. Tudo isso
contribui para o desenvolvimento de habilidades e competências dos educandos, pois
conecta diversos conceitos matemáticos estudados no Ensino Médio, com uma atividade
logística operacional próxima à realidade. Além disso, incentiva o estudo de matemática
uma vez que ilustra a importância da disciplina, em conjunto com o uso de tecnologias,
em um processo de tomada de decisão.
Palavras-chave: Pesquisa Operacional. Programação Linear. Modelos Matemáticos.
Transportes. Otimização. Deficientes Visuais.
ABSTRACT
The objective of the present manuscript is to introduce teaching and learning proposals of
Linear Programming in High School. Initially, the history of Operational Research and
its technics is presented, among them the Linear Programming, in which is designated
a greater focus to the presentation of its definitions and main properties, besides the
explanation of concept to the construction of the model solution, both by geometric
and algebraic approaches. For a better comprehension, the Graphic Method is used to
exemplify the solution process with a problem in the plane. Then, the Simplex Method
and the Duality concept are discussed, as well as the all the algebraic matrix development
aiming for the optimization. The transportation models and their methods to determine
the transportation with a minimum cost are introduced with the purpose to stimulate
the math learning through a decision taking process closer to the daily activities. Finally,
two activities from the High School content are proposed: The first one concerns a
transportation problem and its solution through an electronic spreadsheet; the second one
is about a possible methodology for the presentation of the content for visually impaired.
All this contributes to the development of the students’ skills and competences, because
it connects different mathematical concepts which are studied in High School, with an
operational logistics activity similar to reality. Besides, the study of math is encouraged,
since all this show the importance of the course, together with the use of technologies, to
help the decision taking process.
Keywords: Operational Research. Linear Programming. Mathematical Models. Trans-
portation. Optimization. Visually Impaired.
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1 INTRODUÇÃO
Em primeiro momento, procura-se pautar esta dissertação nos moldes dos
programas aos quais está inserida e em conformidade com os Parâmetros Curriculares
Nacionais, voltada também, para os desafios de minha geração.
De acordo com a Sociedade Brasileira de Matemática [SBM 2018], o Mestrado
Profissional em Matemática em Rede Nacional - PROFMAT - é um programa de mestrado
semipresencial na área de Matemática, com oferta nacional, que visa atender prioritari-
amente professores em exercício na Educação Básica, especialmente de escolas públicas,
que persigam uma formação continuada com destaque a conteúdos pertinentes ao ensino
de matemática.
Ainda a [SBM 2018] ressalta que o programa,
É formado por uma rede de Instituições de Ensino Superior, no contexto
da Universidade Aberta do Brasil/Coordenação de Aperfeiçoamento Pes-
soal de Nível Superior (CAPES), e coordenado pela Sociedade Brasileira
de Matemática (SBM), com apoio do Instituto Nacional de Matemática
Pura e Aplicada (IMPA). [SBM 2018].
À face do exposto, e como este trabalho é fruto deste programa, seu objetivo
é apresentar elementos da Pesquisa Operacional, dando enfoque à Programação Linear.
Nela explora-se o conceito algébrico e geométrico da solução, o método de solução gráfica,
o Método Simplex, uma análise do problema dual, modelos de transporte e seus métodos
de solução, além de duas propostas de Ensino Aprendizagem no Ensino Médio.
De acordo com os Parâmetros Curriculares Nacionais para o Ensino Médio [Mi-
nistério da Educação 2000], os objetivos do Ensino Médio em cada área do conhecimento
devem desenvolver conhecimentos práticos que atendam às necessidades da vida contem-
porânea, além de conhecimentos abstratos que desenvolvam uma cultura geral e visão de
mundo. O documento ressalta que estando numa “[...] sociedade da informação crescen-
temente globalizada, é importante que a Educação se volte para o desenvolvimento das
capacidades de comunicação, de resolver problemas, de tomar decisões, de fazer inferências
[...]” e que “Um dos pontos de partida para esse processo é tratar como conteúdo do
aprendizado matemático, científico e tecnológico, elementos do domínio vivencial dos
educandos, da escola e de sua comunidade imediata”.
Diante disso, todas as atividades propostas envolvem problemas de tomada de
decisão dentro do universo agrícola, pois este trabalho é fundamentado em experiências
docentes nas cidades de Itapetininga-SP e Capivari-SP, nas quais, a agroindústria possui
relevância no desenvolvimento econômico e social.
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A utilização de questões relacionadas ao meio dos educandos favorece uma
aprendizagem significativa, visto que relaciona seus conhecimentos de mundo com temas
matemáticos. No [Ministério da Educação 2000], tem-se que, “Isso não deve delimitar
o alcance do conhecimento tratado, mas sim dar significado ao aprendizado, desde seu
início, garantindo um diálogo efetivo”, além de que o documento ainda fundamenta que
a matemática no Ensino Médio “[...] desempenha um papel instrumental, pois é uma
ferramenta que serve para a vida cotidiana e para muitas tarefas específicas em quase
todas as atividades humanas”.
É dentro desse contexto, e por meio da Programação Linear, que se pretende
exemplificar a importância e possível utilidade da matemática. Para isso, os problemas de
otimização agrícola necessitam de diversas habilidades e competências que são desenvolvidas
no Ensino Médio.
Dentre esses conteúdos matemáticos utilizados na otimização linear, destacam-
se: matrizes, desigualdades, sistemas lineares, função afim, polinômios, poliedros, entre
outros. Assim, esta é uma oportunidade de ressignificar o estudo desses conteúdos que
muitas vezes são vistos como sem utilidade pelos alunos e que os “professores encontram
sérias dificuldades em justificar o ensino [...]” [Silva 2014].
O [Ministério da Educação 2000] ainda expressa que “é preciso que o aluno
perceba a Matemática como um sistema de códigos e regras que a tornam uma linguagem
de comunicação de ideias e permite modelar a realidade e interpretá-la”, e, para alcançar
tal objetivo, a programação linear pode vir a ser uma importante ferramenta.
Uma proposta com conteúdos de nível superior, conforme salienta [Silva 2014],
pode ser questionada por alguns educadores, pois aumenta um programa já considerado
extenso como é o de matemática no Ensino Médio, porém segundo ele, “A ideia não é
a de ampliar ainda mais a lista de habilidades ou competências para a Matemática do
Ensino Médio por meio da introdução de novos conteúdos, mas explorar os já existentes
em culminância com problemas de Programação Linear”.
Outra direção deste trabalho foi a de utilizar tecnologias como instrumentos
no processo de ensino e aprendizagem da matemática. Pois, de acordo com o [Ministério
da Educação 2000],
No Ensino Médio, a familiarização com as modernas técnicas de edição,
de uso democratizado pelos computadores pessoais, é só um exemplo das
vivências reais que é preciso garantir, ultrapassando-se assim o “discurso
sobre as tecnologias” de utilidade questionável. É preciso identificar na
Matemática, nas Ciências Naturais, Ciências Humanas, Comunicações e
nas Artes, os elementos de tecnologia que lhes são essenciais e desenvolvê-
los como conteúdos vivos, como objetivos da educação e, ao mesmo
tempo, como meios para tanto.
Ainda pode-se dizer que as tecnologias propiciam uma abordagem mais com-
plexa, pois se consegue resolver, por exemplo, problemas de 20 incógnitas de uma forma
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relativamente simples, aproximando, deste modo, o desenvolvimento das atividades com a
realidade, e, além disso e não menos importante, o progresso em questões que vão além da
matemática, tal como [Paiva 2008],
A utilização das novas tecnologias na aula de Matemática ajuda os alunos
a desenvolverem outras capacidades para além das que estão associa-
das as competências de cálculo, compreensão de conceitos e relações
matemáticas simples. O seu uso na sala de aula é uma mais-valia no
desenvolvimento das capacidades relacionadas com o raciocínio mate-
mático: promove a confiança, a autonomia, o espírito de tolerância e
cooperação, e permite que os alunos tenham um papel mais activo na
sala de aula, possibilitando uma experiência matemática onde há lugar
para a investigação, formulação e teste de conjecturas próprias, e para a
discussão e comunicação.
Atualmente, esta geração está consciente da necessidade de inclusão, onde a
escola tem uma função social mais abrangente, pois não está direcionada apenas para
conhecimentos técnicos, científicos e acadêmicos, mas é o local onde se educa e sensibiliza
seus participantes para uma sociedade mais democrática em que todos possam fazer parte.
Diante desse cenário, insere-se o Projeto de Extensão Matemática em Braille
que está sendo realizado no Instituto Federal de Educação, Ciência e Tecnologia de São
Paulo (IFSP), Campus Capivari. Este projeto consiste em desenvolver metodologias de
ensino matemático para deficientes visuais.
No desenvolvimento do Projeto de Matemática em Braille, vislumbrou-se a
possibilidade de ensino de Programação Linear para deficientes visuais com o uso de
tecnologias que estavam sendo estudadas e testadas.
Logo, uma das atividades embasa-se em um Ensino de Programação Linear
no Ensino Médio para deficientes visuais utilizando Multiplano e um material específico
construído no Projeto.
Essa proposta de ensino, em conjunto com as outras, alinha-se com o propósito
do PROFMAT, que de acordo com [SBM 2018], recomenda-se que o trabalho de conclusão
verse “[...] sobre temas específicos pertinentes ao Currículo de Matemática da Educação
Básica com impacto na sala de aula”.
Destaca-se a seguir algumas habilidades e competências presentes no [Ministério
da Educação 2000], que podem ser contempladas em um problema de Programação Linear.
• Desenvolver a capacidade de utilizar a Matemática na interpretação e intervenção
no real.
• Aplicar conhecimentos e métodos matemáticos em situações reais, em especial em
outras áreas do conhecimento.
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• Utilizar adequadamente calculadoras e computador, reconhecendo suas limitações e
potencialidades.
• Utilizar adequadamente os recursos tecnológicos como instrumentos de produção e
de comunicação.
Diante do exposto, espera-se que este trabalho contribua e motive alunos e
professores para o estudo da matemática e colabore para uma maior compreensão dela.
Além disso, as atividades propostas partem do mundo real e cotidiano dos alunos, onde se
procura dar significado à aprendizagem. Concomitantemente, se faz uso de tecnologias
capazes de encontrar soluções dos modelos matemáticos criados. Tudo isso ilustra situações
problema que possuem uma estrutura lógica dividida em etapas, às quais são percorridas
pelos educandos, mediadas pelo docente, culminando numa melhor tomada de decisão.
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2 PESQUISA OPERACIONAL E MODELA-
GEM MATEMÁTICA
Neste capítulo, apresentam-se as noções básicas de Pesquisa Operacional, bem
como as técnicas gerenciais que a compõem. Além disso, pretende-se apontar os principais
conceitos de modelagem matemática.
2.1 Aspectos Históricos da Pesquisa Operacional
Segundo a Associação Brasileira de Pesquisa Operacional, [SOBRAPO 2018], a
Pesquisa Operacional é definida como “a área do conhecimento que estuda, desenvolve e
aplica métodos analíticos avançados para auxiliar na tomada de melhores decisões nas
mais diversas áreas de atuação humana”. O termo em português Pesquisa Operacional,
surge segundo [Arenales et al. 2011] na tradução do termo em inglês operational research.
O site da SOBRAPO acrescenta que, atualmente, esse termo também é empregado na
tradução do inglês Business Analytics (BA).
Um ponto importante mencionado por [Lachtermacher 2009] é da existência
da denominada Management Sciences (MS), que é uma subárea da Pesquisa Operacional
responsável por estudos aplicados à esfera dos negócios. O autor ainda fala da fusão, nos
Estados Unidos, das duas sociedades MS e PO, surgindo então, International Federation
of Operations Research Societies (Infors).
[Goldbarg e Luna 2005] conceitua Pesquisa Operacional como:
Uma tradicional disciplina que congrega diversas das mais consagradas
técnicas da modelagem matemática. Os modelos de PO são estruturados
de forma lógica e amparados no ferramental matemático de representa-
ção, objetivando claramente a determinação das melhores condições de
funcionamento para os sistemas representados.
A Pesquisa Operacional (PO) tem seu início durante a Segunda Guerra Mundial,
ocasião em que um grupo de cientistas norte-americanos e ingleses estudavam problemas
relativos à defesa. Entre esses problemas, [Arenales et al. 2011] destaca o estudo da “[...]
maneira mais eficiente para a utilização do radar e outros equipamentos militares” além
da pesquisa de se aumentar a segurança dos comboios de suprimentos na travessia do
Atlântico Norte para abastecer a Europa, pois esses comboios estavam sendo torpedeados
pelas tropas alemãs.
O autor ainda diz que esses problemas foram tratados a partir da inauguração
da Seção de Pesquisa Operacional do Comando da Força Aérea de Combate, em 1941. E
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destaca alguns estudos como: manutenção e inspeção de aviões, escolha do tipo de avião
para uma missão, melhoria na probabilidade de destruição de submarinos, controle de
artilharia antiaérea e dimensionamento de comboios de frota.
Após a Segunda Guerra Mundial, por volta de 1947, George Dantzig desenvolveu
o Método Simplex, quando trabalhava no projeto SCOOP (Scientific Computation of
Optimal Programs), o qual auxiliava a Força Aérea Americana na tomada de decisões.
[Arenales et al. 2011] pontua que este trabalho foi baseado em estudos realizados por
dois ganhadores do prêmio Nobel de economia em 1975, o russo Leonid Kantorovich e o
holandês Tjalling Charles Koopmans.
A partir da década de 50, a Pesquisa Operacional ampliou sua atuação, pois
deixa de ser utilizada só em questões militares e passa a atuar tanto no setor público quanto
no privado. Desde então, segundo [Arenales et al. 2011], a sua aplicação inclui: indústrias
de alimentação, automóveis, aviação, computadores, eletrônica, metalurgia, mineração,
mísseis, móveis, papel, petróleo, telecomunicações, transportes; além de organizações de
serviço (públicas e privadas), como: bancos e seguradoras, hospitais, bibliotecas, sistemas
judiciais, agências de viagens e turismo, energia, esportes, trânsito, agências de governo
(federais, estaduais e municipais) etc.
Verifica-se com isso a imprescindibilidade desta teoria na gestão de recursos,
visto que o mundo atualmente é competitivo e os recursos naturais são finitos. É nessa
conjuntura que a Pesquisa Operacional é uma ferramenta que auxilia na tomada de decisões
e na otimização dos recursos.
Entre as técnicas que compõem a Pesquisa Operacional destacam-se a Progra-
mação Linear (Otimização linear), Programação Não Linear (Otimização Não Linear),
Programação Linear Inteira (Otimização Discreta), Programação em Redes (Otimização
em Redes), Teoria das Filas, Teoria dos Jogos, Simulação, Teoria dos Grafos, Programação
Dinâmica, entre outros.
2.2 Modelagem Matemática
A humanidade sempre buscou compreender o mundo, seja na conquista do
meio ambiente e seus fenômenos naturais, seja em suas interações sociais, econômicas ou
organizacionais. Assim, conforme salienta [Goldbarg e Luna 2005], desde a antiguidade o
homem utiliza estruturas abstratas para tentar compreender a realidade, e “Na impossibi-
lidade de lidar diretamente com a complexidade do mundo, o homem tem se mostrado
cada vez mais hábil na criação de metáforas para a representação e solução de sua relação
com esse mundo”.
Um modelo é essa metáfora, que representa de uma forma simplificada a
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realidade, e por meio de seu estudo pode vir a contribuir numa melhor tomada de decisão.
[Colin 2015] define modelo como uma “[...] representação simplificada do
comportamento da realidade expressa na forma de equações matemáticas que serve para
simular a realidade”. O autor ainda comenta que um bom modelo é aquele que consegue
capturar as principais características do sistema com a maior simplicidade possível.
[Arenales et al. 2011] fala que ao se fazer ciência, a matemática possui uma
importância fundamental, pois a partir da observação de fenômenos, processos ou sistemas,
que podem ser físicos, químicos, biológicos, econômicos, buscam-se leis que os regem, e se
as leis puderem ser descritas por relações matemáticas, obtém-se os modelos matemáticos.
Segundo, [Goldbarg e Luna 2005], ao analisar-se a complexidade dos modelos,
três aspectos devem ser considerados:
• Meio Ambiente, e assim, como o modelo mantém sua relação de interferência com o
ambiente circunvizinho.
• Domínio, que consiste em aspectos de sua estrutura interna como: estabilidade,
homogeneidade e quantidade de variáveis.
• Dinâmica, que considera o comportamento da estrutura interna ao longo do tempo.
De acordo com [Passos 2008], o estudo pode ser dividido em alguns etapas:
• identificação ou determinação do problema - delimitar o objeto de estudo e o que se
pretende fazer;
• estudo do problema - as proposições do problema bem como uma coleta de dados;
• construção do modelo - consiste em representar matematicamente por meio de
equações e/ou inequações um modelo de representação da realidade;
• resolução do modelo - depois do modelo matemático pronto, parte-se para a sua
solução por meio de um dos métodos de resolução. O autor ainda destaca que
atualmente a tecnologia de solução com o uso da informática é cada vez mais
utilizado;
• validação do modelo - nesta fase procura-se verificar a veracidade do modelo, compa-
rando se o resultado obtido pode ser empregado no mundo real, além do que, no caso
de resultados não satisfatórios, retorna-se na construção do modelo. É importante
salientar que este processo é dinâmico;
• implementação do modelo - implementa-se o modelo para uma tomada de decisão, e
quando necessário, correções vão sendo feitas para aprimorar a eficiência do modelo.
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Segundo [Goldbarg e Luna 2005], os modelos de otimização caracterizam-se
pelas seguintes dicotomias:
Determinístico ô Probabilístico
Restrito ô Irrestrito
Monocritério ô Multicritério
Contínuo ô Discreto
Unidecisor ô Diversos decisores
Univariável ô Multivariável
Linear ô Não linear
Uniobjetivo ô Multiobjetivo
Dentre os modelos matemáticos existentes, discute-se nesta dissertação os
modelos de Programação Linear.
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3 PROGRAMAÇÃO LINEAR
A Programação Linear é um caso particular dos modelos de programação
matemática. Nela, as variáveis são contínuas e apresentam comportamento linear tanto
nas restrições quanto na função objetivo, [Goldbarg e Luna 2005].
Outros aspectos destacados pelo autor são a eficiência dos algoritmos de solução
e a “possibilidade da transformação dos modelos de Programação Não-linear em modelos
de Programação Linear”.
[Colin 2015] destaca que “De todas as técnicas gerenciais à disposição hoje em
dia, a Programação Linear (ou PL) é uma das mais poderosas”. Ainda segundo o autor em
“Uma pesquisa contemplando as empresas da Fortune 500 indicou que 85% delas usavam
ou haviam usado a Programação Linear”.
Ela tem origem no século XVII, em estudos realizados por grandes matemáticos
como Newton, Bernoulli e Lagrange, [Passos 2008]. O autor ainda descreve que:
No século XX, a programação linear teve um grande desenvolvimento ao
despontarem cientistas do porte de Leonid Kantorovich, Prêmio Nobel
de Economia em 1975 e autor de Métodos matemáticos de planejamento
e organização (1939), George Stigler, com o Problema da dieta (1946),
Tjalling Koopmans, que desenvolveu o Problema de transporte, Janos
von Neumann, com a Teoria dos jogos, e George Dantzig, que em 1947
desenvolveu o método Simplex (método de iterações).
3.1 Conceitos-Chave e Termos Utilizados
Para uma melhor compreensão do tema, utiliza-se a mesma metodologia apre-
sentada em [Passos 2008] e [Colin 2015]. Antes de definir PL, os autores mostram os
principais termos utilizados na teoria.
• Variáveis de Decisão
É a primeira ação a ser tomada: identificar quem são as variáveis de decisão. Para
isso, pensa-se que são elas que determinam a resposta do problema, sua solução ótima.
Toda a modelagem será feita em cima dessas variáveis, assim elas estão presentes na
função objetivo, nas restrições e na condição de não negatividade. Podem ser entre
outros: a quantidade a ser produzida de cada produto, a área de plantio de cada
cultura, o número de caminhões de certo modelo que sai de uma transportadora, a
quantidade de certo alimento que deve ser consumida, enfim “medem a quantidade
de diferentes recursos (produtos, pessoas, litros, horas de trabalho, caixas, containers,
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quilômetros etc)”, [Passos 2008]. [Colin 2015] fala que “São as variáveis utilizadas no
modelo que podem ser controladas pelo tomador de decisão”.
• Parâmetros
São variáveis que não são controladas pelo tomador de decisão, [Colin 2015]. São elas
que apresentam limites nas restrições, por exemplo, um micro-ônibus tem capacidade
para levar 20 pessoas, assim quando se considerar a quantidade de passageiros que
esse micro-ônibus é capaz de transportar, o problema terá que impor a quantidade
máxima de 20 pessoas como parâmetro.
• Função Objetivo
É uma função dependente das variáveis de decisão. É ela que mostra o resultado que
se quer alcançar, seja maximizar ou minimizar. [Passos 2008] define como “meta a
atingir” e acrescenta como sendo o próximo passo depois da escolha das variáveis de
decisão no processo de formulação do problema de programação linear (PPL). [Colin
2015] fala que “[...] representa o principal objetivo do tomador de decisão”.
• Restrições
Aqui as variáveis de decisão são limitadas, pois devem atender às capacidades do
processo que está sendo modelado, como: disponibilidade de mão-de-obra, quantidade
de matéria-prima, demanda de produtos etc. As restrições são equações e inequações
lineares, todas formuladas com as variáveis de decisão.
• Condição de Não Negatividade
Esta parte do problema assegura que as variáveis de decisão sejam não negativas.
Assim, garante-se a não obtenção de respostas absurdas como, por exemplo, fabricar
“3 produtos”. Logo, se xn é variável de decisão então xn ¥ 0.
3.2 Apresentação e Conceitos Básicos dos Modelos de PL
3.2.1 HIPÓTESES DE LINEARIDADE
Todo modelo de Programação Linear possui uma relação linear entre suas
variáveis, e por isso algumas características são necessárias:
• Aditividade: Indica que para se encontrar a contribuição total, deve-se somar as
contribuições individuais, [Caixeta-Filho 2015].
• Proporcionalidade: “As contribuições de cada variável de decisão são proporcionais
ao valor da variável de decisão”, [Colin 2015].
Capítulo 3. Programação Linear 27
• Divisibilidade: As variáveis de decisão podem ter valores fracionados.
Um problema de Programação Linear possui diferentes formas de apresentação,
porém toda solução é construída em cima da forma padrão. A seguir, explicita-se essas
formas.
3.2.2 FORMAS DE APRESENTATAÇÃO
3.2.2.1 Forma Padrão
Definição 3.1 (Forma Padrão). A forma padrão na programação linear é:
Minimizar fpx1, x2, . . . , xnq  c1x1   c2x2   . . .  cnxn (3.1)
a11x1   a12x2   . . .  a1nxn  b1
a21x1   a22x2   . . .  a2nxn  b2
... ...
am1x1   am2x2   . . .  amnxn  bm (3.2)
x1 ¥ 0, x2 ¥ 0, . . . , xn ¥ 0. (3.3)
A função objetivo a ser minimizada é representada por 3.1, nela, pc1, c2, . . . , cnq
são chamados coeficientes do objetivo, e px1, x2, . . . , xnq são as variáveis de decisão. As
equações lineares em 3.2 são as restrições do problema, todos os coeficientes aij, com
i  1, 2, . . . ,m e j  1, 2, . . . , n são os coeficientes da restrição e pb1, b2, . . . , bmq são os
parâmetros, também chamados de termos independentes. As condições de não negatividade
em 3.3, garantem que toda variável de decisão é não negativa.
Um modelo de otimização linear na forma padrão, segundo [Arenales et al.
2011], tem as seguintes características:
• O problema é de minimização;
• A restrição é um sistema de equações lineares;
• As condições de não negatividade complementam as restrições.
Outra forma de apresentar um modelo de PL é a forma matricial. Esta forma
sintetiza a linguagem, e diminui a quantidade de caracteres. Ela é muito utilizada para
fins teóricos e está presente posteriormente.
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3.2.2.2 Forma Matricial
A forma padrão de um modelo de PL na notação matricial é:
Minimizar fpxq  cTx
Ax  b
x ¥ 0 e b ¥ 0.
em que:
• A 


a11 a12    a1n
a21 a22    a2n
... ... ...
am1 am2    amn
fi
ffiffiffiffifl é a matriz dos coeficientes (ou tecnológica), possui
ordem m n;
• cT  pc1 c2    cnq é o vetor de custos;
• xT  px1 x2    xnq é o vetor das variáveis ou incógnitas;
• bT  pb1 b2    bmq é o vetor dos termos independentes;
• 0T  p0 0    0q é o vetor nulo, todos os elementos são iguais a 0.
Adotou-se neste trabalho a notação de [Arenales et al. 2011], em que um vetor
de n coordenadas é uma matriz do tipo coluna n 1.
Existem outras formas de se representar um modelo de PL, como a Forma
Canônica, que possui inequações lineares nas restrições, além da Forma Mista, cujas
restrições são compostas de equações e inequações lineares.
3.2.2.3 Forma Canônica
Minimizar fpxq  cTx
Ax ¤ pou¥qb
x ¥ 0 e b ¥ 0.
3.2.2.4 Forma Mista
Minimizar fpxq  cTx
Ax ¤ pou¥qb
Ax  b
x ¥ 0 e b ¥ 0.
Um modelo geral pode ser descrito como:
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3.2.2.5 Forma Geral
Minimizar fpxq  cTx
Ax ¥ b
Ax ¤ b
Ax  b
x ¥ 0 e b ¥ 0.
3.2.3 PROPRIEDADES BÁSICAS DA PROGRAMAÇÃO LINEAR
Todo modelo de PL pode ser transformado em sua forma padrão. Isso se dá por
meio de operações elementares que são chamadas de propriedades básicas da Programação
Linear. A seguir descreve-se como se faz essas transformações para a forma padrão.
Nem todo modelo de PL é de minimização, pode-se ter, por exemplo, um modelo
com a função objetivo de maximizar, para isso, utiliza-se a operação de transformação de
maximização em minimização.
3.2.3.1 Transformação de Maximização em Minimização
A solução ótima de um problema de maximização, segundo [Arenales et al.
2011], corresponde a uma solução factível x  px1 , x2 , . . . , xnq tal que qualquer outra
solução seja menor que essa, ou seja,
fpxq ¥ fpxq, para toda solução x factível. (3.4)
Diante dessa desigualdade pode-se verificar que maximizar fpxq é o mesmo
que minimizar fpxq, pois ao se multiplicar 3.4 por -1, tem-se que:
fpxq ¤ fpxq, para toda solução x factível.
Portanto, esta propriedade garante que todo problema de maximização pode
ser transformado em um problema de minimização.
3.2.3.2 Transformação de Inequações em Equações
Em alguns problemas de PL, as restrições consistem em inequações lineares.
Diante disso, utiliza-se novas variáveis para transformar o problema para a forma padrão.
Estas novas variáveis são chamadas de variáveis de folga ou variáveis de excesso, [Luenberger
e Ye 2008].
Considere uma restrição i, em forma de desigualdade, dada por:
ai1x1   ai2x2   . . .  ainxn ¤ bi (3.5)
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Para que a inequação torne-se uma equação, introduz-se uma nova variável xk,
positiva, que corresponda a diferença entre o lado maior e o lado menor, ou seja, para a
inequação 3.5, tem-se:
xk  bi  pai1x1   ai2x2   . . .  ainxnq ¥ 0
A variável xk nesse caso é chamada de variável de folga e a nova restrição,
agora uma igualdade, é representada por:
ai1x1   ai2x2   . . .  ainxn   xk  bi.
Analogamente, a desigualdade pode ser do tipo ¥, e como exemplo, considere
a restrição:
ai1x1   ai2x2   . . .  ainxn ¥ bi.
Agora, o lado esquerdo é maior, e assim, o valor de xk é dado por:
xk  ai1x1   ai2x2   . . .  ainxn  bi ¥ 0
Esta nova variável xk é chamada de variável de excesso, e a nova restrição fica:
ai1x1   ai2x2   . . .  ainxn  xk  bi
Verifica-se com essa propriedade que qualquer PPL que possua inequações
em suas restrições pode ser transformado para a forma padrão por meio da inserção de
novas variáveis (de folga ou excesso). Estas novas variáveis mantém as condições de não
negatividade do problema, pois são positivas pxk ¥ 0q.
3.2.3.3 Transformação de Variáveis Livres em Variáveis Não Negativas
Um outro caso que pode ocorrer em um PPL é o de que uma variável seja
irrestrita de sinal, ou seja, possa assumir qualquer valor. Neste caso, esta variável é chamada
de variável livre. Diante disso, cria-se duas outras variáveis, pois conforme afirma [Arenales
et al. 2011], “qualquer número (seja positivo, negativo ou nulo) pode ser sempre escrito
como uma diferença de dois outros não-negativos [. . . ]”, assim, considere uma variável
livre qualquer xi, e duas novas variáveis x i e xi , tais que:
xi  x
 
i  x

i , com x i ¥ 0, xi ¥ 0.
Com essa substituição, verifica-se que o problema pode ser escrito na forma
padrão.
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Um outro método descrito em [Luenberger e Ye 2008], é o de isolar a variável
livre e substituí-la no problema. Como exemplo, considere que xk P R é a variável livre, e
que uma restrição i do problema é dada por:
ai1x1   ai2x2   . . .  aikxk   . . .  ainxn  bi
Assim, a variável livre xk pode ser expressa como uma combinação linear das
outras variáveis mais uma constante [Luenberger e Ye 2008], ou seja:
xk  bi 
pai1x1   . . .  aik1xk1   aik 1xk 1   . . .  ainxnq
aik
Logo, ao se substituir a variável xk obtida no problema tem-se um problema na
forma padrão, agora com n 1 variáveis px1, x2, . . . , xk1, xk 1, . . . , xnq, todas satisfazendo
as condições de não negatividade, e m 1 equações de restrição.
3.3 Solução de um Problema de Programação Linear
Nesta seção apresenta-se os conceitos para se obter a solução de um problema
de programação linear na forma padrão. A abordagem possui tanto um enfoque algébrico
quanto geométrico. A estruturação dos conceitos foi produzida com um tratamento algébrico
matricial para facilitar a representação sem prejudicar o desenvolvimento da solução ótima.
Nos capítulos do Método Simplex e Dualidade, a parte algébrica apresenta um tratamento
mais detalhado.
No final da seção, ilustra-se, para uma melhor compreensão da teoria, a solução
de um problema de duas variáveis pelo método gráfico, em que, os principais conceitos
podem ser vislumbrados.
Um ponto de partida deve ser os principais conceitos de álgebra linear, assim,
alguns deles podem ser revistos no apêndice A. Depois disso, considere o problema na
forma padrão matricial:
Minimizar fpxq  cTx
Ax  b
x ¥ 0 e b ¥ 0.
Sabe-se que o sistema é possível e indeterminado, pois possui n incógnitas e m
equações. Assim sendo, inicia-se definindo uma matriz com igual número de equações LI e
incógnitas.
Definição 3.2. Dada uma matriz Apmnq, a base de A é uma matriz quadrada de ordem
m que possui m vetores coluna linearmente independentes em Rm.
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Diante disso, define-se uma divisão da matriz dos coeficientes A em matriz
básica B e matriz não-básica N, chamada partição básica.
Definição 3.3. Partição básica é a reorganização da matriz dos coeficientes A em matriz
básica e matriz não-básica, descrita como:
A  rB Ns
em que a matriz básica B é uma base formada por m colunas de A e a matriz não básica
N é formada pela nm colunas restantes de A.
O vetor solução x também pode ser particionado em solução básica xB e
não-básica xN, dessa maneira, o sistema Ax  b, pode ser descrito, com a partição de A
e do vetor solução como:
Ax  b
rBNs

xB
xN
ff
 b
BxB  NxN  b
Como B é invertível, pois possui posto m, multiplica-se os dois lados pela
inversa B1:
B1pBxB  NxNq  B1b
B1BxB  B1NxN  B1b
IBxB  B1NxN  B1b
E, assim:
xB  B1bB1NxN (3.6)
A solução 3.6 é chamada de solução geral do sistema. A partir dela, estabelece-se
o conceito de solução básica:
Definição 3.4. Dado um conjunto de m equações lineares e n incógnitas, considere a
partição A  rBNs, em que B é uma base de A, a solução que se obtém ao fixar as
nm variáveis não-básicas em zero é chamada de solução básica. Esta solução pode ser
representada por:
xˆ 
$&
%xˆB  B
1b
xˆN  0
(3.7)
[Luenberger e Ye 2008] fala de uma consequência que ocorre quando aparece
variáveis básicas nulas, para isso, é necessário o conceito de degeneração.
Definição 3.5. Se uma ou mais variáveis básicas na solução básica tem valor igual a zero,
a solução é chamada de solução básica degenerada.
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O autor explica que, em uma solução básica não-degenerada, as variáveis
básicas e a base B são facilmente identificadas, pois xˆB  B1b ¡ 0, ao passo que em
uma solução básica degenerada, o zero da variável básica pode ser confundido com uma
variável não-básica.
Por conseguinte, define-se a solução básica que satisfaz as condições de não
negatividade.
Definição 3.6. A solução básica sem variáveis negativas xB ¥ 0, é chamada solução
básica factível.
[Luenberger e Ye 2008] afirma que se esta solução também é degenerada, então
ela é denominada solução básica factível degenerada.
Em seguida, determina-se o conjunto que satisfaz as restrições e as condições
de não negatividade.
Definição 3.7. O conjunto S  tx tal que Ax  b,x ¥ 0u é chamado de conjunto de
soluções factíveis1.
Enuncia-se agora, o Teorema Fundamental da Programação Linear, o qual
relaciona soluções básicas factíveis e solução ótima de um problema de programação
linear. [Luenberger e Ye 2008] afirma que, a prova2 desse teorema é importante, uma vez
que representa o início do desenvolvimento do Método Simplex e ainda, que o teorema
garante que para encontrar uma solução ótima em um PPL, basta procurar a melhor
solução básica factível.
3.3.1 TEOREMA FUNDAMENTAL DA PROGRAMAÇÃO LINEAR
Teorema 3.1. Seja uma Programação Linear na forma padrão, e A uma matriz m n,
de posto m.
1. Se há uma solução factível, então existe uma solução básica factível.
2. Se há uma solução factível ótima, então existe uma solução básica factível ótima.
Em seguida, começa-se um estudo da interpretação geométrica da solução de
um PPL. Para isso, um resumo dos conceitos de convexidade pode ser encontrado no
apêndice B. Neste estudo, parte-se da convexidade do conjunto de soluções factíveis S.
Teorema 3.2. O conjunto de soluções factíveis S de um modelo de Programação Linear é
um conjunto convexo.
1 O termo soluções viáveis também é utilizado.
2 Veja a demonstração em [Luenberger e Ye 2008].
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A partir disso, introduz-se o conceito de ponto extremo de um conjunto convexo.
Definição 3.8. Um ponto x em um conjunto convexo S é chamado de ponto extremo, se
não existirem dois pontos distintos x1 e x2 em S, tais que x  αx1 p1αqx2 para algum
0   α   1.
Neste momento, estabelece-se um dos conceitos fundamentais da Programação
Linear, a correspondência entre ponto extremo e solução básica factível.
Teorema 3.3. Seja A uma matriz m n, de posto m e b um vetor de dimensão m. Seja
S um politopo convexo composto por todos os vetores x de dimensão n que satisfazem,
Ax  b,x ¥ 0
Um vetor x é um ponto extremo de S se, e somente se, x é uma solução básica factível.
Alguns corolários são consequências desse teorema.
Corolário 3.1. Se o conjunto de soluções factíveis S é não vazio, então existe pelo menos
um ponto extremo.
Corolário 3.2. Se existe uma solução finita ótima para um Problema de Programação
Linear, então existe uma solução finita ótima que é um ponto extremo do conjunto de
soluções factíveis S.
Como a solução básica consiste em escolher m variáveis dentre n, uma con-
sequência importante sobre o conjunto de pontos extremos é explicitada.
Corolário 3.3. O conjunto de soluções factíveis S é finito e limitado em Cmn pontos
extremos.
Portanto, para encontrar a solução ótima de um PPL basta procurar qual ponto
extremo, expresso por uma solução básica factível, possui menor valor na função objetivo.
O Método Simplex consiste em testar uma sequência de soluções básicas factíveis, sempre
melhorando a função objetivo, até que uma condição de otimalidade seja satisfeita.
Os principais elementos desse estudo de solução de um PPL são visualizados
em um problema no Plano Cartesiano.
3.3.2 MÉTODO GRÁFICO
Para uma compreensão dos principais resultados teóricos da PL, apresenta-se
um problema de duas variáveis e sua resolução pelo Método Gráfico. Considere o problema
de maximização:
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Maximizar Z  fpx1, x2q  5x1   3x2 (3.8)
2x1   x2 ¤ 120 (3.9)
x1   x2  100 (3.10)
x1 ¤ 50 (3.11)
x1 ¥ 0 , x2 ¥ 0 (3.12)
Nele, verifica-se que 3.8 é a Função Objetivo, as três inequações 3.9, 3.10 e
3.11, são as restrições do problema e 3.12 são as condições de não negatividade.
Primeiramente, busca-se determinar a região factível (ou viável), que satisfaz
tanto as restrições quanto as condições de não negatividade. Observe que um plano de
variáveis x1 e x2, é análogo a um plano de variáveis x e y. Assim, a condição de não
negatividade impõe ao problema que a região viável está no primeiro quadrante, pois
px1 ¥ 0 e x2 ¥ 0q. A figura 1 apresenta o plano e seus quadrantes.
Figura 1 – Plano e seus Quadrantes
Fonte: Elaborado pelo autor.
Em seguida, passa-se a inserir as restrições, assim, ao se incluir 3.9, tem-se uma
nova região. Para se determinar essa região, constrói-se a reta p2x1 x2  120q e verifica-se
qual a região determinada pela inequação. Para isso, deve-se obter dois pontos distintos
da reta, e aconselha-se utilizar os pontos que interceptam os eixos. Uma maneira que pode
facilitar a compreensão dos alunos em tal processo é o de utilizar uma tabela, igual à
tabela 1. Nela, tem-se dois pontos P e Q e suas coordenadas x1 e x2. Em P procura-se o
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ponto que intercepta a ordenada, pois já se atribuiu x1  0, ao passo que em Q é o ponto
onde intercepta a abscissa px2  0q.
Tabela 1 – Determinando a reta
Ponto x1 x2
P 0
Q 0
Fonte: Elaborado pelo autor.
Diante disso, verifica-se que as coordenadas dos pontos são P p0, 120q e Qp60, 0q.
Logo, ao ligar os dois pontos obtém-se a reta, e, para determinar a região que se refere a
inequação, toma-se um ponto qualquer (geralmente a origem), e constata-se o valor lógico
da sentença, verdadeiro ou falso. Se for verdadeira, o plano que contém o ponto é a região
da inequação, se for falsa, a região da inequação é o semiplano oposto.
Assim por exemplo, a inequação 2x1   x2 ¤ 120, quando se troca a origem
Op0, 0q tem-se uma sentença verdadeira, pois:
2 0  0 ¤ 120
0 ¤ 120
E como a sentença é verdadeira, a região determinada pela inequação é o
semiplano que contém a origem. A figura 2 evidencia esta região considerando as condições
de não negatividade.
Repete-se o processo para as restrições 3.10 e 3.11. As regiões de cada restrição,
considerando as condições de não negatividade, são representadas nas figuras 3 e 4.
Ao se fazer a intersecção dessas regiões obtém-se a região factível, que no plano
é chamado de polígono de soluções factíveis, figura 5.
O próximo passo é determinar os pontos extremos da região factível, que são
os vértices do polígono de soluções factíveis. Visualiza-se na figura 5 os pontos extremos
A,B,C,D e E. Agora, o objetivo é encontrar as coordenadas de cada um desses pontos.
Primeiro, constata-se que o ponto A é a origem. Depois, parte-se para o ponto
B que intercepta o eixo das abscissas em x1  50, logo suas coordenadas são Bp50, 0q. Já o
ponto C, é interceptação de x1  50 com a reta 2x1 x2  120, portanto suas coordenadas
são Cp50, 20q. O próximo ponto D é obtido ao se resolver o seguinte sistema:$&
%x1   x2  1002x1   x2  120
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Figura 2 – Região definida por 2x1   x2 ¤ 120, x1 ¥ 0 e x2 ¥ 0
Fonte: Elaborado pelo autor.
Figura 3 – Região definida por x1   x2 ¤ 100, x1 ¥ 0 e x2 ¥ 0
Fonte: Elaborado pelo autor.
Desse modo, obtém-se o ponto Dp20, 80q. Por fim, tem-se o ponto Ep0, 100q que
está sobre o eixo das ordenadas. A tabela 2 apresenta todos os vértices, suas coordenadas
x1 e x2, além do valor da Função Objetivo em cada vértice.
Como o problema é de maximização, ao se analisar os dados da tabela 2,
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Figura 4 – Região definida por x1 ¤ 50, x1 ¥ 0 e x2 ¥ 0
Fonte: Elaborado pelo autor.
Figura 5 – Polígono de Soluções Factíveis
Fonte: Elaborado pelo autor.
conclui-se que o ponto ótimo é o vértice D, de coordenadas x1  20 e x2  80, e valor da
Função Objetivo Z  340.
Uma outra maneira de abordar a visualização da solução ótima é traçar as
chamadas curvas de nível da Função Objetivo. Como Z é uma função de x1 e x2, segundo
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Tabela 2 – Vértices e seus respectivos valores na Função Objetivo
Vértices x1 x2 Z  5x1   3x2
A 0 0 0
B 50 0 250
C 50 20 310
D 20 80 340
E 0 100 300
Fonte: Elaborado pelo autor.
[Colin 2015], para representá-la ou se desenha uma figura tridimensional ou, com maior
simplicidade, trabalha-se no plano bidimensional com curvas de nível representando a
terceira dimensão.
No problema, é possível constatar que, as curvas de nível são uma família de
retas paralelas do tipo 5x1   3x2  k, onde k é uma constante e representa o valor da
Função Objetivo. A figura 6 apresenta as curvas de nível com diferentes valores de Z
pZ1  0, Z2  100, Z3  310q além do ponto ótimo Z  340. Observa-se que à medida
em que as retas 5x1   3x2  k se afastam da origem, maior é o valor de Z, e também, que
o ponto mais distante possível é o ponto ótimo D.
Figura 6 – Curvas de Nível da Função Objetivo
Fonte: Elaborado pelo autor.
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4 MÉTODO SIMPLEX
O Método Simplex é um dos mais importantes métodos de resolução de proble-
mas de programação linear. [Goldbarg e Luna 2005] fala que seu estudo é “[...] indispensável
para o profissional que deseja dominar técnicas quantitativas de análise e solução de pro-
blemas em um contexto razoavelmente avançado”.
Segundo [Passos 2008], “[...] foi desenvolvido por George Dantzig, em 1947,
quando trabalhava em projetos para a Força Aérea Americana visando encontrar soluções
ótimas para os problemas militares”.
O método consiste em procurar uma solução inicial, em seguida busca-se outra
solução melhor. Este processo se repete até se encontrar a solução ótima.
[Goldbarg e Luna 2005] pontua que,
O simplex é um algoritmo que se utiliza de um ferramental baseado na
Álgebra Linear para determinar, por um método iterativo, a solução
ótima de um Problema de Programação Linear (PPL). Sua concepção
básica é simples e, por isso mesmo, eficiente. Em linhas bastante gerais,
o algoritmo parte de uma solução viável do sistema de equações que
constituem as restrições do PPL, solução essa normalmente extrema
(vértice). A partir dessa solução inicial vai identificando novas soluções
viáveis de valor igual ou melhor que a corrente. O algoritmo, portanto,
possui um critério de escolha que permite encontrar sempre novos e
melhores vértices da envoltória convexa do problema, e um outro critério
que consegue determinar se o vértice escolhido é ou não um vértice ótimo.
Outra observação é a de que o Método Simplex percorre a fronteira da região
factível, diferentemente de outros métodos, como o Método dos Pontos Interiores, que
consiste em uma trajetória central que converge para o ponto ótimo. A figura 7, retirada
de [Arenales et al. 2011], ilustra a trajetória dos dois métodos. Enquanto o Simplex percorre
a fronteira da região factível até o ponto ótimo x, o Método dos Pontos Interiores tem
uma trajetória central, e percorre x1, x2, x3, x4 até atingir o ponto ótimo.
Este problema aparentemente simples, possui um certo grau de dificuldade em
sua implementação. [Caixeta-Filho 2015] afirma que tem-se de responder a três perguntas:
1. Como começar? Como se encontra a solução inicial no interior da região viável?
2. Como continuar? A partir da solução inicial, como que se procede para encontrar
uma solução melhor, sempre reduzindo a função objetivo no caso do problema de
minimização?
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Figura 7 – Comparação da trajetória do simplex e dos pontos interiores.
Fonte: [Arenales et al. 2011].
3. Quando parar? Como encontrar uma condição de parada, assumindo que os passos
anteriores possuam solução? “Como identificar a existência ou ausência de uma
solução ótima?”.
São essas indagações que serão respondidas posteriormente. Para uma melhor
compreensão, utiliza-se a notação matricial e apresenta-se conceitos de matrizes, imprescin-
díveis para o entendimento do tema. A dificuldade desse problema pode, segundo [Goldbarg
e Luna 2005], ser dividida em dois blocos:
• Como obter soluções viáveis básicas do sistema de equações.
• Como evitar o teste de todas as soluções viáveis básicas possíveis para garantir a
otimização do sistema.
Antes de conceituar o Método Simplex, tem-se que elucidar algumas definições
importantes. Lembre-se que devido às propriedades básicas todo problema pode ser descrito
na Forma Padrão, que é representada em sua forma matricial por:
Minimizar fpxq  cTx
Ax  b
x ¥ 0,
em que:
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• A 


a11 a12    a1n
a21 a22    a2n
... ... ...
am1 am2    amn
fi
ffiffiffiffifl é a matriz dos coeficientes (ou tecnológica), possui
ordem m n;
• cT  pc1 c2    cnq é o vetor de custos;
• xT  px1 x2    xnq é o vetor das variáveis ou incógnitas;
• bT  pb1 b2    bmq é o vetor dos termos independentes;
• 0T  p0 0    0q é o vetor nulo, todos os elementos são iguais a 0.
Explicitada a forma padrão em sua notação matricial, passa-se agora a apre-
sentar algumas definições para o entendimento do conceito. Primeiramente, introduz-se o
conceito de partição.
Definição 4.1 (Partição Básica). Toda matriz dos coeficientes A pode ser reorganizada
como:
A  rB Ns
em que:
• Bmm, representa a matriz básica que é formada por m elementos da matriz dos
coeficientes Amn. Esta matriz básica é invertível, pois possui posto m. Ela é
representada como: B  raB1 aB2    aBms, onde cada elemento aBi representa
uma coluna da matriz A, e os índices B1, B2,    , Bm são chamados de índices
básicos e indicam qual a coluna da matriz A que faz parte de B.
• Nmpnmq, representa a matriz não-básica que é formada pelas nm colunas restantes
da matriz A. É representada por N  raN1 aN2    aNnms, onde cada elemento
aNi representa uma coluna da matriz A, e os índices N1, N2,    , Nnm chamados
índices não-básicos indicam em qual coluna da matriz A este elemento pertencia.
Esta partição nas colunas da matriz A estabelece uma partição no vetor x,
dividindo as variáveis básicas das variáveis não-básicas.
x 

xB
xN
ff
em que:
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• xB 


xB1
xB2
...
xBm
fi
ffiffiffiffifl, é o vetor das variáveis básicas com m componentes;
• xN 


xN1
xN2
...
xNnm
fi
ffiffiffiffifl, é o vetor das variáveis não-básicas com nm componentes;
Logo, o sistema Ax  b pode ser reescrito utilizando a partição da matriz A e
do vetor x como:
Ax  bô rBNs

xB
xN
ff
 b (4.1)
efetuando a multiplicação das matrizes obtém-se:
BxB  NxN  b (4.2)
Conforme já mencionado, a solução geral do sistema é dada por:
xB  B1bB1NxN (4.3)
E a solução básica é definida como:
4.1 Solução Básica
Definição 4.2. Considere uma partição básica da matriz dos coeficientes A  rBNs,
a solução que se obtém ao fixar todas as n m variáveis de xN em zero é chamada de
solução básica. Esta solução pode ser melhor visualizada como:
xˆ 
$&
%xˆB  B
1b
xˆN  0
(4.4)
Esta solução básica é uma solução viável e será nosso ponto de partida, assim
a partir dela procura-se uma solução melhor.
[Arenales et al. 2011] apresenta um importante conceito, se xˆB  B1b ¥ 0,
então todas as variáveis básicas são não-negativas, e diz-se que é uma solução básica
factível. E acrescenta que se xˆB  B1b ¡ 0, então todas as variáveis básicas são positivas
e esta solução básica factível é não-degenerada.
Capítulo 4. Método Simplex 44
A função objetivo também pode ser expressa utilizando a partição básica como:
fpxq  cTx 

cTB cTN
 xB
xN
ff
 cTBxB   cTNxN (4.5)
sendo que:
cTB: coeficientes das variáveis básicas na função objetivo;
cTN: coeficientes das variáveis não-básicas na função objetivo.
Substituindo a solução geral 4.3 na função objetivo 4.5 tem-se:
fpxq  cTB pB1bB1NxNqlooooooooooomooooooooooon
xB
 cTNxN
 cTBB1b cTBB1NxN   cTNxN (4.6)
Calcula-se agora a função objetivo na solução básica 4.4:
fpxˆq  cTBxˆB   cTNxˆN  cTBpB1bq   cTNp0q  cTBB1b (4.7)
Percebe-se que o primeiro termo da expressão 4.6 é o mesmo da função objetivo
na solução básica 4.7, pois na solução básica atribui-se zero em todas as variáveis não-
básicas, ou seja, xˆN  0. A seguir define-se um vetor auxiliar que facilita a notação e os
cálculos e, além disso, é utilizado no conceito de dualidade.
4.2 Vetor Multiplicador Simplex
Definição 4.3. O vetor λm  1, dado por:
λT  cTBB1 (4.8)
é chamado de vetor multiplicador simplex ou vetor de variáveis duais.
Conforme afirma [Arenales et al. 2011], o vetor multiplicador simplex pode ser
obtido na resolução de:
BTλ  cB
pois, ao tomar-se a transposta, tem-se que:
λTB  cTB
e multiplicando-se à direita em ambos os lados da equação pela inversa de B, tem-se o
vetor multiplicador simplex:
λT  cTBB1
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Substituindo a expressão de 4.7 em 4.6, obtém-se o valor da função objetivo na
solução geral:
fpxq  fpxˆq  cTBB1NxN   cTNxN
Agora, insere-se o vetor multiplicador simplex 4.8 na expressão acima:
fpxq  fpxˆq  λTNxN   cTNxN 
que ao fatorar fica:
fpxq  fpxˆq   pcTN  λTNqxN (4.9)
Na expressão entre parênteses acima 4.9, ao expor os elementos dos vetores
com seus respectivos índices não-básicos tem-se:
cTN  λTN  pcN1 , cN2 ,    , cNnmq  λTpaN1 , aN2 ,    , aNnmq
 pcN1  λ
TaN1 , cN2  λTaN2 ,    , cNnm  λTaNnmq
que em conjunto com o vetor das variáveis não-básicas:
xN  pxN1 , xN2 ,    , xNnmq
ao se substituir em 4.9, obtém-se:
fpxq  fpxˆq pcN1λTaN1qxN1  pcN2λTaN2qxN2 . . . pcNnmλTaNnmqxNnm (4.10)
4.3 Custos Relativos
Definição 4.4. Os coeficientes cˆNj  pcNj  λTaNjq das variáveis não básicas na função
objetivo 4.10 são chamados custos relativos ou custos reduzidos.
Com isso pode-se reescrever 4.10 como:
fpxq  fpxˆq   cˆN1xN1   cˆN2xN2   . . .  cˆNnmxNnm (4.11)
Com a introdução do conceito de custo relativo, obtém-se todo ferramental
necessário para saber se a solução é ótima. Para isso, basta procurar algum custo relativo
negativo, pois se algum for, tem-se uma solução melhor do que a básica1, por outro lado,
se nenhum custo relativo for negativo a solução básica será ótima. Isto é o critério de
otimalidade que é formalizado a seguir.
1 Lembre-se que o problema é de minimização.
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4.4 Critério de Otimalidade
Propriedade 4.1. Dada uma partição básica A  rB Ns, sua solução básica factível
xˆB  B1b ¥ 0, e o vetor multiplicador simplex λT  cTBB1. Se cˆNj ¥ 0 ou pcNj 
λTaNjq ¥ 0, para j  1, 2,    , nm, então a solução básica é ótima.
A propriedade diz, que se todos os custos relativos são não-negativos então a
solução básica é ótima, pois ao acrescentar valores positivos à função objetivo obtém-se
uma solução pior que a anterior. [Arenales et al. 2011] nos alerta, que a recíproca só é
verdadeira quando a solução é não-degenerada, isto é xˆB  B1b ¡ 0. Logo, para soluções
não-degeneradas, se os custos relativos são não-negativos, então a solução é ótima ao
passo que para soluções degeneradas, o fato de a solução ser ótima não implica em custos
relativos não-negativos.
Agora, de posse deste critério de parada para a condição de otimalidade, busca-
se o processo para encontrar sempre uma solução factível melhor que a presente. É essa a
continuidade de nosso estudo, caso a solução básica não seja ótima, como determinar uma
outra solução básica factível melhor?
Primeiramente, suponha solução não ótima e não-degenerada, assim, existe um
custo relativo da variável não-básica xNk que é negativo, ou seja, existe um k tal que:
cˆNk  pcNk  λ
TaNkq   0,
Este custo relativo negativo que irá diminuir a função objetivo e fornecer uma
solução factível melhor. Antes de elucidar esta melhoria da solução do problema apresenta-
se algumas definições como a estratégia que segundo [Arenales et al. 2011] é o fundamento
do Método Simplex.
4.5 Estratégia Simplex
Definição 4.5. Chama-se estratégia simplex a perturbação de uma solução básica factível
que altera as variáveis não-básicas:$&
%xNk   ¥ 0, (variável com custo relativo negativo)xNj  0, j  1, 2,    , nm, j  k.
Conforme orienta [Arenales et al. 2011], considera-se aqui uma solução não
degenerada, pois soluções degeneradas pode-se levar a uma solução infactível.
A definição 4.5 mostra que a estratégia simplex consiste em pegar uma variável
não-básica xNk , que possui custo relativo negativo, e atribuí-la um valor  ¥ 0, diminuindo
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assim a solução básica factível encontrada anteriormente, ao mesmo tempo que todas as
outras variáveis não-básicas xNj continuam igual a zero. É esta perturbação que produzirá
uma melhor solução de minimização, pois retomando 4.11 tem-se que:
fpxq  fpxˆq   cˆN1xN1   cˆN2xN2   . . .  cˆNnmxNnm
Destaca-se uma variável xNk nos custos relativos que pode ser qualquer variável
não-básica.
fpxq  fpxˆq   cˆN1xN1   cˆN2xN2   . . .  cˆNkxNk   . . .  cˆNnmxNnm
Nesta expressão tem-se que cNk   0. Desse modo, à medida que  aumenta a
função objetivo decresce. Na literatura, denomina-se regra de Dantzig a escolha da variável
não-básica que possui o menor custo relativo, pois “quanto menor o valor de cˆNk mais
rápido a função objetivo decresce”, [Arenales et al. 2011]. Assim sendo, quando se faz a
estratégia simplex tem-se:
fpxq  fpxˆq   cˆN1 0lomon
xN1
  . . .  cˆNk lomon
xNk
  . . .  cˆNnm 0lomon
xNnm
fpxq  fpxˆq   cˆNk
Como cˆNk   0 e  ¡ 0 tem-se que cˆNk   0 e:
fpxˆq   cˆNk   fpxˆq
Produz-se assim uma melhor solução para o problema.
Agora, passa-se a determinar o maior valor possível de  para que a solução se
mantenha factível. Esse processo é chamado de tamanho do passo .
Primeiramente, sabe-se que a alteração nas variáveis não-básicas pela estratégia
simplex acarreta uma alteração nas variáveis básicas afim de que o sistema Ax  b
continue sendo satisfeito.
Retomando a solução geral do sistema apresentada em 4.3 tem-se:
xB  B1bB1NxN
O termo NxN não é mais nulo pois,
NxN  Np0 . . .  . . . 0qT  raN1 . . . aNk . . . aNnmsp0 . . .  . . . 0qT  aNk
Desse modo, a modificação das variáveis básicas é dada por:
xB  B1bB1NxN  xˆB B1aNk
Fazendo B1aNk  y tem-se:
xB  xˆB  y (4.12)
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4.6 Direção Simplex
Definição 4.6. O vetor y  B1aNk é denominado direção simplex, ele fornece os
coeficientes de como é alterado as variáveis básicas pela estratégia simplex.
Este vetor pode ser obtido pela solução do sistema de equações lineares By 
aNk .
4.7 Tamanho do Passo Epsilon
A equação 4.12 em cada uma de suas coordenadas fica:
xBi  xˆBi  yi
Considerando a condição de não negatividade das variáveis básicas impõe-se
que:
xBi  xˆBi  yi ¥ 0, i  1, . . . ,m. (4.13)
Agora, separa-se em dois casos de acordo com o valor de yi:
• se yi ¤ 0, então xBi ¥ 0, para todo  ¥ 0;
• se yi ¡ 0, como xBi  xˆBi  yi ¥ 0, então,  ¤
xˆBi
yi
.
De posse desses dois itens, conclui-se que o maior valor possível de , que
denomina-se ˆ, é dado por:
ˆ 
xˆBl
yl
 mínimo
"
xˆBi
yi
tal que yi ¡ 0
*
. (4.14)
Isso significa que cada termo i da equação 4.13 possui um quociente xˆBi
yi
. Este
quociente é o maior valor de  possível para o índice, pois  ¤ xˆBi
yi
. Diante disso, deve-se
encontrar um termo de índice l que possui o menor valor desses quocientes xˆBl
yl
. Logo,
para que o valor de  satisfaça todas as equações de 4.13, seu valor deve ser o menor dos
quocientes.
Com este valor, ˆ  xˆBl
yl
, a variável básica xBl se anula, pois retomando-se a
equação 4.13 tem-se:
xBl  xˆBl  ylˆ  xˆBl  yl

xˆBl
yl


 0
Ao passo que a variável não-básica xnk fica positiva:
xnk  ˆ
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Com isso obtém-se uma nova solução:
xˆ 

xB1 . . . xBllomon
0
. . . xBm |0 . . . xNklomon
ˆ
. . . 0


Observa-se nm variáveis nulas
 
xN1 , . . . , xBl , . . . , xNnm

e m variáveis não-
nulas pxB1 , . . . , xNk , . . . , xBmq.
Diante disso, ao se fazer uma troca entre as variáveis de índices Bl e Nk obtém-
se uma nova partição básica. Costuma-se falar que a variável xNk entra na base, pois ela
passa a ser variável básica, e a variável xBl sai da base, tornando-se variável não-básica.
Segundo [Goldbarg e Luna 2005], a variável xNk ao entrar na base melhora o
valor da função objetivo, e a variável xBl , linearmente dependente de xNk , deixa a base
pois tem seu valor numérico esgotado com o crescimento de xNk .
Esta mudança de variáveis resulta numa nova partição básica e suas matrizes
básica e não-básica são alteradas em apenas uma coluna. A seguir mostra-se como ocorre
a mudança, tanto na matriz básica quanto na não-básica.
B  raB1 , . . . , aBl , . . . , aBms Ñ B1  raB1 , . . . , aNk , . . . , aBms
N 

aN1 , . . . , aNk , . . . , aNnm

Ñ N1 

aN1 , . . . , aBl , . . . , aNnm

A propriedade abaixo garante que esta nova partição é básica.
Propriedade 4.2. A matriz B1 é invertível, de modo que A  rB1N1s é uma partição
básica.
A solução básica desta nova partição básica é obtida pela estratégia simplex, e
é uma solução factível por construção.
• xNk  ˆ
• xBi  xˆBi  yiˆ em que i  1, 2, . . . ,m com i  l,
A partir de agora, pode-se repetir o processo, pois se a condição de otimalidade
não for verificada, busca-se novamente pela estratégia simplex uma nova partição básica
(um novo vértice), determinada pela direção simplex, que melhore a função objetivo. Este
processo pode se repetir quantas vezes for necessário até que a condição de otimalidade
seja verificada.
O Método Simplex basicamente consiste neste procedimento.
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5 DUALIDADE
Este capítulo trata do estudo dos conceitos de dualidade.
Considere o problema de programação linear na forma padrão em sua notação
matricial.
Minimizar fpxq  cTx
Ax  b
x ¥ 0 e b ¥ 0.
Suponha, conforme explica [Arenales et al. 2011], que o o vetor dos termos
independentes (b, que fornece as disponibilidades, possa sofrer perturbações, ou seja, a
quantidade de recursos pode vir a ser alterada. Assim, introduz-se na equação matricial
bAx  0, um vetor y, que represente a variação de b. A nova equação matricial é
y  bAx. Como há uma perturbação nas disponibilidades, insere-se a variável λi, para
representar “a penalização ou o ‘custo’ unitário de perturbar o ‘recurso’ i”, [Arenales et al.
2011]. O custo adicional em yi unidades, é representado por λiyi, diante do qual, um novo
problema pode ser associado, denominado problema lagrangiano.
5.1 Problema Lagrangiano
O problema lagrangiano é definido por:
Minimizar fpxq   λ1y1   λ2y2   . . .  λmym
x ¥ 0
em que y  bAx.
5.2 Função Lagrangiana
Definição 5.1. A função objetivo do problema lagrangiano é chamada função lagrangiana,
e é descrita por:
Lpx, λq  fpxq   λ1y1   λ2y2   . . .  λmym
em que y  bAx.
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Ao se considerar matricialmente λ  pλ1 λ2  . . . λmq e yT  py1, y2, . . . , ymq,
a função lagrangiana é dada por:
Lpx, λq  cTx   λTy
Fazendo y  bAx, tem-se:
Lpx, λq  cTx   λT pbAxq
Ou ainda,
Lpx, λq  pcT  λTAqx   λTb.
O termo pcT  λTAq, para cada coluna aj da matriz A  ra1 a2 . . . ans e cada
custo do vetor de custos c  pc1 c2 . . . cnq pode ser representado por:
pcT  λTAq  pc1  λTa1, c2  λTa2, . . . , cn  λTanq
Assim, a função lagrangiana fica:
Lpx1, . . . , xn, λq  pc1  λ
Ta1qx1   pc2  λTa2qx2   . . .  pcn  λTanqxn   λTb
5.3 Função Dual
Definição 5.2. A função dual é definida por:
gpλq  minx¥0tLpx1, . . . , xn, λqu
 minx¥0tpc1  λTa1qx1   pc2  λTa2qx2   . . .  pcn  λTanqxn   λTbu
Como os termos x1, x2, . . . , xn são independentes, a função dual pode ser decomposta termo
a termo:
 minx1¥0tpc1λTa1qx1u minx2¥0tpc2λTa2qx2u  . . . minxn¥0tpcnλTanqxnu λTb
Conforme orienta [Arenales et al. 2011], a definição 5.2, fornece uma estratégia
comum em otimização, denominada relaxação. Ela consiste em obter limitantes inferiores
em um subconjunto menor do que o do problema. Para isso, considere S um subconjunto
de R, diz-se que R é uma relaxação de S, e diante disso, conclui-se que o mínimo de f em
R é igual ou menor ao mínimo de f em S.
minimizartfpxq, x P Ru ¤ minimizartfpxq, x P Su, em que R  S.
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Consequentemente, pode-se formular uma desigualdade fundamental na teoria
de dualidade, pois com a função dual e ao se definir R  tx P Rn tal que x ¥ 0u e
S  tx P Rn tal que Ax  b,x ¥ 0u em que R  S tem-se:
gpλq  minx¥0tcTx   λT pbAxqu
¤ mintAxb,x¥0utcTx   λT pbAxqu
 mintcTx, sujeito a: Ax  b,x ¥ 0u
¤ fpxq, para todo x tal que Ax  b,x ¥ 0.
Isso mostra que a partir de R  S, conclui-se que gpλq fornece limitantes
inferiores para a solução primal fpxq, e que os valores de λ são livres, pois bAx  0. A
propriedade 5.1 mostra esse resultado.
Propriedade 5.1. Para todo λ P Rm e para todo x tal que Ax  b,x ¥ 0, então gpλq ¤
fpxq.
O problema dual consiste em encontrar λ que forneça o maior dos limitantes
inferiores.
5.4 O Problema Dual
Definição 5.3. O maior limitante inferior obtido pela função dual para fpxq, é chamado
problema dual lagrangiamo, ou somente problema dual:
Maximizar gpλq
λ P Rm.
em que λ  pλ1, λ2, . . . , λmq são chamadas variáveis duais.
Se ci  λTai   0, então minxi¥0pci  λTaiqxi  8, e assim, gpλq  8
representa um limitante inferior ineficaz. Para se obter limitantes inferiores finitos, procura-
se λ tal que ciλTai ¥ 0, i  1, . . . , n. Isso resulta em minxi¥0pciλTaiqxi  0, i  1, . . . , n,
pois xi ¥ 0 e assim, a solução do problema lagrangiano pode ser descrita como:
• se ci  λTai ¡ 0, então xi  0 e pci  λTaiqxi  0;
• se ci  λTai  0, então xi ¥ 0 e pci  λTaiqxi  0.
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Dessa maneira, ao tomar λ tal que ci  λTai ¥ 0, i  1, . . . , n, tem-se que a
função lagrangiana é dada por:
gpλq  minx1¥0tpc1λTa1qx1u minx2¥0tpc2λTa2qx2u . . . minxn¥0tpcnλTanqxnu λTb
E com a solução do problema lagrangiano minxi¥0pci  λTaiqxi  0 obtém-se
que:
gpλq  λTb
As n desigualdades podem ser escritas em notação matricial como a seguir:
λTa1 ¤ c1, λTa2 ¤ c2, . . . , λTan ¤ cn ô pλTa1 λTa2 . . . λTanq ¤ pc1 c2 . . . cnq
E, portanto:
ATλ ¤ c.
Assim sendo, [Arenales et al. 2011] explica que ao escolher variáveis duais λ que
satisfaçam ATλ ¤ c, tem-se gpλq  λTb, e que o problema dual, de posse da propriedade
λTb  λ1b1   λ2b2   . . .  λmbm  bTλ, pode ser representado conforme propriedade 5.2.
5.5 Problema Primal x Problema Dual
Propriedade 5.2. Considere o problema de minimização na forma padrão, chamado
problema primal:
minimizar fpxq  cTx
Ax  b
x ¥ 0,
O problema dual é dado por:
Maximizar gpλq  bTλ
ATλ ¤ c.
Perante o exposto, algumas informações são observadas.
• os coeficientes da função objetivo do problema primal são os termos independentes
do problema dual;
• a matriz dos coeficientes do dual é a transposta da matriz dos coeficientes do primal;
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• os coeficientes da função objetivo do problema dual são os termos independentes do
problema primal.
Definição 5.4. O conjunto determinado por ATλ ¤ c é denominado restrições duais, e
toda solução λ que o satisfaça, é chamada de solução dual factível.
Propriedade 5.3. O dual do problema dual é o problema primal.
Para problemas que não estejam na forma padrão, utiliza-se as definições 5.3 e
5.2 para entender como os efeitos das desigualdades do primal afetam o dual1. Pode-se
resumir, conforme mostra [Arenales et al. 2011], as regras para se encontrar o problema
dual por meio do primal, numa tabela como a 3. O autor denomina o vetor dos coeficientes
da função objetivo como gradiente do objetivo e o vetor dos termos independentes como
vetor de recursos.
Tabela 3 – Regras Primal x Dual
Primal (dual) Dual (primal)
Minimização Maximização
Vetor de recursos Gradiente do objetivo
Gradiente do objetivo Vetor de recursos
Restrição Variável
 Livre
¤ ¤
¥ ¥
Variável Restrição
¥ ¤
¤ ¥
Livre 
Fonte: Elaborado pelo autor.
Assim, algumas observações são constatadas da tabela:
• o problema de minimização se torna uma maximização;
• o vetor dos recursos do primal vira gradiente do objetivo do dual;
• o gradiente do objetivo do primal se torna o vetor de recursos do dual;
• para cada restrição primal i de sinal (,¤,¥), tem-se uma variável dual λi, respec-
tivamente: livre, não-positiva (¤) e não-negativa (¥);
• para cada variável primal xi de sinal (¥,¤, Livre), tem-se que a restrição no dual i
terá, respectivamente, sinal: (¤,¥,).
1 Exemplos são encontrados em [Arenales et al. 2011].
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Por fim, algumas propriedades relacionam o problema primal e dual, além de
fornecer uma maneira de encontrar a solução de um sabendo a solução do outro.
De acordo com [Arenales et al. 2011], considere que o conjunto de soluções
factíveis do problema primal é definido por P  tx P Rn tal que Ax  b,x ¥ 0u e
que o conjunto de soluções factíveis do problema dual seja definido por D  tλ P
Rm tal que ATλ ¤ cu. Com isso, a propriedade 5.1 fica:
gpλq ¤ fpxq, @λ P D, @x P P
Propriedade 5.4. O problema primal tem solução ótima se e somente se o dual tiver
solução ótima.
Propriedade 5.5. Sejam x uma solução factível primal px P Pq e λ uma solução
factível dual pλ P Dq. Se fpxq  gpλq, então x é solução ótima primal e λ é solução
ótima dual.
A recíproca da propriedade 5.5 também é verdadeira, e fornece um caminho
para encontrar a solução de um problema conhecendo a solução do outro. Para verificar
a propriedade 5.5, segundo [Arenales et al. 2011], considere x P P e λ P D, e suponha
fpxq  gpλq, então:
fpxq  gpλq
cTx  λTb
Como Ax  b, tem-se:
cTx  λTAx
E,
pcT  λTAqx  0.
O termo cT  λTA é chamado vetor das variáveis de folga do problema dual.
E a partir disso, define-se folga complementar como µj  cj  λTaj ¥ 0. Assim, como
xj ¥ 0, para j  1, 2, . . . , n, os produtos pcT  λTAqx nulos podem ser reescritos como:
µ1x1  0, µ2x2  0, . . . , µnxn  0.
Diante disso, [Arenales et al. 2011] explica que surge uma maneira de se calcular
a solução de um problema, primal ou dual, por meio da solução do outro. Além do que, um
problema de otimização linear pode ser resolvido por um sistema de equações não-lineares,
que são as folgas complementares. O autor ainda comenta que um método eficiente para
resolver sistema não-linear é o Método de Newton e que, este “é um dos princípios de um
dos métodos mais importantes de pontos interiores para otimização linear”.
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Propriedade 5.6. As soluções, do primal x P Rn e do dual λ P Rm, são ótimas, se e
somente se:
Ax  b, x ¥ 0
ATλ  µ  c, µ ¥ 0
µjxj  0, j  1, . . . , n
Por fim, apresenta-se a propriedade chamada de dualidade forte, pois ao
susbstituir µT  cT  λTA na condição das folgas complementares µTx  0, tem-se:
pcT  λTAqx  0
cTx  λTAx
Como Ax  b, para x factível, então:
fpxq  cTx  λTb  gpλq
Logo, esta propriedade é descrita como:
Propriedade 5.7. As soluções x P P e λ P D são ótimas, primal e dual respectivamente,
se e somente se fpxq  gpλq.
Por fim, tem-se esta última propriedade que fornece a solução ótima do problema
dual quando se conhece uma solução do primal, por meio do vetor multiplicador simplex.
Propriedade 5.8. O vetor multiplicador simplex na solução ótima primal é uma solução
ótima do problema dual.
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6 MODELOS DE TRANSPORTE
Neste capítulo, discute-se os modelos de transporte, suas características e os
métodos de solução.
6.1 Introdução
Um tópico importante, que é sempre destinado na literatura um capítulo a
parte, é o problema do transporte. Conforme salienta [Passos 2008], foi desenvolvido por
Koopmans e Kantorovitech entre 1941 e 1942, e consiste em um problema de fluxo em rede,
no qual diferentes origens, com suas ofertas, transferem carga para diferentes destinos,
com suas demandas, minimizando o custo do transporte.
Pode-se afirmar que o problema de transporte é um processo de tomada de
decisão em logística. [Arenales et al. 2011], afirma que os produtos que podem ser consi-
derados para o transporte podem ser: “[...] petróleo, equipamentos, máquinas, produção
agrícola, energia elétrica etc”.
Outros tipos de aplicação deste problema podem ser estendidos a outras áreas
como controle de estoque, programação de empregos e designação de pessoal, [Taha 2008].
6.2 Modelagem do Problema
Todo problema de transporte consta de m origens, cada uma com suas ofertas
ou disponibilidades, além de n destinos, cada um com suas demandas ou necessidades.
Representa-se a quantidade a ser transportada da origem i até o destino j pela
variável xij. Dessa maneira, x24 representa a quantidade a ser transportada da origem 2
até o destino 4. Essas quantidades transportadas são não negativas, pois não faz sentido o
transporte de valores negativos, logo xij ¥ 0, i  1, . . . ,m e j  1, . . . , n.
Cada origem i tem uma disponibilidade ai, i  1, . . . ,m, ao passo que cada
destino requer uma demanda bj, j  1, . . . , n.
Restringe-se o problema pelo fato de que cada origem i não deve ultrapassar
sua capacidade de produção ai ao transportar para os diferentes destinos j. Garante-se
esta condição para cada uma das m origens e obtém-se as restrições de produção:
n¸
j1
xij ¤ ai, i  1, 2, . . . ,m.
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Enfatiza-se o exposto acima, ao descrever que a origem i  1, em um problema
com n destinos, possui sua restrição de produção como:
x11   x12   . . .  x1n ¤ a1
Com o mesmo raciocínio, descreve-se de maneira genérica a restrição de produ-
ção de uma linha i  k como:
xk1   xk2   . . .  xkn ¤ ak
Analogamente, sabe-se que as quantidades a serem transportadas para cada
destino j devem respeitar a demanda bj. Dessa maneira, as restrições de demanda são:
m¸
i1
xij  bj, j  1, 2, . . . , n.
Explicita-se uma restrição de demanda para um destino j  k como:
x1k   x2k   . . .  xmk  bk
Agora, parte-se para um estudo do custo do transporte. Sabe-se que a quanti-
dade transportada em cada caminho possível xij, tem seu custo cij, que é o valor de se
transportar uma unidade de i para j. Desta maneira, o custo total de transporte é a soma
de todos os custos, ou seja,
m¸
i1
n¸
j1
cijxij . É este custo de transporte o objetivo a minimizar
do problema.
Em síntese, apresenta-se o modelo completo do problema de transporte da
seguinte forma:
Min z 
m¸
i1
n¸
j1
cijxij (6.1)
n¸
j1
xij ¤ aij i  1, . . . ,m (6.2)
m¸
i1
xij  bij j  1, . . . ,m (6.3)
xij ¥ 0 i  1, . . . ,m e j  1, . . . , n. (6.4)
Verifica-se que o problema possui: função objetivo em 6.1, restrições que
subdividem-se em restrições de produção 6.2, e restrições de demanda 6.3, além da
condição de não negatividade das variáveis 6.4.
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6.3 Sistemas Equilibrados e Desequilibrados
Constata-se que toda oferta do sistema é
m¸
i1
ai, e que, toda demanda é
n¸
j1
bj.
Diante disso, há duas hipóteses para o sistema: equilibrado ou desequilibrado.
Por sistema equilibrado, ou balanceado, entende-se que a quantidade ofertada
é igual a quantidade demandada. Matematicamente tem-se:
m¸
i1
ai 
n¸
j1
bj
O segundo caso, sistema desequilibrado ou não balanceado, é quando a quanti-
dade ofertada é maior, ou menor, que a quantidade demandada.
m¸
i1
ai ¡
n¸
j1
bj ou
m¸
i1
ai  
n¸
j1
bj
Para resolver o problema do não balanceamento, acrescenta-se uma origem ou
destino chamados de fictício ou fantasma1.
Assim, se a quantidade ofertada é menor que a quantidade demandada, insere-
se uma origem para equilibrar o sistema. Esta origem deve possuir apenas o valor para
equilibrar o sistema, no caso,
n¸
j1
bj 
m¸
i1
ai, além de considerar seu custo de transporte
igual a zero. Do mesmo modo, quando a produção for maior que a quantidade demandada,
cria-se um destino fictício, com custo nulo de transporte e quantidade demandada definida
por
m¸
i1
ai 
n¸
j1
bj para equilibrar o sistema.
6.4 Métodos de Resolução
A solução do problema do transporte segue os passos do Método Simplex. Em
seguida, tem-se as três etapas do algoritmo para o problema do transporte:
Etapa 1. Determine uma solução básica factível e passe para a etapa 2.
Etapa 2. Verifique se a condição de otimalidade do Método Simplex é satisfeita.
Se for, pare, se não for, encontre a variável a entrar na base, aquela que possui maior custo
relativo (Regra de Danztig).
Etapa 3. Verifique a variável a sair da base, e calcule a nova solução básica.
Volte para a etapa 2.
Todo problema do transporte comm origens e n destinos possuim n restrições.
No entanto, quando se considera o sistema equilibrado, uma das equações é redundante.
Com isso, o número de variáveis do sistema é m  n 1, [Taha 2008].
1 Veja exemplos em [Passos 2008].
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Para se determinar uma solução básica factível inicial dispõe-se basicamente de
três métodos que são apresentados a seguir. Os métodos, segundo [Taha 2008] se diferem
em relação à qualidade da solução básica inicial.
6.4.1 MÉTODO DO CANTO NOROESTE
O Método do Canto Noroeste, segundo [Caixeta-Filho 2015], consiste basica-
mente de dois passos:
1. Começa-se no canto mais à noroeste e aloca-se o máximo possível, sem violar as
restrições de oferta e demanda.
2. Elimina-se a linha ou coluna atendida e parte-se para a célula da linha ou coluna
que não foi atendida. Se ambas forem atendidas, passa-se à célula diagonal mais
próxima, [Caixeta-Filho 2015].
Para uma melhor vizualização deste processo de solução, considere o problema
de realizar o transporte agrícola de três fazendas produtoras até três centros de distribuição.
Cada fazenda tem sua produção e cada centro de distribuição tem sua demanda requerida.
O sistema é balanceado.
A tabela 4 resume todas as informações necessárias para se obter o transporte
ótimo. As linhas representam as diferentes origens para o transporte e as colunas os
destinos, no caso, tem-se no problema três origens e três destinos. Diante disso, atribui-se
às fazendas O1, O2 e O3, e aos centros de distribuição D1, D2 e D3. A 5a linha da tabela
apresenta as demandas dos centros de distribuição, e a 5a coluna apresenta os ofertas das
fazendas, ambas em toneladas. Pode-se conferir na célula localizada na 5a linha com a 5a
coluna que o sistema é balanceado, pois a soma das ofertas O1  O2  O3  210 é igual à
soma das demandas D1  D2  D3  210.
As células xij, que são as quantidades a serem transportadas, serão alocadas
nos 9 espaços centrais da tabela 4. Até agora, cada célula possui somente, no canto superior
direito, o custo para realizar o transporte de uma tonelada do produto de i para j,. Por
exemplo, na tabela 4, nota-se que o custo do transporte por unidade da origem 3 até o
destino 1 é de 6 unidades monetárias.
O Método do Canto Noroeste começa por alocar o maior valor possível na
célula mais a noroeste da tabela, ou seja, a célula da variável x11, sempre respeitando as
restrições de produção e demanda.
Na tabela 4, verifica-se que a maior quantidade a ser alocada em x11 é 60, pois
é o fator limitante ao se considerar oferta, de 100 toneladas, e demanda, de 60 toneladas.
Depois de alocar 60 à célula x11, deve-se riscar da tabela a linha, quando a oferta se esgota,
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Tabela 4 – Informações do Transporte
Fonte: Elaborado pelo autor.
ou a coluna, quando a demanda é atendida. Nesse caso, a demanda D1 é satisfeita, assim,
risca-se a coluna de D1, conforme tabela 5.
Agora, necessita-se atualizar os dados de oferta e demanda, visto que o trans-
porte de 60 toneladas já foi destinado de O1 para D1. Para isso, conforme tabela 5, a célula
da demanda D1 altera-se de 60 para 0, ao passo que, a oferta O1 altera-se de 100 para 40.
Tabela 5 – Método do Canto Noroeste - Eliminação da coluna D1
Fonte: Elaborado pelo autor.
Após eliminar a coluna D1, parte-se para a célula da linha não atendida, que
é x12, e então aloca-se o maior valor possível, tendo em vista a oferta O1, agora de 40
toneladas, e a demanda D2 de 120 toneladas.
Com isso, nota-se que o maior valor possível a ser alocado numa variável
qualquer xij, é sempre o menor valor entre a oferta ai e a demanda bj, ambas atualizadas,
e pode ser representado por mintai, bju. Assim, pode-se constatar que o mint40, 120u é
40, portanto aloca-se 40 na variável x12.
Capítulo 6. Modelos de Transporte 62
Ao se atualizar as ofertas e demandas, D2 vai para 80 ao passo que O1 vai para
0, e assim elimina-se a linha da oferta O1, conforme tabela 6.
Tabela 6 – Método do Canto Noroeste - Eliminação da linha O1
Fonte: Elaborado pelo autor.
Parte-se agora, para a variável não atendida x22. Nela, verifica-se que, o maior
valor possível para alocar é 60, pois, conforme ilustra a tabela 6, deve-se encontrar o menor
valor entre oferta O2 de 60 e a demanda D2 de 80, representado por mint60, 80u.
Tabela 7 – Método do Canto Noroeste - Eliminação da linha O2
Fonte: Elaborado pelo autor.
A tabela 7 ilustra a situação depois de atualizar tanto a demanda D2, que passa
a 20 toneladas, quanto a oferta O2 que foi atendida e por isso, tem sua linha eliminada.
Adiante, passa-se para a variável não atendida x32, e aloca-se 20 toneladas, que
é seu maior valor possível, pois é o mint50, 20u. Com isso, elimina-se a coluna de demanda
D2 que foi atendida. A tabela 8 expõe este processo.
Finalmente, na única variável existente x33, aloca-se 30, que é tanto o valor
da oferta O3 quanto da demanda D3. Com isso, pode-se verificar que o sistema está
balanceado.
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Tabela 8 – Método do Canto Noroeste - Eliminação da coluna D2
Fonte: Elaborado pelo autor.
A tabela 9 apresenta a solução obtida com o Método do Canto Noroeste.
Verifica-se que o custo total do transporte é de R$ 1.500,00, pois:
Custo Total  p60 5q   p40 7q   p60 10q   p20 4q   p30 8q  1500
Tabela 9 – Solução pelo Método do Canto Noroeste
Fonte: Elaborado pelo autor.
6.4.2 MÉTODO DO CUSTO MÍNIMO
O Método do Custo Mínimo baseia-se em alocar o máximo das células per-
correndo a “rota mais barata”, [Taha 2008]. Ele pode ser expresso por três etapas, con-
forme [Caixeta-Filho 2015]:
1. Aloca-se o máximo possível na célula de menor custo, no caso de empate, a escolha
é arbitrária.
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2. Elimina-se a linha ou coluna atendida e parte-se para a próxima célula de menor
custo.
3. Termine quando as linhas e colunas estiverem atendidas.
Considere o mesmo problema utilizado no Método do Canto Noroeste, e seus
dados fornecidos na tabela 4. Nela, certifica-se que o menor custo é 3, e por isso, aloca-se
na variável x13 o maior valor possível, ao se respeitar ofertas e demandas. Como este valor
é dado pelo mint100, 30u  30, elimina-se a coluna D3 que foi atendida, e atualiza-se os
valores de oferta e demanda como o exposto na tabela 10.
Tabela 10 – Método do Custo Mínimo - Eliminação da coluna D3
Fonte: Elaborado pelo autor.
Depois disso, parte-se para a célula x32, que apresenta o próximo menor custo,
igual a 4 unidades monetárias, e aloca-se o maior valor possível, igual a 50, ao se analisar
mint50, 120u. Em seguida, atualiza-se ofertas e demandas, e elimina-se a linha da oferta
O3, conforme tabela 11.
Tabela 11 – Método do Custo Mínimo - Eliminação da linha O3
Fonte: Elaborado pelo autor.
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Agora, caminha-se para a célula x11 que apresenta o menor custo, de 5 unidades
monetárias, e aloca-se seu maior valor possível, 60. A tabela 12 apresenta esta nova etapa
da solução, com a linha da demanda D1 eliminada por já estar atendida.
Tabela 12 – Método do Custo Mínimo - Eliminação da coluna D1
Fonte: Elaborado pelo autor.
O próximo passo é alocar 10 toneladas na variável x12, a de menor custo, e
atualizar tanto a demanda D2, que vai para 60, quanto a oferta O1, que é atendida e tem
sua linha eliminada.
Por fim, aloca-se na última variável existente, x22, o valor de 60, que atende a
demanda D2 e equilibra o sistema.
A tabela 13 mostra a solução obtida com o Método do Custo Mínimo. Nota-se
que o custo total do transporte é de R$ 1.260,00, pois:
Custo Total  p60 5q   p10 7q   p30 3q   p60 10q   p50 4q  1260
Ao se analisar os resultados, averigua-se que o resultado do Método do Custo
Mínimo é melhor do que o obtido pelo Método do Canto Noroeste.
6.4.3 MÉTODO DE APROXIMAÇÃO DE VOGEL
Este método considera a penalidade por não escolher uma dada célula. Ele,
geralmente, produz melhores soluções do que os métodos anteriores.
O método, de acordo com [Caixeta-Filho 2015], consiste das seguintes etapas:
1. Calcule as penalidades das linhas e colunas. Para isso, toma-se o módulo da diferença
entre os dois menores custos cij da linha ou coluna.
2. Aloca-se o maior valor possível na célula de maior penalidade. No caso de empate, a
escolha é arbitrária.
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Tabela 13 – Solução pelo Método do Custo Mínimo
Fonte: Elaborado pelo autor.
3. Elimina-se a linha ou coluna atendida e atualiza-se os valores das penalidades. Se o
problema estiver balanceado, pare, senão, retorne à etapa anterior.
Para ilustrar este processo, considere o mesmo problema e seus dados inseridos
na tabela 4.
Primeiramente, acrescenta-se à tabela, uma linha para as penalidades das
colunas, e uma coluna para as penalidades das linhas. A partir de então, calcula-se as
penalidas, que são obtidas pelo módulo da diferença entre os dois valores mais baixos de
custo, assim, por exemplo, a penalidade na 1a linha é dada por 5 3  2, ao passo que a
penalidade na 2a coluna é 7 4  3.
As penalidades das linhas e colunas são apresentadas na tabela 14.
Tabela 14 – Método de Aproximação de Vogel - Calculando as Penalidades
Fonte: Elaborado pelo autor.
Passa-se agora para a etapa 2, e verifica-se a maior penalidade sendo de 3, tanto
na linha O2 quanto na coluna D2. Assim, escolhe-se por exemplo a linha O2, a escolha é
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arbitrária, e aloca-se o maior valor possível na célula de menor custo, logo, a célula x23,
que possui o menor custo de 5 unidades monetárias, recebe 30, pois é o mint60, 30u. Com
isso, a demanda D3 é atendida e, portanto, sua coluna é eliminada. Ao final, atualiza-se as
penalidades, com destaque à penalidade da linha O2 que passa para 2. Neste momento, o
processo de solução pode ser visualizado na tabela 15.
Tabela 15 – Método de Aproximação de Vogel - Eliminação da coluna D3
Fonte: Elaborado pelo autor.
Como o sistema ainda não está balanceado, inicia-se novamente a etapa 2.
Dessa maneira, constata-se agora que a maior penalidade é 3, na coluna D2, logo, aloca-se
na célula x32, que possui o menor custo da coluna D2, de 4 unidades monetárias, o seu
maior valor possível de 50, dado por mint50, 120u. Atualiza-se a demanda D2 para 70, e o
fornecimento de O3 para 0, pois foi atendido. Diante disso, a linha de O3 é eliminada. Ao
atualizar as penalidades, nota-se que a penalidade da coluna D1 passa a 3.
Esta etapa do processo de solução é ilustrada na tabela 16.
Tabela 16 – Método da Aproximação de Vogel - Eliminação da linha O3
Fonte: Elaborado pelo autor.
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Agora, como a penalidade máxima é 3, dada tanto pela coluna de D1, quanto
de D2, escolhe-se arbitrariamente uma, por exemplo a coluna D2. Assim, aloca-se em sua
célula de menor custo x12, o maior valor possível, 70, pois é o mint100, 70u. A linha da
demanda D2 é eliminada, pois ela foi atendida, e a oferta de O1 passa a 30 toneladas. A
tabela 17 ilustra o processo.
Tabela 17 – Método de Aproximação de Vogel - Eliminação da coluna D2
Fonte: Elaborado pelo autor.
Por fim, tem-se apenas as células x11 e x21 e, assim sendo, balanceia-se o sistema.
Para isso, basta alocar 30 em ambas as células.
A tabela 18 apresenta a solução pelo Método de Aproximação de Vogel. Verifica-
se que a solução obtida, de R$1.230,00, é melhor que as anteriores, pois:
Custo Total  p30 5q   p30 8q   p70 7q   p50 4q   p30 5q  1230
Tabela 18 – Solução pelo Método de Aproximação de Vogel
Fonte: Elaborado pelo autor.
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6.5 Verificando a otimalidade
De posse de uma das soluções obtidas anteriormente, necessita-se agora saber
se a solução é ótima. Para isso, utiliza-se o método dual para verificar a otimalidade do
problema. Embora a notação seja diferente da apresentada no capítulo de dualidade, o
conceito é o mesmo. Prefere-se o método utilizado em [Passos 2008], pois é pautado no
problema do transporte e sua tabela de informações do transporte. Neste método, toma-se
as seguintes medidas, segundo [Passos 2008]:
• insere-se a variável ui para cada linha da tabela, em que i representa a origem do
problema.
• insere-se a variável vj para cada coluna da tabela, em que j representa o destino do
problema.
• para cada custo cij do problema, tem-se a equação cij  ui   vj.
O modelo do problema em questão é:
Min C  5x11   7x12   3x13   8x21   10x22   5x23   6x31   4x32   8x32
x11   x12   x13 ¤ 100 plinha u1q
x21   x22   x23 ¤ 60 plinha u2q
x31   x32   x33 ¤ 50 plinha u3q
x11   x12   x13  60 plinha v1q
x11   x12   x13  120 plinha v2q
x11   x12   x13  30 plinha v3q
xij ¥ 0, com i  1, 2, 3 e j  1, 2, 3
O dual desse problema fica:
Max C 1  100u1   60u2   50u3   60v1   120v2   30v3
u1   v1 ¤ 5 px11q
u1   v2 ¤ 7 px12q
u1   v3 ¤ 3 px13q
u2   v1 ¤ 8 px21q
u2   v2 ¤ 10 px22q
u2   v3 ¤ 5 px23q
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u3   v1 ¤ 6 px31q
u3   v2 ¤ 4 px32q
u3   v3 ¤ 8 px33q
Para verificar a otimalidade do problema considere a solução obtida pelo Método
de Aproximação de Vogel. $''''''&
''''''%
x11  30, x12  70, x13  0,
x21  30, x22  0, x23  30,
x31  0, x32  50, x33  0,
CT  1230
As equações das variáveis básicas são:
x11 ñ u1   v1  5
x12 ñ u1   v2  7
x21 ñ u2   v1  8
x23 ñ u2   v3  5
x32 ñ u3   v2  4
Esse sistema possui 5 equações e 6 incógnitas, assim, para resolvê-lo atribui-se
valor para uma das variáveis, por exemplo, fazendo u1  0, tem-se:
0  v1  5 ñ v1  5
0  v2  7 ñ v2  7
u2   5  8 ñ u2  3
3  v3  5 ñ v3  2
u3   7  4 ñ u3  3
A partir disso, verifica-se se as variáveis não básicas satisfazem a condição de
minimização cij  ui  vj ¥ 0
Variáveis não básicas (verificar a condição de minimização):
x13 ñ c13  u1  v3  3 0 2  1
x22 ñ c22  u2  v2  10 3 7  0
x31 ñ c31  u3  v1  6 p3q  5  4
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x33 ñ c33  u3  v3  8 p3q  2  9
Como os resultados das variáveis não básicas são não negativos, conclui-se que
a solução é ótima.
Para exemplificar como se procede para otimizar um problema, retoma-se a
solução obtida pelo Método do Custo Mínimo.
$''''''&
''''''%
x11  60, x12  10, x13  30,
x21  0, x22  60, x23  0,
x31  0, x32  50, x33  0,
CT  1260
Com as variáveis básicas forma-se o sistema abaixo:
x11 ñ u1   v1  5
x12 ñ u1   v2  7
x13 ñ u1   v3  3
x22 ñ u2   v2  10
x32 ñ u3   v2  4
Ao se atribuir (u1  0), tem-se:
x11 ñ 0  v1  5 ñ v1  5
x12 ñ 0  v2  7 ñ v2  7
x13 ñ 0  v3  3 ñ v3  3
x22 ñ u2   7  10 ñ u2  3
x32 ñ u3   7  4 ñ u3  3
Agora, verifica-se a condição de minimização nas variáveis não básicas (cij 
ui  vj ¥ 0):
x21 ñ c21  u2  v1  8 3 5  0
x23 ñ c23  u2  v3  5 3 3  1
x31 ñ c31  u3  v1  6 p3q  5  4
x33 ñ c33  u3  v3  8 p3q  3  8
Observa-se que a variável x23 não satisfaz a condição de otimalidade, e que,
portanto, pode contribuir para diminuir ainda mais o valor da função objetivo. Para isso,
segundo [Passos 2008], algumas etapas são necessárias:
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• encontre a variável não básica com maior valor negativo da condição de minimização,
em caso de empate, a escolha é arbitrária;
• faça um circuito entre a variável não básica e outras três variáveis básicas. A variável
não básica deve obter o maior possível, e é essa variável que entrará na base. As
demandas e ofertas devem ser respeitadas;
• com a inserção dessa variável, obtém-se outra solução básica, verifique a otimalidade
desta nova solução e repita o processo até que se encontre a solução ótima.
A tabela 19 apresenta o circuito formado pelas variáveis x23, x13, x12, x22.
Observa-se que o maior valor possível para x23  Ω é 30 pois representa o mínimo
entre a demanda D3 e oferta O2, ou seja, mint60, 30u  30. Assim, x13 passa a 0, x12 a 40
e x22 a 30.
Tabela 19 – Otimizando a solução em x23
Fonte: Elaborado pelo autor.
A tabela 20 apresenta a nova solução obtida. Passa-se agora, a verificar a
otimalidade dessa solução.
As variáveis básicas e seu sistema de equações agora ficam:
x11 ñ u1   v1  5
x12 ñ u1   v2  7
x22 ñ u2   v2  10
x23 ñ u2   v3  5
x32 ñ u3   v2  4
Ao se atribuir u1  0, tem-se:
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Tabela 20 – Segunda solução no processo de verificar a otimalidade
Fonte: Elaborado pelo autor.
x11 ñ 0  v1  5 ñ v1  5
x12 ñ 0  v2  7 ñ v2  7
x22 ñ u2   7  10 ñ u2  3
x23 ñ 3  v3  5 ñ v3  2
x32 ñ u3   7  4 ñ u3  3
Ao se verificar a condição de minimização (cij  ui  vj ¥ 0) nas variáveis não
básicas obtém-se:
x13 ñ c13  u1  v3  3 0 2  1
x21 ñ c21  u2  v1  8 3 7  2
x31 ñ c31  u3  v1  6 p3q  5  4
x33 ñ c33  u3  v3  8 p3q  2  9
Como a variável x21 é negativa, ou seja, a condição de otimalidade não é
satisfeita, conclui-se que a solução ainda não é ótima.
A partir de agora, a variável x21, que possui menor valor de cijuivj , entrará
para a base. A tabela 21 apresenta o circuito formado pela variável não básica x21 e outras
três variáveis básicas x22, x12 e x11.
Pode-se constatar que o maior valor possível para x21  30, pois D1  60,
O2  60 e já transporta-se 30 em x23. Diante disso, tem-se mudança no valor das variáveis:
x22 vai a 0, e por isso, diz-se que x22 sai da base, x12 passa a 70 e x11 vai a 30.
Enfim, certifica-se que a nova solução é ótima, pois é igual à solução adquirida
pela Método de Aproximação de Vogel que já foi confirmada a otimalidade.
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Tabela 21 – Otimizando a solução em x21
Fonte: Elaborado pelo autor.
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7 APLICAÇÕES NO ENSINO MÉDIO
7.1 Resolução do Problema de Transporte Utilizando Planilha Ele-
trônica
7.1.1 COMPREENDENDO O PROBLEMA DE TRANSPORTE
Para uma possível aplicação no Ensino Médio, considere o problema abaixo
que foi inspirado em [Caixeta-Filho 2015].
Suponha que uma empresa é responsável pela distribuição da produção agrícola
de um produtor de arroz paulista. Para isso, deve-se levar em conta todo o custo do
transporte da produção.
Sabe-se que o produtor possui três locais de produção: Fazenda Mariana,
Fazenda Braga e Fazenda Falcão. Considera-se ainda que cada local de produção possui
uma oferta mensal de 100, 150 e 170 toneladas de arroz, respectivamente. Esta produção
deve ser transportada até dois diferentes centros de distribuição que se localizam em
Campinas e Sorocaba, e que requerem uma demanda mensal de 250 e 140 toneladas de
arroz, respectivamente.
Como realizar esse transporte minimizando os custos e atendendo às especifica-
ções do problema?
Para se obter uma melhor compreensão do problema, utiliza-se o grafo repre-
sentado na figura 8. Nele, enumera-se todas as localidades (tanto origens quanto destinos)
com números naturais em ordem crescente. Assim, a Fazenda Mariana é 1, a Fazenda
Braga é 2, a Fazenda Falcão recebe 3, o centro de distribuição de Campinas será 4 e por
fim o centro de distribuição de Sorocaba é 5. Esta enumeração irá facilitar a identificação
das variáveis e a associação com as trajetórias.
7.1.2 MODELANDO O PROBLEMA DE TRANSPORTE
Para modelar este problema deve-se considerar cada variável de decisão como
sendo a quantidade que deve ser transportada da origem i, para o destino j, representada
por xij. Como exemplo, seja a quantidade de arroz que sairá da Fazenda Mariana (1) e
abastecerá o centro de distribuição de Campinas (4). Na notação proposta de enumeração,
será a quantidade a ser transportada de 1 para 4. Logo, a origem será 1 e o destino será 4,
obtendo a variável x14. Da mesma maneira, a quantidade de arroz que sairá da Fazenda
Falcão (3) para o centro de Sorocaba (5), terá origem 3 e destino 5, obtendo a variável x35.
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Figura 8 – Compreendendo o Problema por Grafos
Fonte: Elaborado pelo autor.
Na figura 8 todas as situações possíveis de transporte com suas respectivas
variáveis xij estão ilustradas, bem como as produções de cada fazenda e as demandas de
cada centro de distribuição. Outro detalhe importante é a de que este problema não é
balanceado pois possui uma produção de 420 toneladas e requer uma demanda de 390
toneladas.
Perceba que neste problema logístico, cada fazenda tem a opção de levar seus
produtos a dois diferentes locais, totalizando um total de seis caminhos possíveis, ou seja,
este é um problema de seis incógnitas.
Para a análise dos custos do transporte considere a tabela 22, ela apresenta os
custos de transporte por tonelada de arroz em todas as trajetórias possíveis do problema.
Essa tabela é chamada de matriz dos custos de transporte.
Tabela 22 – Custos de Transporte
R$/ton CD Campinas (4) CD Sorocaba (5)
F. Mariana (1) 12 7
F. Braga (2) 14 8
F. Falcão (3) 11 9
Fonte: Elaborado pelo autor.
Assim, por exemplo, a quantidade a ser transportada de 1 para 4, cuja variável
de decisão é x14, terá um custo de 12x14, pois x14 representa a quantidade, em toneladas,
de arroz a ser transportada e 12 representa segundo a matriz dos custos, o valor, em reais
(R$), do transporte de uma tonelada de arroz nesse possível caminho.
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Utiliza-se o conceito exposto acima para calcular o custo total do transporte.
Perceba que se alguma trajetória não possuir transporte, o valor de sua variável de decisão
é zero, portanto, considera-se todas as trajetórias. A função objetivo fica:
Min C  12x14   7x15   14x24   8x25   11x34   9x35
Com a função objetivo modelada parte-se para as restrições. Sabe-se que o
problema possui três restrições de produção e duas de demanda, ambas mensais. Para
elaborar as restrições, considere a Fazenda Mariana, na qual se atribuiu o valor 1, sua
inequação de produção diz respeito a toda a quantidade de produto que sai de Mariana,
assim, são todas as variáveis que possuem como origem o número 1, que são as variáveis
x14 e x15 no nosso problema. Logo, a soma dessas variáveis, ou seja, toda a produção
da Fazenda Mariana, não pode ultrapassar sua produção de arroz mensal que é de 100
toneladas. Conclui-se que a inequação para tal restrição é:
x14   x15 ¤ 100
O mesmo procede-se com a Fazenda Braga, que se atribuiu o valor 2, e assim,
todas as variáveis que começam com 2 (x24 e x25) somadas não devem ultrapassar a
quantidade mensal produzida pela fazenda que é de 150 toneladas de arroz. O mesmo
procedimento aplicado à Fazenda Falcão, cujo número atribuído é 3, apresenta as variáveis
x34 e x35, que somadas não devem ultrapassar 170 toneladas. As três restrições de produção
(oferta) estão enunciadas abaixo:
x14   x15 ¤ 100
x24   x25 ¤ 150
x34   x35 ¤ 170
Seguindo o processo de modelagem das restrições, concentra-se agora nas
restrições de demanda. Para elas, pensa-se que toda a quantidade de arroz a ser entregue
em cada centro de distribuição deve-se respeitar o valor requerido por cada um. Assim, o
primeiro centro de distribuição requer uma demanda de 250 toneladas, enquanto o segundo
requer 140 toneladas. Os números atribuídos aos dois centros de distribuição foram 4 e
5. Logo, toda variável que terminar em 4, ou seja, que possui como destino o centro de
distribuição de Campinas, representará quantidades em toneladas de arroz chegando em 4.
No problema têm-se x14,x24 e x34. Logo, toda essa quantidade de arroz que chega em 4
deve ser igual a 250 toneladas. A equação para esta restrição é:
x14   x24   x34  250
O mesmo é feito com o centro de distribuição de Sorocaba, cujo número 5 foi
atribuído, e cuja demanda é de 140 toneladas. A equação para esta restrição é:
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x15   x25   x35  145
Por fim, acrescentam-se as condições de não negatividade, as quais impõem
que todas as variáveis de decisão do problema não podem assumir valores negativos.
Abaixo segue o modelo de Programação Linear: função objetivo 7.1, restrições
de oferta 7.2, restrições de demanda 7.3 e as condições de não negatividade 7.4.
Função Objetivo:
Min C  12x14   7x15   14x24   8x25   11x34   9x35 (7.1)
Restrições:
x14   x15 ¤ 100
x24   x25 ¤ 150
x34   x35 ¤ 170 (7.2)
x14   x24   x34  250
x15   x25   x35  145 (7.3)
Condições de não negatividade:
xij ¥ 0, para i  1 e 2; j  3, 4 e 5. (7.4)
Para solução deste problema utiliza-se o Microsoft Excel, e seu suplemento
Solver.
7.1.3 INSTALANDO O SOLVER
Primeiramente, deve-se instalar o suplemento Solver no Excel. No menu «Ar-
quivos» selecionar «opções» conforme Figura 9.
Em seguida, na tela de opções do excel escolher «Suplementos», Figura 10.
Na próxima tela a qual se pode gerenciar os suplementos do Excel selecionar o
suplemento Solver e clicar em «ir», Figura 11.
Após isso, selecionar a opção Solver e clicar em «ok».
Depois desse procedimento tem-se o Solver habilitado. Para verificar a habili-
tação do suplemento, seleciona-se o menu «Dados», o Solver aparece no canto direito da
tela conforme Figura 12.
Com o suplemento devidamente instalado passa-se a inserir informações nas
células. Esse processo pode ser dividido em três fases: colocar os dados na planilha, inserir
os parâmetros no Solver e analisar os resultados.
Capítulo 7. Aplicações no Ensino Médio 79
Figura 9 – Opções do Excel
Fonte: Elaborado pelo autor.
Figura 10 – Suplementos do Excel
Fonte: Elaborado pelo autor.
7.1.4 CRIANDO A PLANILHA PARA SOLUÇÃO
Para a fase de colocar os dados na planilha, primeiramente, cria-se uma tabela
que é a matriz dos custos de transporte. É ela que apresenta todos os custos por tonelada
de arroz nas trajetórias possíveis, Figura 13. Lembre-se da enumeração proposta no início
do problema, esta técnica facilita o entendimento. Coloca-se nas linhas da matriz os locais
de produção e nas colunas os centros de distribuição. Assim, por exemplo, o valor do
transporte da Fazenda Braga (2) até o centro de distribuição de Sorocaba (5) é de R$ 8,00
por tonelada.
Concluído este procedimento, passa-se agora ao fato de incluir na planilha o
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Figura 11 – Encontrando o Suplemento Solver
Fonte: Elaborado pelo autor.
Figura 12 – Verificando a instalação do Solver
Fonte: Elaborado pelo autor.
campo dos resultados. Para isso, cria-se uma matriz de mesma ordem da matriz de custos,
ou seja, uma matriz que possua a mesma quantidade de linhas e colunas, porém com
todos os seus elementos em branco. São esses elementos que representam as variáveis de
decisão e que fornecerão o melhor transporte a ser realizado. Por exemplo, o resultado que
aparecer na célula da primeira linha (Fazenda Mariana), enumerada como 1, com a primeira
coluna (centro de distribuição de Campinas), enumerada como 4, será a quantidade a ser
transportada de 1 para 4, ou seja, x14.
Abaixo da matriz dos resultados inclui-se uma linha para o custo total do
transporte. A Figura 14 apresenta a planilha após esses procedimentos.
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Figura 13 – Inserindo a Matriz dos Custos de Transporte
Fonte: Elaborado pelo autor.
Figura 14 – Inserindo a Matriz dos Resultados
Fonte: Elaborado pelo autor.
A próxima etapa agora é a de se inserir os dados das restrições. Em nosso
problema, verifica-se a presença de 5 restrições, sendo 3 de produção e 2 de demanda.
Assim, enumera-se 5 restrições, cada uma representando uma inequação ou equação do
problema. Além disso, coloca-se em sequência na planilha todas as variáveis seguidas de
LE (lado esquerdo) e LD (lado direito). O LE representa o lado esquerdo da restrição,
assim como LD representa o direito, Figura 15.
Embora algumas literaturas representem LE de disponibilidades e LD de
necessidades, ou ainda apresentem termos como LEE para se referir a lado esquerdo
da equação e LEI para lado esquerdo da inequação, neste trabalho, com o intuito de
uniformizar um processo de ensino-aprendizagem ao aluno, foi escolhido apenas o termo
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que designe o lado da expressão. É importante manter uma uniformidade nesses passos
para que não haja sempre um efeito surpresa ao educando. E assim, quando o PPL possuir
restrição de igualdade comenta-se que é uma equação, bem como uma inequação no caso
de ser uma desigualdade.
A uniformidade na inserção das restrições facilita a aprendizagem do educando,
pois qualquer modelo de Programação Linear pode ser representado com esse raciocínio.
Assim, primeiramente, tem-se a assimilação das três fases para a resolução por meio de
planilhas eletrônicas, e com o tempo, comentam-se novos conceitos. Essa fragmentação do
ensino motiva o discente, pois ele consegue acompanhar as etapas, sentindo-se inserido em
um contexto de ensino-aprendizagem.
Figura 15 – Inserindo as Restrições
Fonte: Elaborado pelo autor.
7.1.5 INSERINDO OS DADOS NA PLANILHA
De posse da planilha, passa-se a completá-la com os coeficientes de cada uma
das restrições. Como exemplo, tem-se a primeira restrição:
x14   x15 ¤ 100
seus coeficientes são: 1 para x14 e x15, e 0 para as demais variáveis de decisão. O LE ainda
não será utilizado e o LD é 100. Faz-se o mesmo com as outras duas restrições de produção,
uma da fazenda Braga com: coeficientes 1 para x24 e x25, e 0 caso contrário, LD igual a
150 toneladas. Lembre-se que:
x24   x25 ¤ 150
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E a última, a fazenda Falcão, com coeficiente 1 para x34 e x35, e 0 para as
demais variáveis com LD de 170. Sua inequação é:
x34   x35 ¤ 170
Um bom conceito de trabalhar neste ponto é o de, por exemplo, na restrição
de produção 1, que é da Fazenda Mariana, pensa-se que toda a quantidade de arroz que
sai deste local não pode ultrapassar sua produção que é de 100 toneladas mensais. Diante
disso, salienta-se que a produção que sai desta fazenda é identificada pelas variáveis de
decisão que começam com o índice 1, no nosso exemplo, x14 e x15. Com isso, a inequação
fica com este significado.
Além das restrições de produção, têm-se as de demanda. Nelas, trabalha-se o
conceito que a quantidade de arroz que chega aos centros de distribuição deve ser igual à
requerida por eles. Portanto, no caso do centro de Campinas, as variáveis com final 4 no
índice (x14, x24, x34) são as que chegam neste centro, e têm coeficiente igual a 1, ao passo
que a demanda desse centro de distribuição é de 250 toneladas.
A Figura 16 apresenta todos os coeficientes das restrições na planilha.
Figura 16 – Planilha com todos os dados inseridos
Fonte: Elaborado pelo autor.
Até aqui se tem apenas uma metodologia de tabular os dados do problema. A
partir de agora, passa-se a calcular o custo e o LE do modelo com o uso das células.
7.1.6 OPERAÇÕES NA PLANILHA
Para o custo, insere-se na célula do custo, o cálculo da função objetivo. Lembre-
se que a função objetivo é dada por:
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Min C  12x14   7x15   14x24   8x25   11x34   9x35
Diante do exposto acima, vislumbra-se que se deve somar a multiplicação do
custo por tonelada com o número de toneladas a ser transportado em cada trajetória.
Para isso, clica-se sempre na célula da matriz dos custos, que é o custo do
transporte, e multiplica-se pela célula da matriz dos resultados correspondente, que é a
variável de decisão que estará em branco, ver Figura 17.
Figura 17 – Calculando o custo total de transporte
Fonte: Elaborado pelo autor.
Nesta fase, em uma atividade prática, procura-se orientar os alunos para o fato
de que as duas matrizes ficam “casadas”, ou seja, tem-se uma multiplicação elemento a
elemento entre as matrizes. Ao se clicar «enter» o custo total aparece como zero.
Para o LE, necessita-se, em cada restrição, calcular esta operação com as células.
Uma ferramenta útil do Excel que diminui tal operação é a seguinte: calcula-se o LE
da primeira restrição levando-se em consideração todas as variáveis, ou seja, faz-se uma
multiplicação de cada coeficiente com sua respectiva variável, conforme a Figura 18.
Embora apenas as variáveis x14 e x15 possuam coeficientes 1, considera-se todas
as variáveis de decisão, pois, quando o coeficiente é zero, esta variável não influenciará na
restrição.
Logo em seguida, travam-se as células que são as variáveis de decisão, pois estas
células serão as mesmas para todas as restrições. Apenas os coeficientes das restrições que
mudam. Para travar a célula, aperta-se «F4» com o cursor no meio das coordenadas da
célula. Por exemplo, para travar a célula C4, basta colocar o cursor entre o C e o 4 e clicar
em F4. Após este procedimento, aparece $C$4, e então a célula está travada.
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Figura 18 – Calculando o LE das restrições
Fonte: Elaborado pelo autor.
Em seguida, coloca-se o cursor no canto inferior direito da célula, onde foi
calculado o LE, clica-se e arrasta-se até a última célula LE da última restrição. Com isso,
o Excel fará a mesma operação em todas as restrições.
7.1.7 INSERINDO DADOS NO QUADRO DO SOLVER
A partir de agora, procura-se inserir as informações do problema no suplemento
Solver. Para isso, prossegue-se da seguinte forma. Na aba superior clica-se em «dados»,
em seguida, «solver».
Agora, insere-se os dados colocados até agora nas planilhas na janela de
parâmetros Solver. Primeiramente, em “Definir Objetivo” clica-se na célula a qual o custo
foi calculado, no nosso exemplo, a célula C16. Veja Figura 19.
Em seguida, escolhe-se a opção de “Min”, pois o problema é de minimização.
Agora, com o cursor no campo “Alterando Células Variáveis” inserem-se as
variáveis de decisão. Para isso, basta clicar no campo da variável x14, que no exemplo está
na célula C13, e arrastá-la até a última variável de decisão x35, célula D15 do exemplo.
Ver Figura 20.
No campo “Alterando Células Variáveis” aparece a primeira célula, seguida de
: (dois pontos) e a última célula que clicamos, Figura 21.
Neste instante, passa-se a adicionar as restrições. Para tal, basta clicar em
«Adicionar» que uma nova janela é aberta. Nela, coloca-se na “Referência de célula” a
célula a qual foi calculado o LE, o símbolo “¤”para as restrições de produção e “=” para
as restrições de demanda, e a célula do LD correspondente no campo “Restrição”. Assim,
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Figura 19 – Inserindo o objetivo no Solver
Fonte: Elaborado pelo autor.
Figura 20 – Inserindo as variáveis de decisão
Fonte: Elaborado pelo autor.
a restrição 1 corresponde a Figura 22. Ao clicar em «adicionar», uma nova janela é aberta
para que se insira outra restrição. Após colocar todas as restrições clica-se em «OK».
O processo das outras restrições de produção podem ser vistos nas Figuras 23
e 24.
Nas restrições de demanda tem-se o mesmo aspecto com uma alteração do sinal,
pois, o LE continua no campo “Referência de Célula”, o LD correspondente no campo
“Restrição” e o sinal passa a ser “=”. A Figura 25 ilustra este processo para a primeira
restrição, as demais seguem o mesmo raciocínio.
Antes de seguir adiante, salienta-se que ao adicionar todas as restrições e clicar
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Figura 21 – Quadro do Solver com as Variáveis de Decisão Inseridas
Fonte: Elaborado pelo autor.
Figura 22 – Inserindo as Restrições
Fonte: Elaborado pelo autor.
Figura 23 – Segunda Restrição de Produção
Fonte: Elaborado pelo autor.
Figura 24 – Terceira Restrição de Produção
Fonte: Elaborado pelo autor.
em «OK», no campo “Sujeito às Restrições” dos Parâmetros do Solver, observa-se todas
as restrições colocadas no problema. Esse é um bom momento para verificar se as células
correspondentes entre o LE e LD possuem o mesmo número, e se o sinal das restrições
está certo, conforme figura 26.
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Figura 25 – Primeira Restrição de Demanda
Fonte: Elaborado pelo autor.
Figura 26 – Verificando as Restrições no Quadro do Solver
Fonte: Elaborado pelo autor.
Por fim, seleciona-se a opção “Tornar Variáveis Irrestritas Não Negativas”, para
se garantir que as variáveis de decisão obedeçam as condições de não negatividade.
Além disso, escolhe-se como Método de Solução, no campo “Selecionar um
Método de Solução”, LP Simplex. Na Figura 26, vislumbra-se tanto a seleção da opção de
“Tornar Variáveis Irrestritas Não Negativas” quanto à de escolha do método de solução.
Concluídas todas estas etapas, ao se clicar em «Resolver», o problema apresenta
sua solução. Para verificá-la, pressiona-se em «OK».
7.1.8 ANALISANDO OS RESULTADOS
Com a solução, consegue-se analisar exatamente como se proceder o transporte
a fim de que o custo seja mínimo. A matriz dos resultados informa todo este processo.
Assim, no campo correspondente à variável de decisão x14, e que aparece 80, ver Figura
27, tem-se a informação de que a quantidade de arroz a ser transportada de 1 para 4, ou
mais precisamente, da fazenda Mariana para o centro de distribuição de Campinas, é de
80 toneladas.
Ao se analisar a matriz dos resultados, estabelece-se a melhor forma de realizar o
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transporte. Outra informação, é a de que o LE representa, para as três primeiras restrições,
a quantidade, em toneladas, de arroz que foi transportado. Assim, conclui-se que a fazenda
Braga utilizou 120 toneladas das 150 existentes.
Finalmente, constata-se o custo total do transporte de R$ 3.930,00.
Figura 27 – Planilha Final do Problema de Transporte
Fonte: Elaborado pelo autor.
Uma boa argumentação para se utilizar esta técnica pode ser evidenciada
quando se altera no Solver o critério de minimizar para maximizar o custo. A Figura
28 mostra o resultado quando se altera o problema. Verifica-se que o custo total passou
a ser de R$ 4.560,00, um aumento percentual de 16%. Isso mostra a importância desse
conhecimento para a tomada de decisão.
Figura 28 – Maximizando os Custos de Transporte
Fonte: Elaborado pelo autor.
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7.2 Programação Linear para deficientes visuais, um estudo do Mé-
todo Gráfico
Esta aplicação foi motivada pela dificuldade de professores em ministrar aulas
para deficientes visuais e da falta de material pedagógico.
As habilidades e competências neste aprendizado vão além da Programação
Linear, pois mostra-se uma modelagem matemática da vida cotidiana, seus resultados
e possíveis inferências, além de envolver diversos conteúdos matemáticos por meio do
Multiplano.
O objetivo é que esta atividade sirva de suporte para professores de matemática
ao inserir o educando deficiente visual nas competências da matemática aplicada.
Para isso, considere um problema baseado em [Caixeta-Filho 2015]:
Um produtor rural possui uma área de 10 hectares para o plantio de soja e
milho. Suponha que se tem disponível para o período de semeadura 12 funcionários e
que um hectare de soja requer 2 funcionários para o plantio ao passo que o hectare de
milho requer apenas 1 funcionário. Sabe-se que a contribuição no lucro por hectare é de
R$ 100,00 para a soja e R$ 80,00 para o milho.
Atribuindo x a quantidade de hectares de soja e y a quantidade de milho,
tem-se o seguinte modelo de Programação Linear:
Maximizar L  100x  80y
x  y ¤ 10
2x  y ¤ 12
x ¥ 0, y ¥ 0
Inicialmente, apresenta-se o conceito de Plano Cartesiano por meio do Multi-
plano. Salienta-se a noção de quadrantes e que, devido as condições de não negatividade,
a solução estará no primeiro quadrante. A figura 29 apresenta o Plano Cartesiano no
Multiplano. Nota-se que o educando cego, sente a divisão dos quadrantes por meio da
divisão feita pelos elásticos e que os furos do Multiplano representam os pontos do plano.
Para melhorar a descrição do problema, considera-se que todo o Multiplano
represente somente o 1o quadrante. Em seguida, passa-se a determinar a região de soluções
factíveis que, no plano, é chamado polígono de soluções factíveis. Primeiramente, descreve-
se a região dada pela inequação x  y ¤ 10. Para isso, determina-se dois pontos distintos
da reta x   y  10. Orienta-se o educando que encontre, de preferência, os pontos que
interceptam os eixos coordenados. Utilizou-se um instrumento manufaturado para realizar
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Figura 29 – Plano Cartesiano no Multiplano
Fonte: Elaborado pelo autor.
operações algébricas. É importante salientar que busca-se uma forma de o educando cego
realizar cálculos algébricos em uma sequência lógica, ou seja, consiga representar os passos,
por meio do instrumento, de um processo algébrico. A figura 30 ilustra como obter o ponto
(0,10). Analogamente, encontra-se o ponto (10,0).
Figura 30 – Encontrando o ponto (0,10) na reta x  y  10
Fonte: Elaborado pelo autor.
De posse dos dois pontos (0,10) e (10,0), representa-se a reta no Multiplano,
figura 31. O ponto mais inferior esquerdo do Multiplano considera-se a origem, e assim, deve-
se orientar o educando de que as coordenadas desse ponto é Op0, 0q. Além disso, apresenta-
se o conceito de desigualdade, e representa-se a região determinada pelas inequações
x  y ¤ 10, x ¥ 0 e y ¥ 0 como sendo a área abaixo da reta x  y  10 no 1o quadrante,
conforme figura 31.
Analogamente, determina-se a região da restrição 2x   y ¤ 12, no entanto,
para se encontrar a ordenada, ao substituir x por zero, percebe-se uma necessidade de
diferenciar o número 20, da operação 2  0. Assim, conforme o ilustrado na figura 32,
inseriu-se o símbolo da multiplicação para representar a operação 2 0. O ponto p6, 0q é
obtido com o mesmo processo.
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Figura 31 – Plano determinado por x  y ¤ 10, x ¥ 0 e y ¥ 0
Fonte: Elaborado pelo autor.
Figura 32 – Encontrando o ponto (0,12) na reta 2x  y  12
Fonte: Elaborado pelo autor.
A região determinada pela inequação 2x  y ¤ 12 está representada na figura
33.
Figura 33 – Plano determinado por 2x  y ¤ 12, x ¥ 0 e y ¥ 0
Fonte: Elaborado pelo autor.
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Em seguida, delimita-se o polígono de soluções factíveis, para isso, deve-se antes
determinar o ponto de interseção das retas x  y  10 e 2x  y  12. A figura 34 mostra a
resolução do sistema linear, e como descobrir as coordenadas do ponto p2, 8q. Orienta-se o
educando a utilizar o instrumento de cálculo em colunas de operações algébricas, assim,
na coluna da esquerda tem-se a subtração de uma equação por outra1, que resulta em
x  2. Na coluna do meio, toma-se uma das equações do sistema, geralmente a mais fácil,
e atribui-se o valor encontrado, no caso, x  2. Com isso, obtém-se a ordenada do ponto
y  8.
Figura 34 – Resolução de Sistema Linear
Fonte: Elaborado pelo autor.
A figura 35 apresenta o polígono de soluções factíveis ao satisfazer todas as
restrições e a condição de não negatividade.
Figura 35 – Polígono de Soluções Factíveis
Fonte: Elaborado pelo autor.
Por fim, constata-se que, como o problema possui solução ótima em um dos
vértices do polígono da figura 35, basta encontrar em qual vértice, Op0, 0q, Ap6, 0q, Bp2, 8q
ou Cp0, 10q, a função objetivo possui maior lucro. A tabela 7.2 apresenta os valores da
1 Veja que este é um possível processo para solução de sistema linear.
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Tabela 23 – Encontrando o ponto ótimo
Ponto x y fpx, yq  100x  80y
A 6 0 600
B 2 8 840
C 0 10 800
Fonte: Elaborado pelo autor.
função objetivo em cada um dos vértices. Esta tabela pode ser representada no instrumento
de cálculo algébrico.
Nota-se que o ponto ótimo possui coordenadas p2, 8q, portanto, para se obter
o maior lucro, deve-se plantar 2 hectares de soja e 8 hectares de milho. Alguns outros
conceitos podem ser explorados, como as curvas de nível e sensibilidade (mudança nos
parâmetros da função objetivo). Para isso, utiliza-se o bastão presente no Multiplano. A
figura 36 ilustra esta possível ferramenta para auxiliar a compreensão dos conceitos acima
mencionados.
Figura 36 – Curvas de Nível e Sensibilidade
Fonte: Elaborado pelo autor.
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8 CONSIDERAÇÕES FINAIS
Com esse estudo, constatou-se que a Programação Linear é um assunto per-
tinente a ser explorado no Ensino Médio, pois envolve diversos conceitos matemáticos
que fazem parte do currículo, e que muitas vezes, não tem significado para os educandos.
Dentre esses conteúdos que podem ser aplicados, destaca-se a resolução de um sistema
de inequações lineares, presentes no Método Gráfico, bem como operações matriciais da
álgebra linear presentes no Método Simplex.
Na aplicação dos conceitos de PL, ao propor a mediação do processo de ensino-
aprendizagem, por meio da resolução de uma situação problema, que retrate a realidade
da comunidade escolar, pretende-se apresentar a relevância do tema na gestão da tomada
de decisão, seja em situações de controle dos recursos naturais, cada vez mais escassos,
seja na área econômico-financeira da administração pública ou privada. Além disso, a
visualização de todo o processo de solução de um problema, envolve o conhecimento de
inúmeros assuntos matemáticos, e mostra a importância de seu estudo, e por isso, pode
ser um grande motivador de aprendizado nos educandos.
Outra consideração é a de que uma sociedade pode vir a ser mais inclusiva
quando se tem políticas públicas voltadas para tal finalidade, pois este trabalho, que vem
após a Lei No 13.146 de 6 de julho de 2015, que assegura, dentre outras garantias, o acesso
de pessoas deficientes a educação, e do programa de estímulo à formação continuada de
professores de matemática, o PROFMAT, pode contribuir, por meio de uma possível meto-
dologia para o ensino-aprendizagem de Programação Linear para deficientes visuais, para
o desenvolvimento da política de inclusão, ampliando a pesquisa de práticas pedagógicas
voltadas para esse ensino.
O Multiplano e o instrumento para cálculo algébrico são tecnologias usadas
nessa pesquisa que auxiliam o processo de ensino-aprendizagem dos educandos, e tornam
possível uma representação de conceitos matemáticos por parte de deficientes visuais e
portanto, se mostram importantes ferramentas a serem difundidas no magistério.
Os modelos de transporte possuem características singulares, tanto na formu-
lação quanto na solução, pois mostram os conceitos do Método Simplex em resoluções
dinâmicas de tabelas, além da verificação da otimalidade do sistema com a perturbação de
uma variável não básica. Ademais, tratam de um problema logístico de fácil compreensão
e da consonância de sua aplicabilidade.
Vale destacar, que com o crescimento do mundo digital, cada vez mais os
processos de mediação de conhecimento, podem utilizar tecnologias para coadjuvar o
desenvolvimento da assimilação dos conteúdos, assim, a proposta pedagógica de resolver
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o problema do transporte com o auxílio de um software, representa esta interação dos
conhecimentos teóricos com recursos computacionais na busca da solução dos diversos
problemas do cotidiano.
Espera-se que esta dissertação venha a contribuir tanto para o estímulo do
estudo de matemática nos educandos, quanto de suporte pedagógico para docentes que
atuam no Ensino Médio, melhorando o processo de ensino-aprendizagem de conceitos do
conteúdo programático de matemática, com situações problema próximas a realidade da
comunidade escolar e, além de que, mediante uma educação com recursos tecnológicos,
empenha-se em colaborar por uma sociedade mais inclusiva e eficiente.
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APÊNDICE A – CONCEITOS DE
ÁLGEBRA LINEAR
Definição A.1. Um espaço vetorial real é um conjunto V, não vazio, com duas operações:
soma, VV  ÝÑV , e multiplicação por escalar, RV .ÝÑV , tais que, para quaisquer u,v,w P V
e a, b P R, as propriedades i) a viii) sejam satisfeitas.
Propriedades:
i) pu  vq  w  u  pv wq
ii) u  v  v  u
iii) Existe 0 P V tal que u  0  u.
iv) Existe u P V tal que u  puq  0.
v) apu  vq  au  av
vi) pa  bqv  av  bv
vii) pabqv  apbvq
viii) 1u  u
Definição A.2. Dado um espaço vetorial V, um subconjunto W, não vazio, será um
subespaço vetorial de V se:
i) Para quaisquer u, v P W tivermos u  v P W .
ii) Para quaisquer a P R,u P W tivermos au P W .
Definição A.3. Um vetor v P V , sendo V um espaço vetorial real (ou complexo), é uma
combinação linear dos vetores v1,v2, . . . ,vn P V se existirem escalares a1, . . . , an números
reais (ou complexos)tais que
v  a1v1   a2v2   . . .  anvn
Definição A.4. Seja V um espaço vetorial e B um subespaço de V . Dizemos que W é
um subespaço gerador de V , se todo vetor de V for uma combinação linear de um número
finito de vetores de W . Usamos a notação
W  rv1, . . . ,vns
[Boldrini et al. 1986] insere que formalmente pode-se escrever
W  rv1, . . . ,vns  tv P V ;  . . .  anvn, ai P R, 1 ¤ i ¤ nu
Definição A.5. Sejam V um espaço vetorial e v1,v2, . . . ,vn P V . Dizemos que o conjunto
tv1,v2, . . . ,vnu é linearmente independente (LI), ou que os vetores v1,v2, . . . ,vn P V são
LI, se a equação
a1v1   a2v2   . . .  anvn  0
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implica que a1  a2  . . .  an  0.
Se a implicação não ocorrer, ou seja, se existir um ai  0, dizemos que
tv1, . . . ,vnu é linearmente dependente (LD), ou que os vetores v1, . . . ,vn são LD. Conforme
demonstra [Boldrini et al. 1986], há uma outra maneira de caracterizar vetores linearmente
dependentes, descrita como teorema abaixo.
Teorema A.1. tv1,v2, . . . ,vnu é LD se, e somente se um destes vetores for uma combi-
nação linear dos outros.
Definição A.6. Seja V um espaço vetorial e W um subconjunto de V . Dizemos que W é
uma base de V se:
i) W for subespaço gerador de v e
ii) W for linearmente independente.
Teorema A.2. Seja um espaço vetorial V gerado por um conjunto finito de vetores
v1,v2, . . . ,vn. Então, qualquer conjunto com mais de n vetores é necessariamente LD.
Corolário A.1. Qualquer base de um espaço vetorial tem sempre o mesmo número de
elementos, chamado de dimensão de V e denotado por dimV .
[Coelho e Lourenco 2013] afirma que se V , um espaço vetorial, admite uma
base finita, então o número de elementos da base é a dimensão de V , e que, caso contrário,
a dimensão de V é infinita.
Teorema A.3. Qualquer conjunto de vetores LI de um espaço vetorial V de dimensão
finita pode ser completado de modo a formar uma base de V .
Corolário A.2. Se dimV  n, qualquer conjunto de n vetores LI formará uma base de
V .
Teorema A.4. Dada uma base β  tv1,v2, . . . ,vnu de V , cada vetor de V é escrito de
maneira única como combinação linear de v1,v2, . . . ,vn.
Definição A.7. Sejam β  tv1,v2, . . . ,vnu base de V e v P V onde v  a1v1   a2v2  
. . . anvn. Denominamos a1, . . . , an de coordenadas de v em relação à base β e denotamos
por
rvsβ 


a1
...
an
fi
ffiffifl
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APÊNDICE B – RELAÇÕES DE
CONVEXIDADE
Definição B.1. Um conjunto X em Rn é uma variedade linear se para todos os pontos
x1, x2 P X e para todo λ real, o ponto λx1   p1 λqx2 pertence a X.
Definição B.2. Sejam A e B dois pontos do Rn. O segmento de extremos A e B é o
conjunto AB de pontos Rn, dado por:
AB  tλA  p1 λqB; λ P r0, 1su
Definição B.3. Um subconjunto S do Rn é chamado convexo se para quaisquer dois
pontos A e B de S o segmento AB está inteiramente contido em S.
Definição B.4. Um ponto x P X é uma combinação convexa de x1, x2, . . . , xp, pontos de
X se e somente se tivermos x  λ1x1   λ2x2   . . .   λpxp, com λi ¥ 0, i  1, 2, . . . , p e
λ1   λ2   . . .  λp  1
Definição B.5. Um hiperplano do Rn é um conjunto da forma
H  tx P Rn | xa, xy  cu,
onde a é um vetor não nulo em Rn e c P R.
Definição B.6. Um hiperplano em Rn é uma variedade afim de dimensão n 1.
Lema B.1. Todo hiperplano no Rn é um conjunto convexo.
O vetor não nulo a é chamado de vetor normal ou gradiente do hiperplano,
[Bazaraa, Jarvis e Sherali 2010]. O hiperplano divide o Rn em dois subespaços (H¡ e H ).
Distingui-se também semiespaço aberto (o que não contém o hiperplano) de semiespaço
fechado (o que contém o hiperplano).
Definição B.7. Seja a um vetor não nulo em Rn e c P R. O subconjunto no Rn definido
por H¡  tx P Rn| xa, xy ¡ cu é denominado semiespaço aberto positivo e o subconjunto
H   tx P Rn| xa, xy   cu é denominado semiespaço aberto negativo. Da mesma maneira,
o subconjunto no Rn definido por H¥  tx P Rn| xa, xy ¥ cu é um semiespaço fechado
positivo e o subconjunto H¤  tx P Rn| xa, xy ¤ cu é um semiespaço fechado negativo.
Lema B.2. Qualquer semiespaço em Rn é um conjunto convexo.
Teorema B.1. A intersecção de conjuntos convexos é um conjunto convexo.
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Definição B.8. Uma região poliedral, ou simplesmente poliedro, Ω  Rn é a interseção
de uma quantidade finita de semiespaços fechados do Rn.
A definição B.8 pode ser interpretada conforme cita [Amorin 2013], poliedro é
o conjunto solução de um número finito de igualdades e desigualdades lineares.
Lema B.3. Um conjunto poliedral no Rn é convexo.
Definição B.9. Um conjunto X  Rn é limitado, se existirem constantes ki P R, i 
1, . . . , n tais que, se px1, . . . , xnq P X então xi ¤ ki, i  1, . . . , n.
Definição B.10. Seja S  Rn. Dizemos que S é um politopo, se S é um poliedro convexo.
Definição B.11. Um ponto x em um conjunto convexo X, é um ponto extremo de X, se
não existirem dois pontos distintos x1 e x2 em X tais que x  λx1   p1 λqx2 para algum
λ, 0   λ   1.
[Boldrini et al. 1986] cita de forma diferente, segundo ele, P é vértice de um
poliedro se e, somente se, P está em um segmento AB contido no poliedro então P  A
ou P  B.
