Abstract-Network traffic classification is the foundation of many network research works. In recent years, the research on traffic classification and identification based on machine learning method is a new research direction. Support Vector Machine (SVM) is the one of the machine learning method which performs good accuracy and stability. However, the traditional classification performance of SVM is not ideal. We proposed an optimized method which can improve the performance of SVM greatly. we extracted feature subset with wrapper approach and calculated the optimal working parameters automatically based on grid search algorithm. We applied this method to two-class SVM classifier. The simulation results validated that all of the flows' average accuracy reaches 99.64%, average feature dimension reduces 20% than original dimension and average elapsed time is shorter 98.88% than traditional SVM. The optimized method can reduce feature dimension, shorten elapsed time, improve the performance of SVM classifier obviously.
I. INTRODUCTION
Network traffic classification is important in many areas such as Quality of Service (QoS), network security, and performance monitoring. Traditional traffic classification mainly has four kinds of approaches: 1) Based on port numbers. The Internet Assigned Numbers Authority (IANA) has planned a special TCP/UDP service port for each application. In the method of traffic classification based on port numbers, the source port and destination port field in packet are detected, and the detection value is related to the application service port [1] , [2] . But the specified ports by IANA [3] are not enough assigned, some of the public ports are used in different applications. In addition, in order to avoid detection, some applications fake the default port of the other applications with port obfuscation techniques. Due to these factors, the accuracy of traffic classification based on ports numbers decreases largely. This approach does not adapt to the present network classification. 2) Based on Deep Packet Inspection (DPI). DPI can be seen as the most accurate method of the network classification [4] , [5] . This method is based on inspection of the Manuscript received May 12, 2015 ; revised September 20, 2015. Corresponding author email: caojie@nedu.edu.cn. doi:10.12720/jcm.v.n.p-p packets' payload. It relies on a database of signatures which is associated to application protocols, and searches each packet for strings that match any of the signatures. However, some private protocols and random encryption flows come out. It leads to the low accuracy of classification [6] . 3) Based on the network protocol analysis. Traffic classification based on the network protocol analysis is able to descript exclusive behavior of the application by analyzing communication protocol of the special application. The drawbacks of the methods can be summarized as follow: firstly, non-standard applications and resolution of the encryption protocol are very difficult; secondly, version evolution needs to reresolution; last but not the least, some algorithms of network factors affect the classification results. 4) Based on statistical technique. In order to overcome the drawbacks of traditional traffic classification, machine learning techniques were proposed [7] . This method calculates statistical information of specific application flow by all kinds of machine learning algorithm to classify the network traffic. The problem of accurate classification of machine learning method, however, is difficult to find the most effective feature set and the optimal parameters of classifier. All of these need to be solved in further.
Nowadays, machine learning methods of traffic classification mainly include: SVM [8] , naï ve Bayes [9] , K-NN [10] , K-means [11] , C4.5 decision tree [12] etc. Support Vector Machine (SVM) is known to be one of the best machine learning algorithms to classify abnormal behaviors. We choose SVM to classify the traffic flows and improve its performance further.
The remainder of this paper is structured as follows. In Section 2 we introduce the related work about network traffic classification. In Section 3 we describe the methodology about feature selection and parameters optimization on SVM classifier. In Section 4 we evaluate our proposed implemented approach and its results. In Section 5 we present the conclusions of this work and the next step work in future.
II. RELATED WORK
In recent years, network traffic classification based on machine learning technique is mainly as follows. Alberto Dainotti [7] reviewed recent achievements and discuss future directions in network traffic classification. Branch et al. [12] applied the C4.5 algorithm using different conjunctions of flow features from packet lengths, inter arrival times, and statistics of large packets. Moore and Zuev [9] employed a Naive Bayes estimator to distinguish the traffic based on the application level protocol. Jun Zhang et al. [10] proposed a novel nonparametric approach for traffic classification, which can enhance the classification effect by incorporating correlated information into the classification process. A. Finamore et al. [13] presented a fully unsupervised algorithm which based on K-means clustering algorithm to identify classes of traffic inside an aggregate. The algorithm augmented with a mechanism to automatically determine the number of traffic clusters.
The main researching works of traffic classification based on SVM is as follows. Yuan Ruixi et al. [14] selected feature from a network flow and adopted a discriminator selection algorithm to obtain the optimal feature subset. Jun Tan et al. [15] selected the best feature subset using Genetic Algorithm, and then calculated the correspondence weight of each feature selected by Particle Swarm Optimization (PSO). S. Valenti et al. [16] presented a novel methodology based on SVM to accurately classify the traffic generated by P2P-TV applications, only relying on the count of packets they exchange with other peers during small time-windows. Lei Ding et al. [17] presented an adaptive wavelet kernel based on density SVM approach for P2P traffic classification.
III. METHODOLOGY

A. SVM Algorithm
Vapnik [18] proposed SVM. SVM is based on structural risk minimization principle which the decision rules are derived from the limited training samples and the error is smaller according to the independent test set. Therefore, SVM is an effective supervised machine learning approach.
SVM developed from linear separable maximummargin hyperplane. Maximum-margin line can separate two type samples correctly, ensure the training error rate is 0 and let the distance between the nearest two type data samples is the farthest. In high dimension space, maximum-margin line is maximum-margin hyperplane. To solve the non-linear classification problem, SVM use kernel transformation function. In Fig. 1 ,  is nonlinear transformation, it mapping random vector x to the high dimensional feature space.
If the function K is found, and K meets the equation
can be used to classification. The equation (1) is the classification function.
Kernel function has mainly four types: linear kernel, gusset radial kernel, polynomial kernel, sigmoid kernel. RBF kernel is suitable for various conditions and the parameters needed are less. So, we choose RBF kernel function.
B. Feature Selection
SVM train the multidimensional attribute features each possessing different weight on classification. Adding some the features, however, will lead to a performance decline of SVM classifier. So the feature selection affects the accuracy of SVM classification directly.
The approach of feature selection involves filter approach and wrapper approach. The feature evaluation of filter algorithm is independent to the specific machine leaning algorithms, and the algorithm is only depends on the data set itself. Wrapper algorithm evaluates the feature set according to the performance of machine learning, and ensures that the selected feature set has a higher accuracy in the later process of machine learning. In our experiment, we adopt wrapper algorithm, the process is described as follows:
Step 1: According to the increasing number of features, the new feature subsets are composed. The accuracy of classification according to the each feature subset is recorded based on SVM classifier.
Step 2: The highest classification accuracy is calculated of the each traffic flow according to the feature subsets in step1.
Step 3: The accuracy will be the highest in some feature number of the each traffic flow. Get this feature number and compose the optimal feature subset.
C. Parameters Optimization
The key to the performance of classification is the parameters when the kernel function is determined. We adopt the RBF kernel function. How to derive the optimal penalty parameter C and RBF kernel function parameter  is very important.
If the value of  is larger, then   , i K x x is smaller and to become zero. This can lead to over learning problem.
Conversely, If the value of  is smaller, then   , i K x x is to become one. All the non-training samples will be divided into the category which its number of training samples is larger. The effect of penalty factor C on system is that it can adjust the confidence range of SVM. When C is small, the accuracy of the test set will be relatively low. With the value of C increasing, the accuracy will gradually increase. While C increases to a certain value, the change of the test set accuracy will be steady.
Therefore, the penalty factor C and RBF kernel function  have a significant impact on the performance of SVM. Choose the appropriate parameter combination   , C  will enhance the performance of SVM greatly.
IV. EVALUATION
A. Data Set
In this study, we used the Andrew Moore datasets. The datasets consist of 10 separate sub data sets each from a different period of the 24-hour day [4] . The flow consists of data packets which have the same attributes. In our experiments, we extracted samples randomly within 3000 from every subset to build the new datasets, and we deleted the traffic flows of Games and Interactive which the samples were very few. The composition of the data set is presented in Table I . 
B. Data Processing
Before training, the data set needs to be processed that can improve the performance of classification. By scaling, the data can avoid the data scale effect. With libSVM [19] , we set the RBF kernel parameters are default value, that is C =1,  =0.004. We set the half of the samples as the training set, and the remainder samples as the testing set. The accuracy of the original and scaling data set are shown in Table II . After scaling, the average accuracy is 8.34% higher than original data set. 
C. Feature Selection
The classification performance of SVM is better after scaling, however, the high feature dimension causes the longer training time and higher computational complexity of the SVM classifier. Therefore, we propose the wrapper feature selection approach in Section III-B. Through this approach, we get the each flow's accuracy according to the feature numbers which is shown in Fig. 2 to Fig. 11 . The accuracy will be the highest in some feature number of the each traffic flow. Get this feature number and compose the optimal feature subset. The number and accuracy (%) of the feature subset are shown in Table III . After feature selection, all of flows' average accuracy reaches 98.69%. Average feature dimension reduces 20% than original dimension. 
D. Parameters Optimization
In order to further improve accuracy of classification, we optimized kernel function parameters through grid search approach. The optimization process of penalty parameter C and kernel function parameter  are described as follows:
Step 1: Set the intervals of parameters C and  , that is 10 10 22 C   and 10 10 22    . The search step is 1.5. Build the two-dimensional grid in the coordinates of C and  . The grid node is parameters C and  .
Step 2: According to the C and  values of each group, calculate the classification accuracy of SVM's Kfold cross-validation.
Step 3: Draw the contour map according to the classification accuracy which is corresponding to the values of each group's C and  .
Step 4: If the accuracy of classification can't reach the target, a smaller searching field can be selected based on the existing contour map. This can reduce the searching step until finding the optimal parameters of C and  .
In order to reduce the computational complexity, we extracted 500 data samples randomly from each traffic flow. Parameters optimization processed with a total of 5000 data samples. The optimal RBF kernel parameter combination of   Next, we evaluated the performance of traffic classification with feature selection and parameters optimization on SVM.
E. Result
After the produce of feature selection and parameters optimization , the classification accuracy of each traffic flow is as follows: accuracy of WWW is increased from 87.96% to 99.8%，accuracy of Mail is increased from 88.17% to 99.78%，accuracy of Ftp-control is increased from 88.01% to 99.77% ， accuracy of Ftp-pasv is increased from 88% to 99.91%，accuracy of Attack is increased from 92.8% to 99.42%，accuracy of P2P is increased from 90.48% to 98.93%，accuracy of Database is increased from 88.32% to 99.72%，accuracy of Ftpdata is increased from 88.34% to 99.91%，accuracy of Multimedia is increased from 97.7% to 99.37%, accuracy of Services increased from 91.5 to 99.82%. The elapsed time of each traffic flow is as follows: elapsed time of WWW is shorten from 744.17S to 5.5S，elapsed time of Mail is shorten from 709.28S to 6S，elapsed time of Ftpcontrol is shorten from 737.7854S to 9.7S，elapsed time of Ftp-pasv is shorten from 722.93S to 4.15S，elapsed time of Attack is shorten from 767.11S to 10S，elapsed time of P2P is shorten from 742.34S to 13.48S，elapsed time of Database is shorten from 761.22S to 5.3S ， elapsed time of Ftp-data is shorten from 824.11S to 2.2S ， elapsed time of Multimedia is shorten from 710.25S to 5.6S ， elapsed time of Services is shorten from 790.41S to 22.3S. Fig. 22 and Fig. 23 illustrate that the accuracy of classification is higher and the dimension is lower than traditional SVM obviously. After feature selection, all of the flows' average accuracy reaches 98.69%. Average feature dimension reduces 20% than original dimension. Average elapsed time is shorter 91.73% than traditional SVM as shown in Fig. 24 . Based on this, accuracy is further improved through parameters optimization. Average accuracy reaches 99.64%. Average elapsed time is further shorter and is only 8.43S, which is shorter 98.88% than elapsed time of traditional SVM. 
V. CONCLUSIONS
We applied SVM classifier to solve the problem of two-class traffic classification. However, the performance of traffic classification is not ideal on traditional SVM. We proposed the method of feature selection and parameters optimization that can improve performance of classification greatly. Firstly, we extracted feature subset with wrapper approach to ensure that the selected feature set has a higher accuracy in the later process of machine learning. Secondly, the optimal working parameters C and  of kernel function are derived based on grid search algorithm. It can further improve accuracy of traffic classification. Finally, simulation results validated that our approach can reduce feature dimension, shorten elapsed time, improve the performance of SVM classifier obviously and reach higher accuracy of classification.
In the future work, we will research on improving the accuracy of multi-class traffic classification.
