[1] The surface albedos simulated by seventeen climate models over the northern latitudes of the Western Hemisphere were compared with satellite-derived albedo products provided by the International Satellite Cloud Climatology Project (ISCCP). Model simulations were conducted in support of the International Panel on Climate Change (IPCC) Fourth Assessment Report (AR4). Results show the following: (1) Annual albedo of the region averaged for all models is fairly close to that provided by the ISCCP (0.351 versus 0.334). The difference between model average and ISCCP albedos is well below the standard deviation in albedo among models. (2) Most models simulated seasonal variations in regional albedo reasonably well. In summer, the models systematically overestimated albedo relative to the ISCCP data by as much as 0.05. In winter, large differences were detected among the climate models. (3) The spatial correlations among models, and between models and ISCCP, depend on geographic location, season and surface type. In general, the spatial correlation coefficients between individual models and the ISCCP data were highest for the land surface in midsummer and for the ocean surface in spring. Model bias was smaller for the ocean surface than for the land surface, and smaller in summer than in winter. (4) Unlike the modeling results, the satellite data showed large interannual variations in albedo and a systematic decreasing trend over the 16 year period of 1984-1999. Depending on season, the standard deviation of albedo interannual variation ranged from 0.036 to 0.074, and the linear regression slope of the decreasing trend ranged from À0.02 to À0.05 per decade according to ISCCP results. The large interannual variation and decreasing trend are not reflected in model simulations. Additional efforts are still required to improve surface albedo simulations in GCMs and its mapping from satellite. 
Introduction
[2] Surface albedo is the fraction of incident radiation reflected by a surface. The albedo of the Earth's surface directly controls the distribution of the solar radiative energy flux between the surface and the atmosphere. It affects surface temperature and hydrology, the structure of the boundary layer of the atmosphere, and many other processes. The important role that surface albedo plays in the climate system, and thus in climate model simulations, is well documented. For example, Bounoua et al. [2002] showed that the large-scale conversion of temperate forest and grassland into cropland brings about increases in albedo, which, in turn, may cool air temperature by as much as 0.7°C in summer and 1.1°C in winter. Betts [2000] compared the radiative forcing associated with changes in surface albedo and atmospheric CO 2 and suggested that the positive forcing brought about by forestation-related decreases in albedo in temperate and boreal forest regions could offset the negative forcing expected from carbon sequestration. Chase et al. [2001] also suggested that the global climatic effects of land cover change can be as strong as those attributed to changes in CO 2 and aerosols. Surface albedo is also an important modulator for regional climate characteristics. For example, several studies have shown that increases in surface albedo have a negative effect on moisture flux convergences and rainfall by which desertification generally results in droughts [Charney et al., 1975; Sud and Fennessy, 1982; Sud and Molod, 1988; Xue and Shukla, 1993; Dirmeyer and Shukla, 1996; Knorr et al., 2001] . It has also long been recognized that accurate surface albedo information is important for weather forecasting. For example, the previously assumed albedo for boreal forest in winter, which was set as high as 0.6-0.8 in some early models, can be more than 3 -4 times higher than actual values. Models using such values underestimate daily winter temperatures over the boreal region by 10 -15 K [Bonan et al., 1992 [Bonan et al., , 1995 Betts and Ball, 1997; Baldocchi et al., 2000] .
[3] In terrestrial ecological systems, surface albedo controls the radiation absorption and microclimate conditions of soil and plant canopies, which, in turn, affect ecosystem physical, physiological, and biogeochemical processes such as energy balance, evapotranspiration, plant photosynthesis, and respiration [Wang et al., 2001 [Wang et al., , 2002a [Wang et al., , 2002b . In aquatic ecosystems, surface albedo influences the microclimate conditions of water bodies by bringing about changes in the vertical profile of radiation and the thermal regime, which are important factors in controlling the physical and biological processes of these ecosystems.
[4] Surface albedo is an important factor in determining the planetary albedo (albedo at the top-of-the-atmosphere) which may serve as a good indicator of climate variations. Planetary albedo is a fundamental property that determines the Earth's energy balance [Wielicki et al., 2005; Charlson et al., 2005] . A small change of 0.005 in global albedo can produce changes in shortwave net flux of 1.7 Wm
À2
. Such changes are greater than the radiative forcing caused by CO 2 or any other single factor [Houghton et al., 2001] . Changes in planetary albedo may also occur in response to changes in several other factors, such as cloudiness and atmospheric properties (chemistry and aerosol). The observation of variations in planetary albedo cannot alone answer the question about the causes of planetary albedo change. Changes in the various components described above may combine to amplify surface albedo and climate radiative forcing, or they may offset each other. For example, increases in cloudiness and atmospheric aerosols tend to cool the planet, while the human-induced buildup of greenhouse gases (CO 2 , CH 4 and others) leads to the trapping of thermal radiation and a heating of the Earth's surface. To understand the reasons behind such changes, one needs to be able to understand the behavior of each component. This is another reason why it is important to have a good knowledge of surface albedo and employ validated surface albedo models in climate simulations.
[5] It is believed that present-day climate change is mostly driven by human-induced changes in atmospheric composition [Seinfeld and Pandis, 1998; Karl and Trenberth, 2003] . Once the international community adopts all required mitigation measures, one can hypothetically achieve the stabilization of atmospheric composition. However, climate models predict that even after a constant atmospheric composition scenario is reached, global temperatures and sea levels will rise because of oceanic thermal inertia effects [Wigley, 2005; Meehl et al., 2005] . Additional climate radiative forcing is caused by changes in land surface properties related to human activities (e.g., agriculture, forestry, and urbanization), as well as natural changes in snow/ice cover over land and ocean and soil-vegetation properties (e.g., desertification, forest cover changes, and land cover modifications) [Committee on Radiative Forcing Effects on Climate, 2005] . In recognition of the importance of surface albedo in climate change radiative forcing the Third Assessment Report (TAR) of the International Panel on Climate Change (IPCC) identified surface albedo changes (associated with land use changes) among the key factors influencing climate radiative forcing and known with very low level of scientific understanding. [Houghton et al., 2001] .
[6] Surface albedo also affects climate through climatealbedo feedback interactions, especially in high-latitude regions. Here, seasonal snow and sea ice are responsible for the largest annual and interannual variations in surface albedo. One such feedback mechanism is that the climate warming-induced decreases in snow and ice cover result in the increased absorption of solar radiation and heat at the Earth's surface, the further melting of snow and ice, and consequently, a further decrease in surface albedo. The improvement of plant growing conditions in the polar grassland/shrub land and tundra area resulting from climate warming are also illustrative of this positive albedo feedback mechanism. As such, high-latitude regions have a greater sensitivity to radiative climate forcings such as increases in greenhouse gases. Recent evidence in the decreases of Northern Hemisphere snow extent [Armstrong and Brodzik, 2001] and Arctic sea ice extent and area [Stroeve et al., 2005a] , and the increases in the growing season and greenness of high-latitude vegetation [Zhou et al., 2001] are likely due to increasing temperatures [Zhou et al., 2003a] and highlight the role of this positive albedo feedback. (For arctic ecosystems, another positive feedback process is through CO 2 exchange [e.g., Oechel and Vourlitis, 1994] .) The realistic reproduction of such feedback mechanisms in climate models is necessary to accurately predict climate change.
[7] Since climate is sensitive to variations in surface albedo, it is important to validate albedo simulations so that uncertainties in climate projections are reduced. Ideally, a model should be validated over its entire temporal and spatial domain. Satellite observations are especially suitable for this type of validation because they provide uniform global coverage with consistent quality. In recent years there has been much progress in surface albedo validation using satellite data. Roesch et al. [2004] compared the surface albedo simulated with the European Center/Hamburg 4 (ECHAM4) global climate model with the albedo product developed at the University of Maryland [Pinker and Laszlo, 1992] , MODIS (Moderate Resolution Imaging Spectroradiometer) albedo (version V003), and ground observations taken by Baseline Surface Radiation Network (BSRN) sites. Results of this study indicated that while the University of Maryland albedo data corresponds fairly closely to MODIS albedo estimates, the ECHAM4 simulates large positive albedo biases over snow covered boreal forests. These results clearly indicate that neglecting subgrid albedo variations can lead to significant errors in the simulated regional climate and horizontal fluxes, especially in mountainous and/or snow covered regions. Several other efforts to compare surface albedo data from satellites and models led to the conclusion that the degree of agreement between data sets depends on season, land cover type and location [Oleson et al., 2003; Zhou et al., 2003b; . These limitations highlight the need to further improve models and our understanding of the quality of satellite albedo products. Some challenging questions are related to the modeling of dynamic changes in vegetation and soil properties, snow/ice cover, especially over complex terrain, and the improved mapping of bidirectional properties from satellites.
[8] In this study, we compared the surface albedo from 17 climate models with the International Satellite Cloud Climatology Project (ISCCP) results using 16 years of data (January 1984 to December 1999 [Zhang et al., 2004] . These climate model simulations were conducted in support of the 4th Assessment Report of the Intergovernmental Panel on Climate Change (IPCC AR4). The results obtained for the model scenario ''Climate of the 20th Century Experiment (20C3M)'' were employed in this study. This scenario was selected because it (1) provides the most realistic results for the last 150 years and (2) contains the largest number of models. The ISCCP data set represents the longest available record of satellite-based estimates of cloud properties, and solar and thermal radiation. This data set is ideal for investigating long-term global radiation and cloud dynamics and validating climate model simulations [e.g., Zhang et al., 2005] . The objectives of this study are to (1) evaluate the overall model performance in simulating surface albedo over northern high latitudes where the temporal and spatial changes of vegetation conditions, snow cover and sea ice are most significant; (2) identify the temporal and spatial correlations and discrepancies of surface albedo among climate models and between models and satellite observations over the region; and (3) provide information to climate modelers that can help to improve albedo parameterizations and related physical processes in modeling climate.
Study Region
[9] The study region used in this analysis covers the middle and high latitudes of North America. It occupies an area of 4800 Â 5700 km 2 , and includes Canada, Alaska, Greenland, and the surrounding oceans and north continental United States (Figure 1 ). This region has significant seasonal and interannual changes in snow and ice coverage. In winter, snow cover extends to the southern boundary of the region. In summer, with the exception of Greenland, most of the region's land surface is snow/ice free. The southern part of the ocean in the region is ice free throughout the year. However, sea ice is quite active in the northern and eastern regions [Armstrong et al., 2003; Mysak et al., 2005] .
[10] Because snow and ice have much higher albedo than most land surface types and ocean water, the significant seasonal and interannual changes in snow and ice cover lead to large temporal and spatial variations in albedo. As such, albedo simulation over the region is an important issue in climate modeling, and its accuracy directly affects the simulated regional and global climate. Unfortunately, available in situ measurements and monitoring networks are sparse, particularly in the northern part of the region. The ability of surface albedo measurements to represent complex terrain and canopy structure conditions are also questionable. As such, the comparisons of surface albedo simulated by climate models with satellite observations over the region can provide key information for evaluating model performances and diagnosing problems in modeling physics and parameterization. [12] The model output archived at the LLNL includes simulations under a number of climate scenarios. Since the purpose of this analysis is to evaluate the modeling performance of surface albedo using satellite observations, we selected the model scenario runs of ''Climate of the 20th Century Experiment (20C3M).'' The model runs under this forcing scenario include monthly output for the time period from 1850 to present, and probably represent the best effort to simulate the 20th century climate. It is important to note that different models may have used different forcings and different ways of incorporating the forcings into the model for the 20C3m simulation. These may cause intramodel Figure 1 . Geographical coverage of the study region and the spatial distribution of annual surface albedo obtained from ISCCP FD data during 1984 -1999. differences in simulated surface conditions which affect albedo. The treatment of surface albedo specification and calculation also differs from model to model. For example, some models (e.g., CNRM-CM3, ECHAM5/MPI-OM, the two GFDL models, INM-CM3.0, UKMO-HadCM3) use one broad spectral band in the surface albedo calculations, while others use two bands (visible and infrared, e.g., CGCM3.1(T47), the two MIROC3.2 models, MRI-CGCM2.3.2, CCSM3) or more (e.g., six bands in the three GISS models). Most models account for the solar zenith angle (SZA) dependence of ocean surface albedo (e.g., the two GFDL models, the three GISS models, INM-CM3.0, IPSL-CM4, the two MIROC3.2 models, MRI-CGCM2.3.2, UKMO-HadCM3), but only a few models explicitly include the effect of SZA on land surface albedo (e.g., the two MIRCOC3.2 models, MRI-CGCM2.3.2). Most models do not simulate the vegetation dynamics. The dependence of seasonal albedo on changes in vegetation conditions is usually prescribed. These kinds of schemes are unable to account for the interannual variations of vegetation growth and vegetation change. When snow exists, most models calculate albedo as a weighted average using snow cover fractions. Surface albedo over snow covered regions is mostly prescribed or empirically calculated according to the vegetation type and snow albedo. This approach does not explicitly include canopy shadowing, which significantly affects the magnitude of surface albedo in the presence of snow, particularly when the SZA is high. In a few models, albedo is calculated using physically based canopy radiation transfer schemes (e.g., CCSM3, MRI-CGCM2.3.2).
[13] It is beyond the scope of our paper to describe the details for each model. Summary information for models that participated in IPCC AR4 simulations can be found at http://www-pcmdi.llnl.gov/ipcc/model_documentation/ ipcc_model_documentation.php.
[14] Model monthly mean outputs were used in this study. The monthly albedo from each model simulation was calculated using the ratio of the upward to downward surface monthly shortwave radiative flux for each modeling grid. To make comparisons of each climate model with the ISCCP data consistent, we rescaled each model's albedo into the ISCCP grids. To do this, all model results were downscaled into intermediate fine-resolution spatial grids of 10 Â 10 km 2 using the nearest neighbor method. This fineresolution albedo was then reaveraged to the ISCCP grid boxes. The ISCCP data set used in this study was originally produced as an equal area map grid (280 Â 280 km 2 ). For the convenience of illustration, all of our final comparison results were reprojected to the Lambert Conformal Conic Projection (LCC).
ISCCP Albedo
[15] The monthly mean downward and upward surface shortwave radiation from ISCCP FD data was used to calculate surface albedo [Zhang et al., 2004] . These monthly mean fluxes were obtained by averaging the daily mean values that were estimated by integrating the results over 3-hour intervals. Radiative fluxes were computed using the new NASA GISS GCM radiation model [Hansen et al., 2002; Oinas et al., 2001] . Cloud and surface properties for radiation model input are obtained from the ISCCP D1 satellite data [Rossow and Schiffer, 1999] and generated in an equal-area grid with a box size of 280 Â 280 km 2 . The ISCCP D1 data were collected from several polar orbiting and geostationary sensors and calibrated to a common reference level as described by Brest et al. [1997] . Surface SW albedo employed in the ISCCP FD radiative transfer calculations for generating SW flux components was derived from a 6 spectral band model and satellite observations in the visible band for clear-sky conditions. To discriminate between clear-sky and cloudy pixels, the ISCCP implemented the scene identification procedure [Rossow and Garder, 1993] . Although some degree of cloud contamination is still possible especially in wintertime, the implementation of the unified cohesive scene identification procedure over the years should ensure the consistency in long-term series of surface albedo. The coefficients of the albedo model were obtained for 8 vegetation types on the basis of regression with Earth Radiation Budget Experiment (ERBE) observations. The albedo for the ocean surface includes the effects of foam and hydrosols [Gordon and Wang, 1994; Zhang et al., 2004] . Although albedos for each spectral band in the GISS radiative transfer model are functions of solar zenith angle and season, they actually correspond to ''black-sky'' (''direct'') albedo. This approach, however, partially accounts for ''diffuse-sky'' conditions by varying the spectral composition of downward radiation under clear-sky, partial cloudiness and overcast conditions.
[16] Atmospheric corrections were applied to obtain reflectance at the surface level from the clear-sky topof-the-atmosphere (TOA) observations in the visible band using monthly aerosol climatology (tropospheric and stratospheric vertical profiles for 18 species). The ISCCP uses an advanced atmospheric radiative transfer scheme that also accounts for various gaseous absorptions, including ozone and water vapor [Zhang et al., 2004] . The ISCCP upwelling radiative fluxes and albedo at the TOA level were compared with ERBE and CERES measurements. The mean difference for TOA all-sky albedo was 0.0142 (STDEV 0.0269), and for TOA clear-sky albedo the difference was 0.0053 (STDEV 0.0422). Extensive evaluations of the satelliteestimated monthly mean surface downwelling radiation fluxes against ground measurements were performed globally [Zhang et al., 2004] and over Canadian territory [Trishchenko et al., 2004] [Trishchenko et al., 2004] confirms the good agreement reported over the Northern Hemisphere [Zhang et al., 2004] . It was found that the ISCCP FD SW surface fluxes have a positive bias of 2.6 W m À2 and a standard deviation 16.6 W m À2 relative to ground measurements. The slope of the linear regression is 0.99 with an offset of 0.9 W m À2 . This fairly good agreement increases our confidence in ISCCP FD data quality in this study region.
[17] Although various pieces of information point to consistency in surface albedo data records derived from the ISCCP, more work is still required to characterize uncertainties. Major uncertainties include those associated with aerosol optical depth, residual cloud contamination, the parameterization of Near-Infrared (NIR) bands, and surface bidirectional properties.
Results

Annual Regional Average
[18] The annual average albedo of the region a is calculated as
where N g is the total number of ISCCP grids in the study region, N m (= 12) is the number of months in a year, N y is the number of years (= 16, from 1984 to 1999) , and a g,m,y is the monthly albedo for a grid box. The a gives the longterm mean surface albedo for all seasons over the region. Its values from the ISCCP FD archive and all 17 climate models are shown in Figure 2 . The average albedo of the 17 climate models a M is 0.351. This value is close to the corresponding ISCCP FD value of 0.334 (5% higher relatively). The standard deviation of a among the 17 models s M , is 0.031 and is calculated as
where a M represents the a for model M. When excluding albedos generated by the FGOALS-g1.0 model, which seem unrealistically high because of problems in sea ice simulations, the a M for the remaining models is 0.345 (3% higher relative to ISCCP FD) and the s M is 0.019. The results indicate that most climate model's simulations of overall regional albedo were consistent with ISCCP FD results on an annual basis. However, sometimes this agreement occurs because of the canceling out of substantial negative and positive spatial or temporal biases. This is discussed further in this paper.
Seasonal Variation
[19] Figure 3 shows the seasonal distributions of monthly albedo for each model, the 17 model mean, and the ISCCP FD. The values shown are the 16-year regional averages for each month during 1984 -1999. The regional albedos generated by both models and the ISCCP show strong seasonal cycles. The highest albedo ($0.5) is observed in February according to both the model mean and the ISCCP data. The lowest albedo occurs in August, where the model mean is 0.218 versus 0.174 from the ISCCP. The regional albedo decreased and increased considerably from April through June, and from October through January, respectively, by about 0.3. This is mainly due to changes in seasonal snow and ice coverage and vegetation phenology. The results also clearly show that the differences among the 17 climate models are much larger in winter than in summer. The standard deviation (s M ) among the 17 models is 0.052 in January, which decreases to 0.033 in August. Thus, regionally, models agree better in summer than in the winter. These results are not surprising because winter albedo is much higher than summer albedo, and model simulations of winter season albedo involve greater uncertainties due to snow and ice cover simulations as well as the effects of snow in complex terrain and vegetation conditions. However, comparisons of the model mean with the ISCCP data indicate that their differences are smaller in winter compared to the summer (0.005 in February and 0.045 in September). Overall, monthly model means are close to ISCCP values in February through June but significantly higher during other seasons, and particularly, in midsummer.
Spatial Distribution and Correlation
[20] The spatial distribution of annual surface albedo over the study region is illustrated in Figure 1 . Values shown are the multiyear averages based on 1984 -1999 ISCCP data. This map, together with the monthly albedo maps from ISCCP (not shown), is used as the benchmark albedo distributions and is compared to the 17 climate models. For the land surface, Greenland has the highest albedo (>0.7) in the region because of its permanent snow coverage. In the northern part of the North American continent and in the archipelago region, annual albedo is also high (0.5 -0.6) because of the extended seasonal snow and ice coverage and sparse vegetation. In contrast, the albedo of the boreal forest zone, which also has snow cover in winter, is much lower (0.2 -0.25). The northern tree line can be clearly seen in Figure 1 . This indicates the strong impact of forest canopy on land surface albedo, particularly in winter when solar zenith angle is high and snow lying on the ground is obscured by trees. Compared with the boreal forest, the grasslands, which lie to the south of the boreal forest zone, show higher annual albedos (0.25 -0.35). This is mainly due to the high albedo values in winter that occur when snow covers the predominantly short vegetation. Surface albedo over the grasslands is also slightly higher in the summer; however, the difference is not as striking as that observed during winter season. Again, this demonstrates the considerable impact of vegetation cover on the land surface albedo at high latitudes. The Canadian west coast and Alaska show relatively high albedo values because of the ice and snow coverage over the Coastal Ranges and Rocky Mountains. For the ocean surface, the highest surface albedo is found in the Arctic Ocean (0.6 -0.7), Baffin Bay (0.4-0.5) and Hudson Bay (0.4-0.5). This is due to seasonal ice coverage in winter and the influence of solar zenith angle on the albedo of the ice. At the spatial resolution of the ISCCP data, the Great Lakes region has an albedo of 0.12-0.15. This is due to the mix of water surface and land surface in grid cells. The Pacific Ocean and Atlantic Ocean areas in our study region have the lowest surface albedo, varying from 0.06 in the south to 0.08 in the north. Overall, the study region is characterized by large spatial variations of albedo, both for ocean and land surface types. This makes it very suitable for GCM albedo validation.
[21] Compared to the ISCCP data, most models were able to reproduce the general patterns of surface albedo over the study region. The agreement among climate models and between the models and the ISCCP data is dependent on geographic location, season and surface type. In summer, most models showed their largest differences in the high arctic region, the ocean area surrounding Greenland, and Hudson Bay. In the southern part of the region, the albedo of most models is higher than the ISCCP albedo data, which results in a higher regional average albedo in summer as demonstrated in Figure 3 . In winter, the spatial distribution of albedo differences between models and ISCCP data varies from model to model. There are no obvious spatial patterns in differences among the models. Plots comparing each individual model in different seasons were reported by Wang et al. [2005] . Figure 4 shows the spatial distribution of the annual albedo difference between the 17-model average and the ISCCP FD data. The areas with near zero differences are scattered across the region, partially reflecting the nature of averaging from a large number of models. In general, the model means are higher than the ISCCP values in Greenland and the surrounding ocean, Baffin Bay, the southern part of the study region (particularly the Great Lakes area), and in the western boreal forest zone extending to interior Alaska. The areas where the model means are lower than the ISCCP values are mainly found in the Arctic Ocean, parts of the Canadian landmass covered by low vegetation (e.g., the northern part of the continent and the prairie region), Hudson Bay, the Canadian Coastal Mountain ranges and the Rocky Mountains. Possible reasons for the spatial distribution of the difference between models and the ISCCP data depends on the geographical differences in surface cover type. For example, the model overestimation over the Great Lakes region and underestimation over the western mountains are likely caused by the limitations of model spatial resolution. The impact of lake water and mountain ice and snow cover is difficult to simulate when these spatial features are not resolved properly. In the boreal forest zone and interior Alaska region, while the ISCCP data showed lower albedos than the surrounding regions, the model means did not capture this difference. This is possibly due to the errors associated with albedo parameterization and/or simulation of vegetation canopies with snow. The difference in the North Atlantic Ocean and Baffin Bay seems to be mainly due to the overprediction of sea ice cover by some models. Most climate models analyzed in this study have a spatial resolution of 2°$3° (Table 1) . The coarse resolutions and the differences in gridding schemes among models and the ISCCP data set could also influence the level of agreement.
[22] The above comparisons for the albedo averages provide the overall characterization of the magnitude of albedo and its distribution over the study region. However, mean values do not always reflect the existing discrepancies between model simulations and the ISCCP data. The crosscorrelation coefficient r and absolute bias AB give a better evaluation of the agreement between the two data sets. These were computed as:
The r and AB represent the spatial correlation coefficient and regional average absolute bias, respectively, between a model simulation and the ISCCP albedo. The AB value is a measure of the mean deviation from the observed values (i.e., the amount of scatter). It provides a direct measure of (1984 -1999) .
the tendency for overprediction or underprediction. A high r value and low AB value imply good agreement between the two data sets. Because of the limitations of coarse resolution and the different gridding schemes used among models and the ISCCP data, bias between models and the ISCCP data along the coastal regions may sometimes appear. To reduce this effect, we used a land mask at the same spatial resolution as the ISCCP data to separate the comparisons into a group representing oceans and a group representing land. By doing this, all grids containing less than 90% of the major class were excluded from the analysis. This also enabled us to separately analyze the model performance in simulating land surface and ocean surface albedos.
[23] For the land surface, all models showed similar and significant seasonal changes in r 2 (Table 2 ). In summer, models showed consistent and high r 2 values which exceeded 0.9 in July and August for most models. In the cold season, the r 2 of all models dropped considerably, and were as low as $0.2 in December and January. In midwinter, snow existed almost all over the region. At the coarse resolution of 280 Â 280 km 2 for this comparison, most land grids had high and similar albedo values. Under this situation, the models largely failed to generate the small difference of albedo among grids detected by satellites, which resulted in the surprisingly low r 2 in midwinter. The models that had relatively high r 2 values in winter included the GISS-AOM, ECHAM5/MPI-OM, FGOALSg1.0, and UKMO-HadCM3, while MRI-CGCM2.3.2 had significantly lower r 2 values than most other models. The spread of r 2 values of the 17 climate models were smaller in the second half of the year than in the first half of the year. The average standard deviation of r 2 from the 17 models between June and December was 0.039, about half of that between January and May (0.074). Overall, the GISS-AOM, UKMO-HadCM3, and ECHAM5/MPI-OM models achieved higher r 2 values, while the MRI-CGCM2.3.2 and INM-CM3.0 models had relatively lower r 2 values. One of the reasons for the good agreement between the ISCCP FD albedo data and the GISS AOM model may be the similarity of their radiative transfer component (both developed at NASA GISS). In terms of absolute bias, all models showed larger values in winter than in summer (Table 3 ). The average AB of all 17 models exceeded 0.1 in November through March, and decreased to 0.07 in June through September. This can be partially attributed to the higher albedo values in winter and greater uncertainties in surface conditions due to snow and ice cover representation. In summer, the models that had smaller biases included the MICROC3.2(hires), GFDL-CM2.0, GFDL-CM2.1 models, while the INM-CM3.0 and IPSL-CM4 models had relatively larger biases than other models. In winter, models that had smaller biases included the UKMO-HadCM3.0, FGOALS-g1.0, and CGCM3.1, while the MRI-CGCM2.3.2 and CNRM-CM3 models had relatively larger biases than other models. Overall, the UKMO-HadCM3 model showed the smallest bias (0.088) and the MRI-CGCM2.3.2, INM-CM3.0, CNRM-CM3, and PCM models had larger biases of over 0.1.
[24] For the ocean surface, all models showed similar moderate seasonal changes in r 2 values except for the FGOALS-g1.0 model (Table 4 ). The FGOALS-g1.0 model showed very low r 2 values, which can be probably attributed to the overestimation of sea ice extent, resulting from the weaker oceanic poleward heat transport by the coupled GCM FGOALS (Y. Yu, GCM FGOALS model investigator, personal communication, 2005) . The FGOALS-g1.0 albedo for ocean surfaces was not included in the latter comparisons. In contrast to the land surface, most models showed high r 2 values (>0.8) in March through June. Periods of good agreement appeared earlier than for the land surface (June through September, Table 2 ). The lowest r 2 values (approximately 0.5) were in November and December for most models. Unlike the land surface, the differences of r 2 values among the 17 climate models for the ocean surface were higher in the second half of the year than in the first half of the year. In general, the seasonal changes in r 2 values for ocean in most models were smaller than for land, which can be partially attributed to the year-round ice-free and ice-cover ocean grids. For the ocean surface, the maximum r 2 value was slightly lower, and the minimum r 2 value was significantly higher than for the land surface. The seasonal variations in the r 2 of individual models partially reflect the model behavior for ocean process simulations. We found that the GFDL-CM2.0 model had significantly lower r 2 than other models in the first half of the year. However, its r 2 in the second half of the year was relatively high (Table 4 ). In contrast, the MIROC3.2(hires) model showed significantly lower r 2 in the second half of the year, but it was relatively high in the first half of the year. It is also worth noting that the CNRM-CM3 and GFDL-CM2.1 models had significantly lower r 2 in August through October, while in other months it was close to other models (particularly the GFDL-CM2.1 model which showed higher r 2 than most of the other models in the four winter months of November through February) (Table 4) . On an annual basis, the MRI-CGCM2.3.2, ECHAM5/MPI-OM, and UKMO-HadCM3 models achieved the highest r 2 , while the MIROC3.2(hires) and INM-CM3.0 models had the lowest r 2 . Most models had showed smaller absolute biases for ocean surface compared to land (Table 5) . Absolute bias also showed smaller differences among seasons. For most models, this bias was between 0.05 and 0.1 for all months. The ECHAM5/MPI-OM model showed the least bias for most of the time. The GFDL-CM2.0 model showed significantly larger bias than other models in winter, and though its bias in summer was lower than most other models, it still had the largest annual average bias among all the models. The MRI-CGCM2.3.2 model also had a large annual average bias, which was mainly attributed to its high values in August through December.
[25] For all the grids over the region, including those containing the land-ocean mix that were excluded in the above analyses, the statistical results and their seasonal changing patterns are largely determined by the previously described land and ocean results. In general, most models showed the highest r 2 (above 0.8) in March through May (Table 6 ). The summer season r 2 was also relatively high. A low r 2 occurred in the winter months (particularly in November and December, where model mean was below 0.5). The ECHAM5/MPI-OM and UKMO-HadCM3 models achieved the highest annual average r 2 (0.742, and 0.725, respectively), which were attributed to their higher r 2 for both land and ocean surfaces. The MRI-CGCM2.3.2, INM-CM3.0, and PCM models had relatively low annual average r 2 . The low r 2 value of the MRI-CGCM2.3.2 model was mainly attributed to its land surface results. The INM-CM3.0 model had low r 2 values for both land and ocean surfaces. The low r 2 of the PCM model was partially due to the effect of land-ocean mix in the coastal zone. For regional absolute bias, most models showed smaller values in the summer months than in the winter months (Table 7) . In summer, the model mean of regional absolute bias was larger than that of the land and ocean surfaces. In winter, however, it was larger than that of ocean surface but lower than that of the land surface. This implies that, on average, regional albedo errors caused by the model spatial resolutions around the coastal regions are less important in winter than in summer. Individual model results show that the MIROC3.2(hires) model achieved the smallest total annual absolute bias, demonstrating the advantage of finer spatial resolutions in albedo simulations. Models with higher regional bias include MRI-CGCM2.3.2, INM-CM3.0, and PCM, which is consistent with the r 2 analysis.
Interannual Variability and Trend
[26] Figure 5 shows the interannual variations of monthly albedo for each model and the ISCCP FD albedo. Interannual albedo variability is defined as the domain average of standard deviation for each grid box among the 16 years during 1984 -1999. s
The ISCCP results showed the largest seasonal variations of albedo, with the highest s values (>0.07) in early winter (October-December) and the lowest values (<0.04) in midsummer (July -August). In contrast to the average albedo shown in Figure 3 , the coefficient of variation of Table 6 . Same as albedo, calculated as the standard deviation divided by the average albedo (s/a), varied from 10% in March and April to as high as 25% in September and October. Considering the areas that have very small s (e.g., ice free ocean surface or permanent snow covered areas in Greenland), the actual interannual variations in albedo for other parts of the region could be even higher. In comparison, most models also showed higher s values in the cold season than in summer (July -September), and the model mean s showed similar seasonal pattern to that of the ISCCP data. However, almost all the models had much smaller s values than ISCCP data for all months. Individual model results show that the GFDL-CM2.0, GFDL-CM2.1, and INM-CM3.0 model results have variation patterns that are more consistent with the ISCCP data than other models. The MRI-CGCM2.3.2 model results showed the lowest s value with little seasonal changes. Several other models, including the CNRM-CM3, FGOALS-g1.0, GISS-EH, and UKMO-HadCM3, also showed small seasonal changes of s.
[27] Figure 6 shows the temporal distributions of regional average albedo of July from 1984 to 1999. We chose July to illustrate the multiyear albedo distribution because this summer month has low coverage of snow and ice and it minimizes the effect of ephemeral snow events on surface albedo in winter. In other words, albedo in summer could help to better diagnose the parameterization of basic land cover types and potential long-term trend of permanent snow/ice extent and vegetation cover. As can be seen from Figure 6 , the ISCCP albedo showed an overall decrease of more than 0.06 over the 16 years, which is more than 30% of the absolute albedo value in July. The trends over the region for each month derived from ISCCP FD data are shown in Table 3 . They were computed as a slope of the linear regression
The negative slopes (decreasing trend in albedo over the 16 years) were seen for all the months. Their magnitude is quite significant and varies with season. For example, in May and June the rate of albedo decrease is more than 4% per decade, which is about twice as much as that in January through March. The annual average slope is À3.36% per decade. This trend of albedo change is not observed in any of the GCM simulations. The annual average slopes for all of the 17 GCMs are close to zero (Figure 7) . The ISCCP albedo trend has distinct spatial distributions. Figure 8 shows the slope for July for each grid box. The regions with large negative slopes were found in the southern part of the Arctic Ocean, the northern part of the continent (particularly the archipelago area), and the Coastal Ranges and Rocky Mountains. The boreal forest region showed small negative slopes. The central part of Greenland and the Pacific and Atlantic Oceans water surface showed no significant trend of albedo changes over the 16 years.
Discussion and Conclusions
[28] The annual average albedo over the study region from 1984 to 1999 calculated using the long-term ISCCP FD satellite-based product was 0.334 (Figure 2 ). Significant seasonal and spatial variations in albedo over the region are observed. During the cold season, considerable portions of the ocean surface, and almost the entire land surface, could be covered by ice or snow. This leads to a high surface albedo for these months. The 16 years ISCCP data suggest that the domain average could reach a maximum value of about 0.5 in February (Figure 3 ). In summer, most of the land surface (except Greenland) and ocean surface (except the northern part of the Arctic Ocean) are snow-and icefree. The domain average albedo decreased by more than half of its winter value to 0.23 during this season (Figure 3) . Spatially, for the land surface, the northern part of the continent, including the archipelago area, had a much longer seasonal coverage of snow and ice than the southern part. It also had a much shorter and sparser vegetation canopy than the boreal forest zone and other land cover types to the south. The prairie region also had a short and sparse vegetation cover in winter, but a shorter snow season. As a result, the annual average albedo was very high in the north (0.5 -0.6), relatively high in the prairie region (0.25-0.35), and lowest in the boreal forest region (0.2 -0.25) (Figure 1) . Greenland had the maximum annual albedo (>0.7) because of its permanent snow cover. For the ocean surface, the Artic Ocean was dominated by long seasonal ice coverage that led to a high annual average albedo (0.6 -0.7). The Pacific Ocean and Atlantic Ocean were mostly ice-free and had the lowest annual average albedo in the region (0.06 -0.08). Baffin Bay and Hudson Bay had seasonal ice coverage in winter and an annual average albedo of 0.4-0.5 (Figure 1) .
[29] Most of the 17 climate models used in this study simulated mean albedos that were fairly similar to the ISCCP FD data (Figure 2) . The model mean of the regional annual albedo based on the 16-year average from 1984 to 1999 is slightly higher than the corresponding ISCCP value, but the difference is well below the standard deviation among the 17 climate models, which means that there is a large spread of results among GCM models. Most models generated seasonal and spatial variations in albedo over the region reasonably well. These results show that agreements in albedo among climate models, and between the models and the ISCCP data, depend on geographic location, season and surface type. The modeled mean albedo for the region is slightly lower in spring (March -May), but higher than the ISCCP FD albedo in all other seasons (Figure 3 ). The largest difference occurred in summer (July -September) when the models systematically showed higher values than the ISCCP data. The spread among the climate models is larger in the cold season of December through March than in the warm season of July through October (Figure 3) . Correlation analyses between models and the ISCCP FD data show that higher r 2 values occurred in summer (JulySeptember) for the land surface (Table 2) , and in spring (April -June) for the ocean surface (Table 4 ). In winter, the r 2 for both land and ocean surfaces is low. The spatial distribution of the absolute model bias relative to the ISCCP data differs from model to model. In general, models have smaller bias for the ocean surface than for the land surface, and smaller bias in summer than in winter (Tables 3 and 5) . For the land surface, the UKMO-HadCM3 and GISS-AOM models showed the closest agreement with the ISCCP FD data (higher r 2 as well as lower absolute bias). For the ocean surface, the ECHAM5/MPI-OM model demonstrated the closest agreement with the ISCCP data. For the entire region, models that achieved relatively high r 2 and low bias include the UKMO-HadCM3, ECHAM5/MPI-OM, GISS-AOM, and GFDL-CM2.1 models. Compared with other models, the CCSM3 and MIROC3.2(hires) models achieved better statistical results for all grids than for land surface and ocean surface, implying the advantage of fine spatial resolution in reducing the errors in modeling surface albedo over coastal mixed grids.
[30] We compared the ISCCP albedo with MODIS (Moderate Resolution Imaging Spectroradiometer; available from the Land Processes Distributed Active Archive Center (DAAC)) albedo to better understand the uncertainties in the ISCCP albedo data set. MODIS albedo is regarded as the best quality albedo product from satellite observations. Validation results thus far show reasonable consistency with field measurements and other satellite data products (i.e., within 10%) [Liang et al., 2002; Jin et al., 2002 Jin et al., , 2003a Jin et al., , 2003b K. Wang et al., 2004; Luo et al., 2005] . Issues with snow albedo and low solar zenith angles were reported by Stroeve et al. [2005b] . At low solar zenith angles, albedo retrievals are less reliable over Greenland, and need further effort to improve data quality under such conditions. Luo et al. [2005] presented an alternative land-cover-based approach to derive MODIS BRDF and albedo. This study found a good consistency between the standard MOD43B1 albedo/BRDF product and independent retrievals from MISR (Multiangle Imaging SpectroRadiometer), with biases in the visible and NIR bands being less than 0.01 and 0.02, respectively, and correlation coefficients typically being larger than 0.80. Our comparison of ISCCP and MODIS albedo was based on a 16-month overlapping period of the two data sets (The MODIS data are available from March 2000 onward and the ISCCP data are available until June 2001). Our analysis was limited to land grids since the MODIS albedo product is available only for the land surface. We found that MODIS albedo is higher than that of the ISCCP data (up to 0.04) in midsummer. This difference corresponds closely to the difference between most climate models and the ISCCP data, as shown in Figure 3 . This implies that the ISCCP albedo for the land surface in summer might be underestimated and that climate models might have better relationships (smaller bias) with the MODIS data. In the winter months, the MODIS albedo shows lower values than the ISCCP albedo data (up to 0.1 in January and February). These results suggest that the ISCCP albedo might be overestimated in winter, as did most of the climate models. However, because of the relatively short data record of MODIS data and its limitations related to data sampling, BRDF fitting, and simplifications in narrow-to-broadband conversion, the above differences require further and more rigorous investigation. The discrepancies highlight the need to further improve our understanding of the quality of satellite albedo.
[31] Errors in the surface albedo simulated by climate models can result from several sources. These include errors in albedo parameters, albedo formulation, and other GCM simulation results, particularly those related to the surface. Most land surface schemes employed in climate models calculate albedo from a set of parameters specified for general land cover (vegetation) types. Inaccurate albedo parameters and simplified parameterization schemes are the primary source of errors in albedo simulations. While some models use more detailed land cover types than others, the albedo parameters for many are mostly based on local-scale in situ measurements. The classification scheme is mainly based on generic vegetation types. In fact, land surface albedo can vary remarkably across different spatial scales or within the same vegetation type recognized by climate models. For example, on the basis of both in situ measurement and satellite measurement from GOES and MODIS, Wang [2004, 2005] analyzed the albedo characteristics for the main vegetation types in the study region. First, it was found that the in situ measurements that represent the local-scale albedo are often significantly different to the regional-scale albedo, particularly when snow is present. Second, it was noticed that significant differences in albedo occur not only among broad vegetation types, but also within individual vegetation types with different canopy conditions (e.g., open versus closed canopies). Under many circumstances, the differences of surface albedo within the same vegetation types, but with different canopy conditions, can be larger than the difference between different vegetation types recognized in climate models. In addition, land cover types sharing similar albedos in winter do not necessarily share similar albedo in summer. Therefore, using constant parameters for a certain number of given broad vegetation types will likely cause errors in albedo simulation for land surface. Similarly, water surface albedo also changes both temporally and spatially with aquatic ecosystem conditions such as chlorophyll concentration and sediment loadings, particularly in some coastal regions. Uncertainties in albedo parameters for water surface can cause errors in the albedo simulation of the ocean surface.
[32] The albedo formulation in climate models includes algorithms that simulate surface albedo using given albedo parameters and surface and atmospheric conditions. Uncertainties and simplifications in albedo formulation can directly contribute to errors in simulated albedo. Land surface albedo is highly dynamic. The seasonal changes of vegetation development (e.g., variations in plant phenology and leaf area index) and canopy structure, solar zenith angle, and atmospheric conditions that affect the composition of shortwave radiation reaching the Earth surface (e.g., direct versus diffuse, energy spectrum distribution), can all affect land surface albedo. Most of the land surface schemes use simple and empirically or semiempirically based formulations to account for the impact of these processes on surface albedo. In addition, many land surface schemes use only one or two broadband spectral bands (visible and infrared) to account for the total shortwave radiation in surface albedo simulation, although more bands are adopted in some climate models for atmospheric radiation simulations. A limited spectral resolution is not likely to capture albedo dynamics and could cause significant errors in albedo simulations under some circumstances that affect the predicted climate [Roesch et al., 2002] . For example, the seasonal changes of a boreal deciduous forest from woody branch canopy in winter to fully developed canopy in summer have significant impacts on the seasonal variations of its surface albedo [Betts and Ball, 1997] . In addition, differences in the woody branch canopy in winter could cause differences in surface albedo by a factor of three or more. These differences are also strongly affected by the solar zenith angle [Wang, 2005] . To better capture land surface albedo dynamics and its variations at different scales, process-based albedo simulations are required. One such example [Wang, 2005] has shown the advantages of obtaining albedo dynamics and in applying multiwave bands over the empirically based methods with prescribed albedo parameters. Similarly, ocean surface albedo is also dynamic and highly variable. Solar zenith angle, wind speed, foam, whitecaps, and aerosol/cloud optical depth could significantly change the ocean surface albedo [Jin et al., 2004] .
[33] Another important source of error in surface albedo generated by climate models comes from other climate process simulations related to surface physical conditions. These include the simulations of snow amount, its fractional area coverage and its distribution over the land surface, as well as sea ice and its distribution over the ocean surface, and atmosphere cloud conditions. Because of the large difference of albedo between snow, soil and canopy, and between ice and water, errors in the simulation of snow and ice coverage can cause large biases in surface albedo. Although results from other climate process simulations such as snow and ice only indirectly contribute to surface albedo simulation, they can be the most significant sources of albedo errors, particularly for the fully coupled model runs like those used in this study. An example is the FGOALS-g1.0 model which showed unrealistically high albedos over the northern ocean surface of the study region. This is probably due to the overestimation in the extent of sea ice resulting from the weaker oceanic poleward heat transport by the coupled GCM FGOALS. The GFDL-CM2.0 model also showed unreasonably high albedos over the North Atlantic Ocean in winter.
[34] Because of the diversity of processes that control surface albedo results in coupled GCM simulations, it is difficult in many cases to directly attribute the surface albedo performance reported in this study to certain model features without fully inspecting individual model simulations in detail. This is especially true when comparing models that employ different modeling physics. Since snow and ice cover is very active in the study region, it is the model performance in snow and ice simulations that largely dominate the results of surface albedo comparisons. Inaccuracies in snow and ice simulations could completely override the modeling strength in surface albedo parameterizations and simulations. This may partially explain why GCMs that use more sophisticated surface albedo schemes did not always achieve the best match to the ISCCP results. For example, although the UKMO-HadCM3.0 model has a relatively coarse spatial resolution and employs only one broad band in surface albedo calculation, it achieved a good overall match with the ISCCP results. However, our results clearly show that the three models with the coarsest resolution (GISS-EH, GISS-ER, INM-CM3.0) did not give the best matches with the ISCCP results in any of the comparisons. In contrast, the ECHAM5/MPI-OM model has a fine spatial resolution, and it achieved the best matches to the ISCCP results in most of the comparisons. By comparing the same family of models that operate at different spatial resolutions, such as the three GISS model and the two MIROC3.2 models, we found that the model version with finer resolution more closely matched the ISCCP results in most cases. More detailed analyses are required to quantitatively evaluate the contributions of different modeling schemes and complexity on the surface albedo simulation.
[35] Our results indicate that large interannual variations existed in the ISCCP albedo over the region ( Figure 5 ). The coefficient of variation of albedo (s/a) ranged from 10 to 25% among the 16 years. The standard deviation of albedo showed higher values in October through February than in the summer months of July-August, largely because of the effect of ephemeral snow events. At a given location, natural climate variations are probably the main sources for the interannual variations of monthly albedo. For example, variations in spring season climate over the study region could cause a difference in the time of snowmelt of more than one month. This can also lead to large variations in plant phenology, such as the leafing date of forest, which has significant effects on land surface albedo. A recent study over the prairie region of the study area has shown that climate variations in precipitation and drought caused significant interannual variations in surface albedo due to the difference in snow cover in winter and plant growing conditions in summer [Wang and Davidson, 2006] . Similarly, climate variations can cause variations in sea ice cover and its spatial distribution [Johannessen et al., 2004] , which largely contribute to the variations of ocean surface albedo. The climate models included in this study did not well reproduce the interannual variations of surface albedo as observed in ISCCP data. All the models showed a much smaller s than that of ISCCP. Indeed, most climate models treat albedo and some albedo-related processes (e.g., vegetation dynamics) statically and have no mechanisms of coupling them with climate variations.
[36] Our results also indicate that there was a significant decreasing trend in surface albedo over the region during the 16 years ( Figure 6 and Table 8 ). The regions with large decreases were observed in the Arctic Ocean, the northern part of the North American continent, the Coastal Ranges and the Rocky Mountains (Figure 8 ). To diagnose long-term trends using satellite data, the continuity and consistency of these data between different satellite missions and instruments are extremely important. Recent efforts to address these issues have been made using historical (1981 -2004) AVHRR data and initial analyses on the surface albedo over the North American Coast Mountain Ranges have showed an overall decrease in the region's surface albedo . These observations are consistent with the findings of this study. Climate warming induced shrinking of permanent ice and snow, and the greening of polar grassland/shrub land and tundra, is most likely the major cause of this long-term albedo trend. The sources of the decrease (increase) in regional annual mean albedo (temperature) are not necessarily natural. The observed decreasing trend in surface albedo from the ISCCP data may well confirm the classical albedo-climate feedback hypothesis in high-latitude regions. Unfortunately, this trend was not seen in all of the climate model simulations. This indicates that the surface albedo feedback in these climate models might be too weak in the study region. Given the significant impact of surface albedo on the physical climate system, the improvement of albedo simulations and its 
