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We theoretically give an infinite number of metastable crystal structures for the superconducting
sulfur hydride HxS under pressure. Previously predicted crystalline phases of H2S and H3S have
been thought to have important roles for the experimentally observed low and high Tc, respectively.
The newly found structures are long-period modulated crystals where slab-like H2S and H3S regions
intergrow in a microscopic scale. The extremely small formation enthalpy for the H2S–H3S boundary
indicated with the first-principles calculations suggests possible alloying of these phases through
formation of local H3S regions. The modulated structures and gradual alloying transformations
between them explain peculiar pressure dependence of Tc in sulfur hydride observed experimentally,
as well as could they prevail in the experimental samples under various compression schemes.
PACS numbers: 61.50.-f, 81.10.Aj, 61.66.Fn, 74.62.Fj
Sulfur hydride has recently been found to become su-
perconductor at extremely high pressure around 200 K [1,
2]. This is the first achievement of superconducting tran-
sition temperature (Tc) exceeding the nitrogen boiling
point among the conventional phonon mediated super-
conductors [3], as well as it has broken the long-standing
record of 160 K in mercury-cuprate [4–7].
A remarkable feature observed in this superconduct-
ing phenomenon is pressure and annealing-scheme depen-
dences of Tc [1, 2, 8]. (i) When the pressure (>∼100 GPa)
is applied to the H2S sample at room temperatures and
afterwards cooled down, the observed Tcs amount to over
150 K, with 203K being the maximum value (open circle
in Fig. 1). (ii) By pressurizing at temperature around 100
K, on the other hand, the observed Tc remains low and
next rapidly increases (open square in Fig. 1). Although
this behavior suggests a variety of structural phases and
their peculiar properties, efficient experimental observa-
tions have been obstructed by the extremely high pres-
sure. Instead, first-principles calculations have provided
insights for the superconducting phases. It is now estab-
lished that some of the observed values of Tc with the
low- and high-T schemes are well reproduced [9–17] with
crystal structures predicted for compositions of H2S [9],
as well as H5S2 [16] and H3S [10] (See Fig. 1). However,
consistent understanding on the observed behavior still
remains unprecedented. In particular, no clear explana-
tion on the rapid increase of Tc with the low-T scheme
has been given, despite accumulated first-principles pro-
posals of candidate structures with various composition
of HxS [11, 14, 18, 19].
The current theoretical attempts have focused on the
possible understanding with a minimal number of dis-
tinct structural phases. Rather, we provide a differ-
ent view: Not only distinct phases but also their mix-
ture have vital roles. Specifically, we find an infinite
number of metastable crystal structures having compo-
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FIG. 1: Experimentally observed Tc (open circle, square [1]
and star with error bar [8]) compared with the first-principles
calculations (solid symbols). The latter data are taken from
Ref. 9 (pentagon), Ref. 10 (rhombus), Ref. 12 (inverted tri-
angle), Ref. 13 (circle and square), Ref. 14 (double circle),
Ref. 18 (triangle), Ref. 15 (hexagon) and Ref. 16 (circle
with x-mark). The data points in the shaded areas have
been obtained from the corresponding predicted crystal struc-
tures [9, 10], respectively. Note that R3m-H3S is a trigonally
distorted variant of Im3¯m-H3S. As discussed later, we at-
tribute the pressure dependence of Tc (open square) to the
“Magne´li” phases. The values from Ref. 13 (Refs. 14, 15) in-
cludes the plasmon effect (phonon anharmonic effect). The
vertical bars connecting the rhombi indicate the Tc variation
with the empirical Coulomb parameter µ∗ [10, 14].
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FIG. 2: (a) (1 1 0) view of P 1¯-H2S and (b) (1 0 0) view
of Cmca-H2S, accompanied by their schematic pictures. The
unit cells are depicted in thin lines. In the schematic pictures,
the bond depicted by panel (d) is indicated by thick dashed
lines. (c) The fundamental unit structure, “interlaced square
nets” and its schematic picture. In the latter, sulfur and
hydrogen atoms are located at the corners and the centers
of the edges, respectively. (d) Bonding structure in panels
(a) and (b), where sulfur and hydrogen atoms are depicted in
yellow and red, respectively.
sitions HxS1−x with 2/3<x<3/4, which have not been
reported in the first-principles structure-search studies.
They can be understood as long-period modulated crys-
tals formed by stacking the H2S and H3S slab-like struc-
tures, which are reminiscent of the Magne´li phases in
transition-metal oxides [20]. All these structures are
thermodynamically as stable as the complete separation
to H2S and H3S phases. This suggests that the micro-
scopic intergrowth of the H2S and H3S regions requires lit-
tle activation enthalpy and therefore occurs ubiquitously
in the experimental situation, forming, as it were, slab-
alloy phase. We also show that the experimentally ob-
served Tc-pressure curve is reproduced from these alloy-
like phases.
We begin with a discussion of the hidden similarity
between theoretically predicted relevant structures for
H2S and H3S. P 1¯-H2S and Cmca-H2S (Fig. 1) are known
to give low Tc values [9, 13, 17], which agree relatively
well with the experimental values with the low-T an-
nealing for the low-pressure regime. Im3¯m-H3S (Fig. 1)
has been thought to give the Tc with the high-T an-
nealing cases [11, 14, 15, 17, 21–31], and its presence
is recently confirmed with the X-ray diffraction measure-
ments [8, 18, 32, 33]. Seen from the (1 1 0) direction
[(1 0 0) direction] in the setup of Ref. 9, one can no-
tice that P 1¯- and Cmca-H2S can be decomposed into
the common unit structures [Figs. 2(a)(b)]: Two H2S
square nets interlaced with each other [Fig. 2(c)]. The
units of this shape are bound with each other so that sul-
fur atoms adopt local FCC-like stacking [Fig. 2(d)] [34].
The P 1¯ and Cmca structures can now be distinguished
by the configuration of the inter-unit bonding. The
uniform (alternating) bonding orientation yields the P 1¯
(Cmca) structure. An important thing is that the Im3¯m-
H3S structure can also be formed with the present unit
by binding them so that the vertical edges are shared
[Fig. 3(c)].
The unit-based perspective for H2S and H3S is indeed
helpful for us to construct a group of metastable struc-
tures. In a wide variety of materials such as metal oxides,
multiple crystalline phases with slightly different stoi-
chiometries emerge depending on the bonding between
the unit complexes [35, 36]. One of such examples is the
Magne´li phases in molybdenum- [20, 37, 38], tungsten-
[20, 39], titanium- [40–43], and vanadium-oxides [44–
47], where two-dimensional defects (or crystallographic
shear [48]) of edge- or face-sharing bonding between
metal-oxide complexes are periodically formed. On the
analogy to them, here we consider possible crystalline
phases formed by the structural H2S unit.
We first define the three types of the inter-unit bond-
ing (Fig 3 (a)–(c)): bonding α and α¯ correspond to the
two bonding orientations seen in Cmca-H2S, respectively,
whereas bonding β corresponds to the bond sharing the
edge. With this definition, by arranging the units side
by side and next assigning any type of bonding for ev-
ery neighboring pair of units, we can generate a crystal
structure formed by the units. In this sense, every circu-
lar permutation composed of desired numbers of α, α¯ and
β yields a corresponding long-period modulated crystal
structure. Any structures generated in this way have in-
termediate composition HxS1−x (2/3 ≤ x ≤ 3/4), whose
α-bond
α-bond
β-bond
“αβαβ”(a)
(b)
(c)
(d)
(e)
relaxed
FIG. 3: (a)–(c) Definitions of the inter-unit bonding. (d)
Long-period modulated structure generated from permuta-
tion “αβα¯β” and (e) its relaxed counterpart (see the main
text). The Im3¯m-H3S regions are shaded in red.
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FIG. 4: (a)–(c) Formation enthalpy from the first principles at
various pressures, where Natom denotes the number of atoms
in the unit cell. The structures corresponding to the points are
summarized in Supplemental Materials [49]. The inset panels
focus the region between x = 2/3 (H2S) and x = 3/4 (H3S),
where the formation enthalpies are measured with respect to
the values for the phase separation of H2S and H3S. Bold lines
indicate ±50 kelvin.
unit cells are composed of H4N−kS2N−k with N and k
being the period of the permutation and the number of
β, respectively. The “αβα¯β” structure is exemplified in
Fig. 3(d), whose unit-cell formula is H14S6. As the num-
ber of β increases, H3S-like structural regions grow [Fig. 3
(d)(e)]. Note that P 1¯-H2S, Cmca-H2S, and Im3¯m-H3S
are generated by permutations “α” (also “α¯”; see Sup-
plemental Materials [49]), “αα¯”, and “β”, respectively.
Using the structures thus generated from the per-
mutations of period 2, 3, and 4 as inputs, we carried
out the first-principles structure optimization for various
pressures. Our calculations were done using the first-
principles code package QUANTUM ESPRESSO [52]
with the generalized-gradient approximation for the
exchange-correlation potential [53]. The unit-cell com-
positions of the resulting structures are H7S3, H10S4,
H11S5,H12S6, H13S5, H14S6, H15S7, and H16S8, respec-
tively. Detailed conditions of the calculations are summa-
rized in Supplemental Materials [49]. We have found that
the formation enthalpy ∆H(HxS1−x) for all the resulting
structures satisfy ∆H(H2S) & ∆H(HxS1−x ) & ∆H(H3S)
(Fig. 4). We have also confirmed that all these struc-
tures retain the bonding characteristics in their initial
structures [Fig. 3(e)]. Namely, every different permuta-
tion gives different optimum metastable structures where
well-defined bcc-H3S slab regions emerge. Although we
do not examine the N≥5 cases here, an infinite number
of metastable structures are expected to be obtained in
this way.
Remarkably, the values of formation enthalpy relative
to the complete decomposition into H2S and H3S are
wholly within 50 K per atom [insets of Fig. 4(a)–(d)].
This dependence is not an indication of trivial phase sep-
aration into H2S and H3S because the two regions inter-
grow in a microscopic scale in the respective structures
(see Fig. 3 (e)). A more appropriate interpretation is
that the formation enthalpy for the H2S–H3S boundary
is extremely small in these structures.
Let us argue the relevance of the newly found inter-
mediate phases in the experimental situation. We here
have to bear in mind that the intermediate structures are
within the convex hull of the formation enthalpy in the
present pressure regime, apart from the narrow range
around 110 GPa (Fig. 4 and Ref. 18). This means
that in the compressed H2S system, these phases do
not grow as the decomposition residues of the emergence
of H3S phase, if annealed with enough time and heat.
However, the decomposition paths otherwise depend on
the enthalpy barrier from the pristine H2S structures.
The transition between two metastable structures with
slightly different x occurs through transformations of a
small fraction of α (α¯)-type inter-unit bonds to β. This
sporadic character of the bonding transformation and the
small formation enthalpy for the H2S–H3S boundary re-
vealed above suggest that such transition requires little
activation enthalpy. The intermediate crystalline phases
should thus be observable if HxS systems exhibit either
of the P 1¯- or Cmca-H2S region and next further com-
pressed at low temperature.
The possible emergence of the intermediate Magne´li-
type phases draws a consistent explanation on the puz-
zling pressure dependence of Tc observed experimentally.
In the present “Magne´li” phases, Tc is expected to in-
crease as the H3S regions grow. Indeed, by selecting plau-
sible phases and calculating their superconducting Tcs
from the first principles [13, 49, 52, 56–58, 60–62, 66, 72],
we successfully reproduced the experimentally observed
Tc behavior (Fig.1): 41 K (130GPa), 80 K (180GPa),
107 K (190GPa) and 121 K (200GPa). Here, the in-
crease of Tc is due to enhancement of electron-phonon
coupling (see Supplemental Materials [49]). The succes-
sion of the “Magne´li” phases with increasing fraction of
the H3S region is hence the probable origin of the pres-
sure dependence of Tc observed with the low-T compres-
sion scheme, filling the unsolved gap between the theory
and experiments. Although we have selected the “αβ”,
“αββ”,, “αβββ”, and “α(β×9)” phases for 130, 180, 190
and 200 GPa, respectively, we do not conclude these spe-
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FIG. 5: Schematic picture of a possible transformation path
“α (α¯)→ β+HS”. The shaded area in the left plot represents
the multiple intermediate structures, whereas that in the right
indicate the H3S regions.
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FIG. 6: X-ray diffraction patterns. The simulations were done
for the structures optimized at 150 GPa. (a) (top) Experimen-
tally observed diffraction pattern for D2S taken from Ref. 8,
where the horizontal bars indicate regions where we can find
similarity to simulated patterns for some Magne´li phases [see
panel (c)]. (bottom) The simulated patterns for the reference
structures. (b) Representative simulated patterns exhibiting
multiple diffraction peaks. (c) Patterns obtained from a se-
lected group of structures which are ordered so that the frac-
tion of β-bond gradually varies.
cific phases were emerging in the experimental situation
in Ref. 1 but were more various Magne´li phases. For
example, there has been a recent first-principles calcula-
tion that H5S2, which is actually equivalent to the “αββ”
phase, also yields a good agreement for P<150 GPa (cir-
cle with x-mark in Fig. 1; Ref. 16).
We can also find a plausible reaction path consis-
tent with the experiment. The calculated formation en-
thalpies for HS and the “Magne´li” phases decrease with
compression compared with those for H2S [see Fig. 4 (a)–
(c)]. This pressure-induced phenomenon would stimulate
a local reactions forming the H3S slab: α (α¯)→β+HS
(Fig. 5; see also Supplemental Materials [73]). This sup-
ports the present scenario; the increase of the H3S region
by compression.
The multiplicity of the metastable phases deduces an
interesting speculation: Arbitrary values of Tc between
those of the low- and high-Tc phases in Ref. 1 are ob-
servable. The local H3S-slab formation can also be stim-
ulated by annealing. By carefully controlling the anneal-
ing conditions, one would observe various values and their
temporal evolution even at fixed pressures.
Here we note a possible characteristic effect in the
present HxS Magne´li phases for future studies. In the
titanium-oxide Magne´li phase, it is known that the lo-
cal electron-lattice coupling is enhanced by the two-
dimensional defects to form bipolarons (or charge or-
der) [71]. Hydrogen atoms are in principle subject to
this instability because of their multivalent character.
Although we have not found traces of such polaronic
phases (see Supplemental Materials [49]), in view of
the strong electron-phonon coupling, proximity effects of
such phases may affect the transport and superconduct-
ing properties [74–77].
To facilitate experimental exploration of the HxS
Magne´li phases, we computed theoretical X-ray diffrac-
tion patterns at 150GPa using RIETAN package (Ref. 55,
see Supplemental Materials[49]). We focus on two dis-
tinct groups of structures. When the fraction of the β
bond is small and both α and α¯ bonds are present, mul-
tiple minor peaks are generally seen around the diffrac-
tion angle of the dominant peak in R3m-H3S [(110) peak;
2θ'11◦ in Fig. 6(a)], as exemplified in Fig. 6(b). This be-
havior is due to subtle distortion of the sulfur lattice and
apparently difficult to understand with a simple combi-
nation of the patterns for the pristine R3m-H3S, P 1¯-H2S
and Cmca-H2S phases. Experimental “noise” may actu-
ally be contributed to by the diffraction peaks from those
phases. We also show the simulated patterns when the β
bonds are gradually introduced in either P 1¯- or Cmca-
H2S phase in Fig. 6(c). We observe gradual evolutions
between the end points. Remarkably, the intensity of the
dominant peak is well retained while peripheral features
such as sub-peaks, peak shift and tail are found. In the
previous diffraction experiments [8, 18, 32], presence of
the H3S phase has been indicated from the (110) peak,
though it was accompanied by subtle sub-peaks depend-
ing on the experimental protocol. The Magne´li phases of
this group may provide a unified understanding on such
structures. To demonstrate this, we plotted an exper-
imental pattern quoted from Ref. 8 in Fig. 6(a). The
sub-peaks and tails around 10◦.2θ.12◦ well resembles
to, for example, those for αβ and αα¯ββββββ, as indi-
cated in panels (a) and (c).
We additionally assert that not only crystalline
Magne´li phases but also their nanoscale stripes can
emerge in an ordered and random fashion, similarly to
the cases of the microsyntactic intergrowth [45] observed
in silicon carbide [78] and metallic oxides including the
Magne´li materials [45, 79–82]. Such structures will ap-
pear in reality an alloy-like phase formed by the slabs
5of the metallic H2S and H3S. This alloy phase is a
compound analog of the classic superconducting alloys
formed by elemental metals [83], but quite different from
them. The ingredients of the former alloy—H2S and H3S
slabs—can develop in the common H2S crystalline phases
and therefore, even in the pristine sample, their alloying
occurs in the self-contained manner through the struc-
tural and stoichiometric transformations. This alloying
obviously smears the experimental diffraction pattern,
which could appear to be amorphous-like behavior.
In summary, we have provided an interpretation based
on the common structural unit for the known crys-
tal structures of the low- and high-Tc H2S and H3S
and thereby found metastable Magne´li-type structures
formed by their layered microsyntactic intergrowth. The
experimentally observed pressure dependence of Tc is rea-
sonably explained with pressure-induced gradual trans-
formations through such alloy phases. The present find-
ing gives a new insight into the high-Tc superconducting
phenomena in sulfur hydride that the microscopic mix-
ture of the phases can be ubiquitous.
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7SUPPLEMENTAL MATERIALS
Equivalence between the bonding permutations
Here we summarize which permutations yield equiv-
alent and nonequivalent metastable structures. (i) the
cyclic variants of any permutations give equivalent struc-
tures because of the periodicity of the crystal. (ii) Pairs
of permutations exchanged by α ↔ α¯ (e.g., “αα¯β” and
“α¯αβ”) yield pairs of structures exchanged by the mirror
plane m1 (plane perpendicular to the units, see Fig. S7).
(iii) Pairs of permutations exchanged by inversion (e.g.,
“αα¯β” and “βα¯α”) yields structures interchanged by
global inversion (i). All the permutations related by
these three operations yield equivalent structures in that
they give equal values of formation enthalpy. Note that
the mirror reflection with respect to plane m2 (plane par-
allel to the units, see Fig. S7) is represented by the com-
bination of the former operations.
Relaxed structures
We carried out the first-principles structure optimiza-
tion for the structures summarized in Table I, which re-
sulted in the values of the formation enthalpy depicted
in Fig. 4 (triangle). Note that this list exhausts all the
possible structures for N ≤ 4, in that any unlisted per-
mutations can be related to either of the listed ones with
the operations summarized in Fig. S7.
The first-principles structure optimization has also
been done for other compounds for reference. The
squares in Fig. 4 correspond to the body-centered mon-
oclinic (without spatial modulation) and β-Po sulfur
(Ref. 50), I41/amd- and C2/m-HS (Ref. 14), Pnma-
H4S3 (Ref. 18), P 1¯- and Cmca-H2S (Ref. 9), R3m- and
Im3¯m-H3S (Ref. 10), and C2/c-H (Ref. 51).
m1
m2“αβαβ”
“αβαβ” “βαβα”
“βαβα”
i
FIG. 7: Relations between the operations on the permutation
and structure, exemplified with permutation “αβα¯β”.
Computational details
The first-principles calculations were done using plane-
wave pseudopotential calculation codes QUANTUM
ESPRESSO [52]. The generalized-gradient approxima-
tion of the Perdew-Burke-Ernzerhof type [53] was used
for the exchange-correlation potential. We used the
pseudopotentials for S and H atoms implemented with
the Troullier-Martin scheme [54]. The Kohn-Sham (KS)
wave functions and charge density were described by the
plane waves with energy cutoff of 80 Ry and 320 Ry,
respectively.
The structure and lattice optimizations were done for
calculating the formation enthalpy (Fig. 4) and electronic
density of states (DOS) (Fig. S9). We then described
the charge density using the k points on the 4×10×10,
3×10×10, and 2×10×10 meshes for the structures cor-
responding to the permutations of N = 2, N = 3, and
N ≥ 4 (see a later paragraph for the setup of the lattices),
respectively, with the first-order Hermite-Gaussian func-
tion of width of 0.03 Ry [65]. The values of the formation
enthalpy were plotted for the structures up to N = 4
(see Table I). The electronic densities of states for P 1¯-
H2S and R3¯m-H3S were calculated with the tetrahedron
method [68] using the 33×33×23 and 33×33×33 k-point
meshes in the standard lattice setup [9, 10], respectively,
whereas those for the intermediate structures correspond-
ing to the permutations N = 2, 3, 4, 8, 16 were based on
the 8×40×40 (for N = 2, 3, 4), 6×40×40 (for N = 8),
4×28×28 (for N = 16) meshes, respectively. The X-ray
diffraction simulations were done using RIETAN-VENUS
package [55] for the optimized structures. The wave-
length was set to 0.41377 A˚.
The superconducting transition temperature (Fig. 1)
was calculated based on the density functional theory
for superconductors [56, 57]. The phonon-mediated and
plasmon-assisted superconducting mechanisms are con-
sidered from the first-principles. In this case, we de-
scribed the charge density with the the k points on finer
meshes, based on which the crystal structures were op-
timized. We solved the gap equation given by Eq. (5)
in Ref. 57. We employed the nk-averaged approxima-
TABLE I: The calculated structures in terms of the corre-
sponding permutation and the composition of the unit cell.
N Permutation Composition (/unit cell)
2 αβ H7S3
3 ααα¯ H12S6
3 ααβ, αα¯β H11S5
3 αββ H10S4
4 αααα¯, ααα¯α¯ H16S8
4 αααβ, ααα¯β, αα¯αβ H15S7
4 ααββ, αα¯ββ, αβα¯β H14S6
4 αβββ H13S5
8tion for the phononic kernels with the dependence on
the density of states retained [Eq. (23) in Ref. 57 and
Eq. (40) in Ref. 58, respectively]. We used the nk-
resolved formulation within the random-phase approxi-
mation (RPA) for the electronic kernel as described in
Ref. 13, in which the plasmon effect [59–61] is included.
The self-consistent potential responses for the lattice dis-
placements were calculated with the density functional
perturbation theory [62], with which the phonon frequen-
cies, electron-phonon coupling matrix elements and the
Eliashberg function α2F (ω) were calculated. We cal-
culated the RPA dielectric matrix [63] with a reduced
plane-wave energy cutoff of 12.8 Ry. The Brillouin-zone
integrations involving the theta and delta functions in
the phonon and dielectric-matrix calculations were done
with the tetrahedron methods. The nk points for solving
the SCDFT gap equation were generated with the sam-
pling scheme described in Ref. 64, for which the KS en-
ergy eigenvalues and the electronic kernel were obtained
by linear interpolation from the data on uniform grids.
Further details are summarized in Table II.
We generated the input unit cells based on the fol-
lowing algorithm. (i) Define the S-H bonding length a,
(ii) assuming the first element of the permutation to be
α, give the positions for two sulfur and four hydrogen
atoms in the Cartesian coordinates by S(1)=(0, 0, 0),
S(2)=(2, 0, 0), H(1)=(0, 0, 1), H(2)=(1, 0, 1), H(3)=(2, 0,
1), H(4)=(1, 0, 0) in unit of a. Here and hereafter, A(n)
xz
xy
y
z
a1a2
a3
FIG. 8: A scheme of implementing the initial structures, ex-
emplified by the structure “αβα¯β”. The rectangular area
drawn with dashed line represents the unit cell, whereas the
solid arrows represent the primitive lattice vectors defined in
the present scheme. Note that the corners (centers of the
edges) of the solid graph are occupied by sulfur (hydrogen)
atoms.
denotes the position of the nth atom of kind A. (iii) if the
next element of the permutation is α, generate two sulfur
and four hydrogen atoms by S(n)=S(n−2)+(3, 0, 0) and
H(n)=H(n−4)+(3, 0, 0) ; if α¯, generate two sulfur and
four hydrogen atoms by S(n)=S(n−2)+(3, 0, 1×(−1)i)
and H(n)=H(n−4)+(3, 0, 1×(−1)i) for the ith α¯; if β, on
the other hand, generate one sulfur and three hydrogen
atoms by S(n)=S(n−1)+(2, 0, 0) and H(n)=H(n−3)+(2,
0, 0). (iv) Repeat (ii)–(iii) to the end of the permuta-
tion, which yields the unit cell indicated by the dashed
line in Fig. S8. (v) Finally define the three lattice vec-
tors as a1 = (3N − k, 0,−lmod2), a2 = (0, 0,−2), and
a3 = (1, 1, 1) (see Fig. S8) for the permutation of period
N(≥ 2) including l α¯s and k βs. We set a = 2.8 Bohr
for all the initial structures. We assumed no symmetry
during the structure optimization, nor have we specified
the symmetries of the final structures. Note that one can
also develop different lattice-generation schemes yielding
the same structures.
Superconducting properties
In Table III, we present the parameters represent-
ing the property of electron-phonon interaction, λ and
ωln, which are calculated from the Eliashberg function
α2F (ω) with the formula λ = 2
∫
dωα
2F (ω)
ω and ωln =
exp[ 2λ
∫
dωα
2F (ω)lnω
ω ]. Also, the resulting values of super-
conducting transition temperature by SCDFT T SCDFTc ,
which are also mentioned in the main text, are given.
The renormalized Coulomb parameter µ∗ was estimated
from the Improved McMillan-Allen-Dynes equation [69]
so that T SCDFTc is reproduced using the calculated λ and
ωln.
Electronic density of states
The calculated structures of the DOS for the interme-
diate compositions HxS1−x are shown in Fig. S9. The
finite values at the Fermi energy (vertical dashed line)
indicates that all the systems are consistently metallic.
We also observed a peak in the DOS near the Fermi level
growing gradually with the increase of x, which evolves
into the van-Hove peak found in the pristine Im3¯m-
H3S[10, 11, 21]. More quantitatively, we also calculated
the total number of states per valence electron within the
range of± 1 eV (' 5×ωD) and± 0.5 eV (' 2.5×ωD) with
ωD being the Debye frequency [10], respectively (Fig. S9,
right). These results indicate that the electronic struc-
ture is not linearly but at least continuously dependent
on the H ratio x.
9TABLE II: Detailed settings for the calculation of Tc in the αβββ structure. Subscript “1” for q points denotes the mesh with
displacement by half a grid step.
αβ αββ αβββ α(β × 9)
charge density k (6 14 14) (4 10 10) (4 10 10) (4 10 10)
interpol. 1st order Hermite-Gaussian [65] with width=0.030Ry
dynamical matrix k (6 14 14) (4 10 10) (4 10 10) (4 10 10)
q (3 7 7)1 (2 5 5)1 (2 5 5)1 (2 5 5)1
interpol. Optimized tetrahedron [66]
electron-phonon k† (12 28 28) (8 20 20) (8 20 20) (8 20 20)
interpol. Optimized tetrahedron [66]
dielectric function k for bands crossing E††F (7 21 21) (6 18 18)1 (6 18 18)1 (6 18 18)1
k for other bands (3 7 7) (2 6 6)1 (2 6 6)1 (2 6 6)1
q (3 7 7) (2 6 6) (2 6 6) (2 6 6)
unoccupied band num. 83 105 134 301
interpol. Tetrahedron with the Rath-Freeman treatment [67]
DOS for phononic kernels k (17 27 27) (13 27 27) (9 27 27) (5 27 27)
interpol. Tetrahedron with the Blo¨chl correction [68]
SCDFT gap function unoccupied band num. 39 50 54 121
k for the electronic kernel (3 7 7) (2 6 6)1 (2 6 6)1 (2 6 6)1
k for the KS energy eigenvalues (17 27 27) (13 27 27) (9 27 27) (5 27 27)
Ns for bands crossing EF 6000 5400 4500 2000
Ns for other bands 200 180 150 300,50,25
Sampling error in Tc .3%
† Electron energy eigenvalues and eigenfunctions were calculated on these auxiliary grid points.
†† Electron energy eigenvalues were calculated on these auxiliary grid points.
TABLE III: First-principles calculated electron-phonon cou-
pling parameters and superconducting transition tempera-
ture.
αβ αββ αβββ α(β × 9)
λ 0.936 1.162 1.303 1.478
ωln (K) 893 1218 1289 1355
T SCDFTc (K) 41 80 107 121
µ∗ 0.160 0.173 0.164 0.191
D
O
S
  [
/(e
V
 B
oh
r  
)]
Energy   [eV]
 0.008
 0.01
 0.012
 0.65  0.7  0.75
# of states/ B
ohr 3
x
 0
 0.004
 0.008
 0.012
-4 -2  0  2  4
3
x=2/3
  7/10
  10/14
  13/18
  25/34
49/66
  3/4
[-1eV,1eV]
[-0.5eV, 0.5eV]x2
FIG. 9: (left) Density of states (DOS) per unit volume for
various compositions. (right) Total number of states per unit
volume electron calculated within the range of [-1eV, 1eV]
and [0.5eV, 0.5eV].
On the possibility of polaron formation
In the TiOx Magne´li phases at low temperature, static
“bipolaron” phase has been observed [71], where small
fraction of Ti atoms trap excess valence electrons and
form local dimers. Proximity effects of this phase also
affects the electronic transport even in the disordered
phase at high temperature. The multivalence nature of
Ti atoms obviously has a crucial role in this phenomenon.
In the present HxS case, the possible counterpart should
involve hydrogen atoms for their multivalency.
We then carried out the Bader-charge analysis for the
structures corresponding to the permutations up to pe-
riod N = 4. The calculations were performed with
“bader” code [70]. The result for those of the hydro-
gen atoms, which can exhibit multiple valence states H±1
and H0, is summarized in Table IV. To show the charge
distribution among them, we present two representative
values:
ρ¯H ≡ 1
NH
NH∑
i
ρH(i) , (1)
∆ρmaxH ≡ maxij |ρH(i) − ρH(j) |. (2)
NH denotes the total number of hydrogen atoms in the
unit cell and ρH(i) is the value of the Bader charge at the
ith hydrogen atom. i and j are indices of the hydrogen
atoms in the unit cell. From the former quantity, we
find that the hydrogen atoms are well regarded to be H0,
whereas the latter indicates that the charge imbalance
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among the hydrogen atoms are at maximum ∼ 0.15. The
tendency to form polarons is thus thought to be not so
strong as in the titanium oxide [71].
TABLE IV: Mean values and maximum differences of the
Bader charges for hydrogen atoms. For each atom, we at-
tributed the value to that located at the nearest site.
N bonding 110GPa 150GPa 190GPa
ρ¯H ∆ρ
max
H ρ¯H ∆ρ
max
H ρ¯H ∆ρ
max
H
2 αβ 0.9358 0.0692 0.9357 0.0387 0.9481 0.0299
3 ααα¯ 0.9234 0.0916 0.9226 0.0757 0.9446 0.0856
3 ααβ 0.9358 0.1240 0.9350 0.0829 0.9429 0.0949
3 αα¯β 0.9352 0.0814 0.9405 0.0316 0.9600 0.0514
3 αββ 0.9424 0.0732 0.9360 0.0503 0.9549 0.0365
4 αααα¯ 0.9187 0.1030 0.9224 0.0796 0.9419 0.0907
4 ααα¯α¯ 0.9199 0.1027 0.9238 0.1102 0.9483 0.1095
4 αααβ 0.9264 0.1520 0.9232 0.0643 0.9424 0.0657
4 ααα¯β 0.9286 0.1216 0.9301 0.0724 0.9483 0.0721
4 αα¯αβ 0.9282 0.0841 0.9327 0.0359 0.9538 0.0336
4 ααββ 0.9343 0.1028 0.9345 0.0966 0.9451 0.0547
4 αα¯ββ 0.9388 0.0850 0.9428 0.0563 0.9583 0.0421
4 αβα¯β 0.9379 0.0641 0.9452 0.0427 0.9605 0.0260
4 αβββ 0.9508 0.0831 0.9452 0.0607 0.9549 0.0542
Possible local reactions forming the H3S slabs
Here we summarize the reaction(s) that can occur in
the compressed H2S and intermediate phases. As dis-
cussed in the main text, the pressure-induced stabiliza-
tion of the HS and “Magne´li” phases should stimulate a
reaction α (α¯)→β+HS [Fig. S10(a)]. There is also an-
other possible reaction forming H3S slabs α (α¯)+H2→2β
[Fig. S10(b)]. The values of formation enthalpy suggests
that this reaction is also stimulated upon compression
[Figs. 4 and S10(c)]. Although the latter reaction re-
quires excess hydrogen atoms, it may also have been rel-
evant in the previous experiments: Observation of phases
of elemental sulfur [1, 8] indicates H2 or any other H-rich
phases as their decomposition counterparts.
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FIG. 10: (a) Reaction α (α¯)→β+HS and (b) Reaction α
(α¯)+H2→2β, where small and large balls represent hydro-
gen and sulfur atoms, respectively. (c) Schematic picture of
the possible transformation paths (see also Fig. 5).
