The analysis of cardiac signals is still regarded as attractive by both the academic community and industry because it helps physicians in detecting abnormalities and improving the diagnosis and therapy of diseases. Electrocardiographic signal processing for detecting irregularities related to the occurrence of low-amplitude waveforms inside the cardiac signal has a considerable workload as cardiac signals are heavily contaminated by noise and other artifacts. This paper presents an effective approach for the detection of ventricular late potential occurrences which are considered as markers of sudden cardiac death risk. Three stages characterize the implemented method which performs a beat-to-beat processing of high-resolution electrocardiograms (HR-ECG). Fifteen lead HR-ECG signals are filtered and denoised for the improvement of signal-to-noise ratio. Five features were then extracted and used as inputs of a classifier based on a machine learning approach. For the performance evaluation of the proposed method, a HR-ECG database consisting of real ventricular late potential (VLP)-negative and semi-simulated VLP-positive patterns was used. Experimental results show that the implemented system reaches satisfactory performance in terms of sensitivity, specificity accuracy, and positive predictivity; in fact, the respective values equal to 98.33%, 98.36%, 98.35%, and 98.52% were achieved.
Introduction
The use of science and technology in medicine is an evolving field that addresses complex medical issues by integrating the latest advancements in the fields of biology, chemistry, and physics with engineering and medicine for solving challenges in human health [1] [2] [3] .
In medical signal processing, the accurate diagnosis and/or assessment of a disease depends on both signal acquisition and interpretation. Medical signal interpretation processes can benefit from computer technology [4] [5] [6] . It can help clinicians to screen abnormalities and the risks associated with them and contribute to the diagnosis of clinical signs for the purpose of recognizing the nature and cause of the pathological event [7, 8] . Computer-aided interpretation is particularly useful when either a large amount of data has to be analyzed or the observation time is long, as is the case for the diagnosis of cardiovascular diseases. Since the state of the heart is related to the shape of the electrocardiogram signal (ECG) and to the heart rate, cardiologists consider the ECG to be a representative signal of cardiac physiology which is useful for detecting cardiac pathologies.
Due to the nonstationary behavior of the ECG signal, disease indicators may be present all the time, or may occur at random during certain irregular intervals of the day. Therefore, the study of ECG patterns by analysts may have to be carried out over several hours, with a high probability of missing vital information.
The detection of high frequency, microvolt-level cardiac electrical activity in the terminal portion of QRS complexes is the expression of abnormal ECG signals owing to the existence of ventricular late potentials (VLPs). They represent areas of slow conduction resulting from fragmentation of electromotive forces in abnormal areas of ventricular myocardium; in fact, the necrosis or ischemic death of myocardial cells causes the formation of high-resistivity areas where the propagation of cardiac action potential is delayed [9, 10] VLPs are considered as electrophysiological indicators both for stratifying the risk of ventricular arrhythmias development in people who are recuperating from myocardial infarction [11, 12] , and for the early detection of malignant arrhythmias in people having ischemic heart pathology incurring in sudden syncope [13] .
Prior studies have highlighted the analysis of VLPs in assessing the risk of ventricular arrhythmias for symptomatic and asymptomatic patients with Brugada syndrome [14] , Chagas disease patients [15] , and patients with arrhythmogenic right ventricular cardiomyopathy [16] . Moreover, other studies have investigated the association of ventricular late potentials with left ventricular hypertrophy in patients affected by hypertension [17] , diabetes mellitus [18] , obesity [19] , and other indicators of metabolic syndrome [20, 21] . A robust correlation has also demonstrated between QRS fragmentation and late potentials [22] .
The analysis carried out in the literature has shown that there is a high negative prediction value of VLPs for arrhythmic events coupled with a low measured positive prediction if used as a unique screening parameter: the combination of VLP analysis with patient history and other diagnostic tests can help physicians during diagnostic investigations [11, 23] .
Correct VLP detection is actually considered a helpful and non-invasive diagnostic tool in patients with arrhythmogenic right ventricular cardiomyopathy for preventing malignant ventricular arrhythmias such as ventricular tachycardia and ventricular fibrillation. In fact, the prediction of ventricular tachycardia/ventricular fibrillation before their occurrence is essential to prevent delay of rescue procedures [23] [24] [25] .
In this paper, the machine learning approach is proposed for VLP detection in HR-ECG signals. The implemented computer-aided detection (CAD) method adopts the wavelet transform to perform efficient signal denoising and the support vector machine (SVM) technique to carry out a beat-to-beat analysis.
Adopting the PTB (Physikalisch-Technische Bundesanstalt) Diagnostic ECG Database for procedure testing [26] , sensitivity, specificity, and accuracy are considered for the method performance evaluation. The obtained results show both the method validity and its capability to detect VLPs in HR-ECG signals independently from QRS complex morphologies.
Following the introduction that highlights the ventricular late potential validity as an electrophysiological indicator, in Section 2, a summary of the prior research on VLP detection is presented. In Section 3, the characteristics of the VLP signal are indicated while Section 4 deals with the techniques adopted for method implementation. Section 5 contains an in-depth presentation of the implemented CAD system and Section 6 includes the obtained results. Moreover, some conclusions are drawn out.
Prior Research
VLP detection and quantification are hard tasks, since their amplitude is often too small to show up on a normal ECG. For this reason, high-resolution ECG (HR-ECG) is adopted as an electrocardiographic technique which is characterized by great amplitude resolution and a high sampling rate. Due to their low amplitude, VLPs are covered by both low-frequency high-amplitude deflections of ECG and by high-frequency interference arising from biomedical instrumentation and muscular activity signals. Several procedures of signal enhancement and feature selection for VLP detection have been implemented over the years. Generally, three orthogonal leads measure the ECG signals from the body surface which are then amplified and digitized at a sampling rate of 1000 samples per second. To improve the ECG signal-to-noise ratio (SNR) and, consequently, to better identify VLPs, several cardiac cycles are cross-correlated with a template, aligned, and averaged to obtain the so-called signal-averaged electrocardiograph. The signal-averaged electrocardiography (SAECG) signal is analyzed in either the time or frequency domain. The time domain study for VLP detection requires high amplification and a suitable filtering phase for the rejection of low frequencies associated with the repolarization phases of the action potential, ST segment, and T wave. The filter passband and its characteristics are very important for the accuracy of results. Most often linear, shift-invariant (time-invariant) digital filter is implemented in the time domain as a convolution sum so to avoid phase distortion in a single processing step. A bidirectional four-pole Butterworth high-pass filter has been used by Simson [27] to improve the sensitivity and specificity of the method for adoption in clinical environments. In this way, the filter ringing effect in the terminal parts of the QRS complexes has been avoided. Also, obtaining the localization of the QRS complex endpoint position is a hard task because of noise occurrence, which makes the portion of signal following the QRS unstable. Standards have proposed the automatic estimation of the initial and final points of the filtered QRS complex [27] . However, the incomplete characterization of reentrant activity, poor accuracy of positive prediction [28] , and impossibility in detecting VLPs in patients with bundle branch block pathology [29] are the major limitations of time domain analysis.
Fractal dimension analysis has also been implemented as a diagnostic tool to detect and quantify the complexity degree of VLPs in the microvoltage 3D space [30] .
Unlike time analysis, a standard for the frequency domain approach has not yet been defined. Several studies have considered Fourier transformation [31] and the short-time Fourier transform, other methods have used maximum entropy spectrum estimation [32, 33] , time-variant autoregressive spectral study [34] , spectral turbulence analysis [35, 36] and Wigner distribution [37] . Some evident limits of the aforementioned methods concern the fixed duration of the window adopted for selection of QRS complex segments, the generation of interference terms, and poor choice of a fixed time-frequency resolution for the analysis of nonstationary signals such as VLPs.
Wavelet transform is also adopted because, in the analyzed signal, it provides the possibility of good tracking of sudden changes [38] [39] [40] .
Although approaches based on SAECG signals give useful results, they both remove any beat-to-beat variations from the signal and require that the signal is present for a considerable number of beats. For these reasons, some alternative techniques have been proposed, such as adaptive filtering [41, 42] (for the suppression of noise having a spectrum which overlaps with the VLPs), wavelet transform [2, 43] , and hybrid procedures which make use of several techniques, such as time sequence adaptive filter for SNR enhancement, wavelet transform for time-frequency achievement of filtered signals and artificial neural network for VLP detection and localization [44] . Moreover, the bidimensional cross-correlation between a time-frequency template map of VLP and the time-frequency template of each individual beat of the ECG has adopted for the study of VLP beat-to-beat variability [45] .
Ventricular Late Potential Characteristics
VLPs are cardiac signals of high frequency content (in the range of 40-250 Hz) and very low voltage (between 1 and 20 µV) which are located at the end of QRS complex but may also extend into the early part of an ST segment ( Figure 1 ). They are considered nonstationary and non-Gaussian signals and are generated in cardiac tissue zones whose architecture has been altered due to necrosis, fibrosis, or dystrophy. The resulting delayed and fragmented depolarization causes the occurrence of high-resistivity areas where the speed of cardiac impulse decreases. Such heterogeneous areas giving rise to ventricular late potentials represent an electrophysiological substrate for the development of reentrant ventricular tachycardia [46] . As ventricular late potentials are at least two orders of magnitude smaller than the typical ECG signal, they remain hidden below the noise produced by the acquisition hardware and by noncardiac signals. For this reason, VLPs are not visible on standard ECG and require a high-resolution ECG technique [47] . It follows that noise reduction is an essential and delicate phase when cardiac signals are processed for VLP detection and localization.
Techniques Adopted for the Method Implementation

Wavelet Transform
Wavelet transform is a suitable tool for studying nonstationary signals. In fact, both the property of time-frequency localization and the multirate filtering option make wavelet transform an effective tool in signal processing analysis [48] . It decomposes the signal into several components with various scales or resolutions. The compactness of wavelet functions makes them a useful procedure for signal processing. In fact, the characteristic of wavelet coefficients of measuring variations around a small zone of data makes easy identification of the data features (spikes, edges of objects, etc.) possible.
As the aim of this paper is the implementation of a fast algorithm, the type of nonredundant wavelet decomposition that has been chosen is one which is better for data reduction. To determine the best wavelet function to be used, the VLP signal properties have been studied, such as the shape and their localization inside the ECG signal.
Support Vector Machine
The support vector machine (SVM) is a collection of supervised learning tools derived from statistical learning adopted for classification and regression. For classification purposes, the main idea of the SVM technique is to separate classes in a mapped high-dimensional feature space with a hyperplane that maximizes the separation margin between them [49] .
Denoting with:
• x ∈ R n as a vector which represents a pattern to be classified; The aim is the implementation of a decision function f(x) able to classify an input pattern x that is not necessarily from the training set:
where α i are determined through training and K(.,.) is a kernel function. The kernel function transforms data into a higher-dimensional space to make data separation possible. For a given training set, while there may exist many hyperplanes that separate the two classes, the SVM classifier selects the one that maximizes the separating margin between the two classes. In other words, SVM finds the hyperplane or hypersurface that causes the largest separation between the decision function values for the "borderline" examples from the two classes called support vectors. By definition, support vectors are elements of the training set that lie either on or near to the decision boundaries of the decision function. They consist of those training examples that are very difficult to classify and, for this reason, they are defined as "borderline" examples. The SVM classifier then defines the decision boundary between the two classes by "memorizing" these support vectors.
Training an SVM requires the solution of a very large quadratic programming optimization problem. A simple and widely used method for training SVM is the sequential minimal optimization (SMO) algorithm. The main idea is derived from solving the dual quadratic optimization problem by optimizing the minimal subset including two elements at each iteration. The advantage of SMO is that it can be implemented simply and analytically.
Developed Method for VLP Detection
The implementation of the method is split into three distinct steps, namely, preprocessing, feature extraction, and classification. Results generated by the generic ith step represent inputs for the (i+1)th step.
Step I: Signal Preprocessing
The aim of the signal preprocessing phase is baseband filtering and noise level reduction.
Filtering
The filtering procedure is introduced to:
• remove both the DC component and the signal wandering due to low frequency terms; • limit the noise energy by restricting the bandwidth of the acquired HR-ECG signal to the components of interest.
To achieve this aim, a fourth-order bandpass Butterworth filter with cutoff frequencies at 25 and 300 Hz has been used. To reduce misleading effects on test signals coming from the 50 Hz noise and all its harmonics (which are caused by the power supply section of the acquisition system), a subsequent second-order stopband comb filter with a 5 Hz attenuated bandwidth was adopted.
Vector Magnitude Evaluation
The vector magnitude (VM) is recognized as a standard for VLP analysis by the Task Force Committee of the European Society of Cardiology, the American Heart Association, and the American College of Cardiology [50] .
The VM standard definition quantifies the energy measured by the three bipolar ECG leads. In this study, the extension of its definition to all available leads of the cardiac signal is carried out. Therefore, adopting a HR-ECG system equipped with N leads, the VM evaluation has been determined using the following equation:
where X k (t) is the sample of the kth lead signal at time t. Therefore, the implemented procedure evaluates one VM for each N-led HR-ECG signal.
In Figure 2 , the waveform of one VM signal produced by the implemented tool is indicated. 
Wavelet Denoising
This step of the procedure is aimed at the denoising of the VM signal to reduce the probability that some VLPs may remain undetected.
Wavelet transform has been used in this phase since it has been proven to be a useful tool for nonstationary signal analysis [51] . As the performance of signal processing system is heavily dependent on the chosen wavelet family and on the wavelet filter length, accurate selection was carried out. The criterion for the wavelet family selection was the orthogonality property which allows wavelet transforms to be implemented as perfect reconstruction filter banks. Moreover, orthogonality results in efficient signal processing since it ensures the absence of redundancy of the information represented by the wavelet coefficients [52] . Coiflet5 wavelet was selected as the basic wavelet for shape matching with the VLP curve feature. Its orthogonal features allow for the decomposition of the signal into a set of independent coefficients. Three decomposition levels were taken into account, splitting the signal bandwidth into four bands [2] . The lower band contains the smoothed signal and is called the "approximation level", while the other three bands contain the signal details and are called "detail levels".
All subband coding filters are made by second-order infinite impulse response (IIR) Butterworth filters having the same biquad structure and differing only in their coefficient values.
For denoising purposes, hard thresholding of the three detail levels was adopted and the four levels were then added to achieve the denoised vector magnitude (DVM) [53] .
Several approaches can be considered for the threshold selection. The choice is a tradeoff between two parameters; indeed, a large threshold value removes a significant amount of signal energy while a small value does not suppress a large amount of noise.
The values adopted in this study are derived from statistical analysis. In particular, two probability density functions of values assumed by VM in the presence and absence of VLP for each of the three detail levels were analyzed. Because the threshold value was calibrated for each detail level, the denoising was performed without the loss of significant information of VLPs.
The removal of linear distortions introduced in the signal analysis phase and subsequent summation to reconstruct the signal, as schematically represented in Figure 3 , requires the implementation of an equalization system whose design is presented in [2, 37] . For the definition of the equalizer transfer function, the impulse response of the system without thresholding has been evaluated.
The equalizer has been designed to produce a finite impulse response (FIR) filter with 101 coefficients.
The waveforms of the VM and of the related DVM signal obtained as an output of the preprocessing phase is shown in Figure 4 . The signal in Figure 4 shows that the VLP occurrence is preserved after the denoising process. 
Step II: Feature Extraction
In this phase, DVM signals are considered as input for the evaluation of characteristic VLP features. To achieve this aim, a procedure for locating the J point in each heartbeat composing one DVM has been developed. Therefore, a bit-to-bit analysis for each DVM is performed. The J point marks the end of the QRS complex (Figure 1b) .
Five different features have been selected, three of which are in the time domain and two in the time-frequency domain for quantifying the information content to be fed into the SVM algorithm [54] ( Figure 5 ):
• F 1 : time lag between the R peak and the J point; • F 2 : root mean square voltage of the terminal 40 ms of the QRS complex; • F 3 : amount of time during which the QRS complex remains below 40 µV;
where • E END is the energy calculated in an area next to the QRS off point; • E QRS is the energy of the QRS complex; • E VLP is the energy of the VLP.
In detail, 
Step III: Classification
The aim of Step III is the classification of HR-ECG records as abnormal or normal, depending on whether there is VLP occurrence or not. Therefore, DVM signals were analyzed for detecting possible VLPs.
To achieve this goal, the implemented tool considers one beat at time of the DVM signal, and verifies the presence of VLP inside by using a machine learning approach. The feature set of the DVM signal under the test represents the classifier input while the output is the class to which the signal belongs to (normal or subnormal). Two different classes are indicated: the class of DVM without VLPs (here addressed as type A signal, namely, "normal ECG") and the class of DVM with VLPs (type B signal, namely, "abnormal ECG").
Taking into account the five previously defined features, the SVM technique is adopted for VLP recognition and, consequently, VLP detection is regarded as a two-class pattern classification matter. With the SVM formulation, the classifier is trained using supervised learning to automatically detect VLPs in one DVM. The cubic function is adopted as kernel, and the optimization of the kernel function-associated parameter is performed adopting the holdout validation method with 25% holdout.
The SVM classifier training has been carried out by the sequential minimal optimization technique and the training phase is performed adopting 90 DVM signals, each one lasting for 2 minutes; half of these contain VLPs while the others are lacking in VLPs.
The block diagram of the implemented VLP detection system architecture is indicated in Figure 6 . In so doing, the operations carried out by every single block and the functional interconnection among blocks are highlighted. 
Performance Evaluation
Database Used as Test Bench
The proposed method was evaluated using real electrocardiographic signals provided by the PhysioNet database. In particular, cardiac records of healthy subjects from the PTB Diagnostic ECG Database were adopted for procedure testing [45] . The signals comprising the database are characterized by a sampling frequency of 1 kHz and resolution of 16 bit with 0.5 µV/LSB and total duration of about 2 min. Each HR-ECG is recorded using 15 leads: the 12 conventional and 3 orthogonal (Frank leads).
In particular, the dataset adopted as test bench is composed of two groups of signals: the first group (named group A) contains sixty 15-lead HR-ECG records lacking VLPs and extracted from the PTB Diagnostic ECG Database; the second group (named group B) consists of sixty 15-lead HR-ECG signals with VLPs.
The B-type signals were synthesized by adding on the ST segment of healthy HR-ECG signal (belonging to the PTB Diagnostic ECG Database) waveforms similar to the VLP signal. Low amplitude (1-20µV), short duration (5-50ms), and wideband spectrum (40-250Hz) are the VLP characteristics taken into account for the simulation [56, 57] .
Based on the aforementioned features, VLP signals were simulated as the sum of sinusoids in accordance to expression (6):
where α n , ϕ n and f n are suitable selected parameters to obtain a simulated waveform as close as possible to a classical VLP signal.
In particular, simulated VLPs were added on 50 randomly chosen beats in one healthy HR-ECG record, and their position changed randomly from beat to beat inside the ST segment.
Evaluation Parameters
The performance of the implemented diagnostic system is measured evaluating sensitivity (also known as recall), specificity, precision (also called positive predictive value), and accuracy.
The sensitivity (Se) is defined as the probability of detecting a VLP when a VLP actually exists; the specificity (Sp) represents the probability of obtaining a negative HR-ECG record when no VLP exists; the positive predictive value (PPV) is the proportion of the detections the system classifies as VLPs that are actually VLPs; and the accuracy (Ac) is defined as the observed agreement between the procedure results and the physician's opinion about the HR-ECG under test.
They are computed adopting the following expressions:
where • TP (number of true positives) is the number of correct identifications of VLPs inside the HR-ECG record under test; • FN (the number of false negatives) is the number of VLPs present in the HR-ECG that the algorithm is not able to detect; • FP (the number of false positives) is the number of VLPs detected by the algorithm but are actually not present in the HR-ECG; • TN (the number of true negatives) is the number of HR-ECG records that the procedure considers without VLPs that actually do not have VLPs.
In Table 1 , a fourfold table which summarizes the meaning of the parameters previously defined is reported. In general, high values of the above parameters are desirable for CAD systems. In reality, a tradeoff between Sp and Se is necessary both on the basis of impact of FP and FN diagnoses and on the prevalence of disease in the subjects under test.
A single pair of numbers representing Se and Sp is not adequate in comparing diagnostic tests because they depend on the particular confidence threshold used by the observer or the CAD system. To overcome this problem, receiver operating characteristic (ROC) is used. The ROC curve, which indicates the tradeoff between CAD sensitivity and specificity, describes any situation in which the decision maker must make a decision as to which of the two states each test case belongs.
While the ROC is a probability curve, the area under the ROC curve (AUC) represents the degree of separability [58, 59] . In fact, the AUC measures the discrimination, that is, the system ability to correctly classify HR-ECG records with or without VLPs. For this reason, the AUC is a measure of the overall performance of a diagnostic test: the closer the AUC value is to 1, the better is the system accuracy.
Results
For the performance evaluation of the implemented CAD system, the adopted HR-ECG database was divided into a training set, including 45 HR-ECG signals with and 45 without VLPs, as well as a test set consisting of 15 records without and 15 with VLPs.
Since each HR-ECG is recorded adopting 15 leads and is 2 min long, 450 cardiac tracings for a total of about 54,000 heartbeats have been tested for the system evaluation.
To make a benchmark with different CAD systems as indicated in literature, the same conditions have been adopted regarding the ratio between the R peak amplitude and the VLP amplitude of the same heartbeat (A QRS /A VLP ). In particular, the R wave absolute peak value was chosen 100 times (40 dB), as much as that of the VLP waveform in each heartbeat. From the comparative assessment, it is evident that more favorable results are reached when adopting the authors' procedure. In fact, Se, Sp, and Ac achieve values equal to 98.33%, 98.36%, and 98.35%, respectively ( Figure 7 ) [31, 44, 57, 60, 61] . Moreover, the authors have also tested the implemented system under more critical conditions and, in fact, several A QRS /A VLP ratios have been analyzed. In particular, the conceived method attains a sensitivity, specificity, positive predictive value, and an accuracy of about 95%, 95.2%, 95%, 95.2%, respectively, at a rate of A QRS /A VLP equal to 150 ( 44dB). The abovementioned results are quite similar to the performance achieved in [57] , which were obtained by selecting A QRS /A VLP equal to 100. In Figure 8 , the Se trend in terms of the A QRS /A VLP ratio is plotted. It is shown that an accuracy higher than 90% is achieved up to A QRS /A VLP = 200. In Figure 9 , the PPV trend in terms of the A QRS /A VLP ratio is plotted. It is shown that PPV slightly higher than Se values have been achieved with the same A QRS /A VLP ratio as a consequence of a lower increase of FP with respect to FN. In Figure 10 , the ROC curve for the VLP detection system is indicated. The CAD system achieves an AUC value equal to 0.89, which is considered an excellent discriminating value in the literature [62] . 
Discussions and Conclusions
HR-ECG signal is an important piece of diagnostic information for the monitoring of heart functional status. Unfortunately, it is often contaminated by noise and/or interference having external or internal origin, both of which could impair the reliability of diagnoses in clinical applications and practices. Moreover, the dynamic nature of biological systems causes the ECG signal to exhibit stochastic and nonstationary behavior. Therefore, the study of ECG signals by analysts needs to be carried out over several hours with a high probability of missing some vital information. To reduce this probability, computer-based analysis is crucial, and portable, low-cost and low-power systems are required.
In this paper, a computer-aided detection method able to identify the occurrence of ventricular late potential in electrocardiographic signals is presented. To preserve the variability from beat to beat and, likewise, late potentials as much as possible, a beat-to-beat approach is proposed. After a preprocessing phase based on the wavelet technique and a selection of features suitable to properly characterize the ventricular late potential signal, a machine learning approach was used for cardiac signal classification. In particular, a support vector machine classifier was adopted to analyze 15-lead HR-ECG records.
Due to the lack of data in this research field, the performance evaluation procedure is carried out adopting a dataset composed of both real HR-ECG signals from a public database as well as simulated signals. The developed procedure should be adopted for the VLP signal detection in several databases composed of real HR-ECG records with and without VLP.
The implemented method has the benefit to be an open architecture where each block/phase is an object-oriented module which can be upgraded individually to improve the computer-aided detection system.
Experimental results show the method validity and its capability to detect VLPs in HR-ECG signals independently from QRS complex morphologies. Moreover, results with minimum interference from noise and artifacts have been obtained.
A prototype system able to acquire HR-ECG signals is being developed. In the near future, its use in a medical environment will be tested both to assess the system capability under realistic conditions and to evaluate the quality of the assistant provided to physicians.
