Competing internal and external time scales, which are determined by temperature and experimental sampling time-viz., reciprocal frequency-respectively, are essentials for understanding the physics of glasses and the glass transition. A temperature increase should ideally affect thermally activated phenomena in a similar manner as an increase of sampling time at constant temperature. We investigate the validity of this empirical principle by its manifestations in mechanical properties-viz., the temperature and strain rate dependence of the shear modulus and yield stress of a CuTi model glass in molecular dynamics computer simulations. In equivalence to the temperature-dependent glass transition, we identify a shear-rate-dependent glass transition below a certain threshold. Beyond that, deviations occur in a highly non-Newtonian regime. The glass transition-one of the few remaining mysteries of solid-state physics-has attracted the interest of numerous researchers during the past century ͑e.g., Refs. 1-4 and references therein͒ and nevertheless still remains unclear in central aspects. It is, however, well established that the relation of experimental sampling time-viz., reciprocal frequencyand internal relaxation time of a disordered system plays a key role for the question, whether it appears as a liquid or solid.
Competing internal and external time scales, which are determined by temperature and experimental sampling time-viz., reciprocal frequency-respectively, are essentials for understanding the physics of glasses and the glass transition. A temperature increase should ideally affect thermally activated phenomena in a similar manner as an increase of sampling time at constant temperature. We investigate the validity of this empirical principle by its manifestations in mechanical properties-viz., the temperature and strain rate dependence of the shear modulus and yield stress of a CuTi model glass in molecular dynamics computer simulations. In equivalence to the temperature-dependent glass transition, we identify a shear-rate-dependent glass transition below a certain threshold. Beyond that, deviations occur in a highly non-Newtonian regime. The glass transition-one of the few remaining mysteries of solid-state physics-has attracted the interest of numerous researchers during the past century ͑e.g., Refs. 1-4 and references therein͒ and nevertheless still remains unclear in central aspects. It is, however, well established that the relation of experimental sampling time-viz., reciprocal frequencyand internal relaxation time of a disordered system plays a key role for the question, whether it appears as a liquid or solid. 1 In particular, a glassy system should show a glass transition, once the experimental sampling time exceeds the internal relaxation time. 5 However, the time frame in which this picture is valid remains unclear-except that it should at least break down, once the experimental sampling time scale reaches the order of the reciprocal Debye frequency. Tightly related are the issues of anelasticity in glasses and crystals, 6 as well as "aging" processes in glasses, 7 which are basically linked to the fact that the glassy state itself in a strict sense is not a thermodynamic phase but depends on the history of the system. Generally the manifestations of these phenomena are experimentally accessible in macroscopic properties, such as plastic and elastic deformation. 8, 9 Metallic glasses 10 are a paradigm to address these questions, particularly due to their structural simplicity-at least when compared to their polymeric counterparts. Despite recent progress in processing bulk metallic glasses, which has opened new experimental windows for investigating mechanical and thermal properties, 11-13 molecular dynamics ͑MD͒ computer simulations continue to be an increasingly powerful and promising tool to access glassy dynamics from atomic scales up to mesoscopic levels.
In the present work, we employ MD studies of the model glass, CuTi, to first investigate the sampling timetemperature equivalence, which will result in an improved understanding of the time-and temperature-dependent glass transition, as well as glassy dynamics in general. The studies are inspired by the cooperative shear model by Johnson and Samwer, 14, 15 which gives a detailed picture for the microscopic dynamics and predicts the impact on macroscopic constants during shearing. In particular, it includes the idea that thermally activated processes can be described within a potential energy landscape ͑PEL͒, 16 which deforms under the influence of an applied shear stress, and, moreover, proposes that macroscopic shear deformation is mediated by nanoscale shear transformation zones ͑STZ's͒. [17] [18] [19] [20] Within this picture, the local shear modulus of an STZ is determined by the curvature of the potential energy density as a function of strain-viz., G = Љ= ‫ץ‬ 2 ‫␥ץ‬ 2 . Similarly, the maximum local shear stress at the yielding point is given by c,local = Ј͉ max . It is a second aim of our present studies to countercheck the consequences of these predictions of the model on macroscopic constants. Both aims are achieved by determining the temperature and shear rate dependence of the shear modulus and yield stress when applying pure shear strain in MD simulations.
We employ the interatomic embedded atom method ͑EAM͒ potential, 21 as parametrized by Sabochick and Lam, 22 for simulating a cell of 35 152 Cu and Ti atoms total. This potential agrees well with experimental data, particularly with respect to mechanical and thermal properties in the crystalline as well as the amorphous phase, as shown previously. [23] [24] [25] Berendsen thermostats and barostats 26 are employed to maintain isothermal and isobaric conditions, respectively. Initially the atoms are arranged in a cubic simulation cell of L Ϸ 80 Å side length, while periodic boundaries are applied in all directions at zero pressure. Amorphous cells are prepared by quenching the liquid phase from 4500 K down to 10 K, while we chose the quench rate through the glass transition low enough ͑0.1 K / ps͒ to ensure sufficient relaxation. By monitoring the volume change during quenching, we determine a glass transition temperature of T g quench = 610 K, while T g heat = 850 K is determined during temperature increase ͑1 K/ps͒. The latter heating rate is also applied to reach the base temperatures of the experiments, as discussed below. Before applying a shear strain to the system, the topmost ͑+z direction͒ and bottommost ͑−z direction͒ four atomic layers are fixed and the boundaries are opened in all spatial directions, while pressure control is disabled. We would like to emphasize that we purposely employ open boundaries, while simulating a reasonably large cell to exclude artifacts due to periodic boundary constraints on the one hand and open surfaces on the other. Afterwards, the open surfaces are relaxed for another 500 ps, and the radial distribution functions are calculated, which show the typical signatures of an amorphous metal. Shear strain is now applied by moving the topmost four atomic layers at constant velocity U in the +y direction, which corresponds to a strain rate of ␥ = U / L. The resulting shear stresses are determined from the virials. Strain rates of 0.005ϫ 10 9 s −1 Յ ␥ Յ 15.0 ϫ 10 9 s −1 are applied, whereas higher rates interfere with the velocity of sound and lead to a destruction of the system by heterogeneous shear deformation of the cell, as expected. To exclude that our way of applying shear strains generates shock waves, which interfere with the shear deformation, we additionally sheared one typical cell with a rate of 1 ϫ 10 10 s −1 by moving all atoms corresponding to a uniform shear deformation of the cell. Identical results are obtained, independent of how the shear strains are applied, which confirms our approach.
The effective shear modulus G and the maximum shear stress at the yielding point of the total cell, c , are determined from stress-strain curves. c as a function of strain rate is given by Fig. 1 . We empirically find an approximately exponential dependence of c on ␥ , which can be qualitatively understood by considering the microscopic relaxation dynamics: Prior to shearing, the configurational coordinates of the system locally reside within minima of the PEL. The latter is modified due to an elastic energy contribution by stresses caused by the applied shear strain. While at low strain rates the system has sufficient time to thermally relax towards the new local minimum-energy configurations, high strain rates suppress thermal relaxation on time scales of 1/␥ . Here only athermal effects remain possible. This picture also helps to understand the effect of varying strain rates on the effective shear modulus, as shown in Fig.  2 . When considering G as a function of strain rate ␥ , it is possible to distinguish three different regimes, as indicated by the dotted lines in Fig. 2 : ͑1͒ For low strain rates the time scales for thermally activated structural relaxation ͑"␣ process"͒ t are smaller than the reciprocal shear rate ͑ t 1/␥ ͒; the material flows similar to temperatures above T g . 27 The effective shear modulus is dominated by thermal transitions into energetically favored configurations ͑viz., minima of the PEL͒, which are also the limiting factor for the yield stresses.
͑2͒
In cases of medium strain rates the rate of thermally activated relaxation events decreases dramatically, while increasing stress levels ͑towards the maximum yield stress of the CuTi system͒ lead to a reduction-and even vanishing-of the activation energy for reorientation. The effective shear modulus G reaches its maximum value and becomes independent of frequency, which is a characteristic of Newtonian flow. 12 Also in this regime, however, G remains smaller than the isoconfigurational shear modulus G ϱ ͑500 K͒Ϸ͑44.7± 0.5͒ GPa, as determined from fluctuation-dissipation theorems.
28 ͑3͒ In the high-strain-rate regime, the available time to the system gets so short that strain localization and defects ͑or, equivalently, free volume͒ are generated, while thermal relaxation counteracts. This is reflected by a shear modulus, which becomes dependent on frequency again. In addition, the system is increasingly located between the potential energy minima and the saddle points of where Љ= 0. Here the curvature of is smaller than at the PEL minima and the shear modulus is addition- ally reduced, which is accompanied by non-Newtonian flow.
In all cases ͑1͒-͑3͒, increased thermal vibrations due to elevated temperatures further drive configurations out of their local minima due to any anharmonicity in the potential energy density, as characterized by the Debye-Grüneisen coefficient. This leads to a decrease of shear modulus with increasing temperature, as observed in Fig. 2 . The transition from the liquidlike regime ͑1͒ to the solidlike regime ͑2͒ corresponds to a rate-dependent glass transition, similar to its temperature-dependent counterpart. The rate-dependent glass transition shifts to smaller strain rates as the temperature is decreased, as thermally activated processes are increasingly suppressed. This equivalence of temperature and sampling time breaks down at very high strain rates, where the crossover from ͑2͒ to ͑3͒ appears. The critical shear rates for this transition are not clear to determine from our data within the error bars of G͑␥ ͒. We expect, however, a shift to higher strain rates at higher temperatures, as elevated temperatures might facilitate the elimination of defects and disorder, which are created during shearing. The latter statement is corroborated by aging the glass: We find that the shear modulus for a CuTi simulation cell, after additional annealing at 400 K for another 10 ns, is comparable to the shear modulus of a cell at 300 K, which has not been additionally annealed before.
To investigate the influence of temperature and shear rate variation on the macroscopic constants, we plot c ͑T͒ as a function of G͑T͒ ͑Fig. 3͒ and c ͑␥ ͒ vs G͑␥ ͒ ͑Fig. 4͒. In analogy to Johnson and Samwer, 14 we find a universal yielding criterion for c and G at those strain rates where thermally activated transitions occur: It becomes clear that the changes of the shear modulus and yield stress upon variation of temperature ͑at fixed ␥ ͒ or shear rate ͑at fixed T͒ are equivalent, as indicated by identical slopes ␥ c,T = ␥ c,␥ . This means that the equilibrium distribution of STZ's is of the same kind as the strain-induced one. An increase in temperature with ␥ ϭconst leads to the same macroscopic behavior of the system as smaller strain rates and Tϭconst. In this case, the temperature and strain rate can be used as equivalent parameters that influence elastic constants in glasses oppositely. In cases of high strain rates where thermal activated transitions of STZ's are suppressed ͓regime ͑3͒ of Fig. 2͔ , we find a yielding criterion by analyzing G͑␥ ͒ and c ͑␥ ͒ for ␥ Ն 5 / ns similar to Fig. 4 :
͑3͒
Under these conditions, the opposite signs of ␥ c,␥ Ј and ␥ c,T suggest an equivalent impact of temperature ͑with ␥ ϭconst͒ and strain rate ͑with Tϭconst͒, respectively, on the elastic properties. The self-consistent free-volume model proposed by Demetriou and Johnson 29 is suitable to understand this phenomenon qualitatively: Non-Newtonian flow due to high strain rates can be rationalized by the creation of free volume in the system. In this sense, the equivalence of the absolute values of ␥ c,␥ Ј and ␥ c,T indicates an equivalence of the free volume created by shearing and the volume change due to thermal expansion.
To conclude, the effective shear modulus of metallic glasses depends on the ␣-relaxation time of the system. For t 1/␥ the system relaxes during shearing and flows homogeneously in time-just as above T g . The shear modulus becomes frequency independent if t exceeds Ϸ1/␥ ; viz., relaxation processes are suppressed and thermally activated configurational changes are inhibited. Even higher strain rates lead to softening due to local mechanical instabilities and defect generation; an increase in temperature is then equivalent to elevated strain rates.
In a nutshell, we have shown by systematic studies that, in fact, sampling time and temperature are equivalent and lead to the same mechanical response of amorphous systems, as long as local mechanical stability is maintained.
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