We report 3D coherent diffractive imaging (CDI) of Au/Pd core-shell nanoparticles with 6.1 nm spatial resolution with elemental specificity. We measured single-shot diffraction patterns of the nanoparticles using intense x-ray free electron laser pulses. By exploiting the curvature of the Ewald sphere and the symmetry of the nanoparticle, we reconstructed the 3D electron density of 34 core-shell structures from these diffraction patterns. To extract 3D structural information beyond the diffraction signal, we implemented a super-resolution technique by taking advantage of CDI's quantitative reconstruction capabilities. We used high-resolution model fitting to determine the Au core size and the Pd shell thickness to be 65.0 ± 1.0 nm and 4.0 ± 0.5 nm, respectively. We also identified the 3D elemental distribution inside the nanoparticles with an accuracy of 3%. To further examine the model fitting procedure, we simulated noisy diffraction patterns from a Au/Pd core-shell model and a solid Au model and confirmed the validity of the method. We anticipate this super-resolution CDI method can be generally used for quantitative 3D imaging of symmetrical nanostructures with elemental specificity.
SCIENTIfIC RepoRTS | (2018) 8:8284 | DOI:10.1038/s41598-018-26182-1 based on the diffraction-before-destruction scheme 37, 38 . However, the XFEL pulse is very intense and destroys the specimen after one exposure. Therefore, it is desirable to find a way to obtain 3D structure information from a single x-ray pulse. One method to achieve 3D structural determination from a single sample orientation is to use the curvature of the Ewald sphere together with additional constraints such as symmetry and sparsity [39] [40] [41] [42] [43] [44] . Note that symmetry has been widely applied to image 3D virus structures using cryo-electron microscopy 45 . Here, we implemented a super-resolution CDI technique to extract 3D structural information of core-shell nanoparticles beyond the diffraction signal. We reconstructed the 3D electron density of individual Au/Pd core-shell nanoparticles from single-shot diffraction patterns with 6.1 nm resolution. By exploiting CDI's ability for quantitative reconstructions, we applied high-resolution model fitting to determine the Au core size and the Pd shell thickness to be 65.0 ± 1.0 nm and 4.0 ± 0.5 nm, respectively. We quantified the 3D elemental distribution inside the nanoparticle with an accuracy of 3%. We further validated the technique using simulated diffraction patterns with noise and missing data.
Results
XFEL experiment and 3D reconstruction of core-shell nanoparticles. Au/Pd core-shell nanoparticles were synthesized by a seed mediated growth method from soluble precursors 46 . First, Au nanoparticles with truncated cubic shapes were prepared as the cores. Then followed the epitaxial growth of a Pd shell on the cubic Au core followed, upon which the composite nanoparticles adopted a perfect cubic shape. Scanning electron microscope and Transmission Electron Microscope (TEM) show a monodisperse shape and size distribution of the nanoparticles (Fig. 1 insets) . The formation of the Au/Pd core-shell structure was also implicated by the alternating bright and dark fringes in the TEM image caused by the superposition of two misfit crystalline lattices in a core-shell construction. The XFEL experiment was conducted using the SPring-8 Angstrom Compact Free Electron Laser 36 . Figure 1 shows the schematic layout of the single-shot 3D diffractive imaging experiment. X-ray pulses with an energy of 6 keV and a repetition rate of 10 Hz were focused to a 1.5 μm spot by a pair of KirkpatrickBaez (K-B) mirrors. Each pulse contained ~10 11 photons with a pulse duration of 5-6 fs ( Supplementary Fig. 1 ). Nanoparticles were deposited onto a 100-nm-thick Si 3 N 4 membrane grid and inserted into a multi-application x-ray imaging chamber 47 , where the sample was scanned relative to the x-ray pulses. Single-shot x-ray diffraction patterns were measured by an octal multi-port charge-coupled device with 2,048 × 2,048 pixels and a pixel size of 50 × 50 μm
48
, placed at a distance of 1.5 m from the sample. The nanoparticles were destroyed after the impinging of x-ray pulses, leaving small holes on the Si 3 N 4 membrane (Fig. 1 inset) . A total of 39,151 diffraction patterns were acquired consisting of no hits, partial hits, single-particle hits, and multiple-particle hits. To separate single-particle hits from the other hits, we used a data screen approach developed elsewhere 43 . We first pre-defined a common region across all the diffraction patterns and calculated the average intensity within the region of each pattern. Based on the average intensity, we divided the diffraction patterns into sub-groups, consisting of no hits, partial hits, single-particle hits, and multiple-particle hits. From the sub-group of single-particle hits, 34 representative diffraction patterns were selected for further analysis.
The 34 diffraction patterns were processed and reconstructed by using a semi-automated 3D data analysis pipeline, shown in Fig. 2 . From each diffraction pattern, the background was subtracted based on the most recent Figure 1 . Schematic layout of the single-shot 3D diffractive imaging set-up. XFEL pulses with an energy of 6 keV and a pulse duration of 5-6 fs were focused to a 1.5 μm spot by a pair of K-B mirrors. A four-way cross slit was used to eliminate the parasitic scattering from the mirrors. Au/Pd core-shell nanoparticles with a monodisperse shape and size distribution (insets) were supported on a 100-nm-thick Si 3 N 4 membrane grid and raster scanned relative to the focused beam. Each intense x-ray pulse produced a single-shot diffraction pattern, recorded by an octal multi-port charge-coupled device. A small hole was created on the Si 3 N 4 membrane after a single exposure (insets).
SCIENTIfIC RepoRTS | (2018) 8:8284 | DOI:10.1038/s41598-018-26182-1 background exposure. An additional flat background subtraction was required, the value of which was determined by first smoothing and thresholding each pattern to determine the background region. The final subtracted value was determined by the average nonnegative pixel intensity in the background region multiplied by a single scaling factor, whose value was optimized based upon the quality of the resulting reconstructions. Due to the strong diffraction signal and large oversampling ratio, this was a sufficient background treatment for this experiment, but we note that for more low-contrast samples a more sophisticated background analysis would likely be preferable 49 . The center of each diffraction pattern was determined based on the centro-symmetry of the diffraction intensity. Since the diffraction patterns have large oversampling ratios 50 , each pattern was binned by 9 × 9 pixels to enhance the signal-to-noise ratio 51 . Supplementary Figure 2 shows the 34 processed single-shot diffraction patterns, in which the diffraction signal is limited by the size of the detector. The orientation of each single-shot diffraction pattern can in principle be determined by the self-common arc method 43 . But the 34 diffraction patterns in this experiment were oriented close to the four-fold symmetry axis as the majority of nanocubes sit flat on the surface of Si 3 N 4 membranes (Fig. 1 insets) . This allowed us to develop a simpler approach to refine the orientation of each diffraction pattern. We first estimated the size of a nanocube based on the speckle size and experimental parameters. We then slightly changed the orientation of the nanocube and calculated the corresponding diffraction pattern. By minimizing the difference between the calculated and measured diffraction patterns, we determined the orientation of each diffraction pattern with an angular precision of ~0.5°.
Each diffraction pattern was then projected onto the surface of the Ewald sphere 39 . By taking into account of the curvature of the Ewald sphere and the 48 octahedral symmetry operations, a 3D Cartesian grid of the Fourier magnitudes was assembled by the following interpolation approach, Figure 2 . Semi-automated data analysis and 3D reconstruction pipeline. (a) A large number of diffraction patterns were experimentally collected consisting of no, partial, single, and multiple hits by XFEL pulses. Highquality single-hit diffraction patterns were selected from these patterns. The different colors in the pattern are due to the difference of the read-out noise of the detector segments. (b) After background subtraction and center localization, each diffraction pattern was binned by 9 × 9 pixels to enhance the signal-to-noise ratio and the orientation of the pattern was determined. (c) By taking advantage of the curvature of the Ewald sphere and symmetry intrinsic to the nanoparticle, a single-shot diffraction pattern was used to produce a 3D Cartesian grid of the Fourier magnitudes by a gridding method. (d) The 3D phase retrieval was performed by the OSS algorithm. Among 1,000 independent reconstructions, the top 10% with the smallest R-factors were averaged to obtain a final 3D reconstruction for each single-shot diffraction pattern.
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is the interpolated Fourier magnitudes on the 3D Cartesian grid point ( 50 , this interpolation approach is computationally efficient and accurate.
Using Eq. (1), we produced a 3D Cartesian grid of the Fourier magnitudes for each single-shot diffraction pattern. A fraction of the grid points were filled in by the measured data and the remaining points were set as undefined. The phase retrieval was carried out by the oversampling smoothness (OSS) algorithm 52 . A total of 1,000 independent, randomly seeded 3D reconstructions were performed for each 3D grid of the Fourier magnitudes. Each reconstruction consisted of 1,000 iterations of OSS with ten progressive filters, positivity constraint and a loose cubic support with a linear oversampling ratio of approximately 9. The algorithm iterated between real and reciprocal space. The positivity and support constraints were applied in real space and the measured grid points were enforced in reciprocal space, while the undefined points were iteratively determined by the algorithm. An R-factor, defined as the sum of the difference between measured and calculated Fourier magnitudes normalized by the sum of the measured Fourier magnitudes, was used to monitor the convergence of the iterative algorithm. The phase retrieval transfer function (PRTF) was also calculated 15 ( Fig. 3a) . After 1,000 iterations, the majority of 1,000 independent reconstructions had converged and the top 10% with the smallest R-factors were averaged to obtain a final 3D reconstruction. Because the quantity of data obtained during an XFEL experiment is so high, we have implemented a semi-automated pipeline for diffraction pattern selection, data analysis and 3D reconstruction (Fig. 2) , allowing for visualization of the final 3D reconstructions during the experiment. By using this pipeline, we obtained the final reconstructions of the 34 single-shot diffraction patterns (Supplementary Fig. 3 ). Figure 2d and movie 1 show the iso-surface renderings of a representative final reconstruction, in which the core and shell structures are clearly visible. To quantify the resolution, we calculated the Fourier shell correlation (FSC) between the final reconstructions of different single-shot diffraction patterns, which has been widely used to estimate the resolution in cryo-electron microscopy 45 . Based on the criterion of FSC = 0.5, we estimated a 3D resolution of 6.1 nm was achieved for the reconstructions (Fig. 3b) . The sudden drop of the FSC curve corresponds to the cut-off of the diffraction intensity by the detector edge, indicating that either the use of a larger detector or shortening the distance between the sample and the detector will improve the achievable resolution.
Extracting structural information beyond the diffraction signal. To precisely determine the size and elemental specificity of the core-shell nanoparticles, we implemented a super-resolution 3D CDI technique. This technique exploited the quantitative 3D reconstruction and used model fitting to achieve a resolution beyond the diffraction signal. Specifically, for each of the top 10% independent reconstructions resulting from a single-shot diffraction pattern, a 3D model was created at five times the voxel resolution of the reconstructed structure. The value of five times was chosen as higher values were found to produce extremely similar resulting models at the cost of much large computation times. The model was binned and compared with the reconstruction using an error metric, ρ → are the electron intensity of the reconstruction and model, respectively. By varying the core size, shell thickness, and ratio of core to shell density, a series of errors were computed using Eq. (2) and the model with the lowest error was recorded for the reconstruction. For all the top 10% independent reconstructions from a single-shot diffraction pattern, the parameters of the recorded models were averaged to obtain the core size, shell thickness, and ratio of core to shell density (Fig. 4) . To validate this technique, we applied it to 34 single-shot diffraction patterns, each of which was measured from a different core-shell nanoparticle. Figure 4 shows the distribution of the average core size, shell thickness, and ratio of core to shell density for the 34 nanoparticles. The core size is between 64 and 67 nm, while the shell thickness is within 3-5 nm. By statistically averaging the 34 nanoparticles, we obtained a 4.0 ± 0.5 nm thick shell of Pd surrounding a uniform 65.0 ± 1.0 nm Au core, indicating that we can achieve resolution better than the diffraction signal (6.1 nm). The average intensity ratio between the Au core and Pd shell was 1.69, which agrees with the tabulated scattering factor ratio of 1.64 within a 3% error 53 . Simulated model-fitting. To examine and validate the fitting procedure used, we performed a simulated analysis of the entire experiment using two different models. The first model consisted of a 65 nm Au core with a 4 nm Pd shell, and the second is a 73 nm solid Au cube with no shell. Each model was generated using a pixel size of 0.61 nm, equivalent to 1/5 th the observable pixel size in the experiment. Using these models, diffraction patterns were computed using 6 keV x-rays, 10 11 photons per pulse, and a 1.5 micron spot size. The patterns were then cropped to exactly match the maximum resolution observed experimentally based on detector geometry. High Poisson noise was added to approximately the same level as that observed in the experiment and the central data were removed to simulate a beam stop (Fig. 5a,b) . These diffraction patterns were each reconstructed 1,000 separate times using OSS with 1,000 iterations, 10 progressive filters, and a loose cubic support. The top 10% of reconstructions with smallest R-factors were retained for further analysis. These top reconstructions were used as input for the same model-fitting procedure described in the experiment and then averaged to produce the final reconstruction for each of the two original models.
The simulation results are shown in Fig. 5 . Even at this resolution, characteristic differences in the diffraction patterns are readily observable between the core-shell and solid models (Fig. 5a,b) . Blurring near the edges, which is to be expected at this resolution, is observed in both reconstructions (Fig. 5c,d) ; however, the intensity falloff is more pronounced in the solid model than in the core-shell one (Fig. 5e.) . For the Au-Pd model, the average model-fitting result was a 65.3 nm Au core with a 3.7 nm Pd shell, and for the Au model the optimal result was a 71.3 nm Au core with a 0.67 nm Pd shell. In both cases, the overall size of the structure was determined correctly within less than 1 nm, and the small deviation between the fitted and true values of the two models is due to high Poisson noise added to the diffraction patterns. These results further validate the feasibility of using super-resolution CDI to extract 3D structural information beyond the diffraction signal.
Conclusions and future perspectives.
We demonstrated quantitative 3D imaging of Au/Pd core-shell nanoparticles with elemental specificity using XFEL pulses. These core-shell structures are representative of a vast library of nanoparticles with varying chemical, catalytic, optical and electronic properties [1] [2] [3] [4] . We developed a semi-automated and quantitative routine for analyzing nanostructures, and applied it to 34 isolated nanoparticles. Using the curvature of the Ewald sphere and symmetry intrinsic to the nanoparticle, we reconstructed highly reproducible 3D structures from single-shot diffraction patterns with a 3D resolution of 6.1 nm. Furthermore, we implemented a 3D super-resolution CDI technique to extract structural information beyond the diffraction signal. By taking advantage of the quantitative 3D reconstruction, our super-resolution technique determined the Au core size and the Pd shell thickness to be 65.0 ± 1.0 nm and 4.0 ± 0.5 nm, respectively. The quantified electron density of the core and shell structure matches the tabulated scattering factor ratio of Au/Pd within a 3% deviation. We validated this 3D super-resolution CDI technique by using 34 independently reconstructed nanoparticles as well as through numerical simulations comparing the results of Au/Pd core-shell and solid Au models.
The implication of this work is twofold. First, although we used core-shell nanocubes as a model system to demonstrate the quantitative characterization ability, this method could in principle be applied to characterize the 3D structure of a wide range of nanoparticles with octahedral, icosahedral, cuboctahedral, decahedral, and trisoctahedral symmetry. Second, using the experimentally measured results as direct input, we constructed an epitaxial growth model for the Au/Pd core-shell nanoparticles and performed energy minimization and MD simulations (Supplementary Methods and Supplementary Fig. 5 ). With further improvement of the instrumentation and the peak power of the XFEL pulse, sub-nanometer CDI resolution can in principle be achieved. Thus, the combination of CDI methods and first-principles calculations such as MD could be a powerful tool to probe the structure-property relationship of nanomaterials.
Data availability. The raw and processed 34 diffraction patterns and the source code to analyze the data are freely available at http://www.physics.ucla.edu/research/imaging/SuperResolutionCDI.
