We consider regression for response and covariates which are temporal processes observed over intervals. A functional generalised linear model is proposed which includes extensions of standard models in multi-state survival analysis. Simple nonparametric estimators of time-indexed parameters are developed using 'working independence' estimating equations and are shown to be uniformly consistent and to converge weakly to Gaussian processes. The procedure does not require smoothing or a Markov assumption, unlike approaches based on transition intensities. The usual definition of optimal estimating equations for parametric models is then generalised to the functional model and the optimum is identified in a class of functional generalised estimating equations. Simulations demonstrate large efficiency gains relative to working independence at times where censoring is heavy. The estimators are the basis for new tests of the covariate effects and for the estimation of models in which greater structure is imposed on the parameters, providing novel goodness-of-fit tests. The methodology's practical utility is illustrated in a data analysis.
I

1·1. Data and model
Hazard regression with time-dependent parameters is a useful exploratory analysis for covariates with right-censored data. With complex multi-state data and other observational schemes, the intensity may be less attractive for reasons of interpretation and estimation. Consider bone marrow transplantation studies in which the effect of prophylaxis on the prevalence of graft versus host disease may be of scientific interest (Pepe et al., 1991) . Regression analyses based on transition intensities yield indirect information on the quantity because the probability is derived from multiple intensities, each with a model having time-dependent coefficients. This contrasts with survival and recurrent events, where one-to-one relationships exist between the intensity and the cumulative numbers of events.
We propose an alternative, the functional generalised linear model. The mean of a response Y (t) at time t is specified conditionally on a p×1 vector of time-dependent covariates X(t) and a time-dependent stratification factor S(t); that is,
E{Y (t)|X(t), S(t)=1}=g−1{bT(t)X(t)},
where the link function g is monotone, differentiable and invertible, and b(t)={b 1 (t), . . . , b p (t)}T is a p×1 vector of time-dependent coefficients. The parameter b(t) has a clear meaning in the model at t and, because the link is time-independent, b(s) and b(s A) are comparable for sNs A. In the bone marrow example, taking g−1=exp/(1+exp) gives a time-indexed logistic model with b(t) denoting the changes in log odds ratios for graft versus host disease per unit increases in the covariates.
Since the model for Y (t) refers to means and does not involve a Markov assumption, the parameters are interpreted conditionally on covariates at t, and not all s∏t. The distinction is important with time-dependent X(t) when S(t)=1, for all t. In particular, with an event time T, the mean model for I(T >t) defines a hazard model when X(t)=X, but may not when X(t) varies over time; that is, the probability that T >t may not denote the survivor function, as it would if the conditioning set included {X(s), s∏t}. With time-independent covariates, Aalen's (1980) linear hazards model is mathematically convenient, in that the negative integrated coefficients from the hazard model for d{I(T ∏t)} comprise b(t) in model (1) for I(T >t) with g=log.
In practice, the temporal processes may be missing at some times. Let R(t)=1 if {Y (t), X(t), S(t)} is fully observed at t, and R(t)=0 otherwise. Assume that, for fixed t, Y (t) and R(t) are independent conditionally on {X(t), S(t)=1}. The data are similar to those in Nadeau & Lawless (1998) . It includes many non-survival scenarios where model (1) with parametric b(t) is the standard analysis. One is the Pepe et al. (1999) model for the prevalence function (Pepe & Couper, 1997) . Another is Andersen & Gill's (1982) model for recurrent events, generalised to transformation models by Lin et al. (2001) . A third is Lin's (2000) proportional means model for medical costs data. The focus of this paper is different from these earlier works, in that the coefficients are unspecified.
1·2. Inference
Nonparametric inference for time-dependent coefficients has been well studied in proportional hazards regression (Zucker & Karr, 1990; Murphy & Sen, 1991; Fahrmeir & Klinger, 1998) and the additive hazards model (Huffer & McKeague, 1991; McKeague & Sasieni, 1994) . Estimation of the cumulative coefficients with additive hazards is possible without smoothing, but not so for nonadditive models, where estimation of each coefficient involves a smoothing parameter. Recall that in our set-up the probability of failure by t is modelled instead of the hazard at t, and a Markovian structure in which E{Y (t)|X(t), S(t)}=E{Y (t)|X(s), S(s), s∏t} is not imposed. This specification is convenient for estimation.
We exploit the fact that the model (1) only posits the conditional mean of Y (t), not its covariance. In § 2, moment methods (Liang & Zeger, 1986) which do not restrict the processes' temporal dependence are adapted to estimate b(t) separately at each time point, without smoothing. 'Working independence' estimating equations are presented which lead to simple nonparametric estimators. Their pointwise properties follow from existing results. A challenge is to establish that the theory holds uniformly in t. Since we model means and not intensities, martingale theory (Andersen et al., 1993, Ch. 2) is not applicable and empirical processes (van der Vaart & Wellner, 1996, Ch. 2) are needed. The arguments are provided in the Appendices. The uniform convergence is essential for the developments in later sections. T emporal process regression Next, we examine a class of functional estimating equations. Godambe's (1960) notion of optimality is generalised using Hilbert spaces to define an optimal score operator for the model (1). It reduces to that in Liang & Zeger (1986) with finite time points. With additive intensity models for recurrent event data, our simple estimator may be identical to a least squares estimator (Aalen, 1980; Huffer & McKeague, 1991) , which may be fully efficient under a Markov assumption. When the assumption is violated, our optimal estimator may be more efficient than the existing estimators. We show that, in general, the optimal operator may not exist in the limit, as the number of time points becomes dense, but that one may construct operators which are arbitrarily close to optimality. A two-step computational strategy is developed in which the simple estimator is used to construct a 'working covariance' operator and b(t) is re-estimated. The procedure yields large efficiency gains in numerical studies, particularly at times with heavy censoring.
The optimality results have broad implications in functional data analysis (Ramsay & Dalzell, 1991) for continuously observed data. A closely related topic is that of varyingcoefficient models (Hastie & Tibshirani, 1993) for longitudinal observations at finite irregularly-placed times. In Lin & Ying (2001) and Martinussen & Scheike (1999) , inference for cumulative coefficients from linear regression is developed without smoothing the nonintegrated coefficients, similarly to least squares estimation of the additive hazard model. However, when the measurement intensity depends on covariates, these estimators require either smoothing or strong model assumptions to adjust for this intensity. Other approaches avoid estimation of the measurement intensity via local estimation of the nonintegrated parameters (Hoover et al., 1998; Wu et al., 1998; Fan & Zhang, 2000) , but the convergence of the cumulative coefficients at the parametric rate depends on proper choices of the smoothing parameters. That our data are observed continuously on intervals is helpful for estimation of model (1) with nonadditive link and automatically gives parametric rates. With discretely observed data and nonlinear g, estimation of the cumulatives without smoothing may not be possible.
Our new estimators provide a comprehensive and practicable data-analytic framework. The developments include novel tests for covariate effects, estimation of parametric submodels and their goodness-of-fit, and inference for smooth functionals of the estimators.
F  
2·1. 'Working independence' estimators The data are n independent and identically distributed copies of
An estimator for b(t) may be computed separately at each t. Define b @ (t) as the root of U{b(t), t}=W n i=1 A i {b(t), t}, where
, t} is a weight function, possibly random. The estimator jumps at those M times where
and X i (t) are piecewise-constant, then so too is the estimator. Finding b @ involves solving U{b(t), t} at those t corresponding to the M points. In theory, when the processes vary between j i , smoothing is not required. In practice, the equations are solved on a grid and the estimators are interpolated via smoothing.
Assume that Y, X, S and R have finite jumps. Also, assume that, for each tµ [l, u] , pr {R(t)=1|X(t), S(t)=1}>0; that is, there is a positive probability of obtaining complete data. Under mild conditions (Liang & Zeger, 1986) , for each t, b @ (t) is consistent for b 0 (t)={b 10 (t), . . . , b p0 (t)}T, the true value of b(t). Note that misspecification of (1) at times other than t does not affect the validity of the estimates at t. Under the assumed model, for any K<2 points, l<t 1
is asymptotically normal with covariance matrix consistently estimated by the 'sandwich' estimator. Since the effective sample size at each t, W i S i (t)R i (t), may be substantially less than n, the asymptotic results should be applied carefully with small to moderate sample sizes, particularly when the missingness rate is large.
In Appendix 1, we show that the results hold uniformly in t; that is, b @ (t) converges uniformly to b 0 (t) for tµ [l, u] and nD{b @ (t)−b 0 (t)} converges weakly to a tight Gaussian process with continuous sample paths at continuity points of b 0 (t), as shown in Theorems A1 and A2. The covariance function is S(s, t), which equals
where H(s) and G(s, t) are the asymptotic limits of
Since the processes in U may be non-Markov, martingales are not applicable and empirical process theory is used to establish the results. Pointwise confidence intervals for b 0 (t) may be constructed using the normal approximation and the covariance-matrix estimator S C (t, t)={H C (t)−1}G C (t, t){H C (t)−1}T. A 100(1−2a)% confidence interval at time t for b i0
where z a is the (1−a) percentile of the standard normal distribution and S C i (t, t) is the ith diagonal element of S C (t, t). Construction of confidence bands for tµ [l, u] appears analytically intractable because the Gaussian process does not have a canonical representation. Instead, resampling may be employed, either bootstrapping the empirical data distribution and solving U repeatedly, or simulating directly from the process, as in Lin et al. (1994) . Computational details and theoretical justification for the resampling are provided in Appendix 1; see Theorem A3.
With X(t)=X in an additive intensity model (Aalen, 1980) for recurrent event data, b @ (t) is a least squares estimator. Let Y (t)=N(t), the total number of events that have occurred by t. The model is E{dN(t)|X, N(s), s<t}=bT * (t)X, which implies that E{N(t)|X}=bT(t)X, where b(t)=∆ t 0 b * (s)ds. Note that this recurrent event mean model differs from Aalen's (1980) specification for survival data with g=log in (1). For simplicity, we assume that there is no censoring; that is, R(t)S(t)=1, almost surely.
. Under a Markov assumption, full efficiency is achieved with W B i (t)={bT
. For nonhomogeneous models, V i (t) cannot be constructed from the optimal W B i (t), and hence, b @ cannot achieve full efficiency. In § 2·2, T emporal process regression we present estimators which may have smaller variances than b @ HM when the Markov assumption does not hold.
2·2. Optimal score operator
The functional estimating equation U is an infinite-dimensional analogue of that in Liang & Zeger (1986) , with an independence working assumption across t. This avoids modelling the temporal correlations. However, incorporating weights which account for such dependencies may improve the efficiency of the estimators. With longitudinal data, the response's dimension is small and the specification is straightforward; see Prentice & Zhao (1991) and Zhao et al. (1990) . Furthermore, covariance misspecification does not bias the estimators. It is not obvious that this approach can be employed with temporal processes.
To accommodate the functional model, we need to select a Hilbert space in D[l, u] and define score operators on that space. A reasonable choice is the space with inner product a, b 1
, where m is a bounded measure, denoted by H 1 . For simplicity, throughout this subsection, we suppose that X(t)=X is time-independent. Now, let Ǔ n {b} be the empirical measure, that is the average, of D C X RSV C R,S,X Ẏ {b}, where D C X : H 1 . Hp 1 takes aµH 1 and multiplies it componentwise to obtain a vector function with components a(t)d[g−1{b A T(t)X}]/d{b(t)} and Ẏ {b}(t)=Y (t)−g−1{bT(t)X}. It is assumed that b A is uniformly √n-consistent for b 0 and V C R,S,X : H 1 . H 1 is an estimated operator. Define t i,R,S ={tµ [l, u] : R(t)S(t)=i}, for i=0, 1, and restrict V C R,S,X such that if g=V C R,S,X f then g(t)= f (t) for all tµt 0,R,S . Arguments like those for b @ (t) show that b n , satisfying Ǔ n {b}=0, exists and is uniformly consistent, and that nD(b n −b 0 ) converges weakly to a Gaussian process.
Our goal is to select V C R,S,X so that it is uniformly consistent for an operator which makes Ǔ n optimal with respect to H 1 . What this means is that the variance of h, b n 1 is minimal over all estimators from equations of the specified form; that is, it is varianceminimising for all hµH 1 , corresponding to all linear functions on H 1 . This is a natural extension of optimum estimating functionals for finite-dimensional parameters (Godambe, 1960) . Functional analysis techniques (van der Vaart & Wellner, 1996, Ch. 2) give that the limiting covariance operator for √n
provided the inverses exist, where D X and V R,S,X are the asymptotic limits of D C X and V C R,S,X , respectively. Here, the superscript * denotes adjoint and W R,S,X :
, for all tµt 1,R,S , and to a(t) for all tµt 0,R,S , where
Using Hilbert space techniques, we can adapt Godambe's (1960) proof to show that the optimal choice for V R,S,X is W −1 R,S,X , provided the inverse exists. In this setting, the formula (2) reduces to
When the measure m used in the inner product only assigns mass to a finite set of points, (3) follows from the standard finite-dimensional results. Thus, one may view the optimum score operator for the functional model (1) as a generalisation of Liang & Zeger (1986) .
An important question is whether or not W −1 R,S,X exists. If not, then, although the lower bound (3) may exist, it may not be achievable using Ǔ n . Unlike with parametric models where W R,S,X is a matrix, problems arise in the functional set-up. Consider the case where H 1 is truly infinite-dimensional, as when m is Lebesgue measure on [l, u] . Suppose, for simplicity, that R(t)S(t)=1 almost surely for all tµ [l, u] and that Ẏ {b 0 } is a Gaussian process with conditional covariance function s
where M<2, and the Hilbert space is L 2 [l, u] . For any finite collection of time points, the optimum equation exists if the matrix inverse of W −1 R,S,X restricted to those points exists. However, this does not imply that
. To see this, note that the image of W R,S,X can be shown using Picard's theorem (Wahba, 1990, Ch. 8) to be the reproducing Hilbert space with reproducing kernel
This implies that W −1 R,S,X only exists on a strict subset of the reproducing kernel Hilbert space with reproducing kernel s x . It can be further shown that a Gaussian process with the given covariance function is, with probability 1, not a member of the reproducing kernel Hilbert space with reproducing kernel equal to the given covariance function. Hence, with probability 1, W −1 R,S,X Ẏ {b 0 } does not exist (Wahba, 1990, p. 5) . Thus, even if W −1 R,S,X is valid on a subspace of H 1 that is large enough for V to exist, the score operator will not exist. One might assume that similar difficulties arise with more complicated non-Gaussian data.
While W −1 R,S,X may not exist, for every e>0, W R,S,X =eI+W R,S,X , where I is the identity operator, does have an inverse over all of L 2 [l, u], by standard results for Volterra integral equations (Kress, 1999, § 3.3) . This means that one can construct a score operator, using W R,S,X , with deterministic small but positive e which is arbitrarily close to the optimum estimating function. In practice, the stability of W will depend on the choice of e and the strength of the temporal correlations. The stronger the correlations are, the more unstable is the inverse. In § 2·3, we consider strategies based on working assumptions for W R,S,X analogous to those for generalised estimating equations. The goal is to exploit strong temporal correlations while avoiding the instability of the optimal covariance operator.
2·3. Computational issues
Following the estimating equation methodology, one might try to estimate W R,S,X under an assumed model using b @ (t). However, W −1 R,S,X does not generally exist in closed form, even when W R,S,X
does. An exception is when W R,S,X is a diagonal operator, in which case W R,S,X and W −1 R,S,X are diagonal, giving the 'working independence' estimator. For other covariance structures, we suggest approximating the operator on a grid, t 1 , . . . , t G , where G<2. The estimator of b(t) may be obtained at the G grid points using the optimal finite-dimensional estimating equation from Liang & Zeger (1986) .
Let b @ +(t 1 ), . . . , b @ +(t G ) be the discretised optimal estimator. Between grid points, b @ + may be interpolated. If b @ +(t)=b @ +(t*), where t*=max (t i : t i ∏t), then the estimator is piecewise constant. If G is fixed and the grid points are independent of the data, then b @ + is consistent at the grid points. Since a fixed grid may be arbitrarily dense, the bias between the grid points may be arbitrarily small and the variance may approach the lower bound (3). Obtaining consistency between the grid points may involve smoothing, unlike with the simple estimator. One strategy is a data-dependent grid where G 2 as n 2. This yields a sieve-type estimator (Hsieh, 1997 (Hsieh, , 2001 ) which is consistent and asymptotically normal under regularity conditions on the grid and smoothness of b(t). T emporal process regression
The assumptions are stronger than those for b @ (t), where b(t) need not be continuous and can take finitely many bounded jumps.
When we implemented this approach in the simulations in § 7, the covariance matrix from W R,S,X was very unstable over a wide range of e. This appears to be because of extremely high correlations of at least 0·99 at neighbouring time points. In essence, there is a trade-off between stability and precision, and employing W R,S,X is not a realistic objective with small to moderate sample sizes. Instead, we recommend estimation based on other suboptimal working covariance matrices which further restrict the correlations. Empirically, this recovers much of the information in the temporal associations and is more reliable numerically than using W R,S,X . Again, consistency is guaranteed at the grid points and the bias can be made arbitrarily small in the intervals. Let
, and R i is the correlation matrix. The working covariance matrix V i may be modelled by the product of scale parameter w i and v(m* i ) (Paik, 1992) , where v is a known variance function. We consider a working correlation matrix R i based on wellknown forms, such as exchangeable or autoregressive, which ensures the stability of the matrix inverses with large G. In practice, the mean function m* i may be estimated with b @ , while the unknown parameters in w i and R i can either be fixed or estimated (Liang & Zeger, 1986) .
N   We consider the null hypothesis
, where, at each t, C(t) is an r×p contrast matrix and c(t) is an r×1 vector of constants. This general framework allows global tests for multiple hypotheses. In the special case of testing the effect of the ith covariate, one takes C(t) to be a 1×p vector with a one in the ith position and zeros elsewhere and c(t)=0.
Three statistics are proposed for evaluating H 0 . The first statistic is based on testing
The statistic is T 1 =(C*b @ *−c*)T(C*S C *C*T)−1(C*b @ *−c*), where S C * is the estimated covariance matrix of b @ * derived from n−1S C (s, t) in § 2. The second statistic is an integrated difference statistic:
where W is a weight function, possibly random. The third statistic is based on sup-norm distance:
Under H 0 , the limiting distributions of T 1 and T 2 can be evaluated explicitly, with the p-values computed directly. Under mild conditions, T 1 is asymptotically x2 rK and
estimates var (T 2 ), and, for a vector v, vE2=vvT. Similarly to most Kolmogorov-Smirnovtype statistics, the distribution of T 3 is rather complex and must be approximated by resampling. Note that, for T 1 , the inferences rely on the pointwise results for b @ (t), while, for T 2 and T 3 , the stronger uniform convergence is needed. For T 2 , one should choose W (t) to accentuate anticipated deviations from H 0 . For example, when testing the effect of a single covariate, taking W (t)>0 yields a test which is consistent against 'stochastic ordering' alternatives where C(t)b(t)−c(t)>0 or <0, for all tµ [l, u] . This occurs if the effect of a covariate has the same direction at all time points, since the effect will not cancel in the integral. For coefficients which cross zero, data-driven weights may be used to ensure the statistic has good power to detect such alternatives. This approach is motivated by weighted Kaplan-Meier integral tests for comparing survival functions (Pepe & Fleming, 1989 , which are powerful against stochastic ordering alternatives for the survival curves.
Without careful weighting, T 1 may have increased power over T 2 , even with the increase in degrees of freedom. However, the choice of time points is somewhat arbitrary and may miss differences from the null at some t, if not selected appropriately. We suggest a small number, two-five, of equispaced times which capture observed differences. This is analogous to a Wald-type test from longitudinal estimating equations (Liang & Zeger, 1986 ) that would typically be used in practice after discretising the temporal process data.
The statistic T 3 is omnibus for all departures from H 0 . A drawback is that such statistics are known to have low power because of a lack of specificity. In addition, it is computationally intensive compared to the other tests.
, where L (t) is a p×1 contrast vector, f is a known function, continuously differentiable in g and t, and g=(g 1 , . . . , g g )T is a g×1 vector of parameters. The set-up permits modelling of differences in covariate effects, with L (t) defining the contrasts of interest. One models b i (t) by letting L (t) be 1 in the ith position and 0 elsewhere. Polynomials with f (g, t)=W g j=1 g j tj−1 are natural for time-varying effects. A time-independent coefficient occurs when g=1 and b i (t)=g 1 . Estimation of g minimises the distance between L (t)Tb @ (t) and f (g, t) in integrated squared error. Define Q(b, g)=∆ u l {L T(t)b(t)− f (g, t)}2W B (t)dt, where W B is a nonnegative function, possibly random, with limit W B * as n 2, and let g @ =arg min g {Q( b @ , g)}. The theoretical properties of the estimator for the model for b i (t) do not assume the validity of models for b j (t) ( jNi); that is, the functional form of the coefficient for a particular covariate may be analysed separately from other covariates. In Appendix 2, we show that, if model (1) holds and f (g, t) is specified correctly, then as n 2 a unique g @ exists and is consistent for g 0 =(g 10 , . . . , g g0 )T, the true value of g; see Theorem A4. Observe that g @ is a solution to U B (b @ , g)=0, where
T emporal process regression
As a result of the uniform convergence of b @ , under mild conditions, one may substitute the asymptotic equivalent for L T(t){b
, where the influence function is
see the proof of Theorem A4 for details. A central limit theorem then gives that nD(g @ −g 0 ) has limiting normal distribution with covariance matrix C which is consistently estimated by
, where i @ i is i i with H and W B * replaced by H C and W B . When we fit b i (t)=g 1 , the estimator has a closed form,
which is a weighted average of the nonparametric estimator across time. Evidently, there is a correspondence between tests for b i
Thus, the integral test may be motivated by the fitting of a time-independent model for b i . The weight W B may influence the covariance matrix of g @. For weighted least squares analyses of independent and identically distributed univariate data with heteroscedasticity, an optimal choice is the inverse of the variance. This suggests W B 1 ={L T(t)S C (t, t)L (t)}−1, which emphasises those t where L C (t)Tb(t) is more precise. Since b @ is a process in t and may be correlated over time, this result may not apply in our set-up.
We consider this issue in a general set-up. Let h @ (J B ) satisfy U*(h, J B )=0, where
, where sup tµ [l,u] |v @ (t)−v 0 (t)| 0 in probability. If v 0 (t)= f (h 0 , t), all tµ [l, u] , then avar {h @ (J B )} is minimised with J B =J B *, where
in which k(s, t)=k(t, s), for all l∏s, t∏u, and satisfies
The proof is similar to that for Theorem 1 in Nadeau & Lawless (1998) for linear estimating functions based on sums of independent and identically distributed terms. They established optimality of their quasi-score function in the sense of Godambe & Heyde (1987) using parametric models for the covariance function of the integrand in U*. Our scenario involves a single 'observation', v @ , with the covariance function c completely unspecified.
Lemma 1 has broad implications which go beyond model (1), for example, to the fitting of parametric models to empirical distribution functions. Unfortunately, because of the complexity of the integral equations (5), J B * cannot generally be obtained explicitly. If c(s, t)=0 for sNt, then it is easy to verify that the estimator using the inverse variance weight is optimal. In this case, W B 1 is the optimal weight for g @ from U B . With nonzero correlations, numerical approximations are needed. A possible solution is to evaluate v @ on a grid. For estimating g, let l∏t 1 < . . . <t M <u, where M<2, and define b A ={b @ (t 1 ), . . . , b @ (t M )} and f A (g)={ f (g, t 1 ), . . . , f (g, t M )}. Define S B to be the estimated covariance matrix of b A using S C (s, t) and define d f A (g) to be a dim (g)×n matrix with ith
gives the optimal estimator after discretising b A .
G--   f (g, t)
In exploratory analyses, it may be important to test the goodness-of-fit of models for b i (t). In some cases, estimators for g may be derived using procedures other than those in § 4. For example, with recurrent event data, partial likelihood estimators are available for the Andersen & Gill (1982) model, where g=log in (1). In general, we require that the estimator for g, g A, be consistent and asymptotically normal. It is assumed that nD(g A −g 0
. . , n, have mean zero and are independent and identically distributed, and that var {nD(g A −g 0 )} may be consistently estimated by n−1 W i (i @ * i )E2, where i @ * i is the estimated influence function. Almost all estimators of practical interest have these properties. For g @, i* i =i i from § 4. The null hypothesis is that the model for L T(t)b(t) is correctly specified; that is, H* 0 is that L T(t)b(t)= f (g, t). We construct tests by modifying T i , for i=1, 2, 3, from § 3
. The idea is to use J(t)=L T(t)b @ (t)− f (g A, t) in place of C(t)b(t)−c(t). The statistics are
where J*={J(h 1 ), . . . , J(h Q )}, Q<2 and V C * estimates cov(nDJ*). A difficulty is that f (g A, t) is estimated, and not deterministic like c(t) in H 0 . This means that the inferences from § 3 are invalid if we treat g A as known.
Using first-order approximations, we can show that, under H* 0 , nDJ(t) is asymptotically equivalent to n−D W i P i (t), where
Furthermore, since nD(b @ −b 0 ) and nD(g A −g 0 ) are both asymptotically tight, so too is nDJ(t) and it converges weakly to a Gaussian process with covariance function V(s, t) which is consistently estimated by n−1 W i P C i (s)P C i (t)T, where P C i is P i with H, b, g and i* i replaced by H C , b @ , g @ and i @ * i . It follows that nDJ* has a Q-variate normal distribution with covariance matrix V* which is consistently estimated by
The distributions of T * 1 and T * 2 under H* 0 are analytically tractable: T * 1 is asymptotically x2 Q and T * 2
The null limiting distribution of the sup-norm test depends on the covariance of P i , which is rather complicated. The distribution may be approximated numerically by modifying the resampling technique described in Theorem A3. T emporal process regression 6. C   b( t) After assessing b j (t)= f (gj, t), where gj=(g j1 , . . . , g jg j )T with g j <2 for j=1, . . . , p, it may be desirable to predict E{Y (t)|X(t), S(t)=1} for particular values of X(t). If the model for b j is correctly specified, then either the nonparametric procedures in § 2 or parametric estimators of f (gj, t) may be used. For j=1, . . . , p, let g Aj denote a consistent and asymptotically normal estimator for gj. Assume that nD(g Aj−gj0)=n−D W i i* ij +o p (1), where gj0 is the true value of gj and, for j=1, . . . , p, i* ij have mean zero and are independent and identically distributed, with covariance matrices which may be consistently estimated by n−1 W i (i @ * ij )E2, where i @ * ij is the estimated influence function. The estimator in § 4 has these properties.
Combining the estimators can be cast as the estimation of a smooth functional. Let F*(t) equal F{b, g1, . . . , gp, t} with b=b 0 and gj=gj0, for j=1, . . . , p, where F is deterministic and depends only on b(t) at t. Suppose ∂F/∂b=l b and ∂F/∂gj=l gj , for j=1, . . . , p, exist at b=b 0 and gj=gj0, for j=1, . . . , p, and are equicontinuous and uniformly bounded for tµ [l, u] . Since b @ is uniformly consistent for b 0 and g Aj is consistent for gj0, for j=1, . . . , p, F C *(t)=F{b @ (t), g A1, . . . , g Ap, t} converges uniformly to F*(t). If F is independent of b(t), then estimation is based only on the parametric estimators. Conversely, if F is independent of gj, for j=1, . . . , p, then only b @ (t) is used.
Constructing confidence intervals and bands for F* involves the limiting distribution of F B (t)=nD{F C *(t)−F*(t)}. Taylor expansions give that F B (t) and
are asymptotically equivalent. Using the influence functions for b @ and g Aj, we can establish that F B (t) converges weakly to a tight Gaussian process with cov {F B (s), F B (t)}=W(s, t), which is consistently estimated by W C (s,
If we employ the normal approximation, a 100(1−2a)% confidence interval for F*(t) is F C *(t)±n−Dz a W C (t, t)−D. Simultaneous confidence bands may be computed using the influence function simulation technique, similar to Theorem A3 in Appendix 1.
R  
To investigate the performance of the estimators and test statistics, we conducted numerical studies with data generated under the recurrent event set-up in Lin et al. (2001) . Recall that N(t) is the number of events that have occurred by time t and let Z be a binary covariate, equal to either 0 or 1 with probability 0·5. The model is
E{N(t)|y, Z}=y f [exp {a(t)+b(t)Z}],
where y is an independent gamma variate with mean 1 and variance s2 and a(t) is the log of the baseline intensity function. Taking f (x)=x gives E{N(t)|Z}=exp {a(t)+b(t)Z}, the proportional means model. In the sequel, a(t)=log (t) and s2=0, 0·25, 0·5 or 1. Censoring times were independently generated from a Un [c−c 0 , c] distribution, with R(t)=I(C>t).
In the following, f (x)=x, b(t)=0·5, c=3 and c 0 =1 or 3, yielding 3·3 and 2·0 observed events on the average per subject, respectively. For each combination of s2 and c 0 , we generated 1000 datasets with n=100. For each dataset, we computed (a @, b @ ) with V i {a, b, t}=E{N(t)|Z}−1 and (ǎ, b ) using a one-step Newton-Raphson update from (a @, b @ ). The data were discretised at the observed jump points. For the update, we used working covariance matrix VD i R i VD i , where V i =m* i , the Poisson variance function. The working correlation matrix R i was exchangeable, with the association parameter estimated by the average of all pairwise correlations between the time points. Note that both V i and R i are obtained under the model generating the data, with (a, b)=(a @, b @ ) and s2 estimated using a moment-type procedure. The estimator was interpolated between jump points as a step function.
In Table 1 , the ratio of the mean squared error of b to b @ is given at fixed percentiles of the censoring distribution. Modest reductions of 10-30% are seen with light censoring, 0-40%, while dramatic improvements of 60-80% are observed with heavy censoring. The explanation seems to be that information at earlier times, where censoring is lighter, is better used by b than by b @ . The large gains result from the strong temporal correlations in N(t), as evidenced by the fact that the range of the estimated average correlation was 0·70-0·85.
Next, we simulated with b(t)=0 and computed the Breslow estimator, a @, and ǎ, as described previously. The ratios of the mean squared error of the Breslow estimator to a @ and ǎ are given in Table 2 . The Breslow estimator is the efficient estimator for a when Table 1 . Ratios of mean squared error of b (t) to that of b @ (t) at various percentiles of the censoring distribution
Time points Time points
c 0 =1 c 0 =3 0·00 1·000 0·898 0·776 0·638 0·498 0·971 0·907 0·753 0·647 0·25 1·000 0·838 0·700 0·547 0·369 0·941 0·847 0·692 0·543 0·50 1·000 0·853 0·663 0·516 0·343 0·921 0·777 0·616 0·448 1·00 1·000 0·793 0·613 0·457 0·300 0·919 0·750 0·570 0·399 t p , pth percentile of censoring distribution. Table 2 . Ratios of mean squared error of the Breslow estimator to those for a @(t) and ǎ(t) for the intercept-only model, at various percentiles of the censoring distribution 0·803 0·959  0·623 0·887  0·420 0·797  0·273 0·651  0·25  0·991 0·991  0·780 0·915  0·624 0·889  0·436 0·798  0·256 0·617  0·50  0·992 0·992  0·808 0·957  0·615 0·883  0·437 0·817  0·241 0·672  1·00  0·991 0·991  0·805 0·969  0·630 0·911  0·412 0·829  0·227 0·710   3  0·00  0·865 0·943  0·780 0·917  0·634 0·838  0·445 0·726  0·25  0·864 0·939  0·758 0·937  0·552 0·835  0·368 0·692  0·50  0·851 0·946  0·730 0·924  0·565 0·856  0·377 0·761  1·00  0·848 0·932  0·711 0·934  0·557 0·880  0·308 0·746 t p , pth percentile of censoring distribution. T emporal process regression s2=0, but may not be for other values. The simple estimator, a @, has relative efficiency of at least 0·90 with light censoring, but may perform poorly with larger censoring percentages. The one-step update, ǎ, is greatly superior to a @ at these time points. Relative to the Breslow estimator, it maintains good efficiency of 0·90-0·95 with 40% censoring and 0·80-0·85 with 60% censoring. This again demonstrates the ability of weighting to enable substantial information recovery. In another experiment the data were generated with various f in (6). As in Lin et al. (2001), f 1 (x)=x, f 2 (x)=(1+x)2−1 and f 3 (x)=log (1+x). In general, E{N(t)|Z}= g−1{a(t)+b(t)Z}, where g= f 0 log. As before, a(t)=log (t) and b(t)=0·5. The censoring parameters c 0 and c were chosen so that there were on average three observed events per subject and s2=0·25. We simulated 1000 datasets with n=100. For each dataset, we used U{b(t), t} to obtain estimates of a(t) and b(t) at each t in (0, c). We next estimated g @ using W B 1 , the inverse variance function. To test H 0 : b(t)=0·5, T 1 was calculated with one, two and four time points chosen to partition the segment from l to u into two, three and five equal-length pieces, respectively. For T 2 , W (t)=1. Note that times in the right tail may have a small number of uncensored observations, that is, with R(t)=1. This may lead to instability in g @ and in the test statistics. The lower and upper endpoints, l and u, in T 2 and Q{b @ (t), g} must be chosen carefully. We take l=0·25 and take u=3 when c 0 =0 and equal to the 75th and 90th percentiles of the observed censoring distribution when c 0 =1 or 3. The bias and empirical and model-based variances of g @, and the mean squared error ratio for b @ F , the recommended estimator from Lin et al. (2001), to g @, are reported in Table 3 . The bias is small and the empirical and model variances agree. The tests reject at close to the nominal rate, although T 1 is somewhat anti-conservative as the number of points increases, because of the somewhat unstable estimation of S C *. With nonproportional means models, f 2 and f 3 , the estimator from Q may have smaller variance than that in Lin et al. (2001) . Table 3 . Simulation results for g @ with W B 1 and T 1 and T 2 with various f (x) and b(t)=0·5
Cens, censoring percentage; Bias, empirical bias; ModVar, average model-based variance; EmpVar, empirical variance;  1 , mean squared error ratio for b @ F to g @;  1j , rejection rate for T 1 , j time points;  2 , rejection rate for T 2 .
In other simulations, a time-varying effect was included in (3). We let b(t)=g 1 +g 2 t, with g 1 =0 and g 2 =1/c. Note that c−1 ∆ c 0 b(t)dt=0·5; that is, the average effect of Z is the same as in the model with the time-independent covariate. In these analyses, we let u be the 75th percentile of the empirical censoring distribution and set l=c−u. The results for g @ 2 with W B 1 and the test statistics for H 0 are in Table 4 . The estimator behaves well, as with time-independent coefficients. The one-point chi-squared test and the integral test are insensitive to deviations of b(t) from 0·5. This happens because b(c/2)=0 and Table 4 . Simulation results for g @ 2 with W B 1 and T 1 and T 2 with various f (x) and b(t)=tc−1
Bias, empirical bias; ModVar, average model-based variance; EmpVar, empirical variance; Cov95, empirical coverage of 0·95 confidence interval;  1j , rejection rate for T 1 , j time points;  2 , rejection rate for T 2 .
∆ u l b(t)dt=0·5 in each dataset. On the other hand, T 1 with two and four points appears to have substantial power. This simulation illustrates the lack of power of T 1 from a single time point and T 2 with a poorly chosen weight function.
8. P  We reanalyse data on chronic graft-versus-host disease in bone marrow transplantation from Pepe & Couper (1997) . There are 147 subjects, each randomly assigned to methotrexate plus cyclosporine () or prednisone plus  () as prophylaxis for acute graft versus host disease. Of primary interest are the effects of prophylaxis, sex and age, on the prevalence of the disease amongst those alive and relapse-free.
Let Y i (t) be 1 if patient i has the disease at t, and 0 if not. Let S i (t) be 1 if patient i is alive and relapse-free at t, and 0 if not. Let R i (t) be 1 if a patient i has not been lost to follow-up at t, and 0 if not. As in Pepe & Couper (1997) , a logistic prevalence model is assumed:
The model is restricted to tµ [l, u] , where l=83 days and u=974 days, to ensure parameter estimability. In the sequel, these values for l and u are used in Q, T 2 and T * 2 . We first fitted the prevalence function with treatment only, 1 for , 0 for . The statistic T 1 was 10·23 using b @ (t) at two time points equal to the 15th and 85th percentiles of the jump points of [{Y i (t) , S i (t)}: R i (t)] and R i (t), for i=1, . . . , 147, and T 2 =−2·35 with W =W B 1 , yielding p-values 0·006 and 0·019, respectively. Thus, H 0 was rejected. Next, the parametric model b(t)=g was fitted with W B =W B 1 , as described in § 4. This gave g @ =0·91, with standard error 0·38. The estimate of g in Pepe & Couper (1997) was 0·92, with standard error 0·39, in close agreement.
The estimated prevalences for , X i =0, and , X i =1, using (a @, b @ ) are shown in Fig. 1 . These curves are equivalent to the nonparametric estimators in § 3·1 of Pepe et al. (1991) , that is
Also displayed are estimates from (a @, g @), along with the corresponding 0·95 pointwise confidence intervals. There is a perfect match between the nonparametric and parametric estimates on  because g @ vanishes when X i =0. In the other arm, the two curves are similar until 800 days, but diverge at later times. T emporal process regression Next, we include treatment, sex (1 for males, 0 for females) and age in the model. Two nonparametric estimates of the coefficients are pictured in Fig. 2 . The estimator b @ (t) is based on U{b(t), t}, while b (t) uses a one-step Newton-Raphson update from b @ (t) with a lag-one autoregressive working correlation matrix and the correlation parameter equal to 0·95. A visual inspection suggests linear models for treatment and sex and a constant model for age. The corresponding parametric fits from b @ are overlaid, along with 0·95 pointwise confidence intervals and 0·95 confidence bands from b @ and 0·95 pointwise confidence intervals from b . The bands are about 1·7 times wider than the intervals. This is because for the simple estimator the correlation between b @ (s) and b @ (t) is weak, decreasing rapidly as |s−t| increases. The differences generally decrease as the correlation increases, with no difference when the correlation is unity for all s, t. Note that the intervals for b are substantially narrower at later time points, where censoring is heavy. At these times, the variance reductions are 40-50%.
For treatment, testing b i (t)=0 with b @ yielded T 1 =9·899 with h 1 and h 2 equal to the 15th and 85th percentiles of the jumps and T 2 S C −D 2 =−2·431 with W =W B 1 , with p-values 0·007 and 0·015, respectively. Testing H 0 for sex gives T 1 =4·683 and T 2 S C −D 2 =−2·005 with p-values 0·096 and 0·045, respectively. For age, T 1 =4·502 and T 2 S C −D 2 =1·970, with p-values 0·105 and 0·049, respectively. Prednisone and maleness decrease prevalence, with the benefit appearing to increase over time. The tests of age suggest that older patients may be at greater risk. Below, we formally examine the time-dependence of the regression parameters using the 'working independence' estimators.
We begin by fitting a constant model for treatment. The two time points used in testing H 0 with T 1 are also used in testing H* 0 with T * 1 . When the true model is nonconstant, integrating b @ (t)−g @ 1 from l to u in T * 2 may cancel deviations from early and late time points when b i (t) is not stochastically ordered relative to the fitted model. For comparison, we compute T * 2a with W (t)=1, T * 2b with W (t)=I{t<(u−l)/2} and T * 2c with W (t)=I{t>(l−u)/2}. Let V C 2a , V C 2b and V C 2c denote the corresponding values of V C 2 . The statistics are T * 1 =7·208, T * 2a
, with p-values 0·027, 0·020, 0·085 and 0·006, respectively. Note that T * 2b and T * 2c are large and have opposite signs but do not completely cancel in T * 2a . Fitting a linear model yields g @ 1 =−0·4372 and g @ 2 =−0·0013. The goodness-of-fit tests for the linear model T emporal process regression
, with p-values 0·108, 0·494, 0·690 and 0·206, respectively. Concluding that the linear model fits better than the constant seems justified by the graphical displays and the numerical tests.
Fitting a constant for sex gives T * 1 =2·471, T * 2a
, with p-values 0·290, 0·080, 0·001 and 0·004, respectively. Fitting f (g, t)=g 1 +g 2 t gives g @ 1 =0·0336 and g @ 2 =−0·0020. Testing model fit gives T * 1 =0·688,
, with p-values 0·709, 0·605, 0·958 and 0·468, respectively. Based on the diagnostics, the linear coefficient is preferable.
For age, the constant model gives
, with p-values 0·275, 0·483, 0·087 and 0·350, respectively. The time-independent coefficient may be adequate.
R
Functional regression is natural for complex event history data when the effects of covariates on marginal distributions are of interest. In reality, data cannot be observed continuously. However, in survival analysis, it is customary to assume that event times may be known exactly. A limitation is that U and Ǔ n are only applicable when the observation windows are also known. This occurs with right censoring when the censoring time is available on all subjects, in which case there is a recurrent events structure.
Fitting intensity models with multiple time-dependent coefficients is difficult in practice because multiple smoothing parameters are needed. Since we estimate coefficients in the mean model directly, smoothing is unnecessary, regardless of the number of varying coefficients, and the estimators converge at the parametric rate.
The focus of this paper was the fully functional model, in which all components of b(t) are unspecified. This allows robust exploration of the functional forms of the coefficients, using the nonparametric estimates of b(t). If one has strong prior knowledge about the forms of particular coefficients, then fitting a more restrictive model may be more efficient. Partly functional models have been considered by McKeague & Sasieni (1994) and Martinussen et al. (2002) for the additive and multiplicative intensity models, respectively. Inference in such models opens the route for successive goodness-of-fit testing where a sequence of nested models is tested sequentially, in pairs. Our approach to estimation of submodels fits the most flexible model (1) first and cannot be used for such testing. Extension of functional estimating equations to partly functional models may yield more efficient estimators and facilitate this type of goodness-of-fit testing. It is an important topic for future research.
We have suggested several intuitive test statistics for evaluating the effects of covariates in the fully functional model. Part of the difficulty in conducting such tests is combining the estimated coefficients across time. The numerical studies in § 7 and other extensive simulations, not reported, demonstrate that the proposed tests are sensitive to a variety of practically useful alternatives, and may provide complementary information about the covariate effects, which is helpful in real data analyses. Tests with better properties for particular alternatives might be obtained by fitting partly functional models.
A 1
Uniform consistency and weak convergence of b @ (t) The results use empirical process theory from van der Vaart & Wellner (1996) . We require the following regularity conditions. Condition 1. We require that b(t) is right continuous with left-hand limits, hereafter cadlag, and otherwise unspecified.
Condition 2. We require that h=g−1 and h < (u)=∂h(u)/∂u are Lipschitz continuous and bounded on compact sets.
Condition 3. We require that S i (t), R i (t), X i (t), Y i (t), for i=1, . . . , n, are independent and identically distributed, S i , R i and X i are cadlag and have total variation on [l, u] bounded by some c<2, almost surely, and the total variation Y B i of Y i (t) on [l, u] has bounded second moment.
Condition 4. We require that inf tµ [l,u] eig min E{S 1 (t)R 1 (t)X 1 (t)XT 1 (t)}>0, where eig min is the minimum eigenvalue of a matrix.
Condition 5. For all bounded B5Rp, the class of random functions {V 1 (b, t) : bµB, tµ[l, u]} is bounded above and below by positive constants, is bounded in uniform entropy integral (van der Vaart & Wellner, 1996, p. 85 ) with bounded envelope, and is pointwise measurable (van der Vaart & Wellner, 1996, p. 110 ).
Condition 5 is satisfied if V 1 (b, t)=V{bTX 1 (t)} and V is a nonrandom function which is Lipschitz continuous.
T A1. Assume that (1) holds with true parameter {b 0 (t) : tµ[l, u]} with sup tµ [l,u] |b 0 (t)|<2. Proof. We first show that the class of functions G is bounded in uniform entropy integral with square-integrable envelope and is pointwise measurable for each c<2. This implies that G is Donsker by Theorem 2.5.2 of van der Vaart & Wellner (1996) since cadlag processes bounded in total variation are Vapnic-Č ervonencis classes, and thus bounded in uniform entropy integral, and are pointwise measurable, since Lipschitz continuous functions of bounded in uniform entropy integral and pointwise measurable classes are also bounded in uniform entropy integral and pointwise measurable, and since both sums and products of bounded in uniform entropy integral and pointwise measurable classes are also bounded in uniform entropy integral and pointwise measurable. Therefore, for each c<2 and all b A µ{l2 c ([l, u])}p, n−1U{b A (t), t} equals
S i (t)R i (t)X i (t)XT i (t)h{b T(t)X i (t)}h{b A T(t)X i (t)}V i {b A (t), t} ×{b A (t)−b 0 (t)}−e n (t)
