We have calculated the evolution of spherical accretion flows undergoing mass-loading from embedded clouds through either conduction or hydrodynamical ablation. We have observed the effect of varying the ratios of the mass-loading timescale and the cooling timescale to the ballistic crossing timescale through the mass-loading region. We have also varied the ratio of the potential energy of a particle injected into the flow near the outer region of mass-loading to the temperature at which a minimum occurs in the cooling curve. The two types of mass-loading produce qualitatively different types of behaviour in the accretion flow, since mass-loading through conduction requires the ambient gas to be hot, whereas mass ablation from clumps occurs throughout the flow. Higher ratios of injected to accreted mass typically occur with hydrodynamical ablation, in agreement with previous work on wind-blown bubbles and supernova remnants. We find that mass-loading damps the radiative overstability of such flows, in agreement with our earlier work. If the mass-loading is high enough it can stabilize the accretion shock at a constant radius, yielding an almost isothermal subsonic post-shock flow. Such solutions may be relevant to cooling flows onto massive galaxies. Mass-loading can also lead to the formation of isolated shells of high temperature material, separated by gas at cooler temperatures.
Introduction
Accretion on interstellar and even intergalactic scales is of relevance in a variety of astrophysical sources including active galactic nuclei surrounded by stellar clusters (e.g., David et al. 1987 ) and cooling flows onto massive galaxies at the centers of clusters of galaxies (e.g., Fabian 1994) . David et al. (1987) initiated a program to investigate spherically symmetric mass-loaded hydrodynamic accretion and outflow in active galactic nuclei. Toniazzo et al. (2001) considered rotating, magnetized mass-loaded accreting flows towards a massive object embedded in a cluster. The work of Toniazzo et al. (2001) was restricted to isothermal flows. Though that of David et al. (1987) included a detailed treatment of the radiative heating and cooling of gas, plenty of scope for a broader exploration of the classes of flow solutions that arise in radiative, mass-loaded accretion problems remains.
In this paper we consider a broad range of parameter space in order to identify the different generic types of radiative, mass-loaded accretion flows. In order to keep the number of free parameters to a manageable number (3), in this paper we restrict attention to nonrotating spherical hydrodynamical accretion onto point sources. In subsequent work, we will investigate how the use of more complicated (or realistic) gravitational potentials alters the nature of the solution types.
In Sect. 2, we present the equations that were solved and define the dimensionless parameters that specify the models. Numerical results for conductively mass-loaded and ablatively mass-loaded flows appear in Sect. 3. Some solutions show multiple shock structures resulting in well-defined shells of subsonically moving gas separated by regions of supersonic infall. In some flows substantial regions of roughly isothermal gas exist. Section 4 concludes the paper and contains some speculations on the possible relevance of the solutions with large nearly isothermal regions for cooling flows accreting onto massive galaxies at the centers of clusters of galaxies.
The numerical model
As initial conditions, we take a supersonic, spherical accretion flow with a velocity profile specified by the infall speed onto a central object of point mass M. The calculations were performed using VH-1 (Blondin et al. 1990) , which solves the finite difference equations using the piecewise parabolic method (PPM) developed by Colella & Woodward (1984) . This is an extension of the Godunov method, which solves a Riemann problem at each zone interface to determine the time-averaged values at the zone faces, alleviating the necessity for artificial viscosity to resolve shocks. The third-order accuracy in the spatial representation of the fluid variables allows this code to resolve flow patterns on significantly cruder grids than would be required by other types of numerical methods. The fluid equations are formulated as a Lagrangian (fluid frame) calculation followed by a remap of the conserved quantities onto the original grid.
Radiative cooling is handled by the method of operator splitting and an unconditionally stable implicit scheme (see Strickland & Blondin 1995) . At unresolved interfaces between hot gas and denser cold gas, the rate of energy loss of a given cell due to radiative cooling is restricted to the minimum from the neighbouring cells. This procedure "resolves" the rapid cooling layer at the rear of radiative shocks.
The outer grid boundary is specified as constant inflow, while reflecting conditions were employed at the inner boundary. To obtain high resolution at the inner boundary with maximum efficiency, the size of each grid cell increases by 3% from the inner boundary outwards. The grid resolution was adjusted such that about 150 cells were typically present between the inner boundary and the radius of the accretion shock. With this constraint, the width of the cell adjacent to the inner boundary usually varied between 10 −5 and 10 −3 . Resolution studies show that in most regions of parameter space the radius of the outermost accretion shock, and the stability properties of the flow, are unchanged when calculations are performed at higher resolution using either constant or expanding cell sizes. In calculations with multiple accretion shocks and shells (see, e.g., Fig. 8 ), the position of some of the inner shells can be slightly sensitive to the resolution. However, in this work our main goal is to determine the general stability and flow features as a function of parameter space. For this study our adopted grid layout is ideal, given that the outer accretion shock can have a large radius when cooling is weak.
Computation of the flow near the inner grid boundary was accomplished through the specification of ghost cells that contain identical hydrodynamic variables to those in the nearest grid cell, but with reversed velocities (i.e. reflecting). Ghost cells at the outer grid boundary were assumed instead to have velocities matching the free-fall speed from infinity, and densities and pressures specified by the mass-flux and ambient temperature constraints.
The inner boundary was positioned at r = 0.3h in all of our runs, where the scale height h (see Sect. 2.1) of the embedded clouds responsible for mass-loading was set to h = 1.0. For any spherically symmetric simulation, a lower boundary displaced from r = 0 is demanded by the numerics. Tests with the inner boundary positioned closer to the symmetry point reveal that as in the resolution tests, the stability properties and general flow structure are generally fairly insensitive to this change. In some cases a reduction in r min requires a corresponding increase in T m for similar stability properties to be obtained, though in other cases it does not. In the case of models with multiple accretion shells, only the position of the inner shell and the thickness of the cooling zone adjacent to the boundary were seen to change with a reduction in r min .
The dynamics are described by the standard hydrodynamical equations for spherically symmetric flow,
∂ ∂t
together with an equation of state,
q is the mass-loading rate per unit volume, and the other variables have their usual meanings. For our exploration of parameter space, we choose a generic cooling function defined by
for temperatures above the ambient temperature T 0 , which was set to 0.01 T m . We do not allow gas to cool below T 0 . The minimum of the cooling term occurs at T = T m . More realistic cooling functions will be considered in future work where specific objects will be modelled. We also assumed g = −GM/r 2 , and fixed GM = 1, k/(µm H ) = 1, and γ = 5/3 in all of our calculations. The dimensionless initial infall speed at the lower boundary was thus u = √ 2/0.3 = 2.58. The mass flux of the inflow at the outer boundary was specified asṀ = 1. With these assumptions, a cooling timescale can be defined by
The mass injection rate
We have considered two distinct forms of mass-loading. For conductively-driven mass-loading we set
following Cowie & McKee (1977) . At low temperatures, mass loading is so weak that the precise cutoff temperature is unimportant. In contrast, the saturation temperature depends on many factors, including the density of the ambient medium, the size of the clouds, and the magnetic field stength, while the temperature dependence of saturated mass-loading depends on the Mach number of the saturated zone, though is near unity. For simplicity, we have assumed that the temperature for the onset of saturation is equal to T m . Additional reasoning for our choice of parameterization can be found in .
For mass injection by hydrodynamic ablation, we set
where M a is equal to the Mach number for subsonic flow and is constant and equal to unity for supersonic flow (Hartquist et al. 1986 ). For subsonic flow, hydrodynamic mixing occurs as a result of the well-known Bernoulli effect, and leads to a volume mass injection rate proportional to M 4/3 a . For supersonic flow, mixing occurs largely as a result of a low pressure region over the reverse of the clump, "shadowed" from the flow. In this case the mass injection rate is Mach number dependent.
Non-dimensional parameter space
In our calculations the unit of length is h, the unit of time is h 3/2 /(GM) 1/2 , the unit of mass isṀ h 3/2 /(GM) 1/2 , and the unit of temperature is GM/h. We can non-dimensionalize q a , q c , and T m to:
We define
Thus,
Our free parameters are T m , t c , and q a or q c . A total of 54 runs were initially computed to explore our 3-dimensional parameter space. For the conductively-driven mass-loading, the accretion flow was investigated for the 27 possibilities allowed for by the following values:
m . With mass injection by hydrodynamic ablation, the accretion flow was investigated with the following combinations of values:
q a = 0.1, 1, 10.
After reviewing the evolution of runs on these parameter-space grids, further regions of parameter space were investigated as appropriate.
Since we set GM = 1, the infall speed on the hydrodynamic grid is constant at a given radius for all of these runs.
Thus by adjusting T m , we can effectively simulate different cluster masses through varying the horizontal displacement of the cooling curve. High values of T m simulate low mass clusters, and vice versa. t c varies the ratio of the cooling timescale to the dynamical timescale. Low values of t c are associated with weak cooling. Finally, q a and q c set the degree of mass-loading.
In the following section we refer to accreted mass as that which has fallen or is falling into the gravitational potential. In the absence of mass-loading this would correspond to all of the mass in the potential. We similarly refer to injected mass as that which is mass-loaded into this flow. Our initial conditions have purely accreted mass on the grid, with mass injection being switched on at t = 0.
Results

Conductively-driven mass-loading
For the conductively mass-loaded runs, the outer boundary was positioned at the point where the Mach number of the accreting flow was about 3. This ensured that the flow remained isothermal during gravitational compression, and that the Mach number profile of the pre-shock flow was also constant with time.
For large values of T m and t c (e.g., T m = 10, t c ≥ 1), the postshock gas is inefficient at cooling and remains highly pressurized, and these conditions thus result in the accretion shock expanding to large radii.
We found that for most of the calculated runs, the accretion shocks were subject to the well-known radiative overstability. An example of this is shown in Fig. 1 . The amplitude of this instability is highly dependent on the amount of radiative cooling and mass-loading in each particular run. For T m = 0.1, t c = 10, and q c = 0.1 the radius of the accretion shock expands to ≈35, while for T m = 1, t c = 0.1, and q c = 1 it oscillates around r ≈ 0.34. We also found that while increasing the mass-loading generally leads to a smaller accretion shock radius, this is not always the case.
Due to the large number of runs, we will concentrate on those that display interesting behaviour, such as those where the radiative overstability is damped, or even completely absent. Such behaviour tends to occur when the cooling timescale is long compared to the mass-loading timescale, in agreement with simulations for planar flows , and here and for cases described in Sect. 3.2 we have expanded our initial parameter study in the appropriate directions. Figures 2 and 3 show results for a run in which the overstability is strongly damped, but not quite absent. If the ratio of the cooling timescale to the mass-loading timescale is increased by a further factor of 10, the overstability is completely damped, as shown in Fig. 4 .
With T m = 0.1, t c = 10, q c = 100, the overstability is again completely damped (Fig. 5) . Mass-loading of the postshock flow causes its Mach number to be driven towards unity, and it becomes supersonic once more (Fig. 6) . Within this region, the temperature increases with decreasing radius. Eventually the flow passes through another shock, at r ≈ 0.6, and accretes onto the inner boundary. The radiative overstability of a spherical accretion shock with cooling and conductively-driven mass-loading. The dimensionless parameters for this calculation were: T m = 1, t c = 1, q c = 1, which correspond to the temperature at minimum cooling, the cooling time, and the mass-loading coefficient respectively -see Sect. 2. The top panel shows the time evolution of the shock radius, while the bottom panel shows the ratio of the injected mass to the accreted (i.e. noninjected) mass (in all our figures this ratio is integrated over radii from the inner boundary to the outermost shock, i.e. the accretion shock). Once the system is steadily oscillating, the injected mass is about 1/5 of the accreted mass. The initial bounce in such runs is always higher than subsequent bounces (see, e.g., Imamura et al. 1984) . There is no sign of higher order modes.
The results shown in Fig. 7 are for the model with T m = 0.1, t c = 1, and q c = 3162. They bear some similarity to those shown in Fig. 6 , except that here the post-shock flow rapidly cools to the ambient temperature before travelling very far downstream from the accretion shock. The cold gas is reaccelerated by the gravitational force of the central mass, and the density enhancement, created by the mass-loading that takes place in the shell of hot gas, is reduced. Both the density and the flow speed approach their free-fall values by the time the inner shock is encountered. The mass-loading shell at r ≈ 4−4.7 maintains a steady position, despite the lack of pressure support from interior gas. The rapid injection of slowly moving gas keeps the average infall speed low. The shell remains fixed in position, but there is continual subsonic flow through it.
Profiles in Fig. 8 show analogous structures, though for this model there are 4 "unsupported" shells. The primary difference in the parameters for this model and the others is that a high value of q c has been adopted. The radii bounding spherical shells of hot gas in this calculation are 0.30−0.33, 0.54−0.70, 1.39−1.57, 2.83−3.2, and 5.0−6.7. It seems likely that a slight adjustment in the run parameters could generate 5, 10, or even 20 shells of hot gas. 
Mass-loading through hydrodynamic ablation
Unlike models described in the previous section, in which mass-loading from embedded clumps occurs through heat conduction, in models for which ablation is important, massloading is not limited to hot regions of the flow. Therefore, it is not surprising to find that the results are characterized by much higher ratios of injected to accreted mass. Since this leads to higher flow densities, and stronger cooling, in many of the runs the radii of the accretion shocks are small. We will focus mostly on the runs that display interesting and unusual features. For flows mass-loaded by ablation we find that if the timescale for cooling is long, the post-shock flow remains highly pressurized and drives the accretion shock out of the gravitational potential. If the cooling timescale is moderate and the mass-loading rate is low, the well-known radiative overstability occurs. If mass-loading is somewhat more important, the overstability tends to be damped, and the radius of the accretion shock can be stabilized, to a lesser or greater degree. So in many regards mass-loading by ablation gives results similar to those for mass-loading by conduction, including cases where stable, "unsupported", mass-loading shells occur (cf. Figs. 7  and 8 ). However, we were unable to find cases where multiple mass-loading shells occur.
Some common features in the calculations can be seen in Figs. 9 and 10. Mass-loading is first significant near r ≈ 10, as evidenced by the temperature pulse in Fig. 9 , which is caused by the friction between the injected mass and the ambient flow. Whether or not the flow temperature returns to the ambient value behind this point depends on the strength of the radiative cooling, which in turn is influenced by the strength injected fraction radius Fig. 3 . Radial profiles at t = 24 for the run shown in Fig. 2 . The bottom right panel shows the fraction of injected mass to the total mass, as a function of radius. If the density of injected material is equal to the density of accreted material this parameter would have a value of 0.5, whereas if the density of injected material significantly exceeds the density of accreted material this parameter approaches unity. The flow is from right to left in these figures. . Radial profiles at t = 100 for the run shown in Fig. 5 . Note that the inflow becomes supersonic shortly after passing through the accretion shock, before encountering another shock much closer to the inner boundary. The density of injected material exceeds the density of accreted material for r ∼ < 2.
of the mass-loading. In Fig. 9 where cooling is very weak, the temperature of the flow is controlled by the combined effects of mass-loading and compressional heating. The initial onset of mass-loading causes friction, which heats the cold ambient flow (r ≈ 14 to r ≈ 8). However, continued mass-loading reduces the average thermal energy per particle, leading to a slight drop in temperature (r ≈ 8 to r ≈ 4). Compressional heating then raises the temperature of the gas (from r ≈ 4 to r ≈ 0.7), prior to an inner shock and further compressional heating.
In contrast, when mass-loading is slightly more vigorous, the sharing of thermal energy between more particles can result in radiative cooling becoming important (see the drop in pressure at r ≈ 6.3 in Fig. 10) , and the flow temperature may return to its ambient value. A hot, "unsupported", subsonic shell similiar to those seen in Figs. 7 and 8 for the case of conductive mass-loading remains. 
Discussion
The most striking structures appearing in the results presented in the previous section are the well-separated regions of subsonic material behind multiple shocks in conductively massloaded flows for which the mass-loading parameter is large. The existence of extended isothermal regions in some of the models is nearly as notable. The production of large isothermal regions in which most of the volume is filled by hot, radiating gas may be of relevance to recent observations of cooling flows onto the central massive galaxies in clusters of galaxies. Observations of such cooling flows indicate that much less emission is emerging from gas at low temperatures than one would expect from an isolated parcel of gas cooling isobarically by radiation (e.g., Peterson et al. 2003 , and references therein). Our use of the gravitational potential of a point source implies that we cannot use the types of solutions that we report here to develop detailed models of a specific observed cooling flow. However, we can show that some of the solutions that we explore have qualitative properties compatible with some of the observations. The heavy mass-loading that it experiences leads to its rapid cooling to the ambient temperature. These combine to cause the flow to become highly supersonic before it encounters the next mass-loading shell. The density enhancement of the flow increases through each of these encounters, such that near the inner boundary the flow is almost completely dominated by injected mass. Figure 3 shows radial profiles of the density and temperature at t = 24 for the model specified by T m = 1, t c = 1, and q c = 10. A large region of nearly isothermal hot gas is sharply bounded by much cooler gas. Figure 11 shows the differential luminosity distribution for the model; it shows considerable similarity to that of observed cooling flows (Peterson et al. 2003) .
We stress again that we have not attempted to make a detailed model of any specific cooling flow. While the Xray surface brightness profile resulting from this model is more centrally peaked compared to observations, a more relatistic potential would reduce this discrepancy. Our results point to the possibility that mass-loading from clumps, created in galactic fountains or outflows, of accreting flows may be responsible for cooling flows having the thermal structures that they do. Though we have focussed in this section on a model for which the mass-loading is driven by conduction, ablative mass-loading can in some cases lead to similar thermal structures. As the mass-loading rate depends on cloud size and number of clouds as well as the properties of the hot medium, high mass-loading rates may be possible even if the coefficient of conductivity is too small for the conductive heat transfer across the entire nearly isothermal region to occur on a timescale as short as the flow time through the region (e.g., Ettori & Fabian 2000) .
In future work, we will construct more detailed and more realistic models of cooling flows. 
