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The sorting problem is to arrange N values in a distributed system of N 
processors into sorted order. Let the values be in {0,..., L}. Every sorting algorithm 
requires O(N 2 lg(L/N)/lg N) messages on a bidirectional ring with N processors. 
Every sorting algorithm requires [2(N 3n lg(L/N)/lg N) messages on a square mesh 
with N processors. A novel sorting algorithm for unidirectional rings achieves the 
first lower bound. © 1984 Academic Press, Inc. 
1. INTRODUCTION 
To cooperate to solve a problem, the processors in a distributed 
computing system must communicate among themselves. For both large 
computer networks and VLSI architectures, however, the inclusion of a 
shared memory to facilitate interprocessor communication is usually 
infeasible. The processors in these distributed systems can communicate only 
by sending messages via a network. Thus to exploit fully the potential 
efficiency of a distributed system, an effective algorithm should minimize the 
message traffic in order to minimize the computation time. 
The problem of finding an extremt~m--also called electing a leader--in a 
distributed system is well solved (Dolev et al., 1982; Matsushita, 1983; 
Peterson, 1982). Efficient distributed algorithms have also been proposed for 
determining medians (Frederickson, 1983; Matsushita, 1983; Rodeh, 1982; 
Santoro & Sidney, 1982), minimum spanning trees (Gallager et al., 1983), 
shortest paths (Chandy & Misra, 1982), and maximum flows (Segall, 1982). 
It is natural to ask whether these algorithms achieve the smallest possible 
message traffic for each problem. Let lg denote the logarithm taken to 
base 2. For the extrema-finding problem Burns (1980) established a lower 
bound of 0.25 N lg N messages in the worst case on a bidirectional ring. For 
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the computation of minimum spanning trees Santoro (1982) and Korach et 
al. (1984) obtained .Q(NlgN) lower bounds on messages on various 
networks. 
In this paper I determine the amount of communication required to 
arrange N values into sorted order. Let the values be in {0,..., L}. One might 
surmise that on a bidirectional ring of N processors, an algorithm that sorts 
N values transmits each value, represented by lg L bits, roughly N/2 times in 
the worst case. This intuitive argument suggests that every sorting algorithm 
has bit complexity O(N zlgL).  It is thus surprising that the actual bit 
complexity of sorting on a ring is O(N 2 lg(L/N)). 
I prove that on a bidirectional ring with N processors every sorting 
algorithm requires 12(N z lg(L/N)) bits among its messages. If every message 
has O(lgN) bits, then this lower bound implies that O(N 2 lg(L/N)/lgN) 
messages are necessary. Furthermore, on a square mesh with N processors 
every sorting algorithm requires O(N 3/2 lg(L/N)/lg N) messages. I present a 
simple sorting algorithm on rings that uses O(N 2 Ig(L/N)) bits, achieving the 
first lower bound. Within a constant multiplicative factor, this algorithm is 
optimal. 
The algorithm of Korach et al. (1982) uses O(N 2) messages to rank the 
values in a network, but does not rearrange the values. Rotem et al. (1983) 
studied sorting problems on general networks without the a priori bound L. 
Section 2 defines the computational model and the sorting problem. 
Section 3 establishes the lower bounds on bits and messages. Section4 
describes the optimal sorting algorithm for rings. 
2. DEFINITIONS 
2.1. Computational Model 
This paper adopts the model of distributed computation developed by 
Santoro (1981). The model is asynchronous, requires decentralized control, 
admits no shared memory, and permits data transfers only on a 
communication network. 
The distributed computing system comprises N identical processors 
connected via a communication etwork. A link is an ordered pair of 
processors, and a network is a set of links. A message is a nonempty binary 
string. Processor x can send a message directly to processor y if and only if 
link (x, y) is in the network. 
Every processor uns the same program. Initially, each processor knows 
only the links that involve it and the overall topology of the network--for 
example, whether the network is a ring or a mesh. 
Each of the processors has a distinct number representable with O(lg N) 
bits called its initial value. The processors exchange messages to compute a
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function of these values. At the end of the computation, every processor has 
a final value. 
The transmission of a message incurs an unpredictable but finite delay, 
and the state of a processor changes whenever it receives a message. At 
processor y every message is placed on a queue when it arrives. Messages 
that arrive simultaneously are queued arbitrarily. Messages ent on the same 
link (x, y) arrive at y in the same order as they were sent. 
To each processor assign an integer p, 0~<p <N. For simplicity, to 
obviate the phrase modN, also assign the integers p +N,p + 2N, .... to the 
same processor p. The assignment of integers to processors i  used only for 
clarity of exposition; since the processors are identical, processor p does not 
actually have immediate access to the number p. If integer p is assigned to 
processor x and q is assigned to processor y, then the link (x, y) will be 
written (p, q). The phrase "processor p" also denotes processor x. 
I consider several topologies for the communication network. In a bidirec- 
tional ring, processor p can send messages only to processors p -  I and 
p + 1. Formally, the bidirectional ring has links (p,p - 1) and (p,p + 1) for 
every p. In a unidirectional ring, processor p can send messages only to 
processor p + 1. 
The discrete torus is a square mesh with wrap-around connections. Let 
N=M 2. For each processor p, O~p<N,  write p=i+jM such that 
0~<i<M and 0~<j<M.  This equation defines a bijection between 
{0,. . . ,N- 1} and pairs (i,j) in {0, . . . ,M- 1} 2. Processorp can also be called 
processor (i,j). In the discrete torus, for every i and j  there are links ((i,j), 
( i+  1,j)), ((i,j), ( i -  1,j)), ((i,j), ( i , j+ 1)), ((i,j), ( i , j -  1)), where i+  1 
and j + 1 are taken modulo M. For example, ILLIAC IV had the topology of 
a discrete torus with N = 64. 
Each processor has O(lgN) bits of storage. This limit precludes trivial 
algorithms. For instance, on a fully interconnected network, if processor p
had unbounded storage, then the other processors could ship their initial 
values to processor p, which could compute all the final values. 
The limitation on storage implies that every message has O(lg N) bits. 
There are no other constraints on the form of messages; in particular, a 
message need not be one of the initial values. The limit on message length 
prohibits arbitrarily long messages. If messages of unbounded length were 
permitted, then for every solvable problem there would be an algorithm that 
used O(N) messages after it elects a leader. For example, on a unidirectional 
ring N long messages would suffice to send all the initial values to the leader, 
which would perform the computation, and N more long messages would 
suffice to distribute the final values from the leader to the other processors. 
To evaluate the performance of a distributed algorithm, I assume that the 
processing time within a processor is negligible. Indeed, because computation 
within a processor generally proceeds much faster than transmission of 
SORTING ON DISTRIBUTED SYSTEMS 73 
messages, communication steps often dominate the running time of an 
algorithm (Lint & Agerwala, 1981). The two performance criteria used in 
this paper are expressed as functions of N. The message complexity of an 
algorithm assigns to each N the maximum number of messages used by the 
algorithm on distributed systems with N processors. The bit complexity of an 
algorithm assigns to each N the maximum number of bits among messages 
used by the algorithm on systems with N processors. Abelson (1980), Ja' Ja' 
and Prasanna Kumar (1984), Papadimitiou and Sipser (1984), and Yao 
(1979) studied this complexity measure for systems with only two 
processors. 
2.2. The Sorting Problem 
Initially, for every p, processor p has a distinct initial value IV(p). A 
sorting algorithm rearranges these values so that at the end of the 
computation, processor p has a final value FV(p) such that for some b, 
FV(b+i )<FV(b+i+l )  for all 0~<i<N-2 .  
Call processor b the base. The base processor has the smallest final value. 
For a sorting algorithm A and a distribution of initial values, the 
destination of a value v is the processor p such that at the end of the 
computation of A, the final value at processor p is FV(p)=v. The 
destination of a value depends on which processor becomes the base. 
3. LOWER BOUNDS 
3.1. Preliminaries 
Define SBS to be the set of all finite sequences of binary strings (ill ..... ilk) 
in which every component/~i is a nonempty binary string. 
LEMMA 1. Fewer than 4b+1/6 sequences in SBS have at most b bits 
Proof. Let n(b) be the number of sequences with a total of b bits. 
Evidently n (1)=2.  Furthermore, from a sequence s with b bits one can 
obtain a sequence with b -  1 bits by deleting the leftmost bit of s; there are 
four situations: 
(1) The leftmost string in s is 0. 
(2) The leftmost string in s is 1. 
(3) The leftmost string in s has two or more bits and begins with 0. 
(4) The leftmost string in s has two or more bits and begins with 1, 
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Consequently, 
hence 
n(b) = 4n(b - 1), 
n(1) = 2, 
n(b) -- 4b/2. 
It follows that 
n(1) +. . .  + n(b) - - l (4  +. . .  
A 
1 4b+1-4  
- '}-4b)- -  2 4 -1  <4b+1/6" II 
LEMMA 2. Let S be a set of a different sequences in SBS. The total 
number of bits among the sequences in S is at least ~tr lgtr. 
Proof Set 
b= 1 + [) lgtrJ. 
By definition, ~-/> -~. Lemma 1 implies that at least -~ of the sequences in S 
have at least b bits each. The total number of bits among these sequences i
at least 
~t~b ~ ~ alg o. II 
In a distributed computing system call the function p~IV(p)  a 
distribution. If P is a set of processors in the system, then the restriction of a 
distribution d to P is the distribution for P induced by d. Distributions d1 and 
d 2 agree on P if their values on P are the same; equivalently, the restriction 
of d~ to P is identical to the restriction of d 2 to  P. 
Consider a partition of the processors in a system into two sets P~ and PE. 
The cut c induced by this partition is the set of all links (x, y) for which 
either x ~ P1 and y ~ PE or x E P2 and y C P1. 
Let A be a distributed algorithm and let e be a cut. During the 
computation of A for a distribution d consider the sequence of messages 
transmitted on links in c in the order in which they were sent. To each 
message/~ of this sequence append a string of Jig ]eli bits that identifies on 
which of the I cl links in c the message/~ was sent. Call the resulting sequence 
of binary strings the signature of A for d on c. A signature is a sequence in 
SBS. Note that the signature is not unique: Since the system is 
asynchronous, one distribution might have several signatures that correspond 
to different orderings of messages on e. For the validity of the subsequent 
proofs it suffices to choose one signature for each distribution. 
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LEMMA 3. Let c be a cut induced by a partition of the processors into 
sets P1 and P2. Let D be a collection of distributions that agree on all 
processors in P2. I f  algorithm A has fewer than I D I different signatures on c 
for the distributions in D, then for two different distributions in D, algorithm 
A produces the same set of final values in P2. 
Proof By hypothesis, there are different distributions dl and d 2 in D for 
which A has the same signature on c. For both d I and d 2 the computation of 
A sends the same messages on the same links in c in the same order. From 
the viewpoint of the processors in P2 the computation of A for d I is the same 
as its computation for d 2. Consequently, at the end of both computations the 
final values in P2 are the same. II 
LEMMA 4. 
is at least 
Proof 
In a signature with b bits on cut c the number of message bits 
b 
1 + [lg Icl]" 
Let b' be the number of message bits in the signature and m be 
the number of messages. Since m ~< b', 
b=b' +m[lglcl]~(l+[lglc[])b' .  | 
3.2. The Ring 
This subsection establishes lower bounds on the complexity of sorting in a 
bidirectional ring. These lower bounds apply a fortiori to unidirectional rings 
too. 
THEOREM 1. On a bidirectional ring of N processors with initial values 
in 10,..., L }, every sorting algorithm has bit complexity ~Q(N 2 lg(L/N)). 
In particular, i f L  = 2N, then O(N 2) bits among messages are necessary. If
L =N lg N, then I2(N 2 lglg N) bits are necessary. If L = N ~ for a constant 
a > l, then O(N 2 lg N) bits are necessary. 
Proof Consider an algorithm A that arranges values into sorted order. 
The main idea is the following: For some distribution of initial values, 
approximately N/4 initial values must migrate at least distance Nil6 to their 
destinations. But the destination of a value depends on the processor that 
becomes the base, which in turn depends on the initial values. The bulk of 
this proof overcomes this circularity. 
Define R = L/N. Without loss of generality, assume that R is an integer 
and that N - -  i is divisible by 16. Define a collection of R N distributions of 
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initial values as follows. For p----0 ..... N - -  1 the initial value at processor p
satisfies 
(p/2) R <~ IV(p) < (p/2 + 1) R if p is even, (1) 
( (N+p)/2)R <~IV(p) < ((N+p)/2 + 1)R if p i s  odd. 
EXAMPLE. (N = 17, R = 3). 
IV(O) = 0 IV(5)  = 33 IV(9)  = 39 IV(13)  = 45 
IV ( l )  = 27 IV(6)  = 9 IV(10)  = 15 IV(14)  = 21 
IV(Z) = 3 IV(7)  = 36 IV(11) = 42 IV(15)  = 48 
IV(3)  = 30 117(8) = 12 IV(12)  = 18 IV(16)  = 24 
IV(4)  = 6 
Since the ring has N processors, there are only N possible bases. Therefore 
there is a base b such that for at least RN/N of the distributions defined by 
(I), processor b becomes the base during the computation of algorithm A. 
Let D be this collection of RN/N distributions. 
Put 
q= 6(N-  1)/16 + 1 + 2b 
r = 10(N-  1)/16 + 2b 
s= l l (N -  1)/16+ 1 +2b 
t = 5(N-  1)/16 + 2b. 
(2) 
Let PI be the set of (N -  1)/4 processors q, q + 1 ..... r. Let P2 be the set of 
5 (N-  1)/8 processors , s + 1 ..... t. See Fig. 1. 
For the distributions in D processor b becomes the base. Definition (1) 
implies that for every p the destination of IV(p) is 
processor b +p/2 if p is even, 
processor b + (N +p) /2  if p is odd. 
It follows that for p=q,q+ 1 ..... r, the destination of IV(p) is among 
processors 
b + (N+q)/2 =s,s  + 1 ..... b + r/2 = t. 
Thus each of the initial values in P1 must travel at least distance 
1 + (N-  1)/16 to its destination in P2. 
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Let P[ be the set of (3N+ 1)/4 processors that are not in P1. There are 
R (3N+1)/4 distributions for P[ consistent with (1). Consequently there is a 
distribution d o for P'l such that d o is induced by at least 
RN/N R (N- 1)/4 
R (3N+1)/4 -- N 
of the distributions in D. Let D'  be a subset of R(N-1)/4/N of these 
distributions. The distributions in D'  agree on P'I. Let e = [D ' [= R (U-1)/4/N" 
Let C be the following set of 1 + (N-  1)/16 pairwise disjoint cuts, which 
separate Pj from P2 : 
{(q, q -- 1), (q -- 1, q), (r, r + 1), (r + 1, r)}, 
{(q-- 1, q -2 ) ,  (q--2, q--1), (r + 1, r + 2), ( r+ 2, r+ 1)} ..... 
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For each of the 1 + (iV- 1)/16 cuts c in C the number of different signatures 
of A on e must be at least ID' ]= a because otherwise, by Lemma 3, there 
would be two different distributions in D' that would yield the same set of 
final values in Pc. Let n(e, d) be the total number of bits in messages used by 
A on links in c for the initial distribution d. By Lemmas 2, 3, and 4, for each 
of the cuts e in C, 
n(c,d)>/ a lga  1 
d~D'  6(1+[lglc]] ) -  18 a lga ,  
since l c I= 4. It follows that 
Z 2 n(c,d)>/(1 N-  1 
c~cd~D' +-~- )  -~8 alga" 
Therefore there exists a d* in D' such that 
c~C d t ceC 
= ~Q(N 2 lg R). 
Ergo, the bit complexity of A is ,Q(N 2 lg (L/N)). | 
The proof of Theorem 1 resembles the proofs of Thompson (1979), who 
established time-space tradeoffs in VLSI. As Lipton and Sedgewick (1981) 
have observed, Thompson's technique is analogous to a crossing sequence 
argument for Turing machine complexity (Hopcroft & Ullman, 1979). 
Since this proof does not require that the system be asynchronous, the 
lower bound applies to synchronous rings too. Also, the lower bound holds 
even when the processors have unbounded storage. 
Since every message has O(lg N) bits, Theorem 1 implies the following 
lower bound on message complexity. 
THEOREM 2. On a bidirectional ring of N processors with initial values 
in {0,..., L }, every sorting algorithm has message complexity 
O(N 2 lg(L/N)/lg N). 
3.3. The Discrete Torus 
A modification of the proof of Subsection3.2 would yield an 
O(N 3/2 lg(L/N)/lg N) lower bound on the bit complexity of sorting on the 
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discrete torus. This section establishes a stronger result: Every sorting 
algorithm has message complexity O(N 3/2 lg(L/N)/lg N). 
Let SBS(Q) denote the set of finite sequences of binary strings (ill ..... ilk) 
in which every component ill. is a string of at most lg Q bits. 
LEMMA 5. Fewer than 2(2Q) k sequences in SBS(Q) have at most k 
components. 
Proof Since each component in a sequence in SBS(Q) has at most lg Q 
bits, the number of possible components i
2+. . .+2 Ig° l+21gQ<2Q.  
It follows that the number of sequences in SBS(Q) with at most k 
components i smaller than 
20 + (20) 2 +. . .+  (2Q) k < 2(2Q) k. II 
LEMMA 6. Let S be a set of a different sequences in SBS(Q). When each 
occurrence of a string is counted, the total number of strings among the 






lg(a/10)/> (k - 1)lg(2Q), 
6/5 ~/2(2Q) k-1. 
4 Lemma 5 implies that at least ~ of the sequences in S have at least k 
components each. The total number of strings among these sequences i at 
least 
4crk> / 4or lg(a/10) II 
5 5 lg(2Q) 
Consider a discrete torus of N processors with initial values in {0 ..... L}. 
Let A be a sorting algorithm on the discrete torus that uses messages with at 
most a lg N bits each. Let M = N 1/z and R = L/N. Suppose the initial value 
643/60/1-3-6 
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at every processor p satisfies (1) in Subsection 3.2. For the q, r, s, and t 
defined by (2), the values among processors q, q + 1 ..... r must migrate to 
their destinations at processors , s + 1,..., t. Let P~ be the set of processors 
q, q + 1 ..... r. Let Pz be the set of processors , s + 1 ..... t. Let D '  be the set of 
distributions defined in the proof of Theorem 1, and let c r - - ]D ' l - -  
1~ (N-- 1)~4IN" 
It is easy to find a set C'  of r (N -  1)/(16M)] pairwise disjoint cuts that 
separate PI and Pz. See Fig. 2. For every c in C',  since le I =4M=4N ~/2, 
the length of each binary string in a signature on e is at most 
a lg N+ [lg Iclq lg(4N~+ 1), 
hence every signature on c is in SBS(4N'*+I). By Lemma 3, for each of the 
cuts c in C' the number of different signatures of A on c must be at least 
]D'I----a. Let m(c, d) be the number of messages used by A on links in ¢ for 
the initial distribution d. By Lemma 6, for each c in C',  
m(c, d) >/ 4e lg(a/10) 







P1 ~ ~ ? d ~ ~ ~ ~ ~ ~ # 
FIG. 2. Processors labeled "1" are in P1, processors labeled "2" are in Pz. 
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Therefore there exists a d* in D' such that 
Z 
cEC ~ 1) 
) ~ 5 lg(8N ~+1) 
N- -1  = ( ~ )  (N-1)lgR-41g(10N)_5 1-g-~N~-~ 
(N 2 -- 2N) lg R (N -- 1) lg(1 ON) 
>/80M lg(SN "+ 1) - 20M lg(8N ~+ 1) 
N 3/2 lg R i .  =n ( FgY / 
THEOREM 3. On a discrete torus of N processors with initial values 
in f0,..., L }, every sorting algorithm has message complexity 
I'2(N 3/2 lg(L/N)/lg N). 
Since each message has at least one bit, Theorem 3 implies the following 
lower bound on bit complexity. 
THEOREM 4. On a discrete torus of N processors with initial values in 
{0,..., L }, every sorting algorithm has bit complexity £2(N 3/2 lg(L/N)/lg N). 
4. OPTIMAL SORTING 
4.1. Representing a Sorted Subset 
Let S = {al ..... ak} be a nonempty subset of {0,...,L}. Index the elements 
of S so that a 1 < a 2 < .. .< a k. Let a 0 = 0. The set S can be represented by 
the sequence (a l -ao ,az -a  1 ..... ak -ak_ l ) .  Encode this sequence as 
follows. Write each a j -  aj._l in binary; then replace simultaneously 
0 by 00 1 by 01 
,by l0  (and) by l l .  
Call this encoded result E(S). The length of E(S) is 
k 
~. (2 lg(aj -- aj_ 1) + O(1)) bits. 
j=l  
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By Jensen's inequality, 
j-~l lg(a~- ai_l)~< lg j~l (a j -  a j_0 • 
Thus the length of E(S) is at most 
2 lg (a j -a j _ l )+O(k)<~2k lg  --~ (a j -a j _ l )  +O(k)  
j= l  
= 2k lg(ak/k ) + O(k) 
<~ 2k lg(L/k) + O(k). 
If every aj were written out in binary, then S would be encoded with 
k lg L + O(k) bits. When k is large, E(S) has fewer bits. 
This encoding permits efficient insertion of a new value into S and 
efficient deletion of the smallest value from S. To insert a value b such that 
a i < b < ai+ 1, replace the encoding of ai+~ -a  i by the encoding of the subse- 
quence b - a~, ai+ 1 - b. To delete the smallest value al, replace the encoding 
of the subsequence a~, a 2 - a~ at the beginning of E(S) by the encoding of 
a 2 . 
The following bound is used in Subsection 4.2. 
LEMMA 7. I f  k <<, N, then k lg(L/k) <~ Nlg(L/N)  + O(N). 
Proof. Let e = 2.71828 .... The function f defined by 
f (k )  = k lg(L/k) 
increases monotonically for k < L/e and attains 
k = L/e. Thus if N < L/e, then 
f (k )  <~f(N) = N lg(L/N), 
and if N >/L/e, then 
The lemma follows. 
its maximum value at 
f(k) ~f(L/e) = (L/e) lg  e = O(N). 
| 
4.2. The Unidirectional Ring 
Consider a unidirectional ring of N processors with distinct initial values 
in {0,...,L}. By the hypothesis of Subsection2.1, each initial value is 
representable with O(lg N) bits, hence 
[lgL] ~ a lgN 
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for some constant a. This section presents an algorithm that sorts these 
values by successive insertions with O(N 2 lg (L/N)/lg N) messages, each with 
at most a lg N bits. This algorithm achieves the optimal bit complexity of 
Theorem 1 and the optimal message complexity of Theorem 2. 
The algorithm employs the encoding E defined in Subsection 4.1. Let 
1 ~k<,N, and let S_  {0,...,L} have k values. The encoding E(S) is 
transmitted as a sequence of messages. By Lemma 7, the number of messages 
used to transmit E(S) is 
[2klg(L/k)+O(k) ~ 2Nlg(L/N)+O(N)algN 
The algorithm comprises three phases. During the first phase, the 
processors use the algorithm of Peterson (1982) to elect a leader with 
O(Nlg N) messages. Since each message represents an initial value, a lg N 
bits suffice for each message. Without loss Of generality, assume that 
processor 0 is the leader. 
To initiate the second phase, the leader sends E{IV(0)} to processor 1. For 
p=0 ..... N -1 ,  define S (p)= {IV(O),...,IV(p-1)}. In general, during the 
second phase, processor p receives E(S(p)) from processor p -  1 and sends 
E(S(p + 1)) to processor p + 1. Since E(S(p)) is an encoding of a sorted set, 
processor p need not store all of E(S(p)). Rather, processor p inserts IV(p) 
into S(p) at the appropriate point, as described at the end of Subsection 4.1. 
At the end of the second phase the leader begins to receive E(S(N)). 
During the third phase, the processors uccessively remove the smallest 
value from S(N). Define T(0)= S(N). For p= 0 ..... N -2 ,  processor p 
receives E(T(p)) from processor p - -  1. It defines FV(p) to be the smallest 
value in T(p). Let T(p + 1)= T(p)-FV(p). Processor p sends E(T(p + 1)) 
to processor p + 1. Subsection 4.1 shows that the encoding E supports 
efficient deletion of the smallest value in the set. Processor N-  1 receives the 
largest value. 
THEOREM 5. On a unidirectional ring of N processors with initial values 
in {0 ..... L}, the sorting problem can be solved with O(N 2 lg(L/N)/lgN) 
messages, each of O(lg N) bits. 
Proof The first phase involves O(Nlg N) messages, each of a lg N bits. 
Every processor transmits an encoding of a set during the second phase and 
another encoding during the third phase. Therefore the algorithm uses at 
most 
2N 2N lg(L/U) + O(N) = O(U2 lg(L/S)/lg N) 
algN 
messages after it elects a leader. II 
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4.3. The Discrete Torus 
On the discrete torus, the algorithm of  Nass imi  and Sahni (1979), when 
implemented asynchronously,  uses O(N 3/2) messages because each of  the N 
processors sends O(N 1/2) messages. Each message is an initial value. By 
Theorem 3, when the initial values are in {0 ..... N ~ } for some constant a > 1, 
this algorithm is opt imal  within a constant mult ip l icat ive factor. The 
construct ion of  an opt imal  algor i thm for small L remains an open problem. 
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