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 Resumo 
 
LiNiPO4 é um isolante antiferromagnético com spins (S=1) de íons Ni
2+
 
localizados e um alto acoplamento magnetoelétrico abaixo de TN=20,8K. Medidas de 
espalhamento Raman polarizado em monocristais desta estrutura ortorrômbica mostram, 
além do espectro de fônons, um sinal característico em baixos valores de número de 
onda (<100cm
-1
), que são independentes de campo magnético aplicado ao longo da 
direção do eixo a. Quando medido na configuração de polarização X(ZZ)-X, este sinal 
pode ser bem modelado pela teoria de Fleury-Loudon de espalhamento Raman por dois 
mágnons e usando um Hamiltoniano de Heisenberg com parâmetros de troca dos cinco 
primeiros íons vizinhos  e dois de anisotropia. Essas constantes foram refinadas usando 
nossos dados de espalhamento Raman com dados previamente publicados de 
espalhamento inelástico de nêutrons (INS, Jensen et al., Phys. Rev. B 79, 092413 
(2009)) por um procedimento de ajuste de “simulated annealing”, sendo consistentes 
com os parâmetros extraídos exclusivamente das medidas de INS. Em polarização 
X(ZY)-X, dois outros picos foram observados na fase de estado magneticamente 
ordenado, não atribuíveis a espalhamento por dois mágnons. Medidas similares de 
espectroscopia Raman foram realizadas para LiCoPO4 mas o sinal obtido foi 
insuficiente para identificar a contribuição advinda das excitações magnéticas. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Abstract 
 
LiNiPO4 is an antiferromagnetic insulator with localized Ni
2+
 spins (S=1) and 
large magnetoelectric coupling below TN=20.8K. Polarized Raman scattering 
experiments in a single crystal with ortorhombic structure show, besides the phonon 
spectra, extra features at low wavenumbers (<100cm
-1
) below TN, which are 
independent of applied magnetic fields along a-direction. In X(ZZ)-X polarization, this 
signal could be well modeled by the Fleury-Loudon theory of two-magnon Raman 
scattering, using a Heisenberg Hamiltonian with five nearest-neighbor exchange and 
two anisotropy parameters. These constants were refined using our Raman-scattering 
data and previously published inelastic neutron scattering data (INS, Jensen et al., Phys. 
Rev. B 79, 092413 (2009)) through a simulated annealing fitting procedure, being 
consistent to parameters extracted using INS data alone. In X(YZ)-X polarization, two 
extra peaks are observed in the magnetically ordered state, not attributable to two-
magnon scattering. Similar measurements were taken for LiCoPO4, however the 
observed signal was insufficient to identify the contribution from magnetic excitations. 
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 1 Introdução 
 
Esta dissertação de mestrado descreve em detalhes os esforços realizados para 
observar e compreender o espectro Raman devido às excitações magnéticas no 
composto monocristalino de LiNiPO4, relatando também tentativas preliminares de um 
ensaio similar para o composto de LiCoPO4. Agregamos neste trabalho a teoria 
necessária para o entendimento dos experimentos de espalhamento de nêutrons [1-3] e 
de espectroscopia Raman, que foram realizados em nosso laboratório [4,5]. Este 
trabalho é uma continuação natural do projeto de doutorado do aluno Cesar J. Calderon 
Filho, orientado pelo Prof. Gaston E. Barberis e do projeto de Pós-Doutorado do Dr. 
Paulo Freitas Gomes, supervisionado pelo Prof. Eduardo Granado, em que estudos 
similares foram realizados em amostras de LiMnPO4 [4]. 
Do ponto de vista tecnológico, o interesse principal na família de materiais de 
ortofosfato de lítio vem da busca para se descobrir alternativas ou melhorias para as 
atuais baterias de lítio. Estes compostos estão sendo estudados e propostos como 
possíveis substitutos do cátodo convencional LiCoO2 [6,7], já que estes compostos 
possuem uma maior capacidade de carga e descarga, maior capacidade de produzir uma 
diferença de potencial por volume e uma maior estabilidade a mudanças térmicas. Os 
motivos que vão contra estes compostos é fato de que eles são isolantes e por isso 
possuem baixa condutividade iônica (inferior a 10
-6
S/m) [8-10]. 
Na atualidade, dentre todos os compostos de ortofosfato de lítio, o LiFePO4 foi o 
que mais despertou interesse para a indústria e uso doméstico, já sendo empregado 
comercialmente em algumas baterias [4-6]. As aplicações com os outros metais de 
transição, como Ni e Co, continuam a ser estudadas já que se verifica que eles possuem 
maior potencial como célula voltaica do que o composto à base de Fe, mas também 
possuem outras características indesejadas como uma menor condutividade iônica e 
possuem outros problemas como baixa capacidade de armazenamento de carga [6]. 
Além dessas propriedades de grande interesse para a indústria, estes materiais 
vêm despertando grande curiosidade dos cientistas devido a muitas propriedades não 
usuais. As suas principais características são descritas a seguir: 
Os ortofosfatos de lítio com metais de transição LiMPO4 (M = Fe, Co, Ni e Mn) 
são materiais isolantes que possuem estrutura com grupo espacial Pnma e propriedades 
magnéticas interessantes que variam sistematicamente com o preenchimento parcial dos 
orbitais 3d
n
 de seu íon de metal de transição correspondente. Ao resfriar estes materiais, 
todos eles apresentam uma transição de fase antiferromagnética (AFM) para um estado 
fundamental que difere, entre eles, apenas na direção do momento magnético 
ordenado[1,2,9,11-12]. A configuração de sua célula unitária convencional é destacada 
na figura 1.1. 
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Figura 1.1: Representação da célula unitária convencional para os compostos de LiMPO4. [Figura 
modificada da ref. 13] 
 
 A figura 1.2 mostra um gráfico destacando a transição fase revelada em medidas 
de susceptibilidade magnética com variação da temperatura para os materiais de 
LiNiPO4 e LiCoPO4. 
 
 
Figura 1.2: Susceptibilidade magnética inversa em coordenada recíproca de amostra policristalina de 
LiNiPO4 e LiCoPO4 feitas com um magnetômetro; não foi observado dependência com o campo 
[Extraído da ref. 9]. 
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 Estes compostos apresentam acoplamento magnetoelétrico (ME) relativamente 
forte na fase AFM, ou seja, ao aplicar um campo magnético externo ocorre indução de 
uma polarização elétrica, assim como aplicando-se um campo elétrico externo ocorre 
indução de magnetização[14,15]. 
 A intensidade do efeito ME é considerada proporcional às componentes da 
susceptibilidade magnetoelétrica do material que com uma aproximação linear e 
simplificações é proporcional ao primeiro termo da polarização elétrica Pμ, sendo μ a 
direção em que ocorre indução de polarização elétrica e as componentes do tensor de 
polarizabilidade alfa dada por: 
0
P
H





        (1.1.1)  
com , x, y, z    
 
A figura 1.3 mostra que para o co,mposto de LiNiPO4 os termos de 
susceptibilidade magnetoelétrica não são iguais em todas direções e estão fortemente 
vinculadas à temperatura, tendo alta correlação entre o aparecimento da fase 
antiferromagnética com o surgimento de um coeficiente ME diferente de zero. 
 
 
Figura 1.3: Coeficientes de susceptibilidade magneto-elétrica mensurados com aplicação de campo 
magnético de 0,5T nas direções destacadas no gráfico em função da temperatura [Extraído e modificado 
da ref. 16]. 
Sabe-se que somente materiais magneticamente e eletricamente polarizáveis 
podem ter características magnetoelétricas. As relações mostradas na tabela 1.1 indicam 
a limitação superior da susceptibilidade magnetoelétrica características com relação à 
susceptibilidade magnética e elétrica destes materiais. 
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Tabela 1.1: Relações de desigualdades das suscetibilidades magnéticas, elétricas e magnetoelétrica 
 No caso dos compostos em estudo a susceptibilidade magnetoelétrica na direção 
de maior valor é dada na tabela 1.2: 
 
 
 
Tabela 1.2: Susceptibilidade magnetoelétrica dos materiais de LiMPO4 (M=Mn,Ni,Co,Fe) [Extraído da 
ref. 17] 
 
Deve-se notar que compostos que apresentam altos coeficientes de acoplamento 
magnetoelétrico possuem potenciais aplicações tecnológicas na área de spintrônica, já 
que a utilização de campo elétrico para controlar a direção dos spins tem um gasto 
muito inferior de energia do que a utilização de campo magnético e pode também ser 
utilizado em transdutores, dispositivos de leitura e armazenamento de dados [18-20] e 
em muitas outras áreas. 
O magnetismo dos compostos de ortofosfatos de lítio que é produzido por 
compostos isolantes com momentos magnéticos localizados de íons e preenchimento 
parcial dos orbitais 3d
n
 é bem descrito pelo modelo de Heisenberg de modo que se faz 
necessário um estudo aprofundado da teoria de magnetismo para isolantes se quisermos 
compreender as excitações magnéticas destes tipos de materiais. 
O Hamiltoniano de Heisenberg de interação entre os 5 primeiros íons 
magnéticos somado a 2 termos de anisotropia, devido ao campo cristalino, em conjunto 
com a teoria das transformações de Holstein-Primakoff é utilizado para descrever as 
interações do acoplamento magnético dos íons metálicos do sistema. 
Medidas de dispersão de mágnons, obtidas por espalhamento inelástico de 
nêutrons (INS), estão disponíveis na literatura para os compostos de LiMPO4 (M=Ni, 
Co e Mn), de onde têm sido extraídos os parâmetros de troca e termos de anisotropia 
magnética relevantes [1-3]. Entretanto, devido ao elevado número de parâmetros de 
ajuste, diferentes conjuntos de parâmetros podem, a priori, descrever estes dados 
conforme foi relatado por Calderon et al. [4]. Portanto, novos conjuntos de dados 
experimentais, a serem obtidos por técnicas alternativas, se fazem necessários para 
validar ou desafiar os parâmetros extraídos por INS. 
Considerando que as regras de seleção de polarização e a dependência do campo 
magnético de segunda ordem do espalhamento inelástico da luz pelas excitações de dois 
mágnons são bem explicadas para momentos magnéticos localizados pela teoria de 
Fleury-Loudon [4,5], pode-se fazer uma tentativa de verificar e reconhecer a existência 
destes níveis de excitação no espectro Raman para se obter um maior número de 
relações e apontar com maior precisão os parâmetros do Hamiltoniano do sistema. Um 
método de ajuste de “simulated annealing” seria utilizado para a obtenção de novos 
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parâmetros que ajustam o conjunto de medidas experimentais de espalhamento de 
nêutrons e Raman para os compostos em estudo. 
 O objetivo deste estudo realizado com os compostos de LiNiPO4 e LiCoPO4 era 
de contribuir para o entendimento em nível microscópico do magnetismo destes 
materiais utilizando a espectroscopia Raman, à luz da teoria de Fleury-Loudon, de modo 
a complementar conhecimentos previamente obtidos com medidas de espalhamento 
inelástico de nêutrons [4,12].  
Neste capítulo introdutório foi feito um resumo das propriedades dos compostos 
de ortofosfato de lítio. O capítulo 2 faz uma discussão da teoria básica do magnetismo 
em isolantes. O capítulo 3 aborda a teoria de ondas de spin, que são as excitações 
magnéticas de especial interesse para as excitações magnéticas destes materiais em 
baixas temperaturas. No capítulo 4 são apresentadas as teorias de espalhamento de 
nêutrons e Raman utilizadas para o estudo de excitações magnéticas e observação de 
ondas de spin. O capítulo 5 mostra a teoria de ondas de spin especificamente para os 
materiais de ortofosfato de lítio com suas aplicações em espalhamento Raman e de 
nêutrons. No capítulo 6 é detalhada a metodologia experimental utilizada em nosso 
laboratório de pesquisa para realizar as medidas de espectroscopia Raman para os 
compostos de LiNiPO4 e LiCoPO4 como parte deste trabalho de mestrado. No capítulo 
7 são abordados os resultados obtidos da literatura e os espectros Raman obtidos em 
laboratório, fazendo a análise e discussão dos dados obtidos. No capítulo 8 são 
resumidas as conclusões obtidas no estudo destes materiais. 
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2 Magnetismo 
 
2.1 Magnetismo atômico 
 
Devemos relembrar alguns conceitos elementares da física atômica e da 
mecânica quântica para poder descrever o magnetismo. 
É notório que os átomos são constituídos, de forma simplificada, por 3 partículas 
elementares, o próton, o nêutron e o elétron. Um átomo em seu estado fundamental é 
constituído por um número igual de elétrons e prótons e estes elétrons orbitam em volta 
do núcleo, que é onde ficam os prótons e nêutrons. 
Considerando um modelo clássico em que os elétrons transladam em torno do 
núcleo central é possível calcular o momento angular para cada um dos elétrons 
utilizando a equação 2.1.1: 
 
xL r p           (2.1.1)  
p – momento do elétron 
r - distância do elétron ao centro do núcleo 
 
Os elétrons possuem carga elétrica negativa tornando possível o entendimento 
do sistema como se houvesse uma corrente elétrica em torno do núcleo a uma distância 
r deste de modo a criar um momento de dipolo magnético.  
  
2|| || A I rI          (2.1.2)  
 
A figura 2.1 destaca a relação entre o momento angular com o momento de 
dipolo magnético.  
 
Figura 2.1: Representação do momento angular orbital L  e o momento de dipolo magnético   devido a 
um elétron girando em torno do núcleo [Extraído da ref. 21]. 
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Descrevendo átomos com somente um elétron, os chamados átomos 
hidrogenóides [22,23], verifica-se que a equação de Schröedinger independente do 
tempo a ser resolvida é dada pela seguinte equação com o seguinte potencial: 
 
²
( )
2
r
p
H V r
m
 
 
,
 
 
0
1 ²
( )
4
Ze
V r
r
 
  
,
 
 
p e
p e
m m
m
m m


   
(2.1.3)  
ε0 - permissividade no vácuo 
Z - número de prótons 
e - carga elétrica do elétron 
r - distância do elétron ao centro do núcleo 
mp - massa do próton  
me - massa do elétron 
 
A solução não relativística para esta equação é dada pelas autofunções: 
 
nl lm(r, , ) ( , )R (r)Ynlm           (2.1.4)  
 
Em que n, l, ml são números quânticos relativos aos autovalores do operador 
Energia Hr, momento angular ao quadrado L² e momento angular magnético Lz e 
possuem as seguintes relações: 
 
4
2
0
² 1
(r, , ) (r, , )
²32 ² ²
( )
l l
r nlm nlm
Z me
H
n
   
 
 
                  
(2.1.5)  
lm lm
( , ) ²l(l 1) ( , )L²Y Y
l l
    
       
(2.1.6)  
  
z lm lm
( , ) ( , )L Y Yl
l l
m   
   
(2.1.7)  
 
Observa-se também um número quântico extra que é devido ao Spin eletrônico. 
Os elétrons são férmions e por isso, além do momento angular L da mecânica clássica, 
também possuem um momento angular intrínseco que é devido ao spin. Da mesma 
forma que os operadores do momento angular clássico o spin também possui operadores 
próprios S² e Sz com seus devidos autovalores. Para o caso do spin de um elétron ele 
sempre é 1/2, e os autovalores de Sz são sm sendo ms um novo número quântico. 
Sabe-se também que qualquer elétron com número quântico principal n, o 
número quântico de momento angular l deve satisfazer 0≤l≤n-1 , o de momento angular 
magnético orbital ml deve obedecer -l≤ml≤l e o de momento angular magnético de spin 
ms deve respeitar -s≤ms≤s com todos estes tendo que ser números inteiros. 
De acordo com o princípio de Pauli dois férmions não podem ocupar o mesmo 
estado quântico. Desta forma, não é possível que dois elétrons possuam os mesmos 
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números quânticos fazendo com que cada elétron possua um conjuntos de números 
quânticos n, l, ml e ms próprios.  
Utiliza-se estes números quânticos para identificar as autofunções de tal forma 
que pode-se reescrever os operadores com seus respectivos autovalores usando a 
notação de Dirac. 
2 4
2 2 2 2
0
1
32
 
  
  
r l s l s
Z me
H nlm m nlm m
n
    
(2.1.8)  
2 2 ( 1)l s l sL nlm m l l nlm m         (2.1.9)  
z s sl lL mnlm m nlm m      
(2.1.10)  
2 2 ( 1) s sl ls sS nlm m nlm m          
(2.1.11)
 
z ss sl lS mnlm m nlm m       
(2.1.12)  
Descreve-se o estado de excitação de um átomo com N elétrons como um 
conjunto de números quânticos {n1 l1 ml1 ms1,n2 l2 ml2 ms2,...,nN lN mlN msN}. Se 
quisermos caracterizar os átomos em seu estado fundamental conforme as equações 
descritas anteriormente, verifica-se que não há dependência da energia com os números 
quânticos de momento angular magnético, porém sabe-se empiricamente que os elétrons 
dos átomos possuem comportamento específico no seu estado fundamental e que são 
dadas pelas regras de Hund [2]. Para isso faz-se necessário a utilização dos operadores 
de momento angular orbital total 
N
i
i
L l  e momento angular de spin total e 
N
i
i
S s  
( il  e is  são os operadores de momento angular orbital e de spin individuais de cada 
elétron do átomo) e combinando ambos operadores obtém-se o operador de momento 
angular total J L S  . Com estes operadores é possível determinar os autoestados do 
átomo na notação de Dirac que pode ser expresso como L SLSM M ou na notação de 
momento angular total como JLSJm .  
Para um átomo com L  e S  não nulos verificam-se os seguintes momentos de 
dipolo magnéticos: 
2S BS             (2.1.13)
 
L BL            (2.1.14)  
B - magnéton de Bohr dado por
 
2B ee m 
 O momento de dipolo angular total   é dado pela soma dos momentos de 
dipolo orbital e de spin.
 
( 2 )S L B L S            (2.1.15)  
Sendo que   precessa em torno de J que é dado pela seguinte equação: 
ˆ(J 1)eficaz J Bg J J          
 (2.1.16)   
  com 
(J 1) S(S 1) L(L 1)
1
2 ( 1)
J
g
J J
    
 

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Figura 3.2: Representação das relações vetoriais dos momentos angulares com os momentos de dipolo 
magnético associados. 
 
2.2 Regras de Hund 
 
A configuração do estado fundamental de um átomo ou íon segue as chamadas 
regras de Hund, que determina as configurações dos elétrons e seus números quânticos 
em seu estado fundamental. Estas regras resumem a constatação experimental de 
que elétrons em um mesmo orbital tendem a permanecer desemparelhados e com spins 
paralelos de modo a ocorrer uma menor repulsão intereletrônica e obedecer o princípio 
de Pauli e a configuração de orbitais [22]. Desta forma temos as duas primeiras regras 
de Hund: 
 
1ª regra de Hund.  
A configuração de momento angular de spin deve ser feita de modo a maximizar 
o spin S. 
2ª regra de Hund.  
O momento angular L deve ser maximizado. 
 
Se considerarmos o efeito de interação do momento angular orbital e de spin 
tem-se o chamado do acoplamento Spin-Órbita que é dado pela equação 2.2.1. 
 
.LS LSH L S      (2.2.1)  
 
Este efeito faz com que haja uma quebra de degenerescência na energia devido 
ao acoplamento destes momentos angulares de modo que a maneira de diferenciar a 
distribuição dos elétrons é resolvida pela 3ª regra de Hund. 
 
3ª regra de Hund. 
O momento angular total J será J=|L-S| se a última camada do átomo estiver 
menos da metade preenchida ou será J=L+S se a última camada estiver mais da metade 
preenchida. 
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Estas regras funcionam muito bem para átomos em seu estado neutros e 
ionizados. 
 
Exemplos de aplicação das regras de Hund. 
          
2 7[Ar]3dCo    
          7 elétrons na cama de valência:  
 
          Ms = ½ + ½ + ½ + ½ + ½ - ½ - ½   S = 3/2 
          Ml = 2 + 1 + 0 – 1 – 2 + 2 + 1   L = 3 
          J = L + S = 3 + 3/2 = 9/2 
 
          
2 8[Ar]3dNi    
          8 elétrons na camada de valência 
 
          Ms = ½ + ½ + ½ + ½ + ½ - ½ - ½ - ½   S = 1 
          Ml = 2 + 1 + 0 – 1 – 2 + 2 + 1 + 0  L = 3 
          J = L + S = 1 + 3 = 4 
 
2.3 Magnetização na matéria 
 
A magnetização, conforme destacado na equação 2.3.1, é dada pela média 
vetorial dos momentos de dipolo por unidade de volume. 
( )rn
n
J
r V
M
V



    
(2.3.1)
 
A constante de susceptibilidade magnética fornece uma relação da capacidade de 
magnetização de um material em função da aplicação de um campo magnético.  Como a 
direção do campo magnético e da magnetização podem ocorrer em varias direções e 
com dependência não linear, a susceptibilidade magnética é dada na forma diferencial 
pela equação 2.3.2. 
i
ij
j
M
H




     
(2.3.2)
 
Para uma aproximação linear, que funciona para a maioria dos materiais temos a 
seguinte equação: 
i ij jM H      
(2.3.3)  
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2.3.a Paramagnetismo 
 
Considerando que momentos magnéticos distintos não interagem entre si, 
espera-se que em um composto de N átomos em que cada um destes possui um 
momento magnético J , sem a aplicação de um campo magnético externo, a orientação 
dos momentos de dipolo magnéticos seria aleatória. Já com a aplicação de um campo 
magnético externo os momentos de dipolo magnético tendem a se orientar na direção do 
campo magnético aplicado, sendo este efeito chamado paramagnetismo na matéria. Se 
for considerado um campo magnético aplicado na direção zˆ  temos o seguinte 
Hamiltoniano fornecido pelo efeito Zeeman [22,23]. 
.HZ JH          (2.3.4)
 
Como estamos retratando o caso quantizado considera-se que os átomos 
possuem a seguinte representação de estado JLSJM  com , 1,..., JJM J J   . Desta 
forma as autoenergias do Efeito Zeeman são dadas pela relação 2.3.5. 
   
JM B JJ J
E g MLSJM LSJM
   
(2.3.5)  
A magnetização do composto é obtida calculando-se a média dos momentos de 
dipolo magnético   e deve-se considerar, para um sistema real, que as flutuações 
térmicas fazem com que as orientações dos i s não sejam totalmente orientadas ao 
estado mais fundamental de forma que flutuem em torno de  .  
,HJ
N
M
V

    
(2.3.6)  
Uma maneira de calcular a magnetização seria utilizar a distribuição de 
Boltzmann discreta para cada valor possível de energia do sistema [24], dada pela 
seguinte relação: 
/kT
,H ,H /kT
( ) ( )
B J
B J
J J
J
g M H
B
J J J B J B Jg M H
M M
M
e g JH
P M g M g JB
e kT

 

   


   

   
(2.3.7)  
Para altas temperaturas ( Bg JH kT  ) 
( 1)
( )
3
B B
J
g JH g JHJ
B
kT J kT
 

  
(2.3.8)  
Verifica-se a lei de Curie dada por: 
C
M H
T
      
   
(2.3.9)  
com 
2 2 (J 1)Bg JNC
V k
 

 
Mas sabe-se que o Campo magnético total efetivo é dado por um campo externo 
aplicado somado a campo molecular magnético interno devido à estrutura e orientação 
de spins de um composto. 
efetivo MH H H      
(3.3.9)
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Weiss considerou a aproximação de que a magnetização seria dada como se 
fosse proporcional à média dos spins tendo a magnetização a forma da equação 3.3.10.
 
B j
N
M g S
V

    
(3.3.10)  
O campo molecular interno HM é um campo que pode ter diferentes direções em 
partes diferentes do material, mas se considerarmos o sistema mais simples em que a 
orientação dos spins ocorre de forma ferromagnética ou antiferromagnética teremos as 
seguintes relações: 
2 2M
B
V zJ
H M
N g 
 
      
(3.3.11)
 
2 2 2 2( 1) ( 1) ( 1)
3
B B
efetivo
g S S g S SN N JzS S
M H H M
V k V k kT
   
  
 
(3.3.12)  
C
M H M
T T

 
  
 
C
M H
T 

         
(3.3.13)  
( 1)
3
JzS S
k


 
    
(3.3.14)  
 0   interações ferromagnéticas 
    0   interações antiferromagnéticas 
     z - número de primeiros vizinhos 
 
 2.3.b Diamagnetismo 
 
 Deve-se ressaltar também a existência do diamagnetismo na matéria, em que 
se observa que todos os materiais que sofrem a aplicação de um campo magnético 
externo produzem um campo interno de forma a diminuir o módulo do campo 
magnético no interior do material. Esta resposta do material é devida em grande parte 
pela alteração das órbitas dos elétrons com a aplicação do campo magnético de forma 
que isto produz um campo contrário ao campo aplicado.  
 
 2.3.c Relações do ordenamento magnético 
 
 Pode-se entender os conceitos básicos do paramagnetismo e diamagnetismo 
sem considerar qualquer interação explícita entre os momentos magnéticos. 
Considerando as interações para entender melhor estes efeitos verificam-se grandes 
correções na teoria, mas o fenômeno continua com a mesma idéia. Já no caso do 
ferromagnetismo e antiferromagnetismo a existência de ordenamento espontâneo 
interativo e cooperativo dos momentos magnéticos abaixo de uma temperara crítica é 
fundamental para a explicação deste fenômeno coletivo. As interações consideradas 
mais importantes para o comportamento coletivo do magnetismo são chamadas 
interações de troca e serão abordadas no capítulo seguinte. 
 As figuras 2.3 e 2.4 abaixo destacam as temperaturas de transição de fase para 
uma coleção discreta de spins que possuem configurações similares ao modelo de Ising 
quando atingem uma temperatura abaixo da temperatura crítica, estas figuras mostram o 
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comportamento da magnetização e susceptibilidade magnética com relação a 
temperatura para o caso de ferromagnetismo e antiferromagnetismo, respectivamente. 
 
 
Figura 2.3: Curvas de magnetização e inverso da susceptibilidade quando os spins se ordenam 
ferromagneticamente, sendo a temperatura de transição de fase chamada temperatura crítica [Extraído da 
ref. 22]. 
 
 
Figura 2.4: Curvas de magnetização e inverso da susceptibilidade quando os spins se ordenam 
antiferromagneticamente, sendo a temperatura de transição de fase chamada temperatura de Néel 
[Extraído da ref. 22]. 
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3 A teoria de Ondas de Spin 
 
3.1 Ordenamentos magnéticos e o Hamiltoniano de Heisenberg 
 
Pode-se entender os conceitos básicos do paramagnetismo e diamagnetismo sem 
considerar qualquer interação explícita entre momentos magnéticos, apesar de que 
utilizando estas interações verificam-se grandes correções nos efeitos previstos pela 
teoria, como foi visto por exemplo com a evolução da lei de Curie para a lei de Curie-
Weiss. No caso do Ferromagnetismo e do Antiferromagnetismo, representados na figura 
3.1, a existência de ordenamento espontâneo interativo e cooperativo dos momentos 
magnéticos, abaixo de uma temperatura crítica, é fundamental para a explicação destes 
fenômenos coletivos. 
 
Figura 3.1: Representação dos ordenamentos magnéticos ferromagnéticos (a) e antiferromagnéticos (b) 
 
 As interações mais importantes para o entendimento dos fenômenos magnéticos 
coletivos são as chamadas interações de troca. Estas interações ocorrem em partículas 
indistiguíveis, e como estamos tratando da matéria em nível atômico, as partículas que 
constituem os átomos possuem spin inteiros ou semi-inteiros, e portanto devem se 
comportar como bósons ou férmions, respectivamente. Em bósons verifica-se que esta 
interação de troca ocorre de modo a atrair as partículas para uma mesma posição, já no 
caso dos férmions verifica-se respulsão entre as partículas. 
 O surgimento de uma magnetização espontânea em um material, como a 
ocorrência de ferromagnetismo, existe devido ao acoplamento entre os momentos 
magnéticos resultantes dos átomos e íons que formam o material. Essencialmente a 
interação ocorre devido a força Coulombiana e como são os elétrons que assumem 
diferentes possíveis estados quânticos de excitação, as soluções possíveis devem ser 
funções de onda anti-simétricas por causa da natureza fermiônica dos elétrons. 
,
1
.S
2
ij i j
i j
i j
H J S

  
       
(3.1.1)
 
O modelo de Heisenberg descrito pela equação 3.1.1 é um modelo muito aceito 
para descrever o magnetismo em materiais isolantes e principalmente quando os 
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momentos magnéticos são localizados [22,25]. Será mostrado na seção 3.2 a aplicação 
de duas maneiras diferentes de identificar os primeiros estados de excitação da interação 
de dois átomos de hidrogênio: o modelo de Heisenberg e a interação de troca de modo 
que pode-se observar que ambos os métodos podem ser utilizados para prever os 
estados de excitação do problema. 
 
 3.2 A molécula de hidrogênio e sua interação de troca 
 
 Relembrando o que foi dito no capítulo anterior um átomo de hidrogênio com a 
aproximação de que μ = me<<mp possui o seguinte Hamiltoniano e potencial 
Coulombiano para o elétron: 
r
p²
H V(r)
2
 
  
   ,    
0
1 Ze²
V(r)
4 r
 

           
(3.2.1)  
 Realizando as devidas manipulações verifica-se as possíveis autofunções do 
elétron nlm  com suas respectivas autoenergias nE associadas, destacadas a seguir: 
² ²
2
 
  
 
nlm n nlm
p e
E
r
 

    
,
   
4
2 2 2 2
0
² e 1
32
 
  
 
n
Z
E
n

 
        
(3.2.2)
 
Se forem considerados dois átomos de hidrogênio isolados ou a distâncias muito 
grande um do outro, pode-se supor uma representação com a posição dos hidrogênios 
fixas em Ra e Rb com seus respectivos elétrons em torno de seus núcleos a uma 
distância r1a e r2b destes, conforme mostrado na figura 3.2:
 
 
Figura 3.2: Representação de dois átomos de hidrogênio afastados e praticamente sem interação. 
 
O Hamiltoniano que descreve dois sistemas de hidrogênios isolados é dado por: 
2 2 2 2
1 2
1 e 2 isolados
1 2
H
2 2
 
    
 a b
p e p e
m r m r
     
(3.2.3)
 
De forma que cada um dos hidrogênios se comportariam de maneira 
independente tendo autoenergias e autofunções determinadas de maneira análoga ao 
caso descrito anteriormente. 
2
1
1 1
1
2
2
2 2
2
²
( ) ( )
2
²
( ) ( )
2
 
  
 

 
  
 
 
 
a n a
a
b n b
b
p e
r E r
m r
p e
r E r
m r
   
(3.2.4)  
 
E0 é a energia do estado fundamental que seria obtido pelas equações:
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2
1
0 1 0 0 1
1
2
2
0 2 0 0 2
2
²
( ) ( )
2
²
( ) ( )
2
 
  
 

 
  
 
 
 
a a
a
b b
b
p e
r E r
m r
p e
r E r
m r
    
(3.2.5)
 
 À medida que se considera uma distância cada vez menor entre os átomos as 
interações Coulombianas entre os elementos dos diferentes átomos começam a se tornar 
relevantes. A figura abaixo representa a configuração dos prótons e elétrons dos dois 
hidrogênios e suas respectivas distâncias
 
 
Figura 3.3: Representação das distâncias entre os núcleos e os elétrons dos átomos de hidrogênio para se 
verificar o potencial de coulombiano entre eles. 
 
Conforme a distância entre os átomos diminui deve-se acrescentar o 
Hamiltoniano perturbativo que leva em conta os termos de interação coulombiana que 
não foram considerados. 
2 2 2 2
Perturbativo
ab 12 1b 2a
e e e e
H
R r r r
 
    
          
(3.2.6)
 
O Hamiltoniano que descreve o sistema como um todo é dado pela equação:
 2 2 2 2 2 2 2 2
1 2
1a 2b ab 12 1b 2a
p e p e e e e e
H
2m r 2m r R r r r
   
          
           
(3.2.7)
 
De forma que é possivel achar os autoestados do sistema pela relação de 
autoenergia:
 H E               (3.2.8)  
Seguindo a simetria do problema, de que os elétrons são indistinguíveis, existem 
duas soluções possíveis, que são igualmente prováveis e que são formadas pelo produto 
das funções de onda dos elétrons individuais. Essas soluções são dadas da seguinte 
forma: 
I 1 2( ) ( )a br r      , II 2 1( ) ( )a br r              (3.2.9)  
 
 A solução do sistema é dada pela combinação das soluções destacadas anterior:
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I I II IIcc            (3.2.10)  
 
Pela simetria do problema e normalizando a solução verifica-se a seguinte 
solução do problema. 
 
2 2
I IIc 1c    
 
,
  
c I IIc      I II
1
2
   
   
(3.2.11)  
 Utilizando o método variacional para estimar a diferença de energia entre o 
estado fundamental e o primeiro estado excitado, deve-se obter uma solução que obdeça 
as seguintes relações:
 
    
3 3 *
1 2
var 3 3 *
1 2
d r d r H
E E
d r d r

 
 
 

   
,  var
I
E
0
c



  
,  var
II
E
0
c



    
(3.2.12)
 
 Utilizando o método variacional linear obtemos o seguinte problema de 
obtenção de autovalores.
 
I I I II I I
II I II II II II
| H | | H | | |
E
| H | | H | | |

           
    
               
(3.2.13)  
 
Em que os termos da matriz são dados pelas expressões: 
2 2 2 2
2 3 3
I I I 1 2
12 1 2
2 2 2 2
2 3 3
II II II 1 2
12 1 2
| H | | |
| H | | |
ab b a
ab a b
e e e e
V d rd r
R r r r
e e e e
d rd r
R r r r
 
         
 
 
       
 


        
(3.2.14)
 
2 2 2 2
* 3 3
I II I II 1 2
12 1 2
| H |
ab b a
e e e e
U d rd r
R r r r
 
         
 

        
(3.2.15)  
2 3 2 31 | (r) | | (r) |a bd r d r       (3.2.16)  
* 3(r) (r)a bl d r       (3.2.17)  
 E assim consegue-se reescrever a matriz de uma maneira simplificada: 
I I
0* *2
II II
1 ²
( 2 )
1
c cV U l
E E
c cU V l
      
       
          
(3.2.18)  
 Diagonalizando a matriz, obtém-se as autoenergias: 
0 2
2
1
V U
E E
l


 
        
(3.2.19)
 
 Assim, a diferença de energia entre o estado fundamental e o primeiro estado 
excitado é dada por: 
var 4
²
2
1
Vl U
E E E
l
 

   
             
(3.2.20)
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Figura 3.4: Representação do novo estado fundamental e de excitação dos elétrons devido à interação dos 
átomos de hidrogênio 
 
 Como foi visto anteriormente, devido ao fato de que os elétrons são férmions a 
função de onda total deve ser antissimétrica. 
Deste modo verifica-se que as soluções possíveis seriam: 
   I II
1 1
2 2
  


           

  
espacial spin
tripleto
  
(3.2.21)
 
    I II
sin
1 1
2 2
           espacial spin
gleto
  
(3.2.22)  
O Hamiltoniano de Heisenberg para um sistema de dois átomos de hidrogênio 
com spins S1=1/2 e S2=1/2 é dado pela equação: 
   
2 2
1 2
Heis 12 1 2 12 12
(S S ) 3 S 3
H J S .S J J
2 4 2 4
   
          
     
(3.2.23)  
Isso pode ser observado já que esses operadores possuem as seguintes relações: 
2 2 2
1 2 1 2 1 2
1 1
S .S (S S ) (S S )
2 2
   
   
(3.2.24)  
  1
S 1 2  , 2S 1 2  
 
1      Estado tripleto
S
0     Estado singleto

 
   
(3.2.25)  
A aplicação do Hamiltoniano de Heisenberg para as configurações dos estados 
possíveis são mostradas nas relações 3.2.26 e 3.2.27. 
12
Heis s s S 1 s
J
H S 1,m 1;0;1 S 1,m 1;0;1 E S 1,m 1;0;1
4
           
 
(3.2.26)  
12
Heis s s S 0 s
3J
H S 0,m 0 S 0,m 0 E S 0,m 0
4
       
      
(3.2.27)  
Verifica-se que a diferença entre a energia do primeiro estado excitado com a 
energia do estado fundamental é relacionada por:
 
Heis S 1 S 0 12E E E J                (3.2.28)  
 
Comparando ambos os modelos a diferença de energia dos estados de excitação 
deve ser a mesma, nos dando uma maneira de encontrar a constante de troca J12. 
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Heis VarE E      
 
2
12 4
Vl U
J 2
1 l

 
        
(3.2.29)  
 De forma que se 12J 0  o estado resultante seria tripleto e o alinhamento 
ferromagnético. Já no caso de 12J 0  o estado resultante seria singleto e o alinhamento 
antiferromagnético. 
 Heitler e London[26,27] realizaram as integrais fazendo algumas aproximações 
para a molécula de hidrogênio e obtiveram um valor de J12 menor que zero favorecendo 
o alinhamento Antiferromagnético e que foi mais tarde confirmado experimentalmente. 
 O Hamiltoniano de Heisenberg deve ser entendido como um operador efetivo 
em que a interação entre spins na forma dos operadores Si.Sj agem nos estados de spin 
de forma a simular as contribuições da interação de troca e de força de Coulomb e que 
são considerados os responsáveis pelo magnetização espontânea[27]. 
 
 3.3 A Nomenclatura do Hamiltoniano de Heisenberg 
 
 O Hamiltoniano de Heisenberg [28], que descreve bem sistemas magnéticos 
isolantes, é dado pela equação 3.3.1: 
ij i j
i, j
i j
1
H J S .S
2

  
    
(3.3.1)  
Estes operadores de spin possuem a seguinte propriedade em suas componentes. 
      
j j j[S ,S ] i S
  


 
             
( , , x,y,z)      (3.3.2)  
Chama-se ijJ  
de constantes de troca e i jS .S são os termos da interação entre os 
operadores de spins. ijJ 0 favorecem orientações paralelas de spins e ijJ 0 favorecem 
orientações antiparalelas de spins. As interações entre spins distantes tende a ser 0 
decaindo exponencialmente com a distância de forma que são relevantes somente as 
interações com os spins mais próximos, chamados primeiros vizinhos. 
Utiliza-se ijJ J para interações simétricas entre spins e para o símbolo < , > em 
baixo do somatório significa interação somente entre os primeiros vizinhos de forma 
que neste caso o Hamiltoniano descrito anteriormente seria descrito da seguinte 
maneira: 
,
.i j
i j
H J S S
 
  
    
(3.3.3)  
 
 3.4 Ondas de spin aproximadas por Osciladores Harmônicos 
 
 Serão destacados a seguir os conceitos de fônons e mágnons. 
 Fônons são excitações coletivas na rede de átomos de um sólido elástico, 
referente ao deslocamento de um dos átomos da sua posição de equilíbrio da estrutura 
do sólido. Usando os conceitos da mecânica quântica, os fônons equivalem a um tipo 
especial de movimento vibratório, conhecido como modos normais vibracionais, em 
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que cada parte da rede oscila com a mesma frequência e também podem ser 
interpretados como uma quasipartícula com spin zero, portanto se comportando como 
bósons. 
 Mágnons são excitações coletivas da estrutura de spins em um material 
magnético. Na descrição da mecânica quântica, os mágnons são vistos como 
quasipartículas quantizadas que possuem Spin 1, se comportando também como bósons, 
e carregam uma energia fixa referente a mudança de orientação de um spin de seu 
estado fundamental. Essas excitações magnéticas no material são chamadas de 
mágnons, ou ondas de spins [28]. 
 Existem grandes semelhanças entre excitações magnéticas de spins (mágnons) e 
excitações elásticas (fônons). No caso de materiais ferromagnéticos no estado 
fundamental, em que  os spins estão orientados em uma direção, uma pequena oscilação 
na orientação dos spins pode ser descrita com muito boa precisão por variáveis 
dinâmicas similares a variáveis de osciladores harmônicos. Sabendo disso, pode-se 
utilizar esta analogia para descrever a interação entre spins localizados como se fosse a 
interação entre osciladores harmônicos vizinhos de modo a entender a dispersão das 
ondas de spin no meio em estudo. Com esta aproximação é possível obter, na maioria 
dos casos, soluções analíticas dos autoestados para 1 e 2 mágnons apesar de que a 
solução para 2 mágnons não é trivial, possuindo interações não lineares devido à rotação 
dinâmica dos mágnons, e para o caso de 3 ou mais mágnons faz-se necessário a 
resolução de um problema de muitos corpos [28]. 
Em materiais antiferromagnéticos as não-linearidades inerentes impedem, na 
maioria dos casos, até mesmo a obtenção do estado fundamental e do primeiro estado 
excitado, sendo só possivel obter as soluções exatas para uma cadeia unidimensional. 
Apesar disso a teoria de ondas de spin é útil para o entendimento e análise aproximada 
das ondas de spins. 
 Nas seções 3.4.a e 3.4.b serão apresentadas associações entre os operadores de 
osciladores harmônicos com os operadores de spin, relembrando a descrição da 
mecânica quântica para osciladores harmônicos e serão deduzidas as transformações de 
Holstein-Primakoff, utilizando o formalismo desenvolvido por Schwinger, que são 
utilizadas para descrever estes sistemas de muitos spins e também serão mostradas 
aplicações dessas transformações obtendo as soluções para sistemas ferromagnéticos e 
antiferromagnéticos unidimensionais. 
 
 3.4.a Osciladores harmônicos 
 
 O Hamiltoniano que descreve um oscilador harmônico unidimensional de uma 
partícula de massa m e frequência angular w é dado por: 
2 2 2
2 2 2 2 †
2
p 1 1 1
H mw x mw x a a w
2m 2 2m x 2 2
  
       
    
(3.4.1)
 
 Onde temos os operadores de criação e destruição mostrados, respectivamente, 
pela relação 3.4.2: 
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† mw ia x p
2 mw
 
  
 
   ,  
mw i
a x p
2 mw
 
  
    
(3.4.2)  
 Resolvendo o Hamiltoniano obtém-se que os estados soluções possíveis são 
quantizados e dados por n , sendo o estado 0  o estado fundamental. Os operadores 
de criação e destruição atuam de maneira que os estados respondem a estes operadores 
das seguintes maneiras: 
    
†a n n 1 n 1      ,   a n n n 1 
  
,  com  †n a a    (3.4.3)
 
 
Pode-se obter qualquer estado partindo do estado fundamental utilizando o 
operador criação: 
  
† n(a )
n 0
n!

     
(3.4.4)  
 As autofunções correspondentes aos autoestados n  são dadas pela equação 
3.4.5 e mostradas na figura 3.5.
 
21/4 mwx
2
n nn
1 mw mw
(x) e H x
2 n!
   
    
        
(3.4.5)
 
Em que Hn são os polinômios de Hermite. 
 
Figura 3.5: As autofunções do oscilador harmônico simples [Extraído da ref. 29] 
 
3.4.b Dois osciladores harmônicos desacoplados 
 
 No caso de dois osciladores harmônicos desacoplados temos o seguinte 
Hamiltoniano: 
1 2H w[(n n ) 1]        (3.4.6)  
Este Hamiltoniano nos fornece autoestados soluções formadas por dois 
operadores de criação †1a  e 
†
2a  e dois operadores de destruição 1a  e 2
a
 
referentes às 
duas partículas distintas
:
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1 2n n† †
1 2
1 2
1 2
(a ) (a )
n ,n 0,0
n !n !

       
(3.4.7)  
Fazendo as seguintes mudanças de variáveis: 
1 2j n n     
,  
 2 1
m n n 
    
(3.4.8)
 
É possível criar uma nova base de estados e reescrever o Hamiltoniano:
 
         
j m j m
† †
1 2a a
j,m 0,0
( j m)!( j m)!
 

 
         
(3.4.9)
 
  
 H w j 1 
        
(3.4.10)
 
Dos quais também conseguimos criar dois novos operadores de criação: 
†
1 2J a a
    ,  † †
1 2M a a
 
               
 (3.4.11)  
e dois operadores de destruição: 
†
2 1J a a
 
 
 ,  
1 2M a a
 
               
(3.4.12)  
 
 3.5 Acoplamento de operadores bosônicos 
 
A matriz do operador de Spin se assemelha muito com a matriz do operador 
oscilador harmônico sendo esta relação mostrada, pela primeira vez por Schwinger, que 
provou que esta associação é válida para partículas bosônicas em sua teoria de momento 
angular e com a utilização de dois osciladores harmônicos verificou, utilizando a 
notação de spinor, que toda a estrutura matricial de momento angular poderia ser 
reproduzida [28,30]. 
Os operadores de spinors são dados pela relação 3.5.1: 
1
2
a
a
a
 
  
 
    ,    † † †1 2a a   a     (3.5.1)  
Os operadores de momento angular na mecânica quântica possuem as seguintes 
simetrias em seus operadores: 
    
x y
x y
J J iJ
J J iJ


  

            
(3.5.2)  
Utilizando esses operadores em conjunto com os operadores da matriz de Pauli 
 obtemos uma maneira de escrever os operadores momento angular J em função destes 
operadores: 
  1† †1 2
2
a
J a   a . .
a2

 
  
                
(3.5.3)
 
Realizando as substituições dos respectivos operadores consegue-se verificar 
que os operadores de criação e destruição seguem exatamente o mesmo formato dos 
operadores utilizados para dois osciladores harmônicos 
†
1 2
†
2 1
J a a
J a a


 

      
(3.5.4)
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Também pode-se descrever novos operadores j  e ZJ  com seus respectivos 
autovalores, de modo que estes operadores podem ser definidos da seguinte forma com 
a notação dos operadores de spinor: 
   † † †1 1 2 2 1 2 1 2
1 1 1 1 1
j a . a a a a a n n n n
2 2 2 2 2
      
  
(3.5.5)  
 
     1z † † † †1 2 z 1 1 2 2 1 2
2
a
J a   a . . a a a a n n
a2 2 2

 
     
    
(3.5.6)
 
Tendo estes operadores pode-se construir uma base j,m  de autoestados 
relacionados aos autovalores desses operadores com 1 2
n n
j
2

  e  1 2
n n
m
2

 .
 
Estas 
relações e propriedades foram mostradas como sendo válidas para sistemas quânticos 
similares, em que os operadores possuem as mesmas simetrias [28,30].
  
3.6 Momentos Angulares na mecânica quântica 
 
No caso da interação entre momentos angulares de átomos, faz-se necessário 
para cada elétron a adição do seu momento angular de spin com o seu momento angular 
orbital e, além disso, a adição do momento angular de cada um dos elétrons do átomo 
para a obtenção do momento angular total. A figura 3.6 representa a soma dos 
momentos angulares orbital com os momentos angulares de spin de um átomo.  
                           
figura 3.6: Os momentos angulares de spin, orbital e total com suas componentes e precessão [Extraído da 
ref. 29]. 
Dois momentos angulares requerem, conforme descrito anteriormente, dois 
operadores bosônicos de criação e dois operadores bosônicos de destruição. 
É notório dos conceitos da mecânica quântica para momentos angulares a 
existência de operadores de criação J  e de destruição J . Estes operadores podem ser 
especificados tomando a notação j para o momento angular e m para o momento angular 
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magnético com os operadores 2J  e zJ  formando uma base de autovetores j,m  da 
mesma forma que foi mostrado nos conceitos mostrados por Schwinger [28,30]. A 
forma de atuação destes operadores é mostrada nas relações 3.6.1: 
J j,m j( j 1) m(m 1) j,m 1
J j,m j( j 1) m(m 1) j,m 1


     

        
(3.6.1)  
Deve-se notar a existência de outros dois operadores de criação M  e destruição 
M , que não são apresentados nos livros de mecânica quântica com uma forma de 
atuação descrita na relação 3.6.2. 
( j,m)
( j,m)
M j,m j 1,m
M j,m j 1,m


   

  
         (3.6.2)  
com ( j,m) e ( j,m)  valores determinados dependentes de j e m.
 
 
3.7 As transformações de Holstein-Primakoff 
 
Considera-se, seguindo a analogia mostrada por Schwinger[28,30,31], que a 
base para momentos angulares
 
j,m  é originada por relações do tipo
 
1 2n nj
2

  e 
 
1 2n nm
2

  com seus  naturais operadores de criação e destruição J , J , M
  e M  
descritos acima e realizando uma mudança de coordenadas consegue-se descrever o 
sistema com outras variáveis quânticas de momento angular 1n (j m)    
e
  
2n (j m)   
de modo que estas possuem operadores de criação e destruição da forma 
†
1a , 1a ,
†
2a  e  2a . 
Pode-se reescrever este estado da mesma maneira que foi feito na equação 3.4.9. 
   
j m j m
† †
1 2a a
j,m 0,0
( j m)!(j m)!
 

 
   
(3.7.1)
 
Utilizando estas novas variáveis pode-se mostrar o operador zJ  em função de j e 
2n : 
 z † †1 1 2 2 1 2J a a a a (n n )
2 2
     
z
2J (n j)     (3.7.2)  
Relembrando (4.5.5) podemos isolar 1n  em função de j e 2n : 
1 2
1 1
j n n
2 2
 
  
  
†
1 1 1 2 2n a a 2j n 2j n                  
(3.7.3)  
De maneira análoga à não utilização dos operadores de criação M

 e destruição 
M na descrição de sistemas de momento angular, que acarretariam em mudanças 
drásticas no comportamento dos estados quânticos, pode-se especificar os operadores de 
criação e destruição 
†
1a , 1a ,
†
2a  e 2a  de modo que 
†
1a  e 1a  
não sejam responsáveis pelas 
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excitações e tenham comportamento de operadores diagonais e os operadores 
†
2a  e 2a  
seriam responsáveis pelas excitações quânticas nesta nova representação. 
Desta maneira, reescrevem-se os operadores 1a  e 
†
1a  em função dos operadores j 
e 
†
2 2 2n a a  com 2n  assumindo o número quântico de estado de excitação n. Estas 
representações são mostradas pelas seguintes relações: 
2n n       (3.7.4)
 
† †
2 2a a a a          (3.7.5)
 
 
1/2†
1 1
n
a a 2j 1
2j
  
     
(3.7.6)  
 Estas considerações em conjunto com as equações 3.5.4 e 3.5.6 nos levam à 
dedução das transformações de Holstein-Primakoff mostradas pelas relações 3.7.7. 
z
2
†
1 2
†
2 1
J (n j)
J a a
J a a


  



  
   
 
 
 
z
1/ 2
1/ 2 †
J (n j)
n
J 2 j 1 a
2 j
n
J 2 j a 1
2 j




 

 


  
    
(3.7.7)  
 No caso específico em que se considera os momentos angulares como momento 
de Spin, ou seja, J S e j = s, temos as seguintes transformações:  
 
 
z †
†
1/2†
1 2
†
1/2† †
2 1
S (a a s)
a a
S a a 2s 1 a
2s
a a
S a a 2s a 1
2s



  


  


   
        
(3.7.8)  
A temperaturas muito abaixo da temperatura de transição de fase magnética do 
material considera-se que 
†a a
1 1
2s
  , já que as excitações que criam ondas de spin 
surgem quando os spins tem um comportamento de distribuição bosônica tendendo a 
estar praticamente todos orientados no estado fundamental e nesse caso a aproximação é 
melhor quanto maior for o número quântico s de spin do sistema, com as excitações 
†n a a s   . Neste caso temos: 
 
 
z †
1/ 2
1/ 2 †
S (a a s)
S 2s a
S 2s a


  



     
(3.7.9)  
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3.8 Ondas de spin como osciladores harmônicos  
 
Será mostrado a seguir a semelhança matricial dos operadores de oscilador 
harmônico com os operadores de spin para o Hamiltoniano de Heisenberg em um 
sistema ferromagnético considerando somente interações de spins entre seus primeiros 
vizinhos com uma peridiocidade na posição dos spins e também será considerado uma 
componente devido a aplicação de um campo magnético externo H na direção z que é 
dado pelo seguinte Hamiltoniano [28]: 
 
vizinhos
   mais 
próximos
z
ij i j B i
  i j i
H J S .S Hg S

    
    
(3.8.1)
 
com ijJ 0  
para interações ferromagnéticas
 Deve-se ressaltar que ocorre uma enumeração dos spins localizados em ordem 
da posição e que para cada autovetor in  está associada a uma autofunção de onda 
n i(x ) , representando o comportamento dos spins localizados. No caso, n simboliza o 
nível de excitação e i o número característico que especifica este spin localizado. Para o 
cálculo das componentes matriciais deve-se relembrar das seguintes propriedades: 
*
i i i n i i m i in | Op | m (x )Op (x )dx       (3.8.2)
 
i j i j i in | Op | m Op n | m              
(3.8.3)  
Utilizando as equações 3.5.2 e 3.6.1 obtemos:
 
x
i i i i i
y
i i i i i
z
i i i i
1
n | S | n 1 (n 1)(2s n )
2
1
n | S | n 1 i (n 1)(2s n )                              (3.8.4)
2
n | S | n s n

   

     


 
 
Se considerarmos que estes sistemas são osciladores harmônicos independentes 
com os autovetores in  representando o estado de excitação destes osciladores 
harmônicos que seriam enumerados com a letra i, teriamos as seguintes soluções para os 
elementos de matriz: 
i i i i
i i i i
n | x | n 1 (n 1)
2mw
mw
n | p | n 1 (n 1)
2

  



  
         
(3.8.5)  
Manipulando as equações e acrescentando fatores constantes multiplicativos 
obtêm-se: 
36 
 
i i i i
i i i i
2 2
i i i i i
mw 1
n x s n 1 (n 1)2s
2
1 1
n p s n 1 i (n 1)2s
mw 2
mw 1
n (s x p 1) n s n
mw

  



   


     


    
(3.8.6)  
Nota-se, pelas equações 3.8.4 e 3.8.6, que os operadores de spin e de oscilador 
harmônico se comportam de maneira aproximadamente igual para 2s >> n, de onde 
obtemos as seguintes aproximações:
 
     
 
x
i i i
y
i i i
z 2 2 2 2
i i i i i
mw
S x s Q s
1
S p s P s
mw
1 mw 1 1
S s x p 1 s Q P 1
2 mw 2

 


 

  
         
   
     
(3.8.7)  
Com
 
i i
1
P p
mw
 e i i
mw
Q x .
 
No caso de materiais periódicos e ferromagnéticos temos o Hamiltoniano 
descrito pela equação 3.8.1 e com 
ijJ J 0  verifica-se: 
vizinhos
   mais 
próximos
x x y y z z z
i j i j i j B i
  i j i
H J S S S S S S Hg S

      
          
(3.8.8)
 
Fazendo a substituição das componentes e desconsiderando os termos elevado a 
3 e 4 obtemos o seguinte Hamiltoniano com equações de movimento linear. 
2 2
lin 0 B 0 i i i j i j
i Viz.
prox.
1
H E g (H H ) (P Q 1) Js (PP Q Q )
2
       
 
(3.8.9)  
Energia do estado ferromagnético saturado é dada por 20 B
1
E NHg s NJzs
2
  
 
e o campo molecular é dado por
 
0
B
Jsz
H
g
 .
 
Para se verificar o efeito da interação entre as diferentes componentes de 
operadores de spin é utilizado o espaço de momento, que é dado pelas transformadas de 
Fourier das componentes espaciais descritas no problema. Essa abordagem nos permite 
uma somatória das componentes do problema já que os operadores estão discretamente 
localizados na componente espacial e o comportamento dos operadores é continuo na 
componente de momento.
 Desta forma conseguimos escrever os operadores anteriores da seguinte maneira: 
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i
i
ik.R
i k
k
ik.R
i k
k
1
P e P
N
1
Q e Q
N




 



               
(3.8.10)
 
Estes operadores possuem propriedades bem definidas que podem ser facilmente 
deduzidas e são resumidas pelas relações 3.8.11: 
i
i
i(k' k).R† † †
i i i i k k
i i,k,k ' k
ik.R
i k
k
†
k k
1
Op Op e Op Op Op Op
N
1
Op e Op
N
Op Op



 




  


  

  
(3.8.11)
 
No caso de operadores periódicos com distância
 
  entre os spins vizinhos mais 
próximos tem-se: 
iik.(R )
i 1 k
k
1
Op e Op
N

  

     
(3.8.12)
 
Substituindo os respectivos operadores do Hamiltoniano linear, seguindo as 
propriedades destacadas acima, se obtém a seguinte relação: 
* *
lin k k k k 0 k 0
k k
1
H (P P Q Q 1) w(k) E n w(k) E
2
      
     
(3.8.13)  
No caso de uma rede cúbica simples com parâmetro de rede a | | , verifica-se 
que a energia dos mágnons segue a seguinte relação:  
Bw(k) Hg Js (1 cosk. )

    2 2 4BHg Jsa k O(k )       (3.8.14)
 
A utilização dos operadores de Momento de espaço auxiliam no entendimento 
interpretativo do Hamiltoniano de Heisenberg porém, como será mostrado a seguir, as 
transformações de Holstein-Primakoff são muito poderosas para entender o 
comportamento da dispersão de mágnons e identificar o estado fundamental e energia 
dos mágnons criados. 
 
3.9 Holstein-Primakoff em sistema ferromagnético 
 
Utilizando as transformações de Holstein-Primakoff a baixas temperaturas dadas 
pelas equações 3.7.9 é possível reescrever a equação 3.8.8 de um sistema periódico 
ferromagnético da seguinte forma: 
z z z
i j i j i j B i
i, j i
2 † † † †
i i i j i j B B i i
i i, j i
1
H J (S S (S S S S )) g H S
2
1
JNzs 2Jzs a a Js (a a a a ) g HNs g H a a
2
   
 
 
     
        
 
  
 
(3.9.1)
 z é o número de primeiros vizinhos 
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Utiliza-se a representação de momentos para se fazer a soma das interações entre 
os spins utilizando a transformada de Fourier dos operadores de spin que dependem da 
posição. Estes transformações são mostradas abaixo:
 
j
j
ik.R
j k
k
ik.R† †
j k
k
1
a e a
N
1
a e a
N





 


     
(3.9.2)
 
Estas somas de momento k são restrita à zona de Brillouin. 
Definindo 
ik .
k
1
e
z
 

   , com parte real 
2
4
k
1 (ik. )
Re( ) 1 O(k )
z 2
 
    
 
 . 
Verifica-se que estes operadores bosônicos possuem as seguintes propriedades:
 
ji(k' k).R† † †
j j k k ' k k
j j,k,k ' k
1
a a e a a a a
N

   
   
(3.9.3)
 
†
i j i, j[a ,a ]        
(3.9.4)
 
k .R k'.R† †
'
j,
k .R (k k').Rk'.R
, , '
, ,
1
[a ,a ] [ , ]
1 1
j l
j jl
i
j lk k
l
i i
j l k k
j l j l
e e a a
N
e e e
N N
 

  
 
 

 
  
 
(3.9.5)
j jik.R ik'.(R )† † †
i j k k ' k,k ' k k '
i, j j, ,k,k ' ,k,k '
ik. † † †
k k k k k k k k
,k k k
1
a a e e a a a a
N
e a a z a a z (1 a a )
 
   
 

   
    
  
  
             
(3.9.6)  
Substituindo estes operadores no Hamiltoniano da equação 3.9.1 obtêm-se: 
2 †
B B k k k
k
†
0 (k) k k
k
1
H JNzs g HNs (4Jzs g H 2JHzs )a a
2
a a
         
  


     
(3.9.7)
 
Com 20 B
1
JNzs g HNs
2
     sendo a energia do estado fundamental 
completamente ordenado e B(k) k4Jzs g H 2JHzs       a energia referente à excitação 
de um mágnon com momento k  específico para a aproximação de Holstein-Primakoff a 
temperaturas muito baixas (tendendo a zero Kelvin). 
 
3.10 Holstein-Primakoff em sistema antiferromagnético 
 
Para a descrição do Hamiltoniano de um sistema antiferromagnético periódico 
faz-se necessário a utilização de duas subredes magnéticas nomeadas como A e B. No 
estado fundamental os spins das subredes são alinhados em um mesmo sentido mas 
entre subredes diferentes estes tem sentidos opostos. Além disso, acrescenta-se um 
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termo de campo externo H e um termo de campo local de anisotropia H   de modo que 
ele é alinhado com momento magnético do estado fundamental da rede. Este 
Hamiltoniano é descrito pela equação 3.10.1: 
z z z z
A,i B, j B A,i B, j B A,i B, j
ì, j i j i j
H J (S . S ) g H S S g H S S
   
          
   
    
       
(3.10.1)  
Havendo duas subredes magnéticas diferentes faz-se necessário a utilização de 
dois conjuntos de operadores de spin para cada subrede de forma que os operadores 
atuam de maneiras distintas nas diferentes subredes com operadores de transformação 
de Holstein-Primakoff específicos para cada uma das subredes [32]. De maneira análoga 
às equações 3.7.9, pode-se descrever dois conjuntos de transformações de Holstein-
Primakoff com operadores bosônicos “a” para a subrede A e operadores bosônicos “b” 
para a subrede B: 
 
 
 
 
1/ 2
A, j j
1/ 2 †
A, j j
z †
A, j j j
1/ 2 †
B, j j
1/ 2
B, j j
z †
B, j j j
S 2s a
S 2s a
S (s a a )
S 2s b
S 2s b
S ( s b b )




 

 

 




          
(3.10.2)
 
Fazendo a substituição dos operadores das relações 3.10.2 no Hamiltoniano da 
equação 3.10.1 e passando de coordenadas espaciais para coordenadas de momento, via 
aplicação das transformadas de Fourier dos operadores a e b fornecidas pelas relações 
3.8.11 e de forma análoga às equações 3.9.2, verifica-se: 
2 †
B B k k
k
† * † †
B k k k k k k k k
k k
H NJzs 2Ng sH (Jzs g (H H)) a a
(Jzs g (H H)) b b Jzs ( a b a b )
 
  
       
      

 
  
(3.10.3)
 
k
 é o mesmo descrito no caso ferromagnético e para materiais simétricos 
k k
   . 
Deve-se ressaltar que a soma de vetores de momento k é restrita a cada uma das 
zonas de Brillouin das subredes magnéticas. Esse Hamiltoniano não é diagonal e 
apresenta somente termos quadráticos, de forma que é possível diagonalizá-lo utilizando 
a transformação canônica de Bogoliubov para problemas de superfluidez e 
supercondutividade [32,33]. 
Estas transformações são dadas pelos seguintes operadores: 
†
k k k k k
†
k k k k k
u a v b
u b v a
  

                 
(3.10.4)
 
De forma que para estes operadores serem canônicos e obedecer as regras de 
comutação de operadores bosônicos eles devem obedecer a seguinte equação: 
2 2
k k
u v 1 
         
(3.10.5)
 
Utiliza-se um parâmetro arbitrário 
k
 para parametrizar 
k
u e 
k
v  de modo que: 
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k k
k k
u cosh( )
v senh( )
 

             
(3.10.6)
 
Substituindo esses novos operadores e parâmetros no Hamiltoniano da equação 
3.10.3 obtêm-se: 
2 2
B B k k
k k
†
B Bk k k k k
k
†
B Bk k k k k
k
B k
k
H NJzs 2Ng sH 2(Jzs g H ) senh ( ) Jsz senh(2 )
((Jzs g H )cosh(2 ) Jzs senh(2 ) g H)
((Jzs g H )cosh(2 ) Jzs senh(2 ) g H)
((Jzs g H )senh(2 ) J
 



         
          
          
    
 


 † †k k k k k kzs cosh(2 ))( )      
    
(3.10.7)  
Para que este Hamiltoniano esteja diagonalizado é preciso que a última linha 
dele seja zero e para isto faz-se necessário que: 
k
k
B
tangh(2 )
g sH
1
Jsz


  
 
 
        
(3.10.8)
 
Substituindo esta condição no Hamiltoniano pode-se verificar a seguinte 
expressão: 
1 2
2
2B
B k
k
1 2
2
2 †B
Bk k k
k
1 2
2
2 †B
Bk k k
k
†
0 (k) k
g sH
H NJzs(s 1) Ng H (2s 1) Jzs 1
Jsz
g sH
Jzs 1 g H
Jsz
g sH
Jzs 1 g H
Jsz
E





  
              
                  
                  
    



 †k (k) k k
k
   
(3.10.9)
 
De modo que: 
1 2
2
2B
Bk k
k
g sH
Jzs 1 g H
Jsz
 
                 

  
(3.10.10)  
é a energia do mágnon gerado com spin paralelo ao campo magnético externo e
 
1 2
2
2B
Bk k
k
g sH
Jzs 1 g H
Jsz
 
                 

  
(3.10.11)   
é a energia do mágnon gerado com spin antiparalelo ao campo magnético externo.
 
 
 
Deve-se notar que estes mágnons criados não são mágnons exclusivos das duas 
diferentes subredes, de modo que a transformação de Bogoliubov combina linearmente 
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estados característicos das duas subredes para encontrar as possíveis autoenergias dos 
mágnons. 
A figura 3.7 mostra as representações dos espectros de energia para materiais 
simétricos ferromagnéticos e antiferromagnéticos considerando somente a interação 
entre spins vizinhos mais próximos e que devem ser proporcionais ao comportamento 
das suas respectivas dispersões de mágnons. 
 
Figura 3.7: Espectro de energia em materiais simétricos periódicos ferromagnéticos (a) e 
antiferromagnéticos (b) considerando somente os vizinhos mais próximos, com q k    andando na rede 
recíproca do material com parâmetro de rede  . 
. 
3.11 Interação de supertroca 
 
Existem outros tipos de interações entre spins localizados que são importantes 
em materiais isolantes. A interação entre íons magnéticos mediada por outro íon não 
magnético, chamada de interação de supertroca, não é incomum em materiais 
antiferromagnéticos isolantes e pode ter muita relevância na maioria destes materiais. 
Ela é caracterizada por ocorrer entre dois cátions magnéticos e um ânion não magnético 
que doou os elétrons para estes cátions e por causa disso deve haver uma distância 
relativamente grande entre o íons magnéticos se comparada com as interações de troca 
direta. As interações de supertroca ocorrem normalmente entre óxidos metálicos e existe 
devido às simetrias, à ocupação dos orbitais parcialmente preenchidos e à sobreposição 
das funções de onda dos orbitais, sendo a sobreposição direta desprezível mas 
relevantes com a interação do íon não magnético. A figura 3.8 representa esse tipo de 
interação que possui um Hamiltoniano de fórmula similar ao de interação de troca 
direta. A dedução de que a interação de supertroca é equivalente a uma equação de troca 
com boa aproximação pode ser observada na literatura [27]. 
 
Figura 3.8: Representação da interação de supertroca em que há um íon não iônico como intermediário na 
interação os spins localizados. 
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3.12 Termos de Anisotropia 
 
Os átomos e/ou íons em uma rede cristalina são cercados por outros átomos e/ou 
íons, formando uma estrutura coordenada e simétrica com seus vizinhos mais próximos 
e possivelmente com elétrons desemparelhados dos íons magnéticos interagindo com a 
distribuição eletrônica dos outros átomos desta estrutura cristalina. 
O campo eletrostático sofrido pelos elétrons desemparelhados de alguns dos 
átomos destes compostos é chamado campo cristalino. Esta interação dá origem a um 
potencial cristalino, que deve ser considerado no Hamiltoniano das interações atômicas 
que descreve o sistema. 
O campo cristalino produzido por elétrons desemparelhados em uma região em 
volta da localização k é dado pela equação 3.12.1 [22]. 
j
k k
j j k
Z
V (r ) | e |
| R r |



    
(3.12.1)  
Zjs correspondem às cargas efetivas (inferior ao número de prótons de seus respectivos átomos 
ou íons) dado pelo efeito de blindagem dos elétrons não emparelhados. 
|e| é o valor absoluto de carga do elétron. 
 
O resultado do Campo cristalino total de um composto é dado pela soma dessa 
interação sobre todos os elétrons desemparelhados nf e é dada pela equação 3.12.2: 
fn
campo k k
cristalino k 1
H | e | V (r )

  
            
(3.12.2)  
 
Esse potencial cristalino pode ter 3 tipos de intensidades: fraco quando ele é 
menos intenso que o acoplamento spin-órbita, intermediário quando mais intenso que o 
acoplamento spin-órbita mas mais fraco que o potencial intra-atômico de Coulomb entre 
os elétrons e átomos e forte quando é mais intenso que a interação intra-atômica 
coulombiana dos elétrons. 
No caso de íons com orbitais de valência 3d a interação de campo cristalino é de 
intensidade intermediária, sendo mais intensa que o acoplamento spin-órbita e por isso 
utiliza-se a base l sLSm m  já no caso de íons de terras raras com orbitais 4f utiliza-se a 
base jLSJm  pois o campo cristalino é menos intenso que o acoplamento spin-órbita. 
Observam-se efeitos destes campos eletrostáticos que podem causar separação e 
deslocamento de níveis de energia devido à presença deste campo cristalino [22,25]. 
Quase todos os fenômenos magnéticos descritos nos materiais em estudo dependem da 
separação da degenerescência do estado fundamental causado pelos campos magnéticos 
(internos e externos) e da ocupação destes níveis de energia em função do campo 
magnético aplicado e da temperatura.  
Sabe-se que caso o sistema no estado fundamental tenha uma simetria tal que 
não seja degenerado então o valor médio do momento angular orbital é nulo para este 
estado [25]. Neste caso o acoplamento spin-órbita pode restaurar algum momento 
orbital por meio de uma mistura de combinações dos diferentes estados do cristal. Isto 
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irá resultar em termos de anisotropia para o íon devido a direções preferenciais de 
alinhamento dos momentos magnéticos. Sem levar em conta a simetria do problema, o 
termo de anisotropia pode ser acrescentado ao sistema pela seguinte forma: 
x 2 y 2 z 2
anisotropia x y zH D (S ) D (S ) D (S )             
(3.12.3)  
        x,y, z são os eixos de simetria do cristal. 
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4 Espalhamento Raman e de nêutrons 
 
4.1 Espalhamentos e técnicas utilizadas 
 
As técnicas utilizadas para a análise e estudo do comportamento dos mágnons 
nas amostras de ortofosfato de lítio nesta tese são espalhamento de nêutrons e 
espectroscopia Raman. Obtivemos dados da literatura [3,16,34-39] da dispersão de 
mágnons devido a espalhamento de inelástico de nêutrons para os compostos em estudo 
e foram medidas em nosso laboratório de pesquisa, no Departamento de Eletrônica 
Quântica do IFGW, espectros Raman polarizados das amostras de LiNiPO4 e LiCoPO4 
a baixas temperaturas e com a aplicação de alto campo (até 6T) com foco na observação 
e comportamento de picos devido a excitações magnéticas, conforme será mostrado nos 
capítulos 6 e 7.  
Na utilização de diferentes técnicas de espalhamento é importante conhecer o 
mecanismo de interação das partículas espalhadas e o sistema que está sendo estudado. 
Todos as formas de espalhamentos estão associadas a uma seção de choque diferencial 
2d d dE´ , que determina a distribuição partículas espalhadas em ângulo 
sólido d determinado e com energia próximo a dE´. A figura abaixo mostra uma 
representação do ângulo sólido relativo a um tipo de espalhamento específico.    
 
Figura 4.1: Representação do espalhamento de maneira geral em que o feixe incidente em vermelho 
incide sobre a amostra e é espalhado em diferentes direções representado em azul e um d de ângulo 
sólido saindo do centro espalhador. 
 
4.2 Espalhamento de nêutrons 
 
A utilização de espalhamento de nêutrons no estudo do comportamento do 
magnetismo na matéria é muito apropriada pois os nêutrons não possuem carga elétrica, 
podendo se aproximar dos núcleos do sistema em estudo e não sofrer repulsão 
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coulombiana, e como eles possuem momento magnético intrínseco há interação com os 
momentos magnéticos de elétrons desemparelhados em átomos magnéticos do sistema 
em estudo de modo que é possível obter informações dos arranjos de spin do sistema e 
observar excitações magnéticas causada pela interação da rede de spins com os 
nêutrons. Outro fator importante, que é diferente do espalhamento Raman, é que a 
energia doada por nêutrons térmicos, utilizados na grande maioria destes experimentos, 
é da mesma ordem de grandeza de muitas excitações em matéria condensada, de modo 
que se consegue medir a mudança de energia relativa devido a espalhamento inelástico 
de nêutrons. 
 
Figura 4.2: Representação do espalhamento de nêutrons com o seu vetor de onda k inicial e vetor de onda 
final k’ de modo a determinar o momento transferido neste espalhamento [modificado da ref. 34]. 
 
Medidas de espalhamento inelástico de nêutrons foram feitas para os compostos 
de ortofosfatos de lítio [3,16,34,35,37] com nêutrons termalizados de modo que se sabe 
a energia e o momento dos nêutrons incidentes na amostra e medindo as energias e 
momentos finais pode-se determinar o momento Q  e a energia   dos mágnons gerados.  
Q (k k ')                (4.2.1)  
2 2 2
n(k k ' ) 2m              (4.2.2)
 
 
4.3 A teoria do espalhamento Raman 
 
Nessa seção será descrito de forma introdutória o espalhamento Raman. O efeito 
Raman foi descoberto pelo físico indiano Chandrasekhar Raman, que lhe rendeu o 
prêmio Nobel de Física em 1930, e é utilizado em nosso laboratório de pesquisa para o 
estudo de algumas propriedades de materiais cristalinos. 
De modo simplificado, este fenômeno retrata o espalhamento de luz que 
acontece quando há incidência de um fóton sobre uma amostra sendo absorvido pela 
estrutura da mesma e que, logo em seguida, libera um novo fóton. Para um 
entendimento do efeito que ocorre, pode-se fazer uma suposição de que a amostra é 
composta por um conjunto de átomos ligados uns aos outros por forças de origem 
eletromagnética e essas ligações podem ser entendidas como se fossem molas que 
realizam forças entre os átomos. Seguindo essa ideia, quando um fóton atinge uma 
região da amostra este pode sofrer um espalhamento, podendo ter simplesmente sua 
direção modificada e em alguns casos pode doar ou receber energia da rede, originando 
um novo fóton menos ou mais energético, respectivamente, e que pode ter uma direção 
de propagação diferente da direção original. 
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Se o fóton espalhado conserva a energia inicial que tinha antes do choque esse 
tipo de espalhamento é chamado de espalhamento elástico ou espalhamento Rayleigh e 
é o que normalmente acontece com a maioria dos fótons incidentes sobre amostras 
cristalinas. No caso de espalhamento inelástico, o fóton incidente pode excitar ou retirar 
energia da rede da amostra com a criação de um novo fóton. Essa forma de 
espalhamento é chamada de espalhamento Raman Stokes no caso de absorção de 
energia e Raman Anti-Stokes no caso de doação de energia, e como há diferença de 
energia entre o fóton incidente e o fóton criado, este espalhamento pode ser utilizado 
para a verificação de diferentes níveis vibracionais de energia em materiais cristalinos. 
 
 
Figura 4.3: Diagrama ilustrativo de níveis de energia envolvidos no efeito Raman para diferentes estados 
vibracionais [modificado da ref. 40]. 
 
Quando falamos de vibração de uma molécula nos referimos aos movimentos 
dos átomos que não são nem de rotação e nem de translação. Para saber a quantidade de 
vibrações possíveis em uma molécula com formato em 3 dimensões deve-se pegar o 
número de átomos da molécula, multiplicar por 3, considerando os graus de liberdade 
da tridimensionalidade e retirar os 3 graus de rotação e 3 graus de translação possíveis 
para qualquer composto, obtendo assim o número de graus possíveis de vibração da 
molécula. 
O efeito Raman ocorre de maneira similar em cristais e moléculas mas no caso 
de estruturas cristalinas os modos normais de vibração são mais específicos, com mais 
restrições aos graus de liberdade devido à estrutura periódica e às simetrias do material 
em estudo. 
Os modos normais mais conhecidos são chamados de fônons e qualquer 
vibração arbitrária de movimento de uma rede cristalina pode ser considerada uma 
superposição de modos normais com diversas freqüências. Estes modos normais seriam 
vibrações mecânicas e elementares desta rede. 
47 
 
Para o caso particular de absorção da luz e criação de excitações vibracionais em 
uma estrutura cristalina devido ao espalhamento Raman é necessário que a luz induza 
um momento de dipolo elétrico no material [41]. Neste caso, o momento de dipolo da 
molécula pode ser gerado ou modificado pelo campo elétrico da luz incidente que flutua 
com o tempo conforme a equação: 
0
x x I
0 0
y y I I
0
z z I
E E cos(2 t)
E E E cos(2 t) E cos(2 t)
E E cos(2 t)
  
  
    
   
   

 

          
(4.3.1)  
Com 
0E definindo a amplitude de vibração e I  a freqüência do laser 
 
O momento de dipolo elétrico induzido pelo campo elétrico são relacionados 
pela equação de polarizabilidade 4.3.2.  
x xx x xy y xz z xx xy xz x
y yx x yy y yz z yx yy yz y
z zx x zy y zz z zx zy zz z
P E E E E
P E E E E
P E E E E
       
      
         
             
     
     
     
            
(4.3.2)  
Para pequenas vibrações teríamos que os termos da matriz 
ab com 
a,b x, y,z podendo ser expandidos em série de potência da seguinte maneira: 
2
0 ab ab
ab ab i i j
i i, ji i j0 0
Q Q Q ...
Q Q Q
   
            
 
 
 
  
(4.3.3)  
Com 
iQ sendo as coordenadas de deslocamento do equilíbrio. Que oscilam com 
uma freqüência 
i  dada por: 
0
i i iQ Q cos(2 t)      (4.3.4)  
Desta maneira o momento de dipolo elétrico induzido é dado por: 
 
ay0 0 0 0 0ax
a ax x ay y az z I x y
i i i0 0
0
0az i
z I i I i
i 0
P ( E E E )cos(2 t) E E
Q Q
Q
E cos(2 ( )t) cos(2 ( )t) ...
Q 2
    
        
    
 
    
   


   

     
  
(4.3.5)  
Com a x, y, z  
Segundo a teoria semi clássica, o primeiro termo de dipolo induzido que irradia 
luz na mesma freqüência do laser de incidência seria o espalhamento Rayleigh e os 
segundos termos correspondem ao espalhamento Raman que no caso de frequências 
AS I i    teríamos Raman anti-Stokes e para S I i    Raman Stokes. Pode-se notar 
observando a equação 4.3.5 que nem todo modo vibracional de uma molécula pode ser 
produzido devido a este espalhamento e se considerarmos somente os termos da 
expansão em série mostrados é necessário que pelo menos um dos termos 
ab iQ  seja 
diferente de 0. 
A forma de reproduzir os dados detectados por um experimento de espalhamento 
Raman é dada na forma de um espectro Raman e esta representada na figura 5.4. 
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Figura 4.4: Espectro Raman ilustrativo 
 
4.4 Espectroscopia Raman para indução de mágnons 
 
O espalhamento Raman também pode induzir modos de excitações magnéticas a 
baixas temperaturas em materiais magnéticos. No caso do espalhamento Raman Stokes, 
os spins que estariam inicialmente orientados em suas direções de equilíbrio no estado 
fundamental sofreriam excitações alterando as suas direções devido à transferência de 
energia causada pelo espalhamento Raman.  
Estes modos magnéticos seriam as ondas de spin (mágnons) que podem se 
propagar na rede cristalina. A teoria para a criação desses mágnons é diferente da teoria 
da criação de fônons e alguns mecanismos foram propostos para explicar a mudança de 
energia de estados de spins via espalhamento Raman. 
O mecanismo mais intuitivo foi proposto por Bass e Kaganov [42] e considerava 
que o sistema de spins se acoplariam ao feixe de luz incidente via interação de dipolo 
magnético mas este efeito não foi visualizado experimentalmente. 
Uma segunda abordagem foi proposta por Elliot e Loudon [43] e envolve a 
interação de dois dipolos elétricos entre dois diferentes níveis eletrônicos de energia e 
de modo que estes diferentes níveis de energia tenham estados de spin diferentes e a 
interação spin-órbita seria relevante para realizar a quebra de degenerescência dos 
níveis de energia. 
Um terceiro mecanismo foi proposto por Fleury e Loudon [5] para sistemas 
antiferromagnéticos em que há criação de dois mágnons ao mesmo tempo. Este 
mecanismo é de grande interesse para o nosso estudo pois os ortofosfatos de lítio 
apresentam configuração antiferromagnética e será abordado com mais detalhes no 
próximo tópico. 
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4.5 Teoria de espectro de mágnons e a teoria de Fleury-Loudon 
 
Considerando o espalhamento Raman Stokes, a energia transferida para a 
excitação de um mágnon devido à transferência de energia de um fóton por este 
fenômeno seria dada pela seguinte expressão: 
1 magnon I S I SE h( ) c | (k k ) |        
(4.5.1)
 
E por analogia poderia se verificar que o momento transferido seria: 
1 magnon I SQ (k k )         
(4.5.2)
 
Como os vetores de onda da luz são muito pequenos para laser de luz visível se 
comparados às bordas da zona de Brillouin conforme mostrado na relação 4.5.3 abaixo 
a luz visível quase não transfere momento quando há criação de um mágnon. 
1 magnon
h h
| Q | 0
a
   
          
(4.5.3)  
Se considerarmos que o espalhamento Raman Stokes produz dois mágnons o 
momento transferido para a formação de dois mágnons seria dado pela soma dos 
momentos dos dois mágnons criados: 
2 magnon I SQ (k ' k) (k k ) 0           
(4.5.4)  
De modo que dessa forma k ' k   e a energia transferida poderia ser dada por: 
2 magnon k k ' I SE h( ) h( )           
(4.5.5)
 
Os estados possíveis de excitação de dois mágnons em sistemas 
antiferromagnéticos seriam: 
2, k, k
2, k, k
0, k, k k, k
0, k, k k, k
      


     

         

         
   
(4.5.6)  
 
No caso dos autoestados 2,   e 2,  seria verificado excitação de dois 
mágnons em cada uma das subredes independentes e seriam produzidos por operadores 
do tipo  
2
jS
 e  
2
iS
 , respectivamente e além disso estes estados apresentam 
deslocamento em energia devido ao operador zS  do efeito Zeeman de modo que 
podemos distingui-los com a aplicação de campo magnético. Já no caso dos estados 
0,  e 0,  há excitações de um mágnon em cada subrede. Sabe-se que somente 
estados de paridade par são ativos por espalhamento Raman em sistemas com simetria 
de inversão espacial e por isso nosso estado de interesse é o 0,  e requer um 
acoplamento entre as duas redes de forma que os operadores de excitação teriam um 
formato do tipo i j i jS S S S
    [5]. 
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Fleury e Loudon propuseram uma teoria para explicar a excitação de dois 
mágnons em um sistema antiferromagnético utilizando excitações eletrônicas. 
Considerando dois íons i e j em subredes diferentes de modo que no estado fundamental 
o íon i tem um elétron na posição 
1r  com 
zS 1 2  em um orbital i e o íon j tem um 
elétron em 
2r  com 
zS 1 2  no orbital j . A interação dos dois elétrons com a luz 
incidente no sistema poderia ser aproximada por uma interação dipolar elétrica somado 
à repulsão de Coulomb, dada pelo seguinte Hamiltoniano [5]:
 
   
2
int 1 2 1 2
12
e
H e E E . r r
r
    
   
(4.5.7)
 
com 12 1 2r r r   a distância entre os elétrons. 
De modo a reescrever esta relação como um Hamiltoniano efetivo de forma a 
excitar o estado 0, . O Hamiltoniano que buscamos seria dado por um Hamiltoniano 
efetivo dado pela equação 4.5.8.
 
efet ij i jH M S S
 
            
(4.5.8)
 
Neste caso queremos que os Hamiltonianos efetivo e de interação sejam os 
mesmos de forma a seguir a relação 4.5.9. 
int efeti j j i i j j i
H H
       
       
         
(4.5.9)
 
Utilizando a teoria de perturbação de terceira ordem verifica-se a seguinte 
relação: 
2
2 1 12 1 1i j i i j j j i
inti j j i
, I Ik
eE .r e r eE .r
H
(E 2 w w )(E w )
           
   

  

   
   
           
   
   
(4.5.10)
 
De modo que a expressão geral tem uma forma simples quando existe somente 
um orbital de excitação 
0  de interesse com energia 0E e considerando  0 IE w e 
0 Ik
E 2 w w   obtemos então uma expressão simples para o Hamiltoniano efetivo: 
2
2 1 ij 1 1i j i j j i
efet i j2
0
eE .r 8e J eE .r
H S S
E
         
 
       
  
(4.5.11)  
Este operador pode ser reescrito de uma maneira mais apropriada para sua 
aplicação em espectroscopia Raman com polarização [5,44], ficando com o seguinte 
formato:
 
  (in)(out)FL ij in ij out ij i j
i, j
ˆ ˆˆ ˆJ e . d e . d S . S
 
 
          
(4.5.12)  
com ijJ  sendo a interação de troca. A somatória é feita entre os primeiros 
vizinhos de subredes de orientações opostas, o vetor ijdˆ é o versor da direção que liga os 
spins localizados de subredes diferentes e o
ineˆ  e outeˆ  são as polarizações da luz 
incidente e emergente. 
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4.6 O espectro Raman teórico 
 
O Hamiltoniano que descreve o sistema de interesse pode ser dado por uma parte 
sem interação H0 somado à parte de interação entre os fótons e o sistema Hint. 
0 efetH H H              
(4.6.1)
 
A probabilidade de transição de um estado inicial i  em um tempo inicial 
0t  
mude para um estado f  em um tempo t com a atuação de um Hamiltoniano H é dado 
por: 
 0
2
iH t t
i fP f e i
 
 
      
(4.6.2)  
De modo que na absorção de fótons devido a espalhamento Raman 
consideramos o feixe incidente com fótons de energia 
I e o feixe de fótons criado 
devido ao efeito Raman Stokes é dado por 
S  essa taxa de absorção é proporcional à 
taxa de transição 1  e é dada por:  
 
 0
2
iH t t
f
1 d
f e i
dt
 
 
    
(4.6.3)
 
Para obter os resultado das condições estacionárias, assume-se que o 
Hamiltoniano está atuando no sistema há um tempo não mensurável  0t    e que o 
Hamiltoniano de interação foi sendo colocado de forma gradual de forma que a 
interação ocorre de forma adiabática. Segundo a teoria de perturbação pode-se substituir 
a interação por um termo 
t
inte H

e pode-se mostrar que: 
' '
0 0 0
'
tiH t iH t iH tiHt
t '
int
i
e e 1 e H e e dt
  

 
 
  
  

  
(4.6.4)
 
De onde obtemos utilizando integração por resíduos: 
 
 
f if
i
t
i i t´i tiHt
int
i t
int
i f
i
f e i e f H i e dt´
1 e
f H i
i
  


 

 

  
 
  
          
(4.6.5)
 
De modo que temos: 
 
 
0
2
iH t t
2 t
22 2
f i f
f e i1 d e
dt
 

 


   
     
(4.6.6)
 
De modo que no limite 0 temos a famosa Regra de Ouro de Fermi: 
 
2
int i f2
f
1 2
f H i 

  
             
(4.6.7)  
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De modo a considerar a padronização utilizada na literatura considera-se que o 
estado inicial do sistema como um todo é dado pelo sistema no estado fundamental mais 
n fótons incidentes e o estado excitado (final) é dado por um estado excitadomais n-1 
fótons incidentes e 1 fóton espalhado de modo que 
    *i f I S 0               No caso   seria o Raman Shift e * a energia 
necessária para excitar o sistema do estado fundamental para o estado  . 
 Sabendo que a Intensidade é dada por número de contagens por tempo, 
obtém-se que a intensidade do espectro Raman possui uma proporcionalidade com os 
termos da equação anterior que é dada pela seguinte relação: 
 
 
2 *
intI(w)  H 0  

    
   
(4.6.8)  
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5 Ondas de spin em LiMPO4 
 
5.1 Propriedades estruturais dos compostos de LiMPO4 
 
Como foi mencionado no capítulo 1, os materiais de ortofosfato de lítio possuem 
estrutura cristalina do tipo ortorrômbica com grupo espacial do tipo Pnma e uma célula 
unitária representada convencionalmente como na figura 5.1. 
 
     
Figura 5.1: Célula unitária convencional para os compostos de LiMPO4 [Figura extraída e modificada da 
ref. 13]  
 
 
O magnetismo nos compostos de LiMPO4 (M=Co,Ni,Fe,Mn) ocorre devido a 
um Spin localizado na posição do íons M
+2
. Os íons Li
+1
, P
+5
 e O
-2
 são todos não 
magnéticos [34]. Esta dissertação compreende um entendimento aprofundado das 
excitações de ondas de spin nestes compostos e por causa disso ressalta-se com grande 
veemência a localização dos íons magnéticos e as suas propriedades específicas 
referentes a cada um destes íons metálicos. A tabela 6.1 destaca as principais 
características magnéticas fundamentais devido à existência de diferentes íons 
magnéticos nestes compostos. 
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Tabela 5.1: Diferentes características magnéticas fundamentais dos compostos LiMPO4 com as seguintes 
referências para cada metal: M=Mn [35,36],M=Fe [36,3], M=Co [37,38] e M=Ni [16,34,39]. 
 
5.2 Teoria de dispersão de mágnons em LiMPO4 
 
Utilizando as idéias de onda de spin desenvolvidas no capítulo 4 para materiais 
periódicos antiferromagnéticos, é apresentada aqui a aplicação dos mesmos conceitos 
para os compostos de LiMPO4 (M=Ni,Co,Mn,Fe). 
Relembrando o Hamiltoniano de Heisenberg para materiais isolantes com spins 
localizados e com termos de anisotropia, que favorecem uma direção de alinhamento do 
spin e que foi especificado na equação 3.12.3 do capítulo 3, é dado por:  
 
2
ij i j i
i, j i,
H J S .S D (S )

  
   
,    x, y,z     (5.2.1)  
Considera-se na descrição do Hamiltoniano de Heisenberg para este composto 
que somente as interações com os 5 primeiros vizinhos são consideradas relevantes 
somados a 3 termos de anisotropia Dx, Dy e Dz. O termo de anisotropia no eixo de 
quantização é tomado como sendo zero (Dz=0) e fazendo com que a representação do 
operador de Spin possa ser diferente para íons magnéticos diferentes [34,45]. 
O eixo de quantização z é considerado na mesma direção de orientação do Spin. 
No caso do LiNiPO4 temos que é o mesmo do eixo cristalino c e os eixos x e y seriam 
respectivamente os eixos cristalinos a e b. Essa alteração na direção da orientação dos 
spins não altera o resultado do cálculo contanto que se saiba o significado dos termos de 
anisotropia. 
Deve-se notar que a positividade ou negatividade das constantes de troca não 
implicam alinhamento antiferromagnético ou ferromagnético, já que estamos lidando 
com uma simetria diferente do caso descrito no capítulo anterior. 
O Hamiltoniano completo considerado para os compostos de LiMPO4 é dado 
por: 
2 2 2x y z
i j x i, j y i, j z i, j
i, j i, j i, j i, j
H J S .S D (S ) D (S ) D (S )
 
      


  
(5.2.2)
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No caso, 5 indica que somente são relevantes as interações com os 5 
primeiros vizinhos. Por causa dessa relevância deve-se considerar um número fixo de 
direções em que teremos que realizar a soma das interações dos operadores de spin de 
forma que é possível dividir o Hamiltoniano em 8 termos, 5 termos de interação dos 
operadores de spin e 3 termos devido à anisotropia dos íons localizados:
 
bc b c ac ab x y zH H H H H H A A A          
(5.2.3)
 
Os termos de interação são dadas pelas relações 5.2.4 e 5.2.5 e são descritos de 
forma que o operador
 i
S  
é aplicado em um spin localizado na posição i. Utiliza-se 
também a notação de que i e i’ representam spins com orientação na direção de zˆ  e j e 
j’ representam spins com orientação de spins na direção zˆ . 
Os termos do Hamiltoniano de Heisenberg dependentes das 5 contantes de troca 
que buscamos identificar são descritos pelas seguintes relações: 
bc bc i j
i, j
ab ab i j
i, j
b b i i ' j j'
i,i ' j, j'
c c i i ' j j'
i,i ' j, j'
ac ac i i ' j j'
i,i ' j, j'
H J S .S
H J S .S
1
H J S .S S .S
2
1
H J S .S S .S
2
1
H J S .S S .S
2
 
 
   
   
   
 

 


  
   
 

      

  
  
  


 
 
 
   
(5.2.4)
 
E os termos devido a anisotropia dos íons são dados por: 
   
   
   
2 2
x x
x x i j
i j
2 2
y y
y y i j
i j
2 2
z z
z z i j
i j
A D S S
A D S S
A D S S 0
  
   
 

 
   
 

     
  
 
 
 
   
(5.2.5)
 
Pode-se manipular as equações descritas anteriormente de modo que possamos 
reescrevê-las com operadores de construção e aniquilação utilizando as relações:
 
† x y
i, j i, j i, j
x y
i, j i, j i, j
S S iS
S S iS
  

      
(5.2.6)  
Utilizando as transformações de Holstein-Primakoff a temperatura muito baixa 
obtemos: 
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†
† 1/2i i
i i
†
† 1/2i i
i i
z †
i i i
†
j j† 1/2
j j
†
j j 1/2 †
j j
z †
j j j
a a
S 2s(1 ) a
2s
a a
S 2sa (1 )
2s
S s a a
b b
S 2sb (1 )
2s
b b
S 2s(1 ) b
2s
S (s b b )



 


 

 

  


  


        
t 0

   
†
i i
†
i i
z †
i i i
†
j j
†
j j
z †
j j j
S 2sa
S 2sa
S s a a
S 2sb
S 2sb
S (s b b )


 



 




     
(5.2.7)
 
Deve-se lembrar que de maneira parecida, mas não idêntica, ao capítulo 4 
consideramos as transformadas de Fourier dos operadores bosônicos dadas pelas 
operações: 
i
i
j
j
ik. r
i k
k
ik. r† †
i k
k
ik. r
j k
k
ik. r† †
j k
k
2
a e a
N
2
a e a
N
2
b e b
N
2
b e b
N






 













    
(5.2.8)  
A figura 5.2 da célula unitária do composto de LiNiPO4, com spins dos íons 
magnéticos orientados na direção cˆ , destaca as diferentes constantes de troca devido às 
diferentes interações dos íons magnéticos com outros íons magnéticos com distâncias e 
direções distintas.  
 
Figura 5.2: Célula unitária do composto de LiNiPO4 com orientação dos Spins localizados [Extraído da 
ref. 12] 
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Considerando a figura representativa dos íons de spins orientados a baixas 
temperaturas do composto de LiNiPO4 representado na figura 11 temos as seguintes 
direções  


1
2
3
4
5
6
7
8
(0, , )
2 2
 
(0, , )
2 2
( , ,0)
2 2
 
( , ,0) (6.2.10)
2 2
 (0,b,0)
 (0,0,c)
( ,0, )
2 2
 
( ,0, )
2 2
  
  

  

  
 

 

 
bc
ab
b
c
ac
b cr
Interação J
b cr
a br
Interação J
a br
Interação J r
Interação J r
a cr
Interação J
a cr






 
A idéia é achar um jeito de realizar a soma de todas as interações dos termos das 
equações expressas em 5.2.4 e 5.2.5. De modo similar ao que foi apresentado no 
capítulo 4 passando para a coordenada de momento obtemos as expressões apresentadas 
em 5.2.11. Deve-se notar que os termos constantes e dependentes de ordem superiores a 
dois foram desconsiderados. Para exemplificação do que foi feito é apresento abaixo a 
manipulação algébrica necessária para a obtenção dos termos apresentados em 5.2.11. 
 
x x y y z z
bc bc i j bc i j i j i j
i, j i, j
z z z z
bc i j i j i j bc i j i j i j
i, j i, j
H J S .S J (S S S S S S )
1 1
J (S S (S S S S )) J (S S (S S S S ))
2 2
   
       
   
   
     
 
   
 
 
† † † †
bc i i j j i j i j
i, j
2 † † † † † †
bc i i j j i i j j i j i j
i, j
J (s a a )( s b b ) sa b sb a
J s a a s b b s a a b b ) sa b sb a
 
 
     
      

  
 2 † † † † † †bc i i j j i i j j i j i j
i, j
J s a a s b b s a a b b ) sa b sb a
 
      
         
(5.2.10)
 
 
   
   
1 2
† † † † 2 † †
bc i i j j i j i j bc i i j j
i, j i, j
† † ik. † † 2 † †
bc bc i i j jk k k k k k k k
i, jr , r ,k
† †
bc 1 2k k k k k
J s a a b b a b b a J s a a b b
J s (a a b b ) e (a b a b ) J s a a b b
J s 4 a a b b 2 cos(k . r ) cos(k . r ) a b
   

 
  

      
      
   
 
 

 
 
† †
k k k
k
2 † †
bc i i j j
i, j
a b
J s a a b b

 
 
 
  


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Realizando as devidas manipulações algébricas com as direções de interações 
obtemos as seguintes expressões para os Hamiltonianos. 
    
    
  
† † † †
bc bc 1 2k k k k k k k k
k
† † † †
ab ab 3 4k k k k k k k k
k
† †
b b 5 k k k k
k
c c
H J s 4 a a b b 2 cos(k . r ) cos(k . r ) a b a b
H J s 4 a a b b 2 cos(k . r ) cos(k . r ) a b a b
H 2J s 1 cos(k . r ) a a b b
H 2J s 1 cos(
 
 
     
 
     
 
   
  



  
  
† †
6 k k k k
k
† †
ac ac 7 8 k k k k
k
k. r ) a a b b
H 2J s 2 cos(k . r ) cos(k . r ) a a b b








 


     
 


  (5.2.11)
 
     
     
† † † † † †
x x k k k k k k k k k k k k
k
† † † † † †
y y k k k k k k k k k k k k
k
z z
1 1A D s a a b b a a a a b b b b
2 2
1 1A D s a a b b a a a a b b b b
2 2
A D 0
   
   
        
 
          

  



   
(5.2.12)  
k  é o vetor de onda e é restrito à primeira zona de Brillouin mas pode ser 
considerado como se fosse uma zona de Brillouin universal devido à simetria e define a 
direção de propagação do mágnon. 
 
†
k
† † †k
†k k k k k k k
k kk
k
A B 0 D a
B A D 0 a1 1
H a a b b a H a
0 D A B b2 2
D 0 B A b

 

  
  
   
  
   
  
 
 
(5.2.13)  
bc ab b 5 c 6
ac 7 8 x y
A 4s(J J ) 2s[J (1 cos(k. r )) J (1 cos(k. r ))
1     J (2 cos(k.r ) cos(k.r ))] (D D )(s )
2
     
     
  
(5.2.14)  
  x y 1B D D s 2                 (5.2.15)  
bc 1 2 ab 3 4D 2sJ (cos(k . r ) cos(k . r )) 2s J (cos(k . r ) cos(k . r ))      
(5.2.16)  
 
Seguindo a mesma abordagem descrita na seção 3.10 do capítulo 3 busca-se 
diagonalizar a matriz do Hamiltoniano da equação 5.2.13 para encontrar as autoenergias 
do sistemas. Para isso utiliza-se uma transformação T tal que tenha as seguintes 
propriedades:  
k k
a T 
       
(5.2.17)
 †
k k k
† † †
k k k k k k
T T Wa H a a H   
     
(5.2.18)  
Com 
k
W  dado por:
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1
2
k
3
4
w 0 0 0
0 w 0 0
W
0 0 w 0
0 0 0 w
 
 
 
 
 
       
(5.2.19)
 
  Após diagonalizar a matriz verifica-se as seguintes autoenergias: 
2 2
1 1
2 2
2 2 1
2 2
3 3
2 2
4 4 3
w A (B D)
w w A (B D)
w A (B D)
w w A (B D)


      

       

      

       
         (5.2.20)  
 
Somente as energias 
  e  são positivas e por isso são as únicas energias com 
autoestados possíveis de serem observáveis físicos.  
A transformação T da equação 5.2.17 que diagonaliza o Hamiltoniano é dada 
por:  
1 3
1 2 1 2 1 2 1 2
1 1 1 1 3 3 3 3
1 3
1 2 1 2 1 2 1 2
1 1 1 1 3 3 3 3
1 3
1 2 1 2 1 2
1 1 1 1 3 3 3
B D A w B D A w
2[w (A w )] 2[w (A w )] 2[w (A w )] 2[w (A w )]
B w B D A w B D
2[w (A w )] 2[w (A w )] 2[w (A w )] 2[w (A w )]
T
B D A w B D A w
2[w (A w )] 2[w (A w )] 2[w (A w )] 2[w (A
     
   
      
   

     
   1 23
1 3
1 2 1 2 1 2 1 2
1 1 1 1 3 3 3 3
w )]
A w B D A w B D
2[w (A w )] 2[w (A w )] 2[w (A w )] 2[w (A w )]
 
 
 
 
 
 
 
 
 
      
 
    
(5.2.21)
 
 
A dedução dessa transformação T que diagonaliza o Hamiltoniano é explorada 
no paper de Navarro et al. e também na tese de doutorado do César Caldeiron [17,46]. 
 
5.3 A dispersão de mágnons em LiMnPO4 
 
Um experimento de espalhamento de nêutrons foi realizado para o composto de 
LiMnPO4 a baixa temperatura de modo a obter experimentalmente a dispersão de 
mágnons para 3 diferentes direções da zona de Brillouin [34] e em seguida foi utilizado 
um método de ajuste de mínimos quadrados para determinar os parâmetros de 
constantes de troca e termos de anisotropia das equações 5.2.20 que determinam estas 
curvas de dispersão de mágnons. A dispersão de mágnons e sua curva de fitting são 
apresentada na figura 5.3: 
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Figura 5.3 e tabela 5.1: À esquerda as medidas de dispersão de mágnons e sua curva de fitting ao longo 
das três direções da Zona de Brillouin (q; 1; 0), (0; q; 0) e (0; 1; q) e à direita uma tabela com os 
parâmetros de troca (em meV) obtidos que fitam a curva de dispersão de mágnons com das equações 
5.2.20 [Extraído da ref. 35]. 
 
As equações 5.2.20, que são utilizadas para realizar o ajuste, não são lineares e 
os muitos parâmetros a serem determinados se relacionam de forma quadrática tendo 
resoluções não triviais, de modo que se faz necessário a utilização de um método 
heurístico para realizar o ajuste e obter os melhores parâmetros que determinam estas 
equações [46]. 
 
5.4 Operador de Fleury-Loudon para os compostos de LiMPO4 
 
No capítulo 4 foi descrita a teoria para a produção de dois mágnons de Fleury-
Loudon em que foi obtido o operador de Fleury-Loudon (FL) que é dado pela relação 
4.5.12 e descreve a interação do espalhamento Raman polarizado com os spins de 
diferentes subredes de compostos antiferromagnéticos isolantes. Sabendo que os 
ortofosfatos de lítio são materiais com essas características, a idéia é obter o operador de 
FL para as diferentes polarizações da luz incidente e luz espalhada, de modo que 
reescrevendo estes operadores na base que os torna diagonais temos a relação 5.4.1: 
  (in)(out)FL ij in ij out ij i j
i, j
ˆ ˆˆ ˆJ e . d e . d S . S
 
 
   
(5.4.1)  
Existem 9 tipos de operadores de Fleury-Loudon para produção de dois mágnons 
possíveis de ser obtidos, já que temos 3 polarizações de saída e 3 polarizações de 
entrada distintas e possíveis para a luz. Somente as interações Jab e Jbc são interações 
entre as duas subredes magnéticas de modo que somente os versores abdˆ e bcdˆ são 
necessários para descrever as interações entre as duas subredes e descrever os 
operadores de Fleury-Loudon. As direções possíveis de polarização da luz e os versores 
são dados por: 
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1
xˆ 0
0
 
 
  
 
 
,
0
yˆ 1
0
 
 
  
 
 
,
0
zˆ 0
1
 
 
  
 
 
,
2 2
2 2
ab
a a b
dˆ b a b
0
 
 
  
 
 
 
,
 
2 2
bc
2 2
0
dˆ b b c
c b c
 
 
  
       
(5.4.2)
 
Como as nossas medidas experimentais foram feitas em polarização X(YY)X , 
X(ZY)X  e X(ZZ)X , será mostrado nas relações 5.4.3 os operadores de Fleury-Loudon 
de dois mágnons característicos para estas polarizações dados pela notação de YY, ZY e 
ZZ, respectivamente. 
  
  
  
1
3 4
1
3 4
1
3 4
yy
FL ij ij ij i j
 i, j
r , r ,
r , r
zy
FL ij ij ij i j
 i, j
r , r ,
r , r
zz
FL ij ij ij i j
 i, j
r , r ,
r , r
 
 
 
ˆ ˆˆ ˆJ y.d y.d S . S
ˆ ˆˆ ˆJ z.d y.d S . S
ˆ ˆˆ ˆJ z.d z.d S . S
 
 
 
 
 
 
 
 
 


 



 



 





    
(5.4.3)
 
Realizando os produtos escalares dos versores com as direções de polarização 
obtemos as seguintes equações: 
1 2 3 4
1 2
2 2
yy
FL bc i j i j ab i j i j2 2 2 2
 i, j  i, j  i, j  i, j
   r    r    r    r
zy
FL bc i j i j2 2
 i, j  i, j
   r    r
    
  
b b
J S . S S . S J S . S S . S
b c a b
bc
J S . S S . S     
b c
       
   
   
 
  
      
      
   
 
   
   
 
   
 
1 2
2
zz
FL bc i j i j2 2
 i, j  i, j
   r    r
  
                                                    
c
J S . S S . S                                                        
b c    
 










  
          
 
(5.4.4)
 
Utilizando a aproximação de Holstein-Primakoff linear para baixas temperaturas 
obtemos operadores em formato de matriz muito parecidos com o Hamiltoniano que 
descreve o sistema. 
As expressões dos operadores de Fleury-Loudon são expressas em função de F e 
G com  1 2F cos(k. r ) cos(k. r )   e  7 8G cos(k. r ) cos(k. r )  . Deve-se lembrar que 
A, B e D foram definidos respectivamente nas expressões 5.2.12, 5.2.13 e 5.2.14 e 
1w  
e 
3w são as autoenergias definidas pelas equações 5.2.20. 
O operador de Fleury-Loudon para polarizações X(ZZ)X  e X(ZY)X  são dados 
pelas relações 5.4.5: 
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zz zy †
FL FL bc 2 2 k k
k
0 0 0 F
0 0 F 0b bc
J a a
0 F 0 0c b c
F 0 0 0
 
 
    
 
 
 

            
(5.4.5)
 
Utilizando a transformação 5.2.21 é possível reescrevê-la como a relação 5.4.6: 
zz zy †
FL FL bc 2 2 k k
k
T U 0 0
U T 0 0b bc
J
0 0 X Yc b c
0 0 Y X
 
 
    
 
 
 
 
           
(5.4.6)
 
Com
 1
(B D) F
T
w

  ,
 1
A F
U
w
 , 
3
(B D) F
X
w

 ,
3
A F
Y
w
  .
 
 Considera-se que o termo diagonal resultante é responsável pelo espalhamento 
elástico e desta forma a Intensidade do espectro Raman teórico para a criação de dois 
mágnons é dependente dos termos não diagonais. Utilizando a equação 4.6.8 verifica-se 
que a intensidade do espectro Raman teórico para a criação de dois mágnons com 
polarizações X(ZZ)X  e X(ZY)X  são dados, respectivamente, pelas seguintes 
equações:  
2
2
zz 2 2
bc 1 32 2
k
c
I (w) J U (w 2w (k)) Y (w 2w (k))
b c
   
         
  
        
(5.4.7)
 
2
zy 2 2
bc 1 32 2
k
bc
I (w) J U (w 2 w (k)) Y (w 2 w (k))
b c
  
         
  
        
(5.4.8)  
De maneira análoga o operador de Fleury-Loudon para a polarização X(YY)X  é 
dado por: 
2 2
yy † †
FL bc ab2 2 2 2k k k k
k k
0 0 0 F 0 0 0 G
0 0 F 0 0 0 G 0b b
J a a J a a
0 F 0 0 0 G 0 0b c a b
F 0 0 0 G 0 0 0
   
   
     
    
   
   
  (5.4.9)
 
Considerando
 
2 2
bc ab2 2 2 2
b b
E J F J G
b c a b
 
 
 podemos reescrever o operador da 
seguinte forma:
 
yy †
FL k k
k
0 0 0 E
0 0 E 0
a a
0 E 0 0
E 0 0 0
 
 
  
 
 
 

   
(5.4.10)  
De maneira análoga ao que foi feito para o caso anterior reescrevemos o 
operador de Fleury-Loudon em polarição X(YY)X  utilizando a transformação fornecida 
pela relação 5.2.21. 
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yy †
FL k k
k
T U 0 0
U T 0 0
0 0 X Y
0 0 Y X
 
 
  
 
  
 
 
   
(5.4.11)
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De maneira análoga ao caso anterior, utilizando a equação 4.6.8 e deprezando a 
diagonal, obtemos que a intensidade do espectro Raman teórico para a criação de dois 
mágnons em polarização X(YY)X  é dada por: 
yy 2 2
1 3
k
I (w) U (w 2 w (k)) Y (w 2 w (k))
 
    
 
  
  
(5.4.12)  
5.5 Aplicação da teoria de Fleury-Loudon em LiMnPO4 
 
Medidas de espalhamento Raman polarizado foram realizadas para o composto 
de LiMnPO4  pelo grupo de pesquisa GPOMS-IFGW-Unicamp [4,17]. A figura 6.4 
mostra o espectro Raman da amostra de LiMnPO4 em polarizações X(YY)X , X(ZY)X  
e X(ZZ)X  a baixas temperaturas. Somente foi observado um pico devido a 
ordenamento magnético na polarização X(ZY)X  e no caso da polarização X(ZZ)X  não 
foi possível determinar se há algum pico devido a ordenamento magnético porque a 
relação sinal/ruído desta medida não foi boa o suficiente. 
 
Figura 5.4: Espectros Raman de LiMnPO4 tomados com polarização X(YY)X , X(ZY)X e 
X(ZZ)X para temperatura de 6K [Extraído da ref. 17]. 
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São apresentadas a seguir as medidas em polarização X(ZY)X  da intensidade de 
espalhamento em função do Raman Shift para este composto com aplicação de campo 
magnético na direção de alinhamento dos spins do material. 
 
Figura 5.5: Espectros Raman de LiMnPO4 tomados em polarização X(ZY)X para T = 6 com e sem 
aplicação de campo magnético na direção x, e a T = 40 K sem aplicação de campo [Extraído da ref. 46]. 
 
A medida mostrada pela figura 5.5 mostra a existência de um pico localizado em 
aproximadamente 58 cm
-1
, que desaparece a temperatura acima da temperatura de 
transição de fase magnética, que no caso do LiMnPO4 é de 33,75K, de modo a 
caracterizar uma excitação devido a ordenamento magnético. Nota-se que não houve 
variação na posição deste pico de origem magnética com a aplicação de campo 
magnético de 6 T. Era esperado para um sistema com g = 2 e Sz = ±2 um efeito Zeeman 
em torno de ±11cm
-1
 para o caso de picos de excitação de dois mágnons que não fossem 
do tipo de Fleury-Loudon e metade para o caso de excitação de um mágnon, induzindo 
a idéia de que o pico observado pelo espalhamento Raman em polarização X(ZY)X  
ocorre devido à excitação do estado 0, . 
Para realizar a comparação dos resultados de espectros Raman polarizados 
obtidos experimentalmente com os espectros Raman de dois mágnons previstos na 
teoria, são feitas simulações utilizando as constantes de troca e termos de anisotropia 
obtidos da literatura pelas medidas de espalhamento de nêutrons para estes compostos 
[17,35], de modo que é possível obter os espectros Raman teóricos esperados com estes 
parâmetros.  
 Para realizar as simulações dos espectros Raman teóricos fornecidos pelas 
equações 5.4.7, 5.4.8 e 5.4.12 aproxima-se as funções delta por lorentzianas conforme a 
relação 5.5.1: 
n 2 2
n
1
(w 2 w )
(w 2 w )
 
 


 
   
(5.5.1)  
Com  =0,09 , um número que determina a largura do pico para as simulações. 
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Na figura 5.6 são mostradas as medidas obtidas experimentalmente para a 
amostra de LiMnPO4 em polarizações X(ZY)X  e X(YY)X  com as suas respectivas 
simulações de espectro Raman teóricos de dois mágnons [4,46]. Verifica-se claramente 
que os espectros teóricos e experimentais não são condizentes para os parâmetros 
fornecidos pelo espalhamento de nêutrons.
 
 
Figura 5.6: Espectros Raman do composto de LiMnPO4 tomados com polarização X(ZY)X  e 
X(YY)X  para temperaturas próximas de 6K e o espectro Raman de ajuste teórico de dois mágnons nas 
respectivas polarizações para as constantes de troca fornecidas pelo espalhamento de nêutrons obtidos 
pela tabela 5.1 [Extraído da ref. 17]. 
 
 
Devido à complexidade das equações utilizadas no fitting para a dispersão de 
mágnons, que possuem dependências não lineares com os seus parâmetros, existe um 
grande número de possibilidades de parâmetros que ajustam estas curvas de dispersão 
de mágnons sem alteração significativa no comportamento da curva obtida. Desta 
maneira, a idéia seria utilizar a espectroscopia Raman de maneira a auxiliar as medidas 
obtidas com espalhamento de nêutrons na identificação dos parâmetros de troca e de 
anisotropia fazendo um ajuste simultâneo e em conjunto das curvas de dispersão de 
mágnons com o espectro Raman polarizados em X(ZY)X  e X(YY)X . Um algoritmo 
heurístico de fitting chamado “simulated annealing” foi utilizado para obter os novos 
parâmetros que fitam as medidas de espalhamento de nêutrons e de espectroscopia 
Raman. Este método esta detalhado no apêndice A. 
As tabelas 5.2 destacam as mudanças nos parâmetros que determinam o 
Hamiltoniano do sistema com a realização do ajuste simultâneo. 
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Tabelas 5.2: À esquerda temos a tabela com os parâmetros de troca e termos de anisotropia obtidos com o 
experimento de espalhamento de nêutrons e à direita os parâmetros de constante de troca e termos de 
anisotropia obtidos com o ajuste simultâneo de espalhamento de nêutrons e espectroscopia Raman 
polarizada em X(ZY)X  e X(YY)X  com o método de simulated annealing [Parâmetros extraídos da 
ref. 4]. 
 
Realizando comparações dos espectros teóricos obtidos com esses novos 
parâmetros com os dados experimentais, verifica-se que os novos parâmetros fitam os 
dados de ambos os experimentos com grande precisão. As figuras 5.7 e 5.8 mostram a 
grande precisão dos novos parâmetros para descrever ambos os experimentos de 
espalhamento de nêutrons e de espectroscopia Raman polarizada. 
 
Figu
ra 5.7: Espectros Raman do composto de LiMnPO4 tomados com polarização X(ZY)X  e X(YY)X   
para temperaturas próximas de 6K e o espectro Raman de ajuste teórico de dois mágnons nas respectivas 
polarizações para as constantes de troca fornecidas pelo espalhamento de nêutrons obtidos pela tabela 6.1 
atualizada [Extraído da ref. 17]. 
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Figura 5.8: (a) Curvas de dispersão de mágnons para os parâmetros obtidos com espalhamento de 
neutrons da tabela 5.1 e as (b) curvas de dispersão de mágnons para os parâmetros obtidos com o ajuste 
simultâneo de fitting do simulated annealing da tabela 5.2[Extraído da ref. 17]. 
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6  Metodologia experimental 
 
6.1 Espectroscopia Raman Experimental utilizada 
 
Será descrito neste capítulo a montagem experimental utilizada no laboratório de 
Espectroscopia do Grupo de Propriedades Ópticas e Magnéticas de Sólidos (GPOMS) 
com equipamento específico para realizar medidas de espectroscopia Raman polarizada 
em materiais a temperaturas de até 4K e aplicação de campo magnético de até 6 T.  
Foi empregado um laser de gás de argônio e kriptônio como fonte de fótons e 
utilizados dois comprimentos de ondas diferentes, de modo que as cavidades 
ressonantes do laser foram alinhadas para o azul, λ=488nm, e verde, λ=514nm, em 
momentos distintos e tendo uma potência média de saída do feixe de luz após passar 
pelo monocromador de 40mW para a linha verde e de 14mW para a linha azul do 
argônio. 
Um equipamento criostato magneto supercondutor com janelas ópticas, com 
numeração 9657 da marca Janis e que possui recipientes apropriados para armazenar 
nitrogênio e hélio liquido, foi utilizado para realizar a diminuição de temperatura e 
aplicação de campo magnético na amostra. Antes de adicionar os líquidos criogênicos 
no equipamento faz-se necessário criar um isolamento térmico desses líquidos do 
ambiente e isto é feito colocando entre estes uma região de alto vácuo que é produzida 
com a utilização de uma bomba mecânica acoplada a uma bomba turbo molecular. Após 
obter o alto vácuo na câmara isolamento térmico, pode-se transferir nitrogênio líquido 
com uma mangueira de borracha para o recipiente apropriado, que é utilizado para 
termalizar o sistema até a temperatura de aproximadamente 77K. O manual de 
instruções da fabricante [46] sugere que a termalização com nitrogênio deve ocorrer por 
vários dias para que não haja perdas muito significativas na transferência de hélio 
líquido para sua câmara característica. Foram realizadas em nosso laboratório 
termalizações com nitrogênio líquido com períodos entre 3 e 7 dias e as diferenças de 
perdas de hélio líquido foram pouco significativas. A transferência de hélio líquido é 
feita com uma linha de aço com baixa condutividade térmica específica para 
transferência deste tipo de líquido criogênico para um recipiente que possui uma bobina 
super condutora em sua parte inferior. Para utilizar o equipamento com aplicação de 
campo magnético faz-se necessário que os níveis de hélio líquido estejam elevados 
(acima de 40% da capacidade total) para que a bobina do equipamento, que é 
supercondutora a temperaturas inferiores a 10K [46], esteja imersa no hélio líquido e 
com a aplicação de uma corrente elétrica nesta bobina é possível produzir um campo 
magnético permanente nas amostras no interior do criostato, enquanto a bobina 
permanecer supercondutora. 
O controle da temperatura é feito mediando a abertura de uma válvula agulha, 
que controla o fluxo de saída de hélio a baixa pressão sobre a amostra, e utilizando um 
medidor de temperatura CERNOX CX-1050-CU-1.4L ao lado da amostra associado a 
um controlador de temperatura Lakeshore C340, que controla uma corrente em uma 
resistência que fica ao lado da saída do fluxo de hélio para a amostra. 
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O equipamento foi montado de modo que o feixe de luz tem o caminho óptico 
destacado na figura 6.1. O feixe de luz sai de um dispositivo de produção de laser de 
íons argônio e kriptônio passando por um monocromador, utilizado para separar 
comprimentos de onda de luz indesejados, e em seguida o feixe de luz sofre reflexão por 
espelhos, que são usados para alterar a sua trajetória, passando dentro de uma íris 
óptica, que é usada em conjunto com o monocromador para ajudar na eliminação de 
linhas de plasma próximas ao comprimento de onda do laser, e em seguida passando por 
lentes convergentes, que focalizam o feixe, e que é refletido por mais um espelho, 
levando o feixe de luz para a amostra que estava no meio do criostato magneto 
supercondutor, que é utilizado para a diminuição da temperatura e aplicação de campo 
magnético na amostra. O feixe de luz espalhado pela amostra é coletado, em boa parte, 
por uma lente convergente que focaliza e leva o feixe com um diâmetro entre 100μm e 
200μm para o espectrômetro Jobin Yvon T64000 que possui três grades de difração de 
1800 ranhuras/mm, de modo a filtrar e eliminar o espalhamento elástico do laser 
incidente e dispersar o sinal inelástico, para, em seguida, ser levado para um detector 
charged-coupled-device (CCD), resfriado com nitrogênio líquido, onde é coletado, 
interpretado e passado a um software chamado LabSpec, que nos fornece o espectro 
Raman e é utilizado para a análise dos dados no capítulo 7. 
 
 
 
Figura 6.1: Esquema da montagem experimental, em azul claro temos as lentes de focalização, em verde a 
íris, em vermelho polarizadores e em laranja a representação da amostra que recebe o feixe de onda de luz 
incidente. 
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Figuras 6.2: Fotos da montagem experimental utilizada e que foi representada na figura 6.1. Foi passado 
uma linha azul para representar o caminho óptico do laser até incidir sobre a amostra e uma linha roxa do 
feixe de luz espalhado e que contém as informações do espectro Raman. 
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6.2 Síntese de monocristais de LiMPO4 (M=Ni,Co) 
 
O método de crescimento de monocristais de LiMPO4 (M=Mn,Fe,Co,Ni) 
utilizado pelo nosso colaborador David Vaknin é o método convencional de 
crescimento de cristais por fluxo de LiCl descrito por Fomin et al. [47,48]. Há muitas 
variantes experimentais para o crescimento destes cristais tendo como possibilidades as 
seguintes reações químicas possíveis para a formação dos ortofosfatos de lítio. 
 
2 4 2 4 3 4 4 3 2M(OH) NH H PO Li PO LiMPO NH H O    
           
(6.2.1)
 
3 4 2 3 4 4M (PO ) Li PO 3LiMPO 
     
(6.2.2)
 
2 3 4 4MCl Li PO LiMPO 2LiCl  
       
(6.2.3)
 Para a formação dos cristais de LiCoPO4 e LiNiPO4 empregados em nosso 
estudo foi utilizada a reação química destacada em 6.2.3 com fluxo de LiCl, permitindo 
a obtenção de monocristais com alta pureza e tamanho suficiente para realizar medidas 
de espalhamento de nêutrons e espectroscopia Raman.  
Os cristais foram previamente orientados em seus eixos cristalográficos a,b,c da 
célula unitária ortorrômbica característica e no caso do LiNiPO4 foi cortado de maneira 
que suas dimensões nestes eixos ficaram de aproximadamente 0,5mm, 2mm e 3mm, 
respectivamente. A figura 6.3 destaca as amostras de ortofosfatos de lítio que foram 
utilizadas para medição de seus espectros Raman com um detalhamento tridimensional 
da amostra de LiNiPO4. 
 
 
Figuras 6.3: Na foto (a) está o recipiente colocado no interior do criostato com as amostras de LiNiPO4, à 
esquerda e em amarelo, e a amostra de LiCoPO4 , ao meio e uma amostra de silício, à direita. Nesta 
mesma imagem está destacada, também, as direções dos eixos cristalinos destes compostos, em vermelho 
para a amostra de LiNiPO4 e em azul para a amostra de LiCoPO4. Na foto (b) estão destacadas as 
dimensões da amostra de LiNiPO4 utilizada em nossas medidas experimentais. 
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7 Resultados e análise 
 
 7.1 Introdução 
 
 Neste capítulo são mostrados e analisados os dados obtidos utilizando a técnica 
de espectroscopia Raman para as amostras de LiCoPO4 e LiNiPO4 realizadas em 
laboratório e que teve sua teoria descrita principalmente nos capítulos 4 e 5 e a 
metodologia experimental no capítulo 6.  
 Como descrito anteriormente, os picos vistos no espectro Raman da amostra 
seriam indicadores de energia absorvida dos fótons incidentes do laser e que são 
transferidos devido às diferentes energias dos modos de excitações da amostra, sendo 
específicos para cada tipo de composto. Sabe-se também, como visto no capítulo 5, que 
em temperaturas suficientemente baixas pode-se utilizar o espalhamento Raman para a 
indução e observação de mágnons. 
 Mais especificamente, seguindo a idéia do estudo realizado pelo nosso grupo de 
pesquisa que utilizou espectroscopia Raman polarizada em conjunto com espalhamento 
de nêutrons para o composto de LiMnPO4 [4,17] espera-se observar espectros Raman 
polarizados com picos devido à excitação de dois mágnons para os outros compostos de 
ortofosfato de lítio. Essa idéia pode ser verificada realizando simulações dos espectros 
teóricos de dois mágnons com os parâmetros das constantes de troca adquiridos dos 
artigos de espalhamento de nêutrons para estes compostos [12,17,37]. 
 Com o intuito de analisar e utilizar em conjunto os dados de ambos os 
experimentos utiliza-se um método computacional heurístico de ajuste chamado 
simulated annealing para determinar novos parâmetros de constante de troca e termos de 
anisotropia com a utilização dos dados de ambos os experimentos, espalhamento de 
nêutrons e Raman. Simulações do espectro Raman devido a dois mágnons para as 
constantes de troca obtidas com o espalhamento de nêutrons [17] podem ser comparadas 
com o espectro Raman experimental para determinar os picos devido à excitação de 
dois mágnons. 
 
 7.2 Medidas experimentais 
 
 Buscamos, primeiramente, obter os espectros Raman experimentais para as 
amostras de LiCoPO4 e LiNiPO4. A idéia seria reproduzir o estudo feito para os 
compostos de LiMnPO4 mostrado no capítulo 6 e analisar a indução de dois mágnons 
que deveria ocorrer nestes materiais para obter novos parâmetros de constante de troca e 
termos de anisotropia.  
 Sabe-se da teoria vista no capítulo 5 que o espectro Raman de amostras de um 
mesmo composto com quantidade insignificante de defeitos, realizados a uma mesma 
temperatura e com orientações específicas devem ter formatos parecidos. No caso das 
amostras dos compostos de LiMPO4 (M=Mn,Ni,Co) já existem estudos dos espectros 
Raman desses compostos realizados com a utilização de laser He-Ne vermelho (632,8 
nm) que podem ser verificados na literatura [48,49] mas não houve estudos destes 
73 
 
materiais com espectroscopia Raman com a aplicação de Campo magnético e com foco 
na observação e estudo da indução de mágnons devido ao espalhamento Raman 
polarizado. A aplicação de Campo magnético é de grande importância pois o pico 
devido a dois magnons descrito por Fleury-Loudon não deve se deslocar com a 
aplicação de campo magnético na direção de alinhamento dos spins. 
 Conforme mencinado anteriormente, obtivemos amostras de LiCoPO4 e 
LiNiPO4 crescidas e orientadas pelo grupo de pesquisa do nosso colaborador e professor 
David Vaknin. Inicialmente, foram feitas medidas com as amostras de LiCoPO4 e 
LiNiPO4 e feitas comparações destas medidas com a literatura [48,49] de modo a 
verificar se as amostras estavam precisamente orientadas conforme especificado pelo 
nosso colaborador. 
 
7.3 Os espectros Raman para os compostos LiMPO4 
 
Como foi descrito anteriormente, os compostos de LiMPO4 (M= Ni, Co, Fe, Mn) 
são constituídos por uma estrutura cristalina ortorrômbica com grupo espacial Pnma e 
seguindo a teoria de grupo destes compostos [9,48-50], na representação irredutível 
vibracional 
vib
 
do grupo de ponto D2h temos 
vib g 1g 2g 3g u11A 7B 11B 7B 10A      1u 2u 3u14B 10B 14B   , sendo verificados 84 
modos normais de vibração possíveis. Somente 36 modos ópticos são Raman ativos 
com Raman g 1g 2g 3g11A 7B 11B 7B      e esses modos ópticos Raman ativos são os 
fônons que podem ser medidos com espectroscopia Raman. As coordenadas de 
polarização X, Y e Z se referem aqui aos eixos cristalográficos a,b e c, respectivamente, 
da célula unitária dos compostos de ortofosfato de lítio.  
 
7.3.a Medidas com a amostra de LiNiPO4 
 
 A figura 7.1 mostra as medidas iniciais de espalhamento Raman realizadas 
dentro do criostato magneto supercondutor para as amostra de LiNiPO4 em polarização 
X(ZY)X  e X(ZZ)X  de modo que podemos compará-las com as medidas feitas por 
Fomin et al. [48]. Nota-se, analisando as medidas nas polarizações X(ZZ)X  e X(ZY)X  
e comparando com os espectros obtidos pela referência [48] que os picos devido às 
excitações de fônons são correspondentes, tendo somente pequenas diferenças em 
poucos picos na polarização X(ZY)X  para os deslocamentos Raman de 650 e 1070cm
-1
  
sendo oriundo de um vazamento de excitação de fônon da polarização X(ZZ)X . Nota-
se também na região de deslocamento Raman entre 30 e 100 cm
-1
 picos 
presumivelmente de origem magnética para ambas as polarizações medidas, que são 
verificados somente em temperaturas abaixo da temperatura de transição de fase 
magnética de 21K para as amostra de LiNiPO4. Estas medidas foram feitas com 2 horas 
de aplicação de um feixe incidente de laser verde do argônio (λ=514,5nm) motivando 
medições com mais tempo de medida e com análise mais detalhada. 
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Figuras 7.1: Em cima, espectros Raman do composto de LiNiPO4 tomados em polarização X(ZZ)X  (a) e 
X(ZY)X  (b) para temperaturas de 8K  e 30K, obtidos com feixe da linha verde do argônio e em baixo os 
espectro Raman polarizados observados por Fomin et al. [48].  
 
 
Medidas de espalhamento Raman para as amostra de LiNiPO4 com polarização 
X(ZY)X  e X(ZZ)X  a temperaturas de 7K com e sem aplicação de campo magnético 
na direção x e em temperatura de 30K, acima da temperatura de transição magnética, 
foram realizadas com 8 horas de aplicação de feixe incidente de 12mW de potência de 
luz verde do argônio (λ=514,5nm) são mostradas nas figuras 7.2 e 7.3. O pico 
observado com deslocamento Raman próximo de 83cm
-1
 pode ser oriundo de linhas de 
plasma da utilização de luz verde do argônio. 
Analisando a figura 7.2, do espectro Raman polarizado na direção X(ZY)X
 para a amostra de LiNiPO4, foram observados os modos normais B3g de vibração de 
fônons e picos devido a ordenamento magnético com deslocamento Raman de 37cm
-1
, 
60cm
-1
 e 67cm
-1
 que não foram observados a temperaturas acima da temperatura de 
transição de fase do material. Não foram notados deslocamentos dos picos magnéticos 
com a aplicação de campo magnético de 6T no espectro Raman. 
Examinando a figura 7.3, do espectro Raman polarizado na direção X(ZZ)X
 para a amostra de LiNiPO4, foram observados os modos normais Ag de vibração de 
fônons e dois picos devido a ordenamento magnético muito intenso em 68cm
-1
 e outro 
menor em 60cm
-1
. Neste caso também não foram observados deslocamentos dos picos 
magnéticos devido a aplicação de campo magnético de 6T no espectro Raman, dentro 
de nossa resolução. 
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Figura 7.2: Espectros Raman de LiNiPO4 tomados em polarização X(ZY)X  para T = 7 K com e sem 
aplicação de campo magnético na direção x, e a T = 30 K sem aplicação de campo. Uma expansão dos 
espectros próxima à região de espalhamento magnético é apresentada no canto superior direito. O 
background foi parametrizado por um polinômio de grau 4 e retirado nas imagens apresentadas. ** 
Posição esperada para uma excitação de plasma da luz verde do Ar
+
. 
 
Figura 7.3: Espectros Raman de LiNiPO4 tomados em polarização X(ZZ)X  para T = 7 K com e sem 
aplicação de campo magnético na direção x, e a T = 30 K sem aplicação de campo. Uma expansão dos 
espectros próxima à região de espalhamento magnético é apresentada no canto superior direito. O 
background foi parametrizado por um polinômio de grau 4 e retirado nas imagens apresentadas. ** 
Posição esperada para uma excitação de plasma da luz verde do Ar
+
. 
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Foram tomados espectros Raman em polarização X(ZY)X  a temperaturas 
abaixo da temperatura de transição de fase magnética (TN≈21K) com 2 horas de 
aplicação de feixe incidente de 12mW de potência de luz verde do argônio (λ=514,5nm) 
em diferentes valores de campo magnético, mostrados na Figura 7.4, com objetivo de 
verificar se o campo magnético na direção x produzia alterações no espectro Raman 
para esta polarização. Analisando a figura 7.4, são observados os modos normais de 
fônons B3g previstos para esta polarização e os picos de ordenamento magnético, 
ressaltados na figura 7.2, e foi observado uma possível pretuberância na região de 
250cm
-1
 do espectro quando aplicado campo de 4T, que deve ser causado por uma 
mudança do ponto focalizado do feixe incidente na amostra, que não é perfeitamente 
lisa e pode ter vazamento de polarizações diferentes de X(ZY)X  localmente. Os outros 
picos não sofreram alterações significativas no espectro com a aplicação de campo 
magnético.  
       
Figura 7.4: Espectros Raman de LiNiPO4 tomados em polarização  X ZY X  a temperatura baixas em 
função de um de campo magnético aplicado na direção x. O background das medidas foi parametrizado 
por um polinômio de grau 4 e retirado nas imagens apresentadas. ** Posição esperada para uma excitação 
de plasma da luz verde do Ar
+
. 
 
 
Fizemos medidas em polarização X(ZY)X  com a linha azul (λ=488,0nm) do 
argônio com 4 horas de aplicação de feixe incidente de 14mW destacadas na figura 7.5 
para esclarecer o comportamento dos picos de origem magnética para esta polarização e 
mostrar que o pico em 83cm
-1
 observado na figuras 7.2 e 7.4 não produzem 
espalhamento Raman devido a excitações magnéticas e que o pico observado nesta 
região é devido a plasma na linha verde (λ=514,5nm) do argônio.  
O feixe de linha azul não foi muito utilizado pois além da potência do feixe 
incidente da linha azul ser inferior ao da linha verde, foi verificado experimentalmente 
que o seu espectro tinha intensidade 10 vezes menor que o espectro obtido com a linha 
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verde e este possui um pico devido a plasma em aproximadamente 38cm
-1
, ficando 
exatamente na mesma localização do deslocamento Raman de um dos picos originados 
devido à excitações magnéticas.  
 
 
Figura 7.5: Espectros Raman de LiNiPO4 próximo à região de espalhamento devido a excitações 
magnéticas, obtido com a linha azul do argônio, e com polarização  X ZY X  para a temperatura de 
aproximadamente  7 K com e sem aplicação de campo magnético na direção x. ** Posição esperada para 
uma excitação de plasma da luz azul do Ar
+
. 
 
7.3.b Medidas com a amostra de LiCoPO4 
 
A figura 7.6 mostra as medidas iniciais de espalhamento Raman feitas com porta 
amostra exposto ao ambiente para as amostra de LiCoPO4 em polarização X(ZY)X  e 
X(YY)X  de modo que podemos compará-las com as medidas feitas por Fomin et al. 
[48]. Nota-se, analisando e comparando os espectros medidos com os espectros obtidos 
pela referência que foram observados os mesmos modos normais B3g de vibração de 
fônons para a polarização na direção X(ZY)X  e os modos normais Ag de vibração de 
fônons
 
para a polarização na direção X(YY)X  tendo correspondência nas excitações de 
fônons apesar de que os picos observados estarem um pouco deslocados e com 
intensidades diferentes, que devem ser devido à grande diferença de temperatura entre 
as medidas. Considerando a busca em estudar e observar as excitações magnéticas do 
composto de LiCoPO4, faz-se necessário esfriar o material a uma temperatura inferior a 
sua temperatura de transição de fase magnética de 21,8K motivando a realização de 
novas medidas e com análise mais detalhadas. 
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Figuras 7.6: Em cima, espectros Raman polarizados do composto de LiCoPO4 tomados em polarização 
 X ZY X  e  X YY X  para a temperatura de 297K, obtidas em laboratório com feixe da linha verde do 
argônio e na parte inferior medidas com polarização  X ZY X  e  X YY X a temperatura de 10K 
observados por Fomin et al. [49]. 
 
Medidas de espalhamento Raman para as amostra de LiCoPO4 em polarização 
X(ZY)X  e X(YY)X  a temperaturas de 8 e 30K foram realizadas com 4 horas de 
aplicação de feixe incidente de 40mW de potência de luz verde do argônio (λ=514,5nm) 
são mostradas nas figuras 7.7 e 7.8. Nota-se que estas medidas não tiveram uma relação 
sinal/ruído satisfatória. 
 
Figuras 7.7: Espectros Raman das amostras de LiCoPO4 em polarizações  X ZY X  com temperaturas de 
8 e 30K. Podemos ver em destaque, à direita, os picos extras encontrados a temperaturas abaixo da 
temperatura de transição magnética. O background foi parametrizado por um polinômio de grau 4 e 
retirado nas imagens apresentadas. 
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Figuras 7.8: Espectros Raman das amostras de LiCoPO4 em polarizações  X YY X  com temperaturas de 
8 e 30K. Podemos ver em destaque, à direita, os picos extras encontrados a temperaturas abaixo da 
temperatura de transição magnética. O background foi parametrizado por um polinômio de grau 4 e 
retirado nas imagens apresentadas. 
 
Analisando a figura 7.7 nota-se que estas medidas do espectro Raman polarizado 
em direção X(ZY)X  da amostra de LiCoPO4 teve um sinal e ruído da mesma ordem de 
intensidade para os menores picos dos espectros.  Verifica-se também que estas medidas 
para a faixa de espectro entre 20 e 720cm
-1
 não estão bem polarizadas pois há 
surgimento de picos oriundos de outras polarizações como o pico intenso em torno de 
640cm
-1
 que deve ser oriundo de fônons em polarização X(ZZ)X . Foram observados 
alguns picos que devem ser associados a excitações magnéticas em 48 e 210cm
-1
 que 
somente foram observados com temperaturas inferiores a TN=21,8K.  
Examinando a figura 7.8 do espectro Raman supostamente polarizado na direção 
X(YY)X
 
para a amostra de LiCoPO4, pode-se notar o mesmo problema verificado na 
figura 7.7, mesma ordem de intensidade do sinal e do ruído e verifica-se que estas 
medidas também não estão bem polarizadas pois há picos oriundos de outras 
polarizações como por exemplo os pico em torno de 120 e 325cm
-1
 que devem ser de 
polarização na direção X(ZY)X . Foi notado mais uma vez um pico associado a 
ordenamento magnético em torno de 210cm
-1
 para temperaturas inferiores a temperatura 
de transição de fase magnética. Infelizmente, como a ordem do sinal e do ruído são 
próximas pouco pode-se concluir a respeito destas excitações.  
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7.4 Simulações e análise 
 
7.4.a Análise dos dados do composto LiNiPO4 
 
Obtivemos primeiramente os dados de dispersão de mágnons obtidos com o 
espalhamento inelástico de nêutrons para a amostra de LiNiPO4 verificados na literatura 
[12]. 
 
 
Figura 7.9: Os pontos em azul são medidas da dispersão de mágnons ao longo das seguintes três direções 
da Zona de Brillouin (figuras (a): (q; 1; 0), (b): (0; q; 0) e (c): (0; 1; q)). As curvas em azul e o tracejado 
em vermelho são, respectivamente, as curvas de dispersão de mágnons para o ramo positivo e para o ramo 
negativo de autoenergias obtidos com os parâmetros das constantes de troca descritos na ref. 12. 
 
Realizando um ajuste destes dados de espalhamento inelástico de nêutrons pelo 
método de mínimos quadrados utilizando as equações 5.2.20 e os parâmetros de troca e 
anisotropia como parâmetros livres de ajuste, os autores da Ref. 12 obtiveram os 
resultados listados na Tabela 7.1 
 
          
Tabela 7.1: Parâmetros de troca obtidos com o fitting de dispersão de mágnons com o espalhamento de 
nêutrons[2] e ao lado uma figura representativa destes parâmetros. 
 
Utilizando os parâmetros obtidos na tabela 7.1 em conjunto com as equações 
5.4.7, 5.4.8, 5.4.12 e 5.5.1 é possível obter as simulações mostradas na figura 7.10 dos 
espectros Raman polarizados devido às excitações de dois mágnons. 
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Figura 7.10: Espectros Raman calculados para excitações por dois mágnons nas configurações X(ZZ)X , 
X(ZY)X e X(YY)X para o composto de LiNiPO4 segundo a teoria de Fleury-Loudon (Eqs. 5.4.7, 
5.4.8, 5.4.12), utilizando as constantes magnéticas listadas na Tabela 7.1 
  
 
A figura 7.11 mostra em conjunto as medidas experimentais do espectro Raman 
polarizado em X(ZZ)X  e as simulações do espectro Raman teórico devido à excitação 
de dois mágnons para a polarização X(ZZ)X . Verifica-se, analisando esta figura, a 
proximidade do pico de maior intensidade do espectro Raman experimental em 
polarização X(ZZ)X , encontrado em 67cm
-1
, do pico mais intenso do espectro Raman 
teórico devido os parâmetros da tabela 7.1  na posição de 72cm
-1
, inferindo que este 
pico do espectro experimental é possivelmente causado pela excitação de dois mágnons. 
Isto pode ocorrer devido a ambigüidades e complexidades das equações envolvidas 
5.2.20 e 5.4.4. A simulação determinou que além do pico principal em torno de 72cm
-1
, 
há também outros dois picos em torno de 85e 98cm
-1
 com metade e um quarto, 
respectivamente, da intensidade do mais intenso e que não foram claramente observados 
no espectro Raman experimental. 
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Figura 7.11: Espectros Raman de LiNiPO4 medidos com a linha verde do argônio tomados na polarização 
X(ZZ)X  para a temperatura de 7K e o espectro Raman teórico devido à excitação de dois mágnons em 
polarização X(ZZ)X   para as constantes de troca da tabela 7.1. A região apagada perto de 83cm
-1
 se 
refere à posição de pico plasma da linha verde do argônio. 
 
Figura 7.12: Espectros Raman experimental do composto LiNiPO4 em polarizações X(ZZ)X  
e 
X(ZY)X  para temperatura de 7K, mostrados nas figuras 7.2 e 7.3. A região apagada perto de 83cm
-1
 se 
refere à posição de pico plasma da linha verde do argônio utilizada na medição. 
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Como mencionado anterior, foram encontrados picos devido ao ordenamento 
magnético da amostra de LiNiPO4 no espectro Raman polarizado em X(ZY)X  nas 
posições  37cm
-1
, 60cm
-1
 e 67cm
-1
 e em X(ZZ)X  na posição de 68cm
-1
. A figura 7.12 
compara o comportamento dos espectros Raman polarizados em X(ZZ)X  e 
X(ZY)X destacando o pico próximo a 67cm
-1
 como sendo o único sinal associado à 
temperatura de ordenamento magnético que está presente em ambas as polarizações. Foi 
mostrado na seção 5.4 e pode ser observado na figura 7.12 que os espectros com 
polarização X(ZZ)X  e X(ZY)X  devem possuir a mesma forma e posição de picos 
devido à excitação de dois mágnons, conforme destacado nas equações 5.4.4. Desta 
maneira, o único pico presente em ambos os espectros que deve ser provocado devido à 
excitação de dois mágnons é o pico próximo de 67 a 68cm
-1
 sendo os outros picos em 
37cm
-1
 e 60cm
-1
 possivelmente oriundos de excitações de outra natureza, ainda a ser 
determinada. Apoiados por esta conclusão, podemos utilizar o espectro Raman 
experimental com polarização X(ZZ)X em baixas frequências (< 100 cm
-1
) e 
temperaturas (< 10K) como novos dados que podem ser utilizados para fazer um ajuste 
simultâneo com as medidas de dispersão de nêutrons para obter novos parâmetros de 
constante de troca e de anisotropia. 
Desta forma, seguindo a mesma idéia que foi utilizada para determinar 
parâmetros magnéticos mais apropriados para o composto de LiMnPO4 descrita no 
capítulo 6, utilizamos as medidas do espectro Raman polarizado em X(ZZ)X  para a 
amostra de LiNiPO4 em conjunto com as medidas de dispersão de mágnons, para este 
mesmo composto, utilizando o método de simulated annealing (Apêndice A) para 
determinar novas constantes de troca e termos de anisotropia. Os parâmetros obtidos são 
mostrados na tabela 7.2 e com estas novas constantes foi possível realizar novas 
simulações dos espectros Raman polarizados devido às excitações de dois mágnons 
conforme mostrado na figura 7.13. 
 
          
Tabela 7.2: Parâmetros de troca obtidos com o fitting em conjunto da dispersão de mágnons do paper de 
espalhamento de nêutrons e das medidas feitas com espalhamento Raman polarizado na direção ZZ na 
região de Raman Shift dos dois mágnons. 
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Figura 7.13: Espectros Raman calculados para excitações por dois mágnons nas configurações X(ZZ)X , 
X(ZY)X e X(YY)X para o composto de LiNiPO4 segundo a teoria de Fleury-Loudon, utilizando os 
parâmetros listados na tabela 7.2. 
 
 Na figura 7.14 são mostrados quais e como foram utilizados os dados 
experimentais do espectro Raman com polarização em X(ZZ)X , desconsiderando o 
pico em 60cm
-1
, já que este pico não deve ser provocado devido a excitação de dois 
mágnons, e foi também desconsiderada a região perto de 83cm
-1
, em que há um pico 
devido ao plasma do laser da linha verde do argônio.  
 
Figura 7.14: Espectros Raman experimentais polarizados em X(ZZ)X  em azul, e o espectro Raman 
teórico para excitações por dois mágnons na direção X(ZZ)X  para as constantes da tabela 7.2 em 
vermelho e os dados considerados para realizar o fitting e obter os dados da tabela 7.2. 
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 A figura 7.15 mostra a dispersão de mágnons nas diferentes direções da rede 
recíproca para o composto de LiNiPO4 e como estas se mostram praticamente 
inalterados com obtenção dos novos parâmetros da tabela 7.2 como era de se esperar. 
 
 
 
Figura 7.15: Dispersão de mágnons para os parâmetros da tabela 7.1 em preto e para a tabela 7.2 em 
vermelho; 
 
 
7.4.b Análise dos dados do composto LiCoPO4 
 
Seguindo o mesmo raciocínio para o composto de LiNiPO4, os dados de 
dispersão de mágnons devido ao espalhamento inelástico de nêutrons para a amostra de 
LiCoPO4 foram obtidos na literatura [37]. 
 
Figura 7.16: Os pontos em preto são medidas da dispersão de mágnons ao longo das seguintes três 
direções da Zona de Brillouin (figuras (a): (q; 1; 0), (b): (0; q; 0) e (c): (0; 1; q)). As curvas em preto e o 
tracejado em vermelho são, respectivamente, as curvas de dispersão de mágnons para o ramo positivo e 
para o ramo negativo de autoenergias obtidos com os parâmetros das constantes de troca descritos na ref 
37. 
 
 
Realizando as simulações dos espectros Raman polarizados teóricos obtemos os 
espectros Raman mostrados a seguir: 
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Tabela 7.3: Parâmetros de troca obtidos com o fitting de dispersão de mágnons com o espalhamento de 
nêutrons para amostra de LiCoPO4 [37] e ao lado uma figura representativa destes parâmetros. 
 
 
Figura 7.17: : Espectros Raman calculados para excitações por dois mágnons nas configurações 
X(ZZ)X , X(ZY)X e X(YY)X para o composto de LiCoPO4 segundo a teoria de Fleury-Loudon, 
utilizando os parâmetros listados na tabela 7.3. 
 
Infelizmente, os dados experimentais de espectroscopia Raman obtidos para a 
amostra de LiCoPO4 neste trabalho não tiveram sinal suficiente para identificar as 
componente devido ao espalhamento de dois mágnons de forma a compará-lo com a 
simulação mostrada na Figura 7.16. Já os resultados publicados por Fomin et al. [49]  a 
baixas temperaturas, e que estão destacados na figura 7.17, mostra picos adicionais para 
a polarização X(ZY)X  em 45 e 75cm
-1
, que poderiam ser produzidos devido a 
espalhamento de excitação de dois mágnons. Entretanto, este sinal parece não coincidir 
com o espectro simulado da Figura 7.16. Esta aparente discrepância pode ser um ponto 
de partida para estudos futuros mais detalhados no composto LiCoPO4. 
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Figura 7.18: Espectros Raman de LiCoPO4 polarizados em X(ZZ)X , X(ZY)X e X(YY)X  a baixa 
temperatura obtidos pela literatura [49]. 
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8 Conclusões 
 
O principal foco desta tese de mestrado era inicialmente identificar com 
espalhamento Raman a existência de excitações magnéticas de dois mágnons previstos 
pela teoria de Fleury-Loudon nos compostos de LiMPO4 (M=Ni,Co). Desta maneira, 
medidas de espectroscopia Raman polarizada a baixas temperaturas foram realizadas em 
laboratório para as amostras de LiNiPO4 e LiCoPO4, porém, somente as medidas para o 
composto de níquel conseguiram sinal bom o suficiente para uma análise e identificação 
dos picos do espectro Raman polarizado devido à excitação de dois mágnons. Foi 
identificado o pico devido a excitação de dois mágnons, com deslocamento Raman na 
posição de aproximadamente 67cm
-1
, para o espectro Raman polarizado em X(ZZ)X  e 
X(ZY)X  seguindo a teoria de Fleury-Loudon. 
Devido a alta complexidade das equações e ao elevado número de parâmetros a 
serem determinados para o modelo de Heisenberg utilizado para descrever o sistema 
medidas de espalhamento de nêutrons para o composto de LiNiPO4 obtidos pela ref. 12 
foram utilizadas em conjunto com as nossas medidas de espalhamento Raman 
polarizado com o aúxilio de um método de ajuste de simulated annealing para 
determinar parâmetros do modelo de Heisenberg que ajustam as medidas de dispersão 
de mágnons obtidas com espalhamento de nêutrons e os espectros Raman polarizados 
para as medidas com espalhamento Raman. 
Verificou-se também, observando o espectro Raman polarizado em X(ZY)X  
para a amostra de LiNiPO4, a excitação de dois outros picos relacionados ao 
ordenamento magnético que devem ter origens distintas das excitações devido a 
excitações de um ou mais mágnons, já que não estavam presentes nas medidas do 
espectro Raman com polarização em X(ZZ)X . A natureza destes picos ainda não foi 
determinada, podendo estar associada a novos fônons causados por uma quebra de 
simetria na fase magnética causada por ordenamento orbital dos elétrons 3d do Ni, ou 
mesmo associados diretamente a excitações orbitais (órbitons).  
Infelizmente, as medidas experimentais dos espectros Raman obtidos para a 
amostra de LiCoPO4 na linha de 514.0 nm do argônio tiveram sinal insuficiente para 
identificar as componente devido ao espalhamento de dois mágnons. Fomin et al. [49] 
publicou medidas de espectros Raman a baixas temperaturas, e foram observados picos 
próximos de 45 e 75cm
-1
 para a polarização X(ZY)X , que poderiam ser produzidos 
devido a espalhamento de excitação de dois mágnons mas este sinal parece não 
coincidir com os espectros simulados com os parâmetros obtidos com as medidas 
espalhamento de nêutrons para este composto [37]. Esta discrepância é motivadora para 
que haja estudos mais detalhados para o composto de LiCoPO4 no futuro. 
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Apêndice A: Simulated annealing 
 
A.1 Introdução 
 
O simulated annealing (SA) é um método probabilístico e metaheurístico que é 
utilizado para obter soluções aproximadas de problemas de minimização ou 
maximização de funções. A idéia no desenvolvimento deste método é baseada no 
recozimento de materiais que é utilizado em metalurgia quando se quer resfriar um 
material de modo que este possua o maior tamanho de cristais e com menor quantidade 
de defeitos possíveis e a maneira de se obter isto seria realizando um resfriamento lento 
e controlado [51]. Como algoritmo para encontrar a solução de problemas de otimização 
o método de SA interpreta o resfriamento lento como uma diminuição lenta na 
probabilidade de aceitar soluções piores, uma vez que explora o espaço de soluções 
possíveis de maneira a aceitar também soluções piores durante o processo, dadas certas 
restrições. A aceitação de soluções piores é uma propriedade fundamental dos métodos 
metaheurísticos porque permite uma varredura mais extensa no espaço de soluções de 
forma que ao utilizar outros métodos mais convencionais como a busca de força bruta e 
o método do gradiente estes poderiam levar a soluções de mínimos locais. A varredura 
no espaço de soluções é feita de forma aleatória e por isso é necessário que os 
parâmetros utilizados no algoritmo estejam de acordo com a forma da função a ser 
otimizada para que não haja excesso de processamento para a obtenção de solução. Um 
dos problemas do SA é que apesar de ele ser um método confiável para a obtenção da 
solução global, nem sempre é possível obtê-la com este método pois, em alguns casos, 
seria necessário tempo tendendo a infinito a sua obtenção e se for utilizado parâmetros 
que tornem o processo mais rápido, nem sempre a solução será a solução global [52,53].  
 
A.2 O método do simulated annealing 
 
Considerando uma função específica que é dependente de alguns parâmetros se 
o objetivo for a busca do mínimo desta função ou descobrir os elementos do domínio 
que levam ao mínimo desta função, nem sempre é suficiente a utilização de algoritmos 
de simples descida como os métodos de gradiente ou de mínimos quadrados uma vez 
que é possível que esta função possua muitos mínimos locais, obtendo soluções 
dependentes de seus parâmetros iniciais que não seriam o mínimo global. O método de 
“simulated annealing” é uma alternativa para obtenção da solução global, de modo a 
garantir uma busca mais delocalizada e global no domínio de parâmetros da função 
utilizando um método metaheurístico de descida para encontrar o mínimo global. 
 A maioria dos métodos heurísticos, para buscar o estado de solução global do 
problema, considera algum estado vizinho de variáveis do estado anterior, saindo de um 
estado inicial previamente definido. Os vizinhos de um Estado são novos estados do 
problema que são produzidos depois de alterar uma ou mais variáveis do estado anterior 
de forma específica para cada tipo de algoritmo e função a ser otimizada. Se o novo 
estado vizinho de variáveis tiver uma solução melhor do que o estado anterior este será 
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considerado como um estado candidato a estar mais próximo da solução ótima e será 
guardado como possível solução e o processo se repete até o algoritmo obter uma 
solução que satisfaça os critérios especificados. 
O problema dessa abordagem é que os vizinhos de um estado não 
necessariamente possuem as melhores soluções, demonstrando uma incapacidade desses 
tipos de algoritmos de garantir e encontrar sempre a melhor solução existente. 
Os algoritmos metaheurísticas como no caso do SA utilizam a vizinhança de um 
estado como uma forma de explorar o espaço de soluções porém embora este tipo de 
algoritmo busque vizinhos com soluções melhores que as soluções anteriores estes 
algoritmos também aceitam a entrada de vizinhos com soluções piores, de modo a evitar 
ficar preso em regiões de ótimos locais, utilizando uma metodologia probabilística e 
especifica para cada problema para determinar o próximo estado a ser verificado. Como 
resultado o algoritmo pode percorrer o espaço de soluções de maneira muito menos 
localizada, sendo assim estes algoritmos metaheuristicos são projetados de forma a 
vasculhar melhor e de forma aleatória o domínio da função. Essa metodologia faz com 
que se o programa fosse executado em um tempo infinito com os parâmetros corretos 
seria possível vasculhar todo o espaço de soluções e o ótimo global seria encontrado. 
A maneira de aceitação de um novo estado é feito de duas maneiras: A maneira 
heurística aceitando caso o novo estado tenha uma solução melhor do que o estado 
anterior ou de forma probabilística quando o novo estado tem solução pior. Nesta última 
considera-se uma função de probabilidade de aceitação que também pode ser definida 
de diferentes formas, que compara a solução do estado anterior com a solução do novo 
estado e julga utilizando algum artifício de aleatoriedade se este estado deve ou não 
entrar como possível solução. No caso do simulated annealing a função de 
probabilidade P de aceitação depende das soluções do novo estado e do estado antigo, 
de um variável parâmetro T, chamada temperatura, e de uma função de aleatoriedade 
(que fica chutando valores aleatórios) e é feita de uma forma que quanto pior for a 
solução dos novos estados se comparado ao estado atual mais difícil a aceitação deste 
novo estado. 
(f (s') f(s))
P(f(s'), f(s),T) exp
T
  
  
 
       (A.2.1)  
A utilização desta fórmula é justificada por analogia com as mudanças e 
transições de sistemas físicos com base na idéia da distribuição de Boltzmann para 
sistemas próximos do equilíbrio termodinâmico, que foi utilizada primeiramente no 
algoritmo de Metropolis-Hastings (M-H) para modelos de distribuições probabilísticos. 
Esta função de probabilidade de aceitação pode também ser utilizada no SA de maneira 
analoga à distribuição proposta por M-H no caso em que não probabilístico [52]. Neste 
caso, as probabilidades de transição do algoritmo do SA não correspondem às transições 
do sistema com a mesma analogia da física, não tendo necessariamente qualquer 
semelhança com a distribuição de equilíbrio termodinâmico sobre estados de um 
sistema físico. A maioria das aplicações do SA utilizam este tipo de função por causa da 
sua criação e idéia original. Para a utilização de um algoritmo de SA genérico a função 
P é normalmente escolhida de modo que a probabilidade de aceitar um movimento 
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diminui quando a diferença f(s')-f(s) aumenta, isto é, pequenos movimentos subidas são 
mais propensos do que as grandes. Contudo, este requisito não é estritamente 
necessário, desde que os requisitos acima sejam atendidos [53]. 
 
f (s ') f (s) 
ou
(f (s') f(s))
Random(0,1) exp   estado s' aceito
T
ou
(f (s') f(s))
   Random(0,1) exp   estado s' não aceito  
T



   
  
 


   
  
 
  
(A.2.2)  
 
No algoritmo de SA a Temperatura começa muito elevada e vai diminuindo até 
estar muito próxima de 0. Deve-se notar analisando a função de probabilidade P(f(s),  
f(s'), T) que quanto maior a temperatura, maior a chance de entrada de um estado com 
solução pior que o anterior e que quando T tende a zero, a probabilidade de entrada de 
um estado pior tende a zero. Em um problema de minimização, T diminuiria até se 
tornar suficientemente pequeno, o sistema iria, assim, favorecer cada vez mais 
movimentos para soluções melhores que as anteriores, reduzindo-se ao procedimento de 
algoritmo guloso (não aceitando estados com soluções piores). Dadas estas 
propriedades, a temperatura T desempenha um papel crucial no controle da aceitação 
dos estados no sistema. 
 
A.3 A seleção dos parâmetros e os problemas do SA 
 
A fim de aplicar o método SA em um problema particular, deve-se especificar os 
seguintes parâmetros: o espaço de estados, a região que estes estados podem estar, a 
função f a ser minimizada, a função de obtenção de um novo estado vizinho, a função 
de probabilidade de aceitação P, a temperatura inicial e como é feita a sua diminuição. 
Estas escolhas tem um impacto significativo sobre a eficácia do método de SA. 
Infelizmente, não há escolhas destes parâmetros que seriam boas para todos os tipos de 
problemas, e não há nenhuma maneira geral para encontrar as melhores escolhas para 
um dado problema qualquer. 
A escolha da função de obtenção de novos estados candidatos e de parâmetros 
iniciais deve ser feita de modo a tentar reduzir o número de "profundas locais”, que tem 
solução muito menor do que todos os seus estados vizinhos. Essas "bacias fechadas", 
que possuem um mínimo local da função, podem gerar armadilhas no algoritmo SA de 
forma a não deixar o algoritmo sair da região desta bacia fechada, perdendo a 
característica do SA que seria de vasculhar o espaço de estados de forma mais detalhada 
[53]. 
A maneira de se abaixar a temperatura deve ser feita de maneira lenta o 
suficiente para que não haja aprisionamento em regiões de estados, existindo uma forte 
dependência da "topografia" da função a ser minimizada e da temperatura atual na 
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forma de aceitação de novos estados. No algoritmo do SA, o tempo de relaxação 
depende também do gerador candidato, de maneira complexa. Estes parâmetros são 
normalmente fornecidos sem muito entendimento prévio para o algoritmo de SA e é 
normalmente ajustado empiricamente para cada problema específico.  
 
A.4 O método do SA aplicado ao nosso problema 
 
Considerando o modelo teórico e as aproximações feitas anteriormente é 
possível, tendo os parâmetros de constante de troca e termos de anisotropia, obter as 
curvas teóricas para a dispersão de mágnon obtidas com as medidas de espalhamento de 
nêutrons e os espectros Raman polarizados devido a excitação de dois mágnons 
teóricos. Porém, originalmente não temos estes parâmetros e a dispersões de mágnons e 
o espectro Raman experimentais podem ser utilizados de forma a fornecer informações 
para identificar estas constantes para o modelo determinado no capítulo 6. 
A utilização da dispersão de mágnons para achar as constantes de troca nos 
materiais de ortofosfato de lítio já foi apresentada e utilizada na literatura [12,37] mas o 
fato de que as equações utilizadas possuem um elevado número de parâmetros a serem 
determinados faz com que haja um enorme número possível de soluções que ajustam 
estas curvas de dispersão de mágnons e, deste modo, a espectroscopia Raman pode ser 
utilizada auxiliando na identificação dos parâmetros magnéticos do sistema. 
Para realizar o ajuste das medidas experimentais utilizando o método de SA, 
usa-se uma “função discrepância” para realizar a minimização, que é dada pela 
diferença dos valores teóricos com os valores obtidos experimentalmente para as 
diferentes medidas dividido pelos seus respectivos erros experimentais. Conforme o 
programa do SA evolui, ele vai atualizando os parâmetros utilizados para o cálculo dos 
valores teóricos até que a soma das diferenças dos dados experimentais e teóricos 
estejam tão próximos quanto previamente especificado. 
 
i i
2
i i
y T(x )
Df
Erro

         (A.3.1)  
 
O esquema abaixo representa o funcionamento do programa de simulated 
annealing utilizado neste trabalho. 
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Figura A.1: Representação esquemática do programa de simulated annealing utilizado para a 
realização do fitting e obtenção dos parâmetros de troca e termos de anisotropia 
 
O programa é constituído de 9 funções todas destacadas em azul claro. Em 
branco e verde estão os parâmetros iniciais e os dados experimentais. Em laranja 
destacam-se os arquivos de saída do programa. 
 
Para a utilização do programa é necessário o preenchimento dos parâmetros 
iniciais destacados nos círculos em branco. Estes são: 
 
temp - temperatura inicial 
eps - critério de parada (Dff - Dfo < eps) 
ns - número de repetições feitas para cada direção, antes de realizar uma 
mudança de passo 
nt - número de alterações de passo antes da mudança de temperatura 
rt - fator de redução da temperatura (Tempf=rt*tempo) 
nfiles - número de arquivos e os arquivos a serem lidos 
spin - valor do spin do íon magnético M do composto de LiMPO4 em questão. 
rede(3) - parâmetros de rede do composto de LiMPO4 em questão. 
 
O funcionamento do programa é separado em 3 partes: 
 
1
a
 Parte: Obtenção de parâmetros inicias, critérios e leitura dos arquivos a serem 
fitados. 
2
a
 Parte: Recursão do SA e Minimização da função diferença até satisfazer os 
critérios necessários 
3
a
 Parte: Cálculo do erro dos resultados obtidos para os parâmetros. 
 
 O algoritmo e seu modo de implementação pode ser obtido na literatura no 
artigo produzido por Corana [54]. 
 
