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Abstract
The worldsheet sigma-model of the superstring in AdS5×S
5 has a
one-parameter family of flat connections parametrized by the spectral
parameter. The corresponding Wilson line is not BRST invariant for
an open contour, because the BRST transformation leads to boundary
terms. These boundary terms define a cohomological complex associ-
ated to the endpoint of the contour. We study the cohomology of this
complex for Wilson lines in some infinite-dimensional representations.
We find that for these representations the cohomology is nontrivial at
the ghost number 2. This implies that it is possible to define a BRST
invariant open Wilson line. The central point in the construction is
the existence of massless vertex operators transforming exactly covari-
antly under the action of the global symmetry group. In flat space
massless vertices transform covariantly only up to adding BRST exact
terms. But in AdS we show that it is possible to define vertices so
that they transform exactly covariantly.
1 Introduction
Nonlocal conserved charges play the central role in quantum integrability [1].
For the superstring in AdS5 × S5 their existence was proven in the classical
sigma-model in [2] using the Green-Schwarz-Metsaev-Tseytlin formalism, and
in [3, 4, 5] using the pure spinor formalism. The existence of the nonlocal
conserved charges at the quantum level was proven in [5, 6].
1.1 Open Wilson lines on the worldsheet
1.1.1 Wilson lines and BRST operator
The most important feature of the string worldsheet σ-model (besides the
conformal invariance) is the existence of the BRST structure. The physically
meaningful constructions should respect the action of the BRST operator
QBRST .
The nonlocal conserved charges of [3, 4, 5] are only BRST invariant up to
the boundary terms. To be more precise, we need to introduce the transfer
matrix which is the generating function of the nonlocal conserved charges.
For an open contour CBA connecting points A and B on the string worldsheet:
we define the transfer matrix:
Tρ[C
B
A ] = P exp
(
−
∫ B
A
J [z]
)
(1)
where CBA is a contour connecting points A and B on the string worldsheet,
and ρ is a representation of g = psu(2, 2|4). The currents J [z] depend on
the spectral parameter z and the representation ρ. The transfer matrix is
a function of the spectral parameter z. It is the generating function of the
conserved charges. It can be also though of as the Wilson line operator
corresponding to the flat connection J [z] on the string worldsheet. In this
paper we will use both expressions: “transfer matrix” and “Wilson line”, and
understand them as synonyms.
The BRST variation of the Wilson line Tρ[C
B
A ] results in the boundary
terms. Using the notations of [7]:
εQBRSTT [C
B
A ](z) =
(
1
z
ελ3(B) + zελ1(B)
)
T [CBA ](z)−
−T [CBA ](z)
(
1
z
ελ3(A) + zελ1(A)
)
(2)
This equation is very interesting. Nontrivial boundary terms in (2) allow to
“bootstrap” at least at the classical level the structure of r—s matrices, see
Section 7 of [7]. On the other hand, these boundary terms present a problem:
the nonlocal conserved charges are not physical quantities, at least not in an
obvious sense. (Because they are not in the kernel of QBRST .) What should
we do with them?
1.1.2 The plugs
A natural thing to try is to find an operator which when inserted at the
endpoint of the Wilson line would make it QBRST -closed. This is somewhat
analogous to the open Wilson line in QCD. The expression P exp
∫ B
A
Aµdx
µ
is unphysical, because it is not gauge invariant. The physical quantity is:
ψ(B)
(
P exp
∫ B
A
Aµdx
µ
)
ψ(A) (3)
We may call ψ(A) and ψ(B) “the plugs” because they fix “leaking boundary
terms” in gauge tranformations, or in BRST transformations. Can we find
similar plugs for the Wilson line on the string worldsheet in AdS5 × S
5? In
this paper we will report a progress in this direction.
1.1.3 Wilson lines in infinite-dimensional representations
Remember that the Wilson line depends on a choice of representation; we
have to choose a representation ρ of psu(2, 2|4). Consider the space of states
of the linearized supergravity multiplet in AdS5 × S5. It splits into the
direct sum of infinitely many infinite-dimensional irreducible representations
of psu(2, 2|4), each corresponding to a BPS state. We will argue that when
ρ is one of those infinite-dimensional BPS representations, then there is a
suitable plug of the ghost number 2. This is closely related to the vertex
operators for the massless states in AdS5×S5. In fact we will relate the BRST
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cohomology complex corresponding to the endpoint of the Wilson line to the
BRST complex corresponding to the vertex operators. This is essentially
an example of the Frobenius reciprocity. The main nontrivial point is the
construction of the vertex operators transforming strictly covariantly under
the global supersymmetries of AdS5 × S5. This is different from flat space
where massless vertices transform covariantly only up to BRST exact terms.
Wilson lines in infinite-dimensional representations played an important
role in the integrable context in [8] in the construction of the Q-operator.
They also played an important role in the AdS/CFT context in [9] for the
interpretation of the YM Feynman diagramms in the string worldsheet the-
ory.
1.2 Representation theory interpretation of the SUGRA
spectrum
Consider an infinite-dimensional irreducible representation H of psu(2, 2|4).
It is natural to ask the question:
When does H appear in the decomposition of the space of solutions
of the linearlized Type IIB SUGRA equations in AdS5 × S5? (4)
The results of our paper imply that this answer can be answered directly in
terms of the structure of H, as a representation of psu(2, 2|4). Namely, given
H, we consider the following complex:
. . . −→ H′ ⊗g0¯ P
n Qendpoint−→ H′ ⊗g0¯ P
n+1 −→ . . . (5)
defined entirely in terms of H — see Section 7.2.2. Then, we claim that
the multiplicity of H in the space of linearized SUGRA solutions is equal to
the dimension of the second cohomology H2(Qendpoint , H′ ⊗g0¯ P
•) of this
complex. (We only claim this when H has “high enough” spin on S5; see the
end of Section 4.5.)
1.3 The plan of the paper
Most of the paper is about massless vertex operators in AdS5×S5. In Section
2 we give a geometrical definition of vertex operators using the representation
of AdS5×S5 as the coset space G/H . In Section 3 we explain what it means
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for the vertex to be strictly covariant, and then in Sections 4 and 5 prove
the existence of such covariant vertices. In Section 6 we discuss the flat
space limit of our construction. (Although it is impossible to construct the
strictly covariant vertex in the flat space, but nevertheless the construction in
AdS5 × S5 has a well-defined flat space limit, which does transforms strictly
covariantly, but only under a subgroup SO(1, 4) × SO(5) ⊂ SO(1, 9).) In
Section 7 we explain how the covariant vertex plugs the endpoint of the
Wilson line. In Section 8 we present some consequences of our construction;
we explain how to prepare the vertex operator depending on the spectral
parameter.
1.4 Notations
The algebra of supersymmetries of AdS5 × S5 has a Z4 grading:
psu(2, 2|4) = g = g0¯ + g1¯ + g2¯ + g3¯ (6)
We denote Ug the universal enveloping algebra of g.
Let g denote the group element of Ug, i.e. an element of the group PSU(2, 2|4):
g = eωeθL+θRex (7)
where ω ∈ g0¯, θL ∈ g3¯, θR ∈ g1¯ and x ∈ g2¯. So defined θL,R and x are
coordinates of the super-AdS5 × S5. The generators of g = psu(2, 2|4) are
the same as in [23, 7]:
t3α ∈ g3¯, t
1
α˙ ∈ g1¯, t
2
µ ∈ g2¯, t
0
[µν] ∈ g0¯ (8)
For a vector space L we will denote L′ the dual vector space. In particular,
the space of states is denoted H and the space of linear functionals on the
states is denoted H′. We will mostly consider the linear functionals which
are the values of some supergravity fields (such as the Ramond-Ramond field
strength) at a fixed point in AdS5 × S5. These could be also thought of as
non-normalizable elements of H, “delta-functions type of states” in H.
For an even vector space L we denote ΛnL the space of antisymmetric tensors.
For an odd vector space ΛnL will stand for symmetric tensors.
Example: g3¯ is an odd vector space, and g
′
3¯ is the dual space. Therefore Λ
5g′3¯
is identified with the fifth order polynomials of some bosonic spinor variable
λα.
4
2 Massless vertex operators as functions on
the group manifold
Massless vertex operators in AdS5 × S
5 were introduced in [10].
Using the group theory language, we can define the vertex operator as a
collection of functions Vαβ(g), Vαβ˙(g) and Vα˙β˙(g) of g ∈ PSU(2, 2|4) subject
to the condition of g0-covariance, which says that for any h ∈ SO(1, 4) ×
SO(5) we should get:
Vαβ(hg) = h
α′
α h
β′
β Vα′β′(g) (9)
Vαβ˙(hg) = h
α′
α h
β˙′
β˙
Vα′β˙′(g) (10)
Vα˙β˙(hg) = h
α˙′
α˙ h
β˙′
β˙
Vα˙′β˙′(g) (11)
Here hα
′
α and h
β˙′
β˙
are the matrix elements of h ∈ G0 acting on g3 and g1
respectively.
For a tensor field ϕα1...αm β˙1...β˙n(g) we introduce the covariant derivatives:
T 3¯α ϕα1...αm β˙1...β˙n(g) =
d
ds
∣∣∣∣
s=0
ϕα1...αm β˙1...β˙n(e
−st3αg)
T 2¯mϕα1...αm β˙1...β˙n(g) =
d
ds
∣∣∣∣
s=0
ϕα1...αm β˙1...β˙n(e
−st2mg) (12)
T 1¯α˙ ϕα1...αm β˙1...β˙n(g) =
d
ds
∣∣∣∣
s=0
ϕα1...αm β˙1...β˙n(e
−st1α˙g)
T 0¯[mn]ϕα1...αm β˙1...β˙n(g) =
d
ds
∣∣∣∣
s=0
ϕα1...αm β˙1...β˙n(e
−st0
[mn]g)
Collectively:
T nA ϕα1...αm β˙1...β˙n(g) =
d
ds
∣∣∣∣
s=0
ϕα1...αm β˙1...β˙n(e
−stnAg) (13)
Note that the covariant derivatives T n¯A for n¯ 6= 0¯ satisfy the condition of
g0-covariance, for example:
T 3α Vβγ(hg) = h
α′
α h
β′
β h
γ′
γ T
3
α′Vβ′γ′(g) (14)
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Also, the g0-covariance condition (9) — (11) can be formulated as the fol-
lowing explicit expression for the covariant derivative T[µν] along g0:
T 0[µν]Vβγ(g) =
d
ds
∣∣∣∣
s=0
Vβγ(e
−st0
[µν]g) = f[µν]β
β′Vβ′γ(g) + f[µν]γ
γ′Vβγ′(g) (15)
The condition that the vertex operator is Q-closed can be written as follows:
T 3(αVβγ) = f(αβ
mSγ)m (16)
T 1(α˙Vβ˙γ˙) = f(α˙β˙
mSγ˙)m (17)
T 3(αVβ)γ˙ + T
1
γ˙ Vαβ = fαβ
mAmγ˙ (18)
T 1(α˙|Vγ|β˙) + T
3
γ Vα˙β˙ = fα˙β˙
mAγm (19)
where A and S are defined by these equations.
The gauge transformations are:
δΦ,Φ˜Vαβ = T
3
(αΦβ) (20)
δΦ,Φ˜Vα˙β˙ = T
1
(α˙Φ˜β˙) (21)
δΦ,Φ˜Vαβ˙ = T
3
α Φ˜β˙ + T
1
β˙
Φα (22)
where Φ and Φ˜ are the parameters of the gauge transformations.
The BRST operator is:
Q = QL +QR = λ
αT 3α + λ˜
α˙T 1α˙ (23)
Our definition of the vertex is slightly weaker than the definition of [10]. The
definition of [10] requires that:
Vαβ = 0 and Vα˙β˙ = 0 (24)
the only nonzero component of the vertex remains Vαβ˙ . In fact Vαβ and Vα˙β˙
are always Q-exact. Therefore the condition (24) can always be satisfied by
adding to the vertex something QBRST -exact. In this sense the components
Vαβ and Vα˙β˙ can always be “gauged away”. But we want the covariant
vertex operator. We suspect that it might be impossible to gauge away Vαβ
and Vα˙β˙ in a covariant way. This is the reason why we prefer to allow these
components in the definition of the vertex operator.
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3 Covariant vertex: the definition
3.1 Vertices and states
In string theory vertex operators represent states. Vertex operators are func-
tions V (x, θ, λ). The global symmetries act on x and θ, and therefore act on
vertex operators.
On the other hand, the global symmetries act on the space of states.
Therefore the action of the global symmetry group on states should agree with
the action on vertex operators. Naively, this would imply that if VΨ(x, θ, λ)
is a vertex operator corresponding to the state Ψ then
VgΨ(x, θ, λ) = VΨ(gx, gθ, λ) (25)
But in fact this formula, generally speaking, holds only up to BRST-trivial
corrections (terms which are QBRST of something).
Note that VΨ(x, θ, λ) is not defined unambiguously, because we could add
to it BRST-exact terms and get physically equivalent vertex. We will prove
that in AdS5×S
5 it is possible to use this freedom in the definition of VΨ and
choose VΨ so that it transforms covariantly, as in (25). In our proof we will
use the fact that vertices corresponding to supergravity states exist. This
was proven in [10]. Given the existence of the vertex, we will prove that it
is always possible to correct it by a BRST-exact expression, if necessary, to
get a covariant vertex.
3.2 Examples of covariant vertices: AdS radius and
β-deformation
The first example of the covariant vertex was given in [11]. It was shown that
the zero mode dilaton vertex is given by the expression1 which is independent
of x and θ:
V (x, θ, λ) = Str(λ3λ1) (26)
This operator plays the central role in [11]. The corresponding marginal
deformation of the action changes the radius of AdS5 × S5. The radius is
invariant under the global symmetries, therefore in this case covariance means
invariance; the vertex (26) is invariant under the global symmetries. This is
1Using the notations of [11]: ηααˆλ
αλˆαˆ
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related to the fact that the action of the pure spinor superstring in AdS5×S5
is exactly invariant under the global symmetries (while the action in flat space
is invariant only up to adding a total derivative). Our construction can be
considered a generalization of (26) for fields with nontrivial dependence on
x and θ.
The second example2 is:
V betaab = (g
−1ε(λ3 − λ1)g)a (g
−1ε′(λ3 − λ1)g)b (27)
Here the indices a and b enumerate the adjoint representation of psu(2, 2|4).
Notice that (27) is antisymmetric under the exchange of a and b. Therefore
this vertex transforms in the antisymmetric product of two adjoint represen-
tations of psu(2, 2|4). This antisymmetric product splits into two irreducible
components. The first component is the adjoint representation. But the part
of (27) belonging to the adjoint representation is actually QBRST -exact:
fabcV
beta
ab = [(g
−1ε(λ3 − λ1)g), (g
−1ε′(λ3 − λ1)g)]c =
= εQBRST (g
−1ε′(λ3 + λ1)g)c (28)
(Notice that this formula played an important role in Section 6 of [5].)
The deformation of the action corresponding to (27) follows from the
standard descent procedure. Let us denote:
Λa(ε) = (g
−1ε(λ3 − λ1)g)a (29)
This is the ghost number 1 cocycle corresponding to the local conserved
currents, see also Appendix A. It corresponds to the local conserved currents
in the following sense:
dΛa(ε) = εQ(ja) (30)
where ja±(τ
+, τ−) is the density of the local conserved charge corresponding
to the global symmetries. Therefore:
d(Λ[a(ε)Λb](ε
′)) = 2εQj[aΛb](ε
′) (31)
and:
d(j[aΛb](ε)) = −
1
2
εQ(j[a ∧ jb]) (32)
2Note in revised version: a more detailed discussion of V betaab will be presented in the
forthcoming paper with O. Bedoya, L. Bevila´qua, and V.O. Rivelles
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We conclude that for any constant antisymmetric matrix Bab we can infinites-
imally deform the worldsheet action as follows:
S → S +Bab
∫
j[a ∧ jb] (33)
Consider for example Bab in the directions of S
5. We get:
S → S +B[kl][mn]
(∫
X[kdXl] ∧X[mdXn] + . . .
)
(34)
where Xj describes the embedding of S
5 intoR6 and dots denote θ-dependent
terms. These θ-dependent terms appear because ja includes θ. Eq. (34)
corresponds to the marginal deformations of the N = 4 Yang-Mills known
as β-deformations [12], as follows from their quantum numbers.
The subspace g ⊂ g ∧ g corresponds to B of the following form:
B[kl][mn] = δkmAln − δlmAkn + δlnAkm − δknAlm (35)
where Amn is antisymmetric matrix; then the corresponding deformation
of the Lagrangian is a total derivative d(AmnXmdXn). The complementary
space has real dimension 90, it corresponds to the representation 45C of so(6).
This is the expected quantum numbers of the linearized β-deformation, cp.
Section 3.1 of [13] and references therein. It was observed in [13] that some
of these deformations are obstructed when we pass from the linearized su-
pergravity equations to the nonlinear equations. Not all of the deformations
(33) can be extended to the solutions of the nonlinear supergravity equations
as solutions constant in AdS5 directions, but only those which satisfy some
nonlinear equations on Bab. If these nonlinear equations are not satisfied,
then the nonlinear solutions will have “resonant terms” and because of these
resonant terms will not be periodic3 in the global time of AdS5.
3.3 Universal vertex
Suppose that we are looking at the massless states transforming in some
representation H of the global symmetry group PSU(2, 2|4). For every state
3Similar phenomenon for “fast moving strings” was discussed in [14, 15]. Generally
speaking, deviations from periodicity in the global time of AdS correspond to something
like anomalous dimension. In this case it shows that the beta function of the deformed
theory is actually nonzero at the higher order in the deformation, unless if additional
(cubic) constraints are imposed on the deformation parameter.
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Ψ ∈ H we have the corresponding vertex operator V(Ψ). As we discussed,
V(Ψ) consists of the components: Vαβ(Ψ), Vαβ˙(Ψ) and Vα˙β˙(Ψ). We write V
instead of V to stress that V is a function of Ψ. Mathematically it would
be more appropriate to call it “a linear operator from the space of states to
the space of vertex operators”. We will call V the “universal vertex” for the
representation H because it is a uniform definition of vertex operators for all
states in H:
V : H −→ (functions of x, θ, λ)
The global symmetry group G = PSU(2, 2|4) acts on both space of states
and space of vertex operators. It acts on the space of states by definition,
because it is the global symmetry group of the theory. It also acts on the
space of vertex operators. The action on the space of vertex operators may
seem obvious, but we would like to spell it out explicitly because we feel
that some confusion is possible. A vertex operator has components Vαβ, Vαβ˙
and Vα˙β˙ which are all functions of the group element g, i.e. Vαβ(g), Vαβ˙(g)
and Vα˙β˙(g) satisfying the conditions of g0-covariance (9) — (11). Then, the
action of the global symmetry transformation g′ ∈ PSU(2, 2|4) is defined as
follows:
(g′.Vαβ)(g) = Vαβ(gg
′)
(g′.Vαβ˙)(g) = Vαβ˙(gg
′) (36)
(g′.Vα˙β˙)(g) = Vα˙β˙(gg
′)
Because g′ hits g on the right, this action of the global symmetries is man-
ifestly consistent with the conditions of g0-covariance (9) — (11) and also
commutes with the covariant derivatives (12).
This defines the action of G on V(Ψ) for any fixed Ψ; the expression:
g′.(V(Ψ)) (37)
is defined by (36):
( g′.(V(Ψ)) )(g) = ( V(Ψ) )(gg′) (38)
3.4 Covariant universal vertex
It is natural to ask, if it is true that (37) is equal to this:
V(g′Ψ) (39)
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In other words, if it is true or not that:
( V(Ψ) )(gg′)
?
= ( V(g′Ψ) )(g) (40)
This is not automatically true. What is automatically true4 is this statement:
( V(Ψ) )(gg′) = ( V(g′Ψ) )(g) + QBRST (smth) (41)
Remember that vertex operators are defined modulo BRST-exact expres-
sions. The question is, can we choose a representative for V(Ψ) in the equiv-
alence class of V(Ψ) ≃ V(Ψ)+QBRST (smth), “uniformly in Ψ”, so that (40)
is true?
The answer to this question is “no” in flat space, but “yes” in AdS. It
turns out that in AdS5 × S5 it is possible to choose the vertex operator to
be covariant.
Let us introduce the notation for the action of the global symmetries
(compare to (13)):
tnAf(g) =
d
ds
∣∣∣∣
t=0
f(gest
n
A) (42)
Definition: The covariant vertex is a superfield
V(Ψ) = λαλβVαβ(Ψ) + λ
αλ˜β˙Vαβ˙(Ψ) + λ˜
α˙λ˜β˙Vα˙β˙(Ψ) (43)
depending linearly on the state Ψ, and such that:
1. It is annihilated by Q:
(λαTα + λ˜
α˙Tα˙)V(Ψ) = 0 (44)
and is not Q-exact, and
2. the action of the global symmetry on V as a function of g
agrees with the action of the global symmetry on the space
of states:
tn¯.V(Ψ) = V(tn¯Ψ) (45)
4“Automatically true” means true under the assumption that the vertex operators
exist. The existence was proven in [10].
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4 Taylor series for the vertex.
Let us study vertex operators for states which are not necessarily normaliz-
able. In other words, let us forget about the boundary conditions near the
boundary of AdS, and study the supergravity states which are not necessar-
ily normalizable. Moreover, let us pick a point in AdS5 × S5 and consider
the Taylor expansion of the supergravity fields around this point. Let us not
worry about the convergence of the Taylor series. Just study the supergrav-
ity equations, BRST cohomology etc. on formal Taylor series. The question
of convergence, and the question of the behaviour at spacial infinity, can be
studied later.
For the study of the Taylor series the mathematical notion of the coin-
duced representation is useful.
4.1 A review of coinduced representations
Let us study the supergravity fields around a point in AdS5×S5 correspond-
ing to the unit 1 ∈ G. If we do not insist on convergence, then the space
of supergravity fields around a point can be replaced by a more algebraic
notion, the so-called coinduced representation [16].
For a representation V ofG0, we define the coinduced representation Coind
g
g0
V ,
in the following way:
Definition:
the space of linear functions f from the universal enveloping al-
gebra Ug to V , which satisfy the condition of g0-invariance:
f(xξ) = ρ(x)f(ξ) for any x ∈ g0, ξ ∈ Ug
is called the coinduced representation and denoted Coindgg0V .
The mathematical notation for such functions is:
f ∈ Homg0(Ug, V ) (46)
Here “Hom(A,B)” means the space of linear maps from A to B, and the
subindex g0 means g0-invariant functions: f(xξ)− ρ(x)f(ξ) = 0.
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The action of g on this space is defined by the formula:
x.f(ξ) = f(ξx) , for x ∈ g, ξ ∈ Ug (47)
To summarize:
Coindgg0V = Homg0(Ug, V )
We will now explain that Coindgg0V encodes the Taylor series of various tensor
fields on AdS5×S5, where V is the representation of g0 corresponding to the
type of the tensor.
Let us start with the trivial representation V = C of g0¯. In this case we
should get scalar fields on AdS. The correspondence between the elements of
Homg0(Ug,C) and the scalar fields on AdS goes as follows. Given a scalar
field φ(g), the corresponding element f ∈ Homg0(Ug,C) is given by the
formula:
f(x1x2 · · ·xn) = x1.x2 . . . xn.φ(1) (48)
where
x1.x2 . . . xn.φ(g) =
∂
∂t1
· · ·
∂
∂tn
∣∣∣∣
t1=...=tn=0
φ(get1x1et2x2 · · · etnxn)
In this case the g0-invariance condition says that f(xξ) = 0 for any x ∈ g0,
and this is indeed satisfied for f defined in (48) because φ(ex) = φ(1) for any
x ∈ g0 because φ is well defined on G/G0.
There is also a map going in the opposite direction. Namely, given f a
linear function from Ug to C we define the corresponding scalar field φ(g)
as follows:
φ(g) = f(g) (49)
Note that on the right hand side we treat g as a group element 5 of Ug.
We have just explained why for V = C the space Homg0(Ug, V ) encodes
the Taylor coefficients of the scalar function on AdS; for general V a similar
construction shows that Homg0(Ug, V ) encodes the Taylor coefficients of the
tensor field with indices transforming in the representation V of g0.
5The ξ ∈ Ug is called group element if it is of the form ξ = ex for some x ∈ g
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4.2 Pure spinors
To describe the linearized SUGRA in AdS5 × S5 we need two pure spinor
variables λ3 ∈ g3 and λ1 ∈ g1 satisfying the constraints:
{λ3, λ3} = {λ1, λ1} = 0 (50)
We will consider various types of vertex operators, which are homogeneous
polynomials in λ3 and λ1. Note that (50) are invariant under the action of
g0. Therefore the polynomials of λ3 and λ1 form a representation of g0. We
will introduce the notation for such polynomials:
Definition: We denote P(m,n) the space of polynomials of λ3 and λ1
which have the degree m in λ3 and n in λ1.
We will define the polynomials of λ by specifying their coefficients, which
are elements of Λmg′3 ⊗ Λ
ng′1 (see Section 1.4 for notations). We have to
“discard” those polynomials which are identically zero because of the pure
spinor constraints (50).
As a trivial example, let us consider the quadratic polynomials of λ3. The coeffi-
cients belong to Λ2g′3. Let us denote t
α
3 the basis vectors of g
′
3, such that:
〈tα3 , t
3
β〉 = δ
α
β
The space Λ2g′3 consists of expressions of the form Uαβt
α
3 ⊗ t
β
3 where Uαβ = Uβα.
As an example of the polynomial which is identically zero, take fµαβt
α
3 ⊗ t
β
3 where
f
µ
αβ is the structure constants defined by {t
3
α, t
3
β} = f
µ
αβt
2
µ. Such a polynomial is
identically zero because of the pure spinor constraint (50):
f
µ
αβλ
α
3λ
β
3 = 0
To summarize:
P(m,n) = (Λmg′3/(Λ
mg′3)null)⊗ (Λ
ng′1/(Λ
ng′1)null) (51)
where (Λmg′3)null denotes a subspace of Λ
mg′3 corresponding to those poly-
nomials on g3 which vanish identically on λ3 because of the pure spinor
constraint.
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We will also introduce:
P l =
⊕
m+n=l
P(m,n) (52)
Note that P(m,n) and P l are representations of g0, but not of g. The con-
struction of coinduced representation is used to build the representations of
g from these spaces.
4.3 Vertex as an element of Coindgg0P
2
In this section we consider the Taylor series of the vertex operator and do
not bother about the convergence and the behaviour near the boundary.
Then the vertex operator can be considered an element of the coinduced
representation:
V(Ψ) ∈ Coindgg0P
2 (53)
We would like to discuss vertex operators “uniformly” for all vectors Ψ ∈ H.
We will therefore introduce the “universal” vertex operator:
V ∈ HomC(H,Coind
g
g0
P2) (54)
In other words, we have a linear function on the Hilbert space H which to
every vector Ψ ∈ H associates the corresponding vertex operator:
V : Ψ 7→ V(Ψ) ∈ Coindgg0P
2 (55)
Given a state Ψ ∈ H we get V(Ψ) — an element of Coindgg0P
2. This means,
by definition, that for every Ψ, the object V(Ψ) is a linear map from Ug to
P2 satisfying the g0-invariance condition:
V(Ψ)(xξ) = ρ(x) V(Ψ)(ξ) for any x ∈ g0, ξ ∈ Ug (56)
Given such V(Ψ), how do we construct the “usual” vertex operator? As an
element of Coind|gg0P
2 our V(Ψ) is a function of ξ ∈ Ug with values in P2.
Let us evaluate this function on a group element ξ = g = ex, where x ∈ g.
We get V(Ψ)(g) — an element from P2, i.e. a quadratic polynomial in λ3 and
λ1. The “usual” vertex opearator is just the evaluation of this polynomial:
VΨ(g, λ) = V(Ψ)(g)(λ) (57)
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4.4 Action of the BRST operator
The BRST complex is:
. . .
QBRST−→ HomC(H,Coind
g
g0
Pn)
QBRST−→ HomC(H,Coind
g
g0
Pn+1)
QBRST−→ . . .
(58)
The BRST operator acts on the universal vertex V(Ψ) in the following way:
(QBRSTV)(Ψ)(ξ)(λ) = V(Ψ)(λ3ξ + λ1ξ)(λ) (59)
Note that QBRSTV is an element of HomC(H,Coind
g
g0
P3). In terms of the
“usual” vertex VΨ(g, λ) defined by (57) we get:
QBRSTVΨ(g, λ) =
d
dt
∣∣∣∣
t=0
VΨ(e
t(λ3+λ1)g, λ) (60)
4.5 Covariant universal vertex
Statement of covariance Note that in Eq. (54) we use the notation
HomC rather than Homg. There is no apriori reason why V would respect
the action of g. But in the next section we will see that under some conditions
onH, it is possible to choose the universal vertex operator which does respect
the global symmetry. We will call it the covariant universal vertex:
V ∈ Homg(H,Coind
g
g0
P2) (61)
Given Eq. (47) this implies:
V(Ψ)(ξx) + V(xΨ)(ξ) = 0 (62)
Condition on H: sufficiently high spin The conditions on H are the
following. Consider H as a representation of so(6) ⊂ g — the symmetry
algebra of S5. As a representation of so(6), H is the direct sum of infinitely
many finite-dimensional representations of so(6). We request that the mini-
mal value of the quadratic Casimir of so(6) on H be sufficiently high.
5 Existence of the covariant vertex
In this Section we will use some facts about the Lie algebra cohomology
which we learned mostly from [16, 17, 18]. See Chapter 3 §6 of [19] for a very
brief summary.
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5.1 Brief summary
The physical states correspond to the cohomology of QBRST at the ghost
number 2, therefore:
Homg(H, H
2(QBRST ,Coind|
g
g0
P•)) = Cd(H) (63)
where d(H) is the multiplicity ofH (how many times H enters in the SUGRA
spectrum on AdS5 × S5). We will argue that the second cohomology of the
BRST operator can be calculated using the covariant subcomplex. In other
words,
Homg(H, H
2(QBRST ,Coind|
g
g0
P•)) = H2(QBRST ,Homg(H,Coind
g
g0
P•))
(64)
(Notice that Homg(H,Coind
g
g0
P•) is the covariant subcomplex.) To prove
Eq. (64) we rewrite it in the following form:
H0( g , HomC( H , H
2(QBRST ,Coind|
g
g0
P•) ) ) =
= H2( QBRST , H
0( g , HomC(H,Coind
g
g0
P•) ) ) (65)
Here we have used the fact that for any representation L of the Lie algebra g
the zeroth cohomology group H0(g, L) equals the space of invariants InvgL.
In particular, for two representations A and B, H0( g , HomC(A,B) ) =
Homg(A,B).
The idea of the proof of (65) is to note that the left and the right hand
side of (65) are two different second approximations to calculating the coho-
mology of the “total” differential QBRST + QLie. Therefore the equality of
the left hand side and the right hand side follows if we prove that the second
approximation is actually exact. To prove that we will need several vanishing
theorems. These vanishing theorems essentially follow from the fact that as
a representation of so(6) (the rotations of S5) H is a direct sum of finite-
dimensional representations. This can be seen from the explicit description
of the supergravity solutions in [20].
5.2 Bicomplex and spectral sequence
Let us start by fixing some universal vertex (not necessarily covariant):
V : H → Coindgg0P
2 (66)
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At this point we do not require that this vertex is covariant; it is apriori an
element of HomC(H,Coind
g
g0
P2) rather than Homg(H,Coind
g
g0
P2). We will
introduce the Lie algebra BRST operator of g. For each generator ti of g we
introduce the corresponding ghost ci, and define:
QLie = c
iti −
1
2
fkijc
icj
∂
∂ck
(67)
We will consider the action of QLie on expressions polynomial in c
i. The
polynomials of ci are specified by their coefficients; in degree l the coefficients
live in Λlg∗. Therefore QLie acts on the vertex operator as follows:
HomC(H,Coind
g
g0
P2)
QLie−→ HomC(H,Coind
g
g0
P2)⊗ g (68)
We will consider the bicomplex with the differential Qtot:
Qtot = QBRST +QLie (69)
To prove the existence of the covariant vertex we will consider the spectral
sequence computing the cohomology of this bicomplex. There are two ways
to construct the spectral sequence. One can first calculate the cohomology
of QBRST and then consider QLie as a perturbation. The other way is to first
calculate the cohomology of QLie and then consider QBRST as a perturbation.
These two ways of calculating the cohomology of Qtot should give the same
result. We will see that this implies the existence of the covariant vertex.
We will now consider the two methods in turn.
First QBRST then QLie The first term of the spectral sequence has:
Ep,q1 = H
q
QBRST
(HomC(H,Coind
g
g0
P•))⊗ Λpg′ , d1 : E
p,q
1 → E
p+1,q
1 (70)
where Λpg′ stands for the c-ghosts; an element of Ep,q1 is schematically λ
qcp.
The differential in the first term is d1 = QLie. The second term is:
Ep,q2 = H
p( g, HqQBRST (HomC(H,Coind
g
g0
P•)) ) , d2 : E
p,q
2 → E
p+2,q−1
2
(71)
The higher differentials are of the type dr : E
p,q
r → E
p+r,q+1−r
r .
First QLie then QBRST The first term is:
E˜p,q1 = H
p( g, HomC(H,Coind
g
g0
Pq) ) , d˜1 : E˜
p,q
1 → E˜
p,q+1
1 (72)
where d˜1 = QBRST . The higher differentials are of the type d˜r : E˜
p,q
r →
E˜p+1−r,q+rr .
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Figure 1: The first page of E and E˜; arrows denote d1 and d˜1. The Lie algebra
ghost number (the number of c’s) increases in the horizonthal direction, while the
BRST ghost number (the number of λ3 plus the number of λ1) in the vertical
direction.
Figure 2: The second page of E and E˜; arrows denote d2 and d˜2.
Existence of the covariant vertex First of all, we want to show that
E0,2∞ = E
0,2
1 . The first observation is that by definition d1 : E
0,2
1 → E
1,2
1 is
zero. This is because the vertex is covariant up to BRST-exact correction
(see Eq. (41)). Therefore E0,21 = E
0,2
2 . Also, we will show (for H with large
enough spin) that E2,12 = E
3,0
2 = 0. This implies that E
0,2
∞ = E
0,2
1 .
Then we remember the relation between E0,2∞ and H
2(Qtot), which is the
following. The space H2(Qtot) = E
2 has a filtration, corresponding to the
number of the c-ghosts. Namely, F pE2 consists of expressions containing
at least p c-ghosts. Then E0,2∞ = E
2/F 1E2 = H2(Qtot)/F
1H2(Qtot). To
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Figure 3: The differential d3 of E3.
summarize:
E0,21 = [unintegrated vertices] (73)
E0,21 = H
2(Qtot)/F
1H2(Qtot) (74)
On the other hand we will show that E˜1,11 = E˜
2,0
1 = 0 (see Eqs. (87), (90))
and also that E˜1,01 = 0 (similar to (87)). This implies that:
H2(Qtot) =
Ker d˜1 : E˜
0,2
1 → E˜
0,3
1
Im d˜1 : E˜
0,1
1 → E˜
0,2
1
(75)
We are now ready to prove the existence of the covariant vertex. Notice that
E˜0,q1 = H
0( g, HomC(H,Coind
g
g0
Pq) ) is the space of functions fΨ(x, θ, λ),
parametrized by Ψ ∈ H, transforming covariantly under g. This means
that E˜0,•1 is the covariant subcomplex of the BRST complex. (The subspace
consisting of the covariant expressions.) And Eq. (75) shows that:
H2(Qtot) is the second cohomology of the covariant subcomplex (76)
Now the comparison of (73), (74) and (76) shows that the cohomology of
QBRST can be calculated using the covariant subcomplex. In fact, if the rep-
resentation H has large enough momentum in S5, then F 1E2 is zero (because
already E1,12 and E
2,0
2 are zero). This means that the factor space on the right
hand side of (74) is just H2(Qtot).
This means that there is a covariant choice of the vertex. In the rest
of this section we will prove the required vanishing theorems and explain
explicitly how the non-covariant vertex can be modified into the covariant
one.
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Gauge transformations It is also true that E˜1,01 = 0, and therefore E˜
1,0
2 =
0. This is proven similarly to (87). This implies that d˜2 : E˜
1,0
2 → E˜
0,2
2 is
zero. This means that when considering the gauge transformations of the
covariant vertices it is enough to consider the gauge transformations with
the covariant parameters; if a covariant vertex is BRST trivial, then it is a
BRST variation of a covariant expression.
5.3 The descent
Since the vertex transforms covariantly up to BRST-exact terms, we must
have:
QLieV = QBRSTW (77)
where
W ∈ HomC(H,Coind
g
g0
P1)⊗ g (78)
Note that QLieW is QBRST -closed and has ghost number 1:
QLieW ∈ HomC(H,Coind
g
g0
P1)⊗ Λ2g (79)
We want to argue that there exists U such that QLieW = QBRSTU . More
precisely: note that we are free to add to W something in the kernel of
QBRST ; we want to prove that it is possible to use this freedom and choose
W so that there exists U such that QLieW = QBRSTU . An obstacle to this
would be a nonzero d2V where
d2 : H
0(g, H2QBRST (HomC(H,Coind
g
g0
P•)))→
→ H2(g, H1QBRST (HomC(H,Coind
g
g0
P•))) (80)
We want to argue that the space H2(g, H1QBRST (HomC(H,Coind
g
g0
C))) on
the right hand side is zero. Note that the BRST cohomology in ghost number
1 corresponds to local conserved charges. But the only conserved charges
are the global symmetries psu(2, 2|4), and those transform in the adjoint
representation6 of g. This means that on the right hand side of (80) we have:
H2(g, HomC(H, g)) (81)
This cohomology group is zero. Indeed, we can compute it using the Serre-
6We calculate the covariant cohomology ofH1(QBRST ,Coind
g
g0
C) at the ghost number
1 in Appendix A. However we did not calculate this cohomology without the assumption
of covariance. But we know from physics that every cohomology class at the ghost number
1 corresponds to a local conserved current in the pure spinor sigma model. And we know
the classification of the local conserved currents, they transform in the adjoint of g.
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Figure 4: Adjustment of the vertex operator.
Hochschild spectral sequence of geven ⊂ g. Already the first term of this
spectral sequence consists of the following spaces, which are all zero:
Homgeven(Λ
2godd,HomC(H, g)) , H
1(geven,HomC(godd ⊗H, g)) ,
H2(geven,HomC(H, g)) (82)
Note that geven = gA ⊕ gS where gA = so(2, 4) and gS = so(6). Consider
the corresponding Casimir operators ∆A and ∆S. For the cohomology to be
nonzero, we need both of them zero, but ∆S is positive definite at least for
H with large enough momenta. (Note also that H is an infinite dimensional
irreducible representation of g, so there are no invariants in its tensor product
with powers of g.)
Therefore QLieW = QBRSTU for some U . In other words d2V is zero, and
we can proceed with computing d3.
Consider Z = QLieU . Note that Z has zero pure spinor ghost number,
and QBRSTZ = 0. Since Z is of ghost number 0, this implies that Z is
a constant; it does not contain any x or θ. Also, we could have added a
constant to U without affecting QBRSTU ; therefore Z by itself is not very
well defined by our construction. What is well defined is Z modulo the image
of QLie:
[Z] ∈ H3QLie(H
′ ⊗ Λ•g) = H3(g,H′) (83)
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5.4 The ascent
But the Lie algebra cohomology group H3(g,H′) is zero:
H3(g,H′) = 0 (84)
One can see that it is zero from the Serre-Hochschild spectral sequence cor-
responding to geven ⊂ g. Already the first term of this spectral sequence
consists of the following spaces, which are all zero:
Homgeven(Λ
3godd,H
′) = H1(geven, HomC(Λ
2godd,H
′)) =
= H2(geven,HomC(godd,H
′)) = H3(geven,H
′) = 0 (85)
The vanishing of these cohomologies can be proven as follows. Note that
geven splits into gA = so(2, 4) and gS = so(6). For the cohomology to be
nontrivial, both ∆A and ∆S should be zero. But −∆S is positive definite.
Therefore we can remove Z by modifying U , adding to U a constant term
−∆U so that the modified U − ∆U has QLie(U − ∆U) = 0. (Note that
adding the constant term does not change the image of U under QBRST .)
Is it possible to find such U ′ that U − ∆U = QLieU ′? The answer is “yes”,
because
H2(g,HomC(H,Coind
g
g0
C)) = 0 (86)
This can be proven using the Shapiro’s lemma (Proposition 6.8 and Theorem
6.9 from [16]; see Appendix B for a review):
H2(g,HomC(H,Coind|
g
g0
C)) =
= Ext2g(H,Coind|
g
g0
C) =
= Ext2g0(H|g0,C) = (87)
= H2(g0,H
′|g0)
Note that g0 = so(1, 4) ⊕ so(5). We want to prove that H2(g0,H′|g0) = 0.
The space H′ consists of functionals on the space of states. Since we work
in the vicinity of the fixed point x0 ∈ AdS5 × S5 our H′ is generated by
the values of various supergravity fields at the point x0. For example the
Ramond-Ramond field strength Hijk(x0) and its derivatives. Under the ac-
tion of so(1, 4)⊕so(5) this space splits into infinitely many finite-dimensional
representations. For example ∂iHkjl(x0) lives in (Vect⊗Λ3Vect)0 where Vect
is is the vector representation of so(1, 4) ⊕ so(5) and index 0 means that
the contraction gij∂iHjkl is zero
7. It follows from the general theory of Lie
algebra cohomology that H2 of so(1, 4)⊕so(5) with coefficients in any finite-
dimensional representation is zero.
These arguments imply that U ′ is in the image of QLie. We can modify
W by adding to it:
∆W = QBRSTQ
−1
LieU
′ (88)
Then we have:
QLie(W +∆W) = 0 (89)
Now we use:
H1(g,HomC(H,Coind
g
g0
godd)) =
= H1(g0, H
′|g0 ⊗C godd) = 0 (90)
Therefore W +∆W is in the image of QLie.
Now the modified vertex:
V +QBRSTQ
−1
Lie(W +∆W) (91)
is covariant.
Our procedure could perhaps be summarized as follows:
Vcovariant = V +QBRSTQ
−1
Lie(W +QBRSTQ
−1
Lie(U −Q
−1
LieZ)) (92)
where
W = Q−1BRSTQLieV
U = Q−1BRSTQLieW
Z = QLieU (does not depend on x, θ)
6 How the descent procedure works in the
flat space limit.
In flat space it is impossible to choose a covariant vertex, because of the
nontrivial cohomology
Z ∈ H3(super-Poincare algebra,C) (93)
7this is an over-simplification; in fact one has to add also the expression of the form
gpp
′
gqq
′
FiklpqHjp′q′ , for the contraction to be zero; the Ramond-Ramond 5-form Fiklpq is
nonzero in the AdS background.
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which represents the NSNS 3-form field strength.
But one can satisfy a weaker covariance condition. Note that in flat space
the generators of the Lorentz subalgebra so(1, 9) of the Poincare algebra can
not be obtained as commutators of other generators. Therefore it is consistent
to require the covariance under all translations and supersymmetries, but
only some rotations. In particular, it turns out that we can choose a vertex
covariant under:
SPsmall = {translations, supersymmetries, and so(1, 4)⊕ so(5) ⊂ so(1, 9)}
(94)
This is a subalgebra of the super-Poincare algebra:
SPsmall ⊂ SP (95)
corresponding to the split of the space-time:
R1+9 = R1+4A ×R
5
S (96)
We will say that the ten spacetime directions split into 1 + 4 A-directions
and 5 S-directions (the letters A and S stand for the AdS and the sphere).
Let us now explain how the diagramm of Fig. 4 works in flat space.
6.1 Maxwell field
Instead of considering Fig. 4 literally let us study the similar diagramm for
the supersymmetric Maxwell field (rather than supergravity). This is a toy
model; the supersymmetric Maxwell field in flat space is “one half of the
supergravity field”. The “usual” (non-covariant) vertex operator is of the
form:
V (x, θ) = (λΓµθ)aµ + (λΓ
µθ)(ψΓµθ)−
1
4
(θΓµνρθ)(λΓρθ)∂[µaν] + . . . (97)
where aµ = aµ(x) and ψ = ψ(x) are the vector potential and the photino.
6.1.1 Action of the Poincare algebra
Let us first try to understand if it is possible to choose the vertex covariant
under the even Poincare algebra. The vertex operator (97) involves the gauge
field aµ. Because of the gauge invariance the gauge field is not in one to one
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correspondence with the physical states. The physical states are described
by fµν = ∂µaν − ∂νaµ, not by aµ. To describe aµ in terms of fµν , let us break
the translational symmetries by choosing a point 0 in space-time. Then we
can write, in the vicinity of the chosen point:
a = ιE
1
LE
f (98)
where E = xµ ∂
∂xµ
and ιE and LE are the corresponding ι and Lie derivative.
For example, LE(xdx) = 2xdx and ιEdx = x. Note that Eq. (98) is one
particular way to choose a vector potential with the field strength f .
Let us therefore replace a with ιE
1
LE
f . This breaks the translation sym-
metry, since the gauge (98) depended on a choice of point x = 0. Can
we restore the translational symmetry? Let us introduce the operator QLie
acting on the physical vertex operators in the following way:
QLieV
I = cµ(tµ.V
I − tIµJV
J) (99)
Here the index I runs over an infinite set enumerating the basis vectors of
H, and tµ are the generators of translations
∂
∂xµ
. Fermionic parameters cµ
are the Lie-algebraic ghosts of the translation algebra. This operator QLie
measures the deviation of the vertex operator from transforming covariantly
under the action of the global shift. We observe that QLieV is d of something:
QLie
(
ιE
1
LE
f
)
=
[
Lc , ιE
1
LE
]
f =
(
ιc
1
LE
− ιE
1
LE
Lc
1
LE
)
f =
= d
(
1
LE(LE + 1)
ιEιcf
)
(100)
Let us calculate QLie of this “something”:
QLie
(
1
LE(LE + 1)
ιEιcf
)
=
{
Lc ,
1
LE(LE + 1)
ιEιc
}
f =
=
1
(LE + 1)(LE + 2)
Lc ιE ιc f +
1
LE(LE + 1)
ιE ιc Lc f =
=
1
(LE + 1)(LE + 2)
ι2c f +
2
LE(LE + 1)(LE + 2)
ιEιcLcf (101)
Expanding f in Taylor series around x = 0 and taking into account that
df = 0 we can see that (101) is equal to:
1
2
ι2cf(0) (102)
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We should stress that (101) is equal to the constant (independent of x) ex-
pression (102). In other words, the only term in the Taylor expansion of (101)
around the point x = 0 is the constant term. One can see it, for example,
because the Lie derivative LE of (101) vanishes. This can be seen from the
identity LEι2cf + 2ιEιcLcf = 0 which follows from df = 0.
Notice that if we started with some other point x0 (not the origin), then
(102) would change by QLie of something. For example, an infinitesimal shift
by y would change (102) by the QLie-exact expression:
1
2
ι2cy
ρ∂ρf(0) = y
ρcµcν∂ρfµν(0) = −c
µcν∂µfνρy
ρ = QLie(fνρc
νyρ) (103)
(This is a manifestation of the general fact, that a Lie algebra acts trivially
in its cohomology.)
The QLie-cohomology class of:
ι2cf(0) = fµν(0)c
µcν (104)
is the obstacle for defining a such that f = da in a covariant way.
We have so far discussed only the action of shifts. The expression (104) as
we defined it represents the cohomology class of the algebra of translations
R1+9. But we can also think of it as a cocycle of the Poincare algebra.
Indeed, fµν transforms covariantly under rotations and boosts and therefore
(104) is closed under the QLie of the full Poincare algebra.
The QLie of the full Poincare algebra is the sum of Q
translations
Lie of translations
R1+9 and QLorentzLie of rotations and boosts. Expression (104) is in the kernel of
QtranslationsLie by our construction, and more explicitly because f is a closed form.
But it is also in the kernel of QLorentzLie because f transforms covariantly under
rotations and boosts.
Another question is whether or not (104) is exact. One can see that this is
not exact as a cocycle of the full Poincare algebra, in the following way. Let
P stand for the Poincare algebra. We have:
fµν(0)c
µcν ∈ H2(P,H′) (105)
Notice that the space of states of the gauge field contains a proper subspace
closed under the action of the Poincare algebra. (In other words, it is not
an irreducible representation.) This subspace consists of those gauge fields
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which have a constant field strenght: fµν(x) = fµν(0). Let us call this
subspace Hzero−modes:
Hzero−modes ⊂ H (106)
Therefore there is a projection
H′ → (Hzero−modes)
′ (107)
This projection naturally acts on the cocycles of P with values in H′, and
therefore on the cohomology groups:
H′ ⊗ Λ•P→ (Hzero−modes)
′ ⊗ Λ•P
H•(P,H′)→ H•(P, (Hzero−modes)
′) (108)
It is straightforward to see that the projection of (104) to (Hzero−modes)′⊗Λ•P
is automatically a nonzero cohomology class.
Indeed H′zero−modes transforms as antisymmetric rank 2 tensor of the Lorentz al-
gebra, and trivially under translations. Therefore the cohomology complex of the
Poincare algebra with coefficients in H′zero−modes is equivalent to the cohomology
complex of the Lorentz algebra with coefficients in Λ2R1+9⊗Λ•R1+9; the projec-
tion of (104) is in H0(Lorentz, (Λ2R1+9 ⊗ Λ2R1+9)inv).
This implies that (104) represents a nontrivial cohomology class inH2(P,H′).
This is what prevents us from choosing the vertex covariant with respect to
the Poincare algebra.
6.1.2 The obstacle (104) vanishes after we break P to Psmall
Let us start with introducing some notations. For any vector vµ we denote
v the vector with the components:
vµ =
{
vµ if µ ∈ {0, 1, . . . , 4}
−vµ if µ ∈ {5, . . . , 9}
(109)
Also introduce:
2∆S = ∂µ∂µ − ∂µ∂µ = 2
∑
i∈{5,...,9}
(
∂
∂xi
)2
(110)
What happens if we do not require the invariance under the full Poincare
algebra P, but only under the Psmall of (94)? Then we can restrict ourselves
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to the subspace ofH where −∆S is a fixed positive number. On this subspace,
it is possible to express aµ in terms of fµν in a Psmall-covariant way. Let us
choose the covariant gauge:
∂µaµ = 0 (111)
and fix the residual gauge transformations with the additional “axial” gauge
gauge condition:
∂
µ
aµ = 0 (112)
where ∂ is introduced as in (109). In the gauge (112) we can express the
gauge field aµ in terms of the gauge field strength fµν = ∂µaν − ∂νaµ:
aµ =
1
2∆S
∂νfµν (113)
Now we have two different expressions for the vector potential, Eq. (98)
and Eq. (113). The difference between these two expressions is a gauge
transformation. Let us use a “diacritical” mark to distinguish (113) from
(98):
a´µ =
1
2∆S
∂νfµν vs. aµ =
(
ιE
1
LE
f
)
µ
(114)
Note that a´ is Psmall-covariant:
QLiea´ = 0 (115)
while a is not — see Eq. (100). Also, for every gauge field we can calculate
a´(0). This is a functional of the gauge field, i.e. an element of H′. If we
calculate its QLie as a cochain with values in H
′ we get:
QLie( a´µ(0) ) = −(Lca´µ)(0) (116)
Now let us return to Eqs. (100), (101) and (102). On the subspace −∆S =
const > 0 the cohomology class of (102) trivializes:
cµcνfµν(0) = QLie (ιca´(0)) (117)
This is analogous to Eq. (84) of Section 5.3. Therefore the same arguments
as we presented in Section 5.3 should imply that
1
LE(LE + 1)
ιEιcf(x)− ιca´(0) = QLie(something) (118)
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Indeed we have:
1
LE(LE + 1)
ιEιcf(x)− ιca´(0) = (119)
= QLie
(
−ιE
(
a´(0) +
1
LE
(a´− a´(0))
))
Also notice that:
d
(
ιE
(
a´(0) +
1
LE
(a´− a´(0))
))
= a´− a (120)
This means that the correction of the vector potential:
a→ a´ (121)
is completely analogous to the correction of the vertex operator described in
Section 5.3. It turns the non-covariant expression aµdx
µ into the covariant
expression a´µdx
µ.
6.1.3 Action of the supersymmetry
Let us now study the action of the supersymmetry generators. Let us consider
the part of the QLie involving the supersymmetry generators. We have:
QLie = Q
(x,θ)
Lie +Q
H
Lie (122)
Q
(x,θ)
Lie = ξ
α ∂
∂θα
− ξαΓµαβθ
β ∂
∂xµ
(123)
QHLie = ξ
αtα (124)
QBRST = λ
α ∂
∂θα
+ λαΓµαβθ
β ∂
∂xµ
(125)
Here tα is the supersymmetry transformation acting on the space of states H
and therefore (after fixing the gauge!) on aµ and ψ. We write only the part
of QLie corresponding to the super-translations; ξ
α are the bosonic ghosts
corresponding to the super-translations. To make tα act on a and ψ we have
to choose the gauge.
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With this notation, let us first of all present Q
(x,θ)
Lie acting on the vertex
operator (97) in the following form:
ε′Q
(x,θ)
Lie εV = (ελΓ
µε′ξ)aµ − (ε
′ξΓνθ)(ελΓµθ)∂νaµ −
−
1
2
(ε′ξΓµνρθ)(ελΓρθ)∂[µaν] −
1
4
(θΓµνρθ)(ελΓρε
′ξ)∂[µaν] +
+(ελΓµε′ξ)(ψΓµθ) + (ελΓ
µθ)(ψΓµε
′ξ) + . . . =
= −
3
2
(ελΓµθ)
(
(ε′ξΓµψ) +
1
2∆S
∂µ(ε
′ξΓ
ρ
∂ρψ)
)
−
−
2
3
(ελΓρθ)(ε′ξΓµνΓρθ)∂[µaν] + . . . (126)
+εQBRST
(
1
2
(θΓµε′ξ)(ψΓµθ) +
3
2
1
2∆S
(ε′ξΓ
µ
∂µψ)+
+(θΓµε′ξ)aµ −
1
12
(θΓµνρθ)(θΓρε
′ξ)∂[µaν] + . . .
)
This implies that
ε′QHLieaµ = −
3
2
(
(ε′ξΓµψ) + ∂µ
1
2∆S
(ε′ξΓ
ρ
∂ρψ)
)
(127)
ε′QHLieψ = −
2
3
ε′ξΓµν∂[µaν] (128)
Therefore we have indeed:
ε′QLieεV = εQBRST
(
(θΓµε′ξ)aµ +
3
2
1
2∆S
(ε′ξΓ
µ
∂µψ) + . . .
)
(129)
On the right hand side QBRST is taken of the expression which is QLie-exact:
(θΓµε′ξ)aµ +
3
2
1
2∆S
(ε′ξΓ
µ
∂µψ) + . . . =
= ε′QLie
(
3
2
1
2∆S
(θΓ
µ
∂µψ)−
1
2
1
2∆S
(θΓµρσθ)∂µ∂ρaσ + . . .
)
(130)
Then we have:
QBRST
(
3
2
1
2∆S
(θΓ
µ
∂µψ)−
1
2
1
2∆S
(θΓµρσθ)∂µ∂ρaσ + . . .
)
= (131)
=
1
2∆S
(
3
2
(λΓ
µ
∂µψ) +
3
2
(θΓνλ)(θΓ
µ
∂µ∂νψ)− (λΓ
µρσθ)∂µ∂ρaσ + . . .
)
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This means that the following vertex operator:
V˜ = −
3
2
1
2∆S
(λΓ
µ
∂µψ) + (λΓ
µθ)aµ +
1
2∆S
(λΓµρσθ)∂ρ∂µaσ + . . . (132)
transforms covariantly under the odd shifts. This can be also understood as
follows:
V˜ = −
3
2
1
2∆S
(λΓ
µ
∂µψ) + (λΓ
ρΓµνθ)
1
2∆S
∂ρ∂[µaν] + . . . (133)
Now we recognize what it is:
V˜ (x, θ, λ) =
1
2∆S
λαΓ
µ
αβ∂µW
β(x, θ) (134)
where W α(x, θ) is the superfield8 related to the Maxwell superfield Aα(x, θ)
by the chain of transformations:
T(αAβ) =
1
2
ΓµαβAµ (135)
TαAµ − TµAα = gµνΓ
ν
αβW
β (136)
See [21] for a recent discussion of W α.
6.2 Supergravity field.
In flat space the supergravity fields split into the product of the left and the
right component; the left and right components are essentially free Maxwell
fields. The bispinor field is defined as follows:
P αβ˙ = W αLW
β˙
R (137)
where W is the field strength superfield of the free Maxwell theory; the θ = 0
component of W α is the gaugino ψα.
This bispinor field is a linear combination of the RR field strengths con-
tracted with the gamma-matrices [22]:
P αβ˙ = Flmnpqe
l
ae
m
b e
n
c e
p
de
q
e(Γ
abcde)αβ˙ +
+ a3Flmne
l
ae
m
b e
n
c (Γ
abc)αβ˙ + a1Fle
l
a(Γ
a)αβ˙ (138)
8I want to thank Yuri Aisaka for duscussions about Wα
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where a3 and a1 are some numeric coefficients which we do not need. The
supersymmetry variations of P is given by this equation:
t3αP
ββ˙ = δβαC
β˙ + (Γmn)
β
αC
β˙mn (139)
t1α˙P
ββ˙ = δβ˙α˙C
β + (Γmn)
β˙
α˙C
βmn (140)
where Cβ is a combination of the left dilatino χ, and the left gravitino field
strength ∂[mψn], and C
β˙ is a combination of the corresponding right fields χ˜
and ∂[mψ˜n].
The SPsmall-covariant vertex in flat space is the product of two expres-
sions of the form (134):
V˜ = (λΓ
µ
∆−2S ∂µ∂νP Γ
ν
λ˜) (141)
This is BRST equivalent to9:
V˜ ′ = (λΓ
µ
∆−1S PΓµλ˜) (142)
6.3 Relation between the covariant vertex in AdS5×S5
and the flat space expressions (141), (142).
The construction of Section 5 implies that the PSU(2, 2|4)-covariant vertex
operator exists in AdS5 × S
5. This construction gives (141) when applied in
the flat space limit. (We have demonstrated this for the Maxwell field, but
the free supergravity vertex in flat space is just the product of “left” and
“right” Maxwell vertices.) Therefore both (141) and the BRST-equivalent
(142) should be the flat space limits of some covariant vertices in AdS5×S5.
Notice that (142) reduces to (26) in the zero momentum limit, except
for the overall normalization factor 1
∆S
which becomes singular on the zero
mode.
However we were not able to write explicit expressions in terms of the
supergravity fields in AdS space which would explicitly generalize the flat
space formulas (141) or (142).
9I want to thank N. Berkovits for suggesting this simplified form, and many other useful
comments
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7 Covariant vertex and the endpoint of the
Wilson line
7.1 The BRST complex of the endpoint
Consider the Wilson line operator corresponding to a semi-infinite contour
going from infinity to some point B on the string worldsheet:
in some representation ρ of psu(2, 2|4). Consider the action of QBRST on this
operator. If we neglect the contribution of the boundary terms at infinity,
then the BRST variation is[3, 4, 5]:
εQBRSTT [C
B
∞](z) =
(
1
z
ελα3 (B)ρ(t
3
α) + zελ
α˙
1 (B)ρ(t
1
α˙)
)
T [CB∞](z) (143)
(See Section 2.2 of [23] and Section 7 of [7] for a discussion of this formula.)
Let us fix some vector ψ in the representation ρ “at infinity”; then this
expression:
T [CB∞](z)ψ (144)
is a vector in the representation space of ρ. Pick a vector v in the dual space,
and evaluate it on (144):
v
(
T [CB∞](z)ψ
)
∈ C (145)
This gives a number. Consider vectors v depending on the pure spinors λ3, λ1
and the spectral parameter z. Then Eq. (143) can be regarded as defining
the action of QBRST on v:
Qendpointv =
(
1
z
λα3ρ(t
3
α) + zλ
α˙
1ρ(t
1
α˙)
)
v (146)
This defines the BRST complex of the endpoint. The n-cochains of this
complex are elements
v ∈ Homg0¯
 linear space of therepresentation ρ in which
we evaluate Wilson line
 , Pn

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where Pn is defined in Section 4.2, and the differential is (146). The “plugs”
which we introduced in Section 1.1.2 are the cohomologies of this complex.
Unfortunately we do not know a general classification of the cohomologies of
this complex for a general representation ρ.
7.2 The BRST complex of the Wilson line endpoint
is isomorphic to the BRST complex of covariant
vertices
We will now consider the special case where ρ is the representation of psu(2, 2|4)
on the space of states H of the BPS multiplet. In this case we will relate
the BRST complex of the endpoint (146) to the BRST complex of covariant
supergravity vertices.
7.2.1 Frobenius reciprocity
Let us remember the general structure of the covariant vertex from Section
4.5:
V ∈ Homg(H,Coind
g
g0
Pn) = Homg(H,Homg0¯(Ug,P
n))
Here n = 2 for the supergravity vertex, but we want to consider the whole
BRST complex so we keep n. Let us evaluate V on the unit of the group:
Homg(H, Homg0¯(Ug,P
n)︸ ︷︷ ︸
evaluate on 1 ∈ Ug
) (147)
This defines a correspondence between covariant vertices V and vectors in
Homg0¯(H,P
n):
Homg(H,Coind
g
g0
Pn) ∋ V
evaluate on 1
−→ v ∈ Homg0¯(H,P
n) (148)
Notice that V is a function of x, θ while v is essentially its value at x =
θ = 0. Nevertheless, the correspondence (148) is a one-to-one correspon-
dence between the elements of Homg(H,Coind
g
g0¯
Pn) and the elements of
Homg0¯(H,P
n). Indeed, the symmetry under g:
Hom g︸︷︷︸
this g
(H,Coindgg0P
n)
35
allows to relate V(Ψ)(g) to V(g−1Ψ)(1), see Eq. (62). In other words, if
we know the value of the covariant vertex at the point x = θ = 0 for all
states Ψ, then because of the global symmetry we know the covariant vertex
everywhere (for arbitrary x and θ). This construction is an example of the
Frobenius reciprocity:
Homg(H,Coind
g
g0
L) ≃ Homg0¯(H|g0¯, L)
which is true for any representation L of g0¯; in our case L = P
n.
To summarize, given the covariant vertex V, we define v ∈ Homg0¯(H,P
n)
by saying that the value of v on Ψ ∈ H is:
v(Ψ) = V(Ψ)(1) (149)
7.2.2 The action of QBRST
Note that both the left hand side and the right hand side of (149) are elements
of Pn i.e. polynomials of λ3 and λ1. We can evaluate them on λ:
v(Ψ)(λ3, λ1) = V(Ψ)(1)(λ3, λ1) (150)
This is a quadratic polynomial in λ3 and λ1. Eqs. (62) and (59) imply that
the action of QBRST on the covariant vertex corresponds to the following
action on v:
(QBRST v)(Ψ)(λ3, λ1) = −v(λ3Ψ+ λ1Ψ)(λ3, λ1) (151)
This formula for QBRST can be interpreted in the following way. The space
HomC(H,P2) is obviously a representation of g = psu(2, 2|4), just because
H is by definition a representation of g. (The P2 part just “goes along for
the ride”.) Let us denote this representation ρ (the action of x ∈ g on v is
ρ(x)v). Then (151) implies that the action ofQBRST on Homg(H,Coind
g
g0
P2)
corresponds to the action of the nilpotent operator Qendpoint on v defined by
this formula:
QBRST v(λ3, λ1) = (λ
α
3ρ(t
3
α) + λ
α˙
1ρ(t
1
α˙))v(λ3, λ1) (152)
This is identical to Qendpoint of (146) at z = 1. We conclude that:
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v represents a cohomology class H2(Qendpoint) of the following
complex:
. . . −→ H′ ⊗g0¯ P
n Qendpoint−→ H′ ⊗g0¯ P
n+1 −→ . . . (153)
In other words, the BRST complex on covariant massless vertices (indepen-
dent of derivatives) is equivalent to the endpoint complex Homg0(H,P
•).
7.2.3 Including the spectral parameter z corresponds to rescaling
the pure spinors.
We have demonstrated that the complex (152) is equivalent to (146) at z = 1.
But in fact (146) at z = 1 is equivalent to (146) at z 6= 1 by rescaling of λ3
and λ1. In other words, the map
v 7→ v′
v′(λ3, λ1) = v(z
−1λ3, zλ1) (154)
is the equivalence of the complex (146) at z = 1 and the same complex at
z 6= 1.
7.3 Endpoint BRST complex and the Lie algebra co-
homology
There is a relation between the endpoint cohomology and the cohomology of
the positive-frequency part of the loop algebra of psl(4|4).
Consider the algebra formed by the positive frequency Z4-twisted loops
with values in psl(4|4). We will denote is L+g. The cohomology complex is
generated by the ghosts ca−k, where k ∈ {1, 2, 3, . . .} and a the enumerates
the adjoint representation of psl(4|4). We have cα−1, c
m
−2, c
α˙
−3, c
[mn]
−4 , c
α
−5, etc.
The “energy” operator L0 counts the lower indices, for example:
L0c
α˙
−3 = −3c
α˙
−3 , L0c
α
−1c
[mn]
−4 = −5c
α
−1c
[mn]
−4
Notice that L0 is a symmetry of the cohomology complex. Another symmetry
is the c-ghost number (the number of letters c). Let Hpq (L+g,C) denote the
cohomology group with L0 = q and ghost number p. The first cohomology
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group H1(L+g,C) is generated by c
α
−1 (and therefore has L0 = −1). Some
of other nontrivial cohomology groups are:
H2−2(L+g,C) : Xαβc
α
−1c
α
−1, fm
αβXαβ = 0 (155)
H3−3(L+g,C) : Xαβγc
α
−1c
β
−1c
γ
−1, fm
αβXαβγ = 0 (156)
Generally speaking, Hk−k is generated by the expressions of the form:
Hk−k(L+g,C) : Xα1···αkc
α1
−1 · · · c
αk
−1, fm
α1α2Xα1α2···αk = 0 (157)
But Hk−k is not all of the cohomology, for example there is nontrivial
10 H2−4.
The pure spinor cohomology should be identified with the part of the L+g
cohomology with “energy” equal to minus the ghost number, i.e. Hk−k.
8 Application: vertex operators depending
on the spectral parameter
8.1 How to introduce the spectral parameter into the
vertex operator
In flat infinite space massless vertex operators have the form:
Vk(x, θ) = p(λ, θ)e
ikX (158)
where p is some polynomial of λ and θ. We can write
X(τ+, τ−) = XL(τ
+) +XR(τ
−) (159)
where
XL =
∫ (τ+,τ−)
∞
dτ+∂+X and XR =
∫ (τ+,τ−)
∞
dτ−∂−X (160)
Therefore there is a generalization of (158):
VkL,kR(x, θ) = p(λ, θ)e
ikLXL+ikRXR (161)
This generalization is only well defined in flat space on those worldsheets
which do not have handles, or in toroidal compactifications with appropriate
10this can be seen from the comparison of the character of the H•(L+g,C) with the
character of [24]
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integrality conditions on kL and kR. We can formally consider (161), for
example on an infinite worldsheet without handles, if we neglect boundary
effects.
We will now argue that there is a partial analogue of (161) in AdS5×S5.
Given a state Ψ ∈ H we can prepare a nonlocal z-dependent covariant ver-
tex operator, in the following way. Consider the transfer matrix T
(τ+,τ−)
∞ (z)
from infinity to the point (τ+, τ−) on the worldsheet. Let us fix a vector
Ψ(∞) ∈ H, and consider:
VΨ∞(τ
+, τ−|z) = v
(
T
(τ+,τ−)
(∞) (z)Ψ
(∞)
)
( z−1λ3(τ
+, τ−) , zλ1(τ
+, τ−) ) (162)
So defined VΨ∞(τ
+, τ−|z) is analogous to:
eikz
−1XL+ikzXR (163)
In particular for z = 1 we get T
(τ+,τ−)
(∞) (z) = g(τ
+, τ−)g(∞)−1 and therefore:
VΨ∞(τ
+, τ−|1) = v
(
g(τ+, τ−)g(∞)−1Ψ(∞)
)
( λ(τ+, τ−) ) (164)
This formula gives us back the covariant vertex for the state Ψ if we identify:
g(∞)−1Ψ(∞) = Ψ (165)
8.2 Is there a 2-point vertex operator?
For any u ∈ H′ we define u† as a non-normalizable vector in the space of
states, characterized by the formula:
u(Ψ) = (u†,Ψ) for any Ψ ∈ H (166)
where (, ) is the hermitean scalar product inH. Note that u† strictly speaking
does not belong to H because it is not normalizable. For example, one
dimensional quantum mechanics has H = L2(R) — the space of square
integrable functions of one variable, with the norm ||f ||2 =
∫
dx|f(x)|2. The
dual space H′ is the space of generalized functions; if u ∈ H′ is defined by
the formula u(f) = f(0) then u† is a delta-function δ(x).
Using these notations we can define the two-point vertex operator:
39
V 2pt((τ+1 , τ
−
1 ), (τ
+
2 , τ
−
2 )) = v
(
T τ1τ2 v
†(λ(τ+2 , τ
−
2 ))
)
( λ(τ+1 , τ
−
1 ) ) (167)
However, we conjecture that this 2-point vertex operator is in fact BRST
exact. Indeed, although we have not checked it explicitly, it should be true
that the derivative of V 2pt((τ+1 , τ
−
1 ), (τ
+
2 , τ
−
2 )) with respect to τ1 is QBRST -
exact. Therefore, up to BRST-exact terms this vertex is independent of τ1
and τ2. On the other hand, when τ1 → τ2 we get a local vertex operator
of the ghost number 4. There is no psu(2, 2|4)-invariant cohomology at the
ghost number 4. This implies that (167) is BRST exact.
9 Conclusions
In this paper we introduced a family of z-dependent vertex operators (162)
parametrized by a choice of the BPS representation of psu(2, 2|4). Schemat-
ically, these vertex operators have a form:
VΨ∞(τ
+, τ−|z) =
〈
plug(τ+, τ−|z)
∣∣∣∣∣P exp
(
−
∫ (τ+,τ−)
∞
J [z]
)∣∣∣∣∣Ψ∞
〉
(168)
This expression is strictly speaking not BRST invariant, because of the
boundary term at infinity. Indeed we have put Ψ∞ an arbitrary vector from
H, and this is generally speaking not a valid plug. We assume that we
can neglect this boundary term because it is at infinity11. We can consider
VΨ∞(τ
+, τ−|z) locally near the point (τ+, τ−). Notice that 〈plug(τ+, τ−)| is
a λ-dependent vector in the dual space to H. (In fact 〈plug(τ+, τ−)| depends
on τ+ and τ− through λ(τ+, τ−).) We can also think of 〈plug(τ+, τ−)| as an
element of H, but then we have to remember that it is not normalizable; it
is a δ-function type of state, rather than a proper wave packet. Note that
for a fixed λ, our 〈plug| is a fixed vector in H′. In other words, for every
BPS representation H we have a map, which takes a pair of pure spinors and
transforms them into a vector in the space of BPS states:
pure spinors
λ3, λ1 7→
a non-normalizable
vector in H which
we call 〈plug| (169)
11an attempt to bring the second endpoint from infinity is described in Section 8.2
40
It would be interesting to describe this map explicitly. The non-normalizable
vector in H on the right hand side of (169) is obviously not invariant under
psu(2, 2|4) (it belongs to an irreducible representation). But it transforms
covariantly under so(1, 4)⊕ so(5) ⊂ psu(2, 2|4), in the sense that the action
of so(1, 4)⊕ so(5) on the right hand side of (169) agrees with the action of
so(1, 4)⊕ so(5) on the left hand side of (169).
Another way of thinking about 〈plug| is in terms of the cohomology of
the operator:
1
z
λα3 t
3
α + zλ
α˙
1 t
1
α˙ (170)
acting on the BPS representation H (more precisely, the g0¯-invariant tensor
product of H′ with the space of polynomials of λ3, λ1). Our results imply
that the second cohomology of this operator is nontrivial12, represented by
the cocycle (169).
Notice that this provides a purely representation-theoretic characteriza-
tion of the linearized SUGRA spectrum on AdS5 × S5. Indeed, the question
of the existence of the excitation transforming in the representation H is
reduced to the calculation of the cohomology of the operator (170), which is
defined in terms of the generators ta of the representation H.
There is also another example of a plug, a plug of the ghost number 1.
Consider the Wilson line in the adjoint representation. The cohomology of
(170) in the adjoint representation is nontrivial and is represented by:
1
z
λα3 t
3
α − zλ
α˙
1 t
1
α˙ (171)
This is obviously a λ-dependent vector in the adjoint representation, of the
ghost number 1. One can verify that this is annihilated by (170); note the
relative minus sign of the second term in (171). Therefore we can take (171)
as a plug, and consider:
V (τ+, τ−|z) = Str
((
1
z
λα3 t
3
α − zλ
α˙
1 t
1
α˙
)
P exp
(
−
∫ (τ+,τ−)
∞
J [z]
)
Ψ(∞)
)
At z = 1 the corresponding integrated vertex operator is the density of the
local conserved charge Str((j+dτ
+−j−dτ−)Ψ(∞)). We will prove in Appendix
A that (171) is the only example of the endpoint cohomology at ghost number
12 A similar (but different) cohomology problem was considered in [25, 26, 27].
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1. In particular, there is no nontrivial cohomology for representations other
than the adjoint.
With these notations the 2-point vertex (167) reads:
V 2−pt((τ+2 , τ
−
2 ), (τ
+
1 , τ
−
1 )|z) = (172)
=
〈
plug(τ+2 , τ
−
2 )
∣∣∣∣∣P exp
(
−
∫ (τ+2 ,τ−2 )
(τ+1 ,τ
−
1 )
J [z]
)∣∣∣∣∣ plug(τ+1 , τ−1 )
〉
(But as we discussed at the end of Section 8.2 this must be BRST exact.)
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A Cohomology at ghost number one
In this section we will prove that the only cohomology at ghost number 1 are
the global psu(2, 2|4) conserved charges.
A.1 Global conserved charges and BRST cohomology
The conserved charges are the descendants of the cohomology classes of the
ghost number 1. The “standard” local conserved charges correspond to the
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global symmetries PSU(2, 2|4). They descend from the following operator:
Ad(g).(λα3 t
3
α − λ
α˙
1 t
1
α˙) (173)
In other words, we have the following cohomology class of the ghost number
one in the adjoint representation of g:
λα3 t
3
α − λ
α˙
1 t
1
α˙ (174)
In this section we will prove that there are no nontrivial cohomology classes
of the ghost number 1 in the covariant complex, in representations other than
the adjoint.
A.2 Cohomology classes at ghost number 1: the defin-
ing equations.
Fix a representation F of g = psu(2, 2|4). We will assume two things about
F :
• as a representation of g it is irreducible
• as a representation of geven it is completely reducible, i.e. decomposes
into the direct sum of irreducible representations
We will write a representative of the cohomology class in the following way:
λα3Vα + λ
α˙
1 V˜α˙ (175)
The condition of g0-invariance says that Vα and V˜α˙ should define intertwining
operators of g0:
V ∈ Homg0(g3,F), (176)
V˜ ∈ Homg0(g1,F) (177)
In other words:
t0[ρσ]Vα = f[ρσ]α
βVβ (178)
t0[ρσ]Vα˙ = f[ρσ]α˙
β˙Vβ˙ (179)
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— the conditions of g0-covariance. The conditions for being annihilated by
Q are:
t3αVβ + t
3
βVα = fαβ
µAµ (180)
t1α˙V˜β˙ + t
1
β˙
V˜α˙ = fα˙β˙
µA˜µ (181)
t3αV˜β˙ + t
1
β˙
Vα = 0 (182)
For example, the class (174) is represented by:
Vα = t
3
α
V˜α˙ = −t
1
α˙ (183)
Aµ = −A˜µ = 2t
2
µ
We consider the solutions of (180) trivial if they are of the form:
Vα = t
3
αΦ , Vα˙ = t
1
α˙Φ (184)
where t
[µν]
0 Φ = 0.
We want to prove the following:
Theorem: Nontrivial solutions to Eqs. (180 – 182) exist only when F is the
adjoint representation of g, and are given by (183) up to adding a trivial
solution. There are no other nontrivial solutions.
We will now proceed to prove this.
A.3 Cohomology classes at ghost number 1: conse-
quences of the defining equations
Acting on (180) by t1
β˙
we get:(
fβ˙α
[ρσ]t0[ρσ]Vβ − t
3
αt
1
β˙
Vβ
)
+ (α↔ β) = fαβ
µt1
β˙
Aµ (185)
This with Eqs. (178) and (182) implies:(
fβ˙α
[ρσ]f[ρσ]β
γVγ + (α↔ β)
)
+ fαβ
µt2µV˜β˙ = fαβ
µt1
β˙
Aµ (186)
This with the Jacobi identity for ff implies:
fµβ˙
αVα = t
2
µV˜β˙ − t
1
β˙
Aµ (187)
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Similarly we have:
fµβ
α˙V˜α˙ = t
2
µVβ − t
3
βA˜µ (188)
Let us act on (187) by f γ˙β˙νt
1
γ˙ :
f γ˙β˙νfµβ˙
αt1γ˙Vα = f
γ˙β˙
νt
1
γ˙t
2
µV˜β˙ − f
γ˙β˙
νt
1
γ˙t
1
β˙
Aµ = (189)
= f γ˙β˙νfγ˙µ
αt3αV˜β˙ +
1
2
f γ˙β˙νfγ˙β˙
λt2µA˜λ −
1
2
f γ˙β˙νfγ˙β˙
λt2λAµ
This and (182) implies:
t2µA˜ν − t
2
νAµ = 0 (190)
Let us denote: Bµ = Aµ + A˜µ. We have:
t2[µBν] = 0 (191)
Note that the gauge transformation
δVα = t
3
αΦ , δV˜α˙ = t
1
α˙Φ (192)
where Φ is g0¯-invariant leads to:
δBµ = t
2
µΦ (193)
Therefore we should think of Bµ as an element of H
1(geven, g0¯,F). But this
cohomology group is zero because H1(geven,F) = 0 (notice that the Serre-
Hochschild spectral sequence for geven ⊂ g has E
p,0
2 = H
p(g, geven,F) and d2
acts from Ep,q2 to E
p+2,q−1
2 ). Therefore we should be able to gauge away Bµ.
Let us therefore assume:
Aµ = −A˜µ (194)
Note that this equation and (190) implies:
t2µAν + t
2
νAµ = 0 (195)
Now we can rewrite (187) and (188) as follows:
fµβ˙
αVα = t
2
µV˜β˙ − t
1
β˙
Aµ (196)
fµβ
α˙V˜α˙ = t
2
µVβ + t
3
βAµ (197)
Let us define Fµν by the following equation:
Fρσ = t
2
ρAσ (198)
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Eq. (195) implies that Fρσ is antisymmetric: Fρσ = −Fσρ. We get:
t2λFµν = t
2
λt
2
µAν = fλµ
[ρσ]t0[ρσ]Aν + t
2
µt
2
λAν =
= fλ[µ|
[ρσ]f[ρσ]|ν]
κAκ − t
2
[µt
2
ν]Aλ =
= −
1
2
fµν
[ρσ]f[ρσ]λ
κAκ −
1
2
fµν
[ρσ]f[ρσ]λ
κAκ =
= −fµν
[ρσ]f[ρσ]λ
κAκ (199)
Therefore Fµν can be expressed in terms of G[µν] and Mµν which are defined
by this equation:
Fµν = fµν
[ρσ]G[ρσ] +Mµν (200)
where Mµν = −Mνµ is nonzero only when µ is tangent to AdS5 and ν is
tangent to S5, or vice versa, and:
t2λMµν = 0 (201)
t2λG[µν] = fλ[µν]
κAκ (202)
Then the covariance under g0¯ implies that Mµν = 0. This means that the
linear space formed by Aµ and G[µν] is closed under the action of geven, and
is in fact the adjoint representation of geven (where Aµ corresponds to 2tµ
and G[µν] corresponds to 2t[µν]). This is already close to what we wanted to
prove. But we have to also tame the expressions of this form:
t3αt
1
β˙
t1γ˙t
3
δAµ , t
1
α˙t
3
βt
3
γG[µν] , etc. (203)
For this purpose, let us use (196) and (197) in this expression:
t3αt
1
β˙
Aµ − t
1
β˙
t3αAµ =
= t3α(t
2
µV˜β˙ − fµβ˙
γVγ) + t
1
β˙
(t2µVα − fµα
γ˙ V˜γ˙) =
= −fµα
γ˙(t1γ˙ V˜β˙ + t
1
β˙
V˜γ˙)− fµβ˙
γ(t3αVγ + t
3
γVα) =
= fβ˙µ
γfαγ
νAν − fαµ
γ˙fγ˙β˙
νAν (204)
On the other hand, the combination t3αt
1
β˙
Aµ+ t
1
β˙
t3αAµ can be calculated using
the g0-invariance. This implies:
t3αt
1
β˙
Aµ = fβ˙µ
γfαγ
νAν (205)
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We will also use this:
t1α˙Fµν = t
1
α˙t
2
µAν =
1
c
fµ
γδt1α˙t
3
γt
3
δAν =
=
1
c
fµ
γδfα˙γ
[ρσ]t0[ρσ]t
3
δAν −
1
c
fµ
γδt3γt
1
α˙t
3
δAν =
=
1
c
(fff)(t3A) (206)
Here we used the schematic notation (fff) for a product of three structure
constants with some indices contracted, and c is determined from fµ
αβfαβ
ν =
cδνµ. The subspace of F generated by acting on A and G by finitely many t
3
and t1 is finite-dimensional. Indeed, using (205) and (206) we can prove that
it is generated as a linear space by expressions of the form:
t1[α˙1 · · · t
1
α˙k]
Aµ , t
3
[α1
· · · t3αk]Aµ (k ≥ 0) (207)
and G[µν] (208)
where the square brackets stand for the antisymmetrization of the indices (for
example t3[αt
3
β]Aµ stands for (t
3
αt
3
β − t
3
βt
3
α)Aµ). Eqs. (205) and (206) imply
that this subspace is closed under the action of g. Because F is assumed
to be irreducible, we conclude that F is generated by (207),(208). Because
of the antisymmetrization of the indices of t3 and t1 there are only finitely
many linearly independent expressions of the form (207). This proves that
F is a finite-dimensional space.
The subspace in F generated by:
Aµ , G[µν] , tαAµ , tα˙Aµ (209)
is closed under geven. Let us denote this space L. Obviously L ⊂ F .
Theorem. L = F .
Proof. One can see that for any element v of H (i.e. a finite linear combina-
tion of expressions of the form (207)) there is a number p such that for any
q > p and any q elements ξ1, . . . , ξq of geven we get:
ξ1 · · · ξq v ∈ L (210)
Indeed, let us consider for example acting by ξ ∈ g2¯ on expressions of the
form t3[α1 · · · t
3
αk ]
Aµ. Let us define the degree of such an expression by the
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following formula:
deg t3[α1 · · · t
3
αk ]
Aµ = deg t
1
[α˙1
· · · t1α˙k ]Aµ = k (211)
More precisely, we introduce a filtration of H saying that F kH consists of
all the elements of H which can be written as linear combinations of the
expressions of the form (207) of the degree less or equal k. Using Eqs. (205)
and (206) we derive that for k > 1:
t2µF
kH ⊂ F k−1H (212)
This implies (210). Because of the assumption that F is completely reducible
as a representation of geven, Eq. (210) implies that L = F .
We conclude that F is in fact generated by expressions (209). Note that the
linear space generated by (209) consists of the even subspace generated by
Aµ and G[µν], and odd subspace generated by tαAµ, tα˙Aµ. The even subspace
is the same as in the adjoint representation. Therefore the odd space should
be also the same.
This proves that H is the adjoint representation of g = psu(2, 2|4).
A.4 Relaxing the requirement that F is irreducible
We have argued that the subspace generated by (207) in fact coincides with
F , based on F being an irreducible representation of g. This requirement
can be replaced with the requirement that H1(g,F) = 0. Suppose that
(207) generate a smaller subspace FA+G ⊂ F . Let us denote v and v˜ the
projections of V and V˜ on F/FA+G:
v = V mod FA+G (213)
Then (181) implies:
t3αvβ + t
3
βvα = t
1
α˙v˜β˙ + t
1
β˙
v˜α˙ = t
3
αv˜β˙ + t
1
β˙
vα = 0 (214)
These equations imply that (vα, v˜β˙) form the spinor representation of geven:
tmvα = fmα
β˙ v˜β˙ (215)
tmv˜α˙ = fmα˙
βvβ (216)
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We will now explain, using (215) and (216), that v can be gauged away
if H1(g, geven,F) = 0. We will also explain that H1(g, geven,F) = 0 if
H1(g,F) = 0.
More generally, let us consider the relative Lie algebra cohomology com-
plex C•(g, geven,F). The cochains are tensors with spinor indices satisfying:
t2mvα1...αp β˙1...β˙q = pfm(α1
α˙1vα2...αp) α˙1β˙1...β˙q + qfm(β˙1|
β1vβ1α1...αp| β˙2...β˙q) (217)
The differential in relative cohomology is:
(Qv)α1···αpβ˙1···β˙q = t
3
(α1vα2···αp)β˙1···β˙q + t
1
(β˙1|
vα1···αp|β˙2···β˙q) (218)
This can be thought of as a distant relative of the pure spinor BRST complex.
The difference is that a stronger covariance condition is imposed (geven ⊃ g0¯)
and also no constraints on the ghost variables. We will now explain that the
BRST cohomology of the geven-covariant complex is zero for large enought
quantum numbers, unlike the cohomology of the “normal” BRST complex
(which is only g0¯-covariant).
Indeed, this relative cohomology is related to H•(g,F) by the Serre-
Hochschild spectral sequence. Namely
Hp(g, geven,F) = E
p,0
2 (219)
The differential dr acts from E
p,q
r to E
p+r,q+1−r
r . In particular, E
1,0
r is related
to E1+r,1−rr .
E1−r,−1+rr
dr−→ E1,0r
dr−→ E1+r,1−rr (220)
This means that E1,02 cannot cancel with anything and thereforeH
1(g,F) = 0
implies that H1(g, geven,F) = 0.
Similarly, vanishing of H2(g,F) and H1(geven,F) implies vanishing of
H2(g, geven,F). Indeed, the action of d2 is:
E0,12
d2−→ E2,02
d2−→ (0 = E4,−12 ) (221)
where:
E2,02 = H
2(g, geven,F) (222)
E0,11 = H
1(geven,F) (223)
Therefore:
F 2H2(g,F) = E2,02 /Im (d2 : E
0,1
2 → E
2,0
2 ) (224)
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B Shapiro’s lemma
This section is a brief review of the Shapiro’s lemma applied to Lie superal-
gebras:
Hn(g, HomC(H,HomUh(Ug, A))) = H
n(h, HomC(H|h, A)) (225)
We will follow [16].
B.1 Relation between cohomology and Ext
The proof starts with pointing out the relation between the cohomology and
the Ext group:
Hn (g,HomC(M,N)) = Ext
n
Ug(M,N) (226)
This is proven as follows. By definition ExtnUg(M,N) is computed using the
projective resolution . . . → P 1M → P
0
M → M → 0 of M , as a module over
Ug. Given such a projective resolution, ExtnUg(M,N) is identified with the
n-th cohomology group of the complex:
. . .HomUg(P
n−1
M , N)→ HomUg(P
n
M , N)→ HomUg(P
n+1
M , N)→ . . . (227)
This is the complex of vector spaces, the spaces of invariants in the mod-
ules HomC(P
n
M , N). But in fact HomC(P
n
M , N) are injective Ug-modules.
Therefore the following complex is an injective resolution of HomC(M,N):
. . .HomC(P
n−1
M , N)→ HomC(P
n
M , N)→ HomC(P
n+1
M , N)→ . . . (228)
Therefore the cohomologies of (227) are identified with the Lie algebra coho-
mologies Hn (g,HomC(M,N)). It remains to prove that HomC(P
n
M , N) are
injective Ug-modules. It turns out that if P is projective, then HomC(P,N)
is injective. This is equivalent to the statement that the following contravari-
ant functor:
W 7→ HomUg (W,HomC(P,N)) (229)
is exact. Notice that there is a canonical isomorphism:
HomUg (W,HomC(P,N)) ≃ HomUg (P,HomC(W,N)) (230)
(f : W → HomC(P,N)) 7→ (g : P → HomC(W,N)) (231)
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where:
g(p)(w) = (−)p¯w¯f(w)(p) (232)
We have to verify that so defined g indeed belongs to HomUg (P,HomC(W,N));
what has to be verified is the invariance of g under g. For ξ ∈ g, taking into
account that used that f¯ = g¯, we get:
(ξ.g)(p)(w) = ρN(ξ)(g(p)(w))− (−)
ξ¯ g(p)g(p)(ρW (ξ)w)−
− (−)ξ¯ g¯g(ρP (ξ)p)(w) =
= (−)p¯w¯ρN (ξ)(f(w)(p))− (−)
ξ¯ g(p)+p¯(ξ¯+w¯)f(ρW (ξ)w)(p)−
− (−)ξ¯ g¯+w¯(p¯+ξ¯)f(w)(ρP (ξ)p) = (233)
= (−)p¯w¯
(
ρN (ξ)(f(w)(p))− (−)
ξ¯ ff(ρW (ξ)w)(p)−
)
−(−)ξ¯ f(w)f(w)(ρP (ξ)p)
)
This is zero because of the covariance condition on f . It can be similarly
verified that the map f 7→ g commutes with the action of Ug. Therefore
(229) is naturally equivalent to:
W 7→ HomUg (P,HomC(W,N)) (234)
which is a composition of the exact functors W 7→ HomC(W,N) and V 7→
HomUg(P, V ). This means that (229) is an exact functor, and therefore
HomC(P,N) is an injective Ug-module. This concludes the proof of (226).
B.2 Shapiro’s lemma for Ext
ExtnUg(M,HomUh(Ug, A)) = Ext
n
Uh(M |h, A) (235)
This is proved by noticing that:
HomUg
(
P iM ,HomUh(Ug, A)
)
= HomUh
(
P iM
∣∣
Uh
, A
)
(236)
and that P iM |Uh is a projective resolution for the restriction of M to Uh,
because Ug is projective (in fact free) as an Uh module13.
13therefore the restriction of a projective module from Ug to Uh is a projective module
over Uh; to see this observe that projective modules are the same as free summands of
free modules
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