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らの手法 [2] がある。Criminisi らの手法 [4] ではテクスチャの情報と物体の境界線
を利用することでより広い範囲の画像補完を実現している。Drori らの手法 [8] で
はレベルセット法を用いて補完対象の領域を外側から内側に向けて徐々に補完を行
うことで広い領域の補完ができることを示している。一方で、パッチベースの手法












































みと呼ばれ、k 層の i番目のユニットと k − 1層の j 番目のユニットの結合が持つ値
のことである。hk−1j は k− 1層の j 番目のユニットからの出力である。すなわち第 k
層の i番目のユニットへの入力は、式 (2.1)の通り k 層の j 番目のユニットのバイア
スと、k − 1層の全てのユニットからの出力に各結合の重みをかけたものの合計とな

















活性化関数 f は非線形性を持つものが一般的に用いられており、式 (2.3)の双曲線正
接関数や式 (2.4)のシグモイド関数などが用いられる。





また、ニューラルネットワークの中間層では ReLU (Rectified Linear Unit)関数が用
いられることが多い。これは区分線形関数であり、以下の式で表される。
f(x) =
x (x ≥ 0)0 (x < 0) (2.5)
8





図 2.2 順伝播ネットワークのある k 層とその前後の計三層を図示したものであ
る。黒い矢印は文章内で着目しているしている第 k 層の i 番目のユニットにつな
がっている結合を表し、それ以外の結合を灰色の矢印で示している。
　これらの活性化関数を用いた式 (2.2)が各層のユニットの入出力になっており、学













































































di log pi (2.8)
[d1, d2,・・・] は理想とする各クラスの確率であり一つだけが 1 をとり、それ以外は全
部 0となるように決める。この C を NN内における各結合の重みとバイアスを調節
することで小さくするのが理想の出力に近づけるために必要である。その方法として
勾配降下法がある。
勾配降下法は C を最も小さくする方向に何度も繰り返し重み wij を wij ← wij +
∆wij と更新する。このとき ∆wij は以下の式で表される。









































ここで右辺の ∂xi/∂wij は hj であるので、∂C/∂xi を δi とおく。また、図 2.5にお




















δi と同様に δl = ∂C/∂xl とおくと、式 (2.13)より、以下の式を得る。
∂xl
∂xi
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Fig. 1. Our method automatically extracts structural lines and removes textures from manga images. ©Takarai Rihito
Extraction of structural lines from pattern-rich manga is a crucial step
for migrating legacy manga to digital domain. Unfortunately, it is very
challenging to distinguish structural lines from arbitrary, highly-structured,
and black-and-white screen patterns. In this paper, we present a novel data-
driven approach to identify structural lines out of pattern-rich manga, with
no assumption on the patterns. The method is based on convolutional neural
networks. To suit our purpose, we propose a deep network model to handle
the large variety of screen patterns and raise output accuracy. We also
develop an efficient and effective way to generate a rich set of training data
pairs. Our method suppresses arbitrary screen patterns no matter whether
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図 2.6 L らの手法の入出力。図は [19]より。トーンやパターンの貼られた漫画か
ら線のみを抽出することを目的とし、入力が漫画、出力が綺麗にトーンが除去され
た線画となっている。
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Fig. 10. Plain block structure vs. residual block structure.
blocks to increase the network depth. Instead of downscaling to
1  1 feature vectors, we propose to have 3 levels of downscaling
to avoid information loss. We found that 3 levels of downscaling is
already sufficient to filter away most of the textural components
of various scales. Further increasing the downscaling levels does
not improve the result, but unnecessarily filters away important
structural components and leads to blurry structural lines in the
output. On the other hand, reducing the number of downscaling
levels to 1 or 2 cannot filter away the textural pattern due to the lim-
ited receptive field. So a downscaling network of 3 levels is optimal
for our application (left part of Fig. 9).
While the downscaling network produces rough approximations
of the structural lines in coarser scales, the upscaling network de-
convolves the rough approximation and reconstructs the output
from coarse to fine. In our model, the upscaling network also con-
tains 3 upscaling levels (right part of Fig. 9) corresponding to the
downscaling network. Each level is composed of one upscaling block
followed by a sequence of regular blocks. Note that, the number of
upscaling blocks and the number of downscaling blocks must be
the same to ensure that the output has the same resolution as the
input.
Residual Network Structure The basic block used in typical CNN
model is a plain block consisting of a convolutional layer Conv
followed by a batch normalization layer BN [Ioffe and Szegedy
2015] and a rectified linear unit layer ReLU as shown in Fig. 10(a).
Here, a block can be downscaling, upscaling, or regular, and the
corresponding convolutional layer Conv in the block may be down-
scaling, upscaling, or flat convolutions as defined in Simo-Serra et
al. [2016]. However, this basic block Conv-BN-ReLU is too “plain”
and may lead to degrading problem due to its streamlined nature,
as gradient is hard to propagate from higher levels to lower levels.
It may be unable to produce high-quality results when the input
has a complex content, such as the screen patterns in our manga
application, even with deeper levels of convolutions. To increase
the depth of the network while avoiding this degrading problem,
we adopt the residual block [He et al. 2016b] in our CNN model.
This residual block performs the BN-ReLU-Conv structure twice
as the main streamline where the first convolutional layer may be
downscaling, upscaling, or flat convolutions. Its major difference is
the introduction of a shortcut mapping directly from the input to the
output to preserve important information of the input (Fig. 10(b)).
Through the shortcut mapping, the input bypasses the streamline
processing and directly adds to the output channel by channel. In
particular, for regular blocks where the input and the output are in
the same dimension, the shortcut mapping is an identity matrix. For
upscaling and downscaling blocks where the input and the output
are in different dimensions, the shortcut mapping is a dimension
adaptation convolution which adapts the dimension of the input
to fit the dimension of the output. By replacing the basic blocks
with the residual blocks, it allows direct information propagation
between the input and the output. Such deeper network structure
leads to easier training and better line extraction quality.
Convolution/Deconvolution Layers with Strides Typicalmax-pooling
used in CNN model is a parameter-fixed function and generally
leads to loss of spatial relation in every 2  2 downscaling win-
dow during the downscaling. Unfortunately, manga images usually
contain subtle high-frequency details, such as repetitive 2  2 dots
(Fig. 11(a)). In this case, max-pooling simply takes the local maximal
value in every 2  2 window (which is white) and outputs an im-
age with crucial information loss (Fig. 11(b)). The information loss
further affects the output quality. To preserve spatial relation and
image details, instead of using the standard pooling/unpooling for
ACM Transactions on Graphics, Vol. 36, No. 4, Article 117. Publication date: July 2017.
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blocks to increase the network depth. Instead of downscaling to
1  1 feature vectors, we propose to have 3 levels of downscaling
to avoid information loss. We found that 3 levels of downscaling is
already sufficient to filter away most of the textural components
of various scales. Further increasing the downscaling levels does
not improve the result, but unnecessarily filters away important
structural components and leads to blurry structural lines in the
output. On the other hand, reducing the number of downscaling
levels to 1 or 2 cannot filter away the textural pattern due to the lim-
ited receptive field. So a downscaling network of 3 levels is optimal
for our application (left part of Fig. 9).
While the downscaling network produces rough approximations
of the structural lines in coarser scales, the upscaling network de-
convolves the rough approximation and reconstructs the output
from coarse to fine. In our model, the upscaling network also con-
tains 3 upscaling levels (right part of Fig. 9) corresponding to the
downscaling network. Each level is composed of one upscaling block
followed by a sequence of regular blocks. Note that, the number of
upscaling blocks and the number of downscaling blocks must be
the same to ensure that the output has the same resolution as the
input.
Residual Network Structure The basic block used in typical CNN
model is a plain block consisting of a convolutional layer Conv
followed by a batch normalization layer BN [Ioffe and Szegedy
2015] and a rectified linear unit layer ReLU as shown in Fig. 10(a).
Here, a block can be downscaling, upscaling, or regular, and the
corresponding convolutional layer Conv in the block may be down-
scaling, upscaling, or flat convolutions as defined in Simo-Serra et
al. [2016]. However, this basic block Conv-BN-ReLU is too “plain”
and may lead to degrading problem due to its streamlined nature,
as gradient is hard to propagate from higher levels to lower levels.
It may be unable to produce high-quality results when the input
has a complex content, such as the screen patterns in our manga
application, even with deeper levels of convolutions. To increase
the depth of the network while avoiding this degrading problem,
we adopt the residual block [He et al. 2016b] in our CNN model.
This residual block performs the BN-ReLU-Conv structure twice
as the main streamline where the first convolutional layer may be
downscaling, upscaling, or flat convolutions. Its major difference is
the introduction of a shortcut mapping directly from the input to the
output to preserve important information of the input (Fig. 10(b)).
Through the shortcut mapping, the input bypasses the streamline
processing and directly adds to the output channel by channel. In
particular, for regular blocks where the input and the output are in
the same dimension, the shortcut mapping is an identity matrix. For
upscaling and downscaling blocks where the input and the output
are in different dimensions, the shortcut mapping is a dimension
adaptation convolution which adapts the dimension of the input
to fit the dimension of the output. By replacing the basic blocks
with the residual blocks, it allows direct information propagation
between the input and the output. Such deeper network structure
leads to easier training and better line extraction quality.
Convolution/Deconvolution Layers with Strides Typicalmax-pooling
used in CNN model is a parameter-fixed function and generally
leads to loss of spatial relation in every 2  2 downscaling win-
dow during the downscaling. Unfortunately, manga images usually
contain subtle high-frequency details, such as repetitive 2  2 dots
(Fig. 11(a)). In this case, max-pooling simply takes the local maximal
value in every 2  2 window (which is white) and outputs an im-
age with crucial information loss (Fig. 11(b)). The information loss
further affects the output quality. To preserve spatial relation and
image details, instead of using the standard pooling/unpooling for
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図 3.1 自動生成データの例。図 3.2に示すような丸や三角などの線画のデータを
白いキャンバスにランダムな位置、回転、アスペクト比変更などを行って貼り付け
て生成したものである。













































































表 3.1 提案モデルの構成．W は入力画像の横幅，H は高さを表している．また，
最終層以外は畳込み層の後に活性化関数として ReLU を用いる．最終層では出力
を [0, 1] にするため，シグモイド関数を使用している．アップサンプリングでは
Nearest-Neighbor Upsamplingを用いて拡大している。
層の種類 カーネル ストライド 出力サイズ
input - - 1×H ×W
convolution 5× 5 2× 2 24× H/2×W/2
convolution 3× 3 2× 2 64× H/4×W/4
convolution 3× 3 1× 1 128× H/4×W/4
convolution 3× 3 2× 2 256× H/8×W/8
convolution 3× 3 1× 1 512× H/8×W/8
convolution 3× 3 2× 2 512× H/16×W/16
convolution 3× 3 1× 1 256× H/16×W/16
up-sampling - - 256× H/8×W/8
convolution 3× 3 1× 1 128× H/8×W/8
convolution 3× 3 1× 1 64× H/8×W/8
up-sampling - - 64× H/4×W/4
convolution 3× 3 1× 1 32× H/4×W/4
convolution 3× 3 1× 1 16× H/4×W/4
up-sampling - - 16× H/2×W/2
convolution 3× 3 1× 1 8× H/2×W/2
convolution 3× 3 1× 1 4× H/2×W/2
up-sampling - - 4×H ×W
convolution 3× 3 2× 2 2×H ×W
convolution 3× 3 1× 1 1×H ×W

































































層の種類 カーネル ストライド 出力サイズ
input - - 1×H ×W
convolution 11× 11 1× 1 32×H ×W
convolution 3× 3 1× 1 32×H ×W
convolution 3× 3 1× 1 32×H ×W
convolution 3× 3 1× 1 32×H ×W
convolution 3× 3 1× 1 32×H ×W
convolution 3× 3 1× 1 1×H ×W
によって抽出された線画に対し、補完が必要な箇所があれば補完し、必要ない箇所を


















層の種類 カーネル ストライド 出力サイズ
input - - 2×H ×W
convolution 5× 5 2× 2 32× H/2×W/2
convolution 3× 3 2× 2 64× H/4×W/4
convolution 3× 3 1× 1 128× H/4×W/4
convolution 3× 3 2× 2 256× H/8×W/8
convolution 3× 3 1× 1 512× H/8×W/8
convolution 3× 3 1× 1 512× H/8×W/8
convolution 3× 3 1× 1 256× H/8×W/8
convolution 3× 3 1× 1 128× H/8×W/8
up-sampling - - 128× H/4×W/4
convolution 3× 3 1× 1 128× H/4×W/4
convolution 3× 3 1× 1 64× H/4×W/4
up-sampling - - 64× H/2×W/2
convolution 3× 3 1× 1 64× H/2×W/2
convolution 3× 3 1× 1 32× H/2×W/2
up-sampling - - 32×H ×W
convolution 3× 3 1× 1 16×H ×W
convolution 3× 3 1× 1 8×H ×W
convolution 3× 3 1× 1 1×H ×W






































































(Y ∗p − Yp)2 (3.1)












































































1 線に穴が空いて途切れている → 線画に対しランダムに穴をあける
2 線画ボロボロになっている → 線画に白ノイズを付加
3 線が薄い → 線に透明度を付加



















































1. 入力画像をモデル Aに順伝播させ、中間正解とのMSEロス La と勾配∇La を
計算
2. 入力画像とモデル Aの出力をモデル Bに順伝播させ、正解画像とのMSEロス
Lb と勾配 ∇Lb を計算























4. モデル Bからの勾配を定数 α倍した α∇Lb とモデル Aでの勾配 ∇La を足し









2. 入力画像とモデル Aの出力をモデル Bに順伝播させ、正解画像とのMSEロス
Lb と勾配 ∇Lb を計算



































• CPU: Intel(R) Core(TM) i7-6700 CPU @ 3.40GHz
• CPU: Cores 8
• GPU: NVIDIA GeForce GTX 970





























































vs [1] [5] 提案手法 提案手法 (マスクあり)
[1] - 26.4 6.1 1.4
[5] 73.6 - 4.2 5.3
提案手法 93.9 95.8 - 53.9






[1] [5] 提案手法 提案手法 (マスクあり)
スキャンデータ 2.1 2.7 3.9 3.8
合成データ 2.8 2.9 4.6 4.6









































• CPU: Intel(R) Core(TM) i7-5960X @ 3.00GHz
• CPU: Cores 8
• GPU: NVIDIA GeForce TITAN X GPU









入力画像サイズ (px) マスクの割合 [1] [5] CPU GPU
512× 512 20% 0.148s 138s
512× 512 40% 0.311s 199s 0.334s 0.006s
512× 512 60% 0.534s 257s
1024× 1024 20% 0.588s 535s
1024× 1024 40% 1.161s 822s 1.278s 0.021s
1024× 1024 60% 1.920s 1125s
2048× 2048 20% 2.337s 2195s
2048× 2048 40% 4.547s 3403s 4.953s 0.083s
2048× 2048 60% 7.698s
た。以下実験環境である。
• CPU: Intel(R) Core(TM) i7-6700 CPU @ 3.40GHz
• CPU: Cores 8
• GPU: NVIDIA GeForce GTX 970
フレームワークは Torch7を用い、言語は Luaで実装を行った。また、補完・修復ネッ

































































[1] C. Barnes, E. Shechtman, A. Finkelstein, and D. B. Goldman. PatchMatch: A ran-
domized correspondence algorithm for structural image editing. ACM Transactions
on Graphics (Proc. of SIGGRAPH 2009), 28(3):24:1–24:11, aug 2009.
[2] M. Bertalmio, G. Sapiro, V. Caselles, and C. Ballester. Image inpainting. In
Proceedings of the 27th annual conference on Computer graphics and interactive
techniques, pages 417–424, 2000.
[3] T. F. Chan and J. Shen. Nontexture inpainting by curvature-driven diffusions. Journal
of Visual Communication and Image Representation, 12(4):436–449, 2001.
[4] A. Criminisi, P. Perez, and K. Toyama. Object removal by exemplar-based inpainting.
In Computer Vision and Pattern Recognition, volume 2, pages II–721, 2003.
[5] S. Darabi, E. Shechtman, C. Barnes, D. B. Goldman, and P. Sen. Image Melding:
Combining inconsistent images using patch-based synthesis. ACM Transactions on
Graphics (Proc. of SIGGRAPH 2012), 31(4):82:1–82:10, 2012.
[6] A. Deshpande, J. Lu, M.-C. Yeh, M. Jin Chong, and D. Forsyth. Learning diverse
image colorization. In The IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), July 2017.
[7] C. Dong, C. C. Loy, K. He, and X. Tang. Image super-resolution using deep convo-
lutional networks. IEEE transactions on pattern analysis and machine intelligence,
38(2):295–307, 2016.
[8] I. Drori, D. Cohen-Or, and H. Yeshurun. Fragment-based image completion. ACM
51
Transactions on Graphics, 22(3):303–312, 2003.
[9] Q. Fan, J. Yang, G. Hua, B. Chen, and D. Wipf. A generic deep architecture for
single image reflection removal and image smoothing. 2017.
[10] K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learning for image recognition.
In The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2016.
[11] H. Huang, K. Yin, M. Gong, D. Lischinski, D. Cohen-Or, U. M. Ascher, and B. Chen.
” mind the gap”: tele-registration for structure-driven image completion. ACM Trans.
Graph., 32(6):174–1, 2013.
[12] S. Iizuka, E. Simo-Serra, and H. Ishikawa. Let there be Color!: Joint End-to-end
Learning of Global and Local Image Priors for Automatic Image Colorization with
Simultaneous Classification. ACM Transactions on Graphics (Proc. of SIGGRAPH
2016), 35(4):110:1–110:11, 2016.
[13] S. Iizuka, E. Simo-Serra, and H. Ishikawa. Globally and Locally Consistent Im-
age Completion. ACM Transactions on Graphics (Proc. of SIGGRAPH 2017),
36(4):107:1–107:14, 2017.
[14] S. Ioffe and C. Szegedy. Batch normalization: Accelerating deep network training by
reducing internal covariate shift. In International Conference on Machine Learning,
2015.
[15] P. Isola, J.-Y. Zhu, T. Zhou, and A. A. Efros. Image-to-image translation with
conditional adversarial networks. In The IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), 2017.
[16] J. Kim, J. Kwon Lee, and K. Mu Lee. Accurate image super-resolution using very
deep convolutional networks. In The IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), June 2016.
[17] N. Komodakis and G. Tziritas. Image completion using efficient belief propaga-
tion via priority scheduling and dynamic pruning. IEEE Transactions on Image
Processing, 16(11):2649–2661, 2007.
52
[18] A. Krizhevsky, I. Sutskever, and G. E. Hinton. Imagenet classification with deep
convolutional neural networks. In Advances in neural information processing systems,
pages 1097–1105, 2012.
[19] C. Li, X. Liu, and T.-T. Wong. Deep extraction of manga structural lines. ACM
Trans. Graph., 36(4):117:1–117:12, July 2017.
[20] H. Noh, S. Hong, and B. Han. Learning deconvolution network for semantic
segmentation. In International Conference on Computer Vision, pages 1520–1528,
2015.
[21] D. Pathak, P. Krahenbuhl, J. Donahue, T. Darrell, and A. Efros. Context encoders:
Feature learning by inpainting. In Computer Vision and Pattern Recognition, 2016.
[22] Y. Qu, T.-T. Wong, and P.-A. Heng. Manga colorization. ACM Transactions on
Graphics (TOG), 25(3):1214–1220, 2006.
[23] O. Ronneberger, P. Fischer, and T. Brox. U-net: Convolutional networks for biomed-
ical image segmentation. In International Conference on Medical Image Computing
and Computer-Assisted Intervention, pages 234–241. Springer, 2015.
[24] P. Sangkloy, J. Lu, C. Fang, F. Yu, and J. Hays. Scribbler: Controlling deep image
synthesis with sketch and color. In The IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), July 2017.
[25] T. Schoenemann, F. Kahl, and D. Cremers. Curvature regularity for region-based im-
age segmentation and inpainting: A linear programming relaxation. In International
Conference on Computer Vision, pages 17–23, 2009.
[26] J. Shen, S. H. Kang, and T. F. Chan. Euler’s elastica and curvature-based inpainting.
SIAM Journal on Applied Mathematics, 63(2):564–592, 2003.
[27] D. Simakov, Y. Caspi, E. Shechtman, and M. Irani. Summarizing visual data using
bidirectional similarity. In Computer Vision and Pattern Recognition, pages 1–8,
2008.
[28] E. Simo-Serra, S. Iizuka, K. Sasaki, and H. Ishikawa. Learning to Simplify: Fully
53
Convolutional Networks for Rough Sketch Cleanup. ACM Transactions on Graphics
(In Proc. of SIGGRAPH 2016), 35(4), 2016.
[29] E. Simo-Serra, S. Iizuka, K. Sasaki, and H. Ishikawa. Mastering Sketching: Adver-
sarial Augmentation for Structured Prediction. arXiv, 2017.
[30] K. Simonyan and A. Zisserman. Very deep convolutional networks for large-scale
image recognition. In ICLR, 2015.
[31] D. Sykora, J. Dingliana, and S. Collins. Lazybrush: Flexible painting tool for
hand-drawn cartoons. Computer Graphics Forum, 28(2):599–608, 2009.
[32] Y. Wexler, E. Shechtman, and M. Irani. Space-time completion of video. IEEE
Transactions on Pattern Analysis and Machine Intelligence, 29(3):463–476, 2007.













表 A.1 デノイズ・線画抽出ネットワークを 3.2のようにダウンサンプリングを含
まないネットワークにする前のネットワークモデル。
層の種類 カーネル ストライド 出力サイズ
input - - 1×H ×W
convolution 5× 5 2× 2 16× H/2×W/2
convolution 3× 3 1× 1 32× H/2×W/2
convolution 3× 3 2× 2 64× H/4×W/4
convolution 3× 3 1× 1 64× H/4×W/4
convolution 3× 3 1× 1 64× H/4×W/4
convolution 3× 3 1× 1 64× H/4×W/4
up-sampling - - 64× H/2×W/2
convolution 3× 3 1× 1 32× H/2×W/2
convolution 3× 3 1× 1 16× H/2×W/2
up-sampling - - 16×H ×W
convolution 3× 3 1× 1 8×H ×W








































































らであると考えられる。逆に α の値が小さい場合はモデル B における補完の影響が
弱くなり、ボロボロの切れた線が出力されやすくなる。
60
入力　 出力（α = 0.01）
出力（α = 1） 出力（α = 100）
図 A.4 モデル Aのパラメータを更新する際のモデル Bからの勾配の大きさによ
る結果の比較。αの値が小さいと補完を学習するモデル Bの影響が弱くなり、αの
値が大きいと線をくっきりさせる学習を行うモデル A の影響が弱くなるため出力
される線が薄くなりやすい。
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