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Abstract
Most state-of-the-art approaches address speaker diariza-
tion as a hierarchical agglomerative clustering problem in the
audio domain. In this paper, we propose to revisit one of them:
speech turns clustering based on the Bayesian Information Cri-
terion (a.k.a. BIC clustering). First, we show how to model
it as an integer linear programming (ILP) problem. Its resolu-
tion leads to the same overall diarization error rate as standard
BIC clustering but generates significantly purer speaker clus-
ters. Then, we describe how this approach can easily be ex-
tended to the audiovisual domain and TV broadcast in particu-
lar. The straightforward integration of detected overlaid names
(used to introduce guests or journalists, and obtained via video
OCR) into a multimodal ILP problem yields significantly better
speaker diarization results. Finally, we explain how this novel
paradigm can incidentally be used for unsupervised speaker
identification (i.e. not relying on any prior acoustic speaker
models). Experiments on the REPERE TV broadcast corpus
show that it achieves performance close to that of an oracle ca-
pable of identifying any speaker as long as their name appears
on screen at least once in the video.
Index Terms: speaker diarization, integer linear program-
ming, speaker identification, multimodal fusion, optical char-
acter recognition
1. Introduction
Speaker diarization is the task of partitioning and labeling an
audio stream into homogeneous speech segments according to
the identity of the speaker. Most state-of-the-art approaches ad-
dress it as a hierarchical (either agglomerative, divisive or a
combination of both [1]) clustering problem in the audio do-
main [2, 3, 4]. In this paper, we propose to revisit one of them:
speech turns clustering based on the Bayesian Information Cri-
terion (a.k.a. BIC clustering) [5].
One of the main limitations of this type of approach is that
each clustering iteration is performed locally and does not guar-
antee global optimality. Two clusters are merged because they
are close to each other, independently of how similar (or dissim-
ilar) they are to other clusters. New approaches based on spec-
tral clustering [6] were recently introduced to try and cope with
this limitation [7, 8, 9]. Indeed, spectral clustering techniques
rely on the complete speech turns similarity matrix to project
each of them into a low-dimensional manifold more suited for
clustering. However, they still rely on a subsequent agglomera-
tive clustering step with the same limitations as above.
Inspired by Dupuy et al. [10] who recently proposed a
global optimization framework based on Integer Linear Pro-
gramming (ILP), we investigate the use of ILP as a replacement
for BIC clustering. Our approach differs from [10] both in the
actual formulation of the ILP clustering problem (introduced in
Section 2), and in the fact that we use it in place of BIC clus-
tering (Section 3) while they still rely on BIC clustering as a
preliminary step.
Section 4 describes how the monomodal (audio-only) ILP
problem is extended to the audiovisual domain and TV broad-
cast in particular [11]. Building on our previous related
work [12], we integrate overlaid person names (automatically
detected by video OCR) into the ILP problem in order to jointly
improve speaker diarization performance and achieve unsuper-
vised speaker identification (i.e. not relying on any prior acous-
tic speaker models).
We present the results of our experiments, both for speaker
diarization and cross-modal speaker identification, in Section 5.
Section 6 concludes the paper.
2. Clustering as an ILP Problem
Clustering has been addressed in numerous scientific fields in
the past: from graph mining and community detection [13] to
natural language processing and co-reference resolution [14].
Classical clustering algorithms include K-means and hierarchi-
cal (agglomerative or divisive) clustering [15].
We describe the clustering of N items by a function δ:
δ : J1, NK2 → {0, 1}
(i, j) 7→ δij =


1 if items i and j are in the same
cluster (H hypothesis)
0 otherwise (H hypothesis)
A few constraints ensure that δ codes for a valid clustering:
Reflexivity. Every element must belong to its own cluster:
∀i ∈ J1, NK, δii = 1 (1)
Symmetry. If i is in the same cluster as j, then j should be in
the same cluster as i:
∀ (i, j) ∈ J1, NK2 δij = δji (2)
Transitivity. If i is in the same cluster as j (δij = 1) and j is
in the same cluster as k (δjk = 1), then i must be in the
same cluster as k (δik = 1):
∀ (i, j, k) ∈ J1, NK3 δij + δjk − δik ≤ 1 (3)
Let pij = p (H | dij) be the posterior probability (condi-
tionally to their similarity dij) that elements i and j are in the
same cluster. Finkel & Manning [14] propose to use Integer
Linear Programming to find the optimal clustering function δ∗
that maximize the intra-cluster similarity while simultaneously
minimizing the inter-cluster one:
δ
∗ = argmax
δ
f(δ) (4)
f(δ) = α ·
∑
i,j
δij · pij
︸ ︷︷ ︸
intra-cluster
similarity
+(1− α) ·
∑
i,j
(1− δij) · (1− pij)
︸ ︷︷ ︸
inter-cluster
dissimilarity
The influence and choice of parameter α ∈ [0, 1] will be dis-
cussed later in Section 3.3. The details towards the solution of
this ILP problem is out of the scope of this paper. For this work,
we use the Gurobi solver [16] implementation of the branch-
and-bound algorithm [17].
3. Application to Speaker Diarization
Our first contribution is to revisit the standard BIC clustering
approach [5] by replacing its agglomerative clustering step with
the ILP formulation described in previous section.
3.1. Baseline BIC clustering
Our baseline BIC clustering approach is derived from the multi-
stage speaker diarization system introduced in [18].
3.1.1. Segmentation
Feature extraction yields one 38-dimensional vectors every
30ms, made of the concatenation of 12 LPC-based cepstral
coefficients [19], their first- and second-order derivatives, and
those of the log-energy. Speech activity detection is achieved
based on Viterbi decoding with one 64-Gaussians Mixture
Model (GMM) for speech, noisy speech, speech over music,
pure music, and silence or noise. Speech segments are chopped
into short pure segments (with a minimum duration of 2.5 sec-
onds) using divergence-based segmentation. After training one
GMM for each segment, Viterbi segmentation is used to refine
segment boundaries.
3.1.2. Clustering
Agglomerative clustering is initialized with one cluster per seg-
ment, modeled with one Gaussian with full covariance matrixΣ
trained on the D = 12-dimensional Mel Frequency Cepstral
Coefficients (MFCC) and energy. The BIC criterion∆BICij [5]
defines the similarity between clusters i and j:
∆BICij =(ni + nj) log |Σ| − ni log |Σi| − nj log |Σj |
−
1
2
· λ ·
(
D +
1
2
D (D + 1)
)
log (ni + nj)
where nk is the number of samples in cluster k and λ the penalty
weighting coefficient. Each iteration merges the two most sim-
ilar clusters i and j until the stopping criterion∆BIC < 0.
3.2. ILP BIC clustering
We propose to replace the clustering step of paragraph 3.1.2
by the ILP clustering introduced in Section 2. For fair com-
parison, we also use the BIC criterion as similarity measure
(dij = ∆BICij). We apply Bayes’ theorem to obtain the poste-
rior probability pij = p (H | dij) used in Equation 4:
p (H | d) =
1
1 +
p(d | H)
p(d | H)
p(H)
p(H)
(5)
Figure 1: Estimation of posterior probability p (H | d) on the
training set. Top: likelihood under hypothesis H (rightmost
distribution, green) and H (leftmost distribution, red). Middle:
estimated log-likelihood ratio (•) and linear regression. Bottom:
estimated posterior probability.
Figure 2: Influence of parameter α on the development set.
The likelihood ratio p(d | H)/p(d | H) is estimated using the
training set described in Section 5. As shown in Figure 1, linear
regression by minimization of the sum of squared error is used
to fit an affine function to the log-likelihood ratio. Finally, the
prior probability ratio is estimated using the same training set.
We obtain p(H) = 4.97×p(H): this leads to a shift to the right
of the abscissa of p (H | d) = p
(
H | d
)
= 0.5 in Figure 1.
3.3. Role of parameter α
Though detailed experimental results will be presented in Sec-
tion 5, we here provide a general discussion about the behavior
of the proposed ILP approach. In particular, Figure 2 illustrates
the influence of parameter α on both cluster purity, cluster cov-
erage [5] and resulting diarization error rate [20]. It shows that
smaller values of α tend to generate small pure clusters while
larger ones will result in large covering clusters at the expense
of purity. Rewriting Equation 4 in both extreme regions (α ≈ 0
and α ≈ 1) explains this expected behavior:
[α ≈ 0] δ∗ ≈ argmin
δ
∑
ij
δij · (1− pij) = argmin
δ
∑
ij
δij
[α ≈ 1] δ∗ ≈ argmax
δ
∑
ij
δij · pij = argmax
δ
∑
ij
δij
The optimal value for diarization error rate is around α = 0.6
though we notice a plateau for α ∈ [0.5, 0.7] common to both
our development and test sets.
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Figure 3: Cross-modal probability graph & expected clusters.
One name: p = 0.956 Two names: p = 0.996
Figure 4: Cross-modal probabilities depend on the number of
simultaneous written names.
4. Cross-Modal Speaker Diarization
Most state-of-the-art speaker diarization approaches address
this problem in the audio domain – the baseline and ILP BIC
clustering are no exception. This is illustrated in the upper part
of the graph in Figure 3 where each pair of speech turn ver-
tices i and j is connected with an edge weighted by the poste-
rior probability pij . However, in the case of TV broadcast such
as TV news or talk-shows, other sources of information can be
used to jointly improve speaker diarization and perform speaker
identification. As a matter of fact, guests or reporters are often
introduced to the viewer using overlaid title blocks containing
their name, such as the ones shown in Figure 4. In this section,
we propose to augment the speech turn graph with written name
vertices (middle part of Figure 3) and identity vertices (bottom).
4.1. Written names
We use the video Optical Character Recognition (OCR) sys-
tem proposed by Poignant et al. in [21] to automatically ex-
tract this information. Overlaid text boxes are first detected us-
ing a coarse-to-fine approach with temporal tracking. We then
use the open-source Tesseract OCR system [22] to provide
one transcription every ten frames. The transcriptions are fi-
nally merged to produce one transcription for each text box. As
seen in Figure 4, not all detected text boxes are used to intro-
duce a person: some provide other kind of information (name
of the show, news flash, etc.). In order to only extract title
blocks with person names, we use a list of names extracted from
Wikipedia and the annotated training set introduced in Sec-
tion 5 to automatically learn the spatial positions the most likely
to be used for title blocks.
4.2. Cross-Modal Probability Graph
One vertex is added per written name occurrence. As shown by
→ traffic signs in Figure 3, each of them is constrained (δij =
1) to be in the same cluster as the corresponding identity vertex.
Moreover, any two identity vertices are prevented from being in
the same cluster by an additional constraint ( \ sign, δij = 0).
To benefit from the influence of written names for speech
turns clustering, cross-modal edges are added between cooc-
curring speech turns and written names. As a matter of fact,
when a speech turn i and one (or more) written name(s) j occur
simultaneously, the probability pij that the latter corresponds to
the former is very high. This probability is learned using the
annotated training set and depends on the number of cooccur-
ring written names, as illustrated in Figure 4. For instance, in
case two names are written while one person is speaking, the
corresponding speech turn vertex is connected to both written
name vertices with probability p = 0.996.
Since the resulting cross-modal probability graph is no
longer complete, the objective function of Equation 4 is updated
to take missing edges into account:
f(δ) = α ·
∑
i,j
∃ i↔j
δij · pij + (1− α) ·
∑
i,j
∃ i↔j
(1− δij) · (1− pij)
where ∃ i↔ j means that vertices i and j are connected.
4.3. Speaker Identification
The right part of Figure 3 describes the expected output of
the resulting multimodal ILP clustering process: one cluster
per person containing every corresponding vertex (speech turn,
written name and identity when available). Therefore, the pro-
posed framework can also be used for speaker identification.
After optimization, each speech turn is simply given the
identity of the unique identity vertex belonging to the same clus-
ter. Since the ILP problem is designed to prevent identity ver-
tices from ending up in the same cluster (using \ constraints),
there can be at most one identity vertex in every cluster. In Fig-
ure 3, speech turns #1 and #2 are given the identity ID1 and
speech turns #4 and #5 the identity ID2. However, it may hap-
pen that a cluster does not contain any identity vertex: speech
turns simply remain with unknown identity (as does speech
turn #3).
5. Experiments
5.1. Corpora
Figure 5 provides a graphical overview of the REPERE video
corpus used in our experiments [23]. It contains 188 videos (30
hours) recorded from 7 different shows broadcast by the French
TV channels BFM TV and LCP. The audio stream is fully
annotated with labeled speech turns (“who speaks when?”).
[23] provides a comprehensive description of the corpus and
the associated annotation process.
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A: BFM Story
B: LCP Info
C: Top Questions
D: Ça Vous Regarde
E: Planète Showbiz
F: Entre Les Lignes
G: Pile Et Face
Figure 5: Training, development and test sets each contain 7
different types of shows (A to G).
5.2. Experimental Protocol
The whole corpus is divided into three corpora. The training set
is used to estimate the log-likelihood and prior probability ratios
introduced in Equation 5. While speaker audio annotations are
complete, visual annotations are only available for one frame
every 10 seconds. Therefore, we ran our written name extrac-
tion system on the training set and used its output to estimate
the cross-modal probabilities of Figure 4. The development set
is used to select the optimal value for parameters λ (for standard
BIC clustering) and α (for ILP BIC clustering). The test set is
used for evaluation.
Depending on the evaluated task (speaker diarization or
speaker identification), parameters are optimized with respect
to two evaluation metrics: diarization error rate (DER) for the
former and identification error rate (IER) for the latter [20].
5.3. Late, Intermediate or Early Fusion
For comparison purposes, we also evaluated two other multi-
modal speaker identification approaches (dubbed “Poignant et
al. [12]” and “Constrained HAC” in Tables 1 and 2). They dif-
fer from the proposed ILP approach in how early in the fusion
pipeline the audio and visual modalities are combined.
The late fusion approach by Poignant et al. [12] consists
in first applying standard BIC clustering and then propagating
written names onto each speaker clusters and/or speech turns.
The early fusion approach “Constrained HAC” relies on stan-
dard Hierarchical Agglomerative Clustering (HAC) with aver-
age linkage [15] based on ∆BIC speech turn similarity defined
in Section 3.1. Starting with one cluster per speech turn, each it-
eration merges the two closest clusters for which there is no con-
flict in their cooccurring written names. Our proposed audio-
visual ILP approach falls into the intermediate fusion category.
We also define two oracles (OSD for speaker diarization and
OSI for identification) that provide error rate lower bounds.
5.4. Speaker Diarization
Table 1 summarizes the performance in terms of speaker di-
arization. The oracle OSD relies on the same automatic pre-
processing as the proposed approaches but differs in the clus-
tering process which is perfect. The non-zero DER obtained by
OSD in Table 1 is mostly due to the lack of an overlapping speech
detection module in pre-processing. Indeed, the REPERE cor-
pus contains TV news and talk-shows where guests tend to
speak simultaneously. Overall, it leads to a high missed de-
tection error rate (only one speaker detected instead of two).
Audio-only ILP clustering achieves performance as good
as standard BIC clustering. Yet, it yields much purer clusters
(92% vs. 94%). Therefore, we expect that integrating this ILP
approach into a multi-stage (BIC+CLR/i-vector [24]) one will
lead to a sensible improvement in performance. Moreover, the
integration of the visual modality leads to a significant improve-
ment (−1% absolute DER) mostly due to an increase in cover-
Approach DER Purity Coverage F-measure
Oracle OSD 7.4% 100.0% 96.5% 98.2%
BIC clustering 19.8% 92.1% 86.8% 89.4%
ILP (audio) 19.9% 94.1% 85.0% 89.3%
ILP (audio-visual) 19.0% 94.2% 85.7% 89.7%
Constrained HAC 21.6% 88.3% 88.8% 88.5%
Table 1: Speaker diarization.
Approach IER Precision Recall F-Measure
Oracle OSI 39.3% 100.0% 62.1% 76.6%
Poignant et al. [12] 44.4% 79.8% 59.4% 68.1%
ILP (audio-visual) 44.9% 90.6% 58.2% 70.9%
Constrained HAC 42.2% 83.9% 61.2% 70.7%
Table 2: Speaker identification.
age. It was expected as two small clusters cooccurring with the
same written name tend to be grouped together into a larger one.
5.5. Speaker Identification
Table 2 summarizes the performance in terms of speaker identi-
fication. The oracleOSI is able to correctly identify any speaker
as long as its name appears at least once in the same video, ac-
cording to our written name extraction system. It does not have
to appear simultaneously with any of the speaker speech turns:
such an oracle is therefore very optimistic. The high IER ob-
tained by OSI in Table 2 is mostly due to the fact that anchors
are very rarely introduced by overlaid names and therefore can-
not be recognized in any way.
Looking at both IER and F-Measure, all three speaker iden-
tification approaches have very similar performance. The room
for improvement to reach the oracle performance is also very
limited. In the future, we will therefore try to lower the oracle
performance bound by integrating supervised speaker identifi-
cation approaches to better recognize anchors (for which train-
ing data can easily be collected). This can be achieved seam-
lessly by adding edges connecting speech turn and identity ver-
tices, weighted by a probability derived from the identification
score.
Though they have similar performance, the various ap-
proaches behave very differently from each other. Audio-visual
ILP has much higher precision than constrained HAC for in-
stance. One could try to combine them by first applying audio-
visual ILP identification and then benefiting from the nearly
perfect recall of the constrained HAC approach to identify the
remaining unknown speakers.
6. Conclusion and Future Works
In this paper, we revisited BIC clustering as an Integer Lin-
ear Programming problem. We showed that standard and ILP-
based BIC clusterings perform equally well with the exception
that the latter yields much purer clusters. We therefore envision
significant improvement over state-of-the-art approaches once
it is integrated into a full-fledged multi-stage diarization sys-
tem [18].
Then, we showed how easily the proposed framework can
be extended to the audiovisual domain and lead to significant
performance improvement. Overlaid written names are not the
only source of information available in TV broadcast. For in-
stance, we plan to extend this approach to multimodal person
recognition [25] by adding face track vertices to the graph,
or to named speaker identification [26] using addressee name
vertices extracted from the automatic speech transcription with
named entity detection.
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