Auditory localization cues in the near-field (< 1.0 m) are significantly different than in the far-field. The near-field region is within an arm's length of the listener allowing to integrate proprioceptive cues to determine the location of an object in space. This perceptual study compares three non-individualized methods to apply head-related transfer functions (HRTFs) in six-degrees-of-freedom near-field audio rendering, namely, far-field measured HRTFs, multidistance measured HRTFs, and spherical-model-based HRTFs with near-field extrapolation. To set our findings in context, we provide a real-world hand-held audio source for comparison along with a distance-invariant condition. Two modes of interaction are compared in an audio-visual virtual reality: one allowing the participant to move the audio object dynamically and the other with a stationary audio object but a freely moving listener.
INTRODUCTION
The space in close proximity to our body, the peripersonal space, has a special significance for our nervous system. Within this region objects can be grasped and manipulated without moving toward them. Avoiding potentially harmful objects is the most critical when they are close to our body. It may therefore be expected that the brain represents objects in the peripersonal space differently than objects at a distance. Body-part-centered reference frames have been identified for the visual peripersonal space, where receptive fields of multimodal neurons are activated only when a visual stimulus is located close to a specific body part [10] . Such integrated systems also exist for the auditory peripersonal space, where specific multimodal neurons respond to auditory-tactile stimuli within the proximity of the head, but not when the auditory stimulus is further away [8] . The study at hand presents a perceptual comparison of methods for binaurally rendering this near-field effect in a virtual reality environment.
To identify near-the-head sound sources, the auditory system uses a set of binaural cues that differ from the far-field cues. In the far-field (> 1.0 m), the head-related transfer functions (HRTFs) are practically independent of distance [3] . Within 1.0 m distance, as a point source moves lateral to the head, the interaural level difference (ILD) at low frequencies increases. In contrast for lateral sources in the far-field, the ILDs at low frequencies are very small [4, 5] . The low frequency ILD is most prominent when the source is within 0.5 m radius, reaching ILDs of 23 dB at 0.25 m distance [2] . Similarly, the interaural time difference (ITD) is affected by the source distance in the near-field for lateral sources, although the effect is less pronounced than for the ILDs. Measured from a dummy-head, the ITD increases on average by 100 µs moving from 10.0 m distance to 0.125 m [4] for a lateral sound source. Most of the increase occurs within the final 0.25 m from the head. For elevated sources, the HRTFs are fairly independent of distance, although some distance dependencies were recently found for sources close to the interaural axis [19] . For a precise description of the effects summarized here, we refer the reader to [4] . Apart from the binaural cues, more salient distance cues arise monaurally from the sound intensity and the direct-to-reverberant ratio [23] . However, the applicability of these cues depends heavily on our familiarity with the sound source and the acoustic environment.
Faithfully recreating the binaural localization cues may be essential for an immersive virtual audio experience. Currently, a set of HRTFs is a requirement for high quality binaural audio reproduction. They are typically measured, or modeled, only in the far-field, which results in a lack of near-field localization cues. The near-field cues may be re-introduced by modeling the near-field effect via a socalled distance variation function (DVF) [11, 21] , which is shown to improve distance localization in the near-field compared to intensity cues only. The HRTFs may also be measured at multiple distances, which preserves the distance-dependent localization cues, but is a time consuming and laborious process [13] .
In six-degrees-of-freedom (6 DoF) virtual reality, interaction in the near-field may take different forms. We may either approach a stationary sound object and inspect it without direct interaction, or, once within our peripersonal space, choose to actively move it. Sensory-motor coupling has been argued to form a basis for human cognition, where motor actions support sensory information processing [7] . Following this idea, holding a sound source, real or virtual, in our hand, the resulting auditory perception may be more accurately localized due to the proprioceptive cues compared to a case without direct interaction. On the contrary, spatial auditory resolution in the far-field during whole-body translation is impaired when compared to stationary listening [18] . Auditory reachability is a related cognitive concept, which has been shown to yield accurate distance estimates in the peripersonal space, further highlighting the cognitive importance of this region [16] .
A few studies have evaluated the effect of near-field measured HRTFs on the accuracy of distance perception. In these studies, it was found that distance estimation based on binaural cues only utilizing loudness-normalized stimuli is not feasible [2] . Adding 3 DoF head tracking does not increase the importance of binaural cues in distance judgments or improve the overall accuracy [14] . Further studies with a modeled near-field effect found that an approaching relative motion is perceived more readily than a receding one [20] .
In this study, near-field audio rendering is investigated in 6 DoF virtual reality. The focus is on general preference of near-field audio rendering given self-movement cues and a corresponding visual envi- ronment, in contrast to previous unimodal auditory distance perception studies. We examine the influence of modeled near-field effect, far-field or multi-distance measured HRTFs, and intensity-invariant rendering on the desirability of the audio stimulus. We hypothesize that the real-world measured multi-distance HRTFs will yield the highest preference scores, whereas modeled, far-field measured, and intensity-invariant conditions will be scored lower. Furthermore, we assume holding the audio object in hand and dynamically moving it around the 6 DoF near-field will result in different preference weighting compared to 6 DoF full body motion with a static audio object. Finally, we hypothesize that a real-world loudspeaker will be the most desired audio condition instead of the virtual reproduction.
METHOD

Virtual Reality Environment
An important aspect of critical audio evaluation is the ability to switch between systems under test without relying on participants' auditory memory of conditions. This real-time comparison of conditions introduces an added complication in 6 DoF where the participant may ultimately dictate the audio content by their movements. While the fundamental audio content within a virtual scene is the same, participants' varying position and orientation means that audio in one participant's experience will be different to another. A platform for real-time evaluation of binaural renderers has been developed allowing participants to switch between conditions, with no interruption to audio-visual sensory input. The basic structure is presented in this section; for a thorough walk-through, please see [15] . The platform may be broken up into three components: 1) VR device, 2) Graphical rendering engine, and 3) Audio rendering engine, as depicted in Figure 1 . For Component 1, the HTC VIVE Pro 1 head-mounted display (HMD) is used for positional tracking, visual presentation, and control interface. The tracking accuracy and latency are found suitable for reproducible scientific research [12] . For Component 2, game engine Unity3D is used for the graphical rendering engine, along with hosting positional information for all audio objects and participant's position and orientation using the SteamVR asset. All relevant positional and rotational data is then sent (via an Open Sound Control (OSC) data package at a 10 ms interval) to Max 7. In Component 3, binaural renderers are hosted in Max 7 and are fed, in parallel, the positional and rotational information received from Unity3D. All audio content is loaded into Max on a scene by scene basis and triggered to play, when the respective scene is loaded inside Unity3D.
Normally, interfaces such as a mouse and/or a keyboard may be used to control such evaluation tests. However, as participants will not be positioned at a static location, the test control interface is implemented inside the VR environment itself, allowing full freedom of movement while not being forced to return to a specific location to interact with the experiment interface.
The interface is designed such that it can be instantiated anywhere in the VR scene. By pressing a button on a hand-held controller, a semi-transparent panel appears at eye level in the participants' field of view. The panel is presented in Figure 2 . Pressing the button again hides the panel, allowing the user to fully explore the environment. When instantiated, a virtual laser pointer could be used to target buttons having traditional button-states (highlighted, pressed, inactive) for visual feedback of interaction.
Stimuli
The audio-visual virtual reality scene was composed of a large empty cube-shaped room created in the Unity3D game engine. The sound source was visually modeled as a cylinder having the same dimensions as its real-world counterpart: an UltimateEars Boom 2 loudspeaker 2 . The location of the virtual audio object was defined at the center of the real-world loudspeaker. The real loudspeaker was tracked by a 6 DoF tracker mounted on top of the loudspeaker, allowing to create an accurate virtual representation of it at the same spatial location. In the middle of the virtual cylinder, there was a sphere denoting the location of the sound object. The virtual audio object was played back via open-design AKG K1000 headphones mounted rigidly on the HMD. The open-design headphones allowed mostly unobstructed sound propagation from the real loudspeaker even when wearing the headphones. An RME UCX audio interface was used and all audio was processed at 48 kHz in 128 sample blocks. Sound sources were selected to be an anechoic cello recording and pink noise. On the one hand, the cello sample is a natural signal that contains tonal structure and temporal variations that may mask rendering impairments in real application scenarios. On the other hand, these features may result in different rendering artefacts than in the pink noise case.
Both source signals were high-pass filtered with a cutoff frequency of 100 Hz. Their loudness was equalized at 0.5 m distance from the audio object with a diffuse field calibrated Cortex Mk I dummy-head to be 55 dB(A) sound pressure level for all the renderers and the real loudspeaker. The sound object was placed in front of the dummy-head, as shown in Figure 3 . The inverse square law was applied by the audio renderers to realize distance gain with a minimum distance of 0.1 m from the center of the head. The experiment was run in a rectangular room with following dimensions: length 4.70 m, width 3.50 m, and height 2.80 m. The octave band reverberation time (RT 60 ) was measured to be 0.47 s at 1 kHz. The room acoustics affected only the real loudspeaker; the virtual room was modeled as anechoic. Thus, the direct-to-reverberant ratio cue was only available for the loudspeaker condition. Additionally, the real loudspeaker had a height of 0.18 m and a diameter of 0.067 m, which was not modeled by the binaural renderers. Therefore, close to the head, the real loudspeaker would become less point-like, whereas the virtual sound sources remain as point sources.
Two different binaural audio rendering principles were employed in the experiment: a structural-model-based parametric renderer and an HRTF-convolution-based renderer. For the model-based renderer, the ITD and ILD values were computed from a spherical head model [1, 6] . The processing consisted of a time-varying delay line and second-order shelving filters. No individualization was performed and the radius of the head model was set to 87 mm. No pinna model and therefore no elevation adjustment were included, HRTFs measured from 0.5 m to 1.5 m Distance-invariant Far-field HRTFs and no distance-based gain but the near-field effect was modeled with the DVF method proposed in [21] . The HRTF-convolution renderer relied on a set of measured HRTFs, where it would select the pair that is closest to the sound object location. Both renderers were capable of realizing realtime rendering with 6 DoF tracking. There was no room acoustics modeling included.
Additional conditions were created by adding three different versions of the convolution renderer with different HRTF sets and a gain setting. There was an HRTF set measured only in the farfield at 1.50 m distance, a multi-distance set with measurements at 0.50 m, 0.75 m, 1.00 m, and 1.50 m, and finally a version with the far-field HRTFs without distance gain adjustment. The HRTF sets were measured from a Neumann KU100 dummy head with a 2702-node Lebedev grid. The HRTF sets are publicly available from [13] . Together with the real loudspeaker there were five renderers in the test, summarized in Table 1 . Figure 4 displays simulated distance variation functions in the near-field for the different renderers when compared to the far-field HRTF normalized magnitude spectrum. The resulting spectra show only the distance-variation-dependent binaural effects and are called the near-field transfer functions (NFTF). The responses are simulated for both ears with a sound source located on the interaural axis. As expected, the far-field renderer does not produce any additional nearfield cues (Panels 4a & 4d). The multi-distance renderer displays four prominent regions with increasingly stronger near-field cues as the distance decreases (Panels 4b & 4e). The model-based renderer displays a smoother but prominent effect of the near-field (Panels 4c & 4f). Notably, the modeled near-field effect modifies the response all the way up to the ear, whereas the multi-distance HRTF response does not anymore change within 0.5 m from the head.
Two scene types were employed to enable the study of sourcelistener interaction: static and dynamic. In the static scene, the real loudspeaker, and its virtual counterpart, was suspended from the ceiling at 1.5 m height from the floor. In this scene the participants were not allowed to directly manipulate the sound source; they were instructed to move around it themselves. In the dynamic scene the loudspeaker was detached from the ceiling and the participants held it in their hand whilst seated. Here, they were able to directly manipulate the sound source's location in space and also get accurate proprioceptive location information thanks to the hand-based interaction. Figure 5 shows a person wearing the HMD in the dynamic scene with the loudspeaker in one hand and the controller in the other. In both scenes the virtual loudspeaker was visually present resulting in further multi-modal location cues. Altogether, the participants completed four scene combinations: two different scene types and two source signals.
Participants
There were a total of 21 participants (5 female, 16 male). Their average age was 32.0 years (SD = 9.0). All of the participants provided a written informed consent to take part in the study. Nineteen of the participants reported having some experience of using VR equipment. All of the participants reported having normal auditory function. 
Procedure
The participants were instructed to eliminate the audio renderers in the order of least desirability [17, 22] . It was made clear that there is no audio reference, but their self-motion and the visual presentations should be understood as creating the reference for expected auditory stimulation. The real loudspeaker was explicitly not defined as a reference, since it would have potentially biased the listeners' attention to factors that may not be relevant for the overall experience, and the maximum achievable quality would have been defined by it. Instead, quality degradation was expected to result from mismatch between the expectations and the perceived auditory stimulus. The participants were instructed to pay attention especially on spatial impression, i.e., how well the auditory stimulus is co-located with the visual and haptic sensation. The interface (Figure 2 ) allowed the participants to switch between the five renderers via buttons (A-E) as many times as required. They eliminated iteratively the least desirable renderer via an eliminate button. Since all renderers continuously received tracking data they remained updated on the current position and orientation of the listener with respect to the audio object making the switch between renderers seamless.
The participants were first familiarized with the VR system and interface in a special scene before beginning with the actual experiment. They were instructed on how to operate the controller to bring up and hide the control panel. They were also able to go through a dummy elimination test without audio to get used to the interface buttons. The four experiment scenes were evaluated after the familiarization scene. The order of static and dynamic scenes was counterbalanced within the participants, but the cello sample was always evaluated before the pink noise sample, since the noise sample was considered as more critical for evaluating the renderers. This was done not to bias the participants to listen for artefacts that may be only salient with the noise signal but not with the natural cello signal. Average time to complete evaluation of the four scenes after the setup and familiarization was 13.4 min (SD = 5.5 min).
RESULTS
Preference Modeling
In this analysis the rankings are assumed to result from a series of independent paired comparisons between the conditions. Given J objects (indexed by j and k, j < k), a Bradley-Terry (BT) model defines one paired comparison j, k where the probability to prefer sample j over sample k ( j k), or vice-versa, is formulated as follows [9] :
where the π are the locations of samples on a preference scale limited between 0 ≤ π ≤ 1. Equation 1 may be further formulated as:
where y j,k is a response to a comparison j, k and takes the value of 1, if object j is preferred to k and value of -1 in the opposite case. The probability of a pattern of paired comparisons, or a ranking, with a response of y = (y 1,2 , y 1,3 , ..., y j,k , ..., y J−1,J ) is finally given by [9] :
which is the product of all pairwise probabilities defined by a given ranking. The preference scale locations are estimated from the ranking data with the R-package prefmod [9] . Figure 6 displays the estimated preference scores separately for each scene. The resulting preference scale is a ratio scale, meaning there is a real zero and distances between breaks on the scale are equal. The preference scores sum up to one in each scene. In the static scene with the cello sample a large difference in preference may be observed from the least preferred conditions modeled and distance-invariant to the most preferred multi-distance condition, which is almost twice more likely to be preferred than the modeled. The real condition is rated almost exactly in the middle between the least and most preferred binaural renderers. The far-field condition gets closest to the multi-distance.
The static scene with pink noise sample shows similar overall ranking of the conditions, but the scale is more compressed from the lowest and highest ratings than with the cello sample. There are no longer preference differences between the modeled and the distance-invariant, or the far-field and the multi-distance.
Both the dynamic scenes, with cello and pink noise, show similar overall ordering of the conditions. The real, far-field, and multidistance are closely together with the highest preference scores, while the modeled and distance-invariant remain significantly lower on the scale. The multi-distance achieves the highest rating with the cello sample, while the real is rated the highest with pink noise. The distance-invariant is rated clearly lower than the modeled in the dynamic scenes but not in the static scenes.
Tracking Data
The participants' and the loudspeaker's location was recorded in 6 DoF during the experiment at an 0.1 s interval. This data may be used to shed more light on the obtained preference ratings, especially since the participants' movements were not guided in any way during the experiment. Figure 7 presents a derived preference modeling with an added participant-specific covariate calculated from the variation in the distance between the source and listener. This is a binary covariate obtained by normalizing the source-listener distance throughout a scene and finding the variance of this data. Finally, the participant pool is divided into two parts based on the amount of found variation by labeling the lower half of them with small and the upper half with large. In Figure 7 , through all the scenes, the left-most estimates are obtained from the participants who did relatively less distance-varying movements in favor of rotational movement either around the sound source (static) or by moving the source around their head (dynamic). Moreover, participants scoring low in the distance variation scale may have moved relatively less in general. This type of movement is of specific interest since distance estimation in the near-field has been so far the most studied perceptual aspect of near-field audio rendering. By classifying people according to the distance variation, we may isolate the sub-group who have been affected by the potentially more effective binaural distance cues in the near-field.
The most notable effects in Figure 7 happen on the far-field condition in static: cello scene and on the multi-distance condition in the dynamic: cello scene. The far-field condition increases in preference the more participants induced variations in distance by moving around the sound source themselves. In contrast, in the dynamic: cello scene the multi-distance condition shows reduced preference by the large distance variation sub-group. More consistent effects in the dynamic scenes are found for the real loudspeaker which increased in preference for the sub-group who showed relatively more distance variation. An opposite, but more subtle, effect is observed in the static scenes. Effects for the other conditions are less pronounced and not equally consistent. Figure 8 shows the median time spent in each scene. The dynamic and static scenes were counterbalanced within participants to remove ordering effects. There is potentially a learning effect moving from the cello sample to noise, since they were always evaluated in this order. A significant reduction of time can be observed with the cello samples between the dynamic and static scene, where the median value for static scene is 220 s and for the dynamic 169 s. Similar effect is not observed between the noise samples, which were always evaluated after the cello scene.
A summary statistic of the median distance between the source and listener measured from the center of the head to the sound object is shown in Figure 9 . The distance is approximately 0.20 m shorter in the dynamic scenes compared to the static scenes.
DISCUSSION
The far-field and multi-distance conditions were consistently the most preferred in 6 DoF multimodal virtual reality. Looking at the overall preference modeling (Figure 6 ), there appears to be little benefit of including HRTFs measured at multiple distances for enhanced near-field effect. However, the nearest distance in the used HRTF set was 0.50 m, which is considered to be the threshold within which most of the near-field distance-dependent cues are the most prominent [2, 4] . Therefore, future studies must include HRTFs from even closer distances to get a more complete picture of their effect. Interesting directions for further research include high resolution near-field HRTFs from, e.g., numerical simulations from participants' head scans or from otherwise individualized head models.
The multi-distance condition appears to be more preferred than the far-field condition in both the static and dynamic scenes with the cello source signal. This signal includes temporal variations and a continuous tonal structure which potentially facilitate the discrimination of the subtle near-field cues while masking the artefacts of HRTF switching in the distance dimension. Therefore, our first hypothesis on the highest preference for multi-distance HRTFs receives at least partial support. The real loudspeaker condition received the highest score in only one of the tested scenes (dynamic: noise). It performed especially poorly in the static scenes, which rejects our hypothesis that the real loudspeaker would be preferred instead of the virtual renderings. There are a few factors potentially explaining the low preference of the loudspeaker condition. Firstly, it was the only condition with room acoustics included, since the experiment was done in a normal quiet listening room instead of an anechoic chamber. This resulted in early reflections and late reverberation that did not match the virtual space, and which were missing from the binaural conditions. Second, the timbre of the loudspeaker was perceivably different compared to the headphone stimuli, despite the high-pass filtering and loudness calibration. Third, the distance gain seemed to slightly differ between the real loudspeaker and the binaural conditions at close distances. It is likely that the far-field defined inverse square law does not apply in the near-field. Moreover, the loudspeaker is not a point-source that is usually assumed in loudness experiments.
Most participants commented informally after the experiment having identified the real loudspeaker, but still having preferred the binaural conditions since they were more point-like and appeared to match what they were seeing in the virtual environment better. In future experiments with real-world sound sources compared with virtual sounds a better matching of the conditions is essential. This may be achieved for example by equalizing the source signals for different playback systems, having an anechoic chamber or a room acoustic model matching the real space, employing a smaller loudspeaker, and modeling the sound producing object more truthfully in the virtual environment (e.g. source extent).
Another surprising finding is the poor performance of the modeled near-field effect, which was found in previous research to aid in distance estimation [20, 21] . Here, the results may be more due to the underlying rendering method, which relied on HRTF modeling from a spherical head model. The lack of elevation cues in this model is likely such a critical shortcoming that the potentially helpful nearfield modeling is masked by it. Therefore, drawing conclusions on the goodness of the DVF method is not feasible based on the results presented here. For future experiments with the DVF modeling the binaural rendering principle should be kept similar across all conditions.
The two scene types, static and dynamic, yielded different preference ratings and durations. Judging by the duration only, the hand-based direct manipulation of the sound source appears to be more intuitive and to enable faster elimination decisions based on the scenes with the cello samples. The participants saw either of these scenes first in the test. The real loudspeaker was ranked in the dynamic scenes equally good as the best binaural conditions, which did not happen in the static scenes. Furthermore, the source was on average closer to the head in the dynamic scenes ( Figure 9 ) reducing the effect of room acoustics. In these scenes the localization was further aided by proprioceptive cues.
CONCLUSIONS
This perceptual study examined the near-field binaural audio rendering with non-individualized HRTFs. The outcomes of this study suggest the use of far-field or multi-distance measured HRTFs for near-field rendering. The multi-distance HRTFs were preferred over the far-field HRTFs for a complex source signal with temporal variation (cello). More studies will be needed with the modeled near-field effect. The real loudspeaker was equally preferred with the best binaural renderings when dynamic source manipulation was allowed, but without direct interaction it was preferred less. The dynamic scenes were faster to complete and yielded differing preference rankings compared to the static scenes. Overall, this study provides the groundwork for further investigations into auditory perception in the near field in 6 DoF virtual environments.
