Konvektionsinstabilitäten und raumzeitliche Strukturbildung in Zweischicht-Systemen by Merkt, Domnic
Konvektionsinstabilita¨ten und raumzeitliche
Strukturbildung in Zweischicht-Systemen
Von der Fakulta¨t fu¨r Mathematik, Naturwissenschaften und Informatik
der Brandenburgischen Technischen Universita¨t Cottbus
zur Erlangung des akademischen Grades
Doktor der Naturwissenschaften
(Dr. rer. nat.)
genehmigte Dissertation
vorgelegt von
Diplom-Physiker
Domnic Merkt
geboren am 03.06.1970 in Tuttlingen
Gutachter: Prof. Dr. rer. nat. habil. Michael Bestehorn
Gutachter: Prof. Dr.-Ing. Christoph Egbers
Gutachter: Prof. Dr. rer. nat. habil. Rudolf Friedrich
Tag der mu¨ndlichen Pru¨fung: 22. August 2005

3Zusammenfassung (deutsch):
In dieser Arbeit wird das Verhalten zweier nichtmischbarer u¨berlagerter Flui-
de (Gase und/oder Flu¨ssigkeiten) untersucht, welche durch horizontale Plat-
ten vertikal beschra¨nkt sind. Die betrachteten Effekte beschra¨nken sich im
Wesentlichen auf den Einfluss von Gravitations- und Oberfla¨chenspannungs-
effekten. Dabei werden neben analytischen hauptsa¨chlich numerische Unter-
suchungen u¨ber das Instabilita¨tsverhalten der Grenzfla¨che und die resultie-
rende Strukturbildung durchgefu¨hrt. Ausgangspunkt sind die inkompressi-
blen Navier-Stokes-Gleichungen, die Wa¨rmeleitgleichungen und die Konti-
niuita¨tsgleichungen beider Fluidschichten. Die Komplexita¨t dieser Gleichun-
gen erfordert bestimmte Na¨herungen und deshalb werden zwei Grenzfa¨lle
untersucht. Als erste Na¨herung wird eine undeformierbare Grenzfla¨che an-
gesetzt. In dieser Na¨herung wird zum einen die, nur in Mehrschichtsyste-
men auftretende, Antikonvektion untersucht. Neben analytischen Resulta-
ten in vertikal unendlich ausgedehnten Systemen, werden zum ersten Mal
3D-Simulationen der vollen nichtlinearen Gleichungen gezeigt. Zum ande-
ren wird ein einfaches einseitiges Modell zur Konvektion unter Verdamp-
fung abgeleitet, welches eine Erweiterung des ”Pearson“-Modells darstellt,und die resultierende Strukturbildung gezeigt. Eine deformierbare Grenzfla¨-
che bei ausschließlicher Untersuchung von langwelligen Instabilita¨ten fu¨hrt
zur zweiten Na¨herung: die Schmiermittelna¨herung. Nach der Herleitung der
Evolutionsgleichung der Grenzfla¨che werden ihre grundlegenden Eigenschaf-
ten diskutiert. Die numerische Integration zeigt die typische Tropfen/Loch-
Bildung dieser Systeme.
Abstract (English):
This work deals with two-layer systems of immiscible fluids (gas and/or
liquid) bounded by horizontal plates. We consider mainly the effects of gra-
vitation and surface-tension and focus on numerical investigations of inter-
face instabilities and pattern formation. Starting with the incompressible
Navier-Stokes equations, energy equation and continuity equation for both
layers two approximations are investigated. The first approximation deals
with an undeformable interface. Here we investigate anticonvection which
occurs only in multi-layer systems. Beside analytical results in vertically
infinitely extended systems 3D-simulations of the fully nonlinear equations
are shown for the very first time. Furthermore we derive a one-sided model
for convection incorporating evaporation at the interface. This model is an
extension of the well-known ‘Pearson’-model and we show the resulting pat-
terns under evaporation. The second approximation deals with deformable
interfaces in thin layers. This so-called lubrication approximation allows ex-
clusively long-wave instabilities. Here we derive an evolution equation for the
interface and discuss its general properties. Finally, numerical investigations
reveal the typical drop/hole structures.

an meine Schwester
The rain kept on falling
and darkened the sky
the dawn was to come with the sunrise
revealing the shadows
that passed through the mist
Candlemass: Epicus Doomicus Metallicus
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Kapitel 1
Einleitung
In dieser Arbeit wird das Verhalten von zwei nichtmischbaren u¨berlagerten
Fluidschichten unter Wirkung von verschiedenen Kra¨ften in zwei
Approximationen untersucht. Der Versuch besteht in einem kleinen Stu¨ck
mehr Versta¨ndnis der Komplexita¨t hydrodynamischer Systeme.
Nichtlineare Gleichungen treten in der klassischen Physik (Mechanik, Elek-
trodynamik, klassische statistische Physik, Kontinuumsmechanik ...) schon
bei sehr einfacher Modellierung auf und ihre ”natu¨rliche“ Erscheinungsform
kann daher der klassischen Physik zugeschrieben werden. Selbstversta¨ndlich
treten nichtlineare Effekte auch in quantenmechanischen Systemen auf, aber
beim momentanten Stand der Forschung u¨berwiegen die Schlussfolgerungen
und Erkenntnisse aus klassischen Systemen. Solche nichtlinearen Systeme
stellen auch heute noch eine Herausforderung an die moderne Physik dar und
sind im Allgemeinen nicht mit mathematischen oder numerischen Standard-
verfahren behandelbare Probleme. Aufgrund dieser Schwierigkeiten, oder
vielleicht auch gerade deshalb, sind Nichtlinearita¨ten nicht nur in klassischen
dissipativen Systemen (Hydrodynamik, Kontinuumsmechanik) der Knack-
punkt (und der Schlu¨ssel?) zum Versta¨ndnis der Mechanismen in der Natur.
So zeigen z.B. neuere Untersuchungen von Blasone & al. [19], dass Dis-
sipation in klassischen Systemen zu einer Quantisierung fu¨hren kann (resul-
tierende Nullpunktsenergie bei zwei klassischen harmonischen, geda¨mpften
und getriebenen Oszillatoren).
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Die Hydrodynamik [15] ist ein Paradebeispiel fu¨r solche nichtlinearen dissi-
pativen Systeme und wird in dieser Arbeit unter bestimmten Na¨herungen
untersucht. Zum einen zeigt die Natur selbst eine Reichhaltigkeit an hy-
drodynamischen Pha¨nomenen (Turbulenzen in Stromschnellen, Abperlen
von Tropfen an der Fensterscheibe usw.) und experimentelle Umsetzungen
sind neben reiner Grundlagenforschung auch von immensem industriellen
und volkswirtschaftlichen Interesse. Zum anderen haben die, oftmals als
Erstes aus den hydroynamischen Grundgleichungen abgeleiteten, Modell-
gleichungen (z.B. Swift-Hohenberg-, Ginzburg-Landau- [8] und Kuramoto-
Shivashinsky-Gleichungen) eine allgemeine u¨bergeordnete Struktur [16], die
auch in vo¨llig fremden Gebieten Anwendung findet: Nichtlineare Optik, Fell-
strukturierung bei Tieren, soziologische Systeme, Supraleitung etc. (siehe
Cross und Hohenberg [37] und Haken [51, 52]). Nicht zuletzt ist die na-
tu¨rliche Scho¨nheit und Eleganz von Fluidmustern und Stro¨mungen immer
noch ein bestechender Anblick; so z.B. Wolkenformationen, Rauchschwa-
den, Wasserfa¨lle etc. Ein scho¨ner U¨berblick visualisierter Fluidstro¨mungen
ist bei Van Dyke [133] zu finden. Eine gute U¨bersicht zur Theorie der
Struktur- und Musterbildung in (nicht nur hydrodynamischen) Systemen
fernab vom thermischen Gleichgewicht stellen Cross und Hohenberg [37]
und Manneville [75] vor.
In neuerer Zeit ru¨cken immer mehr Flu¨ssigkeitsstrukturen mit einer System-
abmessung kleiner als 100nm in den Vordergrund. Diese Mikrofluide zeigen
extrem ungewo¨hnliche Eigenschaften auf, d.h. sie verhalten sich entgegen
unseren Alltagserfahrungen. Neben Wechselwirkungen zwischen Wand und
Fluid spielt hier auch die freie Wegla¨nge der Fluidpartikel eine entscheiden-
de Rolle. So zeigen z.B. Fluide in geometrischen Abmessungen kleiner als
ihre freie Wegla¨nge (sog. Knudson-Fluide) vo¨llig neue Eigenschaften. Solche
Mikrofluide ko¨nnen benutzt werden, um mikroskopische Ventile und Pum-
pen ohne bewegliche mechanische Teile zu konstruieren [36]. In Zukunft wird
dieses Themengebiet, welches hier nicht explizit behandelt wird, obwohl die
in Kapitel 6 verwendete Schmiermittelna¨herung eine Beschreibung in gewis-
sem Umfang darstellt, sicherlich noch erstaunliche Effekte und Anwendun-
gen aufzeigen.
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1.1 Be´nard-Konvektion
Als um 1900 Be´nard [5, 6] die ersten systematischen Konvektionsexperi-
mente eines von unten geheizten Waltranfilms vorstellte und faszinieren-
de Bilder hexagonaler Strukturen an der freien Oberfla¨che vero¨ffentlich-
te, fu¨hrte dies zu einer intensiven Bescha¨ftigung mit Konvektionsinstabi-
lita¨ten in der Hydrodynamik. Schon 1916 stellte Lord Rayleigh [72] in
Form einer Sto¨rungstheorie die theoretische Grundlage fu¨r auftriebsindu-
zierte Konvektion vor, die unter Gravitation immer vorhanden ist. Auf-
triebskra¨fte wurden, trotz quantitativer Differenzen, 40 Jahre als Erkla¨rung
der Be´nard-Experimente herangezogen. Es konnte erst 1956 von Block
[20] gezeigt werden, dass fu¨r nicht zu dicke Flu¨ssigkeitsschichten (so wie
im Be´nard-Experiment) ein lateraler Gradient der Oberfla¨chenspannung fu¨r
die Konvektionsinstabilita¨ten verantwortlich ist. Dieser Effekt kann durch ei-
ne Temperatur- oder Konzentrationsabha¨ngigkeit der Oberfla¨chenspannung
zustanden kommen und ist nach Marangoni [76] als Marangoni-Effekt be-
kannt (Marangoni betrachtete nur den Einfluss von Konzentrationsgra-
dienten). 1958 leitete Pearson [102] einen analytischen Ausdruck fu¨r die
kritische (thermokapillare) Marangoni-Zahl ab und Nield [92] fasste 1964
schließlich Auftrieb und Marangoni-Effekt zusammen und zeigte die direkten
analytischen Resultate fu¨r Kurzwellenlo¨sungen auf.
Als ein wesentlicher Unterschied dieser beiden Instabilita¨tsmechanismen ist
das subkritische Verhalten der oberfla¨chenlokalisierten Marangoni-
Instabilita¨t im Gegensatz zur superkritischen Rayleigh-Instabilita¨t zu nen-
nen. Dies konnte durch schwach nichtlineare Untersuchungen von Scan-
lon und Segal [118] theoretisch nachgewiesen und von Cloot und Lebon
[33], sowie Bestehorn und Pe´rez-Garcia [18] untermauert werden. Aber
auch die Experimente von Koschmieder und Biggerstaff [62] sowie von
Schatz & al. [119] haben eindeutig eine subkritische Bifurkation beim
Marangoni-Effekt gezeigt.
Obwohl die auftriebsinduzierte Rayleigh-Be´nard-Konvektion schon seit Ray-
leigh grundlegend verstanden ist, erfa¨hrt sie gerade heutzutage eine Renais-
sance. Fu¨r industrielle Anwendungen sei z.B. das Ausha¨rten von Gussformen
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erwa¨hnt. Um einen mo¨glichst homogenen Guss zu erhalten, ist wa¨hrend des
Ausha¨rtens eine konvektive Bewegung in der Schmelze unerwu¨nscht. Theo-
retische Untersuchungen zur Unterdru¨ckung von Be´nard-Rollen bei sehr
großen Temperaturgradienten wurden 2003 von Or und Speyer [95] vorge-
stellt. Auf der anderen Seite sind experimentelle Resultate durch zusa¨tzliche
a¨ußere Kra¨fte, und damit einem zusa¨tzlichen Kontrollparameter, zu nen-
nen. Die Experimente von Daniels & al. [38] im Jahr 2000 zur geneigten
Rayleigh-Be´nard-Instabilita¨t (Neigungswinkel als zweiter Kontrollparame-
ter) haben ein extrem reichhaltiges Bifurkationsspektrum offenbart (Longi-
tudinale und transversale Wellen, subharmonische und Busse-Oszillationen,
Undulationschaos [32] und ”kriechende“ Rollen). Insbesondere diente Da-
niels und Bodenschatz [39] das Undulationschaos im geneigten Rayleigh-
Be´nard-System zur experimentellen U¨berpru¨fung der (nicht auf die Fluid
Dynamik beschra¨nkten) Theorie zur Defektturbulenz von Gil & al. [49].
Damit fa¨llt der Rayleigh-Be´nard-Konvektion wieder einmal die Rolle eines
Standardbeispiels zu. Rogers & al. [115] haben 2000 als Erste quantitative
Experimente eines vertikal oszillierenden Rayleigh-Be´nard-Systems gezeigt.
D.h. das Zusammenwirken von geometrieinduzierter (selektierte Wellenzahl
ha¨ngt von der Schichtdicke ab) und dispersionsinduzierter Musterbildung
(selektierte Wellenzahl ha¨ngt von der Anregungsfrequenz ab), was die Ex-
perimente (und damit auch die Theorie) zur Charakterisierung von Mustern
in Nichtgleichgewichtssystemen erneut auf die Hydrodynamik konzentriert.
Bei nicht zu dicken Fluidschichten mit freier Oberfla¨che dominiert der
Marangoni-Effekt u¨ber den Auftriebseffekt [11, 92] (natu¨rlicherweise auch
unter Null-g-Bedingungen). Da es sich beim Marangoni-Effekt um einen
Grenzfla¨cheneffekt handelt, muss eine solche vorhanden sein (oder zumin-
dest eine freie Oberfla¨che wie in Einschicht-Systemen). Die erste Berechnung
der kritischen Marangoni-Zahl (Schwelle der Instabilita¨t) geht auf Pearson
[102] im Jahr 1958 zuru¨ck. Seine Ergebnisse werden in Kapitel 5 kurz vor-
gestellt und auf Konvektion unter Verdampfung erweitert. Neuere numeri-
sche Resultate zur Marangoni-Instabilita¨t sind bei Bestehorn [9, 10] und
fu¨r Fluide mit kleiner Prandtl-Zahl (Gase und Flu¨ssigmetalle) und ma¨ßigem
Aspektverha¨ltnis bei Boeck [21] zu finden. Eine U¨berblick zu Instabilita¨ten
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verursacht durch Grenzfla¨cheneffekte (auch Marangoni-Effekt) ist im Buch
von Nepomnyashchy & al. [90] zu finden. Vom industriellen Standpunkt
ist der Marangoni-Effekt eine eher sto¨rende Erscheinung, da z.B. fu¨r die
Herstellung perfekter Silikoneinkristalle Konvektion unerwu¨nscht ist. Des-
halb wird hier hauptsa¨chlich nach Kontrollmechanismen zur Unterdru¨ckung
des Marangoni-Effekts gesucht (siehe Or & al. [94]).
Wirken mehrere Destabilisierungsmechanismen gleichzeitig, dann ko¨nnen die
Bifurkationsspektren und die entstehenden Muster sehr komplexe Gestalt
annehmen. Das Zusammenwirken von Auftriebskra¨ften und Thermokapilla-
rita¨t wurde ausfu¨hrlich von Parmentier & al. [101] untersucht. Instabili-
ta¨tsblasen dieser Systeme bei ausschließlicher Heizung von oben wurden von
Rednikov & al. [111] gefunden. Die numerische Integration der hydrody-
namischen Grundgleichungen (Merkt [80] und Boeck & al. [22]) lieferte
verschiedenste oszillatorische Muster in diesen Instabilita¨tsblasen.
Scriven und Sternling [121] deckten im Jahr 1964 neben Instabilita¨-
ten mit kleiner Wellenla¨nge die Mo¨glichkeit von langwelligen Instabilita¨ten
begleitet von Oberfla¨chendeformationen auf. Diese Instabilita¨ten werden im
Wesentlichen durch die Oberfla¨chenspannung und die Gravitation verursacht
(und nicht wie bei kurzwelligen Instabilita¨ten durch die Temperaturabha¨n-
gigkeit der Oberfla¨chenspannung, bzw. die A¨nderung der Dichte mit der
Temperatur). Diese von Goussis und Kelly [50] als ”S-Mode“-Instabilita¨t
klassifizierte Instabilita¨t (”P-Mode“ fu¨r Instabilita¨ten mit großer Wellenzahl)
ist in den letzten zehn Jahren immer sta¨rker in den Fokus der Aufmerksam-
keit geru¨ckt. Dies ist zum einen mit der breiten industriellen Anwendungspa-
lette als auch der einfachen mathematischen und numerischen Handhabung
solcher Du¨nnfilmgleichungen zu erkla¨ren. Die Entwicklung der in dieser Ar-
beit durchgefu¨hrten Untersuchungen zu langwelligen Instabilita¨ten (Kapitel
6) wird im Unterkapitel 1.1.3 vorgestellt.
Nach diesem allgemeinen U¨berblick folgt in den na¨chsten Unterkapiteln ein
kurzer Abriss u¨ber die Fragestellung der vorliegenden Arbeit.
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1.1.1 Zur Konvektion in Zweischicht-Systemen
Von Seiten der Grundlagenforschung ist die Reichhaltigkeit der Instabilita¨ts-
mechanismen und das Zusammenwirken verschiedener Effekte sowohl an der
Grenzfla¨che als auch im Volumen der Fluide als wichtigstes Argument fu¨r
die Untersuchung von Zweischicht-Systemen zu nennen. In der industriellen
Anwendung von Zweischicht-Systemen sind Simulationen zur Parameter-
realisierung in der Kristallzu¨chtung hervorzuheben. Solche Simulationen mit
Marangoni-Effekt sind z.B. bei Liu und Roux [71] zu finden.
Als U¨berblick zu Zweischicht-Systemen ist das Buch von Simanovskii und
Nepomnyashchy [125] zu empfehlen, welches lineare und schwach nicht-
lineare Untersuchungen vorstellt. Lineare Stabilita¨tsanalysen wurden von
Reichenbach und Linde [112] durchgefu¨hrt. Zur Aufdeckung der Struktu-
ren sind neben schwach nichtlinearen Analysen jedoch auch dreidimensionale
Betrachtungen notwendig. Dies erfordert die Integration der hydrodynami-
schen Grundgleichungen. 3D-Simulationen von Zweischicht-Systemen stellen
aber auch heute noch eine Herausforderung an die Numerik dar und sind Teil
dieser Arbeit. Boeck & al. [23] zeigten mithilfe von 3D-Simulationen die
Vielfa¨ltigkeit der Konvektionsmuster in solchen Systemen unter ausschließ-
licher Verwendung des (anomalen) Marangoni-Effektes.
Die Schwierigkeiten der numerischen Simulation von Vielschichtsystemen
liegt nicht zuletzt an den Grenzfla¨chenbedingungen. Als zukunftsweisende
Mo¨glichkeit bietet sich hier die Phasenfeldbeschreibung an (siehe Anderson
& al. [1]). Dabei werden die Grenzfla¨chenbedingungen in die Navier-Stokes-
Gleichungen gezogen und eine zusa¨tzliche Gleichung fu¨r den Phasenfeldpa-
rameter (z.B. die Dichte) aufgestellt. Ein Vergleich des Phasenfeldmodells
mit dem klassischen Modell (”scharfe“ Grenzfla¨che) ist bei Borcia & al.
[25] zu finden, ist jedoch nicht Gegenstand dieser Arbeit.
1.1.2 Zur Verdampfung
Phasenu¨berga¨nge, wie die in dieser Arbeit untersuchte Verdampfung, ko¨nnen
zu einem neuen (und extremen) dynamischen Verhalten fu¨hren und sind von
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Natur aus als Zweischicht-Systeme zu behandeln. Beispielsweise haben die
Untersuchungen von Prosperetti & Plesset [110] gezeigt, dass die durch
Verdampfung verursachten Instabilita¨ten in Abha¨ngigkeit vom stationa¨ren
Zustand so stark sein ko¨nnen, dass sogar Flu¨ssigkeitstropfen in den Flu¨ssig-
keitsdampf katapultiert werden ko¨nnen. Gegenstand hier ist der Einfluss der
Verdamfpung auf die Konvektion. Dabei wird eine nicht zu starke Verdamp-
fungsrate angenommen. Palmer [100] untersuchte den Marangoni-Effekt
als Destabilisierungsmechanismus unter Verdampfung. Dabei wird nur star-
ke Verdampfung betrachtet und Dampfru¨ckstoßeffekte erzeugen einen tan-
gentialen Temperaturgradienten, was dann zur Instabilita¨t fu¨hrt. Als wei-
tere wichtige Vero¨ffentlichung zur Verdampfung ist das Paper von Burel-
bach & al. [29] zu nennen (samt Referenzen). Sie untersuchten die linea-
re Stabilita¨t und die schwach nichtlineare Evolution bei verschiedenen De-
stabilisierungseffekten (Dampfru¨ckstoß, Reißen des Flu¨ssigkeitsfilms,
Marangoni-Effekt, Massenfluss und Nichtgleichgewichtsthermodynamik). Als
ihr wesentlichstes Ergebnis wird in dieser Arbeit die Mo¨glichkeit der Ent-
kopplung von Flu¨ssigkeits- und Dampfschicht verwendet, um mit einem ein-
seitigen Modell arbeiten zu ko¨nnen.
Lineare und schwach nichtlineare Untersuchungen in neuerer Zeit zur kon-
vektiven Verdampfung sind von Ozen und Narayanan [98, 99] durchge-
fu¨hrt worden. Ihre Ergebnisse ko¨nnen als Spezialfall der Untersuchung un-
ter Verwendung eines Phasenfeldmodells von Borcia und Bestehorn [26]
verstanden werden. In beiden Fa¨llen wurde im Gegensatz zu dieser Arbeit
ein stationa¨rer Zustand ohne Verdampfung angenommen. Unsere Resultate
ko¨nnen daher nur bedingt mit obiger Arbeit verglichen werden, da hier der
stationa¨re Zustand mit Verdampfung betrachtet wird. Aber die mathemati-
sche Vorgehensweise und der Lo¨sungsweg sind sehr a¨hnlich.
Die Bedeutung der Konvektion unter Verdampfung in Anwendungen wird
offensichtlich, wenn der Einfluss der Verdampfung (neben der Konvektion
selbst) zum Abtransport von Wa¨rme betrachtet wird. Die Wa¨rmeleitglei-
chung mit Verdampfung hat die Form
ρcT˙ = ∇ (λ∇T + J L) . (1.1)
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Der Zusatzterm durch Verdampfung (letzter Summand: J L) ermo¨glicht eine
um Gro¨ßenordnungen sta¨rkere Temperatura¨nderung als der Diffusionsterm
allein. Als Anwendungen dieses Prinzips seien Wa¨rmetauscher in Computern
oder in der Raumfahrt erwa¨hnt. In der Natur tritt konvektive Verdampfung
bei der Austrocknung von Flussbetten oder bei ”trockenen Augen“ auf. Da-
ru¨ber hinaus ist die Verdampfung (als Phasenu¨bergang 1. Art) von allgemei-
nem physikalischen Interesse. Bis heute sind Verdampfungseffekte in realen
komplexen Systemen auf pha¨nomenologische Ansa¨tze angewiesen, da unter
anderem molekulardynamische Simulationen durch beschra¨nkte Rechnerka-
pazita¨ten eine limitierte Aussagekraft haben (siehe z.B. Yi & al. [143]).
1.1.3 Zu du¨nnen Filmen
In du¨nnen Fluidfilmen ko¨nnen Instabilita¨ten mit großen Wellenla¨ngen, be-
gleitet von Oberfla¨chendeformationen, in den Vordergrund treten. Dabei
werden nicht mehr die typischen hexagonalen oder Rollenmuster der Ray-
leigh-Be´nard-Konvektion gebildet, sondern Tropfenstrukturen, welche typi-
scherweise ein ”Coarsening“ fu¨r große Zeiten zeigen. Der theoretische Hinter-
grund liegt in einer enormen Vereinfachung der hydrodynamischen Grund-
gleichungen durch die Schmiermittelna¨herung auf eine einzige (zweidimen-
sionale) Gleichung der zeitlichen Entwicklung der freien Oberfla¨che. Diese
Gleichung besitzt in vielen Fa¨llen einen Relaxationscharakter, was zu einer
zeitlichen Energieminimierung des Systems fu¨hrt. Der im Weiteren verwen-
dete Terminus ”du¨nne Filme“ bezieht sich nicht auf die absolute Filmdicke,
sondern auf ein Verha¨ltnis von vertikaler zu lateraler La¨ngenskala  1 . Im
Allgemeinen sind Filme mit Schichtdicken h < 1mm als du¨nne Filme zu
betrachten.
Die Vielfalt der Realisierungen und Anwendungen solcher du¨nnen Filme ist
fast unerscho¨pflich. Mit Lavastro¨men und Schaumdynamik, Tra¨nenfilm der
Augen und du¨nnen Flu¨ssigkeitsfilmen auf der menschlichen Lunge, Struktur-
erzeugung in der Halbleiterindustrie und als Korrosionsschutz von Oberfla¨-
chen seien nur einige ausgewa¨hlte Anwendungen genannt. Vom theoretischen
Standpunkt aus liegt das Hauptinteresse an der extrem vereinfachten ma-
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thematischen Formulierung des Problems. So sind alle wesentlichen Aspekte
in Langwellenna¨herung in der Evolutionsgleichung der Grenz- oder freien
Oberfla¨che enthalten.
Als Pionier theoretischer Untersuchungen, abgeleitet aus hydrodynamischen
Grundprinzipien, gilt Reynolds [114], der 1886 eine Erkla¨rung fu¨r O¨lfilme
als Schmiermittel beim Transport schwerer Lasten lieferte. Dabei wurde ein
O¨lfilm zwischen festen Ra¨ndern betrachtet. Im Folgenden werden nur Fluide
mit einer freien Oberfla¨che (oder einer Grenzfla¨che zwischen zwei Fluiden)
betrachtet. Eine Evolutionsgleichung in Langwellenna¨herung (Schmiermit-
telna¨herung) fu¨r geneigte Fluidfilme wurde 1966 von Benney [7] abgelei-
tet. Neuere numerische Simulationen (und Vergleiche mit Experimenten)
sind bei Kondic und Diez [59] zu finden. Der Marangoni-Effekt an einem
von unten geheizten Film wurde erstmals von Burelbach & al. [29] be-
trachtet. Effektive molekulare Wechselwirkungen bei ultradu¨nnen Filmen
(h < 100nm) wurden von Ruckenstein und Jain [116] eingefu¨hrt. Die Un-
terscheidung von Instabilita¨tslo¨sungen und Nukleationslo¨sungen sowie deren
Auswirkung auf das ”Aufreißen“ des Filmes am Substrat wurde von Thie-
le & al. [131] eingefu¨hrt und untersucht. Die Evolutionsgleichung fu¨r ge-
neigte und horizontal geheizte Filme wurde von Oron und Rosenau [97]
abgeleitet und volle nichtlineare Simulationen (in 3D) mit stabilisierenden
van-der-Waals Molekularkra¨ften sind bei Bestehorn & al. [14] zu finden
(siehe auch Thiele und Knobloch [127]). Neben der Visualisierung der
Tropfen-Loch-Strukturen konnte dort auch eine quantitative Bestimmung
des ”Coarsening“-Verhaltens im nichtlinearen Langzeitlimes durchgefu¨hrt
werden. Es zeigte sich ein einziger, allgemein gu¨ltiger Skalierungskoeffizient
fu¨r Systeme mit Gravitation, Marangoni-Effekt und van-der-Waals-Kra¨ften.
Das von Pismen und Pomeau [105] abgeleitete ”Diffuse Grenzfla¨chenmo-
dell“ zur Vermeidung des hydrodynamischen Kontaktwinkelproblems wurde
eingehend von Neuffer [91] untersucht und numerische Resultate sind bei
Bestehorn und Neuffer [17] zu finden. Die Experimente von Reiter
[113] 1992 zur spinodalen Entnetzung in extrem du¨nnen Polymerschichten
fallen in etwa mit der Intensivierung der Forschung auf dem Gebiet der
Langwelleninstabilita¨ten zusammen, da strukturierte Oberfla¨chen fu¨r mo-
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derne Anwendungen mehr und mehr an Bedeutung gewinnen. Einen guten
theoretischen U¨bersichtsartikel zu Einschicht-Systemen liefern Oron & al.
[96]. Offene Fragen und Problemstellung werden von Thiele [128] diskutiert.
Sehr weitreichende Literaturangaben und Untersuchungen zu verschieden-
sten Systemen sind in der Habilitationsschrift von Thiele [129] zu finden.
Als ”provokativste“ Schlussfolgerung aus Du¨nnfilmmodellen neuester Zeit
kann wohl die Vero¨ffentlichung von Schwartz & al. [120] angesehen wer-
den. Dabei wird die Teilung (und Bewegung) eines Tropfens untersucht,
wenn im Tropfen oder am Substrat oberfla¨chenaktive Substanzen (surfac-
tants) erzeugt werden ko¨nnen. Schwartz & al. schlagen diesen Mechanis-
mus, basierend auf einer Du¨nnfilmgleichung, fu¨r die biologische Zellteilung
vor.
1.1.3.1 Zu du¨nnen Zweischicht-Filmen
Die Erweiterung einschichtiger Systeme auf mehrere u¨berlagerte nichtmisch-
bare Fluidschichten liegt in der Natur der Sache. Dabei kann unterschieden
werden zwischen ”nach oben offenen“ und geschlossenen Systemen. Nach
oben offene Zweischicht-Systeme werden beschrieben durch eine Grenzfla¨-
chengleichung (zwischen zwei Fluiden) und der freien Oberfla¨chengleichung
des oberen Fluids. Dabei ist die erste, ins Auge stechende Frage, welche
Grenzfla¨che instabil wird. Die experimentellen Untersuchungen erstrecken
sich im Wesentlichen auf ultradu¨nne Filme ohne a¨ußere Kra¨fte, d.h. aus-
schließliche Beru¨cksichtigung von effektiven intermolekularen Kra¨ften ohne
Marangoni-Effekt und Gravitation (siehe Referenzen in [129]). Die allgemei-
ne Form zweier gekoppelter Gleichungen (Grenzfla¨che und Oberfla¨che) in
Langwellenna¨herung wurde von Pototsky & al. [108, 109] abgeleitet.
Geschlossene Systeme sind Gegenstand dieser Arbeit. Dabei kann in Lang-
wellenna¨herung die zeitliche Entwicklung des Systems durch eine einzige
Gleichung beschrieben werden. Diese Gleichung wurde 2005 von Merkt &
al. [83] in einer allgemeinen Form abgeleitet, was die Untersuchung belie-
biger Kra¨fte in der entsprechenden Na¨herung erlaubt. Ausschließliche Be-
ru¨cksichtigung der Gravitation kann zu einer Rayleigh-Taylor-Instabilita¨t
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(RT) fu¨hren. Diese wurde von Yiantsios und Higgins [140, 141] inten-
siv untersucht. Allerdings muss bemerkt werden, dass ausgehend von einem
Zweischicht-System letztendlich nur ein effektives (reduziertes) Einschicht-
System betrachtet wurde. Theoretische Untersuchungen in zweischichtigen
du¨nnen Filmen mit Marangoni-Efffekt gehen auf Smith [126] im Jahre 1966
zuru¨ck. Er leitete als erster die kritische Marangoni-Zahl fu¨r große Wel-
lenla¨ngen ab. Erste schwach nichtlineare Untersuchungen mit Marangoni-
Effekt fu¨hrten Kliakhandler & al. [58] durch. Eine allgemeine U¨bersicht
zu linearen und schwach nichtlinearen Rechnungen in Zweischicht-Systemen
kann im Buch von Simanovskii und Nepomnyashchy [125] gefunden wer-
den (sowohl zu langwelligen als auch Konvektionsinstabilita¨ten).
1.2 Untersuchungen in dieser Arbeit
Das breite Spektrum von Bifurkationen und Instabilita¨tsmechanismen und
die Vielfalt der raumzeitlichen Strukturen in Mehrschicht-Systemen la¨sst
das wissenschaftliche Interesse sta¨ndig wachsen. Dies liegt zum einen an
der fundamentalen Bedeutung der untersuchten Gleichungen in der Hydro-
dynamik (Navier-Stokes-Gleichung, Wa¨rmeleitgleichung) und ihrer Anwen-
dungen. Zum anderen werden solche Systeme weltweit experimentell un-
tersucht, was fu¨r die Nachhaltigkeit theoretischer Arbeiten von essentieller
Bedeutung ist.
In dieser Arbeit werden neben analytischen hauptsa¨chlich numerische Un-
tersuchungen an Zweischicht-Systemen durchgefu¨hrt. Eine vollsta¨ndige Un-
tersuchung von Zweischicht-Systemen ist aufgrund des breiten Bifurkations-
spektrum und der Komplexita¨t der hydrodynamischen Grundgleichungen,
nicht nur im Rahmen dieser Arbeit, nicht mo¨glich. Deshalb soll anhand ei-
niger spezieller exemplarischer Kra¨fte und Na¨herungen die Vielfalt der Insta-
bilita¨tsmechanismen und die bunte Palette der raumzeitlichen Strukturbil-
dung demonstriert werden. Es werden im Wesentlichen Gravitationseinflu¨sse
(Volumenkra¨fte) und Effekte der Oberfla¨chenspannung (Grenzfla¨chenkra¨fte)
untersucht.
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In Kapitel 2 wird das fu¨r diese Arbeit zugrundegelegte System vorgestellt
und die hier betrachteten Instabilita¨tsmechanismen, die zur Musterbildung
fu¨hren, in anschaulicher Weise eingefu¨hrt.
Kapitel 3 stellt die zur Modellierung verwendeten Gleichungen vor (Navier-
Stokes-, Kontinuita¨ts- und Wa¨rmeleitgleichung).
In Kapitel 4 werden die in den folgenden zwei Kapiteln verwendeten Na¨he-
rungen vorgestellt und sehr kurz allgemeine Eigenschaften von Zweischicht-
Systemen diskutiert. Anschließend werden die Ergebnisse eines speziellen,
auf den ersten Blick widerspru¨chlichen, Instabilita¨tsmechanismus vorgestellt.
Es handelt sich um eine auftriebsinduzierte Instabilita¨t bei Heizung von
oben: Antikonvektion. Neben linearen Untersuchungen wird durch volle nicht-
lineare 3D-Simulationen die typische Musterbildung in antikonvektiven Sy-
stemen aufgedeckt.
In Kapitel 5 wird der Einfluss von Verdampfung (Phasenu¨bergang) auf Kon-
vektionserscheinungen untersucht. Dazu werden drei aus den hydrodynami-
schen Grundgleichungen abgeleitete Modelle vorgestellt. Der Vergleich der
linearen Ergebnisse dieser 3 Modelle zeigt, dass das einfachste Modell 3
(erweitertes ”Pearson“-Modell [102]) zur Beschreibung der Konvektionsex-
perimente unter Verdampfung von Mancini und Maza [74] ausreichend
ist. Es wird mit Hilfe numerischer Integration dieses Modells der U¨bergang
Hexagone - Quadrate - zeitabha¨ngige Muster in Abha¨ngigkeit vom Kontroll-
parameter demonstriert.
In Kapitel 6 werden die hydrodynamischen Grundgleichungen fu¨r du¨nne
Zweischicht-Systeme in Langwellenna¨herung systematisch auf eine einzige
Evolutionsgleichung der Grenzfla¨che reduziert. Diese Gleichung ist fu¨r belie-
bige Volumen- und Grenzfla¨chenkra¨fte gu¨ltig (in entprechender Ordnung der
Langwellenna¨herung) und ihre allgemeinen Eigenschaften werden kurz dis-
kutiert. Es werden destabilisierende Volumenkra¨fte (Gravitation) und tan-
gentiale Grenzfla¨chenkra¨fte (Marangoni-Effekt) untersucht. Dabei zeigt sich
ein deutlich differenzierteres Zeitverhalten als in Einschicht-Systemen. Die
Formulierung der Gleichung durch ein Lyapunov-Funktional erlaubt neben
einer Vorhersage des stationa¨ren Endzustandes (fu¨r t → ∞) die Untersu-
chung auf Metastabilita¨t. Am Ende dieses Kapitels wird noch ein Vergleich
mit den hinreichend bekannten Einschicht-Gleichungen gezogen.
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Abschließend werden in der Zusammenfassung (Kapitel 7) die neu gefunde-
nen Ergebnisse herausgehoben und nochmals kurz diskutiert.
In den Anha¨ngen sind ausfu¨hrlichere Rechnungen, ein kurzer U¨berblick u¨ber
die numerischen Verfahren und die verwendeten Materialparameter aufge-
fu¨hrt.

Kapitel 2
Systembeschreibung
Alle in dieser Arbeit betrachteten Systeme besitzen die Anordnung aus
Abb. 2.1. Die Modelle der einzelnen Kapitel gehen dann durch Vernach-
la¨ssigungen und Vereinfachungen aus dieser Konfiguration hervor. Unter
dem Begriff Fluid kann im Folgenden sowohl eine Flu¨ssigkeit als auch ein
Gas verstanden werden, da beide durch identische Gleichungen (aber unter-
schiedliche Materialparameter) beschrieben werden ko¨nnen. Es werden nur
Instabilita¨ten nichtmischbarer Fluide untersucht.
Das Zweischicht-System ist oben und unten durch feste Platten begrenzt.
Die Platten werden als ideal wa¨rmeleitend angenommen und ko¨nnen ge-
heizt oder geku¨hlt werden, was zu einem vertikalen Temperaturprofil in bei-
den Fluiden fu¨hrt. Weiterhin wirkt die Gravitationskraft in z-Richtung.
Die Grenzfla¨che der Fluide wird idealisiert als scharfe Grenzfla¨che angese-
hen. An der Grenzfla¨che findet die mechanische und thermische Kopplung
der beiden Fluide statt und sie ist somit neben Auftriebskra¨ften entscheidend
fu¨r das Auftreten von Instabilita¨ten. Ein Massenfluss an der Fluid/Fluid-
Grenzfla¨che wird nur in Kapitel 5 (Verdampfung) beru¨cksichtigt.
Die na¨chsten Unterkapitel demonstrieren die in dieser Arbeit untersuchten
Effekte zur Musterbildung (entsprechend der verwendeten Na¨herungen). Da-
bei wird immer ein von unten geheiztes System betrachtet. Die Erweiterung
auf von oben geheizte Systeme und die Einbeziehung der oberen Fluidschicht
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Abbildung 2.1: Prinzipieller Aufbau des Systems: Zwei nichtmischbare Fluide
sind durch feste Ra¨nder in z-Richtung begrenzt und ko¨nnen Volumenkra¨ften
(z.B. Gravitation), Grenzfla¨chenkra¨ften (z.B. tangential: Marangoni-Effekt,
normal: Oberfla¨chenspannung) und Phasenumwandlungen (z.B. Verdamp-
fung) unterworfen werden.
als aktives Medium verla¨uft analog zu den unten stehenden Veranschauli-
chungen.
2.1 Rayleigh-Be´nard-Instabilita¨t
Der wohl bekannteste Instabilita¨tsmechanismus in der Hydrodynamik ist
die durch Auftriebskra¨fte verursachte Konvektion, wenn ein vertikaler Tem-
peraturgradient anliegt. Betrachtet man in Abb. 2.2 ein Fluidpartikel im
Volumen, das eine ho¨here Temperatur als seine Umgebung hat, dann ist es
somit leichter als die Umgebung und erfa¨hrt eine Auftriebskraft. Da das Sy-
stem von unten geheizt wird, erfa¨hrt das Fluidpartikel eine immer sta¨rkere
Beschleunigung je weiter es sich zur Grenzfla¨che bewegt. Gleichzeitig wird
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Abbildung 2.2: Instabilita¨t durch Auftrieb. Konvektion wird verursacht durch
Volumeneffekt.
warmes Fluid von unten ”nachgezogen“ und somit kann die urspru¨ngliche
Temperatursto¨rung versta¨rkt werden.
2.2 Be´nard-Marangoni-Instabilita¨t
Eine Abha¨ngigkeit der Oberfla¨chenspannung von der Temperatur fu¨hrt zur
Be´nard-Marangoni-Konvektion. Es handelt sich also um einen reinen Ober-
fla¨cheneffekt. Im Normalfall nimmt die Oberfla¨chenspannung mit steigender
Temperatur ab.
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Abbildung 2.3: Marangoni-Effekt. Konvektion wird verursacht durch Tem-
peraturschwankungen an der Grenzfla¨che.
Wird wie in Abb. 2.3 die Oberfla¨che an einer Stelle wa¨rmer als die (ho-
rizontale) Umgebung, dann fu¨hrt dies zu einem tangentialen Materialfluss
weg von der Sto¨rung. Aufgrund der Massenerhaltung wird aus dem Volu-
men warmes Fluid nach oben transportiert und die urspru¨ngliche positive
Temperatursto¨rung an der Oberfla¨che kann versta¨rkt werden.
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2.3 RT- und Marangoni-Instabilita¨ten in Langwel-
lenna¨herung
Die Rayleigh-Taylor-Instabilita¨t (RT) ist eine rein durch die Dichten der
beiden Fluide verursachte Instabilita¨t. Wird ein dichtes, und damit schwe-
res, Fluid u¨ber ein weniger dichtes Fluid geschichtet, so sind allein aufgrund
dieser Dichteunterschiede die beiden Fluide bestrebt ihre Positionen zu ver-
tauschen (z.B. Essig auf O¨l), falls die stabilisierende Oberfla¨chenspannung
vernachla¨ssigbar klein ist.
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Abbildung 2.4: Marangoni-Instabilita¨t in du¨nnen Fluidfilmen. Es ist darauf
zu achten, dass die Dicke des Films sehr viel kleiner ist als die laterale
Ausdehnung der Deformation. D.h. die Richtung der tangentialen Kraftpfeile
verlaufen nahezu horizontal.
Langwellige Instabilita¨ten werden nur in Kapitel 6 in Schmiermittelna¨herung
betrachtet. Da dabei die konvektiven, nichtlinearen Terme in den hydrody-
namischen Grundgleichungen vernachla¨ssigt werden, kann die Marangoni-
Instabilita¨t nicht mehr wie im vorherigen Unterkapitel diskutiert werden.
Ist die Oberfla¨che an einer Stelle erniedrigt (Abb. 2.4) so fu¨hrt dies in Lang-
wellenna¨herung zu einer Temperaturerho¨hung an dieser Stelle. Damit erfa¨hrt
aufgrund der Temperaturabha¨ngigkeit der Oberfla¨chenspannung das Fluid
eine tangentiale Kraft in Richtung der ungesto¨rten Oberfla¨che und folglich
nimmt die Deformation der Oberfla¨che zu.
Kapitel 3
Hydrodynamische
Grundgleichungen
Ein hydrodynamisches System kann durch die Navier-Stokes Gleichungen,
die Wa¨rmeleitgleichung (bzw. Energiegleichung) und die Kontinuita¨tsglei-
chung beschrieben werden, wobei noch zusa¨tzlich Randbedingungen beno¨tigt
werden [35, 67]. Alle drei Gleichungen folgen aus physikalischen Erhaltungs-
gro¨ßen. Die Navier-Stokes-Gleichungen dru¨cken die Impulserhaltung aus, die
Wa¨rmeleitgleichung la¨sst sich aus der Energieerhaltung (bzw. Entropieerhal-
tung oder -vergro¨ßerung) ableiten und die Kontinuita¨tsgleichung beschreibt
die Erhaltung der Masse. Im Folgenden werden nur inkompressible Flu¨ssig-
keiten betrachtet, welche auch a¨ußeren Kra¨ften ausgesetzt sein ko¨nnen (z.B.
Gravitationsbeschleunigung g).
Vki = Vki(~r, t) beschreibt die i.te Geschwindigkeitskomponente (i = 1, 2, 3 =
x, y, z), Tk = Tk(~r, t) ist die Temperatur, Pk = Pk(~r, t) der hydrostatische
Druck und %k = %k(~r, t) die Dichte im Fluid k. Diese Gro¨ßen ha¨ngen vom Ort
~r = (x, y, z) und von der Zeit t ab. Alle anderen Gro¨ßen werden orts- und
zeitunabha¨ngig angenommen. Die Navier-Stokes-, Temperatur- und Konti-
nuita¨tsgleichungen im Zweischicht-System mit den Schichtdicken d1 und d2
haben dann die Form (vgl. Abb. 2.1):
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Unteres Fluid (0 < z < d1):
%1
(
∂tV1i + V1j∂jV1i
)
= −∂iP1 + µ1∂2jjV1i − δiz%1g (3.1a)
∂tT1 + V1j∂jT1 = κ1∂
2
jjT1 (3.1b)
∂jV1j = 0. (3.1c)
Oberes Fluid (d1 < z < d2):
%2
(
∂tV2i + V2j∂jV2i
)
= −∂iP2 + µ2∂2jjV2i − δiz%2g (3.1d)
∂tT2 + V2j∂jT2 = κ2∂
2
jjT2 (3.1e)
∂jV2j = 0, (3.1f)
wobei u¨ber doppelt auftretende Indizes j summiert wird. i und j laufen von
1 bis 3 und (1, 2, 3) =̂ (x, y, z). µk ist die dynamische Viskosita¨t und κk der
Wa¨rmediffusionskoeffizient, welcher berechnet werden kann durch κk = λk%k·ck
(%k ist hier eine Referenzdichte und wird zur Berechnung von κk als orts-
und zeitunabha¨ngig betrachtet). Dabei ist λk die Wa¨rmeleitfa¨higkeit und
ck die spezifische Wa¨rme (jeweils in Fluid k = 1, 2). Es sei erwa¨hnt, dass
in den Wa¨rmeleitgleichungen (3.1b) und (3.1e) die Wa¨rmeerzeugung durch
Reibung (∝ (∂jVi + ∂iVj)2) vernachla¨ssigt wurde.
Die Gleichungen (3.1) mu¨ssen noch durch (fu¨r diese Arbeit) relevante Rand-
und Anschlussbedingungen erga¨nzt werden. Der unterer Rand (z = 0) ist
ideal wa¨rmeleitend und die Fluidpartikel haften aufgrund der Reibung an
der Platte (”no-slip“-Bedingung):
V1x = V1y = 0, V1z = 0, ∂zV1z = 0, T1 = Tu = const. (3.2a)
und analoge Bedingungen am oberen Rand (z = d1 + d2):
V2x = V2y = 0, V2z = 0, ∂zV2z = 0, T2 = To = const. (3.2b)
Die Anschlussbedingungen an der Grenzfla¨che (z = d1) ergeben sich zu (vgl.
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[35]):
V1j tij = V2j tij i = x, y (3.3a)
J = %1V1jnj = %2V2jnj (3.3b)
∂th+ Vkx∂xh+ Vky∂yh = Vkz (3.3c)
J (V2i − V1i)−
(
T2ij −T1ij
)
nj = ∂siσ + σ(∂sjnj)ni (3.3d)
T1 = T2 (3.3e)
JL+
J
2
(V 22 − V 21 )− (λ2∂jT2 − λ1∂jT1)nj = 0. (3.3f)
Die Gleichheit der tangentialen Grenzfla¨chengeschwindigkeiten wird mit Glei-
chung (3.3a) ausgedru¨ckt (”no-slip“-Bedingung). Gleichung (3.3b) beschreibt
die Massenerhaltung an der Grenzfla¨che bei einem Massenfluss J in Norma-
lenrichtung fu¨r einkomponentige Fluide. Gleichung (3.3c) gibt die
z-Komponente der Grenzfla¨chengeschwindigkeit ~Vkz in Abha¨ngigkeit von der
zeitlichen A¨nderung der Grenzfla¨chenposition h(x, y, t) = z und den latera-
len Geschwindigkeiten (Vkx , Vky) an (kinematische Bedingung). Die Impul-
serhaltung liefert (3.3d) mit der Oberfla¨chenspannung σ. An der Grenzfla¨che
soll der Temperaturu¨bergang von einem Fluid in das andere kontinuierlich
erfolgen, d.h. die Temperaturen der zwei Medien mu¨ssen an der Grenzfla¨che
gleich sein. Daraus folgt Gleichung (3.3e). (3.3f) ist die Anschlussbedingung
der Energie mit der latenten Wa¨rme L, die zur Phasenumwandlung beno¨tigt
wird. Der zweite Term beschreibt die Umwandlung von kinetischer Energie
in Wa¨rme an der Grenzfla¨che. Der dritte Term gibt den Wa¨rmefluss wieder.
~n = 1
(1+(∂xh)2+(∂yh)2)1/2
(−∂xh,−∂yh, 1), ~tx = 1(1+(∂xh)2)1/2 (1, 0, ∂xh) und ~ty =
1
(1+(∂yh)2)1/2
(0, 1, ∂yh) sind der Normalen- und die beiden Tangentenvektoren
der Grenzfla¨che. ∂~s = (∂x, ∂y, 0) ist der Nablaoperator der Bogenfla¨che (Die
mittlere Kru¨mmung ist damit H = −12(∂sjnj) [28]). Tkij = Pkij − Pkδij
ist der Spannungstensor und Pkij der Viskosita¨tstensor, der in einem in-
kompressiblen Newtonschen Fluid durch Pkij = µk
(
∂jVki + ∂iVkj
)
gegeben
ist [65, 67]. Die drei Komponenten der Impulserhaltung an der Grenzfla¨-
che (3.3d) ko¨nnen durch Projektionen auf den Normalenvektor ~n und auf
die Tangentialvektoren ~tx, ~ty erhalten werden. In der Normalkomponente
taucht der Dampfru¨ckstoß oder vapoir-recoil-Effekt (erster Term in (3.3d))
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auf, der die unterschiedlichen Normalgeschwindigkeiten aufgrund der Pha-
senumwandlung an der Grenzfla¨che beru¨cksichtigt.
Die Grenzfla¨chenbedingungen fu¨r die Impulserhaltung (3.3d) werden in Ka-
pitel 6 unter Vernachla¨ssigung des Massenflusses J in der Form
normal:
(
∂siσ + σ(∂sjnj)ni
)
ni = N (3.4a)
tangential:
(
∂siσ + σ(∂sjnj)ni
)
txi = Tx (3.4b)(
∂siσ + σ(∂sjnj)ni
)
tyi = Ty (3.4c)
verwendet, wobeiN und ~T = (Tx, Ty) die auftretenden Normal- und Tangen-
tialkra¨fte darstellen, welche noch durch zusa¨tzliche Effekte erweitert werden
ko¨nnen.
3.1 Lineare Stabilita¨tsanalyse
Jedes im Folgenden betrachtete System wird einer linearen Stabilita¨tsanaly-
se unterzogen. Die dimensionslosen Gleichungen werden also auf ihr Verhal-
ten bezu¨glich kleiner Sto¨rungen des stationa¨ren Zustandes untersucht. Der
Standardansatz ist eine Entwicklung nach ebenen Wellen
~X(x, y, z.t) = ~X (z) exp (ikxx+ ikyy + χt). (3.5)
~X(x, y, z, t) ist ein Vektor, der alle sich zeitlich entwickelnde Feldvektoren
beinhaltet. kx und ky sind die Wellenzahlen in x bzw. y-Richtung. Dieser
Ansatz wird in die linearisierten Gleichungen eingesetzt und fu¨hrt im Allge-
meinen (in Kapitel 4 und 5) auf ein generalisiertes Eigenwertproblem (χ ist
der Eigenwert und ~X (z) der Eigenvektor)
χA ~X = B ~X (3.6)
mit den passenden Rand- und Grenzfla¨chenbedingungen, welches numerisch
mit Standardroutinen (LAPACK) gelo¨st werden kann. Sind alle Eigenwerte
(oder Wachstumsraten) <(χ) < 0 ist das System stabil, ansonsten instabil.
Die Matrizen A und B beinhalten die Materialparameter, Kontrollpara-
meter und den Wellenvektor ~k = (kx, ky). In Kapitel 6 reduziert sich das
Eigenwertproblem (3.6) auf eine einzige Gleichung, welche rein analytisch
untersucht werden kann.
Kapitel 4
Kurzwellige
Konvektionsinstabilita¨ten
Im folgenden Kapitel werden Zweischicht-Systeme mit einer nichtdeformier-
baren Grenzfla¨che unter einem a¨ußeren Temperaturgradienten betrachtet.
Des Weiteren werden alle Materialgro¨ßen bis auf die Dichte in den Kraft-
termen der Navier-Stokes-Gleichungen als temperaturunabha¨ngig angenom-
men und ein Massenfluss (J) an der Grenzfla¨che wird vernachla¨ssigt. Nach
der Herleitung der Evolutionsgleichungen fu¨r die gesto¨rten dimensionslosen
Feldvariablen, wird ein Quecksilber-Wasser-System auf seine antikonvektive
Instabilita¨t untersucht.
4.1 Stationa¨rer Zustand und Sto¨rungen
Wird das System einer a¨ußeren vertikalen Temperaturdifferenz ∆T = Tu−To
unterworfen, so sind beide Fluide im stationa¨ren Zustand in Ruhe und die
Wa¨rmeleitung findet allein durch thermische Diffusion statt. Der stationa¨re
Temperaturverlauf kann dann mit den stationa¨ren Wa¨rmeleitgleichungen
(aus (3.1b) und (3.1e)), den Rand- und den Anschlussbedingungen ((3.2),
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(3.3e) und (3.3f)) fu¨r eine undeformierbare Grenzfla¨che berechnet werden zu
T1(z) = Tu − ∆T1
d1
z und (4.1a)
T2(z) = Tu −∆T1 − ∆T2
d2
(z − d1). (4.1b)
Es ergeben sich lineare Funktionen in z mit einem Sprung der ersten Ab-
leitung in z an der Grenzfla¨che. Die Temperaturdifferenzen ∆T1 und ∆T2
sind die im unteren bzw. oberen Fluid abfallenden Temperaturdifferenzen
(∆T1 = Tu − TI , ∆T2 = TI − To, ∆T = ∆T1 + ∆T2 und die Grenzfla¨chen-
temperatur TI).
Werden alle Materialgro¨ßen bis auf die Dichte im Kraftterm als unabha¨ngig
von der Temperatur betrachtet (Oberbeck-Boussinesq-Na¨herung [27]), so
ergibt eine lineare Entwicklung der Dichten (nur in den Krafttermen):
%1(~r, t) = %10 (1− α1 (T (~r, t)− Tu)) (4.2a)
%2(~r, t) = %20 (1− α2 (T (~r, t)− TI)) . (4.2b)
%10 und %20 sind Referenzdichten und α1 und α2 sind die thermischen Ex-
pansionskoeffizienten in Fluid 1 bzw. Fluid 2. TI ist die stationa¨re Grenz-
fla¨chentemperatur. Werden die entwickelten Dichten (4.2) in die Kraftterme
der stationa¨ren Impulsgleichungen (3.1a) und (3.1d) eingesetzt, so ko¨nnen
die stationa¨ren quadratischen Druckprofile berechnet werden (siehe [35] und
ungesto¨rter Anteil in Gleichungen (4.3c) und (4.3f))
Damit ko¨nnen Vki(~r, t), Tk(~r, t) und Pk(~r, t) als eine Summe aus stationa¨rer
Lo¨sung und einer Sto¨rung beschrieben werden.
V1i(~r, t) = 0 + u1i(~r, t) (4.3a)
T1(~r, t) = Tu − ∆T1
d1
· z + θ1(~r, t) (4.3b)
P1(~r, t) = p1const − %10g
(
z +
1
2
α1
∆T1
d1
z2
)
+ p1(~r, t) (4.3c)
V2i(~r, t) = 0 + u2i(~r, t) (4.3d)
T2(~r, t) = Tu −∆T1 − ∆T2
d2
(z − d1) + θ2(~r, t) (4.3e)
P2(~r, t) = p2const − %20g
(
z + α2
∆T2
d2
(
1
2
z2 − d1z
))
+ p2(~r, t) (4.3f)
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uki(~r, t), θk(~r, t) und pk(~r, t) sind die Sto¨rungen der Geschwindigkeiten, der
Temperaturen und der hydrostatischen Dru¨cke. p1const und p2const sind Inte-
grationskonstanten, welchen im Weiteren keine Bedeutung zufa¨llt.
4.2 Dimensionslose Gleichungen
Die Gleichungen der Sto¨rungen (4.3) werden zur einfacheren theoretischen
Behandlung auf dimensionslose Gro¨ßen skaliert:
La¨nge: xi → d1 x˜i (4.4a)
Geschwindigkeit: uki → κ1/d1 u˜ki (4.4b)
Zeit: t→ d21/κ1 t˜ (4.4c)
Temperatur: θk → ∆T θ˜k (4.4d)
Druck: pk → (ν1κ1%k0)/d21 p˜k. (4.4e)
Das liefert die dimensionslosen Gleichungen fu¨r die gesto¨rten Gro¨ßen durch
Einsetzen von (4.3) unter Verwendung von (4.2) (in dimensionsloser Form)
in (3.1) (die Tilden sind wieder weggelassen)
∂tu1i + u1j∂xju1i + Pr ∂xip1 = Pr R δiz θ1 + Pr ∂xjju1i (4.5a)
∂tθ1 + u1j∂xjθ1 = β1 u1z + ∂xjjθ1 (4.5b)
∂xju1j = 0 (4.5c)
∂tu2i + u2j∂xju2i + Pr ∂xip2 = Pr R α δiz θ2 + Pr ν ∂xjju2i (4.5d)
∂tθ2 + u2j∂xjθ2 = β2 u2z + κ ∂xjjθ2 (4.5e)
∂xju2j = 0. (4.5f)
Als dimensionslose Parameter ergeben sich die Verha¨ltnisse der Material-
parameter: α = α2/α1 ist das Verha¨ltnis der thermischen Expansionskoef-
fizienten, ν = ν2/ν1 das Verha¨ltnis der kinematischen Viskosita¨ten (νk =
µk/%k), κ = κ2/κ1 das Verha¨ltnis der thermischen Diffusivita¨ten. In den
Anschlussbedingungen der Grenzfla¨che tauchen spa¨ter noch die Verha¨ltnis-
se der Dichten % = %2/%1, der Wa¨rmeleitfa¨higkeiten λ = λ2/λ1 und der
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Dicken d = d2/d1 auf.
β1 = λ/(d+ λ) und β2 = 1/(d+ λ) (4.6)
sind dimensionslose Temperaturgradienten in Fluid 1 und Fluid 2. Sie wer-
den unter Verwendung der Grenzfla¨chengleichungen (4.11e), (4.11f) und den
Temperaturrandbedingungen (4.10a), (4.10b) hergeleitet und sind unabha¨n-
gig von der Richtung der Heizung immer positiv. Das stationa¨re, lineare,
dimensionslose Temperaturprofil ergibt sich dann zu
T˜1(z) = T˜u − β1z˜ (4.7a)
T˜2(z) = T˜u − (β1 − β2)− β2z˜. (4.7b)
Weiterhin ist
Pr =
ν1
κ1
= Pr1 die Prandtl-Zahl (4.8)
und R =
α1g∆T
ν1κ1
d31 die Rayleigh-Zahl. (4.9)
Die Rayleigh-Zahl ist ein Kontrollparameter des Systems.
Die Randbedingungen (3.2) der gesto¨rten Gleichungen ergeben sich zu:
Unterer Rand (z = 0):
u1x = u1y = 0, u1z = 0,
∂
∂z
u1z = 0, θ1 = 0. (4.10a)
Oberer Rand (z = 1 + d2):
u2x = u2y = 0, u2z = 0,
∂
∂z
u2z = 0, θ2 = 0. (4.10b)
Wird eine lineare Abha¨ngigkeit der Oberfla¨chenspannung von der Tempe-
ratur angenommen, dann skalieren die Anschlussbedingungen der gesto¨rten
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Feldgro¨ßen an der undeformierbaren Grenzfla¨che (3.3) zu:
u1z = u2z = 0 (4.11a)
u1x = u2x , u1y = u2y (4.11b)
∂
∂z
u1x − ρν
∂
∂z
u2x = −M
∂
∂x
θI (4.11c)
∂
∂z
u1y − ρν
∂
∂z
u2y = −M
∂
∂y
θI (4.11d)
θ1 = θ2 (4.11e)
∂
∂z
θ1 = λ
∂
∂z
θ2. (4.11f)
Zusammen mit den Gleichung (4.5) und den Randbedingungen (4.10) erha¨lt
man ein geschlossenes System.
M ist die dimensionslose Marangoni-Zahl, die in dieser Skalierung die Form
M =
−γ∆T
ρ1ν1κ1
d1 (4.12)
hat. Dabei ist γ = ∂σ∂T < 0 die A¨nderung der Oberfla¨chenspannung mit der
Temperatur. Diese ist in allen hier untersuchten Fa¨llen kleiner als Null. Dies
bedeutet, dass fu¨r M > 0 das System von unten und fu¨r M < 0 von oben
geheizt wird. Werden sowohl Oberfla¨chenspannungseffekte als auch Gravi-
tationseffekte betrachtet, so ist zur Unterscheidung der Sta¨rke der einzelnen
Effekte die Bond-Zahl
Bo =
R
M
= −α1ρ1g
γ
d21 (4.13)
eine wichtige Gro¨ße. Dabei bedeutet eine große Bond-Zahl (Bo > 1) ein
U¨berwiegen auftriebsinduzierter Instabilita¨ten (mit Kontrollparameter R).
Entsprechend ist fu¨r Bo < 1 der Marangoni-Effekt (mit Kontrollparameter
M) dominierend.
Der Kontrollparameter des Systems wird definiert als
ε =
M −Mc
Mc
=
R−Rc
Rc
(4.14)
mit der kritischen Marangoni-Zahl Mc bzw. Rayleigh-Zahl Rc an der Schwel-
le. Das Aspektverha¨ltnis
Γ =
laterale La¨nge
vertikale La¨ngeneinheit
=
Lx
d1
(4.15)
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gibt das Verha¨ltnis der lateralen zur vertikalen La¨ngeneinheit wieder und es
werden im Folgenden nicht zu kleine Aspektverha¨ltnisse betrachtet.
Bei der Durchfu¨hrung der linearen Stabilita¨tsanalyse ko¨nnen durch zwei-
malige Anwendung der Rotation auf die Navier-Stokes-Gleichungen und
mithilfe der Kontinuita¨tsgleichungen die Dru¨cke und die horizontalen Ge-
schwindigkeitskomponenten (ux, uy) eliminiert werden [31, 35, 106]. Der
Eigenvektor ~X (z) in (3.5) und (3.6) baut sich somit nur aus der vertikalen
Geschwindigkeitskomponente (uz) und der Temperatur (θ) auf.
4.3 Allgemeine Aussagen und einfu¨hrendes Bei-
spiel
Das Verhalten am U¨bergang vom wa¨rmleitenden Zustand in den konvektiven
Zustand kann im Allgemeinen schon durch 4 Zeitskalen abgescha¨tzt werden.
τν1 =
d2c
ν1
, τκ1 =
d2c
κ1
, τν2 =
d2c
ν2
, und τκ2 =
d2c
κ2
(4.16)
sind die viskose und thermische Zeitskala von Fluid 1 bzw. Fluid 2, bezogen
auf eine vertikale La¨ngenskala dc. Diese Zeitskalen haben fu¨r verschiedene
Fluide und Schichtdicken eine andere Rangordnung und erweitern im Ver-
gleich zu einschichtigen Fluidsystemen das Spektrum der mo¨glichen Bifur-
kationsszenarien erheblich [82]. Z.B. kann eine reine Marangoni-Instabilita¨t
durch ”gu¨nstiges“ Zusammenwirken dieser Zeitskalen oszillatorisch werden
[34, 35]. Diese Abscha¨tzungen erlauben nur qualitative Aussagen, deshalb
ist immer eine lineare Stabilita¨tsanalyse fu¨r das genauere Versta¨ndnis des
Instabilita¨tsmechanismus no¨tig.
Es sind auch direkte U¨berga¨nge vom wa¨rmeleitenden in einen chaotischen
Zustand mo¨glich, was fu¨r den Kodimension-2-Punkt in einem Methyl-Oktan-
System von Colinet & al. [34] unter Verwendung von Amplitudenglei-
chungen untersucht wurde. Diese Form des U¨bergangs ins Chaos wurde
zuerst von Arneodo & al. [2] vorgeschlagen. Die direkte Simulation an
der Schwelle des Kodimension-2-Punktes hat gezeigt, dass der resultierende
chaotische Attraktorraum maximal 12-dimensional ist [82].
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Als einfu¨hrendes Beispiel zur Veranschaulichung von Zweischicht-Systemen
mit Gravitation und Marangoni-Effekt wird das O¨l-O¨l-System (Parameter-
satz 1 in Anhang E.2) mit einem Schichtdickenverha¨ltnis d = 2.3 und ei-
ner realen unteren Schichtdicke d1 = 0.918mm (d.h. d2 = 2.142mm und
Bo = 0.339) verwendet. Aufgrund der kleinen Bond-Zahl Bo dominiert der
Marangoni-Effekt.
M
k
ohne Gravitation
instabil
oszillatorisch
stabil
stabil
instabil
Abbildung 4.1: Marginale Linien in M -k-Darstellung. Rote Linien fu¨r Bo =
0.339, oszillatorische Instabilita¨t bei gestrichelter Linie. Du¨nne schwarze Li-
nien ohne Gravitation (Bo = 0).
Abb. 4.1 zeigt die Ergebnisse der linearen Stabilita¨tsanalyse. Es sind die
marginalen Linien (Wachstumsrate χ = 0) mit Gravitation (R = Bo ·M ,
rote Linien) und ohne Gravitation (schwarze Linien) eingezeichnet. Aus Dar-
stellungsgru¨nden sind große Absolutwerte der Marangoni-Zahl nicht gezeigt
(|M | > 1.5 · 104). Es zeigt sich, dass ohne Gravitation (schwarze Linie) bei
starker Heizung von unten (M > 0) ein langwelliger oszillatorischer Zweig
existiert. Des Weiteren tritt bei starker Heizung von oben (M < 0) ein
kurzwelliger oszillatorischer Zweig auf. Dies sind typische Eigenschaften von
Zweischicht-Systemen. Im hier untersuchten O¨l-O¨l-System ist die Instabilita¨t
an der Schwelle unabha¨ngig von der Richtung der Heizung immer monoton.
Dies ist in U¨bereinstimmung mit den Abscha¨tzungen aus [35] (mit κ > 1 und
d2/κ > 1). Wird die Gravitation ”eingeschaltet“ (rote Linien), so wird bei
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Heizung von unten die Schwelle zu kleineren Marangoni-Zahlen verschoben.
Bei Heizung von oben wird der Absolutwert der kritischen Marangoni-Zahl
gro¨ßer.
M > 0 M < 0
Abbildung 4.2: Konturplot der Temperatursto¨rungen an der Grenzfla¨che fu¨r
ε = 0.3 und ∆t = 0.05 bei t = 50. Stationa¨re hexagonale Muster bilden sich
sowohl fu¨r M > 0 (Γ ≈ 18) als auch fu¨r M < 0 (Γ ≈ 70) aus.
t = 40 t = 59
Abbildung 4.3: Konturplot der Temperatursto¨rungen an der Grenzfla¨che fu¨r
ε = 2 (M ≈ 13560) und ∆t = 0.001 mit Heizung von unten (M > 0,
Γ ≈ 18).
Abb. 4.2 zeigt die stationa¨ren Muster der Temperatursto¨rung an der Grenz-
fla¨che, die aus den 3D-Integrationen der vollen nichtlinearen Gleichungen
resultieren. Fu¨r M > 0 (linkes Bild, Mc ≈ 4520) wird warmes Fluid von
unten im Zentrum der Hexagone zur Grenzfla¨che transportiert (”up“ oder
”l“-Hexagone). Fu¨r M < 0 (rechtes Bild, Mc ≈ −4500) wird warmes Fluid
am Rand der Hexagone von oben zur Grenzfla¨che transportiert. (”down“
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oder ”g“-Hexagone).
Wird von unten geheizt (M > 0), dann treten bei einer entsprechend großen
Marangoni-Zahl (und damit einer großen Rayleigh-Zahl R) der Auftrieb und
der langwellige oszillatorische Zweig (siehe Abb. 4.1) als weitere destabilisie-
rende Effekte zu Tage. Schon eine Vergro¨ßerung des Kontrollparameters bei
Heizung von unten auf ε = 2 fu¨hrt zu einem merklichen Einfluss dieser
beiden Effekte auf die Musterbildung. Abb. 4.3 zeigt zwei Schnappschu¨sse
der Zeitentwicklung. Es wird kein stationa¨rer Endzustand erreicht und ein
Wechselspiel zwischen Hexagonen (Quadraten) und Spiralen ist beobacht-
bar.
Experimente zu obigen Simulationen in Zweischicht-Systemen mit nichtde-
formierbarer Grenzfla¨che sind bei Tokaruk & al. [132] zu finden. Der
Einfluss des Schichtdickenverha¨ltnisses und die schwach nichtlineare Evolu-
tion wurden von Engel und Swift [43] untersucht. Dreidimensionale Simu-
lationen fu¨r andere Fluidkonfigurationen (Silikono¨l (10cS)- Ethylenglykol-
Systeme), welche einen anomalen Maragoni-Effekt zeigen, sind von Boeck
& al. [23] durchgefu¨hrt worden und es konnten verschiedenste Muster bei
unterschiedlichen Marangoni-Zahlen gefunden werden (alternierende, schie-
fe, defektbestimmte und oszillierende Rollen, Hexagone, Chaos).
4.4 Ein spezielles System: Antikonvektion
Werden Zweischicht-Systeme großer Dicke (d.h. die Temperaturabha¨ngigkeit
der Oberfla¨chenspannung verliert an Bedeutung, M = 0) von oben erhitzt,
so wu¨rde man intuitiv keine Instabilita¨t erwarten, da jede Sto¨rung durch
den Auftrieb wieder geda¨mpft wird (vgl. mit Unterkapitel 2.1). Es wird im
Folgenden gezeigt, dass das System dennoch instabil werden kann. Dieser
Instabilita¨tsmechanismus la¨sst sich nicht mehr allein durch Auftriebskra¨fte
erkla¨ren, sondern neben der thermischen Expansion (αk) muss auch noch
der Einfluss der thermischen Leitfa¨higkeiten (damit auch die thermischen
Diffusivita¨ten) und der viskosen Kopplung der beiden Fluide an der Grenz-
fla¨che (durch ρν in (4.11c) und (4.11d)) beru¨cksichtigt werden. Dies fu¨hrt zu
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Abbildung 4.4: Mechanismus der Antikonvektion vom Typ I bei Erhitzen von
oben.
einem grundlegend anderen Versta¨rkungsmechansimus als bei der ”norma-
len“ Rayleigh-Be´nard-Konvektion. Welander [138] untersuchte 1964 als
erster diesen paradoxen Instabilita¨tsmechanismus und pra¨gte den Namen
”anticonvection“.
4.4.1 Mechanismus
Je nach Materialparametern ko¨nnen zwei Typen der Antikonvektion unter-
schieden werden. Die wesentlichen Parameter sind die thermischen Expan-
sionskoeffizenten αk und die thermischen Diffusivita¨ten κk. Sind die Ver-
ha¨ltnisse der Parameter α < 1 und κ < 1 (siehe Seite 35), dann liegt
Antikonvektion vom Typ I vor (nach [87] oder divergente Antikonvektion
nach [54]), bzw. fu¨r α > 1 und κ > 1 Antikonvektion des Typs II (oder
konvergente Antikonvektion). Um eine anschauliche Vorstellung des Insta-
bilita¨tsmechanismus vom Typ I zu bekommen, betrachte man eine positive
Temperaturfluktuation in Fluid 1 (unteres Fluid) in der Na¨he der Grenzfla¨-
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che (Abb. 4.4). Durch Auftriebskra¨fte bewegt sich das Fluidelement vertikal
in Richtung der Grenzfla¨che (Punkt 1). Im Volumen von Fluid 1 wu¨rde die-
se Vertikalbewegung geda¨mpft werden, aber da die Fluktuation nahe der
Grenzfla¨che ist, kann das Fluidelement bis an die Grenzfla¨che gelangen und
es resultiert aufgrund der Kontinuita¨t ein Fluss tangential zur Grenzfla¨che.
Die viskose Kopplung der beiden Fluidschichten an der Grenzfla¨che induziert
damit auch eine tangentiale Bewegung im Fluid 2 (Punkt 2). Das wiederum
erzwingt einen Transport von warmen Fluid 2 zur Grenzfla¨che (Punkt 3).
Die thermische Kopplung der beiden Fluide bedingt einen Wa¨rmefluss von
Fluid 2 zu Fluid 1 (Punkt 4) und die große thermische Diffusivita¨t in Fluid
1 bewirkt einen Transport von Wa¨rme zur urspru¨nglichen Fluktuation und
kann diese versta¨rken. Eine analoge Argumentation kann auch fu¨r eine nega-
tive Fluktuation gefunden werden Bei der Antikonvektion vom Typ I dient
also das obere Fluid als Wa¨rmereservoir.
Aufgrund des Zusammenwirkens verschiedenster Effekte bei der Antikon-
vektion, zeigt sich nicht in jedem System Antikonvektion. Als einziges be-
kanntes ”natu¨rliches“ System, welches antikonvektiv instabil werden kann,
ist bisher das Quecksilber-Wasser-System gefunden worden [48]. Es wurde
aber von Ingel [54] gezeigt, dass die A¨nderung des Salzgehaltes von Was-
ser, durch Variation der Feuchte der angrenzenden Luft, zu Antikonvektion
fu¨hren kann. Daru¨ber hinaus haben Nepomnyashchy und Simanovskii
[87, 89] die Mo¨glichkeit der Antikonvektion fu¨r jede Fluidkombination ge-
zeigt, wenn Wa¨rmesenken oder -quellen an der Grenzfla¨che vorhanden sind
(z.B. Verdampfung, chemische Reaktionen, Lasereinstrahlung auf laserakti-
ve Grenzfla¨chenzusa¨tze).
4.4.2 Lineare Stabilita¨tsanalyse
Die lineare Stabilita¨tsanalyse vertikal begrenzter Systeme muss numerisch
durchgefu¨hrt werden (siehe (3.6)). Werden als Fluide Quecksilber und Was-
ser (Parametersatz 2 in Anhang E.2) verwendet, so kann die Stabilita¨tsanaly-
se einen Aufschluss u¨ber die Abha¨ngigkeit der kritischen Rayleigh-Zahl vom
Verha¨ltnis des thermischen Expansionskoeffizienten α geben (dabei werden
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alle Wellenzahlen k numerisch durchlaufen). Abb. 4.5 zeigt die marginale
α
−R
in Simulationen
instabil
(Konvektion)
stabil
(Diffusion)
Abbildung 4.5: Marginale Linien in R-α-Darstellung fu¨r verschiedene Ver-
ha¨ltnisse der Schichtdicken d. Rot: d = 1. Gru¨n: d = 1.5. Blau: d = 0.4.
Fu¨r die nichtlinearen Untersuchungen wird α = 0.1144 verwendet (rote ge-
strichelte Linie).
Linie (Wachstumsrate χ = 0) im R-α Diagramm fu¨r d = 1 (rote Linie).
Geht das Verha¨ltnis der thermischen Expansionskoeffizienten α gegen Null,
so geht die kritische Rayleigh-Zahl Rc in einen Sa¨ttigungbereich u¨ber. Fu¨r
Werte von α > 1 verschiebt sich die Schwelle ins Unendliche und es tritt
keine antikonvektive Instabilita¨t auf. Die linearen Stabilita¨tsdiagramme fu¨r
andere Schichtdicken sind in gru¨n (d = 1.5) und blau (d = 0.4) eingezeichnet
und ergeben a¨hnliche Verla¨ufe. Fu¨r ein kleines Verha¨ltnis der thermischen
Expansionskoeffizienten α wird der Sa¨ttigungsbereich fu¨r d > 1 (gru¨ne Linie)
bei kleineren Absolutbetra¨gen der Rayleigh-Zahl erreicht. Eine simple Ab-
scha¨tzung veranschaulicht dieses Verhalten: Fu¨r kleines α werden die Glei-
chungen von Fluid 2 unabha¨ngig von der Rayleigh-Zahl R (Vernachla¨ssigung
des ”α-Terms“ in (4.5d)). Ru¨ckskalierung von (4.7) liefert den dimensions-
behafteten linearen Temperaturverlauf in Fluid 1
T1(z) = Tu − β1∆T d1z. (4.17)
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Verwendung der gleichen unteren Fluidschichtdicke d1 und Beru¨cksichtigung
der Verkleinerung von β1 bei Vergo¨ßerung der oberen Schichtdicke d2 (siehe
(4.6)), zeigt, dass ∆T kleiner werden muss, um den gleichen dimensionsbe-
hafteten Temperaturgradienten in (4.17) zu erhalten. Da das Schichtdicken-
verha¨ltnis in keiner weiteren Gleichung auftaucht, folgt, dass der Absolut-
betrag der Rayleigh-Zahl mit zunehmendem d kleiner wird.
Fu¨r die nichtlinearen 3D-Simulationen wird α = 0.1144 verwendet. Die be-
kannte Anomalie des Wassers bei 4◦C schla¨gt sich in einem Vorzeichenwech-
sel des thermischen Expansionskoeffizienten α2 nieder. Es ist deshalb eine
gerechtfertigte Annahme, α2 als stark monoton steigende Funktion der Tem-
peratur anzusetzen. Das heißt, Experimente bei Temperaturen T < 20◦C
verringern das Verha¨ltnis α = α2/α1 wesentlich. Es wird deshalb im Weite-
ren immer α = 0.1144 als Verha¨ltnis der thermischen Expansionskoeffizien-
ten verwendet (rote gestrichelte Linie in Abb. 4.5). Alle weiteren Material-
parameter haben eine schwa¨chere Temperaturabha¨ngigkeit und werden im
Folgenden idealisiert bei T = 20◦C angesetzt (vgl. auch mit [48]). Es sei wei-
terhin bemerkt, dass Simulationen fu¨r betragsma¨ßig kleine Rayleigh-Zahlen
stabiler sind.
Werden die festen Ra¨nder ins Unendliche verschoben (z ±∞), so kann ein
analytischer Ausdruck fu¨r die marginale Rayleigh-Zahl gefunden werden
(d.h. Wachstumsrate χ = 0, Gleichung (A.9) im Anhang A)
Rc ∝ −k4. (4.18)
Die analytische Herleitung dieser Proportionalita¨t samt Proportionalita¨ts-
faktor ist aufgrund der aufwa¨ndigen Rechnung in den Anhang A verschoben.
Im Folgenden werden vertikal unendlich ausgedehnte Systeme als Welander-
Systeme bezeichnet. Abb. 4.6 zeigt das R-k Stabilita¨tsdiagramm fu¨r das
vertikal beschra¨nkte System (rote dicke Linie) und fu¨r das entsprechende
Welander-System (rote du¨nne Linie, siehe Gleichung (4.18)) mit d = 1.
Das System wird instabil bei Erreichen des kritischen Punktes. Die kritische
Rayleigh-Zahl und die Wellenzahl ergeben sich numerisch zu Rc = −2946
und kc = 1.338. Erstaunlicherweise kann jede instabile k-Mode durch ent-
sprechend starke Heizung wieder stabilisiert werden. Des Weiteren zeigt sich,
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Abbildung 4.6: Marginale Linien in R-k-Darstellung fu¨r den vertikal be-
schra¨nkten (dicke rote Linie) und den Welander Fall (du¨nne rote Linie) fu¨r
d = 1. Zusa¨tzlich sind die marginalen Linien fu¨r d = 1.5 (gru¨n) und d = 0.4
(blau) eingezeichnet.
dass fu¨r k > 6 keine Mode mehr instabil werden kann. Ein Vergleich mit der
Welander-Linie zeigt, dass dieses Abknicken der marginalen Linie (sowohl
fu¨r große als auch kleine k) durch Randeffekte zustande kommen muss.
Fu¨r d = 1.5 und d = 0.4 sind die marginalen Linien des vertikal beschra¨nkten
und des Welander-Systems in gru¨n bzw. blau eingezeichnet. Es kann nume-
risch gezeigt werden, dass das hier verwendete Quecksilber-Wasser-System
fu¨r d ≈ 1 den kleinsten Absolutbetrag der kritschen Rayleigh-Zahl Rc be-
sitzt. Selbstversta¨ndlich gilt diese Aussage nicht bei Verwendung anderer
Materialparameter.
4.4.3 Nichtlineare Musterbildung
Als erste 3D Simulation soll die Musterbildung nahe der Schwelle unter-
sucht werden. Dazu wird das linear untersuchte Quecksilber-Wasser-System
mit d = 1 unter Verwendung einer lateralen Auflo¨sung von 128 × 128 und
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Abbildung 4.7: Konturplot der Temperatursto¨rungen an der Grenzfla¨che fu¨r
ε = 0.15 (links, t = 15000) und ε = 0.4 (rechts, t = 2000). Die Zeitdiskreti-
sierung ist jeweils ∆t = 0.1.
einer vertikalen Diskretisierung von 20 Stu¨tzstellen pro Flu¨ssigkeitsschicht
numerisch integriert. Die numerische Methode ist im Anhang D.2 erla¨utert.
Abb. 4.7 zeigt das Feld der Temperatursto¨rungen an der Grenzfla¨che fu¨r
ε = 0.15 und ε = 0.4. Der stationa¨re Endzustand ist erreicht und das
Aspektverha¨ltnis betra¨gt Γ = 18.8 (d.h. vier kritische Moden). Nahe an
der Schwelle manifestieren sich hexagonale Muster (linkes Bild). Bei Ver-
gro¨ßerung des Kontrollparameters ε findet ein U¨bergang zu Quadraten als
bevorzugtes Muster statt.
4.4.3.1 Einfluss des stationa¨ren Temperaturprofils
Es soll als Abschluss der Untersuchungen zur Antikonvektion der Einfluss
des Verha¨ltnisses der Wa¨rmeleitfa¨higkeiten λ auf den Musterbildungspro-
zess untersucht werden. Es wurde von Nepomnyashchy & al. [87, 89]
gezeigt, dass jedes System eine antikonvektive Instabilita¨t aufzeigen kann,
falls Wa¨rmequellen oder -senken an der Grenzfla¨che vorliegen (siehe oben).
Diese Wa¨rmequellen a¨ndern das lineare, stationa¨re Temperaturprofil und
damit den in den einzelnen Fluidschichten abfallenden Temperaturgradien-
ten. Als erste Na¨herung werden deshalb keine Wa¨rmequellen an der Grenz-
fla¨che verwendet, sondern das stationa¨re Temperaturprofil allein durch das
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Abbildung 4.8: Lineare stationa¨re Temperaturprofile fu¨r λ = 0.0365 (rot),
λ = 20 (blau) und fu¨r das reale Verha¨ltnis des Quecksilber-Wasser-Systems
λ = 0.073 (schwarz). Die Grenzfla¨che ist bei z = 1 und das Schichtdicken-
verha¨ltnis betra¨gt d = 1.
Verha¨ltnis der Wa¨rmeleitfa¨higkeiten manipuliert (siehe Gleichungen (4.6)).
Selbstversta¨ndlich entspricht dies keinem realen System, aber es soll hier nur
das unterschiedliche Konvektionsverhalten aufgedeckt werden.
Abb. 4.8 zeigt das stationa¨re lineare Temperaturprofil fu¨r verschiedene Ver-
ha¨ltnisse von λ. Es ist deutlich erkennbar, dass fu¨r λ > 1 der Temperatur-
gradient im unteren Fluid gro¨ßer als im oberen ist. Die Situation λ = 0.0365
(rot) kann damit als Wa¨rmesenke, λ = 20 (blau) als Wa¨rmequelle an der
Grenzfla¨che interpretiert werden.
Abb. 4.9 zeigt die marginalen Linien im R-k-Diagramm fu¨r verschiedene λ’s
(vgl. mit Abb. 4.6). Es zeigt sich, dass fu¨r λ = 0.0365 (rot) und λ = 20
(blau) die Instabilita¨tsbereiche nahezu identisch sind. Zusa¨tzlich ist noch
die λkrit-Linie eingezeichnet. Diese gibt den Verlauf der kritischen Rayleigh-
und Wellenzahl in Abha¨ngigkeit vom Verha¨ltnis der Wa¨rmeleitfa¨higkeiten λ
an. Der kleinste Absolutbetrag der kritischen Rayleigh-Zahl wird bei dieser
Parameterwahl fu¨r λ ≈ 1 erreicht. Eine Vergro¨ßerung von λ fu¨hrt zu kleine-
ren kritischen Wellenzahlen kc und gro¨ßeren Absolutbetra¨gen der kritischen
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Abbildung 4.9: Marginale Linien in R-k-Darstellung fu¨r d = 1. λ = 0.0365
(rot), λ = 20 (blau) und dem realen Verha¨ltnis des Quecksilber-Wasser-
Systems λ = 0.073 (schwarz). Siehe Text fu¨r λkrit-Linie.
Rayleigh-Zahlen Rc (blauer Ast der λkrit-Linie). Eine Erniedrigung liefert
den roten Ast. Fu¨r λ 1 oder λ 1 bleibt das System im wa¨rmeleitenden
Zustand.
Die Integration der vollen nichtlinearen Gleichungen liefert sowohl fu¨r λ =
0.0365 als auch fu¨r λ = 20 (mit ε = 0.3) einen konvektiven, stationa¨ren
Endzustand. Abb. 4.10 zeigt die 3D Temperaturverteilung in diesem End-
zustand. Die dicken Pfeile geben die Richtung der vertikalen Geschwindig-
keitskomponente an. Dabei ist die Korrelation der Temperatur- und ver-
tikalen Geschwindigkeitssto¨rung in beiden Fa¨llen gleich. Fu¨r λ = 0.0365
ergeben sich Quadrate an der Grenzfla¨che. Die Temperatursto¨rungen sind
im oberen Fluid um circa einen Faktor 10 gro¨ßer als im unteren, wohingegen
die vertikalen Geschwindigkeitssto¨rungen im oberen Fluid nur ein Zehntel
des unteren betragen. Fu¨r λ = 20 resultieren im stationa¨ren Endzustand
Hexagone und die Temperatursto¨rungen sowie die vertikalen Geschwindig-
keitssto¨rungen bewegen sich hier fu¨r beide Fluidschichten in der gleichen
Gro¨ßenordnung. Die Gro¨ßenordnung der vertikalen Geschwindigkeitssto¨r-
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Abbildung 4.10: 3D-Plot des stationa¨ren Temperaturfeldes fu¨r λ = 0.0365
(t = 7000) und λ = 20 (t = 11000) mit einer Auflo¨sung von 128 × 128 ×
20× 20 und ε = 0.3.
ungen ist mit der geringen Konvektionsgeschwindigkeit des oberen Fluids
fu¨r den Fall λ = 0.0365 vergleichbar. Da es sich in beiden Fa¨llen um Anti-
konvektion vom Typ 1 handelt, d.h. die obere Schicht dient als Wa¨rmereser-
voir, ist schon anhand der linearen Resultate (Abb. 4.8) ersichtlich, dass der
konvektive Transport unterschiedlich verlaufen muss. So wird mit Wa¨rme-
senken an der Grenzfla¨che (λ = 0.0365) eine niedrige Konvektionsgeschwin-
digkeit im oberen Fluid erwartet, da das Wa¨rmereservoir (oberes Fluid)
durch seinen großen Temperaturgradienten sehr leicht Wa¨rme ”bereitstel-
len“ kann. Analog folgt eine hohe Konvektionsgeschwindigkeit im unteren
Fluid. Wa¨rmequellen (λ = 20) erzeugen einen kleineren Temperaturgra-
dienten im Wa¨rmereservoir, was ho¨here Konvektionsgeschwindigkeiten zum
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Wa¨rmetransport im oberen Fluid nach sich zieht. Die nichtlinearen Ergebnis-
se zeigen jedoch, dass die Gro¨ßenordnung der Konvektionsgeschwindigkeiten
im oberen Fluid in beiden Fa¨llen gleich ist und fu¨r λ = 0.0365 (Wa¨rmesen-
ke) eine um den Faktor 10 gro¨ßere Konvektionsgeschwindigkeit im unteren
Fluid resultiert. Da diese hohen Geschwindigkeiten leicht zu ungeordnetem
Konvektionsverhalten fu¨hren ko¨nnen (U¨bergang zur Turbulenz) und damit
stationa¨re Muster schwerer beobachtbar sind, werden Wa¨rmequellen fu¨r ei-
ne erste experimentelle Realisierung der Antikonvektion des Typs 1 vorge-
schlagen. Das Auftreten von schwach turbulenten Mustern relativ nahe der
Schwelle mit Wa¨rmesenken an der Grenzfla¨che (z.B. Verdampfung) stimmt
auch mit den Resultaten des folgenden Kapitels 5 u¨berein.

Kapitel 5
Verdampfung und
Konvektion
Angeregt durch Experimente von Mancini und Maza [74] werden im folgen-
den Kapitel drei Modelle zur Konvektion einer verdampfenden Flu¨ssigkeit
abgeleitet [35, 84]. Das obere Fluid wird dabei immer als Dampf des unteren
Fluids betrachtet.
Abbildung 5.1: Zeitserie eines Verdampfungsexperimentes mit Silikono¨l (d.h.
durch Verdampfung nimmt die mittlere O¨lschichtdicke im Zeitverlauf ab)
[74]. (a) d = 0.8mm (zeitabha¨ngiges “turbulentes” Muster), d = 0.6mm
(Quadrate), d = 0.5mm (Quadrat-Hexagon Bereich), d = 0.4mm (Hexago-
ne). Im Bildausschnitt rechts oben sind die akkumulierten Leistungsspektren
gezeigt. Mit freundlicher Genehmigung von H. Mancini und D. Maza.
In den fu¨r diese Arbeit ausschlaggebenden Experimenten wurde ein han-
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delsu¨bliches, leicht flu¨chtiges, bei Raumtemperatur verdampfendes Silikono¨l
(Pr = 10) in einer 100mm2 Schale ohne a¨ußeren Temperaturgradienten voll-
sta¨ndig verdampft. Wa¨hrend des gesamten Experiments wurden von Zeit zu
Zeit Schnappschu¨sse der Temperaturverteilung an der Oberfla¨che aufgenom-
men. Die beobachteten Konvektionsmuster im Zeitverlauf mit abnehmender
O¨ldicke (Abb. 5.1) zeigen zu Beginn ein turbulentes Verhalten. Diese geht zu-
erst in stationa¨re quadratische und schließlich zu hexagonalen Muster u¨ber.
Der Zeitverlauf ist in guter qualitativer U¨bereinstimmung mit den numeri-
schen 3D Rechnungen des einseitigen Modells 3 dieses Kapitels.
In diesen Experimenten wurde des Weiteren gezeigt, dass die Deformati-
on der Grenzfla¨che nicht die prima¨re Ursache der Konvektionsinstabilita¨ten
ist. Es wird deshalb im Folgenden wieder von einer nichtdeformierbaren
Grenzfla¨che und damit einer kurzwelligen Instabilita¨t ausgegangen. Es wer-
den drei Modellierungen vorgestellt. Ausgehend von Modell 1 wird durch
sukzessive Vereinfachung (u¨ber Modell 2) das einseitige Modell 3 (erweiter-
tes ”Pearson“-System) abgeleitet. In den Untersuchungen aller drei Modelle
wird ein konstanter kleiner stationa¨rer Massenfluss vorausgesetzt, der als ex-
perimentell zu bestimmender Parameter eingeht. Dieser erlaubt dann eine
Behandlung des Systems als quasistationa¨res Problem. In Modell 1 wird eine
pha¨nomenologische Gleichung fu¨r den Massenfluss verwendet und sowohl die
Flu¨ssigkeits- als auch die Dampfschicht in die Berechnungen miteinbezogen.
Wird nur die Energie zur Phasenumwandlung (latente Wa¨rme) als Verdamp-
fungseffekt betrachtet und der Massenfluss vernachla¨ssigt, resultiert Modell
2. Die zusa¨tzliche Vernachla¨ssigung der Dampfschicht fu¨hrt letztendlich zu
Modell 3.
5.1 Modell 1: Einbeziehung des Massenflusses
Wird ein Massenfluss (oder Verdampfungsrate) an der Grenzfla¨che explizit
beru¨cksichtigt, so wird eine Nichtgleichgewichtsrelation fu¨r diesen Massen-
fluss beno¨tigt. Dieser wird pha¨nomenologisch in der irreversiblen Thermo-
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dynamik [40] durch
J = K(T ) (µˆ1(PS(T ))− µˆ2(PS(T ))) (5.1)
angesetzt mit PS(T ) als Sa¨ttigungdampfdruck bei der Temperatur T . Da-
bei sind µˆk die chemischen Potenziale der Flu¨ssigkeit und des Dampfes,
und K(T ) ([kg s/m4]) ist eine experimentell zu bestimmende temperatur-
abha¨ngige Funktion. Findet keine Verdampfung statt, ist das System im
thermischen Gleichgewicht mit µˆ1 = µˆ2. Linearisierung um das thermody-
namische Gleichgewicht liefert [35]
J = K(T )
(
PS(T )− P2
ρ2
− PS(T )− P1
ρ1
)
, (5.2)
wobei P1 und P2 die Dru¨cke in der Flu¨ssigkeit und im Gas an der Grenzfla¨che
sind.
Diese Relation spiegelt die pha¨nomenologische ad hoc eingefu¨hrte Hertz-
Knudson-Relation [57] wider
J = β
√ M
2piRMT (PS(T )− P2) (5.3)
und erlaubt eine grobe Abscha¨tzung des Koeffizienten K(T ) in (5.2) zu
K(T ) = βρ2
√ M
2piRMT mit ρ2/ρ1  1, (5.4)
der neben der universellen Gaskonstanten RM und der molaren Masse M
auch einen experimentell zu bestimmenden Anpassungskoeffizient β (0 <
β < 1) entha¨lt [41, 57], was uns eine gewisse Freiheit in der Wahl von K(T )
la¨sst.
Im Weiteren wird fu¨r (5.2) die Bezeichnung Hertz-Knudson-Relation verwen-
det und K(T ) als temperaturunabha¨ngig bei der stationa¨ren Grenzfla¨chen-
temperatur T 0I angenommen (K(T ) = K(T
0
I )). Keine Verdampfung liegt vor
fu¨r K → 0. Fu¨r K → ∞ (aber mit endlichem Massenfluss) ist das System
im thermodynamischen Gleichgewicht (|µˆ1 − µˆ2|  1).
Der Massenfluss J wird durch die Transformation
J → ρ1ν1/d1 J˜ (5.5)
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auf dimensionslose Form gebracht und im Folgenden werden nur dimensi-
onslose Gro¨ßen betrachtet (Skalierung der Feldgro¨ßen analog zu (4.4) und
Tilden wieder weglassen, wenn es eindeutig ist).
Die Anschlussbedingungen an der Grenzfla¨che (3.3) reduzieren sich fu¨r eine
nichtdeformierbare Grenzfla¨che auf die dimensionslose Form
Pr J˜ = V1z = ρV2z (5.6a)
V1x,y = V2x,y (5.6b)
(∂2z −∆2)V1z − ρν(∂2z −∆2)V2z = M42T (5.6c)
T1 = T2 (5.6d)
U˜
1
2
J˜3 Pr2
(
1
ρ2
− 1
)
+ L˜J˜︸ ︷︷ ︸
Q
+∂zT1 = λ∂zT2 (5.6e)
mit der gleichen Definition der Marangoni-Zahl wie in (4.12) und U˜ =
ρ1ν1κ21
λ1d21∆T
was im Folgenden vernachla¨ssigt wird. D.h. die Umwandlung von
kinetischer Energie in Wa¨rme wird nicht beru¨cksichtigt. Es sei bemerkt,
dass an dieses System keine a¨ußere Temperaturdifferenz angelegt werden
muss (aber kann). Die Definition von ∆T in U˜ und der Marangoni-Zahl M
wird im Folgenden klar.
Die Hertz-Knudson-Relation transformiert sich dann auf
J˜ = K˜ (pS(T )− p2 + p1) . (5.7a)
Unter Verwendung der normalen Impulsgrenzfla¨chenbedingung (bei Ver-
nachla¨ssigung von Dampfru¨ckstoßeffekten (vapor-recoil))
ρp2 − p1 + PrJ˜2/ρ = 0 (5.7b)
und einer Entwicklung des Sa¨ttigungsdrucks bis zur ersten Ordnung mithil-
fe der Clausius-Claperyon-Gleichung [68] (dimensionsbehaftet: ∂PS/∂T =
ρ1ρ2L/((ρ1 − ρ2)T ))
pS(T ) = pS(T 0I ) +
λ1d
2
1(∆T )
2
ν21κ1(ρ1 − ρ2)T 0I
L˜(T − T 0I ) (5.7c)
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liefert schließlich fu¨r (5.7a)
J˜ = K˜
(
pS(T 0I ) + C˜L˜(T − T 0I )− p2 + Pr J˜2/ρ
)
. (5.8)
Dabei ist in den Gleichungen (5.7) beru¨cksichtigt, dass die Dichte in der
Flu¨ssigkeit um ca. drei Gro¨ßenordnungen gro¨ßer als die Dampfdichte (ρ ≈
10−3) ist, und die entsprechenden Terme sind vernachla¨ssigt. Der Sa¨ttigungs-
dampfdruck wurde mit der Dichte des Dampfes (ρ2) skaliert.
Als zusa¨tzliche dimensionslose Parameter ergeben sich dann
L˜ =
ρ1ν1
λ1∆T
L (5.9a)
K˜ =
κ1
ρ1d1
K(T 0I ) =
γ∆T
ρ21ν1
K(T 0I )
1
M
(5.9b)
C˜ =
λ1d
2
1(∆T )
2
ν21κ1(ρ1 − ρ2)T 0I
=
λ1ρ
2
1κ1
γ2(ρ1 − ρ2)T 0I
M2 (5.9c)
J˜ =
d1
ρ1ν1
J =
κ1
γ∆T
J M. (5.9d)
In diesen vier Parametern (5.9) ist die reale Schichtdicke d1 durch die
Marangoni-Zahl M eliminiert. Damit ist die Marangoni-Zahl wieder der
Kontrollparameter, der aber hier nur die reale Schichtdicke d1 des unteren
Fluids festlegt (und nicht die Temperaturdifferenz). Die Tilden dieser di-
mensionslosen Gro¨ßen werden beibehalten, um spa¨tere Verwechslungen mit
den realen Gro¨ßen zu vermeiden.
5.1.1 Stationa¨res Temperaturprofil
Im stationa¨ren Zustand findet nun auch ein Massenfluss an der Grenzfla¨che
statt. Das bedeutet, dass im Referenzzustand eine konstante z-Komponente
der Geschwindigkeit in der Flu¨ssigkeit (V 01 ) als auch im Gas (V
0
2 ) zu nehmen
ist [85]. Damit folgt fu¨r die stationa¨ren dimensionslosen Temperaturgleichun-
gen aus (3.1)
V 01 ∂zT1 = ∂
2
zT1 (5.10a)
V 02 ∂zT2 = κ∂
2
zT2 (5.10b)
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und es resultieren im Gegensatz zum vorherigen Kapitel nichtlineare dimen-
sionslose stationa¨re Temperaturprofile in z-Richtung:
T 01 (z) =
λV 02 (Tu − To)−Q0κ
(
1− exp (V 02 d/κ)
)
N
exp (V 01 z) +
Tu exp (V 01 )
(
V 01 κ− V 01 κ exp (V 02 d/κ)− V 02 λ
)
+ ToλV 02
N
+
Q0κ
(
1− exp (V 02 d/κ)
)
N
(5.11a)
T 02 (z) =
κV 01 exp (V
0
1 )(Tu − To) +Q0κ
(
1− exp (V 01 )
)
N
×
× exp (V 02 /κ(z − 1))−
TuV
0
1 κ exp (V
0
1 ) exp (V
0
2 d/κ)
N
+
To
(
λV 02 + κV
0
1 exp (V
0
1 )− λV 02 exp (V 01 )
)
N
−
Q0κ exp (V 02 d/κ)
(
1− exp (V 01 )
)
N
(5.11b)
mit
N = λV 02 (1− exp (V 01 )) + κV 01 exp (V 01 )
(
1− exp (V 02 d/κ)
)
und Q0 als Q aus (5.6e) fu¨r den stationa¨ren Zustand. Die Grenzwertbildung
V 01 → 0 und V 02 → 0 mit Q0 = 0 ergibt wieder die linearen Temperaturpro-
file aus (4.7). In analoger Weise ko¨nnen auch die stationa¨ren Druckprofile
berechnet werden.
In Abb. 5.2 ist das stationa¨re Temperaturprofil fu¨r Wasser (Parametersatz
3 in Anhang E.2) mit einer unteren Schichtdicke von d1 = 5mm und einer
von außen angelegten Temperaturdifferenz dargestellt. Die stationa¨ren ver-
tikalen Geschwindigkeiten sind durch die Grenzfla¨chenbedingung (5.6a) in J
ausgedru¨ckt. Fu¨r Q0 wurde nur der Term der latenten Wa¨rme mitgenommen
(siehe (5.6e)) , da diese fu¨r kleine stationa¨re Massenflu¨sse die bestimmende
Gro¨ße ist. Es ko¨nnen somit vier Fa¨lle unterschieden werden:
a) Ohne Verdampfung: Q0 = J˜ = 0 (blau in Abb. 5.2). Das ergibt die
gleiche Situation wie im vorherigen Kapitel.
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Abbildung 5.2: Dimensionslose stationa¨re Temperaturprofile fu¨r d = 3 mit
Massenfluss und Verdampfung (rot), mit Massenfluss ohne Verdampfung
(J0 6= 0, schwarz), ohne Massenfluss mit latenter Wa¨rme (gru¨n) und oh-
ne Verdampfung und Massenfluss (blau, vgl. vorheriges Kapitel).
b) Ohne latente Wa¨rme Q0 = 0, aber mit Massenfluss J˜ 6= 0 (schwarz).
Dies fu¨hrt fu¨r nicht zu starke Massenflu¨sse zu einem leicht nichtlinea-
ren Temperaturprofil in z-Richtung. Wird kein zusa¨tzlicher a¨ußerer
Temperaturgradient angelegt, ist das Temperaturprofil konstant in z.
c) Mit latenter Wa¨rme Q0 6= 0, aber ohne Massenfluss in Gleichungen
(5.10) (gru¨n). Deutlich sichtbar ist die Temperatursenke an der Grenz-
fla¨che. Der Temperaturverlauf ist linear. Dies wird in Modell 2 und 3
verwendet.
d) Mit latenter Wa¨rme und Massenfluss (rot). Der nichtlineare Verlauf
ist deutlich in der Gasphase zu sehen. Dies ist das stationa¨re Tempe-
raturprofil fu¨r Modell 1.
Die Punkte c) und d) zeigen, dass ohne a¨ußeren Temperaturgradienten die
latente Wa¨rme allein einen Temperaturgradient in der Flu¨ssigkeit verursacht
und somit die Mo¨glichkeit einer konvektiven Instabilita¨t erlaubt.
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5.1.2 Numerische Resultate
Aus Gru¨nden der U¨bersicht wird auf den Einfluss der Gravitation verzichtet.
Die erhaltenen Ergebnisse sind dann nur auf nicht zu große Schichtdicken
anwendbar. D.h. die dynamische Bond Zahl Bo = RM muss kleiner als 1 sein.
Alle weiteren Rechnungen dieses Unterkapitels werden in zwei Dimensionen
durchgefu¨hrt. Die Definition der skalaren (gesto¨rten) Stromfunktion [67](
ukx
ukz
)
=
(
−∂zΨ
∂xΨ
)
(5.12)
garantiert die Divergenzfreiheit der Geschwindigkeiten. Der Massenfluss wird
wieder in eine Summe aus stationa¨rem und gesto¨rtem Fluss zerlegt
J = J˜0 + .
Damit werden die Fluidgleichungen fu¨r die Sto¨rungen vereinfacht zu
∂t∆Ψ1 +
∂Ψ1
∂x
∂∆Ψ1
∂z
− ∂Ψ1
∂z
∂∆Ψ1
∂x
+ (5.13a)
Pr J˜0
(
∂2x∂z + ∂
3
z
)
Ψ1 = Pr∆2Ψ1
∂tθ1 +
∂Ψ1
∂x
∂θ1
∂z
− ∂Ψ1
∂z
∂θ1
∂x
+ Pr J˜0∂zθ1 + ∂xΨ1∂zT 01 = ∆θ1 (5.13b)
∂t∆Ψ2 +
∂Ψ2
∂x
∂∆Ψ2
∂z
− ∂Ψ2
∂z
∂∆Ψ2
∂x
+ (5.13c)
Pr
ρ
J˜0
(
∂2x∂z + ∂
3
z
)
Ψ2 = ν Pr∆2Ψ2
∂tθ2 +
∂Ψ2
∂x
∂θ2
∂z
− ∂Ψ2
∂z
∂θ2
∂x
+
Pr
ρ
J˜0∂zθ2 + ∂xΨ2∂zT 02 = κ∆θ2. (5.13d)
Die zwei letzten Summanden auf der linken Seite aller vier Gleichungen
kommen durch den stationa¨ren Massenfluss zustande und stellen somit die
Erweiterung der bekannten Evolutionsgleichungen [11, 80] der Fluidvolu-
mina fu¨r Konvektion durch Verdampfung dar [81]. Die Randbedingungen
werden transformiert auf
unten (z = 0) : Ψ1 = 0, θ1 = 0, ∂zΨ1 = 0 (5.13e)
oben (z = 1 + d) : Ψ2 = 0, θ2 = 0, ∂zΨ2 = 0 (5.13f)
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und die Anschlussbedingungen an der Grenzfla¨che ergeben sich zu
Pr  = ∂xΨ1 = ρ∂xΨ2 (5.13g)
∂zΨ1 = ∂zΨ2 (5.13h)
(∂2z − ∂2x)Ψ1 − ρν(∂2z − ∂2x)Ψ2 = M∂xθ (5.13i)
θ1 = θ2 (5.13j)
L˜+ ∂zθ1 = λ∂zθ2 (5.13k)
K˜
(
C˜ L˜ θ − p2 + Pr(2J˜0 + )/ρ
)
= , (5.13l)
wobei der Sa¨ttigungsdruck pS(TI) nicht mehr auftaucht.
5.1.2.1 Lineare Stabilita¨t
In der gesto¨rten Hertz-Knudson-Relation (5.13l) ist noch der gesto¨rte Druck
p2 des oberen Fluids an der Grenzfla¨che enthalten. Dieser muss numerisch
aus den Geschwindigkeitsfeldern berechnet werden. Durch Divergenzbildung
der urspru¨nglichen zweidimensionalen Navier-Stokes-Gleichungen in der Gas-
phase erha¨lt man eine Poissongleichung fu¨r den Druck. Diese wird numerisch
gelo¨st.
Im Folgenden wird nur der Fall ohne a¨ußere Temperaturdifferenz betrachtet
(d.h. Tu = T0 = Te). Die latente Wa¨rme L ist damit allein fu¨r einen Tempe-
raturabfall oder -anstieg an der Grenzfla¨che verantwortlich und erzeugt eine
Temperaturdifferenz in beiden Fluidschichten. Im unteren Fluid ergibt sich
die real messbare Temperaturdifferenz zu
(∆T )1 =
−Lρ2κ2
(
exp J0(2+d)d1ρ2κ2 − exp J0 d1ρ2κ2
)
N1
(
exp
J0 d1
ρ1κ1
− 1
)
(5.14)
mit N1 = λ1κρ
(
exp
J0(ρκ+2+d)d1
ρ2κ2
−exp J0(1+ρκ)d1
ρ2κ2
)
+λ2
(
exp
J0(1+ρκ)d1
ρ2κ2
−exp J0 d1
ρ2κ2
)
,
was das dimensionsbehaftete Gegenstu¨ck zur dimensionslosen Form
(∆T )1 = T 01 (1) − T 01 (0) mit Tu = To aus (5.11a) ist. (∆T )1 ha¨ngt also
von der latenten Wa¨rme L und dem stationa¨ren Massenfluss J0 ab.
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Werden nun die Gleichungen des Systems (5.13) auf (∆T )1 skaliert, so muss
nur ∆T durch (∆T )1 ersetzt werden. Die vier zusa¨tzlichen Parameter der
Verdampfung (siehe (5.9)) ko¨nnen in Abha¨ngigkeit der Marangoni-Zahl an-
gegeben werden, um die untere Schichtdicke d1 aus ihnen zu eliminieren.
Dies ergibt bei Vorgabe von
J˜0 =
d1
ρ1ν1
J0 und M =
γ(∆T )1 d1
ρ1ν1κ1
(5.15)
drei Koeffizienten
AK =
γ
ρ1λ1
K(TI)L, (5.16a)
AC =
λ1ρ
2
1κ1
γ2(ρ1 − ρ2)T 0I
, (5.16b)
AJ =
λ1κ1
γρ1ν1
J0
L
, (5.16c)
aus denen sich die restlichen drei verbleibenden Parameter aus (5.9) zu
L˜ =
J˜0
AJM
, K˜ =
AK
L˜M
, C˜ = ACM2 (5.17)
berechnen lassen.
Als Letztes bleibt die Bestimmungsgleichung fu¨r den dimensionslosen statio-
na¨ren Massenfluss J˜0, da dieser eine Funktion der Schichtdicke d1 oder der
Marangoni-Zahl M ist. Dazu wird L˜ durch (5.17) ausgedru¨ckt und mit der
Forderung T 01 (1) − T 01 (0) = 1 (aus (5.11a)) folgt dann (unter Verwendung
der Grenzfla¨chenbedinung (5.6a))
1 +
Pr AJM
J˜0
 λ exp (Pr J˜0ρκ )
κρ
(
exp (Pr J˜0ρκ )− exp (Pr(1+d)J˜0ρκ )
) + exp (Pr J˜0)
1− exp (Pr J˜0)
 = 0.
(5.18)
Bei gegebener Marangoni-Zahl kann aus dieser transzendenten Gleichung
der Massenfluss J˜0 numerisch berechnet werden.
Die Marangoni-Zahl ist wie im vorherigen Kapitel der Kontrollparameter,
aber die Temperaturdifferenz ist eine intrinsische Gro¨ße des Systems. D.h.
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bei der kritschen Marangoni-Zahl Mc wird aus (5.18) J˜0 berechnet. Es folgt
dann aus (5.15) die kritische Dicke des unteren Fluids
d1c = ρ1ν1
J˜0
J0
. (5.19)
Entsprechend kann die messbare stationa¨re Temperaturdifferenz mit (5.18)
berechnet werden. Selbstversta¨ndlich kann (∆T )1 auch mit Gleichung (5.14)
bestimmt werden, und daraus resultiert dann die kritische untere Schicht-
dicke.
Unter Annahme eines realistischen Massenflusses ergibt die lineare Stabili-
ta¨tsanalyse die kritische Marangoni-Zahl (und die kritische Dicke der un-
teren Schicht). Abb. 5.3 zeigt fu¨r das Wassersystem aus Anhang E.2 (Pa-
rametersatz 3) die realisierte Dicke d1 in mm bei gegebenem Massenfluss
J0 in Abha¨ngigkeit der Marangoni-Zahl M (linkes Bild). Es sei nochmals
explizit bemerkt, dass das linke Bild kein Stabilita¨tsdiagramm, sondern ein-
fach den Zusammenhang von M und d1 bei gegebenem Massenfluss dar-
stellt. Offensichtlich bewirkt eine gro¨ßere Schichtdicke d1 eine Vergro¨ßerung
d  [mm]1
5M [10  ] k
5M [10  ]
d=1
0J  = 1 g/(m  s)
d=0.43d=2.3,d=1,
0J  = 0.5 g/(m  s) instabil
stabil
2
2
Abbildung 5.3: Wasser: Durch die Vorgabe eines realen stationa¨ren Massen-
flusses J0 ist die reale untere Schichtdicke d1 eindeutig durch M bestimmt
(linkes Bild). Marginale Linien im Stabilita¨tsdiagramm M -k fu¨r verschiede-
ne Schichtdickenverha¨ltnisse d und Massenflu¨sse (rechtes Bild).
der Marangoni-Zahl Mc (linkes Bild). Aufgrund Gleichung (5.18) ist die-
ser Zusammenhang nichtlinear und weitgehend unabha¨ngig vom Schicht-
dickenverha¨ltnis d = d2/d1 (blaue und schwarze Linie). Wird ein gro¨ßerer
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Massenfluss vorgegeben, so resultiert eine kleinere Schichtdicke bei gleicher
Marangoni-Zahl. Das rechte Bild zeigt das lineare Stabilita¨tsdiagramm in
M -k-Darstellung. Hier zeigt sich, dass das Schichtdickenverha¨ltnis d sowohl
die kritische Marangoni-Zahl Mc (und damit auch das reale d1) als auch
die kritische Wellenzahl kc beeinflusst. Eine gro¨ßere stationa¨re Verdamp-
fungsrate J0 erniedrigt Mc und kc. Abb. 5.4 zeigt dieselbe Rechnung fu¨r
Abbildung 5.4: Dieselbe Darstellung wie in Abb. 5.3 fu¨r Ethanol.
ein Ethanolsystem (Parametersatz 4) und die Interpretation der Resultate
a¨ndert sich im Vergleich zum Wassersystem nicht.
Fu¨r den Vergleich mit den na¨chsten beiden Modellen wird noch die effektive
Biot-Zahl Bi(1)eff des Modells 1 definiert. Es hat sich numerisch gezeigt, dass
der Temperaturterm in der Massenflussgleichung (5.13l) den wesentlichen
Beitrag liefert, so dass  ≈ K˜C˜L˜θ. Damit kann dann eine effektive Biot-
Zahl definiert werden
Bi
(V er)
eff = K˜C˜L˜
2, (5.20)
die Werte in der Gro¨ßenordnung Bi(V er)eff ≈ 104 fu¨r die hier untersuch-
ten Wasser- und Ethanolsysteme hat (siehe Bildunterschriften im na¨chsten
Unterkapitel). Dass es sich dabei um eine Biot-Zahl handelt, wird ersicht-
lich, wenn der Term ∂zθ2 in der Grenzfla¨chenbedingung fu¨r den Wa¨rmefluss
(5.13k) vernachla¨ssigt wird, und sich die Grenzfla¨chenbedingung somit auf
die bekannte Randbedingung der Einschichtna¨herung reduziert:
∂zθ1 ≈ −Bi(V er)eff θ1 (5.21)
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5.1.2.2 Nichtlineare 2D-Integration
Die Ergebnisse der vollen nichtlinearen Integration des 2D-Systems (5.13)
werden hier anhand der im letzten Abschnitt erhaltenen linearen Resulta-
te exemplarisch gezeigt. Dabei wird eine Auflo¨sung von 128 Gitterpunkten
in lateraler Richtung verwendet. Der vertikale Stu¨tzstellenabstand wird so
gewa¨hlt, dass die Gitterabsta¨nde in der Flu¨ssigkeit und im Gas gleich sind
(aber mindestens 20 Punkte pro Schicht). Fu¨r die verwendete Numerik sei
auf die Referenzen im Anhang D.1 verwiesen.
Abbildung 5.5: Stationa¨rers Temperaturfeld nach t = 100 fu¨r Wasser mit
ε = 0.01, ∆t = 0.01, J = 0.5 g/(m2s), d = 1 (Bi(V er)eff = 1.7 ·104) und einem
Aspektverha¨ltnis von Γ = 8.4 (vgl. dicke rote Linie der linearen Stabilita¨ts-
analyse in Abb. 5.3).
Abb. 5.5 zeigt das stationa¨re Temperaturfeld eines Wasser-Wasserdampf-
Systems, das sich nahe der Schwelle einstellt (ε = 0.01). Die nichtlineare
Entwicklung wird von der linearen kritischen Wellenzahl kc bestimmt. Kon-
vektion findet in der Flu¨ssigkeit statt. Die Simulationen fu¨r andere Schicht-
dickenverha¨ltnisse geben keine neuen Aufschlu¨sse und liefern a¨hnliche Kon-
vektionsbilder wie Abb. 5.5.
Wird nun der Kontrollparameter vergro¨ßert (ε = 1), so bestimmt die lineare
Mode nur den Beginn der Entwicklung (Abb. 5.6 bis t ≈ 0.3). Nachdem sich
die Konvektionsrollen mit der linearen Wellenla¨nge ausgebildet haben, wird
im weiteren Zeitverlauf eine gro¨ßere Wellenla¨nge in der nichtlinearen Doma¨-
ne selektiert, die schließlich auch den stationa¨ren Endzustand bestimmt.
Fu¨r Ethanol ergibt sich eine um einen Faktor 20 gro¨ßere Konstante AK
(siehe Gleichung (5.16): Wasser: AK ≈ 0.06, Ethanol: AK ≈ 1.22). Die
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Abbildung 5.6: Temperaturfeld fu¨r Wasser mit ε = 1, ∆t = 10−5 (Bi(V er)eff =
1.7 · 104) und einem Aspektverha¨ltnis Γ = 8.4.
anderen Verdampfungsparameter haben die gleiche Gro¨ßenordnung wie im
Wassersystem. Das hat empfindliche Folgen fu¨r die nichtlineare Zeitentwick-
lung. Abb. 5.7 zeigt die Entwicklung fu¨r ein Ethanolsystem nahe der Schwelle
(ε = 0.01). Die nichtlineare Selektion einer gro¨ßeren Wellenla¨nge ist deutlich
sichtbar und bestimmt den stationa¨ren Endzustand (t = 22). Numerische
Testla¨ufe mit kleineren, unrealistischen Ak haben ein deutlich gro¨ßeres ε
erfordert, um diese nichtlineare Modenselektion zu erhalten. Das bedeutet,
dass die Hertz-Knudson-Relation wesentlich das Konvektionsverhalten am
U¨bergang beeinflussen kann.
Ein zur Diskussion stehender Punkt ist, ob die Kontinuita¨t der Tempera-
turen u¨ber die Grenzfla¨che hinweg (Grenzfla¨chenbedingung in (3.3e)) mit
Verdampfung noch gu¨ltig ist. Erste Messungen im Jahr 1990 von Shankar
und Deshpande [122] zeigten die Mo¨glichkeit eines ”Temperatursprungs“ an
der Grenzfla¨che. Fang und Ward [45] haben quantitativ in Verdampfungs-
experimenten mit entgasten Kohlenwasserstoffen (Methan, Octan, Methyl-
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Abbildung 5.7: Temperaturfeld fu¨r Ethanol mit ε = 0.01, ∆t = 10−5, d = 1
J = 0.5 g/(m2s) (Bi(V er)eff = 3.7 · 104) und einem Aspektverha¨ltnis Γ = 8.5.
cyclohexan) gezeigt, dass der Temperaturgradient an der Grenzfla¨che extrem
groß werden kann. Der maximal mit einem Thermoelement gemessene Tem-
peraturgradient betrug 280K/mm in einem Metyhlcylohexansystem (ge-
messen wurden 7K auf 25µm). Eine Erkla¨rung dieses ”Temperatursprungs“
wurde im Rahmen einer Theorie von quantenstatistischen U¨bergangswahr-
scheinlichkeiten gegeben [44, 136, 137]. Aus obigen Simulationen lassen sich
die Temperaturdifferenzen zwischen Flu¨ssigkeit und Dampf wieder auf di-
mensionsbehaftete Gro¨ßen zuru¨ckrechnen. Der Temperaturgradient an der
Grenzfla¨che ist im Allgemeinen extrem groß. Eine Simulation des Wassersy-
stems mit d = 0.5, J = 1 g/(m2s) und ε = 0.5 mit extrem hoher vertikaler
Auflo¨sung ((∆z)1 = (∆z)2 = 35µm) ergab einen maximalen ”Temperatur-
sprung“ von 2.7K auf 70µm wa¨hrend der nichtlinearen Entwicklung. Dieser
”Temperatursprung“ liegt in der Gro¨ßenordnung des von Ward und Fang
gemessenen. Damit bleibt die Frage, ob nichtklassische Effekte bei der Ver-
damfpung beru¨cksichtigt werden mu¨ssen, weiterhin ungekla¨rt. Allgemeinere
theoretische Untersuchungen von Margerit & al. [77] unter Einbeziehung
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irreversibler Thermodynamik und Deformationen der Grenzfla¨che haben ge-
zeigt, dass auch hier die Vereinfachung auf ein ”Pearson“-Modell (entspricht
dem folgenden Modell 3) unter realistischen Annahmen mo¨glich ist und da-
mit ”Temperaturspru¨nge“ an der Grenzfla¨che nur unter extrem starker Ver-
dampfung in Erscheinung treten.
5.2 Modell 2: Ohne Massenfluss
3D-Simulationen der Gleichungen (4.5) mit den dimensionslosen Grenzfla¨-
chenbedingungen (3.3) erweisen sich auch beim heutigen Stand der Rechen-
leistung als a¨ußerst diffizil. Deshalb sollen weitere Vereinfachungen, die aber
noch die wesentlichen Effekte der Verdampfung enthalten, auf das Modell 3
fu¨hren. Das hier diskutierte Modell 2 dient lediglich als Bindeglied.
Als weitere Vereinfachung wird der Materialtransport beim Phasenu¨bergang
vernachla¨ssigt. D.h. der Massenfluss J0 ist klein, was bei nicht zu starker
Verdampfung der Fall ist. Unter dieser Annahme behalten die stationa¨ren
Temperaturprofile ihren Verlauf im Wesentlichen bei, sind aber linear (siehe
Abb. 5.2). Aufgrund der Vernachla¨ssigung des Massenflusses wird im Folgen-
den fu¨r J der Terminus Verdampfungsrate gewa¨hlt. Die Verdampfungsrate
wird nur im Term mit der latenten Wa¨rme beru¨cksichtigt (in (5.6e)). Wei-
terhin sei J nur von der momentanen Grenzfla¨chentemperatur Ti abha¨ngig
und damit erhalten die Grenzfla¨chenbedingungen (5.6) die einfachere Form
V1z = V2z = 0 (5.22a)
V1x = V2x , V1y = V2y (5.22b)
ρ1ν1∂zVx1 − ρ2ν2∂zVx2 = ∂xσ(TI) (5.22c)
ρ1ν1∂zVy1 − ρ2ν2∂zVy2 = ∂yσ(TI) (5.22d)
T1 = T2 (5.22e)
λ1∂zT1 = λ2∂zT2 + J(TI) · L. (5.22f)
Mithilfe der Randbedingungen (3.2a), (3.2b) und der Grenzfla¨chenbedingun-
gen (5.22e), (5.22f) kann das stationa¨re (lineare) Temperaturprofil berechnet
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werden zu
T1(z) = Te − z
λ1(1 + λ/d)
J(TI) · L (5.23a)
T2(z) = Te − d1 + d2
λ1(d+ λ)
J(TI) · L+ z
λ1(d+ λ)
J(TI) · L, (5.23b)
dabei liegt kein a¨ußerer Temperaturgradient an (Tu = To = Te). Diese li-
nearen Profile folgen auch direkt durch Grenzwertbildung V1 → und V2 → 0
in (5.11) (Q0 = J(TI) · L und Ru¨ckskalierung der dimensionslosen Gro¨ßen)
Damit ergibt sich die Temperatur an der Grenzfla¨che zu
TI = Te − d1(1 + λ/d)λ1J(TI) · L. (5.24)
Ausgehend vom stationa¨ren Zustand kann die Verdampfungsrate J(TI0 +Θ)
in eine Taylorreihe um die stationa¨re Grenzfla¨chentemperatur TI0 bis zur
ersten Ordnung entwickelt werden
J(TI0 + Θ) ≈ J0(TI0) +
∂J
∂T
∣∣∣∣
TI0
Θ. (5.25)
Θ ist die dimensionsbehaftete Sto¨rung der stationa¨ren Temperatur TI0 an
der Grenzfla¨che.
Skalierung auf dimensionslose Gro¨ßen liefert nach einer kleinen Rechnung
die Marangoni-Zahl
M =
−LJ0 d1
λ1(1 + λ/d)︸ ︷︷ ︸
(∆T )1
· γd1
ρ1κ1ν1
. (5.26)
Der erste Term im Produkt von (5.26) entspricht dabei der linearisierten
Temperaturdifferenz (∆T )1 von Modell 1.
Die dimensionslose Form der Grenzfla¨chenbedingung (5.22f) fu¨r die Sto¨run-
gen liefert
∂zθ1 = λ∂zθ2 −Bi(2)eff θ1 (5.27)
mit
Bi
(2)
eff =
∂J
∂T
d1
λ1
L. (5.28)
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Damit beschreiben die Gleichungen (4.5) (R = 0) zusammen mit den Rand-
bedingungen (4.10) und den Grenzfla¨chenbedingungen (5.22) , bzw. (5.27),
das System vollsta¨ndig.
5.3 Modell 3: Einseitiges Modell
Wird nun zusa¨tzlich die Dampfschicht als passiv angenommen und damit
die Dynamik allein der Flu¨ssigkeit zugeschrieben, so reduzieren sich die Glei-
chungen im Volumen ((4.5), tiefergestellte Indizes 1 fu¨r Fluid 1 werden jetzt
weggelassen) auf
∂tui + uj∂jui = −Pr ∂ip+ Pr ∂jjui (5.29a)
∂tθ + uj∂jθ = uz + ∂jjθ (5.29b)
∂juj = 0. (5.29c)
Die Randbedingungen am unteren Rand (z = 0) sind
ux = uy = 0, uz = 0, ∂zuz = 0, θ = 0, (5.29d)
und die Bedingungen an der freien Oberfla¨che reduzieren sich auf
∂zux = −M∂xθ, ∂zuy = −M∂yθ, uz = 0 (5.29e)
∂zθ = − (Bi+ ∂J
∂T
d1
λ1
L)︸ ︷︷ ︸
Bieff
θ (5.29f)
mit der Definition der Marangoni-Zahl aus (5.26). Der Wa¨rmefluss aus der
Flu¨ssigkeit ins Gas kann na¨herungsweise durch eine Biot-Zahl Bi(< 1) be-
schrieben werden [106, 142]. Die effektive Biot-Zahl Bieff (verursacht durch
Verdamfpung) des Modells 3 kann aber um viele Gro¨ßenordnungen gro¨ßer
werden als 1, so dass der exakte Zahlenwert von Bi keine Rolle spielt.
Damit ist Modell 3 identisch mit dem von Pearson untersuchten System
und es kann ein analytischer Ausdruck fu¨r die marginale Marangoni-Zahl
Mm in Abha¨ngigkeit von k und der Biot-Zahl Bieff gefunden werden [61,
102]
Mm = 8
k(k cosh k +Bieff sinh k)(k − sinh k cosh k)
k3 cosh k − sinh3 k . (5.30)
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5.4 Linearer Vergleich der drei Modelle
Die lineare Analyse dient zum Vergleich der drei Modelle. Der experimen-
tell zu bestimmende Anpassungskoeffizient β fu¨r K(T ) in Modell 1 (siehe
(5.4)) erlaubt die Untersuchung des Grenzfalles β → 0. Dies fu¨hrt dann
zu einem Sto¨rungsmassenfluss  = 0 (aus (5.13l)) und es resultieren die
kritische Marangoni-Zahl Mc ≈ 80 und die kritische Wellenzahl kc ≈ 2,
falls die Dampfschicht zu vernachla¨ssigen ist. Dies ist im Wassersystem der
Fall (fu¨r das Ethanolsystem erha¨lt man eine leicht gro¨ßere Marangoni-Zahl
(Mc ≈ 105)).
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Abbildung 5.8: Kritische Wellenzahl kc u¨ber der effektiven Biot-Zahl Bieff
fu¨r ein Wasser-Wasserdampf- und ein Ethanol-Ethanoldampf-System mit
d = 1. Der Anpassungskoeffizient von Modell 1 variiert zwischen 8 · 10−12 ≤
β ≤ 8 (fu¨r Ethanol: 2 · 10−12 ≤ β ≤ 2).
Wird der Anpassungskoeffizient β vergro¨ßert (d.h. eine Sto¨rung der Ver-
dampfungsrate zugelassen), so folgt daraus eine proportionale Vergro¨ßerung
der effektiven Biot-Zahl
Bi
(V er)
eff = β
˜˜KC˜L˜2 (5.31)
mit K˜ = ˜˜Kβ (vgl. (5.20)). Einsetzen dieser effektiven Biot-Zahl in die Mo-
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delle 2 und 3 erlaubt dann einen direkten Vergleich aller Modelle. Fu¨r Modell
3 wird der ”Pearson“ Ausdruck (5.30) verwendet. Modell 2 wird numerisch
gelo¨st (mit der Biot-Zahl aus (5.31)).
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Abbildung 5.9: Kritische Marangoni-Zahl Mc u¨ber der effektiven Biot-Zahl
Bieff fu¨r die gleichen Parameter wie in vorheriger Abbildung 5.8.
Abb. 5.8 zeigt den Verlauf der kritischen Wellenzahl kc u¨ber der aus dem
Modell 1 erhaltenen Biot-Zahl Bi(V er)eff . Entsprechend sind in Abb. 5.9 die
kritschen Marangoni-Zahlen Mc u¨ber Bi
(V er)
eff aufgetragen.
Im ”Pearsonbild“ erfolgt fu¨r große Biot-Zahlen eine Sa¨ttigung bei kc ≈ 3.
Dies spiegelt sich auch in den Modellen 1 und 2 wider. Der U¨bergang zu
kleineren kc fu¨r große Biot-Zahlen in Modell 1 ist im unphysikalischen Be-
reich β ≥ 1 und muss daher nicht weiter betrachtet werden. Der gleiche
Verlauf der kritischen Marangoni-Zahl in Abha¨ngigkeit der Biot-Zahl fu¨r al-
le 3 Modelle ist offensichtlich (Abb. 5.9). Die extrem gute U¨bereinstimmung
von Modell 1,2 und 3 fu¨r moderate Biot-Zahlen zeigt, dass der Haupteffekt
der Verdampfung durch die Temperatursenke an der Grenzfla¨che (verursacht
durch die latente Wa¨rme) gegeben ist. Alle Aussagen bleiben auch gu¨ltig bei
A¨nderung des Schichtdickenverha¨ltnisses d oder des stationa¨ren Massenflus-
ses J0. Dies wurde mit mehreren Testla¨ufen numerisch gezeigt. Die kleinen
5.5 Nichtlineare 3D-Ergebnisse: Modell 3 73
Abweichungen zu Modell 3 reflektieren somit den minimalen ”aktiven“ Bei-
trag der Dampfschicht und rechtfertigen die Verwendung des Modells 3.
5.5 Nichtlineare 3D-Ergebnisse: Modell 3
Die volle nichtlineare Integration von (5.29) in 3D erfolgt nach der im An-
hang D.2 beschriebenen Methode. Zuerst soll der U¨bergang von Hexagonen
zu Quadraten und schließlich zu einer zeitabha¨ngigen schwach turbulenten
Struktur gezeigt werden, wenn der Kontrollparameter M vergro¨ßert wird.
Abbildung 5.10: Konturplot der Temperatursto¨rungen an der Oberfla¨che
(links) und Leistungsspektrum (rechts) mit Pr = 6, Bieff = 5, ∆t = 0.05,
ε = 0.2 nach t = 500. Ausbildung von hexagonalen Mustern.
Abbildung 5.11: Konturplot der Temperatursto¨rungen an der Oberfla¨che
(links) und Leistungsspektrum (rechts) mit Pr = 6, Bieff = 5, ∆t = 0.005,
ε = 0.7 nach t = 1000. Ausbildung von quadratischen Mustern.
Es wird ein System mit Pr = 6 und der Biot-Zahl Bieff = 5 verwen-
det. Drei Simulationen mit einer Auflo¨sung von 128 × 128 × 20 und einem
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Aspektverha¨ltnis Γ ≈ 29 (d.h. laterale Ausdehnung entspricht 12 kritischen
Moden) bei unterschiedlichem Kontrollparameter ε werden durchgefu¨hrt.
Abb. 5.10 (links) zeigt den stationa¨ren Endzustand fu¨r ε = 0.2. Es sind
klar Hexagone zu erkennen. Rechts unten ist noch ein Hepta-Penta-Defekt
sichtbar. Wird nun der Kontrollparameter erho¨ht (ε = 0.7) so entstehen
quadratische Strukturen als stationa¨re Lo¨sung (Abb. 5.11). Fu¨r ε = 3 wird
Abbildung 5.12: Zeitserie von Konturplots der Temperatursto¨rungen an der
Oberfla¨che mit Abstand t = 1 und akkumuliertes Leistungsspektrum (letztes
Bild) mit Pr = 6, Bieff = 5, ∆t = 0.001, ε = 3 nach t = 100. Ausbildung
von zeitabha¨ngigen Mustern.
das Muster zeitabha¨ngig (Abb. 5.12). Es zeigen sich großskaligere Struktu-
ren bei Vergro¨ßerung des Kontrollparameters ε. Diese Strukturen sind aber
von kleineren oszillierenden Strukturen u¨berlagert. Das zeitlich gemittelte
Leistungsspektrum (letztes Bild in Abb. 5.12) zeigt eine Verteilung der Wel-
lenvektoren auf einem Kreisring. Das Maximum dieses Kreisrings liegt bei
kleineren Wellenzahlen als die lineare Wellenzahl kc.
Experimentelle Untersuchungen zur Marangoni-Konvektion ohne Verdamp-
fung von Eckert & al. [42] und Koschmieder [60] haben gezeigt, dass
eine Vergro¨ßerung des Kontrollparameters zu kleineren Wellenla¨ngen fu¨hrt.
Dies wurde auch theoretisch von Bestehorn [12] gezeigt. Die hier nicht
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systematisch durchgefu¨hrten Untersuchungen fu¨r gro¨ßere Biot-Zahl zeigen,
dass sich bei weiterer Vergro¨ßerung des Kontrollparamters wieder eine gro¨s-
sere resultierende Wellenla¨nge ergibt (z.B. in Abb. 5.12). Eine genauere Ana-
lyse ist bei Merkt und Bestehorn [84] zu finden.
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Abbildung 5.13: ε−Bieff− Diagramm: H bedeutet hexagonale, S quadrati-
sche und T zeitabha¨ngige Muster.
Um ein Vergleich mit den Experimenten von Mancini und Maza [74] zu
erhalten, wird nun Pr = 10 verwendet, was der Prandtl-Zahl ihres ver-
wendeten Silikono¨ls entspricht. In Abb. 5.13 ist das bervorzugte Muster in
Abha¨ngigkeit von der Biot-Zahl Bieff und ε dargestellt. Es findet immer ein
U¨bergang von Hexagonen zu Quadraten und schließlich zu einer schwach tur-
bulenten zeitabha¨ngigen Struktur bei Vergro¨ßerung des Kontrollparameters
ε statt. Solche U¨berga¨nge von Hexagonen zu Quadraten sind in der Be´nard-
Marangoni-Konvektion ohne Verdampfung theoretisch von Bestehorn [12]
und experimentell von Eckert & al. [42] gefunden worden. Neu ist die
Verschiebung des U¨bergangs zu kleineren  bei gro¨ßerer Biot-Zahl und das
Auftreten ungeordneter zeitaba¨ngiger Strukturen bei moderaten ε.
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5.6 Vergleich von Experimenten und Modell 3
Die experimentellen Untersuchungen von Saylor & al. [117] dienten zur
Bestimmung statistischer Eigenschaften der Oberfla¨chentemperatur von ver-
dampfendem Wasser in Abha¨ngigkeit der Verdampfungsrate. Dabei wurden
Messungen mit reinem (deionisiert) und mit verunreinigtem (oberfla¨chenak-
tive Substanzen, d.h. Tenside) Wasser durchgefu¨hrt. Die Infrarotmessungen
der Oberfla¨chentemperatur fu¨r reines, schwach verdampfendes Wasser zei-
gen die gleiche Struktur wie die Simulationen im zeitabha¨ngigen Bereich in
Abb. 5.12. Die gewa¨hlte Prandlt-Zahl (Pr = 6) gibt die Gro¨ßenordnung der
Prandtl-Zahl von Wasser wieder.
Im Zeitverlauf der Experimente von Maza und Mancini [74] zeigt sich
ein U¨bergang von zeitabha¨ngigen Mustern zu Quadraten und schließlich zu
Hexagonen (siehe Abb. 5.1). Unsere Marangoni-Zahl M ist direkt propor-
tional zum Quadrat der Flu¨ssigkeitsdicke (siehe Definition der Marangoni-
Zahl in (5.26)). Da die Experimente bis zur vollsta¨ndigen Verdampfung des
O¨ls durchgefu¨hrt wurden, nimmt die Dicke im Experiment also kontinu-
ierlich ab. Die relativ langsame Verdampfung (Dauer des Experiments ca.
2 Stunden) erlaubt die Definition einer quasistationa¨ren Marangoni-Zahl.
Diese quasistationa¨re Marangoni-Zahl wird auf einer großen Zeitskala klei-
ner (Schichtdicke nimmt ab) und daher wird der Weg von großem ε zu ε = 0
bei konstanter Biot-Zahl Bieff in Abb. 5.13 genommen. Der entsprechende
U¨bergang zeitabha¨ngige-quadratische-hexagonale Muster ist sowohl im Ex-
periment (Abb. 5.1) als auch theoretisch (Abb. 5.12, 5.11, 5.10) beobachtbar.
Kapitel 6
Langwellenna¨herung
In den vorherigen Kapiteln wurden Zweischicht-Systeme mit nichtdeformier-
barer Grenzfla¨che betrachtet. Dies fu¨hrte zu Instabilita¨ten mit relativ kleinen
Wellenla¨ngen (Λ ≈ h0 = d1). Werden die Schichtdicken dk jedoch sehr du¨nn,
so treten lateral ausgedehnte Strukturen auf, die im Wesentlichen durch die
Deformation der Grenzfla¨che bestimmt werden [135]. In diesem Kapitel wer-
den diese Deformationen der Grenzfla¨che im langwelligen Bereich betrach-
tet (Λ h0). Durch die Langwellenna¨herung (auch Schmiermittelna¨herung
oder Lubricationapproximation) kann das System auf eine einzige Evoluti-
onsgleichung der Grenzfla¨che reduziert werden.
Die Herleitung wird fu¨r ein 2D-System (x, z) durchgefu¨hrt. Die Erweiterung
auf 3D erfolgt weitgehend analog und wird hier formal durch U¨bergang von
partiellen Ableitungen nach x zu 2D Nablaoperatoren∇2 = (∂x, ∂y) erreicht.
Diese Na¨herung in 3D gibt das physikalische Verhalten der untersuchten
Fluide und die Effekte dieses Kapitels korrekt wieder.
6.1 Evolutionsgleichung in Schmiermittelna¨herung
Werden sehr du¨nne Flu¨ssigkeitsfilme oder schwachdeformierte, langwellige
Strukturen untersucht, dann ist die laterale La¨ngenskala sehr viel gro¨ßer als
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die vertikale. Folglich kann ein Kleinheitsparameter definiert werden
 =
2pih0
Λ
 1, (6.1)
der das Verha¨ltnis einer vertikalen La¨ngenskala h0 zur lateralen Wellenla¨n-
ge Λ beschreibt. Fu¨r Zweischicht-Fluidfilme ist h0 die mittlere Ho¨he der
Grenzfla¨che, die aufgrund der Massenerhaltung konstant ist
h0 =
1
LxLy
∫∫
dx dy h(x, y, t) = const. (6.2)
Wegen der unterschiedlichen La¨ngenskalen in vertikaler und horizontaler
Richtung wird eine dem Problem angepasste Skalierung gewa¨hlt. Die ho-
rizontalen und vertikalen La¨ngen- bzw. Geschwindigkeitskomponenten wer-
den jetzt unterschiedlich skaliert (vgl. mit Skalierung der gesto¨rten Gro¨ßen
bei kurzwelligen Instabilita¨ten (4.4)):
vertikale La¨nge: z → h0z˜ (6.3a)
horizontale La¨ngen: x, y → h0

x˜, y˜ (6.3b)
vertikale Geschwindigkeitskomponente: Vkz → u0u˜zk (6.3c)
horizontale Geschwindigkeitskomponenten: Vkx,ky → u0u˜xk,yk (6.3d)
Zeit: t→ h0
u0
t˜ (6.3e)
Dru¨cke: Pk → µ1u0
h0
P˜k (6.3f)
Volumenkra¨fte: Φk → µ1u0
h0
Φ˜k (6.3g)
normale Grenzfla¨chenkra¨fte: N → µ1u0
h0
N˜ (6.3h)
tangentiale Grenzfla¨chenkra¨fte: T → µ1u0
h0
T˜ (6.3i)
u0 ist eine horizontale Referenzgeschwindigkeit im unteren Fluid 1 und Φk
sind die Potenziale der Volumenkra¨fte (z.B. Gravitation, d.h. der letzte Term
in (3.1a) bzw. (3.1d) wird durch −∂iΦk ersetzt). N und T sind entsprechend
(3.4) aufzufassen.
Ausgangspunkt sind wieder die Navier-Stokes- und Kontinuita¨tsgleichungen
beider Fluide (3.1) mit den Rand- und Grenzfla¨chenbedingungen ((3.2) und
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(3.3)). Die gesuchten skalierten Gro¨ßen werden als Entwicklung im Klein-
heitsparameter  dargestellt (Tilden sind wieder weggelassen)
uxk = u
(0)
xk
+ u(1)xk + 
2u(2)xk + . . . (6.4a)
uzk = u
(0)
zk
+ u(1)zk + 
2u(2)zk + . . . (6.4b)
Pk = P
(0)
k + P
(1)
k + 
2P
(2)
k + . . . (6.4c)
Substitution der skalierten Gro¨ßen in die jetzt zweidimensionalen
NS-Gleichungen (3.1) und Verwendung der Entwicklungen der Feldgro¨ßen
(6.4) bis zur nullten Ordnung (obere Indizes (0) wieder weggelassen) liefert
Re (∂tux1 + uj1∂jux1) = −∂x(P1 + Φ1) + (2∂2x + ∂2z )ux1 (6.5a)
Re 3(∂tuz1 + uj1∂juz1) = −∂z(P1 + Φ1) + 2(2∂2x + ∂2z )uz1 (6.5b)
∂xux1 + ∂zuz1 = 0 (6.5c)
Re  ρ(∂tux2 + uj2∂jux2) = −∂x(P2 + Φ2) + µ(2∂2x + ∂2z )ux2 (6.5d)
Re 3 ρ(∂tuz2 + uj2∂juz2) = −∂z(P2 + Φ2) + 2 µ(2∂2x + ∂2z )uz2 (6.5e)
∂xux2 + ∂zuz2 = 0 (6.5f)
mit der Reynolds-Zahl Re = u0h0ρ1/µ1, ρ = ρ2/ρ1 und µ = µ2/µ1.
Damit gilt dann in nullter Ordnung in 
∂2zu1x = ∂xP1 + ∂xΦ1 (6.6a)
∂zP1 + ∂zΦ1 = 0 (6.6b)
∂xu1x + ∂zu1z = 0 (6.6c)
µ∂2zu2x = ∂xP2 + ∂xΦ2 (6.6d)
∂zP2 + ∂zΦ2 = 0 (6.6e)
∂xu2x + ∂zu2z = 0 (6.6f)
mit dem Verha¨ltnis der dynamischen Viskosita¨ten µ = µ2/µ1.
Die skalierten Randbedingungen (aus (3.2)) ergeben sich analog in nullter
80 Langwellenna¨herung
Ordnung  zu
unten (z = 0) : ux1 = 0, uz1 = 0 (6.7a)
oben (z = d) : ux2 = 0, uz2 = 0 (6.7b)
und die Grenzfla¨chenbedingungen (3.3) (mit der Schreibweise aus (3.4)) re-
sultieren zu
P˜1 − P˜2 = N + Φ (6.8a)
∂zux1 − µ∂zux2 = T (6.8b)
∂th+ uxk∂xh = uzk (6.8c)
ux1 = ux2 (6.8d)
uz1 = uz2 (6.8e)
mit P˜k = Pk + Φk und Φ = Φ1 − Φ2.
Aus Gleichung (6.6a), bzw. (6.6d), kann nun mit der Randbedingung (6.7a),
bzw. (6.7b), und den Grenzfla¨chenbedingungen (6.8b) und (6.8d) unter Be-
achtung, dass die P˜k keine z-Abha¨ngigkeit haben ((6.6b) bzw. (6.6e)), ein in
z quadratisches Geschwindigkeitsprofil fu¨r ux1 , bzw. ux2 , berechnet werden
ux1 =
1
2
∂xP˜1 z
2 +Az (6.9a)
ux2 =
1
2µ
∂x(P˜1 −N − Φ) (z2 − d2) +B (z − d) (6.9b)
mit
A = −h ∂x(N + Φ) + T + µB
B =
1
2µ ((µ− 1)h+ d) ×
× ∂x
(
P˜1 − (N + Φ)
)
(h2 − d2)− ∂x
(
P˜1 − 2(N + Φ)
)
µh2 − 2µT .
Integration der Kontinuita¨tsgleichungen (6.6c) und (6.6f) liefert die
z-Komponenten der Geschwindigkeiten, welche eingesetzt in (6.8c) und Ver-
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wendung der Kettenregel
∂th+ ∂x
∫ h
0
dz ux1 = 0 (6.10a)
∂th− ∂x
∫ d
h
dz ux2 = 0 (6.10b)
ergeben. Vergleich von (6.8c) mit (6.10) unter Beru¨cksichtigung der Grenzfla¨-
chenbedingungen (6.8e) und (6.8d) liefert dann eine Bestimmungsgleichung
fu¨r den Druckgradient ∂xP˜1 (∂xP˜2 ist schon durch (6.8a) substituiert wor-
den)
∂x
(∫ h
0
ux1(∂xP˜1, h, z) dz +
∫ d
h
ux2(∂xP˜1, h, z) dz
)
= 0. (6.11)
(6.11) liefert eine Integrationskonstante, welche hier o.B.d.A. null gesetzt
wird, da keine laterale Symmetriebrechung (z.B. geneigtes System) betrach-
tet wird. Auflo¨sen des Integrationsarguments nach ∂xP˜1, Einsetzen dieses
Druckgradienten in die quadratischen Geschwindigkeitsprofile (6.9) und an-
schließende Integration von (6.10a) fu¨hrt zur druckunabha¨ngigen Evoluti-
onsgleichung der Grenzfla¨che
∂th(x, t) = ∂x (Q1(h)∂x(N + Φ) +Q2(h)T ) . (6.12)
Zur Herleitung siehe auch Merkt & al. [83] und Badratinova [3]. Die
Mobilita¨ten ergeben sich zu
Q1(h) =
1
3
h3(d− h)3(d+ h(µ− 1))
(d− h)4 + hµ(h3(µ− 2) + 4dh2 − 6d2h+ 4d3) (6.13a)
Q2(h) =
1
2
h2(d− h)2(h2(µ− 1)− d(d− 2h))
(d− h)4 + hµ(h3(µ− 2) + 4dh2 − 6d2h+ 4d3) . (6.13b)
Die Verallgemeinerung auf drei Dimensionen erfolgt hier formal durch Sub-
stitution von ∂x mit dem zweidimensionalen Nablaoperator ∇2 = (∂x, ∂y).
∂th(x, y, t) = ∇2
(
Q1(h)∇2(N + Φ) +Q2(h)~T
)
. (6.14)
Gleichung (6.14) ist nur unter Vernachla¨ssigung einer zusa¨tzlichen zeitun-
abha¨ngigen Meanflowgleichung gu¨ltig. Diese Na¨herung wird im Folgenden
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als gu¨ltig betrachtet und die Herleitung der exakten Gleichungen, samt ei-
ner Abscha¨tzung der Gu¨ltigkeit von (6.14), sind im Anhang B zu finden. Es
kann numerisch gezeigt werden, dass der Meanflow nur das ”Coarsening“ im
nichtlinearen Regime beschleunigt und damit alle folgenden Resultate, bis
auf Teile in Unterkapitel 6.3.1, auch unter Verwendung des Meanflows gu¨ltig
bleiben.
6.1.1 Mobilita¨ten
Die Mobilita¨ten in einem Zweischicht-System sind im Vergleich zu Einschicht-
Systemen zusa¨tzlich Funktionen von µ und d. Dadurch wird die Evolution
des Systems durch eine fluidspezifische Gro¨ße, das Verha¨ltnis der Viskosita¨-
ten µ, bestimmt.
0 0.5 hN 1 1.3h
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Abbildung 6.1: Mobilita¨ten Q1(h) und Q2(h) mit d = 1.3 und µ = 0.1826.
Aus Gleichung (6.13a) ergibt sich, dass die Mobilita¨t Q1(h) im Intervall 0 <
h < d immer positiv und Null fu¨r h = 0 und h = d ist. Das Maximum muss
numerisch gefunden werden. Im Gegensatz dazu hat die Mobilita¨t Q2(h)
einen Nulldurchgang bei
hN =
d√
µ+ 1
, (6.15)
der einen wesentlichen Einfluss auf die Langzeitentwicklung des Systems
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hat. Fu¨r h = 0 oder h = d ist Q2(h) = 0. Abb. 6.1 zeigt den Verlauf der
Mobilita¨ten fu¨r den gedrehten Parametersatz 1 aus Anhang E.2 mit einer
Systemdicke d = 1.3.
Wird als oberes Fluid ein Gas betrachtet (z.B. Luft u¨ber Wassser), d.h. µ→
0 , dann folgen als Grenzwerte die Mobilita¨ten von Einschicht-Systemen.
Aus (6.13) ergibt sich durch die Grenzwertbildung µ→ 0 (oder d→∞)
Q1(h)lim =
1
3
h3 und Q2(h)lim = −12h
2. (6.16)
Mit den entsprechenden Grenzwerten fu¨r den Druck, Normal- und Tangenti-
alkra¨fte resultiert die intensiv untersuchte Du¨nnfilmgleichung fu¨r Einschicht-
Systeme [96].
6.1.2 Oberfla¨chenspannung und Gravitation
Die Oberfla¨chenspannung ergibt in nullter Na¨herung die Normalkomponente
N = − 1
C
∇2h (6.17)
und wirkt immer stabilisierend. Dabei ist die Kapillarita¨ts-Zahl gegeben
durch C = µ1u0/(3σ).
Die Gravitation wirkt als Volumenkraft und ergibt in nullter Ordnung 
ΦG = (1− ρ)Gh. (6.18)
Die Gravitations-Zahl G = ρ1gh20/(µ1u0) skaliert mit dem Quadrat der mitt-
leren dimensionsbehafteten Grenzfla¨chenho¨he h0. Fu¨r ρ > 1 destabilisiert
die Gravitation die flache ebene Grenzfla¨che und es resultiert eine Rayleigh-
Taylor-Instabilita¨t (RT).
6.1.3 Thermokapillarita¨t
Soll eine Temperaturabha¨ngigkeit der Oberfla¨chenspannung (σ = σ(T )) be-
ru¨cksichtigt werden, dann muss die Schmiermittelna¨herung auch auf die
Wa¨rmeleitgleichungen (3.1b) und (3.1e) erstreckt werden.
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Die Skalierung der Temperaturfelder erfolgt in Langwellenna¨herung mit
θk =
Tk − To
Tu − To . (6.19)
Wie die Geschwindigkeits- und Druckfelder in (6.4) ko¨nnen auch die Tem-
peraturfelder als Entwicklungen nach dem Kleinheitsparameter  dargestellt
werden.
θk = θ
(0)
k + θ
(1)
k + 
2θ
(2)
k + . . . (6.20)
Eingesetzt in die skalierten Wa¨rmeleitgleichungen (3.1b) und (3.1e) folgt
∂2zθ1 = 0 (6.21a)
∂2zθ2 = 0 (6.21b)
in nullter Ordnung in  fu¨r θ(0)k (obere Indizes wieder weggelassen). Entspre-
chend ergibt sich fu¨r die Randbedingungen
unten (z = 0) : θ1 = 1 (6.22a)
oben (z = d) : θ2 = 0 (6.22b)
und die Anschlussbedingungen an der Grenzfla¨che unter Vernachla¨ssigung
eines Massenflusses
θ1 = θ2 (6.23a)
∂zθ1 = λ∂zθ2. (6.23b)
Mit den Gleichungen (6.21)-(6.23) ko¨nnen die linearen Temperaturfelder
θk = θk(z) berechnet werden zu
θ1(z) =
λ(h− z) + (d− h)
(λ− 1)h+ d und θ2(z) =
d− z
(λ− 1)h+ d . (6.24)
Die Projektion der Impulsbedingung an der Grenzfla¨che (3.3d) auf die Tan-
gentialrichtung (die Tangentialvektoren in 3D) ergibt fu¨r die rechte Seite
∂xσ txj
lub.= ∂x σ(θ) = ∂θ σ(θ) · ∂hθ(h) · ∂xh
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(oder
∂sjσ
(
txj
tyj
)
lub.= ∇2 σ(θ) = ∂θ σ(θ) · ∂hθ(h) · ∇2h
fu¨r den dreidimensionalen Fall). Eine lineare Temperaturabha¨ngigkeit der
Oberfla¨chenspannung liefert schließlich mit (6.24) fu¨r die Tangentialkraft in
(6.14)
T = M λd
((λ− 1)h+ d)2∂xh, (6.25a)
bzw.
~T = M λd
((λ− 1)h+ d)2∇2h (6.25b)
in 3D.
Die Marangoni-Zahl in Langwellenna¨herung ist somit definiert als
M = (−γ∆T)/(µ1u0). (6.26)
Grenzwerte: Der Grenzwert von (6.25b) fu¨r Einschicht-Systeme ergibt sich
durch Substitution von λ = Bi (d−1) und anschließender Grenzwertbildung
d→∞ zu
~Tlim = M Bi(Bih+ 1)2∇2h (6.27)
mit Bi 1 als konduktive Biot-Zahl.
Am Ende des Kapitels wird noch die ”Zweischicht-Biot-Zahl“ Bi2 betrachtet
[134, 135], die die Wa¨rmeleitgleichung des Fluids 2 (und damit den Tempe-
raturgradienten) explizit beru¨cksichtigt und durch Substitution von
λ =
1−Bi2(d− 1)
1 +Bi2
(
=⇒ Bi2 = 1− λ
λ+ d− 1
)
(6.28)
und der Grenzwertbildung d→ 1 aus (6.25b) zu
~Tlim = M 1 +Bi2
((h− 1)Bi2 − 1)2
∇2h (6.29)
fu¨hrt.
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6.1.4 Trennungsdru¨cke
Im Allgemeinen zeigen du¨nne Filme, beschrieben durch Evolutionsgleichun-
gen der Form (6.14), ein Aufreißen der Grenzfla¨che am unteren oder obe-
ren Rand (Kontaktwinkelproblem der Hydrodynamik). Es wurde von Kris-
hnamoorthy & al. [63] gezeigt, dass dieses Aufreißen bei Instabilita¨ten
durch den Marangoni-Effekt auch bei den vollen hydrodynamischen Grund-
gleichungen (3.1) auftritt, und es sich damit nicht um einen Nebeneffekt
der verwendeten Langwellenna¨herung handelt. Numerische Untersuchungen
der Dynamik des Reißens wurden von Boos und Thess [24] in Langwel-
lenna¨herung durchgefu¨hrt und zeigten einen kaskadenfo¨rmigen Verlauf des
Aufreißens.
Dieser Effekt ist nicht Gegenstand dieser Arbeit. Um in den Simulationen
dennoch das Aufreißen der Fluidfilme zu vermeiden, werden ”Substrat -
Fluid 1 - Fluid 2“ und ”Fluid 1 - Fluid 2 - Substrat“ Wechselwirkungen
in Form von kurzreichweitigen abstoßenden London-van-der-Waals-Kra¨ften
eingebaut [139]. Die einfachste Modellierung zur Filmstabilisierung erfolgt
dann mit den Trennungsdru¨cken
ND1 = −
H1
z3
∣∣∣∣
z=h
(6.30a)
und ND2 = −
H1
(d− z)3
∣∣∣∣
z=h
. (6.30b)
H1 undH2 sind dimensionslose positive Hamaker-Konstanten, die im Folgen-
den als klein angesetzt werden (H1,H2  1), um einen starken Einfluss auf
die lineare Stabilita¨t zu vermeiden. Ein sehr kurzer Abriss zur Berechnung
von Hamaker-Konstanten ist im Anhang C zu finden. Eine gute U¨bersicht
zu Trennungsdru¨cken stellt Israelachvili [55, 56] vor.
6.2 Lineare Stabilita¨t
Eine lineare Stabilita¨tsanalyse kann fu¨r die Evolutionsgleichung (6.14) mit
den Kra¨ften aus den Unterkapiteln 6.1.2, 6.1.3 und 6.1.4 analytisch durch-
gefu¨hrt werden. Der Ansatz (3.5) (mit dem stationa¨ren Zustand h(x, y, t) =
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h0 = 1) liefert die lineare Wachstumsrate
χ = −Q1(1) k2
(
1
C
k2 + (1− ρ)G+ 3H1 + 3H2(d− 1)4
)
−Q2(1) k2 λdM(λ− 1 + d)2 (6.31)
mit k2 = k2x + k
2
y. Die Wellenzahl der maximalen Wachstumsrate kmax und
die Cut-off-Wellenzahl kcut (vgl. Abb. 6.2) folgen aus (6.31) zu
kmax =
1√
2
kcut (6.32a)
kcut =
√
C
(
(1− ρ)G+ 3H1 + 3H2(d− 1)4 +
Q2(1)λdM
Q1(1)(λ− 1 + d)2
)
. (6.32b)
Es ist ersichtlich, dass die Oberfla¨chenspannung immer stabilisierend wirkt
und fu¨r große Wellenzahlen immer u¨berwiegt. Allein die ”Diffusionsterme“
(hier Gravitation, Marangoni-Effekt und Trennungsdru¨cke) sind fu¨r Insta-
bilita¨ten verantwortlich und stellen die Kontrollparameter des Systems dar.
In isothermen Systemen (M = 0) folgt direkt, dass das System instabil wird,
falls das Verha¨ltnis der Dichten ρ gro¨ßer 1 ist. Dies ist die Rayleigh-Taylor-
Instabilita¨t (RT). Sie wurde in Langwellenna¨hrung in einem vereinfachten
Zweischicht-Modell von Yiantsios und Higgins [140, 141] untersucht.
In geheizten Systemen (M 6= 0) ergibt sich die kritische Marangoni-Zahl
(χ = 0) aus (6.31) zu
Mc =
2(λ− 1 + d)2(d− 1) (µ+ d− 1)
−3λd (µ− (d− 1)2)
(
(1− ρ)G+ 3H1 + 3H2(d− 1)4
)
.
(6.33)
Dies ist in U¨bereinstimmung mit [88, 125]. Entscheidend ist, dass das Ver-
ha¨ltnis der Viskosita¨ten u¨ber das Stabilita¨tsverhalten mitbestimmt. Je nach
Wahl der Parameter muss die Marangoni-Zahl vergro¨ßert oder verkleinert
werden, um im instabilen Regime zu bleiben
M > Mc fu¨r µ < (d− 1)2 (6.34a)
M < Mc fu¨r µ > (d− 1)2. (6.34b)
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Abbildung 6.2: Wachstumsraten χ in Abha¨ngigkeit von der Wellenzahl k fu¨r
ein isotherm RT instabiles System mit µ = 0.1826, ρ = 1.826 λ = 0.598,
d = 1.3, G = 20, C = 1/20 und H1 = H2 = 0.01.
Abb. 6.2 zeigt die Wachstumsraten fu¨r ein isothermes RT instabiles System
(M = 0, gestrichelte Linie). Die kritische Marangoni-Zahl ist Mc = 14. Um
im instabilen Bereich zu bleiben, muss M < Mc sein, was sehr vereinfacht als
Heizung von oben betrachtet werden kann. Dies entspricht der roten Linie
mit M = −5. Eine entsprechend starke Heizung von unten mit M = 20
stabilisiert das System (schwarze Linie). Weiter unten wird jedoch gezeigt,
dass es sich um einen metastabilen Zustand handelt.
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6.3.1 Lyapunov-Formulierung
Wenn nur Gravitation, abstoßende (aber auch anziehende) van der Waals-
Kra¨fte und der lineare Marangoni-Effekt beru¨cksichtigt werden, dann kann
die Evolutionsgleichung der Grenzfla¨che (6.14) durch ein Energiefunktional
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E ausgedru¨ckt werden:
∂th = ∇2
(
Q1(h)∇2 δE
δh
)
. (6.35)
Das Energiefunktional ist dann analytisch gegeben durch
E[h] =
∫∫
dx dy
(
1
2
C−1(∇2h)2 + V (h)
)
(6.36)
mit der freien Energiedichte
V (h) =
1
2
(1− ρ)Gh2 + H1
2
h−2 +
H2
2
(d− h)−2 + Vth(h) (6.37)
und der freien thermischen Energiedichte
Vth(h) =
3M
2dλ(µ− λ)2
[
λ2(µ− 1)(h(µ− 1) + d) ln (h(µ− 1) + d)
−λ2(µ− λ)2h ln (h) + (µ− λ)2(d− h) ln (d− h)
+
(
λ4h− 2λ3µh+ λ2µ(2h− d) + 2λµ(d− h)− µ2(d− h)) ·
· ln (h(λ− 1) + d)
]
. (6.38)
Da die Mobilita¨t Q1(h), wie oben erla¨utert, eine nichtnegative Funktion im
Bereich 0 ≤ h ≤ d ist, kann gezeigt werden, dass die Energie E eine monoton
abnehmende Funktion in der Zeit ist. Hierzu wird die totale Zeitableitung
von (6.36) mithilfe der Variationsableitung berechnet:
d
dt
E =
∫∫
dx dy
δE
δh
∂h
∂t
(6.35)
=
∫∫
dx dy
δE
δh
∇2
(
Q1∇2 δE
δh
)
=
∫∫
dx dy ∇2
(
δE
δh
Q1
)
∇2 δE
δh
+
(
δE
δh
Q1
)
∇22
δE
δh
−
∫∫
dx dy Q1
(
∇2 δE
δh
)(
∇2 δE
δh
)
= −
∫∫
dx dy Q1
(
∇2 δE
δh
)2
≤ 0 q.e.d. (6.39)
Im vorletzten Schritt wurde die erste Greensche Identita¨t [28] verwendet
unter der Bedingung, dass die Normalkomponente von Q1∇2(δE/δh) am
Rand verschwindet (dies ist immer erfu¨llt, wenn h eine Erhaltungsgro¨ße ist
und periodische Randbedingungen verwendet werden).
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An dieser Stelle muss ausdru¨cklich darauf hingewiesen werden, dass die Evo-
lutionsgleichung (6.14) in 3D eine Na¨herung darstellt und obige Aussagen
ausschließlich fu¨r 2D-Systeme mathematisch exakt sind. Nur die Vernachla¨s-
sigung der zeitunabha¨ngigen Meanflowgleichung (siehe Anhang B) erlaubt
die Formulierung der Gleichung in der Form (6.35). Damit ist es unmo¨glich
zu beweisen, dass die Energie im exakten 3D-System eine monoton fallen-
de Funktion in der Zeit ist. Dennoch haben alle numerischen Rechnungen
gezeigt, dass der Energieausdruck (6.36) auch unter Beru¨cksichtigung des
Meanflows monoton fa¨llt.
Die folgenden Ergebnisse des Unterkapitels 6.3.2 (Maxwellkonstruktion) blei-
ben auch mit Meanflow gu¨ltig, da die Evolutionsgleichung mit und ohne
Meanflow die gleichen stationa¨ren Endzusta¨nde ergibt (siehe auch Anhang
B) und alle relevanten Aussagen der Maxwellkonstruktion aus dem Grenzfall
t→∞ gewonnen werden.
6.3.2 Maxwellkonstruktion und die Folgen
Da die Energie zeitlich minimiert wird, kann aus der freien Energiedichte
(6.37) die Struktur der stationa¨ren Lo¨sung fu¨r t→∞ abgeleitet werden.
Zur Illustration werden große Hamaker-Konstanten H1 = H2 = 1 verwen-
det. Das betrachtete RT-System ist linear instabil. Die freie Energiedichte
V (h) hat zwei Wendepunkte (Abb. 6.3). Damit la¨sst sich eine Doppeltangen-
te konstruieren, deren Funktionswerte immer kleiner oder gleich V (h) sind.
Aufgrund der Massenerhaltung beider Fluide ist h eine Erhaltungsgro¨ße im
Sinne
∫
Lx
∫
Ly
dx dy h = 1.
Das bedeutet, wenn die global ebene Grenzfla¨che an einer Stelle erniedrigt
wird, muss eine Erho¨hung an anderer Stelle stattfinden. Die freie Energie-
dichte (6.39) wird somit minimiert, wenn die Ho¨hen h1 und h2 realisiert
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Abbildung 6.3: Freie Energiedichte V (h) und ihre Doppeltangente fu¨r ein
RT-System. Die entsprechende Maxwellkonstruktion fu¨r −dh V (h) ist rot.
Parameter: d = 3, ρ = 1.826, µ = 0.1826, M = 0, G = 5, H1 = H2 = 1.
werden (Abb. 6.3). Die Bedingungen fu¨r diese beiden Ho¨hen sind
dhV (h1) = dhV (h2) (6.40a)∫ h2
h1
dh dhV (h) = (h2 − h1) dhV (h1). (6.40b)
Die Aussagen (6.40) sind mathematisch a¨quivalent zu einer Maxwellkon-
struktion in −dhV (h)-h Darstellung [103]. Der Maxwellpunkt hM zeigt dann
die zu erwartende Struktur an. Fu¨r hM < 1 Lo¨cher, fu¨r hM > 1 Tropfen
und fu¨r hM = 1 eine Labyrinthstruktur.
In Abb. 6.3 wird also eine Tropfenlo¨sung erwartet.
Zwei Bemerkungen:
1.) Fu¨r ein stabiles RT-System ist die Ableitung von −V (h) nach h eine
streng monoton fallende Funktion in h. D.h. es ist keine Maxwellkon-
struktion mo¨glich.
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2.) Die Massenerhaltung, und damit die Erhaltung von h, fu¨hrt zu ei-
nem Variationsproblem mit Nebenbedingung. Der Lagrangeparameter
gibt dann die Steigung der Doppeltangente und wird als chemisches
Potenzial interpretiert.
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Abbildung 6.4: Freie Energiedichte V (h) und ihre Doppeltangente fu¨r ge-
heiztes RT-System. Die entsprechende Maxwellkonstruktion fu¨r −dh V (h)
ist rot. Parameter: d = 1.3, ρ = 1.826, µ = 0.1826, M = 60, λ = 0.598,
G = 20, H1 = H2 = 0.01. Die blaue Linie ist die Maxwellkonstruktion fu¨r
das isotherme System (M = 0).
Die gleiche Analyse kann nun fu¨r ein System mit Thermokapillarita¨t durch-
gefu¨hrt werden. Das betrachtete System ist im isothermen Fall Rayleigh-
Taylor instabil. Die lineare kritische Marangoni-Zahl ist Mc = 14. Wird das
System von unten geheizt mit M > Mc ist es linear stabil nach (6.34). Es
ist in diesem Fall dennoch eine Maxwellkonstruktion mo¨glich. Abb. 6.4 zeigt
die freie Energiedichte und die zugeho¨rige Maxwellkonstruktion (blau fu¨r das
isotherme System). Da die mittlere Schichtdicke (h0 = 1) rechts des Maxi-
mums von −dhV (h) und oberhalb der Maxwelllinie (V (hm)) liegt, ist das
System linear stabil, aber gegenu¨ber genu¨gend starken Anregungen instabil.
Solche metastabilen Zusta¨nde ero¨ffnen neue Musterbildungpha¨nomene in der
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Zeitentwicklung, welche auch im Unterkapitel 6.3.3.3 kurz gezeigt werden.
6.3.3 Numerische Integration
Die nichtlineare Evolutionsgleichung wird mit einem ADI-Verfahren
(Alternating Discretization Integration) unter Verwendung periodischer
Randbedingungen in lateraler Richtung numerisch gelo¨st (siehe Anhang
D.3).
Aus den Simulationsdaten la¨sst sich zu jedem Zeitpunkt die mittlere Wel-
lenzahl 〈k〉 bestimmen. Die verwendete Definition der mittleren Wellenzahl
ist
〈k〉(t) =
∫ ∫
dkxdky
√
~k2 hˆ2(~k, t)∫ ∫
dkxdky hˆ2(~k, t)
, (6.41)
mit hˆ(~k, t) = hˆ(kx, ky, t) als Fouriertransformierte von h(x, y, t). Im Lang-
zeitverhalten zeigen Gleichungen der Form (6.14) ein Skalierungsverhalten
der mittleren Wellenzahl 〈k〉, das durch
〈k〉 = Ct−β˜ (6.42)
beschrieben werden kann. Aus den folgenden Simulationen wird dieser Lang-
zeitskalierungskoeffizient β˜ extrahiert.
6.3.3.1 Rayleigh-Taylor-Instabilita¨t
Ein System, das nur der Gravitation und abstoßenden Trennungsdru¨cken
unterliegt, ist instabil fu¨r ρ > 1, falls die einzelnen Schichten dick genug sind,
so dass die abstoßenden London-van-der-Waals Kra¨fte nur fu¨r Filmdicken in
der Na¨he der unteren oder oberen Begrenzung ”spu¨rbar“ sind.
Zur Illustration wird ein O¨l-O¨l-System (HT 70 auf Silikono¨l 5cS) verwendet.
Die Materialparameter dieses Systems sind durch Kehrwertbildung des Pa-
rametersatzes 1 aus Anhang E.2 gegeben. Fu¨r eine Systemdicke d = 3 folgt
aus der Maxwellkonstruktion (vgl. Abb. 6.3) eine Tropfenlo¨sung im Lang-
zeitlimes. Die ebene Grenzfla¨che (h(x, y, t) = 1) wird mit kleinen zufa¨lligen
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Abbildung 6.5: Zeitentwicklung einer Rayleigh-Taylor-Instabilita¨t fu¨r die Sy-
stemdicke d = 3. Hamaker-Konstanten H1 = H2 = 0.01 und horizontale
Systemla¨nge Lx = Ly = 200 mit einer Auflo¨sung von ∆x = ∆y = 2.
Sto¨rungen u¨berlagert (∆h = 0.05) und Abb. 6.5 zeigt den resultierenden
Zeitverlauf. Die Anfangssto¨rungen bilden bis t = 1000 eine Tropfenstruk-
tur aus, die nahe an die obere und untere Platte hinreicht. Der weitere
Zeitverlauf zeigt ein Zusammenwachsen der Tropfen, bis sich schließlich die
stationa¨re Lo¨sung als einzelner großer Tropfen manifestiert (nicht gezeigt).
Dieses typische ”Langzeitcoarsening“ zeigt sich auch bei Auftragung der
mittleren Wellenzahl 〈k〉 (6.41) u¨ber der Zeit. Aus Abb. 6.6 (schwarze Li-
nie) kann dann der Skalierungskoeffizient β˜ = 0.14 bestimmt werden (fu¨r
Zeiten t > 200). Weiterhin zeigt sich ein schwacher Peak bei t ≈ 150. Die-
ser Peak kann als U¨bergang vom linearen in den stark nichtlinearen Bereich
interpretiert werden. Bei Zeiten t links des Peaks ist die Grenzfla¨chendefor-
mation in der Gro¨ßenordnung ∆h = 0.05. Die horizontale (schwarze) Linie
gibt die Wellenzahl der schnellstwachsenden linearen Mode kmax wieder. Das
System entwickelt sich also bis t ≈ 100 linear. Rechts des Peaks werden die
Deformationen sehr groß und bleiben allein durch die abstoßenden van-der-
Waals-Kra¨fte beschra¨nkt (kein Aufreißen der Grenzfla¨che). Im nichtlinearen
Bereich findet das bekannte ”Coarsening“ statt. Abb. 6.6 zeigt auch den Zeit-
verlauf der Energie E (6.36), der wie erwartet (siehe (6.39)) eine monoton
fallende Funktion ist.
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Abbildung 6.6: Zeitverlauf der mittleren Wellenzahl 〈k〉 und der Energie E.
Dabei wurde u¨ber jeweils 10 Runs mit verschiedenen Anfangsbedingungen ge-
mittelt. Horizontale du¨nne Linien sind die Wellenzahlen der schnellstwach-
senden linearen Moden. (a) schwarz: RT-Instabilita¨t mit Parametern aus
Abb. 6.5. (b) gru¨n: Marangoni-Instabilita¨t aus Abb. 6.7. (c) rot: Marangoni-
Instabilita¨t mit Parametern aus Abb. 6.8, wobei die vertikalen Linien den
Zeitpunkten der gezeigten Bildern entsprechen.
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Die dargestellten Zeitverla¨ufe stellen nicht exakt die Ergebnisse der Simula-
tion aus Abb. 6.5 dar, sondern sind gemittelt u¨ber 10 Simulationen mit un-
terschiedlichen willku¨rlichen kleinen Anfangssto¨rungen. Dennoch zeigt jede
einzelne Simulation das gleiche Verhalten mit kleineren Unregelma¨ßigkeiten
(welche durch die Mittelung gegla¨ttet werden). Einzig durch A¨nderung der
Systemdicke d ko¨nnen jetzt Loch- oder Labyrinthstrukturen erzeugt wer-
den. Simulationen in Loch -und Labyrinthdoma¨nen sind in [83] zu finden
und zeigen das gleiche Langzeitskalierungverhalten der mittleren Wellenzahl
(β˜ = 0.14).
6.3.3.2 Marangoni-Instabilita¨t
Wie schon bei der linearen Stabilita¨tsanalyse gezeigt, kann der Marangoni-
Effekt sowohl stabilisierend als auch destabilisierend wirken. Zur Illustration
wird dasselbe System mit zwei verschiedenen Systemdicken d betrachtet
(d = 2 und d = 4). Dazu wird jetzt der Parametersatz 1 aus Anhang E.2
verwendet (ρ < 1 und damit sind RT-Instabilita¨ten unterdru¨ckt). Fu¨r d = 2
ergibt die Maxwellkonstruktion eine stationa¨re Tropfenlo¨sung (t→∞), fu¨r
d = 4 eine Lochlo¨sung.
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Abbildung 6.7: Zeitentwicklung eines instabilen Marangoni-Systems mit
d = 2 und M = −10. Hamaker-Konstanten H1 = 0.01, H2 = 0.05 und hori-
zontale Systemla¨nge Lx = Ly = 100 mit einer Auflo¨sung von ∆x = ∆y = 1.
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Abb. 6.7 zeigt die volle nichtlineare Zeitentwicklung des Parametersatzes 1
(Anhang E.2) mit einer Systemdicke d = 2. Die kritische Marangoni-Zahl ist
Mc ≈ −5 (aus (6.33)) und es muss die Heizung von oben versta¨rkt werden,
um in den instabilen Bereich zu kommen. Es wurde M = −10 verwendet. Zu
Beginn bilden sich im linearen Regime Tropfenstrukturen aus (t ≤ 3000).
Diese Strukturen gehen dann direkt in das nichtlineare Regime u¨ber und
zeigen das u¨bliche ”Coarsening“-Verhalten fu¨r t→∞. Das Zeitverhalten der
mittleren Wellenzahl 〈k〉 und der Energie E ist wieder in Abb. 6.6 dargestellt
(gru¨ne Linien (b)) und es resultiert die gleiche Interpretation wie bei der vor-
herigen RT-Simulation. Der Skalierungskoeffizient ergibt sich zu β˜ = 0.16.
Wird nun die Schichtdicke auf d = 4 vergro¨ßert, so ergibt sich die kritische
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Abbildung 6.8: Zeitentwicklung eines instabilen Marangoni-Systems mit d =
4 und M = 70. Hamaker-Konstanten H1 = 0.05, H2 = 0.01 und horizontale
Systemla¨nge Lx = Ly = 200 mit einer Auflo¨sung von ∆x = ∆y = 1.
Marangoni-Zahl zu Mc = 38. Um im instabilen Bereich zu bleiben, muss
M > Mc sein. In Abb. 6.8 ist die volle nichtlineare Zeitentwicklung dieses Sy-
stems mit M = 70 dargestellt. Zu Beginn entwickeln sich wieder Strukturen
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mit der schnellstwachsenden linearen Wellenzahl kmax (t < 600) (siehe auch
rote horizontale Linien in Abb. 6.6). Im Gegensatz zu der vorherigen Simula-
tionen erfolgt jetzt der U¨bergang vom linearen (t < 600) zum nichtlinearen
Bereich nicht glatt. Es entwickelt sich zuerst ein einzelnes (nichtlineares)
Loch (t = 700) gefolgt von ”nachwachsenden“ Lo¨chern (700 < t < 1100).
Erst danach setzt das typische ”Coarsening“ ein (t > 1100).
Das abrupte Anwachsen einzelner Lo¨cher beim U¨bergang vom linearen zum
nichtlinearen Bereich schla¨gt sich auch in der mittleren Wellenzahl 〈k〉 nie-
der. Ihr Zeitverlauf ist als rote Linie in Abb. 6.6 geplottet. Die vertikalen
du¨nnen roten Linien repra¨sentieren die gezeigten Schnappschu¨sse der Simu-
lation. Auch hier spiegelt der Peak den U¨bergang vom linearen zum nicht-
linearen Bereich wider. Fu¨r die getroffene Wahl der Materialparameter ist
der Peak aber sehr viel deutlicher ausgepra¨gt als bei den vorherigen Simu-
lationen, was direkt mit dem nichtglatten Lochwachstum korreliert ist. (Der
Peak fu¨r die gezeigte Simulation liegt bei t = 700. Die Mittelung u¨ber 10
Runs ergibt, wie dargestellt, eine Verschiebung des Peaks um ∆t = 100 in
t-Richtung). Zur anschaulichen Erkla¨rung dieses abrupten Lochwachstums
kann die fu¨r die Instabilita¨t wesentliche Mobilita¨t Q2(h) herangezogen wer-
den. Der Nulldurchgang bei den gewa¨hlten Parametern ergibt sich aus (6.15)
zu hN ≈ 1.2. D.h. fu¨r Grenzfla¨chenho¨hen h > hN wirkt auch der Marangoni-
Effekt stabilisierend. Da die Maxwellkonstruktion eine Lochstruktur vorher-
sagt, ist eine Verteilung mit der Grenzfla¨chenho¨he h > 1 im Gesamtvolumen
prozentual gro¨ßer als mit h < 1. Ein glattes gleichma¨ßiges Lochwachstum
wu¨rde zu einem sta¨rkeren Anwachsen des ”oberen Plateaus“ (h > 1) fu¨hren.
Deshalb wachsen nur einzelne Lo¨cher, die durch die zufa¨lligen Anfangsbe-
dingungen schon sta¨rker deformiert sind.
Schließlich kann noch der Skalierungskoeffizient fu¨r t > 1000 zu β˜ = 0.27 be-
stimmt werden. Die Skalierungskoeffizienten bei der Marangoni-Instabilita¨t
ha¨ngen also von der verwendeten Schichtdicke d ab.
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6.3.3.3 Metastabile Zeitentwicklung
Die lineare Stabilita¨tsanalyse in Unterkapitel 6.2 hat die Mo¨glichkeit der
Stabilisierung eines Rayleigh-Taylor instabilen Systems durch entsprechend
starke Heizung von unten gezeigt. Die Maxwellkonstruktion in Unterkapitel
6.3.2 fu¨hrte aber zu einem metastabilen Zustand. Im Folgenden wird eine
Simulation des metastabilen Systems mit starker Anregung gezeigt und die
Strukturbildung im Rahmen des Energiefunktionals kurz diskutiert. Dazu
wird das obige RT instabile System mit einer Systemdicke d = 1.3 verwen-
det (vgl. Unterkapitel 6.3.3.1 und Maxwellkonstruktion in Abb. 6.4). Eine
lineare Stabilita¨tsanalyse zeigt (6.31), dass das System stabilisiert werden
kann durch Heizen von unten (Mc = 13.8, in Simulation M = 20). Das
Energiefunktional liefert jedoch einen metastabilen Zustand.
Abb. 6.9 zeigt die Evolution bei starker Anregung eines Kreisrings (h(r) ∝ r4
und einer maximalen Deformation von h = 0.3±0.05 im Zentrum des Kreis-
es (siehe t = 0)). Zu Beginn der Simulation ist die untere Schichtdicke im
Kreiszentrum gering, was in diesem Parameterbereich aus der Maxwellkon-
struktion zu Tropfen als bevorzugtes Muster fu¨hrt. Am Rand des Anre-
gungskreises wird die untere Schichtdicke jedoch gro¨ßer und eine Maxwell-
konstruktion liefert dann zuerst einen Labyrinthbereich und schließlich einen
Lochbereich (vgl. die bei t = 10 eingezeichneten Kreise). Damit ko¨nnen fu¨r
metastabile Systeme zumindest zeitweise Tropfen-, Loch- und Labyrinthmo-
de gleichzeitig angeregt werden. Im Zeitverlauf verschwinden die Loch- und
Labyrinthbereiche (von t = 100 bis t = 2000) und die Tropfen zeigen das
u¨bliche ”Coarsening“-Verhalten in der Zeit. Fu¨r t → ∞ verschwindet auch
dieser Tropfenbereich und als Endzustand resultiert schließlich ein einzelnes
Loch (nicht gezeigt), was mit der Vorhersage aus der Maxwellkonstruktion
u¨bereinstimmt.
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Abbildung 6.9: Zeitentwicklung eines metastabilen RT-Systems mit d = 1.3
und M = 20 (G = 20, C = 1/20). Hamaker-Konstanten H1 = H2 = 0.01
und horizontale Systemla¨nge Lx = Ly = 400 mit einer Auflo¨sung von ∆x =
∆y = 0.5.
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6.4 Einschicht-Na¨herungen
In der Literatur wird ha¨ufig mit erweiterten Einschicht-Modellen gearbei-
tet, um Eigenschaften der passiven (aber eventuell einflussnehmenden) Gas-
schicht in gewissem Umfang Rechnung zu tragen. Ein Vergleich mit der
hier abgeleiteten Zweischicht-Evolutionsgleichung (6.14) soll die Unterschie-
de gegenu¨ber Einschicht-Modellen aufdecken, welche aus der Zweischicht-
Gleichung durch oben kurz diskutierte Grenzwertbildung hervorgehen. Hier-
zu werden die Resultate der Experimente von Burgess & al. [30] eines
Luft-Silikono¨l-Systems herangezogen (Daten im Parametersatz 5).
Burgess et. al [30] haben 2001 experimentell gezeigt, dass eine Stabilisie-
rung durch ”Heizen von unten“ mo¨glich ist. In ihren Experimenten wurde ein
durch horizontale Platten beschra¨nktes Silikono¨l-Luft-System so pra¨pariert,
dass das Silikono¨l u¨ber der Luft ”an der Decke“ ha¨ngt. Ohne Heizung ist die-
ses System RT-instabil und das O¨l ”fließt“ nach unten . Durch Anlegen eines
entsprechend starken Temperaturgradienten war es ihnen jedoch mo¨glich das
System fu¨r eine Woche stabil zu halten. Die Schwierigkeiten des Experiments
lagen in der Pra¨paration des Silikono¨ls u¨ber der Luft, da laut Burgess &
al. große Amplituden angeregt wurden und damit die ”metastabile“ Schwelle
u¨berschritten wurde. Jedoch werden die folgenden Rechnungen zeigen, dass
keine Metastabilita¨t vorliegt. Zur theoretischen Behandlung wurde eine er-
weiterte Einschicht-Evolutionsgleichung in Langwellenna¨herung betrachtet
[135], welche durch Grenzwertbildung aus dem hier untersuchten System
(siehe [83] und Seite 85) folgt. Lineare und schwach nichtlineare Untersu-
chungen werden durch dieses vereinfachte Modell korrekt wiedergegeben,
aber die volle nichtlineare Rechnung zeigt natu¨rlich Unterschiede (vgl. mit
Abb. 6.10).
Schließlich haben Burgess & al. mithilfe einer linearen Stabilita¨tsanaly-
se Abweichungen vom theoretischen kritischen Temperaturgradienten bis zu
30% gemessen, was auf ”Pinning“ (Koha¨sionskra¨fte) an den lateralen Ra¨n-
dern zuru¨ckgefu¨hrt und na¨her von Becerril & al. [4] untersucht wurde.
Die Evolutionsgleichung kann in allen betrachteten Na¨herungen durch ein
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Energiefunktional dargestellt werden (siehe (6.35))
∂th = ∇2
(
Q1(h)∇2 δE
δh
)
, (6.43)
da alle Systeme nur mit Gravitation, Marangoni-Effekt und stabilisierenden
van-der-Waals Kra¨ften (bei der vollen nichtlinearen Integration) untersucht
werden. Die Unterschiede der einzelnen Fa¨lle liegen in der Wahl der Mobi-
lita¨ten Q1(h) und Q2(h) (siehe (6.16)). Des Weiteren wird die freie Energie
E (und damit auch die freie Energiedichte V (h)) in den gena¨herten Mo-
dellen durch die entsprechenden Grenzwerte der Normal-, Tangential- und
Volumenkra¨fte gebildet (vgl. mit (6.27) und (6.29)). Damit resultiert dann:
(A) Einschichtiges Modell mit ”herko¨mmlicher“ Biot-Zahl Bi [96]:
Q1 =
1
3
h3 (Q2 = −12h
2) (6.44a)
E = E1 =
∫∫
dx dy
(
1
2
C−1(∇2h)2 + V1(h)
)
(6.44b)
V1(h) =
1
2
Gh2 +
H1
2
h−2 (6.44c)
−3
2
M Bih(ln (h)− ln (1 +Bih))
(B) ”Burgess“-System: Einschichtiges Modell mit erweiterter Biot-Zahl Bi2
(siehe Unterkapitel 6.1.3 und Ref. [135]):
Q1 =
1
3
h3 (Q2 = −12h
2) (6.45a)
E = E2 =
∫∫
dx dy
(
1
2
C−1(∇2h)2 + V2(h)
)
(6.45b)
V2(h) =
1
2
Gh2 +
H1
2
h−2 (6.45c)
− 3h
2(1 +Bi2)
MB (ln (Bi2(1− h) + 1)− ln (h))
(C) Volles Zweischicht-System mit E und V (h) aus (6.36). Dabei wird die
tangentiale Referenzgeschwindigkeit durch u0 = κ1/h0 in (6.3) und
im Folgenden ersetzt.
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Um mit den Modellen (A) und (B) das Experiment von Burgess & al. zu
beschreiben, muss die Silikono¨lschicht mit negativer Gravitations-Zahl be-
trachtet werden. Direkte Vergleiche mit unserem Modell (C) werden dann
durch die Konfiguration ”Luft auf Silikono¨l“ mit negativer Gravitations-Zahl
mo¨glich. Die Mobilita¨ten der drei Konfigurationen (mit Parameterwerten
aus Parametersatz 5 im Anhang E.2) sind in Abb. 6.10 dargestellt und zei-
gen, dass diese nur im stark nichtlinearen Bereich divergieren (d.h. wenn
sich das O¨l in der Na¨he der gegenu¨berliegenden Platte befindet).
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Abbildung 6.10: Mobilita¨ten fu¨r Luft auf Silikono¨l mit d = 3.2 und µ =
9.55 · 10−5. Der Nulldurchgang der Mobilita¨t Q2 ist bei hN ≈ d.
Die Berechnung des kritischen Temperaturgradienten mit den Werten aus
Parametersatz 5 (ohne Trennungsdru¨cke) und einer realen Silikono¨ldicke von
d2 = 0.125mm bzw. Luftschichtdicke d1 = 0.275mm liefert fu¨r die einzelnen
Modelle:
(A) ∆T = 101.67K (Bi = 0.38)
(B) ∆T = 14.96K (Bi2 = 0.35, MBc = −0.43)
(C) ∆T = 14.94K (Mc = −6.025)
Die Biot-Zahlen wurden mit den Formeln auf Seite 85 bestimmt. Der gemes-
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sene Wert fu¨r diese Konfiguration betra¨gt ∆T = 9.7K [30]. Damit scheidet
das herko¨mmliche Einschicht-System (A) zur Modellierung definitiv aus. Die
beiden anderen Modelle ergeben in etwa die gleiche Temperaturdifferenz und
zeigen eine Abweichung vom experimentellen Wert um ca. 30 %.
Die Mo¨glichkeit der Energiefunktionalformulierung erlaubt wieder eine Aus-
sage u¨ber das Langzeitverhalten. Abb. 6.11 zeigt −dV/dh in Abha¨ngigkeit
0 1 2 3
h
-1
-0.5
0
0.5
1
-
dV
(h)
/dh
M = M
c
MB = 0.83 MB
c
 (Burgess)
M = 0.83 M
c
Abbildung 6.11: −dV (h)/dh als Funktion von h. Mit Parametersatz 5, G =
−0.88, C = 0.4 und H1 = H2 = 0.0001. Zweischicht-System mit M = Mc
(schwarz) und M = 0.83Mc (rot). Einschicht-System mit MB = 0.83MBc
(blau).
von h. Das Zweischicht-System fu¨r M = Mc zeigt, dass keine Maxwellkon-
struktion mo¨glich ist und damit das System stabil bleibt (schwarze Linie).
Wird nun die Marangoni-Zahl um 17 % (rot Linie) verringert, ist das Sy-
stem instabil und es folgt aus der Maxwellkonstruktion (nicht eingezeich-
net) eine finale, stationa¨re Tropfenlo¨sung (d.h. O¨ltropfen). Fu¨r das erweiter-
te Einschicht-”Burgess“-System ist, wie schon bei den Mobilita¨ten, ersicht-
lich, dass nur in der Na¨he von d eine Abweichung vom Zweischicht-System
vorhanden ist. Somit kann zusammenfassend gesagt werden, dass das von
Burgess & al. verwendete Einschicht-Modell (B) lineare Betrachtungen
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und Folgerungen aus der Lyapunovdarstellung korrekt wieder gibt.
6.4.1 Einfluss der lateralen Systemla¨nge
Die Messungen wurden in lateral begrenzten Systemen durchgefu¨hrt, so dass
sich im isothermen Fall in der Evolution zwei O¨ltropfen aus dem linearen
Regime ablo¨sten (siehe Abb. 3 in [30]). D.h. die laterale Systemla¨nge wurde
so gewa¨hlt, dass sie zweimal der instabilsten linearen Mode kmax entspricht,
und somit ein Einfluss auf die Stabilita¨t im nichtisothermen Fall nicht auszu-
schließen ist. Deshalb soll die volle nichtlineare Zeitentwicklung mit unserem
Zweischicht-System gezeigt werden, um einen einfachen Erkla¨rungsansatz
fu¨r das Absinken der gemessenen Stabilita¨tsschwelle (∆Texp ≈ 0.7 ·∆Ttheor)
zu liefern. Dazu muss zuerst das Verhalten der linearen Wachstumsrate un-
tersucht werden.
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Abbildung 6.12: Wachstumsraten χ(k) fu¨r den isothermen Fall (blau), M =
0.5Mc (gru¨n), M = 0.83Mc (rot) und M = Mc (schwarz). C = 0.4, G =
−0.88 und H1 = H2 = 0.
Abb. 6.12 zeigt, dass eine Vergro¨ßerung des Betrags von M (∝ ∆T ) eine
Verkleinerung der linear schnellstwachsenden Wellenzahl kmax und der Cut-
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off-Wellenzahl kcut (=
√
2kmax) bewirkt (siehe Gleichungen (6.32)). Damit
ist offensichtlich, dass in einem lateral begrenzten System nahe, aber u¨ber
der Schwelle (z.B. M = 0.83Mc) keine Instabilita¨t zu Tage tritt, da die in-
stabilen großen Wellenla¨ngen nicht im begrenzten lateralen Bereich angeregt
werden ko¨nnen.
Um den intuitiv klaren Sachverhalt, dass ein kleinerer kmax (bzw. kcut) Wert
bei kleiner lateraler Ausdehnung nicht zur Instabilita¨t fu¨hrt, zu zeigen, wer-
den volle nichtlineare Integrationen von (6.14) mit verschiedenen lateralen
Systemla¨ngen und Marangoni-Zahlen vorgestellt.
Abb. 6.13 zeigt die Zeitentwicklung der maximalen (hmax) und der minima-
len (hmin) Ho¨he verschiedener numerischer Durchla¨ufe. Es wurden jeweils
drei Runs mit unterschiedlicher lateraler Systemla¨nge fu¨r eine Marangoni-
Zahl durchgefu¨hrt (M = 0, M = 0.5Mc und M = 0.83Mc). Es zeigt sich,
dass eine Verringerung der lateralen Systemabmessung immer zu einem spa¨-
teren U¨bergang vom linearen zum nichtlinearen Bereich fu¨hrt (vgl. Verlauf
von du¨nnen (L = 40), gestrichelten (L = 20) und dicken (L = 10) Linien).
Des Weiteren bewirkt eine betragsma¨ßig zunehmende Marangoni-Zahl M
(von blau u¨ber gru¨n nach rot) einen zeitlich verzo¨gerten U¨bergang in den
nichtlinearen Bereich (”critical slowing down“). Schließlich wird fu¨r eine late-
rale Ausdehnung L ≤ 10 das linear instabile System mit M = 0.83Mc nicht
mehr destabilisiert (rote dicke Linie), da die Cut-off-Wellenla¨nge gro¨ßer als
die Systemla¨nge ist.
Die dargestellten Schnappschu¨sse der Simulationen sind durch die Buch-
staben im obigen Bild angedeutet. Die Bilder (a) und (b) zeigen jeweils
einen Konturplot der Grenzfla¨che fu¨r große Systemla¨ngen (Lx = Ly = 40)
am Beginn des voll nichtlinearen Bereichs (helle Bereiche entsprechen da-
bei O¨ltropfen). Dabei ist deutlich erkennbar, dass im isothermen Fall (a)
M = 0 (t = 60, du¨nne blaue Linie mit Lx = Ly = 40) sich deutlich
mehr Tropfen ausgebilden als fu¨r M = 0.83Mc (b) (t = 2000, du¨nne ro-
te Linie mit Lx = Ly = 40). Eine Verkleinerung der lateralen Systemla¨nge
(Lx = Ly = 10) fu¨hrt zu keiner Destabilisierung der Grenzfla¨che im Fall
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Abbildung 6.13: Maximale und minimale Ho¨he u¨ber der Zeit. Es sind jeweils
drei Runs fu¨r M = 0 (blau), M = 0.5Mc (gru¨n) und M = 0.83Mc (rot)
bei unterschiedlichen Systemla¨ngen gezeigt (Lx = Ly = 40 (du¨nne Linien),
Lx = Ly = 20 (gestrichelte Linien) und Lx = Ly = 10 (dicke Linien)) Die
Schnappschu¨sse der Simulationen sind an den Punkten (a), (b), (c) und (d)
aufgenommen (siehe Text).
108 Langwellenna¨herung
M = 0.83Mc. Die Schnappschu¨sse (c) und (d) zeigen die Strukturen beim
U¨bergang vom linearen zum nichtlinearen Regime im isothermen Fall (c)
M = 0 (bei t = 36, dicke blaue Linie mit Lx = Ly = 10) und fu¨r (d)
M = 0.5Mc (bei t = 160, dicke gru¨ne Linie mit Lx = Ly = 10). Fu¨r
M = 0.5Mc (gru¨ne Linien) wird schon im linearen Bereich nur ein Tropfen
angeregt. Eine Vergro¨ßerung des Absolutbetrags (z.B. auf M = 0.83Mc)
erlaubt dann keine Strukturbildung mehr.
”Pinning“-Effekte sind von Burgess & al. zur Erkla¨rung des Absenkens der
Schwelle herangezogen worden. Obige Untersuchung la¨sst jedoch vermuten,
dass das ”Pinning“ nicht der wesentliche Effekt der Stabilisierung ist. Die
in dieser Arbeit verwendete Numerik (ADI-Verfahren) kann ohne gro¨ßeren
Aufwand auch fu¨r lateral beschra¨nkte Systeme implementiert werden. Dies
ermo¨glicht dann eine genauere Untersuchung des ”Pinnings“ in zuku¨nftigen
Arbeiten.
6.5 Ausblick
Die Evolutionsgleichung der Grenzfla¨che (6.14) wurde in einer sehr allge-
meinen Form abgeleitet und ermo¨glicht die Untersuchung von beliebigen
Kra¨ften in der entsprechenden Ordnung der Na¨herung. Die Untersuchun-
gen in dieser Arbeit beschra¨nkten sich auf Gravitationskra¨fte, abstoßende
London-van-der-Waals Kra¨fte und den linearen Marangoni-Effekt. Als Bei-
spiel anderer Kra¨fte sind elektrohydrodynamische Effekte zu nennen, welche
mit dieser Gleichung von Merkt & al. [83] untersucht wurden. Eine ver-
tikal angelegte Spannung U fu¨hrt dann bei dielektrischen Fluiden zu einer
resultierenden Grenzfla¨chenkraft. Es zeigt sich, dass der elektrohydrodyna-
mische Spannungstensor [66] (in SI-Einheiten) in 0.ter Ordnung in  nur eine
Normalkomponente besitzt
Nel = 12
ε(ε− 1)U˜2
(εh+ (d− h))2 (6.46)
mit dem Verha¨ltnis der Permittivita¨tszahlen ε = ε2/ε1, der skalierten Span-
nung U˜ = U(µ1u0h0/(ε0ε1))(−1/2) und der elektrischen Feldkonstanten ε0.
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Die Rechnungen unter Verwendung von (6.46) wurden qualitativ mit den Ex-
perimenten von Lin & al. [69, 70] verglichen. In ihren Experimenten dienten
die oberen und unteren Begrenzungsplatten als Elektroden, und es wurde
das raumzeitliche Verhalten zweier du¨nner, dielektrischer, nichtmischbarer
Polymerfilme (PMMA-PDMS) bei Anlegen einer vertikalen Spannung unter-
sucht. Es bilden sich dabei im Laufe der Zeit sa¨ulenartige Strukturen aus.
Die theoretische Behandlung der Strukturbildung mit der linear schnellst-
wachsenden Wellenzahl kmax stellte sich als eine sehr gute Beschreibung der
Experimente heraus (siehe z.B. Onuki [93]).
Simulationen der hier abgeleiteten Gleichung zeigten, dass die Tropfenevolu-
tion (die hier den sa¨ulenartigen Strukturen entspricht) mit dem Experiment
qualitativ u¨bereinstimmt (Abb. 20 in [83] und Abb. 4 in [70]). Weiterhin
konnte numerisch gezeigt werden, dass der Langzeitskalierungskoeffizient
β˜ = 0.04 extrem klein ist und damit die lineare Wellenzahl der schnellst-
wachsenden Mode auch im nichtlinearen Bereich ihre Gu¨ltigkeit beha¨lt, was
die oben erwa¨hnte lineare Beschreibung rechtfertigt.
Mit elektrohydrodynamischen Konfigurationen du¨nner Filme wurde schon
1976 von Majumdar und O’Neill [73] eine Methode zur Messung der
Oberfla¨chenspannung aus der angelegten Spannung U vorgeschlagen. Dieses
kleine Beispiel soll an dieser Stelle nicht na¨her erla¨utert werden und nur die
zuku¨nftigen Einsatzmo¨glichkeiten der Zweischicht-Du¨nnfilmgleichung (mit
elektrischen, aber auch magnetischen Kra¨ften) in industriellen Anwendungen
illustrieren.
Weitere interessante Aspekte zur kontrollierten Strukturbildung in du¨nnen
Filmen (als anwendungsorientierte Forschung) sind durch Verwendung hy-
drophober und hydrophiler Substrate gegeben. Messungen der Dynamik von
Zhang & al. [144] eines Fluids zwischen einer hydrophoben und hydrophi-
len lateralen Platte (Janus interface) haben die Besonderheit von Wasser
aufgezeigt. Nur (destilliertes) Wasser zeigte enorme Fluktuationen u¨ber die
gesamte vertikale Ausdehnung des Systems in der Zeit. Andere polare (und
unpolare) Fluide verhalten sich ”ruhig“.
Als Abschluss seien die Stabilita¨tsuntersuchungen und Verfahren zur Er-
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zeugung von kontrollierbaren hydrophilen Mikrokana¨len von Gau & al.
[47] erwa¨hnt. Ein hydrophobes Substrat wird mit hydrophilen Mikrostreifen
bedampft. Damit ko¨nnen dann kontrollierte Fluidmuster auf den hydrophi-
len Streifen erzeugt werden. Es bilden sich flu¨ssige Mikrokana¨le aus, welche
je nach Volumen des aufgebrachten Fluids einen Verbindungspunkt haben
(Auftragung von viel Fluid) oder Einzelkana¨le ausbilden (Auftragung von
wenig Fluid). Je nach Fluidwahl ko¨nnen dann verschiedene Arten von Mi-
krochips (z.B. durch Polymerisation von Elektrolyten) oder Mikroreaktoren
(kontrolliertes Aufbringen zweier flu¨ssiger Reaktanten) erzeugt werden. Sol-
che Verfahren sind schon patentiert.
Kapitel 7
Zusammenfassung
In dieser Arbeit wurden die beiden Na¨herungen ”nichtdeformierbare Grenz-
fla¨che“ und ”langwellige Strukturen“ in Zweischicht-Systemen untersucht.
Dabei wurden neben analytischen Untersuchungen hauptsa¨chlich numerische
Berechnungen durchgefu¨hrt. Es wurde ein Einblick in die Vielfalt der Instabi-
lita¨tsmechanismen, Zeitentwicklungen und der Musterbildung in Zweischicht-
Systemen gegeben.
In Kapitel 3 wurden die in dieser Arbeit verwendeten Grundgleichung (Navier-
Stokes-, Kontinuita¨ts- und Wa¨rmeleitgleichungen) samt Grenzfla¨chenbedin-
gungen eingefu¨hrt und die auftretenden Terme erla¨utert.
Kapitel 4 stellte die Gleichungen fu¨r beide Fluidschichten und die Grenz-
fla¨chenbedingungen fu¨r eine undeformierbare Grenzfla¨che in Boussinesq-
Na¨herung vor (im Wesentlichen wurde dies auch in Kapitel 5 verwendet).
Die Untersuchungen erstreckten sich auf den eher unbekannten Instabilita¨ts-
mechanismus Antikonvektion, welcher durch ein komplexes Zusammenspiel
von Volumen- und Grenzfla¨chenkra¨ften zustande kommt. Dieser Instabili-
ta¨tsmechanismus tritt nur in Zweischicht-Systemen mit Gravitation auf. Das
System muss von oben geheizt werden. Es wurde die zu diesem Themen-
gebiet erstmals von Welander [138] durchgefu¨hrte analytische Rechnung
fu¨r unendlich vertikal ausgedehnte Systeme reproduziert und erweitert. Es
konnte dabei ein analytischer Ausdruck fu¨r die kritische Rayleigh-Zahl in
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Abha¨ngigkeit der Materialparameter und der Wellenzahl gefunden werden
(Rc ∝ k4). Der Vergleich mit dem vertikal begrenzten System wurde nume-
risch durchgefu¨hrt und zeigte klar den Einfluss der vertikalen Begrenzungen.
Lineare Untersuchungen deckten in vertikal begrenzten Systemen die Stabi-
lisierung jeder Wellenzahl bei entsprechend starker Heizung auf. Dieses Ver-
halten ist offensichtlich das erstaunlichste Ergebnis fu¨r auftriebsinduzierte
Konvektion. Abschließend wurden zum ersten Mal 3D-Simulationen zur An-
tikonvektion vorgestellt und es konnte ein U¨bergang Hexagone-Quadrate bei
Vergro¨ßerung des Kontrollparameters festgestellt werden. Die Untersuchun-
gen wurden an einem Quecksilber-Wasser-System durchgefu¨hrt, da dies das
einzig bekannte antikonvektive System ist. Jedoch kann durch Wa¨rmesenken
oder -quellen in jedem Zweischicht-System eine antikonvektive Instabilita¨t
auftreten. Numerische Experimente zeigten die zu erwartenden Konvektions-
strukturen mit Wa¨rmesenken oder -quellen an der Grenzfla¨che. Experimente
zur Antikonvektion bleiben als zuku¨nftige Herausforderung.
Verdampfung als Paradebeispiel eines Phasenu¨bergangs 1.Ordnung wurde
in Kapitel 5 untersucht. Dabei wurde wie im vorherigen Kapitel eine unde-
formierbare Grenzfla¨che vorausgesetzt, was fu¨r nicht zu starke Verdampfung
gu¨ltig ist. Beginnend mit Modell 1, welches noch eine explizite Gleichung fu¨r
den Massenfluss an der Grenzfla¨che entha¨lt, wurde durch sukzessive Ver-
einfachung (Modell 2) schließlich das einseitige Modell 3 erhalten, welches
dem 1958 von Pearson [102] vorgestellten Modell mit großer Biot-Zahl
entspricht (Marangoni-Konvektion bei Heizung von unten mit freier Ober-
fla¨che). Die physikalische Natur der großen Biot-Zahl liegt in der Verdamp-
fung. Es wurde allein durch die latente Wa¨rme, ohne Anlegen eines a¨ußeren
Temperaturgradienten, ein Temperaturgradient sowohl in der Flu¨ssigkeits-
als auch der Dampfschicht erzeugt. Bei nicht zu dicken Flu¨ssigkeitsschich-
ten ist der Marangoni-Effekt der wesentliche Instabilita¨tsmechanismus, der
Gravitationseffekt wurde vernachla¨ssigt. Alle drei Modelle wurden einem li-
nearen Vergleich unterzogen und es zeigte sich eine exzellente U¨bereinstim-
mung. Fu¨r das Modell 3 konnte durch numerische Integration der vollen
nichtlinearen Gleichungen gezeigt werden, dass durch große Biot-Zahlen ein
U¨bergang hexagonale-quadratische-zeitabha¨ngige Muster bei Vergro¨ßerung
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des Kontrollparameters ε beobachtbar ist. Die Verschiebung dieser U¨ber-
ga¨nge zu kleineren ε wird allein durch die große Biot-Zahl, und damit durch
Verdampfung, verursacht. Daru¨ber hinaus konnte aus der nichtlinearen Inte-
gration eine mittlere Wellenla¨nge bestimmt werden. Es hat sich gezeigt, dass
bei Vergro¨ßerung des Kontrollparameters zuerst ein Anwachsen und bei noch
gro¨ßerem ε ein Absinken der mittleren Wellenzahl stattfindet. Dieser Effekt
tritt nur bei großer Biot-Zahl zu Tage. Die gefundenen Muster der Tem-
peraturverteilung an der Grenzfla¨che im zeitabha¨ngigen Bereich stimmen
erstaunlich gut mit den Messungen von Saylor & al. [117] u¨berein. Eine
qualitative Koinzidenz des U¨bergangs zeitabha¨ngig-Quadrate-Hexagone bei
Erniedrigung des Kontrollparameters mit den Experimenten von Mancini
und Maza [74] ist offensichtlich. Quantitative Auswertungen stehen aber
noch aus.
Fu¨r sehr du¨nne Zweischicht-Systeme spielen Deformationen der Grenzfla¨-
che die entscheidende Rolle. In Kapitel 6 wurde die Evolutionsgleichung
der Grenzfla¨che in Schmiermittelna¨herung nullter Ordnung aus den Grund-
gleichungen abgeleitet. Die sehr allgemeine Form dieser Gleichung erlaubt
die Verwendung beliebiger Volumen- und Grenzfla¨chenkra¨fte in der entspre-
chenden Ordnung. Es zeigte sich, dass die Mobilita¨ten Q1 (fu¨r Volumen-
und normale Grenzfla¨chenkra¨fte) und Q2 (fu¨r tangentiale Grenzfla¨chenkra¨f-
te) komplizierte Funktionen in h sind. Daru¨ber hinaus sind beide Mobilita¨-
ten Funktionen eines Materialparameters des Systems, dem Verha¨ltnis der
Viskosita¨ten µ, und keine monotonen Funktionen der Grenzfla¨chenposition
h. Q1 und Q2 gehen an den vertikalen Begrenzungen gegen Null. Wa¨hrend
Q1 eine nichtnegative Funktion in h ist, besitzt Q2 einen Nulldurchgang,
welcher einen entscheidenden Einfluss auf die Evolution des Systems hat:
Tangentiale Grenzfla¨chenkra¨fte, wie der verwendete Marangoni-Effekt, ko¨n-
nen sowohl stabilisierend als auch destabilisierend wirken allein durch A¨n-
derung der totalen Systemdicke d oder des Verha¨ltnisses der Viskosita¨ten
µ. In dieser Arbeit wurde im Wesentlichen der destabilisierende Einfluss
von Gravitationskra¨ften und des Marangoni-Effekts untersucht. Abstoßende
London-van-der-Waals-Kra¨fte hinderten die Grenzfla¨che lediglich am Auf-
reißen in der Na¨he der oberen oder unteren horizontalen Begrenzungsplatte.
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Es konnte gezeigt werden, dass fu¨r diese Kra¨fte eine analytische Formulie-
rung durch ein Lyapunovfunktional mo¨glich ist. Diese Energieformulierung
zeigt, dass das System monoton fu¨r t→∞ in sein Energieminimum la¨uft und
ein stationa¨rer Endzustand erreicht wird. Weiterhin erlaubt die Lyapunov-
formulierung eine Maxwellkonstruktion, was Aussagen u¨ber die stationa¨ren
Zusta¨nde fu¨r t→∞ ermo¨glicht. So kann vorhergesagt werden, ob ein Loch,
Tropfen oder Front als Endzustand resultiert. Diese analytischen Aussagen
sind voll und ganz durch numerische Integration der Evolutionsgleichung be-
sta¨tigt worden. Schließlich ko¨nnen mit dieser Energiefunktionalformulierung
metastabile Zusta¨nde aufgedeckt werden. Es wurden zum ersten Mal volle
3D-Simulationen eines Zweischicht-Systems in Schmiermittelna¨herung vor-
gestellt. Es zeigte sich, dass ein linearer Kurzzeitbereich und ein nichtlinearer
Langzeitbereich klar unterschieden werden kann. An diesem U¨bergang konn-
te bei bestimmter Parameterwahl ein abruptes Anwachsen einzelner linearer
Strukturen (Lo¨cher) beobachtet werden. Dieses Verhalten ist direkt mit dem
nichtmonotonen Verlauf der Mobilita¨ten korreliert. Diese Simulationen er-
mo¨glichten daru¨ber hinaus die Extraktion des Langzeitskalierungskoeffizien-
ten β˜ der mittleren Wellenzahl. Es zeigte sich, dass dieser Saklierungskoeffi-
zient bei tangentialen Grenzfla¨chenkra¨ften (Marangoni-Effekt) allein durch
A¨nderung der Systemdicke (und damit des Verha¨ltnisses der Schichtdicken)
gea¨ndert werden kann. Im Gegensatz dazu stehen die hier verwendeten nor-
malen Grenzfla¨chenkra¨fte (Gravitation), welche keinen Einfluss auf das Ska-
lierungsverhalten gezeigt haben. Ist eines der beiden Fluide ein Gas (d.h.
kleine dynamische Viskosita¨t), so folgen durch passende Grenzwertbildung
die hinla¨nglich untersuchten Einschicht-Gleichungen. Dies wurde anhand des
experimentell von Burgess & al. [30] untersuchten Systems demonstriert.
Volle 3D-Simulationen mit kleiner lateraler Systemla¨nge lieferten schließlich
einen Erkla¨rungsansatz fu¨r das Absinken der Stabilita¨tsschwelle in diesen
Experimenten.
Vom anwendungsbezogenen Blickpunkt ist diese allgemeine Evolutionsglei-
chung der Grenzfla¨che sicherlich das wichtigste Ergebnis dieser Arbeit. So
werden in der Halbleitertechnik, Biomedizin und Mikroelektronik du¨nne
Flu¨ssigkeitsfilme zur Manipulation von gewu¨nschten Oberfla¨chenstrukturen
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verwendet. Da das hier abgeleitete Zweischicht-System durch die vertikalen
Begrenzungen einen in jedem Raumpunkt physikalisch wohldefinierten Zu-
stand hat, ist es offensichtlich, dass es das geeignetere System fu¨r nichtlinea-
re Vergleiche mit experimentellen Untersuchungen ist als die entsprechen-
de Einschicht-Evolutionsgleichung. Obwohl die hier abgeleitete Zweischicht-
Gleichung wesentlich komplexere Mobilita¨tsfunktionen hat, ko¨nnen dennoch
alle mathematischen Standardverfahren (Lineare Stabilita¨tsanalyse, Max-
wellkonstruktion) mit nur leicht gro¨ßerem Aufwand durchgefu¨hrt werden.
Als Aufgaben fu¨r die Zukunft bleibt die Untersuchung anderer Kra¨fte (elek-
trische und magnetische Kra¨fte, heterogene Substrate, etc.) und ein tieferer
Einblick auf die im Anhang ausfu¨hrlich diskutierte ”Vorticityfunktion“, da
diese offensichtlich zu einer, wenn auch nicht grundlegend, anderen Zeitdy-
namik (aber nicht zu einem anderen stationa¨ren Endzustand) fu¨hrt.
Fu¨r die Numerik der gesamten Arbeit wurde ausschließlich freie kostenlos
erha¨ltliche Software unter Linux verwendet: Das lineare Algebra Packet LA-
PACK, die FFT von Fftw und die compaq extended math library (kostenlos,
falls eine ALPHA Workstation gekauft wird), die Grafikpackete PGPLOT,
XmGrace und OpenGL. Die Standard C++ compiler (gnu g++ und com-
paq cxx) sind ebenfalls frei erha¨ltlich. Alle numerischen Rechnungen wurden
auf ALPHA-Workstations durchgefu¨hrt, aber jedes Programm la¨uft auch auf
handelsu¨blichen PC’s. Sa¨mtliche Ergebnisse ko¨nnen also jederzeit (und prin-
zipiell von jedermann) ohne Kostenaufwand fu¨r Spezialsoftware und High-
end Computern reproduziert werden.

Anhang A
Welander-System: Marginale
Wurzeln
Unter der Annahme einer monotonen Instabilita¨t kann das lineare Problem
der Antikonvektion an der Schwelle (χ = 0) allein durch die Eigenfunktionen
der vertikalen Geschwindigkeiten dargestellt werden (siehe z.B. Chandra-
sekhar [31] fu¨r die Rayleigh-Be´nard-Konvektion in Einschicht-Systemen).
Die Temperatur wird eliminiert und das generalisierte Eigenwertproblem aus
(3.6) fu¨r die Eigenfunktionen Xm reduziert sich auf die Eigenfunktionen der
vertikalen Geschwindigkeitskomponenten ϕm:
(∂2z − k2)3ϕ1 = −Rcβ1k2ϕ1 (A.1a)
(∂2z − k2)3ϕ2 = −Rcβ1k2c4ϕ2. (A.1b)
Die Anschlussbedingungen an der Grenzfla¨che haben dann die Form
ϕ1 = 0 (A.2a)
ϕ2 = 0 (A.2b)
∂zϕ1 = ∂zϕ2 (A.2c)
∂2zϕ1 = c1∂
2
zϕ2 (A.2d)
(∂2z − k2)2ϕ1 = c2(∂2z − k2)2ϕ2 (A.2e)
∂z(∂2z − k2)2ϕ1 = c3∂z(∂2z − k2)2ϕ2 (A.2f)
118 Welander-System: Marginale Wurzeln
mit den Abku¨rzungen
c1 = ρν, c2 =
ν
α
, c3 =
νλ
α
, c4 =
( α
νκλ
)1/3
. (A.3)
Die Randbedingungen fu¨r unendlich vertikal ausgedehnte Fluide (z → ∓∞
mit der Grenzfla¨che an der Stelle z = 0) sind
ϕ1 = 0 (fu¨r z → −∞) und ϕ2 = 0 (fu¨r z →∞). (A.4)
Mit dem Ansatz ϕm ∝ exp (r z) ko¨nnen die dritten Wurzeln der beiden
Gleichungen (A.1) analytisch berechnet werden. Da nur eine Heizung von
oben betrachtet wird, ist Rc < 0 und damit sind die Koeffizienten auf der
rechten Seite immer positiv. Somit ergeben die 6 Wurzeln
r1,2m = ±
√
k2 +Gm︸ ︷︷ ︸
s1m
(A.5a)
r3,4m = ±
1
2
√√
Z2m + 3G2m + Zm︸ ︷︷ ︸
s2m
∓i 1
2
√√
Z2m + 3G2m − Zm︸ ︷︷ ︸
s3m
(A.5b)
r5,6m = ±
1
2
√√
Z2m + 3G2m + Zm ± i
1
2
√√
Z2m + 3G2m − Zm (A.5c)
mit m = 1, 2 (Fluid 1,2), Zm = 2k2 + Gm, G1 = 3
√
−Rcβ1k2 und G2 =
c4
3
√
−Rcβ1k2 fu¨r das untere Fluid 1, respektive das obere Fluid 2.
In Abb. A.1 sind die Wurzeln in der Gaußschen Ebene gezeigt, wenn Gm >
2k2 ist, was im Folgenden gelten soll. Fu¨r vertikal unendlich ausgedehnte
Fluide kann jetzt ein analytischer Ausdruck fu¨r die marginale Rayleigh-
Zahl Rc berechnet werden [86]. Es wird die Grenzfla¨che an die Stelle z = 0
verschoben und ein Modenansatz gewa¨hlt. Da die Moden im Unendlichen
(z → ∓∞) abklingen sollen (siehe (A.4)), mu¨ssen nur drei Wurzeln pro Fluid
mitgenommen werden
ϕm = C1me
(−1)m+1r1mz + C2me
(−1)m+1r3mz + C3me
(−1)m+1r5mz. (A.6)
Diesen Ansatz eingesetzt in die 6 Grenzfla¨chenbedingungen (A.2) liefert ein
lineares, homogenes, algebraisches Gleichungsystem fu¨r die Amplituden C,
das nur nichttriviale Lo¨sungen hat, wenn die Determinante der resultieren-
den Matrix Null ist.
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Abbildung A.1: Wurzeln fu¨r Gm > 2k2. Fu¨r vertikal unendlich ausgedehnte
Schichten werden nur die drei Wurzeln mit < > 0 (durchgezogene Linien)
fu¨r Fluid 1, bzw. < < 0 (gestrichelte Linien) fu¨r Fluid 2 mitgenommen.
Die etwas aufwa¨ndige Rechnung liefert dann eine, schon von Welander
[138] abgeleitete, Gleichung einer Fla¨che 2.Ordnung im c1, c2, c3-Raum (Raum
aufgespannt von den Materialparameterfunktionen aus (A.3)). Diese Glei-
chung kann aber auch als quadratische Form der Real- und Imagina¨rteile
der entsprechenden Wurzeln interpretiert werden
~UT H ~U = 0 mit H =
 H1 H3
H3T H2
 (A.7)
als symmetrische Matrix, die nur von den Materialparametern abha¨ngt, und
~U = (s11 , s21 , s31 , s12 , s22 , s32)
T . Dabei haben die Untermatrizen die Form
H1 =

0 −h1 −
√
3h1
−h1 2h1 0
−√3h1 0 2h1
 , H2 = h4h1 ·H1,
H3 =
3
2

(
h2 − h3 − 481 h1h4h3
) (
h3 − h2 − 881 h1h4h3
)
−√3(h2 + h3)(
4
81
h1h4
h3
− h2 − 2h3
) (
h2 + 2h3 − 881 h1h4h3
) √
3(h2 − 2h3)√
3
(
−h2 − 481 h1h4h3
) √
3
(
h2 − 881 h1h4h3
)
3h2

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mit den Abku¨rzungen h1 = 92c
2
4c1c2, h2 = c
3
4c2c3 + c1, h3 = c4c2 und h4 =
9
2c4c3.
Es ko¨nnen jetzt die Produkte der Real- und Imagina¨rteile der Wurzeln ent-
wickelt werden. Insgesamt sind in der quadratischen Form (A.7) 17 Produkte
der Real- und Imagina¨rteile der Wurzeln zu beru¨cksichtigen. Es sollen exem-
plarisch nur 2 Entwicklungen explizit gezeigt werden (mit G = G1 · k3/2 =
3
√−Rcβ1):
s11s21 =
1
2
Gk2/3 + 1
2
k2 +
3
16G k
10/3 +O(k14/3)
...
...
...
...
...
s11s32 =
√
3c4
2
Gk2/3 +
√
3(c4 − 1)
4
√
c4
k2 −
√
3(c4 + 2)
16
√
c4G k
10/3 +O(k14/3)
...
...
...
...
... (A.8)
Es sei bemerkt, dass die Koeffizienten der k2-Terme alle unabha¨ngig von
G und damit unabha¨ngig von Rc sind. Die Koeffizienten der k10/3-Terme
zeigen immer eine 1/G Abha¨ngigkeit und die Koeffizienten der k2/3-Terme
sind proportional zu G. In Abb. A.2 sind die original und die entwickelten
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Abbildung A.2: Fehlerbetrachtung der Entwicklung der Produkte der Wur-
zeln. Links: in Abha¨ngigkeit von k fu¨r R = −1000. Rechts: in Abha¨ngigkeit
von R fu¨r k = 5. Die hier untersuchten Systeme haben immer ein kleineres
k und einen gro¨ßeren Absolutwert |R|.
Produkte (aus (A.8)) fu¨r verschiedene k- und R-Werte geplottet (mit dem
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Quecksilber-Wasser-System aus Anhang E.2, Parametersatz 2 und d = 1).
Es ist ersichtlich, dass fu¨r große Absolutwerte von R und kleine Wellenzahlen
k (was hier immer erfu¨llt ist) die Entwicklung eine nahezu perfekte U¨ber-
einstimmung mit den Produkten selbst hat. Dies gilt auch fu¨r alle anderen
entwickelten Produkte.
Werden die Entwicklungen (A.8) in die quadratische Form (A.7) eingesetzt
und G ru¨cksubstituiert, dann resultiert nach einer kleinen, feinen Rechnung
letztendlich die marginale Rayleigh-Zahl
Rc = −
(
A2 ±
√
A22 − 4A1A3
2A1β
1/3
1
)3
· k4 (A.9)
mit den nur von Materialparametern abha¨ngigen Gro¨ßen
A1 = 4c24
[
c2c3c
3
4 − 4c1c3c24 − 3(c1c2 + c3)c3/24 − 4c2c4 + c1
]
A2 = 4c4
[
c2c3c
4
4 + c3(c2 − c1)c34 + 3c1c2c5/24 + 2(c2 + c1c3)c24 + 3c3c3/24 +
(c1 − c2)c4 + c1
]
A3 = c2c3c54 + 2c3(c1 + 2c2)c
4
4 + 9c1c2c
7/2
4 + (c2c3 − c2 + 2c1c3)c34 +
(c1 − c1c3 + 2c2)c24 + 9c3c3/24 + 2(c2 + 2c1)c4 + c1.
Ein weiteres, eher akademisches Resultat liefert eine Hauptachsentransfor-
mation der quadratischen Form (A.7) mit Ru¨cksubstitution der Materialpa-
rameter (A.3) auf
6
5
ν2ρ2κ2
( α
νλκ
)4/3 (
(1 +
√
5) · s˜211 + (1−
√
5) · s˜221 + 2s˜231
)
= (ρκα−1)2·s˜212 ,
d.h. im Allgemeinen sind zwei Eigenwerte negativ, zwei positiv und zwei
Null. Dies entspricht einem einschaligen Hyberboloid im resultierenden trans-
formierten (s˜11 , s˜21 , s˜31 , s˜12)-Raum, welches fu¨r den Fall ρ = 1/(ακ) zu einem
Kegel entartet.

Anhang B
Meanflow
B.1 Herleitung und Gleichung
Die Herleitung der Evolutionsgleichung (6.12) in 3D erfolgt analog bis zur
Gleichung (6.11). Diese hat in 3D die Form
div2 ~S = ∂xSx + ∂ySy = 0 (B.1)
mit der zweidimensionalen Divergenz div2 = (∂x, ∂y, 0) und dem Gesamtfluss
~S,
Sx =
∫ h
0
dz ux1︸ ︷︷ ︸
S1x
+
∫ d
h
dz ux2︸ ︷︷ ︸
S2x
und Sy =
∫ h
0
dz uy1︸ ︷︷ ︸
S1y
+
∫ d
h
dz uy2︸ ︷︷ ︸
S2y
. (B.2)
uyk sind die y-Komponenten der Geschwindigkeiten. Die Divergenzfreiheit
des Gesamtflusses (B.1) ist die mathematische Formulierung der Massener-
haltung und der vertikalen Beschra¨nkung (0 ≤ h ≤ d) des Systems. Es sei
bemerkt, dass die weitreichend untersuchten Einschicht-Systeme keine ver-
tikale Beschra¨nkung zeigen (mathematisch kann der Fall h→∞ eintreten)
und damit kein Meanflow resultiert. Zum qualitativen Versta¨ndnis kann die
Relation (B.1) ohne symmetriebrechende Effekte (z.B. geneigtes System) als
~S1 + ~S2 = ~V (B.3)
dargestellt werden, mit dem Gesamtfluss ~S1 = (S1x , S1y) des unteren Fluids,
dem Gesamtfluss ~S2 = (S2x , S2y) des oberen Fluids und einem Vektor ~V =
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rot(f~ez) (siehe unten). Im 2D-Fall (Sy = 0) zeigt sich, dass ~V = 0 und da-
mit der Fluss im unteren Fluid durch den entsprechenden entgegengesetzten
Fluss im oberen Fluid kompensiert wird. Im 3D-Fall ist aber im Allgemei-
nen der Gesamtfluss des oberen Fluids ~S2 nicht gleich dem negativen des
Gesamtflusses des unteren Fluids ~S1. Im Extremfall kann ein Fluss im un-
teren Fluid in x-Richtung auch allein durch einen Fluss im oberen Fluid
in y-Richtung kompensiert werden, was durch den zusa¨tzlichen Vektor ~V
(Rotationsfeld) bedingt ist und damit zu einem modifizierten dynamischen
Verhalten fu¨hrt.
Zur quantitativen Untersuchung werden die Geschwindigkeiten durch (6.9)
substituiert (uyk ergeben sich durch Substitution von ∂x → ∂y und Tx → Ty)
und die Integrationen in (B.2) durchgefu¨hrt. Es resultiert
∇2
[
A(h)
(
∇2P˜1 − F1(h)∇2 (N + Φ)− F2(h)~T
)]
= 0 (B.4)
mit
A(h) = −(d− h)
4 + hµ(h3(µ− 2) + 4dh2 − 6d2h+ 4d3)
12µ(h(µ− 1) + d) (B.5a)
F1(h) = 3
h2(d− h)2 + 4Q1(h) (h(µ− 1) + d)
h2(4d2 + µh2 − (d+ h)2) (B.5b)
F2(h) = 6
h2(d− h) + 2Q2(h) (h(µ− 1) + d)
h2(4d2 + µh2 − (d+ h)2) . (B.5c)
Im Zweidimensionalen konnte (B.4) (siehe auch (6.11)) einmal in x-Richtung
integriert werden und es folgte Sx = 0 (oder Sx = const., falls das System
z.B. geneigt ist). In 3D kann P˜1 (bzw. ∇2P˜1) nur numerisch aus (B.4) erhal-
ten werden. (B.4) ist aber identisch zu (siehe (B.3))
1
A(h)
rot(f ~ez) = ∇2P˜1 − F1(h)∇2 (N + Φ)− F2(h)~T (B.6)
mit rot(f ~ez) = (∂yf,−∂xf, 0) und f als ”Vorticityfunktion“. Wird (B.6)
nach ∇2P˜1 aufgelo¨st und ∇2P˜1 im 3D-Analogon der tangentialen Geschwin-
digkeiten substituiert (6.9), so resultiert, entsprechend der Vorgehensweise
in Kapitel 6, die Evolutionsgleichung (B.7a). Nochmalige Anwendung der
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Rotation auf (B.6) liefert die Bestimmungsgleichung fu¨r f (B.7b).
∂th = ∇2
[
Q1∇2(N + Φ) +Q2~T
]
+∇2 [Q3 rot(f~ez)] (B.7a)
− 1
A
42f = ∂h1
A
rot(h~ez)rot(f~ez) + ∂hQ3 rot(h~ez)∇2(N + Φ)
+∂hF2 rot(h~ez)~T + F2 rot(~T )~ez (B.7b)
mit der Schreibweise rot(~T ) = rot (Tx, Ty, 0) und der dritten Mobilita¨t
Q3(h) = F1(h)− 1 und ∂hQ3(h) = ∂hF1(h). (B.8)
Zusa¨tzliche ”Vorticity“-Felder sind bei kurzwelligen Konvektionsinstabilita¨-
ten nahe der Schwelle bekannt und bewirken eine Symmetriebrechung in
Form einer zeitlichen Rotation von Rollen oder Spiralenbildung bei kleinen
Prandtl-Zahlen (d.h. Gasen) [13, 104, 123, 124]. In Langwellenna¨herung ist
die zusa¨tzliche Meanflowgleichung nicht durch die Prandtl-Zahl verursacht
(siehe Na¨herungsverfahren von (6.5) zu (6.6)). Dies und die Zeitunabha¨ngig-
keit der zusa¨tzlichen Meanflowgleichung (DGL ohne Ableitungen nach der
Zeit) fu¨hrt nur zu lokalen Flu¨ssen und hat keine globalen Auswirkungen wie
z.B. einer Rotation des gesamten Systems.
Es sei bemerkt, dass der ”Kontinuita¨ts“-charakter von ∂th erhalten bleibt,
da Gleichung (B.7b) prinzipiell nach f aufgelo¨st werden kann (wenn auch
nicht analytisch) und somit die Evolution des Systems allein durch (B.7a)
beschrieben wird.
Wird der Grenzwert von (B.7) fu¨r Einschicht-Systeme gebildet (d.h. µ→ 0
oder d → ∞), dann streben 1/A → 0 und ∂h(1/A) → 0, d.h. der Ro-
tationsanteil verschwindet, und Gleichung (B.6) spiegelt lediglich die her-
ko¨mmliche Druckbedingung fu¨r Einschicht-Systeme [96] wider (limµ→0 F1 =
limd→∞ F1 = 1 und limµ→0 F2 = limd→∞ F2 = 0). Es wird unten gezeigt,
dass auch fu¨r sehr du¨nne obere Schichtdicken oder fu¨r sehr große Verha¨lt-
nisse der Viskosita¨ten µ = µ2/µ1 der Einfluss dieses Rotationsfeldes wieder
klein wird. Der Meanflow wird somit nur fu¨r moderate µ und d wichtig.
Werden N , Φ und ~T durch die in dieser Arbeit verwendeten Kra¨fte ersetzt,
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dann vereinfacht sich (B.7b) zu
1
A
42f + ∂h1
A
rot(h~ez)rot(f~ez) =
1
C
∂hQ3 rot(h~ez) · ∇2(42h)
=
1
C
∂hQ3 [∇2(42h)×∇2h]z . (B.9)
B.2 Einfluss der
”
Vorticity“ f
Neben der Grenzfla¨chenfunktion h bestimmen die Mobilita¨t Q3(h) und die
Funktion 1/A(h) die ”Vorticityfunktion“ f . Im Intervall h =]0, d[ gilt fu¨r
diese:
(1) Q3(h) ist eine nichtpositive monoton fallende Funktion in hmitQ3(0) =
0 und Q3(d) = −1.
(2) ∂hQ3(h) ist eine nichtpositive Funktion mit ∂hQ3(h) = 0 fu¨r h → 0
oder h→ d.
(3) 1/A(h) ist eine negative monoton steigende (fallende) Funktion in h
fu¨r µ > 1 (µ < 1). An den Intervallgrenzen gilt 1/A(0) = −12µ/d3
und 1/A(d) = −12/d3. 1/A(h) besitzt einen Wendepunkt.
Unter Beru¨cksichtigung der Punkte (1)-(3) ist die ”Wirkungsrichtung“ des
Meanflows durch die verwendeten Fluidparameter festgelegt und die geome-
trische Form der Grenzfla¨chendeformation bestimmt im Wesentlichen den
Einfluss von f auf die Zeitentwicklung. Die Grenzwertbildung µ→ 0, µ→∞
oder d→∞ liefert ∂hQ3(h) = 0 und zeigt, dass dann die ”Vorticityfunktion“
f keinen Einfluss auf die Evolution des Systems hat (siehe (B.7a)).
Wirken u¨berhaupt keine Kra¨fte, dann ist die rechte Seite von (B.9) null
und aus physikalischen Gru¨nden muss dann f = 0 sein. Bei ”Einschalten“
der Kra¨fte zeigt (B.9), dass allein die Oberfla¨chenspannung fu¨r das Auftre-
ten des Rotationsanteils verantwortlich ist. Unter Verwendung von ebenen
Polarkoordinaten (r, φ) liefert eine zentralsymmetrische Grenzfla¨chendefor-
mation (h = h(r)), dass die rechte Seite von Gleichung (B.9) null ist und
damit folgt, dass auch f = 0 sein muss.
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Im Folgenden soll die Auswirkung einer Brechung der Radialsymmetrie un-
tersucht werden. Dazu wird einer radialsymmetrischen Grenzfla¨chendefor-
mation eine Winkelabha¨ngigkeit auferlegt
h = h(r, φ) = h(r) cos(aφ) ≈ h(r)
(
1− 1
2
aφ2
)
. (B.10)
Als Ansatz fu¨r die ”Vorticity“ wird
f = b · φ2 + c · r (B.11)
gewa¨hlt. Das Quadrat von φ wird beno¨tigt, um aus (B.9) bei radialsymme-
trischem Grenzfla¨chenverlauf b = 0 zu erhalten. Einsetzen von (B.10) und
(B.11) in (B.9) liefert in ebenen Polarkoordinaten
1
A
(
c
r
+ 2
b
r2
)
+ ∂h
1
A
(
c∂rh− ab 2
r2
h(r)φ2
)
=
1
C
∂hQ3rot(h~ez)∇242h
(B.12)
mit
rot(h~ez)∇24h = 1
r
(∂φh ∂r42h− ∂rh ∂φ42h)
und dem Laplaceoperator 42 in ebenen Polarkoordinaten (siehe [28]). Um
eine analytische Untersuchung durchfu¨hren zu ko¨nnen, wird die ”Vorticity-
funktion“ als reine Radial- oder Winkelfunktion betrachtet. Das heißt, es
werden zwei Fa¨lle unterschieden und es ergibt sich jeweils aus (B.12):
I.) Reine Winkelsto¨rung: f = b · φ2 (c = 0)
b =
∂hQ3(h)
C
(
2
A − ∂h1A 2ah(r)φ2
)r2 rot(h~ez)∇242h (B.13a)
II.) Reine Radialsto¨rung: f = c · r (b = 0)
c =
∂hQ3(h)
C
(
1
A + ∂h
1
A r∂rh
)r rot(h~ez)∇242h (B.13b)
Die Evolutionsgleichung fu¨r h (Gleichung (B.7a)) kann dann in der Form
I.) ∂th = H0 + ∂hQ3 bφ
2
r
∂rh︸ ︷︷ ︸
STI
(B.14a)
II.) ∂th = H0 − ∂hQ3 c1
r
∂φh︸ ︷︷ ︸
STII
(B.14b)
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dargestellt werden. H0 gibt den ”rot(f~ez)-freien“ Teil der Evolutionsglei-
chung wieder. Bei ausschließlicher Beru¨cksichtigung der Oberfla¨chenspan-
nung ergibt sich
H0 = − 1
C
Q1422h−
1
C
∂hQ1∇2h∇242h. (B.15)
Als quantitatives Beispiel wird ein modifiziertes Gaußsches Zentralfeld fu¨r
die Grenzfla¨chendeformation verwendet
h(r) =
1
2
· e−r2/30 ·
(
1
4
r
)4
. (B.16)
Der r4-Faktor dient zur Vermeidung von Singularita¨ten bei r = 0 in den
Ableitungen von h = h(r, φ). Damit folgt dann fu¨r die untersuchte Funktion
h =
1
2
· e−r2/30 ·
(
1
4
r
)4(
1− 1
2
aφ2
)
. (B.17)
Abb. B.1 zeigt ∂th fu¨r die drei Fa¨lle (f = 0, f = b · φ2 und f = c · r)
bei verschiedenen d und µ. Wie oben gezeigt, kann der Rotationsanteil ver-
nachla¨ssigt werden fu¨r µ → 0 oder d → ∞. Durch Vertauschen der beiden
Fluide und entsprechende Modifikation der Kra¨fte folgt, dass der Rotati-
onsanteil auch fu¨r µ → ∞ oder d → 1 vernachla¨ssigbar wird. Fu¨r den Fall
-20 -10 0 10 20
r
-0.8
-0.4
0
0.4
0.8
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r
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-0.4
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0.4
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Abbildung B.1: h(r) (gestrichelte Linie) und resultierendes ∂th fu¨r f = 0
(schwarz), f = b ·φ2 (rot) und f = c · r (blau) mit φ = 1 und a = 0.5. Links:
d = 10, µ = 0.1, und C = 6 · 10−3. Rechts: d = 2, µ = 1.1, und C = 3 · 10−3.
nicht zu kleiner oberer Schichtdicken und einem kleinen Verha¨ltnis µ (linkes
Bild), zeigt sich, dass das Rotationsfeld keinen Beitrag zur Evolution des
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Systems liefert (Kurven liegen u¨bereinander). Werden nun µ vergro¨ßert und
d verkleinert, so nimmt rot(f~ez) einen merklichen Einfluss auf die Evoluti-
onsgleichung. Aber wie im rechten Bild von Abb. B.1 ersichtlich, wirkt f in
die gleiche Richtung wie die Oberfla¨chenspannung selbst (H0-Term). Wei-
terhin ko¨nnen zusa¨tzliche Kra¨fte (Gravitation, Marangoni-Effekt) einen um
Gro¨ßenordnungen sta¨rkeren Beitrag liefern, was auch hier eine Vernachla¨s-
sigung von f rechtfertigen kann. Schließlich hat sich fu¨r alle in dieser Arbeit
untersuchten Zweischicht-Systeme numerisch gezeigt, dass das Rotationsfeld
nur einen Einfluss auf das Langzeitverhalten hat. Im Wesentlichen wird das
”Coarsening“ beschleunigt, aber die Gro¨ßenordnung aller in dieser Arbeit
erhaltenen Skalierungskoeffizienten β˜ bleibt erhalten. Das soll anhand einer
Simulation gezeigt werden, bei der µ und d in einem Bereich liegen, so dass
die ”Vorticity“ in der Evolutionsgleichung ”sichtbar“ wird. Es wird µ = 0.8
und d = 1.6 gewa¨hlt, was einen a¨hnlichen Verlauf wie im rechten Bild von
Abb. B.1 ergibt.
Offensichtlich ist es bei Beru¨cksichtigung von f nicht mehr mo¨glich ein Ener-
giefunktional (6.36) zu definieren. Es ist jedoch bekannt, dass das ”Coarse-
ning“ u¨ber Energieplateaus von statten geht [130]. Dabei verschwindet von
Plateau zu Plateau eine Struktur (Tropfen, Loch) und auf dem Plateau bildet
sich ein quasistationa¨rer Zustand aus, in dem der Oberfla¨chenspannungsterm
die Strukturen radialsymmetrisch formt. Im Folgenden wird dieser Prozess
Symmetrisierung genannt. Da f eine Symmetrisierung bewirkt, ist das Ener-
giefunktional zumindest auf den Energieplateaus definiert. Somit kann der
Einfluss der ”Vorticity“ auch im zeitlichen Energieverlauf untersucht werden.
Dies soll im Folgenden durch numerische Simulationen besta¨tigt werden.
Abb. B.2 zeigt den Verlauf der mittleren Wellenzahl 〈k〉 (definiert in (6.41))
und der Energie E in der Zeit. Die dicken Linien sind u¨ber 30 Runs (mit ver-
schiedenen Anfangsbedingungen) gemittelte Funktionen. Da sich aufgrund
der kleinen Systemla¨nge (Lx = Ly = 25) nur vier Lo¨cher am Beginn der
nichtlinearen Entwicklung bilden, ergibt die Mittelung von 〈k〉 keine glatte
Funktion, aber es ist das schnellere ”Coarsening“ bei Beru¨cksichtigung von
f sichtbar (bei 100 < t < 2000). Dieses schnellere ”Coarsening“ spiegelt
sich auch im Energieverlauf wider. Ein einzelner Run mit gleichen Anfangs-
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Abbildung B.2: 〈k〉 und E versus der Zeit fu¨r RT instabiles System mit
(rot) und ohne (blau) ”Vorticityfunktion“ f . µ = 0.8, d = 1.6, ρ = 1.8282,
C = 1/20, G = 20, H1 = H2 = 0.01, Lx = Ly = 25, ∆t = 0.1 und einer
Auflo¨sung von ∆x = ∆y = 0.5. Dicke Linien repra¨sentieren Mittelungen
u¨ber 30 Runs. Du¨nne Linien sind Einzelruns.
bedingungen zeigt sowohl mit (du¨nne rote Linie) als auch ohne f (du¨nne
blaue Linie) ein Verweilen auf quasistationa¨ren Energieplateaus (”k-Loch-
Zusta¨nde“). Die einzelnen Plateaus entsprechen dabei Zusta¨nden mit 4, 3, 2
Lo¨chern oder einem Loch, welche bei den Einzelruns immer exakt erreicht
werden. Durch die Mittelung sind diese Zusta¨nde nur noch zu erahnen.
Die Konturplots der Grenzfla¨che der zwei Simulationen mit und ohne f bei
gleichen Anfangsbedingungen sind in Abb. B.3 gezeigt. Der U¨bergang vom
”4-Loch-Zustand“ in den ”2-Loch-Zustand“ erfolgt sowohl mit als auch ohne
f durch das Zusammenwachsen von zwei Lo¨chern (a) und anschließendem
Verschmelzen eines dritten Lochs (nicht gezeigt). Ohne f werden durch die
Oberfla¨chenspannung die verbleibenden Lo¨cher symmetrisiert.
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Abbildung B.3: Gegenu¨berstellung der Grenzfla¨chenkonturplots beim ”Coar-
sening“ mit und ohne ”Vorticity“ f . Die Konturplots der Grenzfla¨che sind
zwischen 0 < h < 1.6, das Feld f ist immer im Bereich −0.27 < f < 0.27
dargestellt. Die Zusta¨nde ko¨nnen auch in Abb. B.2 abgelesen werden.
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Dann verschwindet das verbleibende kleine Loch bei gleichzeitiger Vergro¨ßer-
ung des großen Loches (von (b) nach (c)). Der Einfluss von f wird hier
deutlich, da die ”Vorticity“ so stark ist, dass diese Symmetrisierung nicht im
”2-Loch-Zustand“ stattfindet, sondern ein direkter U¨bergang durch weiteres
Verschmelzen in den stationa¨ren ”1-Loch-Endzustand“ stattfindet (erst hier
wird die Struktur dann symmetrisiert). Die Konturplots der ”Vorticityfunk-
tion“ f zeigen, dass die Wirkung von f (bzw. rot(f~ez)) an den symmetrie-
gesto¨rten Positionen (Eindellungen) am Sta¨rksten ist.
Als Abschluss der Meanflowbetrachtung soll anhand einer Simulation noch
kurz die gea¨nderte Dynamik im nichtlinearen Bereich und nochmals das
schnellere ”Coarsening“-Verhalten gezeigt werden.
10 100 1000 10000
t
0.2
0.4
0.5
<k>
ohne Vorticity
mit Vorticity
Coarsening-Wechsel (b)
(a)
Abbildung B.4: 〈k〉 in Abha¨ngigkeit der Zeit fu¨r RT instabiles System mit
Parametern aus Parametersatz 1 (Mittelung u¨ber jeweils 10 Runs), d = 3,
H1 = H2 = 0.01, ∆t = 0.1 Lx = Ly = 100 und einer Auflo¨sung von
∆x = ∆y = 1.33. (a) ohne Meanflow (gru¨n). (b) unter Beru¨cksichtigung
des Meanflows (rot).
Dazu wird die RT-Simulation aus Unterkapitel 6.3.3.1 der Simulation unter
Beru¨cksichtigung des ”Vorticity“-Feldes f gegenu¨bergestellt, um das schnel-
lere ”Coarsening“-Verhalten zu demonstrieren (mit einer kleineren System-
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la¨nge Lx = Ly = 75).
Abb. B.4 zeigt die mittlere Wellenzahl 〈k〉 in Abha¨ngigkeit von der Zeit t
(vgl. mit Abb. 6.6 (schwarze Linie) auf Seite 95). Dabei wurde jeweils u¨ber
10 Runs gemittelt. Ein schnelleres ”Coarsening“-Verhalten mit ”Vorticity“ f
ist im Bereich 100 < t < 1000 (rote Kurve) deutlich sichtbar. Es ist noch
der Punkt des ”Coarsening“-Wechsels angedeutet, was dem U¨bergang vom
”Translationscoarsening“ zum ”Volumentransfercoarsening“ entspricht (siehe
auch [83]). Im Translationsbereich findet das ”Coarsening“ durch Zusam-
menwachsen zweier Tropfen zu einem gro¨ßeren Tropfen statt (t < 1000). Im
Volumentransferbereich wird ein Tropfen kleiner und kleiner bis er schließ-
lich ganz verschwunden ist (t > 1000). Sein freiwerdendes Volumen wird
auf die anderen verbleibenden Tropfen verteilt. Offensichtlich erfolgt das
”Coarsening“ im Translationsbereich durch unsymmetrische Strukturkonfi-
gurationen, was eine Beschleunigung durch die dann auftretende und ein-
flussnehmende ”Vorticity“ f erkla¨rt. Im Volumentransferbereich bleiben die
Strukturen mehr oder weniger symmetrisch und damit wird der Einfluss
der ”Vorticity“ vernachla¨ssigbar (”Coarsening“ ist in etwa gleich). Es sei er-
wa¨hnt, dass dies erste Ergebnisse sind und obige Aussage u¨ber den Einfluss
der ”Vorticity“ f auf die zwei ”Coarseningmoden“ in zuku¨nftigen Untersu-
chungen sowohl analytisch als auch numerisch noch genauer zu pru¨fen ist.

Anhang C
Hamaker-Konstanten
Es soll hier die prinzipielle Vorgehensweise demonstriert werden, um die
van-der-Waals Wechselwirkung zwischen Grenzfla¨che und Substrat in sehr
du¨nnen Fluidschichten (. 500nm) zu berechnen.
Die quantenmechanische Berechnung der van-der-Waals Wechselwirkungs-
energie zweier unpolarer Moleku¨le in einem Medium mit der frequenzab-
ha¨ngigen Permittivita¨t ε(1)r und einem Abstand h liefert [78, 79]
U(h) =
−3~
pih6
∞∫
0
dω
α1(iω)α2(iω)(
ε
(1)
r (iω)
)2 , (C.1)
wobei α die Polarisierbarkeit des entsprechenden Moleku¨ls, ω die Frequenz
und ~ das Plancksche Wirkungsquantum beschreiben. Die resultierende Kraft
ist dann
F (h) =
∂
∂h
U =
18~
pih7
∞∫
0
dω
α1(iω)α2(iω)(
ε
(1)
r (iω)
)2 . (C.2)
Dabei werden nur nichtretardierte Kra¨fte beru¨cksichtigt, was fu¨r Schicht-
dicken h & 100nm eine gu¨ltige Na¨herung ist und in diesem Themengebiet
im Allgemeinen auch fu¨r h < 100nm verwendet wird [107].
Die elektronische mikroskopische Struktur eines (unpolaren) Moleku¨ls er-
laubt eine Polarisierung durch zufa¨llige Fluktuationen der Ladungsvertei-
lung im Moleku¨l selbst. Solche Fluktuationen in Fluid 2 fu¨hren zu einer
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Abbildung C.1: Elektrische Felder und Skizze zur Integration zur Bestim-
mung der Kraft pro Einheitsfla¨che (und damit der Hamaker-Konstanten) in
Abha¨ngigkeit von h.
Oberfla¨chenladung σ an der Grenzfla¨che (siehe Abb. C.1), was ein vertikales
elektrisches Feld
E =
σ
2ε0ε
(1)
r
(C.3)
in Fluid 1 erzeugt. Dabei ist ε0 die elektrische Feldkonstante und ε
(1)
r die
Permittivita¨tszahl von Fluid 1. Damit kann mithilfe der Spiegelladungsme-
thode das am Substrat reflektierte Feld zu
Eref =
ε
(S)
r − ε(1)r
ε
(S)
r + ε
(1)
r
E (C.4)
berechnet werden. Die Ladungsdichte σ fu¨hrt zu einer Oberfla¨chenladungs-
dichte σS am Substrat, was einer Polarisation des Substrats
PS = σS
mit (C.3) und (C.4)
= 2ε0ε(1)r
ε
(S)
r − ε(1)r
ε
(S)
r + ε
(1)
r
E (C.5)
entspricht. Die durch das Feld E verursachte Polarisation la¨sst sich auch
durch
PS = NS αSE (C.6)
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ausdru¨cken, wobei NS die Anzahl der Moleku¨le pro Volumeneinheit und αS
die Polarisierbarkeit des Substrats beschreiben. Mit (C.5) und (C.6) folgt
dann
NS αS = 2ε0ε(1)r
ε
(S)
r − ε(1)r
ε
(S)
r + ε
(1)
r
. (C.7a)
In Analogie erha¨lt man u¨ber die Polarisierbarkeit des Fluids 2
N2 α2 = 2ε0ε(1)r
ε
(2)
r − ε(1)r
ε
(2)
r + ε
(1)
r
(C.7b)
mit der Anzahl der Moleku¨le pro Volumeneinheit N2 und der Polarisierbar-
keit α2 des Fluids 2.
Die resultierende Kraft pro Einheitsfla¨che kann nun aus (C.2) unter der
Additivita¨tsannahme (d.h. keine Mehrfachreflexionen) berechnet werden zu
f(h) = NSN2
∞∫
r′=h
dr′
(∫
dV cos(ϑ)F
)
= NSN2
∞∫
r′=h
dr′
 pi/2∫
ϑ=0
∞∫
r=r′/ cosϑ
2pi∫
ϕ=0
dr dϑ dϕ r2 sinϑ cosϑF (r)

=
~
2h3
∞∫
0
dω
NS αS(iω)
ε
(1)
r
· N2 α2(iω)
ε
(1)
r
, (C.8)
wobei N2 und NS zur Umrechnung auf ”Kraft pro Fla¨che“ benutzt wurden.
Aus Symmetriegru¨nden ist klar, dass nur Kra¨fte senkrecht zur Grenzfla¨-
che eine Rolle spielen, was sich im cos(ϑ)-Term unter dem Volumeninte-
gral widerspiegelt. Die Integration in Kugelkoordinaten beginnt erst ab der
Substratoberfla¨che, was die untere Integrationsgrenze der r-Integration be-
stimmt (r = r′/ cos(ϑ)). Die a¨ußere Integration u¨ber r′ summiert alle senk-
recht u¨ber dem Integrationspunkt (vgl. rote Linien in Abb. C.1) liegenden
Moleku¨le von Fluid 2 (vgl. [55, 56]).
Im Allgemeinen wird die Oberfla¨chenkraft in der Form
f(h) =
H
6pi h3
(C.9)
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verwendet. Mit (C.7) folgt dann die Definition der Hamaker-Konstanten
H =
3~
4pi
∞∫
0
dω
ε
(2)
r − ε(1)r
ε
(2)
r + ε
(1)
r︸ ︷︷ ︸
R(2)
· ε
(S)
r − ε(1)r
ε
(S)
r + ε
(1)
r︸ ︷︷ ︸
R(S)
(C.10)
mit frequenzabha¨ngigen Brechungsindizes und den Reflexionskoeffizienten
R(S) am Substrat und R(2) an Fluid 2.
Die dimensionsbehafteten Hamaker-Konstanten H1,2 ergeben sich dann mit
(6.3) aus den dimensionslosen Hamaker-Konstanten H˜1,2 (siehe Unterkapitel
6.1.4) zu
H1,2 = 6piµ1u0h20 H˜1,2 (Einheit: [J ]). (C.11)
Anhang D
Numerische Verfahren
D.1 2D-Integration
2D-Simulationen werden nur fu¨r kurzwellige Instabilita¨ten in Kapitel 5 zur
Verdampfung durchgefu¨hrt (siehe Gleichungen (5.13)). Dieses Verfahren wird
in [80] ausfu¨hrlich besprochen. Eine Stabilita¨tsanalyse kann in der Habilita-
tionsschrift von Bestehorn [11] gefunden werden.
D.2 3D-Integration
Mit einem Einschritt-Euler-Vorwa¨rts-Verfahren der Zeitintegration lassen
sich die 3D-Gleichungen fu¨r die Geschwindigkeiten ~u(t) in der Form
(
1
∆t
+ L
)
~u(t+ ∆t) +∇p(t+ ∆t) = ~u(t)
∆t
+ ~N(~u(t)) (D.1)
darstellen. L ist ein linearer Operator, der zur Zeit t+ ∆t angewandt wird.
N(~u(t)) sind die Nichtlinearita¨ten, welche zum alten Zeitpunkt t berechnet
werden. Da die Divergenzfreiheit zum neuen Zeitpunkt t+ ∆t gewa¨hrleistet
sein soll, kann durch Divergenzbildung der Gleichungen (D.1) eine Bedin-
gung fu¨r den Druck bestimmt werden, so dass folgendes Gleichungssystem
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zu lo¨sen ist:(
1
∆t
+ L
)
~u(t+ ∆t) +∇p(t+ ∆t) = ~u(t)
∆t
+ ~N(~u(t)) (D.2)
∇∇p(t+ ∆t) = ∇
(
~u(t)
∆t
)
+∇ ~N(~u(t)) (D.3)
∇L ~u(t+ ∆t) fa¨llt wegen der Divergenzfreiheit wieder raus.
Unter Einbeziehung des Temperaturfeldes (analog wie (D.1) ohne Druck)
und durch eine Fast-Fourier-Transformation (FFT) in x- und y-Richtung
erha¨lt man ein Gleichungssystem fu¨r jeweils Fluid 1 und 2 (aus (4.5)):

Xx 0 0 Px 0
0 Yy 0 Py 0
0 0 Zz Pz Tz
0 0 0 Pp Tp
0 0 Zθ 0 Tθ


ux(t+ ∆t)
uy(t+ ∆t)
uz(t+ ∆t)
p(t+ ∆t)
θ(t+ ∆t)

=
1
∆t

ux(t)
uy(t)
uz(t)
∇~u(t)
θ(t)

+

Nx(t)
Ny(t)
Nz(t)
Np(t)
Nθ(t)

Mit (k = 1, 2 fu¨r Fluid 1 bzw. Fluid 2)
Xx =
1
∆t
− (δ1k(1− ν) + ν) Pr(−k2x − k2y + ∂zz), Px = Pr 2pii kx,
Yy =
1
∆t
− (δ1k(1− ν) + ν) Pr(−k2x − k2y + ∂zz), Py = Pr 2pii ky,
Zz =
1
∆t
− (δ1k(1− ν) + ν) Pr(−k2x − k2y + ∂zz), Pz = Pr∂z,
Tz = −Pr R (δ1k(1− α) + α),
Pp = Pr ∂z∂z, Tp = −Pr R (δ1k(1− α) + α) ∂z,
Zθ = −βk, Tθ = 1∆t − (δ1k(1− κ) + κ) (−k
2
x − k2y + ∂zz),
Nx = −ukj∂jukx , Nx = −ukj∂juky , Nz = −ukj∂jukz ,
Np = ∇ ~N~u, Nθ = −ukj∂jθk.
Es ist darauf zu achten, dass fu¨r die Druckgleichung (D.3) die 2. Ableitung
nach z numerisch nicht durch ∂zz, sondern durch zweimalige Anwendung von
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∂z zu berechnen ist, um die ”numerische“ Divergenzfreiheit zu garantieren.
Die Rand- und Grenzfla¨chenbedingungen fu¨r den Druck werden ebenfalls
durch die Forderung nach Divergenzfreiheit des Geschwindigkeitsfeldes am
Rand bzw. an der Grenzfla¨che erhalten. Die Diskretisierung in z-Richtung
erfolgt in dieser Arbeit ausschließlich durch zentrale Differenzen.
D.3 ADI-Methode
Die Integration der Ho¨hengleichung in Kapitel 6 erfolgt mit einem ADI-
Verfahren. Der Vorteil dieses Verfahrens gegenu¨ber einer FFT liegt in der
freien Wahl der lateralen Randbedingungen. Es werden in dieser Arbeit
nur periodische laterale Randbedingungen betrachtet, aber zuku¨nftige an-
wendungsorientierte Entwicklungen erfordern selbstversta¨ndlich eine genaue
Geometrieanpassung.
Die Evolutionsgleichung der Grenzfla¨che (6.14) kann auf die Form
∂th = (Lxx + Lyy) h+ (Lxx + Lyy)2h+N (D.4)
gebracht werden mit h = h(x, y, t) und dem Laplaceoperator Lxx + Lyy.
Der nichtlineare Teil N ist eine Funktion von h(x, y, t) und der ra¨umli-
chen Differentialoperatoren (∇,4...). (D.4) stellt damit eine Erweiterung
des Standardverfahrens [46] durch einen quadratischen Laplace-Term dar.
Die ra¨umlichen Ableitungen werden sowohl in einen expliziten als auch im-
pliziten Teil aufgespalten.
ht+1 − ht = ∆t
2
(Lxx + Lyy)ht+1 +
∆t
2
(Lxx + Lyy)ht + ∆t N
∆t
2
(
L2xx + L
2
yy
)
ht+1 +
∆t
2
(
L2xx + L
2
yy
)
ht
+∆t 2 LxxLyy (D.5)
Die Integration wird in 2 Teilschritten durchgefu¨hrt:(
1− ∆t
2
Lxx − ∆t2 L
2
xx
)
h∗ =
(
1 +
∆t
2
Lyy +
∆t
2
L2yy
)
ht +
∆t
2
N tM (D.6a)(
1− ∆t
2
Lyy − ∆t2 L
2
yy
)
ht+1 =
(
1 +
∆t
2
Lxx +
∆t
2
L2xx
)
h∗ +
∆t
2
N∗M (D.6b)
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h∗ ist ein Hilfsfeld bei ∆t/2 und wird mit (D.6a) berechnet. Die implizite
Integration verla¨uft nur in x-Richtung. Im zweiten Teilschritt (D.6b) wird
nur implizit in y-Richtung integriert. Die modifizierte Nichtlinearita¨t
NM = N + 2 LxxLyy (D.7)
ergibt sich durch Multiplikation von (D.6b) mit
(
1− ∆t2 Lxx − ∆t2 L2xx
)
, Mul-
tiplikation von (D.6a) mit
(
1 + ∆t2 Lxx +
∆t
2 L
2
xx
)
und Entwicklung der Aus-
gangsgleichung (D.5) bis zur Ordnung O((∆t2 )
2).
Die Genauigkeit des hier verwendeten ADI-Verfahrens geht bis zur Ordnung
O((∆t)2, (∆x)2, (∆y)2).
D.3.1 Stabilita¨t der verwendeten ADI-Methode
Es soll hier nur die Stabilita¨t der Evolutionsgleichung der Schichtdicke (D.5)
untersucht werden, da das 3D-Verfahren (aus Abschnitt D.2) ein Standard-
verfahren ist und Stabilita¨tsabscha¨tzungen in [46, 53] zu finden sind.
Die Stabilita¨tsabscha¨tzung erfolgt mit einer Neumannschen Stabilita¨tsana-
lyse, welche aufgrund der Nichtlinearita¨ten natu¨rlich nur notwendige, aber
keine hinreichende, Stabilita¨tsbedingungen liefert. Die nichtlinearen Terme
werden als ”eingefroren“ oder vernachla¨ssigbar klein betrachtet.
Die Fehler der x bzw. y-Diskretisierung (im ersten und zweiten Halbschritt
in (D.6)) sind dann definiert als
ζm = hem − hm und ζn = hen − hn, (D.8)
wobei hem,n den exakten Funktionswert an der Stu¨tzstelle m,n widerspie-
gelt, d.h. wenn die Integration mit ”unendlicher“ Genauigkeit durchgefu¨hrt
werden ko¨nnte.
Sowohl hem,n als auch hm,n unterliegen dem gleichen Diskretisierungsalgo-
rithmus. Werden die modifizierten Nichtlinearita¨ten als konstant angesehen,
so kann ζm als Fouriereihe dargestellt werden, d.h.
ζm =
IX−1∑
kx=0
gkxe
iξkxm bzw. ζn =
IY−1∑
kY =0
gkye
iξkyn (D.9)
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mit IX und IY als Anzahl der Stu¨tzstellen in x- respektive y-Richtung.
Fu¨r das homogene (lineare) System genu¨gt die Untersuchung einer Fourier-
komponenten in der Summe der Fehler, d.h.
ζm = g(x)e
iξxm bzw. ζn = g(y)e
iξyn. (D.10)
Im Folgenden soll nur die Ableitung fu¨r den ersten Halbschritt demonstriert
werden, da fu¨r den 2.Halbschritt alles analog erfolgt.
Start mit ζ0m liefert fu¨r den na¨chsten Zeitschritt ζ
1
m und damit ist
ζtm = g
t
(x)e
iξxm (D.11)
Um den Fehler klein zu halten, muss die Amplitudenfunktion gt(x) ≤ 1 sein.
Gleichungen (D.6) werden mit zentralen finiten Differenzen bis zur Ordnung
O(∆x2) bzw. O(∆y2) diskretisiert, d.h.
Lxxhm,n =
hm+1,n − 2hm,n + hm−1,n
(∆x)2
(D.12a)
L2xxhm,n =
hm+2,n − 4hm+1,n + 6hm,n − 4hm−1,n + hm−2,n
(∆x)4
(D.12b)
und entsprechend fu¨r Lyy und L2yy. Damit folgt die Evolutionsgleichung der
Fehler(
1− ∆t
2
Lxx − ∆t2 L
2
xx
)
ζ∗m =
(
1 +
∆t
2
Lyy +
∆t
2
L2yy
)
ζtn +
∆t
2
N tm.
(D.13)
Die diskretisierten Ableitungen (mit (D.12)) der Fehler lassen sich schreiben
als
Lxxζ
t
m = g
t
(x)e
iξxm 2(cos ξx − 1)
(∆x)2
(D.14a)
L2xxζ
t
m = g
t
(x)e
iξxm 4(cos ξx − 1)2
(∆x)4
(D.14b)
und entsprechend fu¨r Lyy und L2yy. Eingesetzt in (D.13) fu¨hrt dies auf eine
Bestimmungsgleichung fu¨r die Amplitudenfunktion g(x)
g(x) =
1 +Ay + 2(∆x)2A
2
y
1−Ax − 2(∆x)2A2x
(D.15)
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mit
Ax =
∆t
(∆x)2
(cos ξx − 1) und Ay = ∆t(∆y)2 (cos ξy − 1). (D.16)
Werden nun beide Halbschritte zusammengefasst, so folgt mit ∆y = ∆x fu¨r
die gesamte Amplitudenfunktion
g = g(x)g(y) =
1 +Ay + 2(∆x)2A
2
y
1−Ax − 2(∆x)2A2x
·
1 +Ax + 2(∆x)2A
2
x
1−Ay − 2(∆x)2A2y
. (D.17)
Die totale Amplitudenfunktion ist g = g(ξx, ξy,∆x,∆t) und sollte fu¨r alle
Funktionswerte kleiner als 1 sein.
Aus (D.16) ist ersichtlich, dass
Ax < 0 und der minimalste Wert (D.18a)
Axmin = −2
∆t
(∆x)2
(D.18b)
ist. Um zu garantieren, dass g in (D.17) immer kleiner als 1 ist, muss
Ax
(
1 +
2
(∆x)2
Ax
)
< 0 (D.19)
sein, was mit (D.18a)
Ax > −(∆x)
2
2
(D.20)
liefert. Verwendung des minimalsten Wertes Axmin (D.18b) liefert dann das
Stabilita¨tskriterium
∆t <
(∆x)4
4
. (D.21)
In Langwellenna¨herung ko¨nnen große ra¨umliche Diskretisierungen verwen-
det werden, so dass sich fu¨r ∆x = 2 ein ∆t < 4 ergibt. Damit ist dieses
Verfahren expliziten Verfahren u¨berlegen.
Anhang E
Nomenklatur
E.1 Symbolverzeichnis
Allgemeine relevante Bezeichnungen:
i : als tiefergestellter Index (x1, x2, x3 =ˆx, y, z)
k : 1, 2 : als tiefergestellter Index (Fluid 1, Fluid 2)
∂i : ∂∂xi
∂ii : ∂
2
∂x2i
∂jj : ∂
2
∂x21
+ ∂
2
∂x21
+ ∂
2
∂x23
δmn : Kroneckersymbol
~r : Ortsvektor (~r = (x, y, z))
Bezeichnungen fluidspezifischer Gro¨ßen (Kapitel 3 und folgende):
Vki : i.te dimensionsbehaftete Geschwindigkeitskomponente in
Fluid k ([ms ])
Tk : dimensionsbehaftete Temperatur in Fluid k ([K])
Pk : dimensionsbehafteter Druck in Fluid k ([Pa] = [
kg
m s2
])
Tu : konstante Temperatur am unteren Rand ([K])
To : konstante Temperatur am oberen Rand ([K])
TI : Grenzfla¨chentemperatur ([K])
∆T : a¨ußere Temperaturdifferenz (∆T = Tu − To [K])
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uik : i.te dimensionslose Geschwindigkeitskomponente in Fluid k
θk : dimensionslose Temperatur in Fluid k
pk : dimensionsloser Druck in Fluid k
dk : Dicke von Fluidschicht k ([m])
%k : Dichte in Fluid k ([
kg
m3
])
µk : dynamische Viskosita¨t in Fluid k ([
kg
m s ])
νk : kinematische Viskosita¨t in Fluid k ([m
2
s ])
λk : Wa¨rmeleitfa¨higkeit in Fluid k ([ Wm K ] = [
m kg
s3 K
])
κk : Wa¨rmediffusionskoeffizient (oder Wa¨rmediffusivita¨t) in Fluid
k ([m
2
s ])
αk : thermischer Expansionskoeffizient in Fluid k ([ 1K ])
g : Gravitationsbeschleunigung (g = 9.81m
s2
)
σ : Oberfla¨chenspannung ([Nm ] = [
kg
s2
])
γ : A¨nderung der Oberfla¨chenspannung mit der Temperatur
∂σ/∂T ([ Nm K ] = [
kg
s2 K
])
L : latente Wa¨rme ([ Jkg ])
J : Massenfluss oder Verdampfungsrate an der Grenzfla¨che ([ kg
m2 s
])
Tkij : Spannungstensor des Fluids k, ij-Komponente ([
kg
m s2
])
Pkij : Viskosita¨ts- oder Reibungsstensor des Fluids k,
ij-Komponente ([ kg
m s2
])
Kurzwelleninstabilita¨ten (Kapitel 4):
Pr : Prandtl-Zahl (Pr = ν1κ1 = Pr1)
Prk : Prandtl-Zahl in Fluid k (Prk = νkκk )
R : Rayleigh-Zahl (R = α1g∆Tν1κ1 d
3
1)
M : Marangoni-Zahl (je nach System andere Definition)
βk : dimensionsloser Temperaturgradient in Fluid k (βk =̂ ∆Tkdk )
χ : lineare dimensionslose Wachstumsrate
ε : Abweichung von Schwelle
Γ : Aspektverha¨ltnis (laterale Ausdehnung zu vertikaler Ausdehnung)
Bo : Bond-Zahl (Bo = RM )
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Verdampfung (Kapitel 5):
 : dimensionsloser gesto¨rter Massenfluss
K(T ) : pha¨nomenologischer Koeffizient in Hertz-Knudson-Gleichung
([kg s
m4
])
β : experimentell zu bestimmender Anpassungskoeffizient
RM : universelle oder molare Gaskonstante
(8.3145 JmolK = 8.3145
m2 kg
s2 molK
)
M : molare Masse ([ kgmol ])
R : Gaskonstante ([ JkgK ] = [ m
2
s2 K
])
PS(T ) : Sa¨ttigungsdampfdruck an der Grenzfla¨che
Ψk : dimensionslose gesto¨rte Stromfunktion in Fluid k
Bi
(V er)
eff : effektive Biot-Zahl von Modell 1
Bi
(2)
eff : effektive Biot-Zahl von Modell 2
Bi : herko¨mmliche Biot-Zahl (siehe Platten und Legros [106])
Bieff : effektive Biot-Zahl von Modell 3
Θ : dimensionsbehaftete Temperatursto¨rung der Grenzfla¨che ([K])
Langwellenna¨herung (Kapitel 6):
 : Kleinheitsparameter
h : dimensionslose Grenzfla¨che (mit h = h(x, y, t))
N : dimensionslose Normalkraft in nullter Ordnung 
~T : dimensionsloser Tangentialkraftvektor in nullter Ordnung 
Φ : dimensionsloses Volumenkraftpotenzial in nullter Ordnung 
Re : Reynolds-Zahl (Re = u0h0ρ1/µ1)
G : dimensionslose Gravitations-Zahl (G = ρ1gh20/(µ1u0))
C : dimensionslose Kapillarita¨ts-Zahl (C = µ1u0/(3σ))
E : Energiefunktional
V : freie Energiedichte
β˜ : Langzeitskalierungskoeffizient
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E.2 Materialparameter
Die Relativwerte in der letzten Spalte sind immer das Verha¨ltnis der Para-
meter des oberen Fluids zum unteren Fluid (Fluid 2/Fluid 1).
Parameter:
ρ · · · Dichte, ν · · · kinematische Viskosita¨t, µ · · · dynamische Viskosita¨t,
κ · · · Wa¨rmediffusionskoeffizient, α · · · thermischer Expansionskoeffizient,
λ · · · Wa¨rmeleitfa¨higkeit und Pr · · · Prandtl-Zahl.
Parametersatz 1 : O¨l (HT70) - O¨l (Silikono¨l) (Daten aus [43])
Fluid 1 Fluid 2 Fl2/F l1
HT 70 Silikono¨l 5cS Relativ
ρ [ kg
m3
] 1.68 · 103 9.2 · 102 0.5476
ν [m
2
s ] 5.0 · 10−7 5.0 · 10−6 10
µ [ kgm s ] 8.4 · 10−4 4.6 · 10−3 5.476
κ [m
2
s ] 4.33 · 10−8 7.998 · 10·−8 1.847
α [ 1K ] 1.1 · 10−3 1.05 · 10−3 0.9545
λ [ Wm K ] 7 · 10−2 1.17 · 10−1 1.671
Prk 11.544 62.513
γ = −4.5 · 10−5 Nm·K
In Kapitel 4:
d1 + d2 = 0.00306 m (d = 2.3) ⇒ d1 = 0.000918 m ⇒ Bo = R/M = 0.339
Achtung: In Langwellenna¨herung (Kapitel 6) wird auch das vertauschte Sy-
stem benutzt (Fluid 1: Silikono¨l, Fluid 2: HT 70), d.h. es sind die Kehrwerte
der letzten Spalte zu nehmen.
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Parametersatz 2 : Quecksilber - Wasser (Daten aus [64] (bei 20◦C))
Fluid 1 Fluid 2 Fl2/F l1
Quecksilber Wasser Relativ
ρ [ kg
m3
] 1.3546 · 104 9.982 · 102 0.0737
ν [m
2
s ] 1.15 · 10−7 1 · 10−6 8.696
κ [m
2
s ] 4.35 · 10−6 1.43 · 10−7 0.0328
α [ 1K ] 1.81 · 10−4 2.07 · 10−4 1.144
λ [ Wm K ] 8.2 5.98 · 10−1 0.0729
Prk 0.026 7.0
Es wird α = 0.1144 in den Simulationen verwendet, d.h. Experimente mu¨s-
sen bei Temperaturen unter 20◦C durchgefu¨hrt werden.
Parametersatz 3 : Wasser - Wasserdampf (Daten aus [29, 35, 64])
Fluid 1 Fluid 2 Fl2/F l1
Wasser Wasserdampf Relativ
ρ [ kg
m3
] 9.6 · 102 6 · 10−1 0.000625
ν [m
2
s ] 3 · 10−7 2.1 · 10−5 70
κ [m
2
s ] 1.7 · 10−7 2 · 10−5 117.65
α [ 1K ] 2.07 · 10−4 3.66 · 10−3 17.68
λ [ Wm K ] 6.8 · 10−1 2.4 · 10−2 0.0353
Prk 1.76 1.05
A¨nderung der Oberfla¨chenspannung mit der Temperatur: γ = −1.8·10−4 NmK
Gaskonstante: R = RM/M = 4.61 · 102 JkgK
Pha¨nomenologischer Hertz-Knudsen-Koeffizient:K(T = 373K) = 6·10−5 kg s
m4
mit einem experimentellen Anpassungskoeffizient von β = 0.1 (aus Glei-
chung (5.4))
Massenfluss: J = 0.0005 kg
m2s
Latente Wa¨rme: L = 2.3 · 106 Jkg
Siedetemperatur und Temperatur bei stationa¨rem Sa¨ttigungsdruck: T 0I =
373K
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Parametersatz 4 : Ethanol - Ethanoldampf (Daten aus [29, 64])
Fluid 1 Fluid 2 Fl2/F l1
Ethanol Ethanoldampf Relativ
ρ [ kg
m3
] 7.9 · 102 1.6 0.00203
ν [m
2
s ] 5 · 10−7 6.2 · 10−5 124
κ [m
2
s ] 8.8 · 10−8 7 · 10−6 79.55
α [ 1K ] 1.1 · 10−3 3.66 · 10−3 3.327
λ [ Wm K ] 1.7 · 10−1 1.7 · 10−2 0.1
Prk 5.68 8.86
A¨nderung der Oberfla¨chenspannung mit der Temperatur: γ = −9 · 10−4 NmK
Gaskonstante: R = RM/M = 1.8 · 102 JkgK
Pha¨nomenologischer Hertz-Knudsen-Koeffizient: K(T = 352K) ≈ 7 ·K(T =
373)Wasser bei β = 0.1 (aus Gleichung (5.4))
Massenfluss: J = 0.0005 kg
m2s
Latente Wa¨rme: L = 8.8 · 105 Jkg
Siedetemperatur und Temperatur bei stationa¨rem Sa¨ttigungsdruck: T 0I =
352K
Parametersatz 5 : Silikono¨l - Luft (Daten aus [30] bei 20◦C)
Fluid 1 Fluid 2 Fl2/F l1
Silikono¨l 200cS Luft Relativ
ρ [ kg
m3
] 9.69 · 102 1.18 0.0012
ν [m
2
s ] 2 · 10−4 1.568 · 10−5 0.0784
µ [ kgm s ] 1.936 · 10−1 1.85 · 10−5 9.56 · 10−5
κ [m
2
s ] 1.088 · 10−7 2.235 · 10−5 204.08
α [ 1K ] 9.6 · 10−4 3.39 · 10−3 3.53
λ [ Wm K ] 1.55 · 10−1 2.65 · 10−2 0.171
Oberfla¨chenspannung : σ = 2.1 · 10−2Nm
A¨nderung der Oberfla¨chenspannung mit der Temperatur: γ = −6.8·10−5 NmK
Bemerkung: Untersuchungen dieses Systems werden ausschließlich bei nega-
tiver Gravitation durchgefu¨hrt (g = −9.81m
s2
)
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