Abstract-A very low bit-rate video codec using multiple-level segmentation and affine motion compensation is presented. The translational motion model is adequate to motion compensate small regions even when complex motion is involved; however, it is no longer capable of delivering satisfactory results when applied to large regions or the whole frame. The proposed codec is based on a variable block size algorithm enhanced with global motion compensation, inner block segmentation, and a set of motion models used adaptively in motion compensation. The experimental results show that the proposed method gives better results in terms of the bit rate under the same PSNR constraint for most of the tested sequences as compared with the fixed block size approach and traditional variable block size codec in which only translational motion compensation is utilized.
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I. INTRODUCTION

I
N a low-bit-rate video codec, block-based approaches still play an important role because of their simplicity and relatively easy implementation in real time. Variable block size coding [1] , [2] which adaptively changes the block size according to different motion patterns and the shape of moving objects could deliver a better performance in terms of PSNR and bit rate than that of a fixed block size codec. However, the artifacts present in the decoded sequence are more apparent and annoying in a variable block size codec because of the use of larger block sizes, which is especially visible around the motion boundaries. To improve the coding quality in such regions, various motion segmentation methods have been proposed [3] - [5] . For example, the algorithm presented by Lai et al. [3] is based upon the assumption that regions moving independently have different gray levels, and can be segmented by gray-level thresholding. Such an approach is very efficient since the motion boundary can be recovered from the reconstructed frame on the receiver side, and there is no bit-rate overhead for the boundary coding. However, it fails in highly textured regions or regions exhibiting low contrast. Moccagatta et al. [4] proposed a method in which motion segmentation was accomplished by an exhaustive search for the motion boundary and object motions with the objective of minimizing the prediction error energy (equivalent to meansquare error). However, their approach is computationally demanding, and does not appear to be amenable to realtime implementation at the present hardware technology level. Moreover, only a translational motion model was used in the above approaches, and this could result in a large prediction error when a complex motion is involved in a large block or region. This may force the codec to split blocks or regions into smaller ones even if no motion boundary is present, which leads to a decline in coding efficiency.
Another important issue in very low bit-rate video coding is how to deal with the global motion caused by camera movement. Such motion can usually be modeled by a perspective projection transformation applied to large background areas. For such types of sequences, using motion compensation with a translational motion model will result in excessive bit-rate overhead. To improve the coding efficiency and the reconstructed image quality, one has to use complex motion models. Various efforts have been made to use such models for motion-compensated prediction [6] , [7] ; however, their success seemed to be hampered by the problem of reliable and computationally efficient estimation of complex (e.g., affine) motion parameters. The main reason is that other nonstationary objects may bias the estimation of the global motion. Another complication is due to the fact that estimation of a complex motion requires a search in a high-dimensional space, which is computationally expensive. Here, we employed an advanced motion estimation algorithm which utilizes a Houghtransform-based technique for parallel motion estimation and segmentation [8] , [5] to estimate the affine motion parameters. To improve the efficiency of the motion compensation stage, we propose a video codec with a layered structure, inner block segmentation, and affine motion-compensated prediction. Such a combination delivers high-quality reconstruction of image sequences at low bit rates. With the improved motion-compensated prediction, the motion-compensated error is greatly reduced, and it may either be neglected or needs fewer bits to encode. The codec takes advantage of the simplicity of the block-based algorithms while maintaining the good coding efficiency of segmentation-based algorithms. Experimental results confirm the improved performance when compared to existing techniques and standards.
II. MULTIPLE-LEVEL SEGMENTATION
The motion segmentation of an image is carried out in several stages. First, a global motion estimation and segmentation is performed to separate background and foreground 0733-8716/97$10.00 © 1997 IEEE objects. If the background is not stationary, the global motion compensation is applied to the whole frame so that the background is stabilized. Second, moving objects are separated by foreground/background segmentation. Third, quadtree decomposition is used to get a rough segmentation of the motion region. Finally, inner block segmentation is performed wherever a motion boundary falls into a block.
A. Motion Estimation and Segmentation
Some sequences may involve camera movement, and the background will not be stationary. Depending on the pattern of camera motion in three-dimensional (3-D) space and the relative position, the motion of the background in the image plane may consist of translation, rotation, scaling, or a combination of the above deformations. Such motion can be efficiently described by an affine motion model (1) where are components of the displacement vector at a pixel location and are the estimated affine motion parameters. Note that while depend on the pixel location in the image plane, the parameters are constant.
Since it is likely that objects moving independently may exist within the region of interest, which in this case is the entire image, the estimator should cope well with multiple motions. Naturally, the usual requirements of robustness to noise and illumination changes also apply. Standard estimation techniques such as block matching, which minimize the mean-square error (MSE) or the sum of absolute graylevel differences (SAGD) between original block and motioncompensated block, break down or give biased estimates when applied to a region with multiple motions. They are also sensitive to changes of illumination and noise.
To solve this problem, we use a novel approach to motion estimation and segmentation which performs these two functions simultaneously. It is conceptually based on the Hough transform, and uses robust statistics [8] . As in a classical Hough transform, our algorithm finds the set of motion parameters which receives the greatest support from all pixels. Thus, rather than minimizing the MSE error, we maximize the support measure defined by a robust redescending kernel region (2) where and are the intensity in the reference and consecutive frame, respectively, and is the position of a pixel at location after affine transformation with motion parameter vector . In the experiments, the Tukey redescending kernel was used. Fig. 1 shows the shapes of: (a) the standard quadratic kernel used in block matching and (b) the Tukey biweight kernel. The axis corresponds to the value of the motion-compensated pixel difference divided by a scale parameter. A median absolute deviation scale estimate is used; it is calculated from the set of values of motioncompensated pixel differences for the region. The axis shows the support given to the motion parameters from a pixel.
The main idea behind this approach is that, during iterative estimation of the motion parameters of a dominant moving object, outliers (e.g., pixels belonging to other moving objects or for which noise is significant) are ignored. This is because the redescending kernel weights down the strength of the vote from pixels for which the motion-compensated frame difference is large (compared to the value of the scale parameter, which is frame-dependent). Fig. 1 also shows influence and weight functions for each kernel; note that while the weight function is constant for the quadratic kernel, it is redescending for the Tukey kernel. Thus, by applying our technique, we not only obtain a more accurate motion estimate, but also perform motion segmentation in parallel with estimation of motion parameters.
In principle, any number of objects moving independently may be segmented, but for simplicity, we assume up to two moving objects within any one block. This assumption holds well in practice due to the variable size block structure used in the quadtree decomposition procedure, which tends to split regions with more than two objects. When global motion estimation and segmentation are involved, only background motion is of interest, and therefore, all foreground moving objects can be treated as outlier regions. As the motion algorithm locks onto the dominant moving object, it may return the motion of the foreground object if it is larger than the background region, for example, like the "Suzie" sequence.
B. Foreground/Background Segmentation
Segmentation into foreground and background regions uses the algorithm presented in [9] for motion/stationary segmentation. For sequences with stationary background, a simple segmentation based on change detection can be used. For sequences with moving background, an extended change detection method which uses global motion-compensated frame difference is used so that the background motion is taken into account. Since pixel values in a well-motion-compensated frame difference usually correspond to noise (barring occluded/uncovered regions), the Gaussian distribution is a good approximation for their distribution. It is assumed that pixels in the transformed frame difference image belonging to the background region have values falling into with a probability expressed as
Therefore, an intensity value threshold can be chosen so that is greater than or equal to a predefined probability value . To calculate the threshold , we first calculate the histogram of absolute pixel values and obtain the probabilities as (4) where is the number of pixels in the image. Then the value of can be decided by fulfilling the equation (5) We can use as the threshold for change detection. After the change detection, we obtain a binary image on which morphological open-close operations are performed to eliminate isolated small segments. Finally, a contour-linking algorithm is applied to pixels marked as foreground pixels to form the final foreground/background segmentation.
For video conference sequences, a heuristic threshold map is used to further improve the segmentation result [10] .
C. Quadtree Decomposition
In our approach, a variable block size motion compensation technique is modified so that multiple motions within a block can be taken into account. Although more than two moving objects could be considered, in the following discussion, we confine ourselves to at most two different motions per block. Initially, the image is divided into equal size blocks with a maximum block size of pixels. Then each of the blocks is processed by the decomposition procedure shown in Fig. 2 . The procedure is divided into two branches: a background block processing branch which deals with blocks positioned in the background region, and a foreground block processing branch which finds the quadtree decomposition and/or the motion boundary within blocks. The repartitioning of foreground blocks provides a motioncompensated prediction of a quality governed by the threshold which is determined dynamically by the spatial property of the pixels within the block. For a given block, it may be motion compensated by one (single-motion mode), two (dualmotion mode with inner block segmentation), four (split), or more than four (further decomposition) motion vectors. In the event that no satisfactory motion compensation can be made even with the smallest block size (which may happen in an occluded/uncovered region), the block will be spatially encoded using the same technique as for residual error coding.
Note that in the decomposition procedure, motion estimation is only applied to the blocks in the foreground region. Thus, the computational load is reduced as the motion estimation procedure is one of the most time-consuming parts of the algorithm. It can also be noted that the foreground/background segmentation does not need to be very accurate because any wrongly positioned block creates a relatively large global motion compensation error, and thus is corrected in the foreground processing branch.
As we pointed out at the beginning of this paper, the translational motion model can be used in small regions to reduce the bit-rate overhead. A set of motion models consisting of two, four, and six parameters is applied adaptively according to the size of block in the decomposition procedure. The larger the block size, the more complex the motion model that will be used. Such an arrangement gives a good compromise between the quality of motion compensation and coding efficiency.
III. IMPLEMENTATION ISSUES
In our implementation, some standard compression techniques have been borrowed such as Huffman coding for lossless compression of symbols, DCT for texture coding, buffer contents regulation (rate control) based on the adjustment of frame rate and quantization steps for DCT coefficients, etc. We also introduce some new ideas specifically designed for the proposed codec which are described below in greater detail.
A. Motion Boundary Coding
If the dual-motion mode is chosen in the quadtree decomposition procedure, the motion boundary within the block has to be encoded. One of the most commonly used methods to encode object boundaries is the chain code. It is able to describe accurately the shape of any area. However, the bit rate required for chain codes is high. For the four-link chain code, under certain constraints, the theoretical lower bound is per node [11] (after arithmetic coding). However, in our application, the motion boundary need not be encoded to a very high accuracy since the prediction error can be spatially encoded. What we need is a low-bit-overhead approach which can give reasonable accuracy.
In order to have a compact description of the motion boundary within a block, we assume that it can be approximated by a straight line. This assumption works well in practice. Fig. 3 shows the representation of the motion boundary within a block. Three parameters are used to encode the line representing an object boundary: the intersection point , the line direction (e.g., the angle between the line and the base of the block), and the intersection side of the block. Calculation shows that it is more economical (in terms of bit rate) to code a boundary than to split the block and to code the motion parameters of each subblock. Furthermore, such an approach also gives a better approximation of the real motion boundary; thus, a better reconstruction can be obtained with less artifacts. The line-fitting algorithm uses a segmentation map provided by the robust Hough motion estimation and segmentation algorithm. As an example, Fig. 4(a) shows a region around the head of the "salesman" and the corresponding motion segmentation after line fitting is shown in Fig. 4(b) . Note that our approach works equally well for motion boundaries that do not coincide with intensity edges, as opposed to methods based on gray-level segmentation. However, this is at the expense of extra bits used for coding of the boundary line.
B. Motion Field Coding
Because of the use of foreground/background segmentation, the motion field coding uses different techniques for background regions and foreground regions. For background blocks (Table I) , the run-length coding technique is applied to efficiently encode the block status. For the foreground blocks, an interblock prediction and differential coding technique are used to encode the motion parameters.
In real-world sequences, a foreground moving object undergoing coherent movement often consists of a number of blocks. It is very likely that two neighboring blocks have the same motion vectors. If a block under consideration, say , has exactly the same velocity as one of its neighboring blocks, there is no need to transmit the velocity. It is sufficient to indicate which of the neighbors moves with the same motion. The blocks are processed from left to right, and from top to bottom, so only neighboring blocks located above and to the left are considered. The main difficulty is that blocks may have different sizes. To overcome this problem, all velocities are mapped onto the finest grid, called the basic grid, corresponding to the image divided into blocks of the minimal size (basic blocks). Each of the basic blocks is indexed, relative to the block under consideration. The number of such blocks is (6) where is the side length of the basic block in pixels, while denotes the side length of the block under consideration . The procedure selects the basic neighboring block with an index that minimizes the error criterion for the block To encode the indexes of basic blocks, we use a variable length code which is based on the fact that the decomposition structure of blocks on the top and to the left of the current block is known on the receiver side. We use the following rules to create the variable length code.
• In a pair of blocks, the top one is assigned a 0, and the bottom one is assigned a 1; the left one is assigned a 1, and the right one is assigned a 0.
• If two basic blocks belong to the same level decomposition, they should have the same code. Fig. 6 gives two examples of variable length codes in which the decomposition of neighboring blocks is given. In Fig. 6(a) , the variable length codes for the basic blocks are left top In Fig. 6(b) , the variable length codes for the basic blocks are left top It can be seen that if the size of the block on the top and to the left of the block being processed is equal to or greater than the size of the block being processed, only one bit is needed to encode the neighboring index. In the worst case, it uses the same number of bits as fixed length coding.
In the event that the above procedure fails to find the same motion velocity from the neighboring blocks, a differential coding is used to reduce the redundancy. The reference velocity takes the median of the velocity of the first basic block to the left, the velocity of the first basic block on the top, and the velocity of the first basic block on the top-right corner. The velocity difference is encoded using variable length coding. 
C. Forced Updating (Deblur Intracoding)
Because of the low-pass filtering effect of subpixel accuracy motion compensation and the accumulation of inverse DCT mismatch error for intercoded block, the sharpness of the image is lost in the process of repetitive application of motion compensation or motion compensation with residual error coding. To remedy this problem, intracoding has to be applied after a certain number of intercodings. This is called forced updating in standards such as ITU-T H.261 and H.263 [12] , [13] where each macroblock is coded in the INTRA mode at least once every 132 times when coefficients are transmitted for this macroblock. However, the update pattern is not defined in the standard. There are normally two different approaches for applying the intracoding. The first one applies intracoding to the whole frame at regular intervals. This approach not only restores the sharpness of the image, but can also recover any block which has been erroneously motion compensated due to transmission errors or for any other reason. The drawback is that the bit-rate overhead is high, and this may contribute to the buffer overflow. Consequently, a larger buffer is required to accommodate bursts in the bit stream. The second solution is to apply intracoding at regular intervals to the regions which have been motion compensated. For sequences with stationary background, this approach significantly reduces the bit overhead in sending intracoded regions. However, for sequences with nonstationary background, there is no difference between this approach and the previous one.
Here, we propose a new approach based on the fact that only blocks which were motion compensated a certain number of times after the last intracoding need to be intracoded. A motion compensation counter is used for each smallest block in this scheme. For a given block, any intracoding during the coding process will reset its motion compensation counter so that unnecessary intracoding is avoided. Whenever the value of the counter is greater than a given threshold, an intracoding is forced for that block. Because usually only a small percentage of blocks is motion compensated repeatedly, the overall overhead for extra intracoding is reduced. It also has the advantage that a more evenly distributed bit stream will be created as compared to the other two schemes discussed earlier. The only disadvantage is the potential loss of robustness to transmission errors, and therefore a channel coding may be required to increase error resilience.
IV. EXPERIMENTAL RESULTS
The effectiveness of affine motion compensation was tested using a set of MPEG-4 CIF test sequences. Fig. 7(a) and (b) shows the average PSNR and average bit rate (7.5 Hz frame rate) using the proposed algorithm, the algorithm presented in [9] (VSBM), and H.261 [12] , [14] , respectively. The VSBM presented in [9] has almost the same structure as the algorithm presented in this paper, except that it uses a translational motion model on all block layers, and there is no global motion estimation and segmentation stage to stabilize the background motion. Results of H.261 were obtained using a implementation as presented in [14] . From Fig. 7(b) , we noticed that for sequences with global motion and large local motion like "bream," "coastguard," and "foreman," the proposed method gains most in bit rate due to both improved motion-compensated prediction and the multiple-layer structure. For sequences with stationary background which exhibit large and complex local motion like "children," "mother and daughter," "news," "silent," and "weather," the proposed algorithm also gains in bit rate from the use of the affine motion compensation. However, for sequences with stationary background and small motion like "Akiyo," "container," and "hall," the bit rate is slightly higher than VSBM, which uses only a translational motion model. This is caused by a small bit overhead introduced by the additional motion parameters used by the affine motion model. Overall, the bit rate (on average) is reduced by 40% as compared to H.261 and by 9.2% as compared to VSBM. The average overall PSNR of the proposed algorithm is slightly lower than that of VSBM and H.261(0.026 and 0.057 dB, respectively). An interesting phenomenon is that for sequences with stationary background and small motion, the proposed algorithm gives higher PSNR than VSBM and H.261. This may imply that the codec still benefits from the use of the complex motion model and by improved motion prediction, and thus achieves a higher PSNR. (The bit rate is slightly higher than that of VSBM, but still lower than that of H.261.) Fig. 8 shows a comparison of the PSNR and bit rate for the proposed algorithm and H.261 using the "Akiyo" sequence without the bit-rate control. The PSNR in Fig. 8(a) shows that the proposed algorithm has a less turbulent PSNR than that of the H.261, which has two peaks when the intraframe coding is applied to the entire frame (with the rate control, there will be two valleys around this point). Because of the use of the motion compensation counter and the distributed deblurring intramode, the proposed algorithm has a more stable bit rate than H.261, which also has two peaks around the deblurring intrapoint [ Fig. 8(b) ].
The performance comparison of the proposed codec and the upcoming H.263 standard is shown in Table II Table III . It can be seen that on all sequences, the proposed codec gives a higher PSNR than the H.263 implementation. On average, the proposed codec has a 0.2 dB improvement in PSNR over the H.263 implementation.
In order to evaluate the benefits of the motion segmentation, we compare the algorithm with its variant in which motion segmentation is inhibited (one motion mode per block). MPEG-4 QCIF test sequences were used, and the rate control was disabled. In Table IV , we give the average PSNR and bit rates for all 15 tested sequences. It can be seen that the proposed algorithm gives a higher PSNR on all 15 tested sequences and a lower bit rate on 11 sequences. On average, the proposed algorithm gives a 0.2 dB higher PSNR and 2.2 kbit/s lower bit rate. To measure the effectiveness of the motion compensation (MC), the total number of bits spent on encoding motioncompensated errors (DCT-P bits) and the total number of blocks to be spatially coded (SPCB) were calculated. It is known that for a well-motion-compensated frame, the number of bits spent on MC errors is small. If multiple motions exist within a block, one normally needs more bits to encode the MC errors or sometimes the block has to be spatially encoded. The comparison of results is shown in Table V. From Table V , it can be seen that the proposed algorithm always gives better motion compensation in terms of DCT-P bits and SPCB. On the other hand, a better prediction does not necessarily mean a lower bit rate. The bit rates for the "carphone," "mad," "silent," and "Suzie" sequences are higher than the bit rates achieved by a variant of the algorithm with motion segmentation disabled. Further investigation showed that the increased overhead to encode the partition parameters (the line) and the extra motion parameters can sometimes eliminate the benefits from better motion prediction. Table VI gives the comparison of the total number of bits spent on motion-related parameters (MC bits, including partition parameters, motion model, and motion parameters) and the gain from improved motion compensation (MC gain). The gain is calculated by subtracting the total number of bits (MC DCT P) used by the proposed technique from the number of bits used by the version without motion segmentation: (8) From Tables IV and VI , it can be seen that for those sequences with higher bit rates, the gain from motion is negative. However, the gain does not take into account that improved MC reduces the number of bits used for intrablock coding. In the sequence "Td," the negative gain is compensated by the reduced number of intracoded blocks. The overall bit rate for this sequence is still improved. We also notice that the proposed algorithm performs very well with hybrid natural and synthetic sequences (class E) such as "bream," "children," and "weather." Most of the sequences in this group involve a highly textured background, with dominant high-spatialfrequency contents. Such textured regions are very sensitive to any failure in motion compensation.
V. CONCLUSION
In this paper, we presented an algorithm which combines robust motion segmentation and motion prediction with variable size block coding. The algorithm introduces a new way to solve the motion boundary segmentation problem, and exploits an interblock prediction and variable length coding scheme which can effectively reduce the bit rate without sacrificing image quality.
The experimental results are encouraging: under the same PSNR constraint, the proposed algorithm can achieve a lower bit rate than a standard variable block size codec in which only the translational motion model is used. The algorithm can achieve a significantly lower bit rate than H.261. It also achieves a lower bit rate (in terms of compressed files size) and higher PSNR than tmn-1.5 implementation of H.263. The gain from better motion prediction and motion segmentation is also evaluated. The results suggest that for the majority of sequences, improved motion prediction and segmentation mean improved image quality (higher PSNR) and improved coding efficiency (lower bit rate). However, the gain in coding efficiency could be negative for some sequences because of the overhead to encode extra motion and partition parameters. The experiment reveals that the gain in coding efficiency from improved motion prediction and segmentation is proportional to the spatial complexity of the sequence being encoded.
