1. Introduction. This paper is a sequel to our previous ones, Chow-Liou-Tsai [CLT] and , where we considered the expansion of a smooth closed uniformly convex hypersurface Mo in Euclidean space along its outward normal vector direction with speed a function of the inverse of the harmonic mean curvature and the Gauss curvature respectively. Here we shall study the more general case concerning the expansion of a closed uniformly convex hypersurface MQ of dimension n in Euclidean space E n+1 with the speed / a nonhomogeneous positive function of the principal radii. Needless to say, there have been many important works on the homogeneous flows. We refer the readers to the introductory remarks in the papers by , Chow-Liou-Tsai [CLT] , or Andrews [A1, A2] for literature.
Let XQ : S n -> E n+1 be a smooth parametrization of MQ = Xo(S n ). The expansion is described by the equation where Ai, A2, , A n are the principal radii and N is the unit outward normal to the hypersurface M t := Xt(S n ). Here we assume / € C 00 (r + ) is a positive symmetric real-valued function defined on the positive cone r + = {(x u X2,...,x n ) G M n : Xi >0, 1 <i <n} satisfying the strict parabolicity condition J^-> 0 on r + for all 1 < i < n. Because / is symmetric, the order of Ai, A2,..., A n appearing in /(Ai, A2,..., A n ) is irrelevant. Under certain additional assumptions on the curvature function / analogous to those considered by Urbas [Ul] , et al, we prove that the evolving hypersurfaces remain smooth, strictly convex and expand to infinity while their shapes become round asymptotically. In particular, after an appropriate rescaling, the support functions of Mt converge to the constant 1 in C 1 -norm. The main observation of this paper is that we may remove the homogeneity assumption on / as imposed on the case of homogeneous expanding flows and still get results similar to (but weaker) the homogeneous case. However, the concavity assumption on / as required in the homogeneous expanding flows is still needed in order to go from C 2 (5 n x [0,T)) to C 2 ' a (5 n x [0,T)) estimate, after that we can quickly obtain all the higher derivatives estimates by parabolic bootstraps argument and hence establish the long time existence of the solution. We believe such concavity assumption is crucial here due to the lack of powerful a priori estimates for rather general nonlinear parabolic differential equations.
Owing to the gradient estimate by Chow and Gulliver [CG] (see Proposition 3.3 below), for hypersurface expansion, as long as we have the long time existence, the asymptotic shape of the evolving hypersurface must be round. This phenomenon is quite different from the contraction flows. Recently, Andrews [Al] has shown that for certain type of contraction flows it is possible to have ellipsoid as limiting shape.
2. Main result. Let (5",^) denote the unit n-sphere with standard metric gij, V the covariant derivative acting on tensors, and S+T*S n the bundle of symmetric covariant positive 2-tensors on 5 n . Let F : S+T*S n -» E + be the smooth function such that ^(Q:) depends only on the eigenvalues of a G S+T*S n with respect to g and satisfies
where ai, 0:2, ,a: n are the positive eigenvalues of a and / is the curvature function given in equation (1.1). Also let u{x,t) be the support function of the convex hypersurface Mt-(We shall show that the convexity is preserved.) It is well known (see Tso [TS] or Urbas [Ul] ) that the hypersurface expansion, in terms of its support function ufait), is equivalent to the following single parabolic evolution equation on S n f dtu(x, t) = F (VVu + u-g) , (x, t) 
where uo(x) is the support function of the initial uniformly convex hypersurface Mo and the eigenvalues of the symmetric 2-tensor ViVjU + u • gij are the principal radii of the convex hypersurface Mt.
The following main assumptions on / are imposed throughout this paper:
' /(A 1) A 2 ,..,A n )€C~(r + )nc 0 (r + ),
/ is a concave positive symmetric real-valued function on r + , |£(Ai,A2,...,A n ) >0onr + for all 1 < i < n.
In this paper we shall establish the following result: THEOREM 2.1. Assume f satisfies (2.4) and either one of the following two conditions 1 similar to Urbas [Ul] : 
The geometric meaning of Theorem 2.1 is that there exists a unique one-parameter family of smooth, strictly convex hypersurfaces satisfying equation (1.1) which expand to infinity. Moreover, the shapes of the hypersurfaces become round asymptotically in the sense that if one rescales the solution appropriately, the support functions of the rescaled hypersurfaces converge uniformly to the constant 1 in C 1 -norm. Before proceeding to the proof of the theorem, we provide some examples which satisfy the hypotheses of the theorem. where A = (Ai, A2,...., A n ). For convenience, we let So = 1. For any integers 1 < p < m < n, there exists the well-known inequality (2.8) where F(p) : (0, oo) -> (0, oo) is an arbitrary smooth increasing function, the if and only if condition for / to be concave r + is that F" < 0 everywhere. Since if F" > 0 somewhere on an interval (0,6), / would not be concave along some segment of the T&y?={ (t,t,...,t) :t>0}.
In the following examples, we understand that Ai, A2,...., A n denote the principal radii of the convex hypersurface and K and H represent the Gauss and mean curvatures respectively. (m = n).
In the second case, the assumption F(0) = 0 can be removed. See . EXAMPLE 2. For any smooth increasing function F(p) : (0,00) ->> (0,00), continuous on [0,oo), satisfying
will satisfy both assumptions (2.4) and (2.6).
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Some possible choices of F for the above two examples are:
2 The condition (2.10) is equivalent to the concavity of \ on z G (0,oo).
3 The borderline case of (2.10) is the o.d.e.
(2.11)
, where ci > 0, C2 > 0 are any constants, 3. F(p) = log(p + c) for some suitable constant c> 0.
3. Proof of Theorem 2.1. Let hij = ViVjii + u-gij be the components of the 2-tensor Wu + u • g with respect to some smooth local orthonormal frame field on S n . Standard theory for strictly parabolic equations implies the existence of a unique smooth solution u{x,t) to (2.3) on S n x [0,T) for some short time T > 0 and we have h^ > 0 on the short time [0, T). We shall prove its long-time existence based on a priori estimates on solution of (2.3).
Define the linearization of F at the point h = hij as
where S 2 T*S n is the bundle of symmetric covariant 2-tensors on 5 n . For simplicity, we also use the summation notation Flj(h)aij to denote DFhiot). Similarly, we define
Denote the eigenvalues of the tensor hij by Ai, A2, , A n , which are the principal radii of the hypersurfaces. It is easy to see
Also we note that the tensor h^ satisfies the identity Vkhij = Vi/i^j, which is analogous to the Codazzi equation for the second fundamental form. In fact, for any smooth function v on 5 n , the symmetric 2-tensor tij = ViVjV + v • g^ on 5 n satisfies the identity
The proof is based on the formula for commuting covariant derivatives, i.e., VfcViVjt; -ViVkVjV = -RMJIVIV, where the Riemann curvature tensor Rkiji on 5 n is given by We shall need the following two simple inequalities which depend only on the concavity of /. They will be used to obtain the upper bound of h^.
We can converted it into a Bernoulli equation using the new variable y = F > p ) and solve it to get the general solution of (2.11), which is ci for all x e r + .
(2). There exist positive constants A, B depending on f such that
for all A <E r + . Proof To prove (3.12), consider If A € r + and A ^ C, there exists some i such that A; > 1. We may assume Ai < A2 < ... < A n and A n > 1 for such A. Now
where f = (1,1,..., 1). Choose A = max/ and B = ^-(1)+ .... +^(1). □ 3.1. The gradient estimate. Without loss of generality, we may assume the initial hypersurface MQ enclose the origin of E n+1 . Therefore uo(x) > 6 > 0 for some constant 5 > 0 and u(x,t) will remain positive during the evolution. We will see later that the quantitative behavior of u(x,t) is close to a solution R(t) to the o.d.e. 4£ = F{R'g ij ) = f(R,R, ,#), R(0) G (timin(0),ti m ax(0)). Because tx(-,*) > 0 is the support function of the strictly convex hypersurface Mt (see Corollary 3.8), it is not difficult to see that Vu(p,t) \v«M\ <«($$%> t) for all (p,t) e S n x [0,r) whenever |Vw(p,t)| # 0 4 . Consequently, we obtain (3.14) sup|Vu(-,*)| < supM(-,t) for all t € [0,T).
This rough estimate can be refined substantially. In fact, there is a uniform bound for the gradient of u. This is a special case of Theorem 3.1.(iv) in Chow-Gulliver [CG] , which provides a uniform gradient estimate for more general equations based on an Aleksandrov reflection argument. To get a feeling of the geometric aspects of Aleksandrov reflection and its application to conformal flows on 5 n , the readers can see the recent paper by Chow [C] . The implications of the gradient estimate are twofold: first, it implies the asymptotic roundness of the hypersurfaces as long as we have the long time existence of the evolution; second, it tells us how to rescale the solution in a precise way. It is worth pointing out that our equation (2.3) is geometrical and therefore any estimate related to it may depend on the geometry of the setting. For example if, in the 1-dimensional case, we replace the initial imbedded closed convex curve MQ in E 2 by an immersed closed convex curve with loops, then the gradient estimate (3.15) is no longer valid. See Tsai [T] . A geometric explanation of this phenomenon can be given easily as follows. Imagine a cardioidlike curve with one little loop L2 and call the rest L\. Suppose we also position our coordinate system so that the origin O is enclosed by the little loop L2. The support function IAO(^) is now a periodic function with domain [0,47r] and is everywhere positive. It has larger values on Li, smaller values on the little loop L2. Also, for any point p on Li, which has small curvature, the expansion speed of p is much faster than the expansion speed of any point q on the little loop L2, which has large curvature. Therefore the difference u max (t) -u m \ n (t) will not be bounded above by any positive constant as time evolves.
The second derivative estimate.
Regarding the second derivatives estimates of it, we need to compute the evolution equations of h^ and h l i first. 
By (3.16), we find d t H = F^VkViH + n(F + F^hu) -{trF')H + F^m n Vih k iVih mn .
The concavity of/ would then imply (see Caffarelli-Nirenberg-Spruck [CNS] )
Applying the inequalities (3.12) and (3.13) to above yields
dtH < F^VkViH + C'H + C.
We thus find
by the maximum principle. Observing that 0 < Xi < Ai + • • • • +A n = H < C for any 1 < i < n and
the proof of the proposition is done. □
Since hij -V;VjU + ugij, the upper bound of it is established as long as u stays finite.
The lower bound of hij and the preserving of convexity.
We want to show that the convexity of the evolving hypersurfaces is preserved if we impose either assumption (2.5) or (2.6) on /. As a consequence, all of the principal radii Ai, A2,...., A n will have positive lower and upper bounds as long as u is bounded. First we have LEMMA 3.6. For all t e [0,T), we have
Since on 5 n x [0,T), we can apply the weak maximum principle to conclude Proof. Case 1. Assume / satisfies assumption (2.5).
Since we impose the barrier condition / = 0 on 9r + , it will force each A^ to stay strictly away from 0 for all i 6 fO,T) due to (3.22). That is, (Ai, A2, ....■ -, A n ) £ Q on S n x [0, T), where tt is a closed subset of r + with Q h 5r + = 0. The set Q is also bounded because of (3.20). Hence Q, is a compact set. The proof is done. 
<0.
Therefore we conclude dth 11 < 0 at the maximum point pt G 5 n .
Again the maximum principle implies the upper bound of ft 1 -7 ', which is the same as the lower bound of hij. □
COROLLARY 3.8. (preserving the convexity) If f satisfies either assumption (2.5) or (2.6) and u < M on S n x [0,T), there exist two positive constants Ci and C2 depending on M, F, UQ and T such that
This means that the evolving hypersurface is uniformly convex as long as u is finite.
Long time existence.
So far we have obtained the estimates on the first and second space derivatives of u and the bound of the tensor h^, whenever u stays finite. This will guarantee the uniform parabolicity of our nonlinear equation (2.3) as long as u is finite. By the same argument as in Urbas [Ul] , we can quote the result of Krylov-Safanov [KS] to get the C a estimate of ^. Since / is concave, by a result of Krylov [K] again, we also have the C a estimate of VVw. (Both estimates are with respect to space and time.) Standard parabolic theory again allows us to derive the C k ' a estimates of u provided u stays finite. We hence arrive at the following conclusion. We shall see immediately that T^ = 00.
Rescaling and convergence. By the equation dtu = F(Wu
where ^-and ^ are in the Lipschitz sense. (See Hamilton [H] or .) Because / is concave, we have
F{u m ax(t) • g) = f(u max (t),u max (t),...., u max (i)) <A + nB' u max (t)
by (3.13). Hence T^ = oo. Moreover, based on inequalities (3.26), we can carry out exactly the same proof as in to conclude LEMMA 3.10.
(
1). There exists a solution R(t) to the o.d.e.
(3.27)
(2). For any R(t) satisfying (3.27) and (3.28), we have (a). -is dereasmg, (b). is increasing, (c).
-is decreasing for allt G [0,oo) . From now on we will choose one R{t) satisfying (3.28) and use it to rescale the solution u{x,i). Define the rescaled solution u{x,i) as
u{x,t)
which is the support function of the rescaled surface M -^. Clearly we have (3.29) |fi( Xj t)-l|< JL, |Vw(a;,t)|<
for all (x, t) E 5 n x [0, oo) and the proof of Theorem 2.1 is finished.
REMARK 2. We would like to point out that the estimate (3.15) and relation (3.28) hold as long as we have the parabolic condition ^J-> 0.
Rescaling of solutions to some parabolic differential equations.
In this last section we establish a theorem which says that under some assumptions on the parabolic partial differential equation considered, there is a natural way to rescale the solution. Similar to Lemma 3.10, the rescaling function R(t) is chosen to be a solution of some ordinary differential equation with its value lying between the maximum and the minimum values of the solution u(x,t) to the partial differential equation considered. Again one can see Hamilton [H] or for the discussion and notations on the differentiability of Lipschitz functions. Let F(aij : bi, x, t) be a real-valued smooth function defined on the set T = 5(n) x E n x M x [0,T). Here S(n) denotes the n(n + l)/2-dimensional space of real symmetric n x n matrices. The main assumption on F in this section is (4.30) F (0, 0, x, t) is increasing in the variable x for all t G [0,T).
The main result in this section is THEOREM 4.11. Letu(x, t) 
The domain of i?/"(i) will be at least (Tj -£i,Tj] for some ei > 0. Set Letting 5 -> 0, the conclusion follows. The case when T = oo is also clear. The proof of (a) is complete. The proof of (b) is analogous to (a) if we use the inequality
(Hi). 0<u m -m (t), for all t e [0,T) then for any R(t) satisfying (4-32) and (4-33) we have (a). ^^ is dereasing, (b). ^ is increasing, (c).

^^F(0, 0, R(t), t) < F(0, 0, u m . in (t), t). K{t)
(c) is an easy consequence of (a) and (b). □
