Abstract. We characterize the compact composition operators on BMOA, the space consisting of those holomorphic functions on the open unit disk U that are Poisson integrals of functions on ∂U , that have bounded mean oscillation. We then use our characterization to show that compactness of a composition operator on BMOA implies its compactness on the Hardy spaces (a simple example shows the converse does not hold). We also explore how compactness of the composition operator C φ : BMOA → BMOA relates to the shape of φ(U ) near ∂U , introducing the notion of mean order of contact. Finally, we discuss the relationships among compactness conditions for composition operators on BMOA, VMOA, and the big and little Bloch spaces.
Introduction
Throughout this paper, φ will denote a holomorphic function taking the open unit disk U into itself and C φ will denote the operator of composition with φ. Clearly, C φ preserves the set H(U ) of holomorphic functions on U ; that is,
belongs to H(U ) whenever f does. It is well known that C φ also preserves many subspaces of H(U ) such as the classical Hardy spaces H p (U ) and Bergman spaces L p a (U ). That C φ also preserves BMOA is easy to verify (see [13] and, for example, the following section). Recall that the space BMOA consists of those holomorphic functions on the open unit disk U that are Poisson integrals of functions on ∂U that have bounded mean oscillation; also recall that BMOA ⊂ H p for every positive p. The compactness problem for Hardy-space composition operators was solved in 1988 by J. H. Shapiro [9, Theorem 2.3] , who characterized the compactness of C φ : H p → H p in terms of the Nevanlinna counting function of φ (Carleson measure considerations played a background role). In this paper, we characterize compact composition operators on BMOA via a Carleson measure condition. We then illustrate the utility of our characterization by employing it
• to show that compactness of C φ : BMOA → BMOA implies compactness of C φ on the Hardy spaces H p , and • to obtain a sharp sufficient condition for compactness of C φ : BMOA → BMOA in terms of how φ(U ) contacts ∂U . Our "order of contact" condition shows that, for example, if φ(U ) approaches ∂U only within, say, the cusp bounded by the graph of y = (x−1) 2 and its reflection in the x-axis, then C φ will be compact on BMOA (similar conditions show that C φ is compact on the Bloch space [7] ). Our work on order of contact allows us to answer a question raised by Madigan and Matheson in [7] (see section 5 below).
In the final section of this paper we discuss how compactness of C φ on BMOA relates to its compactness on the Bloch space and the little Bloch space. In particular, we comment on recent work of M. Tjani [14] . Tjani has shown that compactness of C φ on BMOA implies its compactness on the Bloch space. In addition, she has obtained a sufficient condition for compactness of C φ on BMOA involving the "counting function" for BMOA [14, Corollary 2.13] and has obtained a characterization of compact compositions operators on VMOA [14, Theorem 3.11] that is similar to one we present in section 3 of this paper.
Preliminaries
For a complex-valued function f ∈ L 1 (∂U ) and an arc I ∈ ∂U , we let f I denote the average of f over I, so that
where m denotes Lebesgue measure and |I| = m(I) denotes the length of I. The space BMO consists of those functions f ∈ L 1 (∂U ) such that
, we will freely identify f with its Poisson extension into U so that if a ∈ U , f (a) = P [f](a), where P denotes the Poisson kernel for U . The space BMO is a Banach space with norm
Clearly, L ∞ (∂U ) ⊂ BMO; in fact, harmonic conjugates of functions in L ∞ (∂U ) belong to BMO and every function f in BMO has the representation
where f 1 and f 2 are in L ∞ (∂U ) andf 2 denotes the harmonic conjugate of f 2 that vanishes at 0 (see, for example, [8, p. 39] ).
The representation (2.2) shows that BMO is preserved by composition with φ for any holomorphic self-map of the unit disk: Clearly f 1 • φ remains bounded; moreover,f 2 • φ = f 2 • φ +f 2 (φ(0)). The closed graph theorem now shows that C φ : BMO → BMO is bounded.
In this paper, our primary focus will be on composition operators acting on the closed subspace BMOA of BMO. The space BMOA consists of those holomorphic functions on U that are Poisson integrals of BMO functions. That C φ is a bounded linear operator on BMOA follows immediately from the discussion of the preceding paragraph (because composition with φ preserves analyticity). We now obtain a bound on the operator norm of C φ , C φ . The BMO norm defined by (2.1) is equivalent to the norm · s defined by
and using the norm representation (2.3), we have
Because f 1 +f 2 is an arbitrary representation of f as an L ∞ function plus a conjugate L ∞ function, it follows that
This bound on the operator norm of C φ should be compared with the bound for 
This is the content of Carleson's Embedding Theorem (see, e.g., [8, p. 5] ). We use the following consequence of Carleson's theorem in our proof that compactness of C φ on BMOA implies its compactness on H 2 (hence on all of the Hardy spaces [11, §6] ).
Theorem 2.1 (Carleson).
There is a constant C such that for each f ∈ H 2 and every Carleson measure µ,
Carleson measures may be used to characterize functions in BMO. For f ∈ L 1 (∂U ), let µ f be defined by
where dA denotes Lebesgue area measure.
Theorem 2.2 (Fefferman).
For a function f ∈ L 1 (∂U ), the following are equivalent:
Thus f ∈ BMOA if and only if
is a Carleson measure. The proof of Fefferman's theorem (see, e.g, [8, Chapter 4] ) shows that the norm · * on BMO defined by
is equivalent to the two norms for BMO discussed above. A function f ∈ BMO is said to have vanishing mean oscillation and belong to VMO provided
The space VMO is not always preserved under composition with an analytic selfmap φ of U . Because f (z) = z belongs to VMO, an obvious necessary condition for preservation under C φ is that φ belong to VMO. Since VMO ∩ L ∞ is an algebra [6, p. 377], it's not difficult to see that, in fact, φ ∈ VMO is sufficient to ensure C φ map VMO into itself. We let VMOA denote the collection of those functions in VMO that are analytic on U . The preceding proposition (together with the closed graph theorem) shows C φ is a bounded linear operator on VMOA. Observe that any univalent (holomorphic) function f mapping U onto a region of finite area will satisfy condition (2.4) and thus belong to VMOA. Hence, whenever the self-map φ of U is univalent, C φ will preserve VMOA.
Compactness characterization
In this section we characterize the compact composition operators on BMO. Not surprisingly, compactness on BMO is equivalent to compactness on BMOA. We present our arguments in the BMOA setting and then discuss modifications needed for the BMO setting. In what follows Ω r represents {z ∈ U : |φ(z)| > r} whileΩ r = U \ Ω r . The characteristic function of Ω r will be denoted by 1 Ωr . Theorem 3.1. The composition operator C φ is compact on BMOA if and only if for every > 0 there is an r, 0 < r < 1, such that
for every arc I and every f ∈ BMOA with f * ≤ 1.
Proof of sufficiency. Let (f n ) be a sequence in the unit ball of BMOA which converges to 0 uniformly on compact subsets of U . It will be enough to show that f n • φ converges to 0 in norm. Fix > 0 and let r, 0 < r < 1, be such that (3.1) holds. Since φ(Ω r ) is a relatively compact subset of U , f n • φ and f n • φ converge uniformly to 0 onΩ r . In particular there is an N such that |f n • φ(z)| 2 < if n ≥ N and z ∈Ω r . Consequently
On the other hand,
for all n by our choice of r. Hence, for n ≥ N ,
The proof that condition (3.1) is necessary for compactness of C φ : BMOA → BMOA will depend on the following two lemmas.
Lemma 3.2.
Suppose C φ is compact on BMOA. Then for every > 0 there is an r, 0 < r < 1, such that
Proof. Since z n is norm bounded in BMOA and converges uniformly to 0 on compact subsets of U , and since C φ is compact, φ n * → 0. Hence, given > 0, there is an N > 1 such that if n ≥ N , then
for any I, since |φ(z)| > r on Ω r . Choosing r so that N 2 r 2N −2 = 1 proves the lemma.
Lemma 3.3.
Suppose that C φ is compact on BMOA and that f ∈ BMOA. Then for every > 0 there exists r = r(f, ), 0 < r < 1, such that
Proof. Let f s (z) = f(sz) for 0 < s < 1. Then f s → f uniformly on compact subsets of U as s → 1 and the family {f s : 0 < s < 1} is bounded in BMOA; thus,
In particular, for each > 0 there is an s, 0 < s < 1, such that
for an appropriate choice of r, 0 < r < 1, by Lemma 3.2. Lemma 3.3 follows on applying the triangle inequality.
Proof of necessity (Theorem 3.1). Assume that C φ is compact on BMOA. Let B denote the unit ball of BMOA. Since C φ (B) is relatively compact in BMOA, there is, for each > 0, a finite set of functions f 1 , . . . , f n in B such that for each f ∈ B there is an i, i = 1, . . . , n, such that
for each arc I. Applying Lemma 3.3 to the functions f 1 , . . . , f n yields r = max 1≤i≤n r(f i , /4) such that
for each arc I and for i = 1, . . . , n. The triangle inequality completes the proof.
The decomposition of BMO functions provided by Fefferman's theorem into sums of L ∞ and conjugate L ∞ functions leads to the following improvement of Theorem 3.1. (a) C φ is compact on BMO; (b) C φ is compact on BMOA; (c) for every > 0 there is an r, 0 < r < 1, such that
for all arcs I on ∂U and for every f ∈ L ∞ with f ∞ ≤ 1.
The same argument shows that h * ≤ 2 f * . Thus a norm bounded sequence (f n ) in BMO corresponds to a pair of norm bounded sequences (g n ) and (h n ) in BMOA with f n = g n + i h n . If C φ is compact on BMOA, we can find a subsequence (r n ) of the sequence of positive integers such that both (g rn • φ) and (h rn • φ) converge in norm, and thus (f rn • φ) will converge in norm as well. Hence (b) implies (a). That (b) implies (c) follows quickly from Theorem 3.1 and the decomposition of BMO functions discussed in the preceding paragraph. Because
Let f be an arbitrary element of the unit ball of L ∞ (∂U ) and as in the preceding paragraph write f = g + i h, where g and h are BMOA functions such that g * ≤ 2 f * and h * ≤ 2 f * . Because f ∞ ≤ 1, we have that both g * and h * do not exceed 2C ∞ . Theorem 3.1 now shows (b) implies (c).
That (c) implies (b) remains to be proved. Because the norms · s and · * are equivalent, there is a constant C such that f s ≤ C f * for each f ∈ BMOA. Given > 0, choose r so that the integral on the left of (3.2) is less than |I|/(16C 2
one can easily verify the condition of Theorem 3.1 holds so that C φ is compact on BMOA.
The compactness condition of the preceding theorem takes a simpler form in the VMO setting. Because every f ∈ VMO has a decomposition f = g +h, where g and h are continuous on ∂U (see, e.g., [8, p. 
whenever I is an arc on ∂U with |I| ≤ δ and f ∈ C(∂U ) with f ∞ ≤ 1.
Compactness on BMOA versus compactness on H 2
In this section we use our BMOA compactness characterization of Theorem 3.1 to prove that if C φ is compact on BMOA, then it is also compact on the Hardy spaces H p (U ). We conclude the section with an example showing that compactness of C φ on the Hardy spaces does not imply its compactness on BMOA.
Compact composition operators in the Hardy space setting were characterized by Shapiro in [9] ; using his work, Cima and Matheson point out in [2] that C φ is compact on H 2 if and only if
where
is the normalized reproducing kernel at a ∈ U for H 2 .
We show that if C φ is compact on BMOA, then condition (4.1) holds. Our proof employs Carleson's Embedding Theorem (stated as Theorem 2.1 in section 2). We also make use of the following well-known fact (which follows quickly from the Littlewood-Paley identity ([6, Chapter 6]) or may be established directly using power series):
Proof. Let M denote the operator norm of C φ :
where dλ = dA/π, 0 < r < 1, and, as before, Ω r = {z ∈ U : |φ(z)| > r}. Let > 0. Because the family {L a : a ∈ U } is bounded in BMOA, Theorem 3.1 shows that there is an r ∈ (0, 1) such that for each a ∈ U , ν(µ r,a ) < 2 CM 2 ; here, C is the constant of Theorem 2.1. Now choose s ∈ (0, 1) large enough so that when 1 > t > s, both
As long as a ∈ U satisfies |a| > s, we have
where, to obtain the next-to-last inequality, we have used Theorem 2.1 and φ H 2 ≤ 1 (because φ is a self-map of U ). It follows that C φ k a H 2 → 0 as |a| → 1 − so that C φ is compact on H 2 .
The converse of the preceding theorem is not valid. Our argument depends upon the following proposition. Even weak compactness of C φ : VMOA → VMOA is sufficient to ensure that C φ map BMOA into VMOA. Recall that the bounded linear operator T from the Banach space X to the Banach space Y is weakly compact provided that the weak closure of the image under T of the unit ball in X is a weakly compact set in Y . According to Gantmacher's theorem T : X → Y is weakly compact if and only if T * * (X * * ) is contained in the natural embedding of Y into Y * * (see, e.g., [4, p. 482] ). Because the second dual of VMOA is BMOA, it follows that for φ ∈ VMOA, C φ : VMOA → VMOA is weakly compact if and only if f • φ ∈ VMOA for all f ∈ BMOA.
The following example shows that compactness of C φ on H 2 does not imply compactness of C φ on BMOA. (Madigan and Matheson use essentially the same example and the same argument in [7] to show that, for instance, compactness of C φ on H 2 does not imply its compactness on the Bloch space.) 
Order of contact and compactness
For α > 0 and G an open subset of U , we say that G contacts ∂U with mean order (at most) α provided that
as r → 1 − , where 1 G is the characteristic function of the set G. Observe that the integral on the left of (5.1) represents the angular measure of G intersected with the circle {z : |z| = r}.
Our notion of mean order of contact is consistent with the usual pointwise orderof-contact concept (cf. [10, p. 45] ). For example, the mean order of contact for a domain contained in a Stoltz region is at most 1. "Cuspy" contact corresponds to orders less than one. For instance, if a domain G ⊂ U has boundary contacting the circle only at 1 and near 1, G lies between the graph of y = (1−x) 2 and its reflection in the x-axis, then G makes contact with ∂U with mean-order at most 1/2.
We now make precise the connection between mean order of contact and pointwise order of contact. Let 1 be a point of ∂G ∩ ∂U ; we say that G contacts ∂U at 1 with order at most b provided that
remains bounded as z approaches 1 within G.
Let G be a subregion of U whose boundary touches the unit circle precisely at 1 with order of contact b at 1. Observe that we must have
for some constant C. Because G contacts the circle only at 1, there is an r 0 such that all points in G with modulus greater than r 0 lie in the right-half plane. Let r > r 0 and let z = re it be a point in G. Because z is necessarily in the right half-plane, we may take t ∈ (−π/2, π/2). We have
The preceding inequality combined with (5.2) yields
1/b so that the angular measure of G intersect the circle of radius r is bounded by a constant times (1 − r) 1/b . Thus for a domain whose boundary contacts the circle at exactly one point, mean order of contact corresponds to pointwise order of contact.
Shapiro and Taylor [11] appear to have been the first to point out an explicit connection between order of contact of φ(U ) and compactness of the corresponding composition operator on H 2 . They showed that if φ(U ) is contained in a polygon inscribed in the unit circle, then C φ will be compact on H 2 . Example 4.3 of the preceding section shows that the containment of φ(U ) in a polygon circumscribed by the unit circle is not sufficient to ensure that C φ be compact on BMOA. Thus, contact of φ(U ) with ∂U of mean order 1 is not sufficient to guarantee that C φ : BMOA → BMOA is compact. We will show, however, that mean-order of contact less than one does guarantee compactness in the BMOA setting. Our work depends on the following.
Proposition 5.1. Suppose that φ is a holomorphic mapping of U into itself which satisfies
for all z ∈ U , where C is an absolute constant (see, e.g. [8, p. 92 
]). Thus if
because (1 − |z|)/|I| < 1/(2π) for z ∈ R(I) and the integral can only increase if we then replace R(I) with the larger region of integration U . The integral on the right tends to zero as r tends to 1 since the measure of Ω r tends to zero and the integrand is integrable over U. Thus the condition of Theorem 3.1 is satisfied and C φ is compact on BMOA.
The condition (5.4) appears in Shapiro and Taylor's paper [11] as a necessary and sufficient condition for C φ to be Hilbert-Schmidt on the classical Dirichlet space of U . M. Tjani recently showed ([14, Proposition 3.9]) that condition (5.4) implies C φ is compact from the Bloch space to BMOA (from which Proposition 5.1 follows). Proof. Let G = φ(U ). Because G makes contact with ∂U with mean order α there is a constant C such that
for every r, 0 ≤ r < 1. Changing variables and using polar coordinates yields
which is finite because α < 1. Thus, by Proposition 5.1, C φ is compact.
Corollary 5.3. If φ(U ) is contained in a simply connected region which contacts the unit circle with mean order
Proof. Suppose that φ(U ) is contained in the simply connected region G ⊂ U and that G contacts the unit circle with order α < 1. Let ψ map U univalently onto G. Then C ψ is compact on BMOA by Corollary 5.2, and thus C φ = C ψ −1 •φ C ψ is compact as well.
Madigan and Matheson raise the following question in [7] .
Is there a φ in the little Bloch space such that φ(U ) ∩ ∂U is infinite and C φ is compact on the little Bloch space? Corollary 5.2 together with Proposition 6.1 provide an affirmative answer to this question. In fact, one can construct a mapping φ such that C φ is compact on the little Bloch space and φ(U ) =Ū. Let (t n ) be a sequence of real numbers such that {e itn : n = 1, 2, . . . } is dense in ∂U , and let (h n ) be a sequence of positive numbers less than, say, 1/2 such that 2 and its reflection in the x-axis. Set
Observe that G is star-like with respect to the origin, thatḠ =Ū , and that G makes mean-order contact 1/2 with ∂U . Thus, by Corollary 5.2, a Riemann mapping φ of U onto G will induce a compact composition operator on BMOA. Moreover, because φ is univalent it will be in VMOA and hence will induce a compact composition operator on VMOA. Finally, compactness of C φ on VMOA implies its compactness on the little Bloch space (see Proposition 6.1 of the following section).
Further compactness comparisons
Recall that the Bloch space B consists of those analytic functions on U for which
is finite and the little Bloch space B 0 is that subspace of B comprising functions f for which
It is well known that BMOA ⊂ B and that VMOA ⊂ B 0 (see, e.g. The operator C φ is compact on B if and only if for each > 0 there exists an r, 0 < r < 1, such that
Observe that there is a similarity in form between these Bloch space compactness results and our compactness results for BMOA and VMOA. . Using this characterization of compactness for Bloch-space composition operators, Tjani shows
• if C φ is compact on BMOA, then C φ is compact on the Bloch space.
The authors of the present paper have obtained an alternative proof of Tjani's result, showing that if our BMOA compactness condition holds, then Madigan and Matheson's B compactness condition holds (we omit the proof). Wayne Smith [12] recently constructed an inner function φ such that C φ is compact on the little Bloch space. Since no inner function can induce a compact compo-sition operator on BMOA (because, e.g., BMOA compactness implies Hardy-space compactness), Smith's example shows that compactness of C φ on the little Bloch space and a fortiori on the Bloch space doesn't imply its compactness on BMOA.
Our contribution to the Bloch-BMOA compactness comparison is the following. so that C φ is compact on the little Bloch space.
We present a simple, direct proof. Let E a ∈ VMOA * be defined by E a (f ) = f (a). For |ζ| = 1 and r ∈ [0, 1), let L rζ (z) = log(1 − rζz). Because E φ(a) ≥
C1
(1−|φ(a)|) , Proposition 6.1 follows. We remark that our argument yielding Proposition 6.1 also provides an alternative proof that Suppose that C φ : VMOA → VMOA is weakly compact; i.e., suppose that C φ maps BMOA into VMOA. Must C φ : VMOA → VMOA be compact? To contrast our question with its analogue for the little Bloch space, we offer the following remarks. That weak compactness implies compactness for composition operators on B 0 follows from the more general result that any weakly compact operator T : B 0 → X is compact, where X is any Banach space. This general result has a simple functional analytic proof based on the fact that the dual of B 0 is isomorphic to the the Bergman space L a (U ) must be compact. Since an operator is compact (or weakly compact) if and only if its adjoint is, the result follows. On the other hand, no such argument is possible for VMOA, as its dual space, which is isomorphic to H 1 , contains complemented copies of Hilbert space (cf. [15, p. 21] ).
