Scan Statistic Dengan Pendekatan Small Area Estimation Empirical Bayes Untuk Mendeteksi Kantong Kemiskinan Di Kepulauan Nias by Noviyanti, Reny Ari
  
 
 
 
 
TESIS - SS 142501 
 
SCAN STATISTIC DENGAN PENDEKATAN        
SMALL AREA ESTIMATION EMPIRICAL BAYES 
UNTUK MENDETEKSI KANTONG KEMISKINAN        
DI KEPULAUAN NIAS 
 
 
 
RENY ARI NOVIYANTI 
NRP. 1313 201 715 
 
 
DOSEN PEMBIMBING  
Dr. Dra. Ismaini Zain, M.Si 
 
 
PROGRAM MAGISTER 
JURUSAN STATISTIKA 
FAKULTAS MATEMATIKA DAN ILMU PENGETAHUAN ALAM 
INSTITUT TEKNOLOGI SEPULUH NOPEMBER 
SURABAYA 
2015 
 
  
 
 
 
THESIS - SS 142501 
 
 
SCAN STATISTIC APPROACH 
SMALL AREA ESTIMATION EMPIRICAL BAYES 
TO DETECT HOTSPOT POVERTY 
IN NIAS ISLAND  
 
 
 
RENY ARI NOVIYANTI 
NRP. 1313 201 715 
 
 
SUPERVISOR  
Dr. Dra. Ismaini Zain, M.Si 
 
 
MAGISTER PROGRAM 
DEPARTMENT OF STATISTICS 
FACULTY OF MATHEMATICS AND NATURAL SCIENCE 
INSTITUT TEKNOLOGI SEPULUH NOPEMBER 
SURABAYA 
2015 
 

iii 
 
SCAN STATISTIC DENGAN PENDEKATAN  
SMALL AREA ESTIMATION EMPIRICAL BAYES  
UNTUK MENDETEKSI KANTONG KEMISKINAN 
DI KEPULAUAN NIAS 
 
Nama  : Reny Ari Noviyanti 
NRP   : 1313201715 
Pembimbing : Dr. Dra. Ismaini Zain, M.Si 
 
ABSTRAK 
 
Kabupaten/kota yang berada di Kepulauan Nias merupakan daerah dengan 
persentase penduduk miskin paling tinggi dibanding kabupaten/kota lainnya di 
Sumatera Utara. Dalam rangka mengimplementasikan berbagai program 
pengentasan kemiskinan diperlukan adanya informasi daerah yang merupakan 
kantong kemiskinan.  Salah satu metode yang bisa digunakan untuk 
mengidentifikasi kantong kemiskinan adalah Scan Statistic. Pendeteksian kantong 
kemiskinan pada level wilayah kecil (kecamatan) memerlukan informasi lengkap 
dari data populasi, sedangkan data kemiskinan pada wilayah kecil tersebut tidak 
tersedia. Oleh karena itu, digunakan metode Small Area Estimation Empirical 
Bayes (SAE EB) untuk mendapatkan data proporsi kemiskinan tingkat kecamatan. 
Untuk mendeteksi kantong kemiskinan digunakan metode Circular Spatial Scan 
Statistic. Variabel respon dalam penelitian ini adalah proporsi kemiskinan yang 
dihitung berdasarkan data Susenas. Variabel penyerta (auxiliary variables) yang 
digunakan bersumber dari data Potensi Desa. Selain itu, digunakan data koordinat 
geografis berupa letak astronomi kantor kecamatan untuk menentukan cluster 
kecamatan yang merupakan kantong kemiskinan. Kajian terhadap estimator pada 
Scan Statistic dilakukan untuk mendapatkan estimator p (probabilitas miskin 
didalam scanning window) dan q (probabilitas miskin di luar scanning window) 
yang digunakan untuk menghitung log likelihood ratio (LLR) dengan prosedur 
maximum likelihood. Penerapan SAE EB untuk estimasi proporsi kemiskinan 
tingkat kecamatan menghasilkan estimator dengan tingkat akurasi yang lebih baik. 
Aplikasi SAE EB pada Scan Statistic, berdasarkan uji hipotesis Monte Carlo 
diperoleh 10 (sepuluh) kantong kemiskinan dengan Gunung Sitoli Idanoi 
merupakan daerah kantong kemiskinan pertama yang harus menjadi prioritas 
pengentasan kemiskinan di Kepulauan Nias. 
 
 
Kata kunci : Kantong kemiskinan, LLR, SAE EB, Scan Statistic. 
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ABSTRACT 
 
The districts in Nias Islands be an areas with the highest percentage of poverty  
than other districts in North Sumatra. In order to implement poverty alleviation 
programs, it is necessary to identify area that be a hotspot poverty. One method 
that can be used to identify hotspot poverty is Scan Statistics. To detecting hotspot 
poverty at small regions (sub-districts) level are required complete information on 
population data, while poverty data in small area does not available. Therefore, 
used Small Area Estimation Empirical Bayes (SAE EB) methods to get poverty 
proportion data of sub-districts level. To detect hotspot poverty used Circular 
Spatial Scan Statistic method. Response variable in this study was poverty 
proportion which is calculated based on Susenas. Auxiliary variables are obtained 
from Potensi Desa data. In addition, the geographic coordinates of sub-districts 
office was used in the form of astronomical layout to determine sub-district 
cluster which be a hotspot poverty. The study on the Scan Statistic estimator 
performed to obtain estimator p (probability of poverty in the scanning window) 
and q (probability of poverty outside the scanning window) that is used to 
calculate log likelihood ratio (LLR) with maximum likelihood procedure. 
Application SAE EB to estimate poverty proportion of sub-district level produce 
estimators with better accuracy. Application SAE EB on Scan Statistics, based on 
Monte Carlo hypothesis testing obtained ten poverty pockets with Gunung Sitoli 
Idanoi should be main hotspot poverty that must be the first priority of poverty 
reduction in Nias Island. 
 
Keywords: Hotspot poverty, SAE EB, LLR, Scan Statistics. 
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BAB 1 
PENDAHULUAN 
 
1.1 Latar Belakang 
Pengentasan kemiskinan merupakan tantangan global terbesar yang 
dihadapi dunia dan menjadi syarat mutlak bagi pembangunan berkelanjutan. 
Perserikatan Bangsa-Bangsa (PBB) menempatkan program pengentasan 
kemiskinan dan kelaparan absolut sebagai tujuan pertama dalam Millenium 
Development Goals (MDG’s) yang harus dicapai pada tahun 2015. Indonesia 
sebagai salah satu negara anggota PBB menetapkan pengentasan kemiskinan 
sebagai salah satu tujuan pembangunan nasional sebagaimana yang termaktub 
dalam Pembukaan Undang-Undang Dasar 1945 yaitu memajukan kesejahteraan 
umum. Untuk mengimplementasikan berbagai program pengentasan kemiskinan 
diperlukan adanya informasi daerah yang merupakan kantong kemiskinan. World 
Bank (2007) dan TNP2K (2013) menyatakan bahwa salah satu strategi percepatan 
penanggulangan kemiskinan adalah program pemberdayaan kelompok masyarakat 
miskin dimana sasaran utamanya adalah daerah kantong-kantong kemiskinan.  
Salah satu daerah di Indonesia yang mempunyai permasalahan kemiskinan 
cukup serius berada di Kepulauan Nias. World Bank (2007) menyebutkan bahwa 
dengan jumlah penduduk sebesar 20,8 persen dari total jumlah penduduk 
Indonesia, Sumatera dihuni oleh penduduk miskin dengan proporsi yang hampir 
sebanding, yaitu 21,8 persen. Angka kemiskinan mencapai 17,5 persen, sedikit 
lebih tinggi dari rata-rata angka kemiskinan nasional, yaitu 16,7 persen. Meskipun 
Sumatera relatif makmur, akan tetapi masih memiliki kantong-kantong 
kemiskinan yang cukup banyak, khususnya kepulauan di pantai barat Aceh, 
kepulauan Nias, daerah sepanjang pantai Bengkulu Selatan, dan daerah pedalaman 
Lampung Utara. 
Kepulauan Nias yang terdiri dari lima kabupaten/kota merupakan wilayah 
bagian Sumatera Utara yang secara geografis terpisah dari daratan sumatera. 
Kabupaten/kota yang berada di Kepulauan Nias merupakan daerah dengan 
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persentase penduduk miskin paling tinggi dibanding kabupaten/kota lainnya di 
Sumatera Utara. Pada tahun 2011, persentase penduduk miskin di Sumatera Utara 
adalah sebesar 10,83 persen, sedangkan Gunung Sitoli sebesar 32,12 persen, Nias 
Utara sebesar 30,44 persen, Nias Barat sebesar 29,32 persen, Nias Selatan sebesar 
19,71 persen, dan Nias sebesar 19,11 persen. Tingginya tingkat kemiskinan di 
Kepulauan Nias tersebut bertolak belakang dengan predikat Sumatera Utara 
sebagai provinsi yang mempunyai pertumbuhan ekonomi relatif tinggi yaitu 
sebesar 6,63 persen sedikit diatas laju pertumbuhan ekonomi nasional yaitu 6,50 
persen. Adanya fenomena yang bertolak belakang ini menandakan bahwa 
keberhasilan pembangunan di Sumatera Utara belum sepenuhnya mampu 
dirasakan oleh penduduk di Kepulauan Nias. Oleh karena itu, diperlukan adanya 
informasi prioritas lokasi pengentasan kemiskinan melalui keberadaan kantong-
kantong kemiskinan dalam wilayah kecil di Kepulauan Nias sehingga program 
pengentasan kemiskinan bisa berjalan lebih efektif dan tepat sasaran. 
Salah satu metode yang bisa digunakan untuk mengidentifikasi daerah 
yang merupakan kantong kemiskinan adalah Scan Statistic. Scan Statistic 
merupakan metode dalam geoinformatika yang mempertimbangkan unsur spasial 
untuk mendeteksi dan mengevaluasi pengelompokan daerah (cluster) yang 
mempunyai potensi tinggi atau rendah dari suatu kejadian, serta menguji 
parameter proporsi satu daerah dibandingkan dengan proporsi daerah lain secara 
statistika (Jung, dkk, 2007). Metode Scan Statistic pertama kali diperkenalkan 
oleh Kulldorff dan Nagarwala (1995) untuk mendeteksi cluster (wilayah) yang 
mempunyai potensi lebih tinggi dibandingkan dengan wilayah lain berdasarkan 
lokal-ruang atau ruang-waktu dalam data level grup menggunakan jendela 
sirkular/silindrikal (lingkaran). Scan Statistic digunakan untuk mendeteksi 
kelompok daerah yang merupakan most likely cluster (MLC) melalui proses titik 
(Kulldorff, 1997). Kelompok daerah tersebut diperoleh dengan melakukan proses 
scanning pada sebuah jendela atau area yang diteliti dan mencatat jumlah 
pengamatan serta pengamatan yang diharapkan di dalam setiap area. Kulldorff 
(1997) mengembangkan dua model yaitu model Poisson dan model Bernoulli. 
Selain model diskret, model data kontinu juga dikembangkan oleh Kulldorff, 
Huang, Konty (2010). 
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Metode Scan Statistic terdiri dari Circular Spatial Scan Statistic yang 
diperkenalkan oleh Martin Kulldorff tahun 1997, Upper Level Set Scan Statistic 
(Non Circular Spatial Scan Statistic) yang diperkenalkan oleh Patil dan Taillie 
tahun 2003, dan Flexibly Shaped Spatial Scan Statistic yang diperkenalkan 
pertama kali oleh Toshiro Tango dan Kunihiko Takahashi pada tahun 2005. 
Perbedaan ketiga metode tersebut terletak pada proses pembentukan scanning 
window yang akan dijadikan sebagai dasar penentuan hotspot atau most likely 
cluster. Tango (2005) menyebutkan bahwa penentuan daerah yang merupakan 
most likely cluster menggunakan metode Circular Spatial Scan Statistic 
mempunyai kemampuan lebih tinggi dibandingkan dengan metode lainnya apabila 
cluster yang dideteksi berbentuk sirkular. 
Informasi lengkap tentang populasi sangat diperlukan dalam Scan Statistic 
agar cluster spasial pada suatu daerah dapat terdeteksi secara tepat, sehingga 
tindakan atau kebijakan yang lebih baik dapat dilakukan. Permasalahannya, untuk 
mendeteksi kantong kemiskinan pada level wilayah kecil (kecamatan) dengan 
menggunakan Scan Statistic, data kemiskinan pada wilayah kecil tersebut tidak 
tersedia. Selama ini data kemiskinan makro yang dihitung oleh Badan Pusat 
Statistik (BPS) hanya tersedia sampai level kabupaten/kota yang disebabkan oleh 
keterbatasan jumlah sampel Survei Sosial Ekonomi Nasional (Susenas) sebagai 
dasar penghitungan kemiskinan. Ukuran sampel pada area umumnya sangat kecil 
sehingga statistik yang diperoleh akan memiliki varians yang besar. Selain itu, 
estimasi tidak dapat dilakukan karena ada beberapa area yang tidak terpilih 
sebagai sampel, sehingga kesimpulan yang dihasilkan tidak dapat 
menggambarkan keadaan yang sebenarnya. Apabila dilakukan penambahan 
jumlah sampel maka akan terkendala oleh biaya dan tenaga yang cukup besar 
serta waktu yang relatif lama. Upaya lain yang bisa dilakukan adalah 
mengoptimalkan data yang tersedia dengan menggunakan metode Small Area 
Estimation (SAE) untuk mendapatkan data proporsi kemiskinan pada wilayah 
kecil (kecamatan). 
Small Area Estimation merupakan suatu teknik statistika yang digunakan 
untuk menduga parameter-parameter dari sub populasi yang ukuran sampelnya 
lebih kecil dengan memanfaatkan informasi tambahan (auxiliary variable) dari 
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domain besar (data sensus atau survei) untuk menduga parameter yang menjadi 
perhatian pada domain yang lebih kecil (Longford, 2005). Metode SAE pertama 
kali diperkenalkan oleh Fay dan Herriot pada tahun 1979. Berdasarkan 
ketersediaan datanya model small area terbagi menjadi dua, yaitu model level 
area dan model level unit. Metode dalam SAE terdiri dari Hierarchical Bayes 
(HB), Empirical Bayes (EB), dan Empirical Best Linier Unbiased Prediction 
(EBLUP). 
Metode EBLUP mengestimasi parameter yang meminimumkan mean 
square error dengan mensubstitusi komponen varians yang tidak diketahui 
dengan estimator varians melalui data sampel. Dalam metode Empirical Bayes, 
parameter model diestimasi dari distribusi marginal data untuk selanjutnya 
inferensi didasarkan pada distribusi posterior dari variabel yang diamati. 
Kemudian dalam metode Hierarchical Bayes, estimasi didasarkan pada distribusi 
posterior dimana parameter diestimasi dengan rata-rata posterior dan presisinya 
diukur dengan varians posteriornya (Ghosh dan Rao, 1994). 
Metode SAE yang digunakan untuk memperoleh estimator sebagai input 
Scan Statistic dalam penelitian ini adalah Empirical Bayes. Hal ini didasarkan 
karena metode Empirical Bayes merupakan metode estimasi parameter pada area 
kecil yang didasarkan pada model bayes dimana inferensia yang diperoleh 
berdasar pada estimasi distribusi posterior dari variabel yang diamati. Metode 
Empirical Bayes dikembangkan karena metode bayes sulit digunakan dan kadang 
sangat sensitif karena membutuhkan penaksiran peluang tertentu yang sangat sulit 
ditaksir (Good, 1980). Kismiantini (2007) menyebutkan kelebihan metode 
Empirical Bayes yaitu mampu menampung informasi antar area untuk mereduksi 
mean square error. 
Beberapa penelitian yang menggunakan Scan Statistic untuk medeteksi 
kantong kemiskinan diantaranya dilakukan oleh Betti, dkk (2006) yang 
menggunakan Upper Level Set Scan Statistic untuk mengidentifikasi poverty 
hotspot di Albania. Helmet (2010) menggunakan Multivariate Circular Spatial 
Scan Statistic untuk mendeteksi kabupaten/kota di Pulau Jawa yang merupakan 
daerah kantong kemiskinan, penerima raskin, dan pelayanan kesehatan gratis. 
Nurcahayani (2013) menggunakan metode Flexibly Shaped Spatial Scan Statistic 
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untuk mendeteksi kantong kemiskinan di Kabupaten Kulonprogo, Bantul, dan 
Gunungkidul. 
Untuk mendeteksi kantong kemiskinan pada area kecil, Siswantining 
(2013) membandingkan pendekatan SAE HB spasial, EBLUP, dan SEBLUP 
dalam Spatial Scan Statistic. Hasil penelitian menyimpulan SAE yang digunakan 
untuk menduga parameter daerah secara lengkap baik daerah tersurvei atau tidak 
dapat diterapkan pada Scan Statistic karena mempunyai bias kecil dan konsisten 
sehingga cukup efektif untuk mendeteksi kantong kemiskinan level 
desa/kelurahan di Kabupaten Jember. 
Berdasarkan latar belakang yang telah diuraikan terlihat bahwa dengan 
mengaplikasikan SAE pada Scan Statistic akan memberikan penghematan biaya, 
waktu dan tenaga dalam menentukan daerah kantong kemiskinan karena 
penelitian tidak perlu dilakukan untuk seluruh populasi, tetapi cukup dengan 
memanfaatkan data atau informasi administrasi yang tersedia. Oleh karena itu, 
dalam penelitian ini diusulkan penggunaan metode Scan Statistic berbasis SAE 
Empirical Bayes untuk mendeteksi kantong kemiskinan di Kepulauan Nias. 
 
1.2 Perumusan Masalah 
Perumusan masalah dalam penelitian ini adalah sebagai berikut. 
1. Bagaimana estimasi parameter pada Scan Statistic dengan menggunakan 
estimator hasil SAE Empirical Bayes? 
2. Bagaimana mendapatkan estimasi proporsi kemiskinan level kecamatan di 
Kepulauan Nias dengan menggunakan metode SAE Empirical Bayes? 
3. Bagaimana menerapkan SAE Empirical Bayes pada Scan Statistic untuk 
mendeteksi kantong kemiskinan di Kepulauan Nias? 
 
1.3 Tujuan Penelitian 
Berdasarkan rumusan masalah yang telah diuraikan, maka tujuan dari 
penelitian ini adalah sebagai berikut. 
1. Melakukan kajian terhadap estimasi parameter pada Scan Statistic dengan 
menggunakan estimator hasil SAE Empirical Bayes. 
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2. Menerapkan metode SAE Empirical Bayes untuk mendapatkan estimasi 
proporsi kemiskinan level kecamatan di Kepulauan Nias. 
3. Mengaplikasikan SAE Empirical Bayes pada Scan Statistic untuk mendeteksi 
kantong kemiskinan di Kepulauan Nias.  
 
1.4 Manfaat Penelitian 
Penelitian ini diharapkan dapat memberikan manfaat sebagai berikut. 
1. Bagi Perkembangan Ilmu Pengetahuan 
Mengembangkan wawasan statistika mengenai metode Scan Statistic berbasis 
Small Area Estimation Empirical Bayes. 
2. Bagi Pemerintah 
Menjadi referensi dan bahan evaluasi keberhasilan pembangunan serta 
memberikan masukan kepada pemerintah dalam merancang program dan 
kebijakan penanggulangan kemiskinan yang efektif pada level kecamatan di 
Kepulauan Nias. 
 
1.5 Batasan Masalah 
Batasan masalah pada penelitian ini adalah sebagai berikut. 
1. Metode SAE yang digunakan adalah Empirical Bayes berbasis level area. 
2. Scan Statistic yang digunakan adalah Circular Spatial Scan Statistic model 
bernoulli.  
3. Konsep kemiskinan yang digunakan dalam penelitian adalah kemiskinan 
makro, dimana penduduk miskin didefinisikan sebagai penduduk yang 
memiliki rata-rata pengeluaran per kapita per bulan di bawah garis 
kemiskinan. 
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BAB 2 
TINJAUAN PUSTAKA 
 
Pada bab ini diuraikan tinjauan pustaka dari beberapa literatur yang menjadi 
landasan teori dalam penelitian, diantaranya adalah sebagai berikut. 
 
2.1  Small Area Estimation (SAE) 
Small Area Estimation (SAE) merupakan metode estimasi tidak langsung  
(indirect estimation)  yang mengkombinasikan antara data survei dengan data 
pendukung lain misalnya dari data sensus sebelumnya yang memuat variabel 
dengan karakteristik yang sama dengan data survei sehingga dapat digunakan 
untuk menduga area yang lebih kecil dan memberikan tingkat akurasi yang lebih 
baik (Rao, 2003). Ada dua masalah pokok dalam teknik SAE. Pertama, bagaimana 
menghasilkan suatu  estimasi   parameter yang cukup baik di suatu wilayah/area 
dengan ukuran sampel yang relatif kecil. Kedua, bagaimana menduga  nilai Mean 
Square Error  (MSE) dari  estimasi  parameter  yang dihasilkan.  Kedua masalah 
tersebut dapat dipecahkan dengan cara meminjam informasi variabel penyerta 
yang berasal dari dalam area, dari luar area maupun dari luar survei (Pfefferman, 
2005). 
Estimasi parameter pada suatu domain dalam SAE dapat dilakukan dengan 
menggunakan metode estimasi langsung (direct estimate) maupun metode 
estimasi tidak langsung (indirect estimate). Dalam estimasi tidak langsung 
terdapat 2 (dua) jenis model penghubung yaitu model implisit dan eksplisit. 
Model implisit merupakan model yang menghubungkan small area yang satu 
dengan small area lainnya melalui informasi tambahan (auxilary variables). 
Terdapat 3 (tiga) metode dalam estimasi tidak langsung dengan model implisit, 
yaitu estimator sintetik, komposit dan James-Stein. 
Berbeda dengan model implisit, model eksplisit termasuk dalam mixed 
model yang mengandung pengaruh acak small area. Pengaruh acak tersebut 
menjelaskan variansi antar small area yang belum dijelaskan oleh auxilary 
variables yang terkandung dalam model. Estimasi tidak langsung dengan model 
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eksplisit terbagi menjadi 3 (tiga) metode yaitu Empirical Best Linier Unbiased 
Prediction (EBLUP), Empirical Bayes (EB), dan Hierarchical Bayes (HB). 
Metode EBLUP merupakan metode yang dapat diterapkan pada linier mixed 
model dan untuk data kontinu, sedangkan untuk data kategorik biner serta data 
cacahan digunakan metode EB atau HB. Menurut Rao (2003), model small area 
dikelompokkan menjadi dua jenis yaitu Small Area Estimation berbasis area dan 
unit. 
 
2.1.1 Small Area Estimation Berbasis Area 
Pada model Small Area Estimation berbasis area, data pendukung yang 
tersedia hanya sampai level area. Model level area menghubungkan estimator 
langsung small area dengan data pendukung dari domain lain untuk setiap area. 
Misalkan ܰ merupakan banyaknya small area dalam suatu populasi , maka untuk 
kepentingan Small Area Estimation (SAE) hanya diambil sampel sebanyak m 
area. Diasumsikan i   merupakan fungsi yang menghubungkan parameter β 
dengan variabel prediktor dari area kecil yaitu  1, ., TTi i ipx x x . Parameter 
small area yang ingin diamati adalah i . Rao (2003) menyatakan bahwa model 
linier yang menjelaskan hubungan tersebut adalah: 
                     1, 2 ..,Ti i i iz v i m    x β              (2.1) 
dengan 
 1, ., Tp  β adalah koefisien regresi berukuran 1px  
iz  = konstanta positif yang diketahui 
iv  = pengaruh acak small area, diasumsikan 2~  (0, )i vv iid N   
Dalam membuat kesimpulan tentang populasi di bawah model (2.1), 
diasumsikan bahwa nilai  estimasi  langsung iˆ  diketahui maka dapat dinyatakan 
sebagai berikut. 
ˆ                     1, 2 ..,i i ie i m              (2.2) 
dimana ie  adalah sampling error, diasumsikan  ~  0,i ie iid N  . 
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Rao (2003) menjelaskan bahwa model SAE untuk level area terdiri dari dua 
tingkat komponen model yaitu komponen model estimasi tidak langsung sesuai  
dengan  persamaan (2.1) dan  komponen model estimasi langsung sesuai 
persamaan (2.2). Model pada persamaan (2.1) dan (2.2) jika digabung akan 
membentuk persamaan sebagai berikut: 
ˆ                      1, 2 ..,Ti i i i iz v e i m     x β         (2.3) 
Model persamaan (2.3) dikenal sebagai model Fay-Herriot, dimana variansi 
variabel respon di dalam area kecil diasumsikan dapat diterangkan  oleh hubungan 
variabel respon dengan informasi tambahan yang disebut model pengaruh tetap 
(fixed effect model). Selain itu terdapat komponen variansi spesifik area kecil yang 
tidak dapat diterangkan oleh informasi tambahan dan disebut sebagai komponen 
pengaruh acak (random effect  model) area kecil. Gabungan dari kedua asumsi 
tersebut membentuk model pengaruh campuran (mixed model). 
 
2.1.2 Small Area Estimation Berbasis Unit  
Pada model Small Area Estimation berbasis unit diasumsikan bahwa data 
variabel penyerta unit  1 2, , , TTij ij ij ijpx x x x tersedia untuk setiap elemen ke-݆  
pada area ke-i namun kadang cukup dengan rata-rata populasi ijx diketahui saja. 
Selanjutnya variabel respon ijy  diasumsikan berkaitan dengan ijx  sehingga bentuk 
persamaan model SAE berbasis unit adalah: 
    1, 2, ,       1, 2, ,Tij ij i ij iy e u j n i m      x β        (2.4) 
dimana ݁௜ diasumsikan sebagai variabel random yang iid, sedangkan ij ij iju c u 
dengan ijc  adalah konstanta dan iju adalah variabel random yang  iid  dan bebas 
terhadap ie  dimana   0ijE u  dan   2ij ua uV r  . Seringkali diasumsikan bahwa 
ie  dan iju berdistribusi normal. 
 Rao (2003) menyebutkan bahwa dengan mengasumsikan sebuah sampel 
berukuran in diambil dari populasi berukuran N di area ke-i  dan penarikan 
sampel dalam setiap area diambil secara acak sederhana, maka model persamaan 
(2.4) dapat dinyatakan dalam bentuk matriks sebagai berikut. 
10 
 
* * * *
i i i iN
i i
i i i i
u
e
u
                        
y X 1
y β
y X 1
         (2.5) 
dimana *iy  menyatakan unit-unit yang tidak terambil dalam sampel. 
 
2.2 Pendekatan Empirical Bayes 
2.2.1 Konsep Umum Empirical Bayes 
Metode Empirical Bayes (EB) merupakan metode estimasi parameter pada 
SAE yang didasarkan pada metode Bayes dimana inferensia yang diperoleh 
berdasar pada estimasi distribusi posterior dari varibel yang diamati. Kimura 
(2007) mengatakan bahwa secara matematis, metode Empirical Bayes (EB) dapat 
digambarkan sebagai prosedur statistik yang mempunyai langkah-langkah yang 
jelas.  
Pada estimasi parameter metode bayes, langkah awal yang dilakukan adalah 
mendapatkan distribusi posterior untuk parameter yang diamati dinotasikan
 2| , ,i i vf y β , dengan asumsi β  dan 2v  diketahui. Pada metode Empirical 
Bayes, inferensia yang diperoleh berdasar pada estimasi distribusi posterior dari 
i  dengan memasukkan nilai estimasi β  dan 2v  yaitu  2ˆ| .ˆ, ,i i vf y β  
Rao (2003) menyatakan bahwa metode Empirical Bayes (EB) dalam 
konteks Small Area Estimation secara ringkas adalah: 
1. Mendapatkan fungsi kepadatan peluang akhir (posterior) dari parameter 
area kecil. 
2. Menduga parameter model dari fungsi kepadatan peluang marginal. 
3. Menggunakan fungsi kepadatan peluang posterior untuk membuat 
inferensi parameter area kecil. 
 
2.2.2 Small Area Estimation Empirical Bayes (EB) 
Pada penelitian ini untuk menentukan proporsi kemiskinan. Misalkan iy  
adalah proporsi area lokal ke-i yang memiliki karakteristik tertentu. Pada metode 
estimasi langsung (direct estimation) dalam kerangka sampel yang diambil dalam 
setiap area lokal ke-i, iy  dapat ditulis sebagai berikut.  
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ij
j
i
i
y
y
n


                           (2.6) 
dimana 
ijy  = nilai nol atau satu, tergantung dari apakah individu ke-j pada area lokal ke-i 
memenuhi karakteristik tertentu yang ingin diperhatikan. 
in   = ukuran sampel dari area lokal ke-i. 
i     = 1, …., m, dengan m adalah banyaknya kecamatan yang terpilih sebagai small 
area. 
Pada metode estimasi langsung, nilai mean square error (MSE) dirumuskan 
sebagai berikut. 
 
 2
1
ˆ
1
n
i
i
i
i
y y
MSE y
n


 

                        (2.7) 
Data dari variabel pendukung (auxiliary variables) diikutsertakan dalam 
model. Data pendukung tersedia hanya sampai pada level area yaitu 
 1, ., TTi i ipx x x . Dengan menggunakan model pada persamaan (2.3) dimana 
 2~  0,i vv iid N   dan  ~  0,i ie iid N  , iv  dan ie  saling bebas, β  dan 2v  tidak 
diketahui sedangkan i  diasumsikan diketahui, selanjutnya merupakan estimator 
Bayes untuk ip , dengan mengikuti model Bayes sebagai berikut. 
(i)  ~ , i i i iy p N p   
(ii)  2~ ,Ti i vp N x β  adalah sebaran prior untuk , 1, 2, ,ip i m   
Model Bayes tersebut dapat dijelaskan sebagai berikut. 
   21 1| exp
22i i i iii
f y p y p
     
         (2.8) 
dan 
   2221 1exp 22 Ti i ivvp p 
     
x β          (2.9) 
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Fungsi kepekatan peluang ketika diberikan data berdasarkan model (2.8) dan (2.9) 
adalah sebagai berikut. 
        
i i i
i i
i i i i
f y p g p
f p y
f y p g p p
             
   i i if y p g p          (2.10) 
dan 
   1 22
2
1 1 1
, | , exp
22 2
i
i i i
m i
i
i
v
v
f y p y p  

      β  
    
 221exp 2 Ti iv p 
   x β        (2.11) 
untuk  1, ., Ti my y y  dan  1, ., Ti mp p p  . 
Fungsi eksponensial tanpa memperhatikan faktor 1
2
     dari  2, | ,i i vf y p β , 
adalah 
     222 21 1, | , Ti i v i i i i
i v
f y p y p p  
            
β x β        
                    22 2 221 12 2 T Ti i i i i i i i
i v
y y p p p p      x β x β  
              
2
2
*
2
2
1 1
1 1
T
i i
i v
i i
i v
i v
y
p a
 
 
 
                             
x β
      (2.12) 
dengan *ia  adalah konstanta dan bebas dari ip  sehingga fungsi kepekatan posterior 
mengikuti sebaran normal dengan mean dan varians sebagai berikut. 
  122 2 21 1| , , ~ ,Tv i i ii i v
v i i v
yp y N      
             
x ββ       (2.13) 
   2 22 2 2| , , ~ ,T Tv v ii i v i i i
v i v i
p y N x y       
        
β x β      (2.14) 
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Sehingga diperoleh estimator bayes untuk ip  adalah: 
   2 2ˆ | , , 1B T Tii i i v i i i
v i
p E p y y  
       β x β x β      (2.15) 
     
2
2
2| , ,ˆ  
B v i
i i i v
v i
M E r p ypS Va      β       (2.16) 
Parameter yang diestimasi adalah 2v  dan  β . Metode yang digunakan untuk 
mengestimasi parameter 2v  adalah Restricted/Residual Maximum Likelihood 
(REML), sedangkan parameter β  dapat diestimasi dengan metode Weighted Least 
Square (WLS).   Oleh karena  2v  dan  β  diestimasi sehingga diperoleh estimator 
Empirical Bayes sebagai berikut. 
 2ˆ 1 ˆˆ ˆEB T Tii i i iv ip y        x β x β                   (2.17) 
Estimator MSE Empirical Bayes adalah sebagai berikut: 
     
2
2
2
ˆˆ| , ,ˆ  ˆ
ˆ
EB v i
i i i v
v i
pMSE Var p y      β                       (2.18) 
Persamaan diatas dapat dicari sepanjang nilai i  diketahui. Nilai i  adalah 
nilai varians sampling error yang diasumsikan diketahui. Adapun nilai i  
diestimasi dengan nilai 2is
 
yang merupakan varians dari variabel respon pada 
setiap area. Setelah diperoleh nilai 2ˆv  maka dilakukan estimasi terhadap nilai βˆ  
dengan menurunkan terhadap β . 
Estimasi parameter β  menggunakan metode Weighted Least Square (WLS). 
Berdasarkan persamaan (2.3), diperoleh nilai harapan i  jika iv  diketahui adalah 
  Ti i i i iE v z v  x β , dengan varians i . Distribusi marginal untuk i  adalah 
menyebar normal dengan nilai tengah Tix β  dan varians V  dimana 
2 2 2
1 2( , , , )v v v iV diag           sehingga log likelihood untuk  , iβ  
adalah sebagai berikut. 
     11 1log , log
2 2
T
i i i i iL V y V y     β x β x β      (2.19) 
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Jika i  fixed (tetap) maka estimator bagi β  merupakan penyelesaian dari metode 
kuadrat terkecil tertimbang (weighted least square) sebagai berikut. 
 1 1T Ti i i iV x V y x β x  
      11 1T Ti i i iV x V y β x x         (2.20) 
Setelah diperoleh estimator Empirical Bayes pada persamaan (2.17), 
langkah selanjutnya adalah menghitung nilai mean square error (MSE). 
Penghitungan nilai mean square error (MSE) pada SAE EB menggunakan 
metode jackknife. Estimator MSE menjadi underestimate yang disebabkan adanya 
estimasi pada nilai 2v  dan β  sehingga hal tersebut dikoreksi dengan 
menggunakan pendekatan jackknife. Metode  jackknife  diperkenalkan oleh Tukey 
pada tahun 1958 dan berkembang menjadi suatu metode yang dapat mengkoreksi 
bias suatu estimator dengan menghapus observasi/unit ke- ݅  1, 2,...,i m  dan 
selanjutnya melakukan estimasi parameter.  
Langkah-langkah pendekatan  jackknife dalam menduga MSE dugaan 
Empirical Bayes jika      
2
2
12ˆ  
B v i
i i v
v i
MSE p g      dimana 
2
v  diduga 
oleh 2vs  adalah sebagai berikut (Kurnia dan Notodiputro, 2006). 
1. Hitung nilai 1ih  dengan rumus: 
      2 2  2  1 1 1 1
1
1 m
i i v i i vv u
u
mh g s g s g s
m 
                                                  (2.21) 
dimana   2  1i v ug s  diperoleh dengan menghapus pengamatan ke-u pada 
himpunan data  2 1 .i vg s  
2. Hitung nilai 2 ih  dengan rumus: 
     22
1
ˆ ˆ1
m
EB EB
i ii u
u
mh
m
p p

                (2.22) 
dimana   ˆ EBi up   diperoleh dengan menghapus pengamatan ke-u pada 
himpunan data  ˆ EBip . 
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3. Hitung nilai MSE: 
  1 2ˆ EBi i iMSE hp h           (2.23) 
Untuk mengevaluasi kebaikan dari model SAE, dilakukan perbandingan 
hasil estimasi dengan menggunakan SAE dengan hasil estimasi langsung. 
Menurut Rao (2003) estimator langsung merupakan estimator yang hanya 
digunakan apabila semua area dalam suatu populasi digunakan sebagai sampel 
dan estimator ini berbasis desain sampling. Data sampel dari suatu survei dapat 
digunakan untuk mendapatkan estimasi langsung yang dapat dipercaya bagi suatu 
area besar atau domain. Ramsini et al. (2001) menyebutkan bahwa nilai hasil 
estimasi langsung pada suatu area kecil merupakan estimator tak bias meskipun 
memiliki ragam yang besar dikarenakan dugaannya diperoleh dari ukuran sampel 
yang kecil. 
 
2.3 Pengujian Distribusi Data Variabel Respon 
Untuk mengetahui kesesuaian antara pola distribusi data yang diamati 
dengan pola  distribusi  yang dipilih maka dilakukan pengujian distribusi data. 
Pada penelitian ini digunakan uji Anderson-Darling untuk pengujian distribusi 
data variabel respon. Uji Anderson-Darling merupakan modifikasi dari uji 
Kolmogorov-Smirnov dimana dilakukan penggabungan fungsi bobot sehingga uji 
Anderson Darling menjadi lebih fleksibel (Anderson dan Darling, 1952). Formula 
hipotesis uji Anderson-Darling adalah sebagai berikut: 
H0 : Data berdistribusi normal  
H1 : Data tidak berdistribusi normal  
Menurut Anderson dan Darling (1952), misal 1 2 nx x x    dimana ݊ 
adalah banyaknya pengamatan, maka statistik uji adalah sebagai berikut. 
   2 1
1
1 2 1 log log 1
n
n i n i
i
w n i u u
n  
             (2.24) 
dimana  i iu F x  merupakan fungsi distribusi kumulatif. Nilai kritis dari uji 
Anderson-Darling dirumuskan sebagai berikut. 
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2
0,752
0,75 2, 251
CV
n n

 
         (2.25) 
dimana CV (Critical Value) adalah nilai kritis. H0 ditolak jika nilai 2nw CV . 
Selain itu penolakan H0  juga dapat ditentukan berdasarkan p-value. Jika p-value 
kurang dari α maka H0 ditolak yang artinya data tidak berdistribusi normal. 
 
2.4 Uji Korelasi 
Untuk mengetahui keeratan hubungan antar variabel  penyerta  (ݔ௜) dengan 
variabel respon (ݕ௜)  dilakukan uji korelasi Pearson. Koefisien korelasi 
dirumuskan sebagai berikut. 
1 1 1
, 2 2
2 2
1 1 1 1
n n n
i i i i
i i i
x y
n n n n
i i i i
i i i i
n x y x y
r
n x x n y y
  
   


          
  
   
         (2.26) 
Berdasarkan nilai koefisien korelasi  tersebut dilakukan uji korelasi 
Pearson untuk menguji apakah r tersebut signifikan atau tidak. Jika ,x yr  signifikan, 
disimpulkan bahwa antar variabel berkorelasi. Jika hasil uji menunjukkan hasil 
yang tidak signifikan, maka antar variabel tidak berkorelasi. Hipotesis yang 
digunakan dalam uji korelasi adalah sebagai berikut. 
0 : 0H    
1 : 0H    
Statistik uji yang digunakan adalah: 
 0 2
2
1
r nt
r
            (2.27) 
Jika 0 tabelt t dengan derajat bebas 2v n   atau nilai p-value yang 
diperoleh kurang dari    maka  H0 ditolak artinya terdapat korelasi antara dua 
variabel yang dibandingkan. 
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2.5 Metode Scan Statistic 
Metode Scan Statistic pertama kali dikenalkan oleh Kulldorf dan Nagarwala 
(1995) untuk mendeteksi cluster (wilayah) yang mempunyai potensi lebih tinggi 
dibandingkan dengan wilayah lain berdasarkan lokal-ruang atau ruang-waktu 
dalam data level grup. Scan Statistic menggunakan jendela sirkular (lingkaran) 
atau silindrikal untuk mengidentifikasi kasus dalam ruang dan waktu. 
Kulldorf (1997) mengembangkan dua model yaitu model Poisson dan 
model Bernoulli. Model Bernoulli merupakan model dimana terdapat dua kategori 
hasil yang saling menyisih (mutually exclusive), misalnya sukses atau gagal; 
terinfeksi penyakit atau tidak; miskin atau tidak miskin. Pada kasus kemiskinan 
yang peluang kejadiannya tidak kecil, maka model yang digunakan dalam 
penelitian ini adalah model bernoulli.  
Penentuan hotspot atau MLC pada Scan Statistic didasarkan pada uji rasio 
kemungkinan (log likelihood ratio). Untuk menentukan cluster, pertama kali 
dibangun zone (scanning window) dimana setiap zone merupakan kandidat untuk 
menjadi MLC. Bentuk circular digunakan untuk memindai zone dari semua 
peubah. Untuk data titik, koleksi semua zone adalah semua kemungkinan area 
circular yang dipusatkan pada setiap titik. Hal ini dilakukan untuk semua lokasi 
sampai pada ukuran cluster maksimum sebesar 50% dari total populasi (Jung dan 
Kulldorf, 2007). 
Algoritma yang digunakan untuk menentukan MLC (Kulldorff, 1997) yaitu:  
1. Menentukan daerah yang akan diteliti. 
2. Menentukan data spasial untuk setiap lokasi. 
3. Membentuk kumpulan scanning window. Setiap scanning window 
merupakan kandidat dari MLC. 
4. Membentuk hipotesis H0 dan H1.  
5. Membangun Log Likelihood Ratio (LLR) berdasarkan H0 dan H1.  
6. Menghitung Log Likelihood Ratio untuk setiap scanning window. 
7. Mencari daerah yang potensial, dimana daerah potensial merupakan 
scanning window dengan nilai LLR tertinggi 
8. Melakukan pengujian hipotesis dengan menggunakan pengujian hipotesis  
Monte Carlo. 
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2.5.1 Pembentukan Scanning Window 
Scanning window adalah kumpulan daerah yang dibentuk oleh suatu 
window yang potensial untuk menjadi most likely cluster (MLC). Oleh karena 
tidak diketahui daerah mana yang merupakan MLC, maka dipertimbangkan setiap 
kemungkinan daerah yang ada dan selanjutnya dievaluasi dengan statistik uji 
untuk scanning window. Menurut Kulldorff  (1997), algoritma yang digunakan 
untuk mendapatkan scanning window dibagi menjadi dua tahap, yaitu: 
1. Algoritma untuk menentukan jarak 
a. Memilih sembarang sub-region yang diwakili oleh titik pusat koordinat 
(longitude, latitude). 
b. Hitung jarak euclid antar titik pusat koordinat yang mewakili sub-region. 
c. Urutkan jarak yang diperoleh dari urutan terkecil (terdekat) sampai terbesar 
(terjauh). Urutan jarak titik pusat koordinat satu dengan koordinat lainnya, 
disusun dalam satu array. 
2. Algoritma untuk membuat Circular Window 
a. Pilih sembarang sub-region yang diwakili oleh titik pusat koordinat. 
b. Bentuk suatu lingkaran (circular window) yang berpusat di titik pusat 
koordinat tersebut dan kemudian jari-jari lingkaran diperbesar secara 
kontinu sesuai dengan array-nya. 
c. Untuk setiap titik pusat koordinat yang masuk ke lingkaran, kemudian 
dihitung jumlah unit terkena kasus tertentu yaitu  Zm dan jumlah seluruh 
unit didalam lingkaran tersebut  ZN . 
d. Ulangi langkah 2a-2c untuk setiap lokasi 
e. Hitung rasio likelihood dari setiap scanning window yang terbentuk yaitu 
untuk setiap pasangan  ,Z Zm N . 
f. Tidak ada aturan tertentu yang membatasi ukuran scanning window yang 
terbentuk, tetapi dalam hal ini jumlah ZN  dibatasi tidak lebih dari 50% GN  
dimana GN  merupakan jumlah keseluruhan individu didalam studi area. 
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tinggi dibandingkan dengan proporsi unit terkena kasus tertentu di luar 
kasus. 
H1 : p>q, menyatakan terdapat kasus atau MLC pada area yang diteliti karena 
proporsi di dalam daerah lebih besar dibandingkan dengan proporsi di 
luar daerah. 
 
2.5.3 Log Likelihood Ratio  
Pada penelitian ini, model Scan Statistic yang digunakan adalah model 
bernoulli. Fungsi probabilitas yang menyatakan probabilitas banyaknya kejadian 
Zm  dalam sub-region Z, adalah : 
 
 
 
1 ,   
1 ,
Z
Z
ZZ
Z Z
N mZ m
Z
Z
Z
Z
N mm
N
p p Z
m
f m
N
q q z Z
z
m


             
      (2.28) 
Fungsi likelihood untuk setiap pasangan scanning window (mZ,NZ) adalah: 
        , , 1   1Z Z G Z G ZG ZZ N m N N m mm mmL Z p q p p q q          (2.29) 
dimana 
mZ = Banyaknya kasus di satu daerah 
NZ = Jumlah populasi di satu daerah  
mG = Total banyak kasus di seluruh daerah 
NG = Total populasi di seluruh daerah 
p   = Probabilitas individu terkena permasalahan didalam scanning window 
q   = Probabilitas individu terkena permasalahan di luar scanning window 
Persamaan (2.29) menyatakan peluang sukses dari satu daerah dikalikan dengan 
peluang gagal di daerah tersebut dikalikan dengan peluang sukses di luar daerah 
dikalikan dengan peluang gagal di luar daerah. Ruang parameter keseluruhan 
adalah   Ω , , : 0 1,0 1,Z p q p q Z     . Ruang parameter   adalah 
{( , ) : , 0 1, 0 1, }.p q p q p q           
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Fungsi likelihood  L   yaitu apabila p q  adalah: 
   deff0 ˆ sup , , 1
G G Gm N m
G G
G Gp q
m mL
N N
L L Z p q


          
            (2.30) 
dengan  ˆL   merupakan nilai maksimum  L  di .  
Fungsi likelihood dalam ruang parameter keseluruhan  ˆL   adalah: 
 
   
1 1
1
, jika
ˆ
, jika
ZG G ZG ZZ
G GG
Z Z
G Z G ZZ Z
Z Z G Z G Z
G G
G G
N N m mm mm N m
N mm
m m m mm m
p q
N N N N N N
L
m m p q
N N
  

             
                  

   
  
Untuk mendeteksi most likely cluster yang nilai probabilitas dalam kelompok 
daerah tersebut lebih tinggi dibanding probabilitas di luar kelompok, log 
likelihood ratio dirumuskan sebagai berikut. 
   
1 1
1
G Z G ZG ZZ Z Z
G G G
N N m mm mm N m
G Z G ZZ Z
Z Z G Z G Z
m N m
G G
G G
m m m mm m
N N N N N N
m m
N N

  

   

                                                
(2.32) 
Nilai log likelihood ratio tersebut dihitung untuk setiap scanning window 
yang terbentuk. Berdasarkan kumpulan scanning window dan nilai log likelihood 
ratio dari masing-masing pasangan (mZ,NZ), maka potential cluster atau calon 
most likely cluster dapat ditentukan, yaitu scanning window yang mempunyai 
nilai rasio likelihood tertinggi. Untuk mengetahui apakah calon most likely cluster 
yang didapat signifikan secara statistik, maka dilakukan pengujian dengan 
menghitung nilai signifikansi atau p-value dengan menggunakan pengujian 
hipotesis Monte Carlo. 
 
2.5.4 Pengujian Hipotesis Monte Carlo 
Scan Statistic digunakan untuk mendeteksi kelompok daerah dengan 
probabilitas unit terkena kasus tertentu dalam scanning window lebih tinggi dari 
probabilitas suatu unit terkena kasus tertentu di luar scanning window. Menurut 
Kulldorf (1997) secara matematis untuk memperoleh fungsi sebaran dari Scan 
(2.31) 
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Statistic sangat kompleks, oleh karena itu digunakan cara lain untuk mendapatkan 
titik kritis, yaitu dengan melakukan pendekatan secara probabilistik, melalui 
pengujian hipotesis Monte Carlo.  
Setelah diperoleh potential cluster yaitu scanning window dengan 
penjumlahan nilai log likelihood ratio tertinggi, akan diperiksa apakah potential 
cluster tersebut signifikan secara statistik atau dengan perkataan lain,  potential 
cluster tersebut merupakan most likely cluster atau hanya sebagai potential cluster 
saja. Penentuan dilakukan dengan menghitung  p-value dari scanning window 
dengan menggunakan pendekatan Monte Carlo. Prosedur untuk mendapatkan p-
value dengan pendekatan Monte Carlo adalah sebagai berikut. 
1. Hitung penjumlahan nilai log likelihood ratio tertinggi t0 untuk data riil.  
2. Membangun data acak yang ukurannya sama dengan data riil yang 
dibangun di bawah kondisi H0.  
3. Melakukan proses pembentukan scanning window  Z dari data acak yang 
dibangun berdasarkan kondisi H0.  
4. Mencari nilai log likelihood ratio dari setiap scanning window, dan dicatat 
apakah jumlah kasus yang diamati lebih besar atau lebih kecil dari yang 
diestimasi, kemudian menjumlahkan nilai log likelihood ratio yang jumlah 
kasus nya lebih besar dari jumlah yang diestimasi, untuk setiap scanning 
window. Langkah selanjutnya, mendapatkan penjumlahan nilai log 
likelihood ratio yang tertinggi dari simulasi pertama pembangunan data 
acak tersebut.  
5. Mengulangi langkah 2, 3 dan 4 sebanyak m kali pengulangan/simulasi, 
sehingga memperoleh m penjumlahan nilai log likelihood ratio tertinggi 
dari tiap simulasi. Kemudian mengurutkan m penjumlahan nilai log 
likelihood ratio tertinggi dari data acak dan data riil.  
6. Hitung p-value, 
  0
1
banyaknya T x t
p
m
   
t0 menyatakan penjumlahan nilai log likelihood ratio tertinggi yang 
dimiliki suatu scanning window Z dari data riil. T(x) adalah penjumlahan 
nilai log likelihood ratio dari data acak yang dibangun di bawah kodisi H0. 
m adalah banyaknya simulasi untuk membangun data di bawah kondisi H0. 
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Banyaknya m simulasi atau pengulangan dibatasi pada angka-angka atau 
bilangan yang berakhiran 9. 
Setelah diperoleh p-value dengan pendekatan Monte Carlo, langkah selanjutnya 
adalah menentukan keputusan, yaitu : 
Jika p value   , maka tolak H0 
Jika  p value   , maka gagal tolak H0 
Adapun wilayah daerah penolakan adalah sebagai berikut. 
 
Gambar 2.2 Wilayah Daerah Penolakan dalam Uji Hipotesis 
2.6 Small Area Estimation Empirical Bayes pada Scan Statistic 
Pada metode Scan Statistic, iy  didefinisikan sebagai jumlah kasus yang 
terjadi pada setiap small area ke-i. Oleh karena ukuran sampel yang kecil, 
dikhawatirkan hasil analisis yang diperoleh tidak bisa menggambarkan keadaan 
populasi yang sebenarnya. Untuk mengatasi masalah tersebut maka digunakan 
metode Empirical Bayes untuk melakukan estimasi proporsi sukses di setiap small 
area yang selanjutnya digunakan untuk mendapatkan jumlah kasus yang terjadi 
disetiap small area. 
Siswantining, dkk (2012) menyebutkan dengan mengganti estimasi 
langsung (direct estimate) dengan estimasi SAE Empirical Bayes maka log 
likelihood ratio termodifikasi sebagai berikut. 
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2.7 Teori Kemiskinan 
2.7.1 Konsep Kemiskinan 
Kemiskinan merupakan kondisi dimana seseorang atau sekelompok orang, 
tidak mampu memenuhi hak-hak dasarnya untuk mempertahankan dan 
mengembangkan kehidupan yang bermartabat. Hak-hak dasar tersebut antara lain: 
terpenuhinya kebutuhan pangan, kesehatan, pendidikan, pekerjaan, perumahan, air 
bersih, pertanahan, sumberdaya alam dan lingkungan hidup, rasa aman dari 
perlakuan atau ancaman tindak kekerasan dan hak untuk berpartisipasi dalam 
kehidupan sosial-politik (Bappenas, 2004). 
Menurut World Bank (Bank Dunia) dalam World Bank Institute (2005), 
kemiskinan adalah deprivasi dalam kesejahteraan. Berdasarkan definisi tersebut 
kemiskinan dapat dipandang dari beberapa sisi. Dari pandangan konvensional 
kemiskinan dipandang dari sisi moneter, dimana kemiskinan diukur dengan 
membandingkan pendapatan/konsumsi individu dengan beberapa batasan tertentu, 
jika mereka berada di bawah batasan tersebut, maka mereka dianggap miskin. 
Pandangan mengenai kemiskinan berikutnya adalah bahwa kemiskinan tidak 
hanya sebatas ukuran moneter, tetapi juga mencakup miskin nutrisi yang diukur 
dengan memeriksa apakah pertumbuhan anak-anak terhambat. Selain itu, juga 
bisa dari miskin pendidikan, misalnya dengan menggunakan indikator angka buta 
huruf. Selanjutnya pandangan yang lebih luas mengenai kemiskinan adalah 
kemiskinan ada jika masyarakat kekurangan kemampuan dasar, sehingga 
pendapatan dan pendidikan yang dimiliki tidak memadai atau kesehatan yang 
buruk, atau ketidakamanan, atau kepercayaan diri yang rendah, atau rasa 
ketidakberdayaan, atau tidak adanya hak bebas berpendapat. 
Badan Pusat Statistik (BPS) menggunakan konsep kemampuan memenuhi 
kebutuhan dasar (basic needs approach) untuk mengukur tingkat kemiskinan. 
Dengan pendekatan ini, kemiskinan  dipandang sebagai ketidakmampuan dari sisi 
ekonomi untuk memenuhi kebutuhan dasar makanan dan bukan makanan yang 
diukur dari sisi pengeluaran. Jadi penduduk miskin adalah penduduk yang 
memiliki rata-rata pengeluaran per kapita per bulan dibawah garis kemiskinan. 
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2.7.2 Sumber Data Kemiskinan 
BPS mengeluarkan dua jenis data kemiskinan, yaitu data kemiskinan makro 
dan data kemiskinan mikro. Data kemiskinan makro biasanya digunakan untuk 
geographical targeting sedangkan kemiskinan mikro lebih banyak digunakan 
untuk keperluan household targeting seperti untuk social protection. Kedua data 
tersebut memiliki kriteria, pengukuran, dan cakupan kemiskinan yang berbeda.  
Pendekatan pertama, yaitu kemiskinan makro yang dikeluarkan oleh BPS 
adalah data kemiskinan yang bersumber dari Survei Sosial Ekonomi Nasional 
(Susenas). Kemiskinan makro dihitung dengan menggunakan pendekatan 
kebutuhan dasar yang mencakup kebutuhan dasar makanan dan bukan makanan. 
Dari kebutuhan dasar ini dihitung suatu garis yang disebut garis kemiskinan. 
Selanjutnya, yang dikategorikan penduduk miskin adalah penduduk yang 
pengeluarannya ada di bawah garis kemiskinan. Pendekatan ini disebut juga 
pendekatan moneter. Keberadaan data kemiskinan makro tidak hanya menjawab 
berapa jumlah penduduk dan persentase penduduk miskin secara agregat, namun 
juga menelaah sejauh mana kedalaman dan keparahan kemiskinan di suatu 
wilayah (provinsi/kabupaten/kota). 
Pendekatan kedua adalah kemiskinan mikro yang penghitungannya 
menggunakan pendekatan non moneter. Di Indonesia, pendataan kemiskinan 
mikro sudah dilakukan tiga kali. Pertama, data kemiskinan mikro yang bersumber 
dari Pendataan Sosial Ekonomi 2005 (PSE05), kedua pada tahun 2008 dengan 
diselenggarakannya Pendataan Program Perlindungan Sosial 2008 (PPLS08), dan 
yang terbaru adalah Pendataan Program Perlindungan Sosial 2011 (PPLS 2011). 
 
2.7.3 Metode Pengukuran Kemiskinan Makro 
BPS (2011) menyebutkan bahwa untuk mengukur kesejahteraan digunakan 
pendekatan yang berdasarkan pada pengeluaran per kapita. Setelah itu, dibangun 
standar minimum dari indikator kesejahteraan tersebut untuk membagi penduduk 
menjadi miskin dan tidak miskin. Standar minimum tersebut dikenal sebagai garis 
kemiskinan (GK). Untuk menentukan GK yang mencakup kebutuhan dasar, BPS 
menggunakan metode food energy intake (FEI). Pada metode FEI ini nilai 
kuantitas dan harga setiap komoditas yang terpilih berubah sesuai dengan 
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perubahan pola konsumsi dari penduduk referensi (20 persen penduduk yang 
pengeluarannya berada di atas garis kemiskinan sementara) dan basket komoditi 
(sekelompok komoditas makanan terpilih yang dikonsumsi rumah tangga) 
ditentukan dengan pendekatan kebutuhan dasar (basic need approach).  
Metode yang digunakan untuk menghitung kemiskinan dengan 
menggunakan Garis Kemiskinan (GK), yang terdiri dari dua komponen yaitu 
Garis Kemiskinan Makanan (GKM) dan Garis Kemiskinan Non-Makanan 
(GKNM), sebagai berikut. 
GK= GKM + GKNM 
Garis kemiskinan makanan (GKM) merupakan nilai pengeluaran untuk 
kebutuhan minimum makanan per kapita per bulan. GKM adalah nilai 
pengeluaran dari 52 komoditi dasar makanan (antara lain: beras, gula pasir, telur 
ayam ras, dan lain-lain) yang riil dikonsumsi oleh penduduk referensi. Pemilihan 
paket komoditi makanan ditentukan atas dasar persentase rumah tangga yang 
mengkonsumsi komoditi tersebut, serta dengan mempertimbangkan volume kalori 
yang tergantung dan kewajaran sebagai komoditi penting. Nilai pengeluaran dari 
paket komoditi tersebut kemudian disetarakan menjadi 2.100 kilokalori per kapita 
per hari. Angka ini merupakan standar minimum untuk makanan yang memadai 
yang harus dikonsumsi oleh seseorang dalam sehari. Penetapan standar minimum 
ini mengacu pada rekomendasi dari Widyakarya Nasional Pangan dan Gizi Tahun 
1978. 
Garis kemiskinan non-makanan (GKNM) adalah penjumlahan nilai 
kebutuhan minimum komoditi-komoditi non makanan yang mencakup 
pengeluaran untuk perumahan, penerangan, bahan bakar, pakaian, pendidikan, 
kesehatan, transportasi, barang-barang tahan lama, serta barang dan jasa esensial 
lainnya. Pemilihan komoditi non makanan senantiasa mengalami perubahan pada 
jumlah. Suatu komoditi non makanan dipilih jika komoditi ini merupakan salah 
satu kebutuhan dasar penduduk referensi. Pemilihan komoditi-komoditi non 
makanan ini didasarkan atas hasil “Survei Paket Komoditi Kebutuhan Dasar” 
(SPKKD). Berdasarkan hasil SPKKD jumlah paket komoditi kebutuhan dasar non 
makanan di perkotaan adalah 51 komoditi, sedangkan di perdesaan hanya 47 
komoditi. 
27 
 
2.7.4 Faktor-Faktor Yang Mempengaruhi Kemiskinan 
Kemiskinan dapat dilihat dari berbagai sisi, pada tingkat komunitas,  
infrastruktur merupakan determinan utama kemiskinan. Indikator pembangunan 
infrastruktur yang sering digunakan dalam pemodelan ekonometrik antara lain 
tersedianya sarana kesehatan, tersedianya sekolah, tidak adanya akses listrik, jarak 
ke pusat administrasi/ibukota (World Bank, 2007). 
Asnawi (1994) menyatakan  suatu keluarga menjadi miskin disebabkan oleh 
tiga faktor yaitu: faktor sumber daya manusia, faktor sumber daya alam, faktor 
teknologi. Sumber daya manusia ditentukan oleh tingkat pendidikan, dependensi 
ratio, nilai sikap, partisipasi, keterampilan pekerjaan, dan semuanya itu tergantung 
kepada sosial budaya masyarakat itu sendiri. Potensi suatu wilayah ditentukan 
oleh keadaan fisik, sarana dan prasarana, iklim, keseluruhan lahan atau keadaan 
air, keadaan topografi dan sarana seperti irigasi, jalan transportasi, pasar, 
kesehatan (sanitasi), pendidikan, gudang, fasilitas pengolahan, kondisi pertanian, 
kondisi pertanian, lembaga keuangan dan perbankan dan lain-lain. 
Menurut BPS dan World Bank Institute (2002), pada tingkat wilayah, ada 
beberapa karakteristik yang berkaitan dengan kemiskinan. Secara umum tingkat 
kemiskinan yang tinggi berada pada wilayah dengan ciri-ciri sebagai berikut. 
1. Terpencil secara geografis, sehingga menyebabkan sulit atau tidak dapat 
dijangkau oleh jaringan baik transportasi maupun media komunikasi. 
2. Potensi sumber daya alam yang rendah. 
3. Potensi sumber daya manusia dengan tingkat pendidikan, pengetahuan, 
dan keterampilan yang relatif rendah. 
4. Keterbatasan sarana dan prasarana komunikasi, transportasi, air bersih, 
irigasi, kesehatan, pendidikan, dan pelayanan lainnya. Akibatnya, 
masyarakat di wilayah tersebut mengalami kesulitan untuk melakukan 
aktivitas ekonomi dan sosial. 
5. Rawan bencana dan konflik sosial yang dapat menyebabkan terganggunya 
kegiatan pembangunan sosial dan ekonomi. 
Penelitian yang dilakukan oleh Jhingan (2000), mengemukakan tiga ciri 
utama negara berkembang yang menjadi penyebab dan sekaligus akibat yang 
saling terkait pada kemiskinan yaitu : (1) prasarana dan sarana pendidikan yang 
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tidak memadai sehingga menyebabkan tingginya jumlah penduduk buta huruf dan 
tidak memiliki ketrampilan ataupun keahlian, (2) sarana kesehatan dan pola 
konsumsi buruk sehingga hanya sebahagian kecil penduduk yang bisa menjadi 
tenaga kerja produktif, dan (3) penduduk terkonsentrasi di sektor pertanian dan 
pertambangan dengan metode produksi yang telah usang dan ketinggalam zaman. 
Berdasarkan literatur dan beberapa penelitian terdahulu terkait kemiskinan , 
penulis menentukan variabel penyerta yang digunakan dalam penelitian ini. 
Berbagai variabel tersebut kemudian disesuaikan dengan karakteristik daerah 
penelitian serta ketersediaan data yang ada di Potensi Desa 2011 (Podes 2011). 
Adapun kerangka konseptual faktor-faktor yang mempengaruhi kemiskinan di 
Kepulauan Nias adalah sebagai berikut. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 2.3   Kerangka Konseptual Faktor-Faktor Yang Mempengaruhi 
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Kemiskinan merupakan masalah kompleks karena dipengaruhi oleh 
banyak faktor yang terkait. World Bank (2002) mengkategorikan karakteristik 
penduduk miskin menurut komunitas, wilayah, rumah tangga, dan individu. Pada 
faktor komunitas, infrastruktur merupakan determinan utama kemiskinan. 
Keadaan infrastruktur sangat erat kaitannya dengan tingkat kesejahteraan 
masyarakat. Infrastruktur yang baik akan memudahkan masyarakat untuk 
melakukan aktivitas ekonomi maupun sosial kemasyarakatan. Indikator 
pembangunan infrastruktur salah satunya adalah ketersediaan sarana pendidikan 
dan sarana kesehatan. Sarana pendidikan yang rendah akan mempengaruhi tingkat 
pendidikan masyarakat, dimana sebagian besar masyarakat yang berpendidikan 
rendah umumnya akan bekerja di sektor pertanian dan sektor informal yang salah 
satunya adalah industri kecil dan mikro. Pekerja di sektor pertanian dan sektor 
informal dengan tingkat pendidikan rendah akan berdampak pada pendapatan 
yang rendah. Pendapatan rendah umumnya identik dengan kemiskinan, hal ini 
disebabkan karena pendapatan rendah yang diterima tidak mampu mencukupi 
kebutuhan dasar.  
Keterbatasan sarana kesehatan juga akan mempengaruhi derajat kesehatan 
masyarakat. Derajat kesehatan yang rendah menyebabkan masyarakat tidak dapat 
bekerja maksimal untuk memenuhi kebutuhan hidupnya, sehingga keterbatasan 
sarana kesehatan juga akan berpengaruh terhadap kemiskinan. Oleh karena itu, 
pemerintah memberikan bantuan berupa Jamkesmas dan SKTM, yang dapat 
dimanfaatkan masyarakat untuk mendapat pelayanan kesehatan gratis, sehingga 
secara tidak langsung bisa meningkatkan derajat kesehatan masyarakat dan 
mengurangi beban masyarakat berpendapatan rendah. 
Faktor geografis juga diduga mempengaruhi kemiskinan, Kepulauan Nias 
merupakan salah satu wilayah di Indonesia yang rawan bencana. Kondisi alam 
yang kurang bersahabat menyebabkan sering terjadinya bencana alam yang secara 
tidak langsung juga akan mempengaruhi kemiskinan dalam suatu wilayah. Selain 
itu, topografi wilayah di Kepulauan Nias banyak terdapat sungai yang 
memisahkan antar wilayah, lokasi tempat tinggal yang identik dengan kelompok 
masyarakat tertentu, dimana masyarakat miskin pada suatu wilayah tertentu 
umumnya tinggal dilokasi bantaran sungai.  
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BAB 3 
METODOLOGI PENELITIAN 
 
Pada bab ini dijelaskan tentang metodologi yang digunakan dalam rangka 
mencapai tujuan penelitian yang meliputi sumber data, variabel penelitian, definisi 
operasional dan tahapan analisis data. 
 
3.1 Sumber Data 
Data yang digunakan untuk mendapatkan variabel respon dan variabel 
penyerta dalam penelitian ini  bersumber dari Badan  Pusat Statistik (BPS), yaitu: 
1. Data karakteristik individu yang berasal dari Susenas 2011 
2. Data karakteristik kecamatan yang berasal dari Podes 2011 
3. Data spasial berupa peta wilayah administrasi dan koordinat kantor 
kecamatan hasil Pemetaan Sensus Penduduk 2010.  
Software yang digunakan untuk mengolah data dalam penelitian adalah 
SPSS, R 3.1.2, SaTScan v 9.3 dan ArcView GIS. 
 
3.2 Variabel Penelitian 
Variabel respon dan variabel penyerta yang digunakan dalam penelitian 
meliputi karakteristik-karakteristik yang berkaitan dengan kemiskinan. Selain itu, 
digunakan pula data koordinat geografis berupa letak astronomi kantor kecamatan 
dalam satuan derajat Lintang Utara (ui) dan Bujur Timur (vi) untuk pemodelan 
Scan Statistic.  
 
3.2.1 Variabel Respon 
Variabel respon dalam penelitian ini adalah proporsi kemiskinan  ˆ iy level 
kecamatan yang dihitung berdasarkan data Survei Sosial Ekonomi Nasional. 
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3.2.2 Variabel Penyerta (Auxilary Variable) 
Variabel penyerta  iX yang akan digunakan dalam analisis adalah sebagai 
berikut. 
?? : Rasio lembaga pendidikan (SD, SMP, SMA, SMEA) terhadap total 
penduduk  
?? : Rasio sarana kesehatan terhadap total penduduk 
?? : Rasio tenaga kesehatan terhadap total penduduk 
?? : Persentase keluarga pertanian 
?? : Rasio industri kecil dan mikro terhadap total penduduk 
?? : Persentase penduduk penerima Jamkesmas 
?? : Persentase SKTM yang dikeluarkan 
?? : Persentase keluarga yang tinggal di bantaran sungai 
?? : Banyaknya kejadian bencana alam 
Definisi operasional untuk masing-masing variabel penyerta (auxilary 
variables) adalah sebagai berikut. 
1. Rasio lembaga pendidikan (SD, SMP, SMA, SMEA) terhadap total 
penduduk adalah jumlah SD, SMP, SMA, SMEA baik negeri maupun swasta  
di setiap kecamatan  dibagi jumlah penduduk dan dikalikan 1000. 
2. Rasio sarana kesehatan terhadap total penduduk adalah jumlah sarana 
kesehatan yang meliputi Rumah Sakit, Poliklinik, Puskesmas, Pustu, praktek 
dokter, dan praktek di setiap kecamatan dibagi jumlah penduduk dan dikalikan 
1000. 
3. Rasio tenaga kesehatan terhadap total penduduk adalah jumlah tenaga 
kesehatan yang terdiri dari dokter, bidan, dan tenaga kesehatan lainnya yang 
tinggal/menetap di setiap kecamatan dibagi jumlah penduduk dan dikalikan 
1000. 
4. Persentase keluarga pertanian adalah perbandingan antara jumlah keluarga 
yang sekurang-kurangnya  seorang  anggota keluarganya melakukan kegiatan 
yang menghasilkan produk pertanian  terhadaptotal keluarga dikalikan 100%. 
5. Rasio industri kecil dan mikro terhadap total penduduk adalah jumlah 
industri kecil dan mikro di setiap kecamatan dibagi jumlah penduduk dan 
33 
 
dikalikan 1000. Industri kecil dan mikro adalah industri yang jumlah tenaga 
kerjanya kurang dari 20 orang. Cakupan industri kecil dan mikro meliputi 
industri dari kulit, industri dari kayu, industri  logam mulia, industri anyaman, 
industri gerabah/keramik/batu, industri dari kain, industri makanan/minuman, 
dan industri lainnya 
6. Persentase penduduk penerima Jamkesmas adalah jumlah penduduk 
penerima kartu layanan Jaminan Kesehatan Masyarakat (Jamkesmas) dibagi 
dengan jumlah penduduk di setiap kecamatan dikali 100%. 
7. Persentase SKTM yang dikeluarkan adalah perbandingan antara jumlah  
surat keterangan yang diberikan oleh kepala desa/lurah kepada masyarakat 
miskin untuk keperluan tertentu terhadap total penduduk dikalikan 100%. 
Surat miskin yang dikeluarkan  adalah  surat miskin atau Surat Keterangan 
Tidak Mampu (SKTM) yang dikeluarkan oleh Kepala Desa/Lurah, setelah 
dilakukan verifikasi oleh Puskesmas. Puskesmas melakukan pengecekan atau 
verifikasi ke rumah keluarga yang miskin atau tidak mampu sesuai dengan 
kriteria  yang ada untuk memastikan bahwa keluarga tersebut benar-benar 
miskin atau tidak mampu. Surat miskin ini hanya berlaku sekali pada saat 
sakit. 
8. Persentase keluarga yang tinggal di bantaran sungai adalah perbandingan 
antara jumlah keluarga yang tinggal di bantaran sungai terhadap total keluarga 
dikalikan 100%. 
9. Banyaknya kejadian bencana alam adalah banyaknya kejadian bencana 
alam di setiap kecamatan selama 3 tahun terakhir. Bencana alam yang 
dimaksud adalah bencana yang mengancam  dan  mengganggu  kehidupan dan  
penghidupan  masyarakat diantaranya adalah : tanah longsor, banjir, banjir 
bandang, gempa bumi, tsunami, gelombang pasang laut, angina puyuh/puting 
beliung/topan, gunung meletus, kebakaran hutan, dan kekeringan (lahan). 
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Data yang digunakan dalam penelitian terbagi menjadi 2 (dua) kelompok, 
yaitu data untuk daerah tersurvei  1,2, , si m   dan data untuk daerah tidak 
tersurvei  1,2, , tsi m  . Data pada daerah tersurvei meliputi variabel respon 
 iy  yang merupakan penjumlahan dari ijy  yaitu data individu ke-j pada lokasi 
ke-i.  Selain itu juga tersedia data variabel penyerta untuk setiap daerah ke-i 
 1, 9,, , si mX X . Untuk daerah tidak tersurvei hanya tersedia data variabel 
penyerta  1, 9,, , tsi mX X . Adapun struktur data penelitian adalah sebagai berikut. 
Tabel 3.1 Struktur Data Penelitian 
Kecamatan ijy  iy  1X  2X  3X  4X    9X  
Daerah Tersurvei 
1 
11y  
1y  1,1X  2,1X  3,1X  4,1X    9,1X  12y    
11n
y  
2 
21y  
2y  1,2X  2,2X  3,2X  4,2X    9,2X  22y    
22n
y  
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
ms 
1sm
y  
sm
y  1, smX  2, smX  3, smX  4, smX    9, smX  
2sm
y  
  
s msm n
y
 
Daerah Tidak Tersurvei 
1ts  1,1tsX  2,1tsX  3,1tsX  4,1tsX    9,1tsX  
. 
. 
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. 
. 
. 
. 
. 
. 
. 
. 
. 
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. 
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. 
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. 
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3.3 Tahapan Analisis Data 
Tahapan analisis data untuk mencapai setiap tujuan penelitian adalah 
sebagai berikut. 
(1) Untuk mencapai tujuan pertama yaitu melakukan kajian terhadap estimasi 
parameter pada Scan Statistic dengan menggunakan estimator hasil SAE 
Empirical Bayes, maka langkah-langkah yang ditempuh sebagai berikut. 
1. Melakukan estimasi SAE Empirical Bayes  ˆ EBip . 
2. Menentukan fungsi probabilitas yang menyatakan probabilitas banyaknya 
kejadian Zm  dalam sub-region Z  adalah :
 
 
 
 
 
 
1 ,   
1 ,
Z
Z
ZZ
Z Z
N mZ m
Z
Z
Z
Z
N mm
N
p p Z
m
f m
N
q q z Z
z
m


               
3. Membentuk fungsi likelihood pada scanning window untuk setiap 
pasangan  , .Z Zm N   
        , , 1   1Z Z G Z G ZG ZZ N m N N m mm mmL Z p q p p q q       
4. Menentukan ruang parameter, yaitu  
– Ruang parameter keseluruhan adalah   Ω , , : 0 1,0 1,Z p q p q Z       
– Ruang parameter   adalah {( , ) : , 0 1, 0 1, }.p q p q p q           
5. Menentukan fungsi likelihood dalam ruang parameter keseluruhan   
yaitu  L   dan fungsi likelihood dalam ruang parameter   yaitu  L  . 
6. Mencari estimasi parameter  pˆ  dan qˆ  yang memaksimumkan  L   dan 
pˆ  yang memaksimumkan  L  dengan menggunakan metode MLE. 
7. Membentuk fungsi likelihood maksimum dari pˆ  dan qˆ  dalam  L  dan 
pˆ  dalam  L  dengan    ˆ maxZ ZL L    merupakan nilai maksimum 
 L  di  dan  ˆL   merupakan nilai maksimum  L  di .  
8. Membentuk log likelihood ratio    untuk setiap scanning window 
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9. Mengganti estimator langsung dengan estimator hasil SAE Empirical 
Bayes. 
 
(2) Untuk mencapai tujuan kedua yaitu mendapatkan estimasi proporsi 
kemiskinan dalam setiap kecamatan di Kepulauan Nias dengan menggunakan 
metode SAE Empirical Bayes, maka langkah-langkah yang ditempuh sebagai 
berikut. 
1. Menduga proporsi kemiskinan untuk masing-masing kecamatan di 
Kepulauan Nias dengan menggunakan metode estimasi langsung (direct 
estimation). 
a. Berdasarkan raw data Susenas 2011, dihitung dugaan langsung (direct 
estimate) proporsi kemiskinan pada setiap kecamatan di Kepulauan 
Nias. 
b. Melakukan uji normalitas variabel respon dengan metode Anderson 
Darling. 
c. Menghitung Mean Square Error (MSE) dengan metode direct 
estimate. 
2. Eksplorasi data untuk melihat keterkaitan antara variabel respon proporsi 
kemiskinan dengan keseluruhan variabel penyerta (auxiliary variables). 
3. Membentuk model SAE metode Empirical Bayes berbasis area untuk 
proporsi kemiskinan setiap kecamatan ke-i dengan menggunakan 
informasi dari variabel penyerta. 
a. Melakukan estimasi terhadap varians efek random  2ˆv  dengan 
menggunakan metode  Restricted Estimation Maximum Likelihood 
(REML) dan estimasi terhadap nilai βˆ  dengan menggunakan metode  
Weighted Least Square (WLS). 
b. Estimasi proporsi kemiskinan untuk masing-masing kecamatan dengan 
metode Empirical Bayes yaitu ˆ .EBip  
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c. Menghitung Mean Square Error (MSE) dari hasil estimasi proporsi 
kemiskinan kecamatan ke-i metode Empirical Bayes dengan 
menggunakan pendekatan metode Jackknife. 
4. Membandingkan MSE estimasi langsung (direct estimate) dengan estimasi 
SAE Empirical Bayes pendekatan metode Jackknife. 
 
(3) Tujuan ketiga yaitu mengaplikasikan SAE Empirical Bayes pada Scan 
Statistic untuk mendeteksi kantong kemiskinan berdasarkan kecamatan di 
Kepulauan Nias, tahapannya adalah sebagai berikut. 
1. Menggunakan data proporsi kemiskinan level kecamatan di Kepulauan 
Nias yang diperoleh dari hasil estimasi SAE Empirical Bayes sebagai 
populasi. Selain itu, mengambil data spasial yang berupa titik koordinat 
masing-masing kantor kecamatan. 
2. Membentuk scanning window yang merupakan kandidat MLC. 
3. Menentukan hipotesis H0 dan H1. 
4. Menghitung log likelihood ratio (LLR) dari setiap scanning window 
kemudian menentukan daerah yang merupakan potensial cluster. 
5. Melakukan uji signifikansi dengan simulasi Monte Carlo untuk 
mendapatkan p-value. Jumlah replikasi meliputi 9, 999, dan 9999 kali. 
6. Mengintepretasikan hasil dengan membuat deskripsi kantong kemiskinan 
sehingga diperoleh prioritas lokasi pengentasan kemiskinan level 
kecamatan di Kepulauan Nias berdasarkan scanning window yang 
signifikan pada   0,05.   
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Tahapan analisis di atas diperjelas melalui diagram alur tahapan analisis 
data yang terdapat pada Gambar 3.1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 3.1 Alur Tahapan Analisis Data 
Variabel Penyerta Estimasi Langsung 
Kajian Teoritis Estimasi  
Scan Statistic  
Berbasis SAE EB 
Metode Scan Statistic 
Data Susenas 
Estimasi proporsi 
kemiskinan dengan  
SAE EB  ˆ EBip  
Membentuk Scanning Window 
Menentukan H0 dan H1 
Menghitung LLR untuk 
setiap scanning window 
Potensial cluster MLC/ Kantong kemiskinan 
Uji 
signifikansi 
Monte Carlo 
p value  
p value  
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BAB 4 
HASIL DAN PEMBAHASAN 
 
Pada bab ini dibahas tentang kajian terhadap estimasi parameter pada Scan 
Statistic, penerapan Small Area Estimation Empirical Bayes (SAE EB) untuk 
estimasi proporsi kemiskinan tingkat kecamatan, serta aplikasi SAE EB pada Scan 
Statistic untuk mendeteksi kantong kemiskinan. 
 
4.1 Kajian terhadap Estimasi Parameter pada Scan Statistic 
Pada penelitian ini, model Scan Statistic yang digunakan adalah model 
bernoulli. Estimasi parameter yang akan dikaji yaitu  p (probabilitas miskin 
didalam scanning window) dan q (probabilitas miskin di luar scanning window) 
untuk mendapatkan nilai log likelihood ratio    pada setiap scanning window.  
Fungsi probabilitas yang menyatakan probabilitas banyaknya kejadian Zm  dalam 
sub-region Z, adalah : 
 
 
 
1 ,   
1 ,
Z
Z
ZZ
Z Z
N mZ m
Z
Z
Z
Z
N mm
N
p p Z
m
f m
N
q q z Z
z
m


             
      (4.1) 
Fungsi likelihood untuk setiap pasangan scanning window (mZ,NZ) adalah: 
        , , 1   1Z Z G Z G ZG ZZ N m N N m mm mmL Z p q p p q q          (4.2) 
dimana 
mZ = Banyaknya kasus di satu daerah 
NZ = Jumlah populasi di satu daerah  
mG = Total banyak kasus di seluruh daerah 
NG = Total populasi di seluruh daerah 
p   = Probabilitas miskin didalam scanning window 
q   = Probabilitas miskin di luar scanning window 
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Ruang parameter keseluruhan adalah   Ω , , : 0 1,0 1,Z p q p q Z     . 
Ruang parameter   adalah {( , ) : , 0 1,0 1, }.p q p q p q          Uji 
rasio likelihood adalah suatu metode yang digunakan untuk menguji hipotesis 
0 :H    terhadap hipotesis alternatif 1 :H    dengan   adalah ruang 
parameter keseluruhan dan   adalah ruang parameter dalam 0H , dimana  .
Hipotesis yang digunakan dalam penelitian ini adalah 0 :H p q  dan 
1 : , .H z Z p q    
Fungsi likelihood  L  diperoleh apabila p q  disubstitusikan pada persamaan 
(4.2) sebagai berikut. 
          deff0 su 1, 1p , Z G G ZG ZZ Z ZN m N N m mm mm
p q
L L L Z p p q qp q    

     
        1 1Z GZ ZZ GG ZZ N m N N m mm mmL p p p p        
 1 Z G G ZZG ZZ Z N m N N m mm m mp p        
 1 G GG N mmp p  
              
(4.3) 
Estimasi parameter pada persamaan (4.3) didapat dengan menggunakan 
metode Maximum Likelihood Estimation (MLE). Akan dicari nilai dari parameter 
p yang memaksimumkan fungsi likelihood  L  . Untuk mempermudah 
perhitungan, akan digunakan  ln L  .  
     ln ln 1lnGG GL N pp mm                       (4.4) 
Untuk memaksimumkan fungsi likelihood didapat apabila turunan pertama 
terhadap parameter bernilai nol dan turunan kedua negatif. Pembuktian turunan 
kedua dari   ln L   terhadap parameter p pada Lampiran 1. Pembuktian turunan 
pertama dari  ln L   terhadap parameter p sebagai berikut. 
   
 
ln
1
0G G GL m
p p p
N m   
   
 
 1 0
G G Gm
p p
N m 
   
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 1
G G Gm N m
p p
   
   1G G Gm p N m p     
G G G Gm m p N p m p     
G G G Gm N p m p m p     
ˆ G
G
mp
N

            
(4.5) 
Jadi estimator parameter jika  p=q  pada persamaan (4.3) adalah ˆ G
G
mp
N
 .      
Untuk mendeteksi zone MLC, ditentukan zone Zˆ  yang memaksimumkan fungsi 
likelihood. Dimana, Zˆ  merupakan maximum likelihood estimator dari parameter 
.Z  Langkah pertama yang harus dilakukan adalah menentukan fungsi likelihood 
yang memaksimumkan .Z  Fungsi likelihood dalam ruang parameter keseluruhan 
  dapat ditulis sebagai berikut. 
            deff sup 1 1, , Z G G ZG ZZ ZZ N m N N m mm mm
p q
L Z L L Z p p q qp q

         
      
 
, jika
, jik
1 1
1 a
Z G G ZG ZZ
G GG
ZZ
N m N N m mm mm
N mm
p p q q
p
p q
p qp
   

   




       (4.6) 
Selanjutnya akan dicari estimasi parameter yang memaksimumkan 
persamaan (4.6) dengan menggunakan metode MLE. Dalam persamaan (4.6), 
terdiri dari 2 fungsi, yaitu: 
1.       1 1 1Z G G ZG ZZ Z ZN m N N m mm mm pf p q q            (4.7) 
2.  2 1 G GG N mmf p p             (4.8) 
Karena persamaan (4.6) terdiri dari 2 fungsi, maka untuk mencari estimator 
paramaternya dilakukan dengan mencari estimator parameter untuk persamaan 
(4.7) dan (4.8). 
Karena persamaan (4.8) sama dengan persamaan (4.3), maka estimator 
parameternya adalah ˆ G
G
mp
N
 . 
Untuk persamaan (4.7), ln fungsi kemungkinan p q  yaitu ln  L   adalah: 
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                ln ln ln 1 lnZ Z Z G Z G GZ ZL m p N m p m m q N N m m             
      ln 1 q             (4.9) 
Selanjutnya akan dicari estimasi parameter yang memaksimumkan 
persamaan (4.9) dengan menggunakan metode MLE. Persamaan (4.9) akan 
maksimum apabila turunan parsial pertama dari fungsi tersebut terhadap 
parameter p dan turunan parsial pertama terhadap q sama dengan 0. Dicari 
turunan parsial pertama  ln L   terhadap parameter p sebagai berikut. 
   
 
ln
0
1
Z ZZL N mm
p p p
       
 
  01Z ZZ
N mm
p p
   
 
 1Z ZZ
N mm
p p
    
   1Z Z Zm p N m p     
Z Z Z Zm m p N p m p     
Z Z Z Zm N p m p m p     
ˆ Z
Z
mp
N
             (4.10) 
Untuk mencari estimasi dari parameter  q  maka turunan parsial pertama 
 ln L   terhadap parameter q sebagai berikut. 
      
 
ln
0
1
G Z G ZG Z
N N m mL m m
q q q
         
   
  01G Z G ZG Z
N N m mm m
q q
      
      1G Z G Z G Zm m q N N m m q        
G Z G Z G Z G Zm m m q m q N q N q m q m q         
G Z G Z G Z G Zm m N q N q m q m q m q m q         
 G Z G Zm m N N q     
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ˆ G Z
G Z
m mq
N N
            (4.11) 
Jadi estimator parameter p  dan quntuk kondisi p q adalah: 
ˆ Z
Z
mp
N
   dan  ˆ G Z
G Z
m mq
N N
   
Akan diperiksa apakah estimator pˆ  dan qˆ  merupakan nilai yang akan 
memaksimumkan fungsi 1f  dan 2f  dengan memeriksa turunan parsial kedua dari 
1f  dan 2f  yang terdapat pada Lampiran 2. 
Setelah diperoleh estimator parameter pˆ  pada persamaan (4.5), selanjutnya 
disubstitusikan ke dalam fungsi likelihood  L   apabila p q  adalah:  
  1ˆ G G G
m N m
G G
G G
m mL
N N

          
        (4.12) 
dengan  ˆL   merupakan nilai maksimum  L  di .  
Sedangkan untuk estimator pˆ  dan qˆ  pada persamaan (4.10) dan (4.11), 
disubstitusikan ke dalam fungsi likelihood  L   sebagai berikut. 
 
   
1 1
1
, jika
ˆ
, jika
ZG G ZG ZZ
G GG
Z Z
G Z G ZZ Z
Z Z G Z G Z
G G
G G
N N m mm mm N m
N mm
m m m mm m
p q
N N N N N N
L
m m p q
N N
  

             
                  

   
 
dengan    ˆ maxZ ZL L    merupakan nilai maksimum  L  di .  
Pada penulisan ini akan dideteksi kelompok daerah yang merupakan most likely 
cluster sehingga probabilitas dalam kelompok daerah harus lebih tinggi dari 
probabilitas di luar kelompok. Oleh karena itu, diperlukan suatu nilai yang besar 
sebagai kriteria pengujian.  ˆL   dan  ˆL   merupakan suatu fungsi peluang 
dengan nilai   memenuhi sifat-sifat peluang yaitu antara lain   
ˆ
0
ˆ
L
L
 
  , 
sehingga log likelihood ratio (LLR) dirumuskan sebagai berikut. 
(4.13) 
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Dengan mengganti estimasi langsung (direct estimate) dengan estimasi SAE 
Empirical Bayes maka fungsi likelihood termodifikasi menjadi: 
          Ω 1 1    ˆ ˆ ˆ ˆ ˆZ Z G Z G ZG ZZ N m N N m mm mmEB EB EB EBi i i iL p p q q          (4.15) 
  1 11
ˆ ˆ
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G G Gm N mm m
EB EB
i i
i i
p p
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
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                   
 
             (4.16)              
Sehingga log likelihood ratio pada Scan Statistic dengan menggunakan SAE 
Empirical Bayes dirumuskan sebagai berikut. 
            
1 1
ˆ ˆ ˆ ˆ
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   

 
    
                

 
 
      (4.17) 
Nilai log likelihood ratio tersebut dihitung untuk setiap scanning window 
yang terbentuk. Berdasarkan kumpulan scanning window dan nilai log likelihood 
ratio dari masing-masing pasangan  ,Z Zm N , maka potential cluster atau calon 
most likely cluster dapat ditentukan, yaitu scanning window yang mempunyai nilai 
log likelihood ratio (LLR) tertinggi. 
(4.14) 
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4.2 Penerapan Metode Small Area Estimation Empirical Bayes (SAE EB) 
Model small area dengan pendekatan Empirical Bayes diaplikasikan untuk 
mendapatkan estimasi proporsi kemiskinan tingkat kecamatan di Kepulauan Nias. 
Hasil pengolahan data dan analisis pada setiap langkah adalah sebagai berikut. 
 
4.2.1 Gambaran Umum Tingkat Kemiskinan di Kepulauan Nias 
Kepulauan Nias merupakan wilayah bagian Provinsi Sumatera Utara yang 
terpisah dari daratan dan berada di sebelah barat Pulau Sumatera dengan jarak ± 
92 mill laut dari Kota Sibolga/Kabupaten Tapanuli Tengah. Secara geografis 
terletak antara 00012’00” – 01032’00” Lintang Utara dan 97000’00” – 98000’00” 
Bujur Timur dan berada pada ketinggian rata-rata 0 sampai 800 meter di atas 
permukaan laut dengan luas wilayah kurang lebih 5.121,31 Km2. Secara 
administratif wilayah Kepulauan Nias terbagi menjadi 4 kabupaten dan 1 kota 
dengan total 52 kecamatan. Adapun kondisi kependudukan di Kepulauan Nias 
sebagaimana Tabel 4.1. 
Tabel 4.1  Luas Wilayah, Jumlah Rumah Tangga, Penduduk, dan Kepadatan 
Penduduk Menurut Kabupaten/Kota Tahun 2011 
Wilayah 
Luas 
Wilayah 
(Km2) 
Jumlah 
Kecamatan 
Rumah 
Tangga 
Penduduk 
(jiwa) 
Kepadatan 
(jiwa/Km2)
Nias 980,32 9        26.584       132.605  136 
Nias Selatan 1.625,91 18        61.868       292.417  181 
Nias Utara 1.501,63 11        26.737       128.434  86 
Nias Barat 544,09 8        16.526         82.572  152 
Gunung Sitoli 469,36 6        26.549       127.382  273 
Kepulauan Nias 5.121,31 52      158.264 763.410 828 
Sumatera Utara 71.680,68 422   3.131.600  13.103.596  184 
Sumber : Sumatera Utara Dalam Angka 2012 
 Kondisi geografis Kepulauan Nias yang terpisah dari daratan sumatera 
menyebabkan akses ke wilayah tersebut menjadi sedikit terkendala. Infrastruktur 
dan ketersediaan sarana prasarana di Kepulauan Nias menjadi lebih terbatas 
dibanding kabupaten/kota lainnya di Sumatera Utara, sehingga menyebabkan 
kondisi sosial ekonomi kabupaten/kota yang berada di Kepulauan Nias jauh 
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tertinggal dibandingkan dengan kabupaten/kota lainnya yang berada di Sumatera 
Utara. Persentase buta huruf kabupaten/kota di Kepulauan Nias jauh lebih tinggi 
dibanding rata-rata tingkat buta huruf provinsi. Apabila dilihat dari nilai Indeks 
Pembangunan Manusia (IPM), kabupaten/kota di Kepulauan Nias menempati 
peringkat terbawah dari kabupaten/kota lainnya di Provinsi Sumatera Utara.  
Tabel 4.2  Kondisi Sosial Ekonomi Kabupaten/Kota di Kepulauan Nias            
Tahun 2011 
Kabupaten/ Kota 
Laju 
Pertumbuhan 
Ekonomi 
IPM 
Buta Huruf 
Nilai Peringkat 
Nias 6,81 69,09 30 17,12 
Nias Selatan 4,46 67,72 32 27,96 
Nias Utara 6,88 68,18 31 12,70 
Nias Barat 6,76 67,10 33 18,20 
Gunung Sitoli 6,55 72,21 25 9,67 
Sumatera Utara 6,63 74,65 - 2,85 
Sumber : Sumatera Utara Dalam Angka 2012 
 Berawal dari semua permasalahan baik dari segi geografis, sosial ekonomi, 
dan keterbatasan sarana prasarana di Kepulauan Nias implikasinya menyebabkan 
tingginya tingkat kemiskinan di wilayah tersebut. Pada tahun 2008 - 2011, 
kabupaten/kota yang berada di Kepulauan Nias menempati peringkat teratas 
kabupaten/kota dengan tingkat kemiskinan tertinggi di Sumatera Utara. Persentase 
penduduk miskin pada tahun 2011 tertinggi di Gunung Sitoli sebesar 32,12%, 
kemudian disusul  oleh Nias Utara sebesar 30,44%, Nias Barat sebesar 29,32%, 
Nias Selatan sebesar 19,71%, dan Nias sebesar 19,11%. di Perkembangan tingkat 
kemiskinan Kabupaten/Kota di Sumatera Utara pada Gambar 4.1. 
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Gambar 4.1  Persentase Tingkat Kemiskinan Kabupaten/Kota di Provinsi  
Sumatera Utara Tahun 2008 – 2011 
 Pada Gambar 4.1 terlihat bahwa tingkat kemiskinan kabupaten/kota di 
Kepulauan Nias dari tahun 2008 sampai tahun 2011 cenderung menurun, namun 
relatif lebih tinggi jika dibandingkan dengan tingkat kemiskinan di kabupaten/kota 
lainnya di Provinsi Sumatera Utara. Untuk mengimplementasikan berbagai 
program pengentasan kemiskinan diperlukan adanya informasi daerah yang 
merupakan prioritas lokasi pengentasan kemiskinan melalui keberadaan kantong-
kantong kemiskinan di Kepulauan Nias. Informasi keberadaan daerah kantong 
kemiskinan akan lebih berarti apabila tersedia data kemiskinan dalam wilayah 
kecil (kecamatan) sehingga program pengentasan kemiskinan bisa berjalan lebih 
efektif dan tepat sasaran. Penelitian ini ditujukan untuk menghitung proporsi 
kemiskinan pada level kecamatan di Kepulauan Nias serta menentukan daerah 
kantong kemiskinan pada level kecamatan dengan pendekatan Scan Statistic 
berbasis Small Area Estimation Empirical Bayes. 
 
4.2.2 Estimasi Langsung Proporsi Kemiskinan 
Penghitungan proporsi kemiskinan tingkat kecamatan di Kepulauan Nias 
didasarkan pada konsep kemiskinan makro. Sumber data penghitungan 
kemiskinan makro adalah Susenas. Kecamatan yang ada di Kepulauan Nias 
adalah 52 kecamatan, sedangkan yang menjadi sampel Susenas sebanyak 47 
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kecamatan. Jumlah rumahtangga sampel dan kode kecamatan yang diteliti dapat 
dilihat pada Lampiran 3. Estimasi langsung proporsi kemiskinan setiap kecamatan 
dihitung berdasarkan konsep BPS, dimana penduduk dikategorikan miskin apabila 
memiliki rata-rata pengeluaran per kapita per bulan di bawah garis kemiskinan. 
Adapun garis kemiskinan yang digunakan mengacu  pada Tabel 4.3. 
Tabel 4.3  Garis Kemiskinan Menurut Kabupaten/Kota di Kepulauan Nias  
Tahun 2011 
Kabupaten/ Kota Garis Kemiskinan (Rp/Kap/bulan) 
Nias 262.560 
Nias Selatan 204.057 
Nias Utara 287.280 
Nias Barat 276.877 
Gunung Sitoli 270.245 
Sumber : Data dan Informasi Kemiskinan Kabupaten/Kota 2011, BPS 
Estimasi proporsi kemiskinan setiap kecamatan diperoleh berdasarkan 
rumus pada (2.6), dimana proporsi kemiskinan merupakan jumlah penduduk 
miskin dibagi dengan jumlah penduduk pada setiap kecamatan. Hasil 
penghitungan proporsi kemiskinan dengan estimasi langsung tiap kecamatan 
terdapat pada Lampiran 4. Nilai statistik hasil estimasi langsung  ˆiy  
selengkapnya dapat dilihat pada Tabel 4.4.  
Tabel 4.4 Nilai Statistik Proporsi Kemiskinan Hasil Estimasi Langsung 
Statistik Nilai 
Rata-rata 0,2713 
Standar Deviasi 0,1265 
Varians 0,0160 
Minimum 0,0160 
Q1 0,1660 
Median 0,2766 
Q3 0,3410 
Maksimum 0,6190 
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Pemetaan proporsi kemiskinan tingkat kecamatan di Kepulauan Nias hasil 
estimasi langsung pada 47 kecamatan yang diteliti dapat dilihat pada Gambar 4.2. 
Untuk wilayah yang berwarna merah menunjukkan bahwa kecamatan tersebut 
tidak dicakup dalam penelitian. Hasil estimasi langsung memperlihatkan proporsi 
kemiskinan  ˆiy  dan variansi sampel tanpa menggunakan variabel penyerta 
(auxiliary variables) dari masing-masing kecamatan yang terpilih sebagai small 
area. Proporsi kemiskinan tertinggi berada di kecamatan Gunung Sitoli Idanoi 
dengan proporsi kemiskinan sebesar 0,6190. 
 
Gambar 4.2  Peta Proporsi Kemiskinan Hasil Estimasi Langsung 
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Hasil estimasi yang diperoleh dengan metode direct estimation cenderung 
tidak dapat diandalkan dikarenakan jumlah sampel yang sangat kecil untuk setiap 
kecamatan. Sehingga hasil estimasi proporsi kemiskinan yang diperoleh dengan 
metode direct estimation akan menghasilkan variansi yang cukup besar karena 
sampel yang diambil tidak dapat menggambarkan keadaan kemiskinan yang 
sebenarnya terjadi di setiap kecamatan di Kepulauan Nias. Oleh karena itu, akan 
dilakukan estimasi tidak langsung (indirect estimation) proporsi kemiskinan 
menggunakan metode Small Area Estimation Empirical Bayes (SAE EB) dengan 
mengikutsertakan data variabel penyerta (auxiliary variables) yang bersumber 
dari data Podes 2011. Selain itu, akan dihitung juga variansi posterior hasil 
estimasi tidak langsung. Diharapkan dengan mengikutsertakan data dari variabel 
penyerta tersebut, akan menghasilkan estimasi proporsi kemiskinan yang lebih 
akurat dengan variansi posterior yang lebih kecil dibandingkan dengan variansi 
sampel dengan metode direct estimation. 
 
4.2.3 Estimasi Tidak Langsung dengan Metode Small Area Estimation 
Langkah awal yang harus dilakukan dalam melakukan estimasi proporsi 
kemiskinan dengan menggunakan metode SAE-Empirical Bayes adalah melihat 
distribusi data variabel respon. 
 
4.2.3.1 Karakteristik Variabel Respon 
Karakteristik variabel respon perlu diketahui untuk menentukan bentuk 
distribusi likelihood yang nantinya akan diterapkan pada pemodelan dengan 
pendekatan bayesian. Distribusi variabel respon yang diperoleh diharapkan dapat 
menggambarkan pola data proporsi penduduk miskin di Kepulauan Nias. 
Karakteristik variabel respon dapat dilihat pada Gambar 4.3. 
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Gambar 4.3 Karakteristik Data Proporsi Kemiskinan 
Gambar 4.3 menunjukkan pola persebaran data proporsi kemiskinan hasil 
estimasi langsung membentuk pola distribusi normal. Hasil uji normalitas dengan 
menggunakan metode Anderson Darling memperlihatkan nilai Anderson Darling 
sebesar 0,410 dan nilai p-value yang dihasilkan lebih dari  5% (0,333) yang 
artinya Gagal Tolak  H0 sehingga dapat disimpulkan bahwa variabel proporsi 
kemiskinan di Kepulauan Nias berdistribusi normal. Output hasil uji normalitas 
variabel respon menggunakan metode Anderson Darling dapat dilihat pada 
Lampiran 5. 
 
4.2.3.2 Deskripsi Variabel Penyerta (Auxiliary Variables) 
Hasil estimasi tidak langsung dengan menggunakan metode Small Area 
Estimation sangat bergantung pada pemilihan variabel penyerta yang digunakan. 
Data dalam wilayah kecil yang bisa digunakan sebagai variabel penyerta 
umumnya sulit diperoleh. Berdasarkan penelitian terdahulu dan disesuaikan 
dengan karakteristik wilayah dan ketersediaan data maka dipilih 9 (sembilan) 
variabel yang diduga mempengaruhi kemiskinan di Kepulauan Nias. Berikut 
statistik deskriptif  variabel penyerta yang digunakan dalam penelitian seperti 
yang tersaji pada Tabel 4.5. 
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Tabel 4.5 Nilai Statistik Deskriptif Variabel Penyerta Yang Digunakan 
Variabel Rata-rata 
Standar 
Deviasi Varians Min Q1 Med Q3 Max 
X1 1,59 0,45 0,20 0,55 1,30 1,54 1,89 2,83 
X2 0,39 0,23 0,05 0,08 0,21 0,31 0,50 1,00 
X3 2,90 1,67 2,80 0,40 1,53 2,69 3,71 7,18 
X4 82,59 17,94 321,89 11,28 78,59 87,82 93,55 98,94 
X5 0,93 2,14 4,58 0,00 0,00 0,06 0,39 10,35 
X6 12,47 13,66 186,50 0,00 0,76 8,22 18,73 47,21 
X7 3,14 3,43 11,79 0,00 0,49 2,19 5,26 13,92 
X8 2,20 2,79 7,79 0,00 0,00 0,64 3,95 8,95 
X9 14,26 19,29 372,02 0,00 0,00 7,00 22,00 71,00 
 Dari Tabel 4.5 terlihat bahwa dari sembilan variabel penyerta yang 
bersumber dari Pendataan Potensi Desa 2011, variabel X4, X6, dan X9 mempunyai 
nilai varians yang cukup tinggi. Variabel banyaknya kejadian bencana alam (X9) 
paling bervariasi antar kecamatan dibandingkan dengan variabel lain, hal ini 
ditunjukkan dengan nilai varians sebesar 372,02. Variabel rasio sarana kesehatan 
terhadap total penduduk (X2) memiliki variasi data yang paling homogen.  
Pemilihan variabel penyerta yang diasumsikan mempengaruhi kemiskinan 
dilakukan dengan eksplorasi terhadap data dengan melihat scatter plot yang tersaji 
pada Lampiran 6. Hubungan antara variabel respon dengan variabel penyerta X1 
dan X2 menujukkan hubungan negatif, variabel X4, X7, X8 dan X9 menunjukkan 
hubungan positif, sedangkan variabel  X3, X5 dan X6 memperlihatkan pola yang 
kurang jelas. Selain itu, untuk melihat keterkaitan antara proporsi kemiskinan 
dengan variabel penyerta dilakukan juga uji korelasi Pearson.  
Hasil uji korelasi Pearson dengan menggunakan tingkat signifikansi 10% 
atau 0,10   menunjukkan terdapat 6 (enam) variabel penyerta yang signifikan 
terhadap proporsi kemiskinan di Kepulauan Nias. Variabel penyerta tersebut 
adalah  rasio lembaga pendidikan (SD, SMP, SMA, SMEA) terhadap total 
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penduduk (X1), rasio sarana kesehatan terhadap total pendududuk (X2), persentase 
keluarga pertanian (X4), persentase SKTM yang dikeluarkan (X7), persentase 
keluarga yang tinggal di bantara sungai (X8), dan banyaknya kejadian bencana 
alam (X9). Nilai korelasi Pearson antara variabel respon dan variabel penyerta 
tersaji pada Tabel 4.6. Hasil uji korelasi pearson selengkapnya pada Lampiran 7. 
Tabel 4.6 Output Uji Korelasi Pearson Antara Variabel Respon                           
 dan Variabel Penyerta 
Variabel Nilai Korelasi Pearson p-value 
X1 -0,298 0,042 
X2 -0,312 0,033 
X3 -0,098 0,510 
X4 0,246 0,095 
X5 -0,121 0,417 
X6 -0,028 0,850 
X7 0,289 0,049 
X8 0,278 0,058 
X9 0,276 0,060 
 
Berdasarkan scatter plot dan hasil yang ditunjukkan oleh nilai korelasi 
Pearson maka 6 (enam) variabel penyerta yang signifikan tersebut dapat 
digunakan sebagai informasi tambahan dalam melakukan estimasi tidak langsung 
dengan metode Small Area Estimation Empirical Bayes untuk menduga proporsi 
kemiskinan setiap kecamatan di Kepulauan Nias.  
 
4.2.3.3 Small Area Estimation Empirical Bayes (SAE EB)  
Pembentukan model SAE untuk mengestimasi proporsi kemiskinan pada 
kecamatan di Kepulauan Nias menggunakan variabel penyerta yang telah 
ditentukan. Penggunaan metode Empirical Bayes untuk membentuk model SAE 
yang terdiri dari fungsi prior dan posterior sesuai dengan asumsi bahwa 
54 
 
kecamatan yang digunakan dalam model mampu menyediakan informasi (prior) 
terhadap kecamatan tidak tersampel karena kesamaan karakteristik kecamatan 
tersebut. Karakteristik yang sama dilihat dari segi ketersediaan sarana dan 
prasarana berupa rasio lembaga pendidikan (SD, SMP, SMA, SMEA) terhadap 
total penduduk, rasio sarana kesehatan terhadap total pendududuk, dari segi 
ekonomi berupa persentase keluarga pertanian, persentase SKTM yang 
dikeluarkan, serta kondisi geografis yaitu persentase keluarga yang tinggal di 
bantara sungai dan banyaknya kejadian bencana alam. 
Berdasarkan hasil uji normalitas dengan menggunakan uji Anderson Darling 
diperoleh bahwa variabel proporsi kemiskinan seperti pada Gambar 4.3 mengikuti 
distribusi normal   ~ , i i i iy p N p  . Dengan  2~ ,Ti i vp N x β   adalah sebaran 
prior untuk , 1,2, ,ip i m  . Untuk membentuk model SAE-Empirical Bayes 
terlebih dahulu dilakukan estimasi terhadap varians efek random 2,v  seperti 
disajikan pada persamaan (2.3). Estimasi terhadap varians efek random 2v  
menggunakan metode REML dan diperoleh nilai 2ˆv  sebesar 0,004859. Setelah 
diperoleh nilai 2ˆv  selanjutnya dilakukan estimasi terhadap nilai β  menggunakan 
metode WLS. 
Hasil estimasi parameter  βˆ  yang merupakan estimator variabel penyerta 
(auxilary variables) yang meliputi rasio lembaga pendidikan (SD, SMP, SMA, 
SMEA) terhadap total penduduk (X1), rasio sarana kesehatan terhadap total 
pendududuk (X2), persentase keluarga pertanian (X4), persentase SKTM yang 
dikeluarkan (X7), persentase keluarga yang tinggal di bantara sungai (X8), dan 
banyaknya kejadian bencana alam (X9) adalah sebagai berikut. 
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Tabel 4.7 Nilai Estimasi Parameter   βˆ  
Variabel Penyerta  iX  Nilai  βˆ  
Konstanta 0,200331 
X1 -0,051982 
X2 -0,099913 
X4 0,001840 
X7 0,010201 
X8 0,006154 
X9 0,000115 
Hasil estimasi yang diperoleh menunjukkan tanda koefisien yang tidak 
bertentangan dengan hasil uji korelasi Pearson. Setelah 2v  dan  β  diestimasi 
maka diperoleh model penduga SAE Empirical Bayes sebagai berikut. 
 ˆ 1 0,004859EB T Tii i i iip x y x         
dimana  i  merupakan nilai varians sampling error dari variabel yang diamati dan 
diasumsikan diketahui. Model Small Area Estimation dengan metode Empirical 
Bayes yang terbentuk selanjutnya digunakan untuk mengestimasi proporsi 
kemiskinan tingkat kecamatan di wilayah tersurvei. Secara ringkas hasil estimasi 
terdapat pada Tabel 4.8. 
Tabel 4.8 Nilai Statistik Proporsi Kemiskinan Hasil SAE Empirical Bayes 
Statistik Nilai 
Rata-rata 0,2677 
Standar Deviasi 0,1098 
Varians 0,0121 
Minimum 0,0396 
Q1 0,1839 
Median 0,2709 
Q3 0,258 
Maksimum 0,5646 
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Data proporsi kemiskinan diperoleh dari Susenas 2011 yang diambil dari 47 
kecamatan di Kepulauan Nias. Hasil estimasi untuk daerah tersurvei secara 
lengkap pada Lampiran 8. Estimasi proporsi kemiskinan berdasarkan Small Area 
Estimation Empirical Bayes diperoleh nilai proporsi kemiskinan mempunyai 
varians lebih rendah dibandingkan dengan estimasi langsung.  
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Gambar 4.4. Boxplot Proporsi Kemiskinan Hasil Estimasi Langsung dan SAE EB 
Estimasi SAE untuk daerah lebih luas merupakan estimasi atau prediksi 
dari daerah yang tersurvei dan daerah yang tidak tersurvei. Menurut Rao (2003), 
konsep estimasi sintetik dapat digunakan untuk mengestimasi wilayah yang tidak 
tersurvei, dengan asumsi perilaku antar wilayah sama. Estimator dikatakan 
sebagai estimator sintetik jika estimator langsung untuk area luas dapat mencakup 
semua area kecil, yang kemudian digunakan untuk menduga parameter secara tak 
langsung untuk area kecil dengan mengasumsikan bahwa area kecil mempunyai 
karakteristik yang sama dengan area besar. Untuk menduga keseluruhan 
kecamatan yang ada di Kepulauan Nias maka kecamatan yang tidak tersurvei akan 
diduga melalui estimasi sintetik.  
Jika informasi tambahan dari domain khusus ix  diketahui, maka 
digunakan estimator regresi sintetik ˆTix β , sehingga estimator sintetik untuk 
wilayah tidak tersurvei dirumuskan sebagai ˆˆ Ti ip  x β  dengan βˆ  merupakan 
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Gambar 4.6 Peta Proporsi Kemiskinan Hasil SAE Empirical Bayes 
4.2.4 Pengujian Asumsi Metode Small Area Estimation Empirical Bayes 
Estimasi tidak langsung dengan menggunakan metode Small Area 
Estimation Empirical Bayes untuk menghitung proporsi kemiskinan di Kepulauan 
Nias harus memenuhi beberapa asumsi diantaranya adalah asumsi normalitas pada 
efek random, sampling error, dan prior. Selain itu, asumsi independensi antara 
efek random dan sampling error juga harus terpenuhi. 
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4.2.4.1 Uji Normalitas  
Asumsi yang digunakan dalam metode Small Area Estimation Empirical 
Bayes adalah asumsi normalitas pada efek random dan sampling error yaitu 
 2~  0,i vv iid N   dan  ~  0,i ie iid N  . Selain itu asumsi normalitas pada prior 
yaitu  2~ ,Ti i vp N x β  yang merupakan sebaran prior untuk 
, dimana 1,2, ,ip i m  . Pengujian asumsi normalitas yang harus dipenuhi dalam 
model dilakukan menggunakan metode Anderson-Darling dengan hipotesis 
sebagai berikut. 
Ho : Data berdistribusi normal 
H1 : Data tidak berdistribusi normal 
Hasil uji normalitas pada efek random dengan menggunakan metode 
Anderson Darling memperlihatkan nilai Anderson Darling sebesar 0,412 dan nilai 
p-value yang dihasilkan lebih dari  5% (0,327) yang artinya Gagal Tolak  H0 
sehingga dapat disimpulkan bahwa efek random berdistribusi normal. Output hasil 
uji normalitas efek random menggunakan metode Anderson Darling dapat dilihat 
pada Lampiran 10. 
Asumsi normalitas pada sampling error dengan menggunakan metode 
Anderson Darling adalah Gagal Tolak  H0 dengan nilai Anderson Darling sebesar 
0,710 dan nilai p-value yang dihasilkan lebih dari  5% (0,060) sehingga dapat 
disimpulkan bahwa sampling error berdistribusi normal. Output hasil uji 
kenormalan sampling error menggunakan metode Anderson Darling dapat dilihat 
pada Lampiran 11. 
Model Small Area Estimation Empirical Bayes yang digunakan untuk 
estimasi proporsi kemiskinan di Kepulauan Nias berdistribusi normal. Salah satu 
asumsi yang harus dipenuhi adalah prior yang digunakan dalam model 
diasumsikan berdistribusi normal. Hasil uji normalitas pada prior dengan 
menggunakan metode Anderson Darling memperlihatkan nilai Anderson Darling 
sebesar 0,677 dan nilai p-value yang dihasilkan lebih dari  5% (0,072) yang 
artinya Gagal Tolak  H0 sehingga dapat disimpulkan bahwa prior berdistribusi 
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normal. Output hasil uji normalitas prior menggunakan metode Anderson Darling 
dapat dilihat pada Lampiran 12. 
 
4.2.4.2 Uji Independensi  
Salah satu asumsi yang harus dipenuhi dalam model Small Area 
Estimation metode Empirical Bayes adalah adanya independensi antara efek 
random dan sampling error dimana  2~  0,i vv iid N   dan  ~  0,i ie iid N  , iv  
dan ie  saling bebas. Untuk mengetahui independensi atau hubungan antara efek 
random   iv  dengan sampling error  ie  dilakukan uji korelasi Pearson. Hasil uji 
korelasi Pearson seperti pada Tabel 4.9. 
Tabel 4.9 Uji Korelasi Pearson Antara Efek Random dan Sampling Error 
Statistik Nilai 
Nilai korelasi -0,256 
P-value 0,082 
N 47 
 
Berdasarkan Tabel 4.9 menunjukkan nilai korelasi Pearson antara efek 
random  dan sampling error adalah sebesar -0,256 dengan p-value sebesar 0,082. 
Hasil uji korelasi menunjukkan p-value kurang dari 0,05  yang artinya Gagal 
Tolak H0 sehingga dapat disimpulkan bahwa pada tingkat signifikansi 5 % tidak 
terdapat hubungan antara dua variabel yang dibandingkan atau dengan kata lain 
efek random dan sampling error saling independen. 
 
4.2.5 Perbandingan Hasil Estimasi Langsung dan Estimasi Tidak Langsung 
Metode Small Area Estimation Empirical Bayes 
Setelah dilakukan estimasi proporsi kemiskinan tingkat kecamatan di 
Kepulauan Nias dengan metode estimasi langsung (direct estimation) dan estimasi 
tidak langsung (indirect estimation) dengan metode SAE Empirical Bayes, 
langkah selanjutnya adalah menduga nilai Mean Square Error (MSE) hasil kedua 
estimasi tersebut. Nilai MSE yang diperoleh dari metode Empirical Bayes 
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memiliki bias dikarenakan adanya estimasi pada parameternya, sehingga 
dilakukan koreksi terhadap nilai MSE dengan menggunakan metode resampling 
Jackknife. Perbandingan nilai MSE hasil estimasi langsung (MSE Direct) dan 
MSE EB-Jackknife (MSE Jacknife) proporsi kemiskinan kecamatan tersurvei 
tersaji pada Gambar 4.7. 
4746454443424140393837363534333231302928272625242322212019181716151413121110987654321
0.009
0.008
0.007
0.006
0.005
0.004
0.003
0.002
0.001
0.000
M
SE
MSE_dir
MSE_EBj
Variable
 
Gambar 4.7 Perbandingan nilai MSE Estimasi Langsung dan MSE EB-Jackknife 
Perbandingan nilai MSE estimasi langsung dan MSE EB-Jackknife secara 
deskriptif terlihat pada Tabel 4.10, nilai MSE secara rinci kedua metode estimasi 
tersaji pada Lampiran 13. Berdasarkan nilai MSE, estimasi proporsi kemiskinan 
tingkat kecamatan di Kepulauan Nias dengan menggunakan metode SAE 
Empirical Bayes pendekatan jackknife menghasilkan estimator dengan tingkat 
akurasi yang lebih baik karena menghasilkan nilai varians yang lebih kecil. Oleh 
karena itu, dapat dikatakan estimasi tidak langsung dengan metode Small Area 
Estimation Empirical Bayes dapat memperbaiki hasil estimasi langsung. 
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Tabel 4.10 Nilai Statistik MSE Estimasi Langsung dan MSE Jackknife 
Statistik MSE Estimasi Langsung MSE Jackknife 
Rata-rata 0,001276 0,001208 
Standar Deviasi 0,001314 0,001132 
Varians 0,000002 0,000001 
Minimum 0,000143 0,000010 
Q1 0,000594 0,000500 
Median 0,000901 0,000841 
Q3 0,001710 0,001613 
Maksimum 0,008547 0,005345 
Hasil estimasi proporsi kemiskinan berdasarkan metode SAE Empirical 
Bayes tersebut selanjutnya digunakan sebagai input dalam Scan Statistic guna 
mendapatkan daerah kantong-kantong kemiskinan (dalam istilah Scan Statistic 
disebut sebagai Most Likely Cluster) di Kepulauan Nias.  
 
4.3 Aplikasi Scan Statistic dengan Pendekatan SAE Empirical Bayes Untuk 
Mendeteksi Kantong Kemiskinan  
Peta kemiskinan yang berupa deskripsi spasial dengan hotspot poverty 
merupakan salah satu informasi yang paling berguna bagi pembuat kebijakan dan 
peneliti karena dengan adanya informasi tentang hotspot poverty maka dapat 
diketahui wilayah yang memerlukan perhatian khusus dan prioritas utama dalam 
upaya menangani masalah kemiskinan. Scan Statistic merupakan salah satu 
metode yang dapat digunakan untuk mendetaksi hotspot dimana dalam penelitian 
ini wilayah yang terdeteksi sebagai hotspot disebut sebagai daerah kantong 
kemiskinan. 
Berdasarkan hasil estimasi proporsi kemiskinan dengan metode SAE 
Empirical Bayes kemudian dikalikan dengan jumlah penduduk pada setiap 
kecamatan, selanjutnya akan diperoleh jumlah penduduk miskin dan penduduk 
tidak miskin pada setiap kecamatan yang akan digunakan sebagai input dalam 
Scan Statistic seperti yang tersaji pada Lampiran 14. Selain itu juga digunakan 
data informasi geografis setiap kecamatan yaitu berupa letak astronomi kantor 
kecamatan dalam satuan derajat Lintang Utara (ui) dan Bujur Timur (vi).  
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Untuk menentukan daerah yang merupakan kantong kemiskinan, langkah 
awal yang dilakukan adalah pembentukan scanning window. Hal ini dilakukan 
untuk semua lokasi sampai ukuran cluster maksimum sebesar 50% dari total 
populasi. Kemudian setiap scanning window yang terbentuk dihitung nilai log 
likelihood ratio (LLR). Berdasarkan kumpulan scanning window dan nilai log 
likelihood ratio dari masing-masing pasangan  ,Z Zm N , maka potential cluster 
atau calon most likely cluster dapat ditentukan, yaitu scanning window yang 
mempunyai nilai log likelihood ratio (LLR) tertinggi. Langkah selanjutnya, untuk 
menentukan daerah yang menjadi MLC atau daerah kantong kemiskinan 
dilakukan pengujian hipotesis Monte Carlo. 
Berdasarkan uji hipotesis Monte Carlo yaitu dengan membangun simulasi 
data acak yang dibentuk dibawah kondisi H0 dengan pengulangan sebanyak 9, 
999, dan 9999. Dari setiap simulasi dicari scanning window dengan nilai log 
likelihood ratio (LLR) tertinggi. Kemudian nilai LLR tertinggi dari masing-
masing simulasi tersebut dan nilai LLR dari data riil diurutkan dari yang terbesar 
hingga terkecil. Hasil dari beberapa pengulangan memberikan kesimpulan yang 
sama. Pengujian tingkat signifikansi dengan pengulangan sebanyak 9999 
diperoleh nilai Monte Carlo rank untuk kantong kemiskinan yang terbentuk 
sebesar 1/10000 yang berarti ada satu nilai LLR dari data acak yang nilainya lebih 
besar dari nilai LLR data riil, sehingga p-value yang didapat adalah 0,0001. 
Setelah didapat nilai p-value, kemudian dilakukan pengujian apakah 
potential cluster yang terbentuk merupakan kantong kemiskinan atau most likely 
cluster. Dengan menggunakan tingkat signifikansi 0, 05   diperoleh bahwa 
potential cluster yang terbentuk sejumlah 10 (sepuluh) tersebut signifikan secara 
statistik yang artinya merupakan daerah kantong kemiskinan atau most likely 
cluster. 
Hasil dari beberapa pengulangan memberikan kesimpulan yang sama baik 
dari sisi jumlah kantong kemiskinan yang dideteksi maupun nilai Relative Risk 
(RR). Nilai Relative Risk (RR) digunakan untuk mengevaluasi besarnya resiko 
dari suatu area signifikan terhadap area lain apabila nilai RR lebih besar dari 1. 
Hasil yang disajikan pada Tabel 4.11 merupakan pengujian tingkat signifikansi 
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dengan pengulangan sebanyak 9999. Hasil lengkap untuk pendeteksian kantong 
kemiskinan dengan menggunakan Scan Statistic secara rinci dapat dilihat pada 
Lampiran 15. Hasil pendeteksian kantong kemiskinan di Kepulauan Nias secara 
ringkas dapat dilihat pada Tabel 4.11. 
Tabel 4.11 Hasil Pendeteksian Kantong Kemiskinan di Kepulauan Nias 
Kantong 
Kemis- 
kinan 
Kode 
Kecamatan 
Jumlah 
Penduduk
Jumlah 
Miskin 
Persentase 
Miskin RR LLR 
p-
value 
1 47 61.190 34.546 56,5 2,28 12.653,77 0,0001 
2 
28, 46, 45, 
31, 32, 39, 
30, 29, 33, 
34, 35, 44, 
40, 43, 52, 
7, 51, 36 
190.350 59.382 31,2 1,40 2.862,02 0,0001 
3 20 35.238 13.226 37,5 1,77 2.259,60 0,0001 
4 22, 23 30.304 11.381 37,6 1,87 2.281,60 0,0001 
5 18, 6 23.432 7.336 31,3 1,61 876,37 0,0001 
6 48, 5, 27, 42, 50 58.356 15.482 26,5 1,45 1.017,50 0,0001 
7 
14, 19, 1, 
24, 21, 16, 
4, 3 
142.174 30.965 21,8 1,36 931,21 0,0001 
8 37, 38, 9, 41, 49 62.200 14.152 22,8 1,69 1.350,83 0,0001 
9 15, 2 31.265 8.096 25,9 2,47 2.232,20 0,0001 
10 26, 8 38.020 5.120 13,5 1,46 247,28 0,0001 
 
Berdasarkan Tabel 4.11 diperoleh informasi bahwa kantong kemiskinan 
yang terbentuk berjumlah 10 (sepuluh) kantong, dimana berdasarkan uji hipotesis 
Monte Carlo, dengan menggunakan tingkat signifikansi 0, 05  , potential 
cluster yang terbentuk tersebut signifikan secara statistik dan dapat disimpulkan 
sebagai daerah  kantong kemiskinan atau most likely cluster.  Adapun keterangan 
untuk setiap kantong kemiskinan yang terbentuk adalah sebagai berikut. 
1. Kantong kemiskinan 1 yaitu Gunung Sitoli Idanoi merupakan kecamatan 
prioritas pengentasan kemiskinan di Kepulauan Nias. Persentase penduduk 
miskin di wilayah ini adalah 56,5 persen dengan nilai LLR sebesar 
12.653,77. Nilai Relative Risk (RR) adalah 2,28 yang artinya kecamatan 
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Gunung Sitoli Idanoi memiliki resiko lebih besar 2,28 kali daripada 
kecamatan di luar kantong kemiskinan 1. 
2. Kantong kemiskinan 2 terdiri dari 18 kecamatan yang meliputi Tugala 
Oyo,  Moro O, Mandrehe Barat, Namohalu Esiwa, Sitolu Ori, Sirombu, 
Alasa Talu Muzoi, Alasa, Tuhemberua, Sawo, Lotu, Mandrehe, Lahomi, 
Mandrehe Utara, Gunung Sitoli Utara, Hiliduho, Gunung Sitoli Alo Oa, 
Lahewa Timur. Persentase penduduk miskin dari delapan belas kecamatan 
adalah 31,2 persen dari jumlah penduduk seluruh kecamatan tersebut, 
sedangkan nilai LLR sebesar 2.862,02. Nilai Relative Risk (RR) adalah 
2,40 yang artinya kecamatan yang berada didalam kantong memiliki 
resiko lebih besar 2,40 kali daripada kecamatan di luar kantong 
kemiskinan 2. 
3. Kantong kemiskinan 3 yaitu Lahusa. Persentase penduduk miskin di 
wilayah ini adalah 37,5 persen dengan nilai LLR sebesar 2.259,60  dan 
nilai Relative Risk (RR) sebesar 1,77. 
4. Kantong kemiskinan 4 terdiri dari dua kecamatan yaitu Susua dan Mazo. 
Persentase penduduk miskin di kedua kecamatan tersebut sebesar 37,6 
persen dengan nilai LLR adalah 2.281,60 dan nilai RR sebesar 1,87. 
5. Kantong kemiskinan 5 terdiri dari dua kecamatan yaitu Amandraya dan 
Somolo-Molo, dengan persentase penduduk miskin sebesar 31,3 persen 
dari total penduduk di kedua kecamatan. Nilai LLR sebesar 876,37 dan 
nilai RR sebesar 1,61. 
6. Kantong kemiskinan 6 terdiri dari lima kecamatan yaitu Gunung Sitoli 
Selatan, Ma U, Hilimegai, Lolofitu Moi, dan Gunung Sitoli. Persentase 
penduduk miskin di kelima kecamatan sebesar 26,5 persen dengan nilai 
LLR sebesar 1.017,50 dan nilai Relative Risk (RR) sebesar 1,45. 
7. Kantong kemiskinan 7 terdiri dari delapan kecamatan yaitu Fanayama, 
Aramo, Idano Gawo, Umbunasi, Gomo, Maniamolo, Gido dan Ulugawo. 
Persentase penduduk miskin sebesar 21,8 persen dengan nilai LLR sebesar 
931,21 dan nilai Relative Risk (RR) sebesar 1,36. 
8. Kantong kemiskinan 8 terdiri dari lima kecamatan yaitu Lahewa, Afulu, 
Botomuzoi, Ulu Moro O, Gunung Sitoli Barat. Persentase penduduk 
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miskin di kelima kecamatan sebesar 22,8 persen dengan nilai LLR sebesar 
1.350,83 dan nilai Relative Risk (RR) sebesar 1,69. 
9. Kantong kemiskinan 9 terdiri dari dua kecamatan yaitu Toma dan 
Bawolato. Persentase penduduk miskin di kedua kecamatan tersebut 
sebesar 25,9 persen dengan nilai LLR adalah 2.232,20 dan nilai RR 
sebesar 2,47. 
10. Kantong kemiskinan 10 terdiri dari dua kecamatan yaitu Lolowa'u dan Hili 
Serangkai. Persentase penduduk miskin di kedua kecamatan tersebut 
sebesar 13,5 persen dengan nilai LLR adalah 247,28 dan nilai RR sebesar 
1,46. 
Kecamatan yang berada di Kepulauan Nias berjumlah 52 kecamatan. 
Berdasarkan hasil pendeteksian kantong kemiskinan di Kepulauan Nias terbentuk 
menjadi 10 (sepuluh) daerah kantong kemiskinan dengan jumlah kecamatan yang 
masuk kedalam kantong kemiskinan sejumlah 46 kecamatan, sedangkan 6 (enam) 
kecamatan lainnya bukan merupakan daerah kantong kemiskinan. Kecamatan 
yang termasuk kategori bukan kantong kemiskinan semuanya merupakan wilayah 
bagian Kabupaten Nias Selatan yaitu Hibala, Pulau-Pulau Batu, Pulau-Pulau Batu 
Timur, Teluk Dalam, Mazino dan Lolomatua. Dilihat dari segi geografis, letak 
ketiga kecamatan (Hibala, Pulau-Pulau Batu, Pulau-Pulau Batu Timur)  
merupakan wilayah kepulauan tersendiri, sehingga dalam pengelompokan 
kantong kemiskinan wilayah tersebut lokasinya terlalu jauh sehingga tidak 
terjangkau apabila dikelompokkan dengan kecamatan lainnya di Kepulauan Nias. 
Selain itu, hasil estimasi berdasarkan metode Small Area Estimation Empirical 
Bayes diperoleh proporsi kemiskinan pada wilayah tersebut lebih rendah 
dibandingkan kecamatan lainnya di Kepulauan Nias. Pemetaan hasil pendeteksian 
kantong kemiskinan di Kepulauan Nias pada Gambar 4.8. 
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Gambar 4.8 Hasil Pendeteksian Kantong Kemiskinan di Kepulauan Nias 
Dilihat dari karakteristik wilayah berdasarkan variabel penyerta yang 
digunakan dalam penelitian memberikan gambaran bahwa Gunung Sitoli Idanoi 
merupakan kecamatan kantong kemiskinan pertama yang mempunyai sarana 
kesehatan dan pendidikan yang rendah serta frekuensi bencana alam cukup tinggi.  
Kantong kemiskinan kedua yang terdiri dari 18 kecamatan mempunyai 
karakteristik yang hampir sama dalam hal ketersediaan sarana pendidikan yang 
kurang memadai. Kantong kemiskinan 4 dan 5 mempunyai karakteristik yang 
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sama dalam ketersediaan sarana kesehatan, sedangkan kantong kemiskinan 6, 7 
dan 8 sama dalam hal ketersediaan sarana pendidikan. Kantong kemiskinan 9 
yang terdiri dari 2 kecamatan mempunyai karakteristik yang sama dalam hal rasio 
keluarga yang tinggal di bantaran sungai, sedangkan kantong kemiskinan 10 
umumnya penduduk bekerja di sektor pertanian. Berdasarkan hasil penelitian, 
maka apabila di Kepulauan Nias akan dilakukan program pengentasan kemiskinan 
berbasis cluster diharapkan kecamatan yang menjadi prioritas dan menjadi target 
implementasi program adalah kecamatan yang berada pada daerah kantong 
kemiskinan sesuai dengan tingkatan cluster yang terbentuk. 
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BAB 5 
KESIMPULAN DAN SARAN 
 
5.1 Kesimpulan 
Berdasarkan hasil analisis data dan pembahasan dapat diambil beberapa 
kesimpulan sebagai berikut: 
1. Kajian terhadap estimator pada Scan Statistic melalui tahapan penulisan 
fungsi likelihood  L   dan fungsi likelihood  L   dan penurunannya 
terhadap p  dan q  untuk mendapatkan nilai pˆ  dan qˆ . Setelah diperoleh 
estimator parameter  pˆ  dan qˆ , selanjutnya disubstitusikan ke dalam 
fungsi likelihood  L   dan  L   yang digunakan untuk mendapatkan 
nilai log likelihood ratio    pada setiap scanning window.  
2. Penerapan metode SAE Empirical Bayes untuk mendapatkan estimasi 
proporsi kemiskinan level kecamatan di Kepulauan Nias memberikan hasil 
lebih baik dibandingkan estimasi langsung. Berdasarkan nilai MSE, 
estimasi proporsi kemiskinan tingkat kecamatan di Kepulauan Nias 
dengan menggunakan metode SAE Empirical Bayes menghasilkan 
estimator dengan tingkat akurasi yang lebih baik.  
3. Aplikasi SAE Empirical Bayes pada Scan Statistic untuk mendeteksi 
kantong kemiskinan di Kepulauan Nias, berdasarkan pengujian hipotesis 
Monte Carlo dengan tingkat signifikansi 0, 05  diperoleh 10 (sepuluh) 
lokasi kantong kemiskinan dengan kecamatan yang termasuk dalam 
kantong kemiskinan berjumlah 46 kecamatan dari total 52 kecamatan. 
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5.2 Saran 
Saran yang bisa diberikan penulis setelah melakukan penelitian ini adalah 
sebagai berikut. 
1. Hasil estimasi tidak langsung dengan metode Small Area Estimation 
sangat tergantung pada pemilihan variabel penyerta (auxiliary variable) 
yang digunakan. Oleh karena itu, untuk penelitian selanjutnya diharapkan 
bisa mengakomodir variabel-variabel yang mempengaruhi kemiskinan 
secara signifikan.  
2. Estimasi tidak langsung proporsi kemiskinan dengan metode SAE 
disarankan untuk menggunakan metode alternatif lainnya seperti 
Hierarchical Bayes karena bisa mengatasi kelemahan keterbatasan data 
variabel penyerta pada level wilayah kecil dengan model berhirarki. 
3. Penelitian pendeteksian kantong kemiskinan selanjutnya bisa dilakukan 
pada tingkat desa/kelurahan, sehingga program pengentasan kemiskinan 
bisa lebih tepat sasaran. 
4. Penentuan Most Likely Cluster atau kantong kemiskinan pada penelitian 
ini hanya didasarkan pada lokasi tanpa memperhatikan karakteristik 
wilayah. Oleh karena itu, disarankan untuk penelitian selanjutnya bisa 
mengakomodir karakteristik wilayah dengan menggunakan metode 
Bayesian Scan Statistic. 
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Lampiran 1. Pembuktian Turunan Parsial Kedua dari  ln L   terhadap Parameter p 
 
Akan diperiksa apakah nilai ˆ G
G
mp
N
  merupakan nilai yang akan 
memaksimumkan fungsi   ,L   dengan memeriksa turunan parsial kedua dari 
 L   yang memenuhi sifat berikut: 
 2
2 0
L
p
   
Untuk 0 1p   
 1G G G
m N m
p p p
     
 
 1G G G
L m N m
p p p p p
              
 
 
 
2
22 2 1
G G GL m N m
p p p
      
Karena 0 1p   maka 
   
 
2 2 22
22 2
2 1
0
1
G G Gm p p p N p mL
p p p
          
Dari penyelesaian diatas terlihat bahwa 
 2
2 0
L
p
  , sehingga dapat disimpulkan 
ˆ G
G
mp
N
   merupakan nilai yang akan memaksimumkan fungsi  .L    
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Lampiran 2. Pembuktian Turunan Parsial Kedua dari  ln L   terhadap Parameter 
p dan q 
 
Akan diperiksa apakah nilai ˆ Z
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G Z
m mq
N N
   merupakan nilai yang 
akan memaksimumkan fungsi 1,f  dengan memeriksa turunan parsial kedua dari 
1f  yang memenuhi sifat berikut. 
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Lampiran 3.  Jumlah Rumah Tangga Sampel Susenas 2011 di Kepulauan Nias 
Kode Kabupaten Kecamatan Jumlah Rumah Tangga Sampel 
1 Nias Idano Gawo 60 
2 Nias Bawolato 51 
3 Nias Ulugawo 29 
4 Nias Gido 33 
5 Nias Ma U 50 
6 Nias Somolo-Molo 6 
7 Nias Hiliduho 48 
8 Nias Hili Serangkai 35 
9 Nias Botomuzoi 36 
10 Nias Selatan Hibala Tidak tersurvei 
11 Nias Selatan Pulau-Pulau Batu Tidak tersurvei 
12 Nias Selatan Pulau-Pulau Batu Timur Tidak tersurvei 
13 Nias Selatan Teluk Dalam 39 
14 Nias Selatan Fanayama 48 
15 Nias Selatan Toma 20 
16 Nias Selatan Maniamolo 30 
17 Nias Selatan Mazino 10 
18 Nias Selatan Amandraya 40 
19 Nias Selatan Aramo Tidak tersurvei 
20 Nias Selatan Lahusa 49 
21 Nias Selatan Gomo 50 
22 Nias Selatan Susua 20 
23 Nias Selatan Mazo 29 
24 Nias Selatan Umbunasi 20 
25 Nias Selatan Lolomatua 40 
26 Nias Selatan Lolowa'u 70 
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Lampiran 3.  Lanjutan 
Kode Kabupaten Kecamatan Jumlah Rumah Tangga Sampel 
27 Nias Selatan Hilimegai 20 
28 Nias Utara Tugala Oyo Tidak tersurvei 
29 Nias Utara Alasa 65 
30 Nias Utara Alasa Talu Muzoi 19 
31 Nias Utara Namohalu Esiwa 39 
32 Nias Utara Sitolu Ori 47 
33 Nias Utara Tuhemberua 49 
34 Nias Utara Sawo 20 
35 Nias Utara Lotu 21 
36 Nias Utara Lahewa Timur 30 
37 Nias Utara Lahewa 50 
38 Nias Utara Afulu 117 
39 Nias Barat Sirombu 38 
40 Nias Barat Lahomi 70 
41 Nias Barat Ulu Moro O 40 
42 Nias Barat Lolofitu Moi 30 
43 Nias Barat Mandrehe Utara 48 
44 Nias Barat Mandrehe 96 
45 Nias Barat Mandrehe Barat 44 
46 Nias Barat Moro O 50 
47 Gunung Sitoli Gunung Sitoli Idanoi 18 
48 Gunung Sitoli Gunung Sitoli Selatan 52 
49 Gunung Sitoli Gunung Sitoli Barat 48 
50 Gunung Sitoli Gunung Sitoli 250 
51 Gunung Sitoli Gunung Sitoli Alo Oa 26 
52 Gunung Sitoli Gunung Sitoli Utara 27 
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Lampiran 4. Hasil Estimasi Langsung Proporsi Kemiskinan Kecamatan Tersurvei 
Kode Kabupaten/Kota Kecamatan 
Proporsi 
Kemiskinan 
  iy  
1 Nias Idano Gawo 0,1660 
2 Nias Bawolato 0,2399 
3 Nias Ulugawo 0,2549 
4 Nias Gido 0,1603 
5 Nias Ma U 0,2377 
6 Nias Somolo-Molo 0,3333 
7 Nias Hiliduho 0,1362 
8 Nias Hili Serangkai 0,1124 
9 Nias Botomuzoi 0,0821 
13 Nias Selatan Teluk Dalam 0,0373 
14 Nias Selatan Fanayama 0,1223 
15 Nias Selatan Toma 0,2920 
16 Nias Selatan Maniamolo 0,2026 
17 Nias Selatan Mazino 0,1333 
18 Nias Selatan Amandraya 0,3298 
20 Nias Selatan Lahusa 0,3864 
21 Nias Selatan Gomo 0,2878 
22 Nias Selatan Susua 0,3689 
23 Nias Selatan Mazo 0,3986 
24 Nias Selatan Umbunasi 0,2766 
25 Nias Selatan Lolomatua 0,0751 
26 Nias Selatan Lolowa'u 0,1257 
27 Nias Selatan Hilimegai 0,1200 
29 Nias Utara Alasa 0,2913 
30 Nias Utara Alasa Talu Muzoi 0,2340 
31 Nias Utara Namohalu Esiwa 0,1055 
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Lampiran 4.  Lanjutan 
Kode Kabupaten/Kota Kecamatan 
Proporsi 
Kemiskinan 
  iy  
32 Nias Utara Sitolu Ori 0,3410 
33 Nias Utara Tuhemberua 0,4083 
34 Nias Utara Sawo 0,3143 
35 Nias Utara Lotu 0,5283 
36 Nias Utara Lahewa Timur 0,3556 
37 Nias Utara Lahewa 0,2732 
38 Nias Utara Afulu 0,1806 
39 Nias Barat Sirombu 0,2947 
40 Nias Barat Lahomi 0,3003 
41 Nias Barat Ulu Moro O 0,3698 
42 Nias Barat Lolofitu Moi 0,3179 
43 Nias Barat Mandrehe Utara 0,2063 
44 Nias Barat Mandrehe 0,2956 
45 Nias Barat Mandrehe Barat 0,3710 
46 Nias Barat Moro O 0,2727 
47 Gunung Sitoli Gunung Sitoli Idanoi 0,6190 
48 Gunung Sitoli Gunung Sitoli Selatan 0,2846 
49 Gunung Sitoli Gunung Sitoli Barat 0,2584 
50 Gunung Sitoli Gunung Sitoli 0,2378 
51 Gunung Sitoli Gunung Sitoli Alo Oa 0,5467 
52 Gunung Sitoli Gunung Sitoli Utara 0,4672 
  
82 
 
Lampiran 5. Output Uji Normalitas Variabel Respon dengan metode Anderson 
Darling 
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Lampiran 6. Scatter Plot antara Variabel Respon dan Variabel Penyerta 
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Lampiran 7. Output Uji Korelasi Pearson antara Variabel Respon dan Variabel 
Penyerta 
 
Correlations 
    Yi X1 X2 X3 X4 X5 X6 X7 X8 X9 
Yi Pearson 
Correlation 
1 -.298* -.312* -.098 .246 -.121 -.028 .289* .278 .276 
Sig. (2-tailed)   .042 .033 .510 .095 .417 .850 .049 .058 .060 
N 47 47 47 47 47 47 47 47 47 47 
X1 Pearson 
Correlation 
-.298* 1 .249 .216 .183 .040 -.245 -.303* -.193 -.394** 
Sig. (2-tailed) .042   .091 .146 .219 .788 .097 .038 .194 .006 
N 47 47 47 47 47 47 47 47 47 47 
X2 Pearson 
Correlation 
-.312* .249 1 .370* -.183 .384** .113 -.280 .166 -.079 
Sig. (2-tailed) .033 .091   .011 .218 .008 .451 .057 .265 .596 
N 47 47 47 47 47 47 47 47 47 47 
X3 Pearson 
Correlation 
-.098 .216 .370* 1 -.264 .306* -.207 -.223 .103 .025 
Sig. (2-tailed) .510 .146 .011   .073 .036 .162 .132 .491 .866 
N 47 47 47 47 47 47 47 47 47 47 
X4 Pearson 
Correlation 
.246 .183 -.183 -.264 1 -.202 .033 -.196 .070 .025 
Sig. (2-tailed) .095 .219 .218 .073   .174 .828 .187 .642 .868 
N 47 47 47 47 47 47 47 47 47 47 
X5 Pearson 
Correlation 
-.121 .040 .384** .306* -.202 1 -.027 -.155 -.082 .244 
Sig. (2-tailed) .417 .788 .008 .036 .174   .856 .297 .584 .098 
N 47 47 47 47 47 47 47 47 47 47 
X6 Pearson 
Correlation 
-.028 -.245 .113 -.207 .033 -.027 1 .029 .103 -.070 
Sig. (2-tailed) .850 .097 .451 .162 .828 .856   .844 .491 .641 
N 47 47 47 47 47 47 47 47 47 47 
X7 Pearson 
Correlation 
.289* -.303* -.280 -.223 -.196 -.155 .029 1 .143 .392** 
Sig. (2-tailed) .049 .038 .057 .132 .187 .297 .844   .336 .006 
N 47 47 47 47 47 47 47 47 47 47 
X8 Pearson 
Correlation 
.278 -.193 .166 .103 .070 -.082 .103 .143 1 .322* 
Sig. (2-tailed) .058 .194 .265 .491 .642 .584 .491 .336   .027 
N 47 47 47 47 47 47 47 47 47 47 
X9 Pearson 
Correlation 
.276 -.394** -.079 .025 .025 .244 -.070 .392** .322* 1 
Sig. (2-tailed) .060 .006 .596 .866 .868 .098 .641 .006 .027   
N 47 47 47 47 47 47 47 47 47 47 
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Lampiran 8. Hasil Estimasi Tidak Langsung Metode SAE Empirical Bayes 
Proporsi Kemiskinan Kecamatan Tersurvei 
 
Kode Kabupaten/Kota Kecamatan 
Proporsi 
Kemiskinan  ˆ EBip   
1 Nias Idano Gawo 0,1742 
2 Nias Bawolato 0,2533 
3 Nias Ulugawo 0,2663 
4 Nias Gido 0,2036 
5 Nias Ma U 0,2498 
6 Nias Somolo-Molo 0,2911 
7 Nias Hiliduho 0,1486 
8 Nias Hili Serangkai 0,1328 
9 Nias Botomuzoi 0,1020 
13 Nias Selatan Teluk Dalam 0,0396 
14 Nias Selatan Fanayama 0,1354 
15 Nias Selatan Toma 0,2751 
16 Nias Selatan Maniamolo 0,2027 
17 Nias Selatan Mazino 0,1780 
18 Nias Selatan Amandraya 0,3211 
20 Nias Selatan Lahusa 0,3753 
21 Nias Selatan Gomo 0,2842 
22 Nias Selatan Susua 0,3686 
23 Nias Selatan Mazo 0,3824 
24 Nias Selatan Umbunasi 0,2602 
25 Nias Selatan Lolomatua 0,0861 
26 Nias Selatan Lolowa'u 0,1351 
27 Nias Selatan Hilimegai 0,1374 
29 Nias Utara Alasa 0,2902 
30 Nias Utara Alasa Talu Muzoi 0,2313 
31 Nias Utara Namohalu Esiwa 0,1217 
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Lampiran 8.  Lanjutan 
Kode Kabupaten/Kota Kecamatan 
Proporsi 
Kemiskinan  ˆ EBip   
32 Nias Utara Sitolu Ori 0,3258 
33 Nias Utara Tuhemberua 0,3860 
34 Nias Utara Sawo 0,3045 
35 Nias Utara Lotu 0,4888 
36 Nias Utara Lahewa Timur 0,3285 
37 Nias Utara Lahewa 0,2684 
38 Nias Utara Afulu 0,1839 
39 Nias Barat Sirombu 0,2773 
40 Nias Barat Lahomi 0,2912 
41 Nias Barat Ulu Moro O 0,3663 
42 Nias Barat Lolofitu Moi 0,3206 
43 Nias Barat Mandrehe Utara 0,2073 
44 Nias Barat Mandrehe 0,2973 
45 Nias Barat Mandrehe Barat 0,3441 
46 Nias Barat Moro O 0,2709 
47 Gunung Sitoli Gunung Sitoli Idanoi 0,5646 
48 Gunung Sitoli Gunung Sitoli Selatan 0,2820 
49 Gunung Sitoli Gunung Sitoli Barat 0,2671 
50 Gunung Sitoli Gunung Sitoli 0,2348 
51 Gunung Sitoli Gunung Sitoli Alo Oa 0,5014 
52 Gunung Sitoli Gunung Sitoli Utara 0,4238 
  
87 
 
Lampiran 9.  Hasil Estimasi Tidak Langsung Proporsi Kemiskinan Kecamatan  
Tidak Tersurvei 
 
Kode Kabupaten/Kota Kecamatan SAE Empirical Bayes 
10 Nias Selatan Hibala 0,1101 
11 Nias Selatan Pulau-Pulau Batu 0,1393 
12 Nias Selatan Pulau-Pulau Batu Timur 0,0899 
19 Nias Selatan Aramo 0,3393 
28 Nias Utara Tugala Oyo 0,2584 
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Lampiran 10. Output Uji Normalitas Efek Random dengan metode Anderson 
Darling 
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Lampiran 11. Output Uji Normalitas Sampling Error dengan metode Anderson 
Darling 
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Lampiran 12. Output Uji Normalitas Prior dengan metode Anderson Darling 
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Lampiran 13. Perbandingan Mean Square Error (MSE) Estimasi Langsung dan 
Tidak Langsung Proporsi Kemiskinan Kecamatan Tersurvei 
 
Kode Kabupaten/Kota Kecamatan 
Mean Square Error (MSE) 
Estimasi 
Langsung 
SAE Empirical 
Bayes 
1 Nias Idano Gawo 0,000525 0,000292 
2 Nias Bawolato 0,000675 0,000969 
3 Nias Ulugawo 0,001250 0,000351 
4 Nias Gido 0,001035 0,005345 
5 Nias Ma U 0,000686 0,000668 
6 Nias Somolo-Molo 0,008547 0,001719 
7 Nias Hiliduho 0,000555 0,000942 
8 Nias Hili Serangkai 0,000594 0,002585 
9 Nias Botomuzoi 0,000567 0,002640 
13 Nias Selatan Teluk Dalam 0,000224 0,000283 
14 Nias Selatan Fanayama 0,000574 0,000695 
15 Nias Selatan Toma 0,001846 0,000500 
16 Nias Selatan Maniamolo 0,001063 0,000789 
17 Nias Selatan Mazino 0,002626 0,001962 
18 Nias Selatan Amandraya 0,001163 0,000648 
20 Nias Selatan Lahusa 0,000901 0,000094 
21 Nias Selatan Gomo 0,000740 0,000500 
22 Nias Selatan Susua 0,002283 0,001613 
23 Nias Selatan Mazo 0,001750 0,000673 
24 Nias Selatan Umbunasi 0,002152 0,001284 
25 Nias Selatan Lolomatua 0,000328 0,000565 
26 Nias Selatan Lolowa'u 0,000295 0,000351 
27 Nias Selatan Hilimegai 0,001067 0,001068 
29 Nias Utara Alasa 0,000670 0,000517 
30 Nias Utara Alasa Talu Muzoi 0,001928 0,001363 
31 Nias Utara Namohalu Esiwa 0,000477 0,000010 
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Lampiran 13.  Lanjutan 
Kode Kabupaten/Kota Kecamatan 
Mean Square Error (MSE) 
Estimasi 
Langsung 
SAE Empirical 
Bayes 
32 Nias Utara Sitolu Ori 0,000864 0,001355 
33 Nias Utara Tuhemberua 0,000839 0,001397 
34 Nias Utara Sawo 0,002072 0,001490 
35 Nias Utara Lotu 0,002373 0,001670 
36 Nias Utara Lahewa Timur 0,001710 0,001670 
37 Nias Utara Lahewa 0,000973 0,000841 
38 Nias Utara Afulu 0,000276 0,000204 
39 Nias Barat Sirombu 0,001100 0,000633 
40 Nias Barat Lahomi 0,000614 0,001050 
41 Nias Barat Ulu Moro O 0,001220 0,000789 
42 Nias Barat Lolofitu Moi 0,001446 0,000947 
43 Nias Barat Mandrehe Utara 0,000652 0,000368 
44 Nias Barat Mandrehe 0,000400 0,000047 
45 Nias Barat Mandrehe Barat 0,001261 0,001645 
46 Nias Barat Moro O 0,000787 0,000589 
47 Gunung Sitoli Gunung Sitoli Idanoi 0,003804 0,004115 
48 Gunung Sitoli Gunung Sitoli Selatan 0,000765 0,000620 
49 Gunung Sitoli Gunung Sitoli Barat 0,000645 0,000378 
50 Gunung Sitoli Gunung Sitoli 0,000143 0,001074 
51 Gunung Sitoli Gunung Sitoli Alo Oa 0,001663 0,004149 
52 Gunung Sitoli Gunung Sitoli Utara 0,001830 0,003334 
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Lampiran 14. Hasil Estimasi Tidak Langsung Proporsi Kemiskinan di Kepulauan 
Nias dan Jumlah Penduduk Berdasarkan Kecamatan   
 
Kode Kabupaten/ Kota Kecamatan 
Proporsi 
Kemiskinan 
Total 
Penduduk 
Penduduk 
Miskin 
Penduduk 
Tidak 
Miskin 
1 Nias Idano Gawo 0,1742     25.914          4.513         21.401 
2 Nias Bawolato 0,2533     23.179          5.871         17.308 
3 Nias Ulugawo 0,2663       9.830          2.618           7.212 
4 Nias Gido 0,2036     31.956          6.507         25.449 
5 Nias Ma U 0,2498     9.524          2.379           7.145 
6 Nias Somolo-Molo 0,2911       6.219          1.810           4.409 
7 Nias Hiliduho 0,1486       9.212          1.369           7.843 
8 Nias Hili Serangkai 0,1328       7.654          1.016           6.638 
9 Nias Botomuzoi 0,1020       9.127             931           8.196 
10 Nias Selatan Hibala 0,1101       9.653          1.063           8.590 
11 Nias Selatan Pulau-Pulau Batu 0,1393     16.436          2.290         14.146 
12 Nias Selatan Pulau-Pulau Batu 
Timur 
0,0899 2.499 225 2.274 
13 Nias Selatan Teluk Dalam 0,0396     28.604          1.134         27.470 
14 Nias Selatan Fanayama 0,1354     19.970          2.704         17.266 
15 Nias Selatan Toma 0,2751       8.086          2.225           5.861 
16 Nias Selatan Maniamolo 0,2027     13.533          2.743         10.790 
17 Nias Selatan Mazino 0,1780       8.346          1.485           6.861 
18 Nias Selatan Amandraya 0,3211    17.213          5.526         11.687 
19 Nias Selatan Aramo 0,3393       7.823          2.654           5.169 
20 Nias Selatan Lahusa 0,3753     35.238        13.226         22.012 
21 Nias Selatan Gomo 0,2842     25.237          7.172         18.065 
22 Nias Selatan Susua 0,3686     15.063    5.552           9.511 
23 Nias Selatan Mazo 0,3824     15.241         5 .829           9.412 
24 Nias Selatan Umbunasi 0,2602       7.911         2 .058           5.853 
25 Nias Selatan Lolomatua 0,0861     25.353          2.183         23.170 
26 Nias Selatan Lolowa'u 0,1351     30.366          4.104         26.262 
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Lampiran 14.  Lanjutan 
Kode Kabupaten/ Kota Kecamatan Proporsi Kemiskinan 
Total 
Penduduk 
Penduduk 
Miskin 
Penduduk 
Tidak 
Miskin 
27 Nias Selatan Hilimegai 0,1374          5.845             803           5.042 
28 Nias Utara Tugala Oyo 0,2584 6.150          1.589           4.561 
29 Nias Utara Alasa 0,2902        19.115          5.548         13.567 
30 Nias Utara Alasa Talu Muzoi 0,2313          6.555 1.516           5.039 
31 Nias Utara Namohalu Esiwa 0,1217        12.271 1.494   10.777 
32 Nias Utara Sitolu Ori 0,3258        11.515          3.752  7.763 
33 Nias Utara Tuhemberua 0,3860        10.474         4.043           6.431 
34 Nias Utara Sawo 0,3045          9.693          2.951           6.742 
35 Nias Utara Lotu 0,4888      11.245          5.496           5.749 
36 Nias Utara Lahewa Timur 0,3285          9.955          3.270           6.685 
37 Nias Utara Lahewa 0,2684        10.592 2.843           7.749 
38 Nias Utara Afulu 0,1839        20.869          3.838         17.031 
39 Nias Barat Sirombu 0,2773          9.565          2.652           6.913 
40 Nias Barat Lahomi 0,2912          7.620          2.219           5.401 
41 Nias Barat Ulu Moro O 0,3663          7.738          2.834           4.904 
42 Nias Barat Lolofitu Moi 0,3206        13.801 4.424           9.377 
43 Nias Barat Mandrehe Utara 0,2073         7.994  1.657           6.337 
44 Nias Barat Mandrehe 0,2973       18.873          5.611         13.262 
45 Nias Barat Mandrehe Barat 0,3441         7.453 2.564           4.889 
46 Nias Barat Moro O 0,2709         9.528          2.581           6.947 
47 Gunung Sitoli Gunung Sitoli 
Idanoi 
0,5646       61.190 34.546         26.644 
48 Gunung Sitoli Gunung Sitoli 
Selatan 
0,2820       21.675          6.113         15.562 
49 Gunung Sitoli Gunung Sitoli 
Barat 
0,2671       13.874          3.706         10.168 
50 Gunung Sitoli Gunung Sitoli 0,2348         7.511          1.763           5.748 
51 Gunung Sitoli Gunung Sitoli Alo 
Oa 
0,5014        16.366 8.206   8.160 
52 Gunung Sitoli Gunung Sitoli 
Utara 
0,4238          6.766 2.867           3.899 
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Lampiran 15.  Output SaTScan Hasil Deteksi Kantong Kemiskinan dengan 
Replikasi 9999 
_____________________________ 
 
SaTScan v9.3 
_________________________________ 
 
________________________________________________________________________ 
SUMMARY OF DATA 
 
Study period.......................: 2011/1/1 to 2011/12/31 
Number of locations................: 52 
Total population...................: 763420 
Total number of cases..............: 208073 
Percent cases in area..............: 27.3 
_________________________________________________________________________ 
 
MOST LIKELY CLUSTER 
 
1.Location IDs included.: 47 
  Coordinates / radius..: (87.645896 N, 1.153480 E) / 0 km 
  Population............: 61190 
  Number of cases.......: 34546 
  Expected cases........: 16677.57 
  Observed / expected...: 2.07 
  Relative risk.........: 2.28 
  Percent cases in area.: 56.5 
  Log likelihood ratio..: 12653.774240 
  Monte Carlo rank......: 1/10000 
  P-value...............: 0.0001 
 
A cluster is statistically significant when its log likelihood ratio is 
greater than the critical value, which is, for significance level: 
 
Standard Monte Carlo Critical Values: 
.... 0.0001: 13.493318 
..... 0.001: 9.542506 
...... 0.01: 7.435071 
...... 0.05: 5.841124 
_________________________________________________________________________ 
 
REMAINING DATA WITH 1 CLUSTER REMOVED 
 
Number of locations................: 51 
Total population...................: 702230 
Total number of cases..............: 173527 
Percent cases in area..............: 24.7 
_________________________________________________________________________ 
 
MOST LIKELY CLUSTER 
 
2.Location IDs included.: 28, 46, 45, 31, 32, 39, 30, 29, 33, 34, 35, 44,  
      40, 43, 52, 7, 51, 36 
  Coordinates / radius..: (87.426214 N, 1.123083 E) / 12.42 km 
  Population............: 190350 
  Number of cases.......: 59385 
  Expected cases........: 47037.10 
  Observed / expected...: 1.26 
  Relative risk.........: 1.40 
  Percent cases in area.: 31.2 
  Log likelihood ratio..: 2862.024148 
  Monte Carlo rank......: 1/10000 
  P-value...............: 0.0001 
 
A cluster is statistically significant when its log likelihood ratio is 
greater than the critical value, which is, for significance level: 
 
Standard Monte Carlo Critical Values: 
.... 0.0001: 13.717823 
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..... 0.001: 9.637384 
...... 0.01: 7.521995 
...... 0.05: 5.944724 
_________________________________________________________________________ 
 
REMAINING DATA WITH 2 CLUSTERS REMOVED 
 
Number of locations................: 33 
Total population...................: 511880 
Total number of cases..............: 114142 
Percent cases in area..............: 22.3 
_________________________________________________________________________ 
 
MOST LIKELY CLUSTER 
 
3.Location IDs included.: 20 
  Coordinates / radius..: (87.850586 N, 0.803983 E) / 0 km 
  Population............: 35238 
  Number of cases.......: 13226 
  Expected cases........: 7857.58 
  Observed / expected...: 1.68 
  Relative risk.........: 1.77 
  Percent cases in area.: 37.5 
  Log likelihood ratio..: 2259.596007 
  Monte Carlo rank......: 1/10000 
  P-value...............: 0.0001 
 
A cluster is statistically significant when its log likelihood ratio is 
greater than the critical value, which is, for significance level: 
 
Standard Monte Carlo Critical Values: 
.... 0.0001: 13.154034 
..... 0.001: 9.132580 
...... 0.01: 7.044300 
...... 0.05: 5.407434 
_________________________________________________________________________ 
 
REMAINING DATA WITH 3 CLUSTERS REMOVED 
 
Number of locations................: 32 
Total population...................: 476642 
Total number of cases..............: 100916 
Percent cases in area..............: 21.2 
_________________________________________________________________________ 
 
MOST LIKELY CLUSTER 
 
4.Location IDs included.: 22, 23 
  Coordinates / radius..: (87.759798 N, 0.794419 E) / 0.73 km 
  Population............: 30304 
  Number of cases.......: 11381 
  Expected cases........: 6416.05 
  Observed / expected...: 1.77 
  Relative risk.........: 1.87 
  Percent cases in area.: 37.6 
  Log likelihood ratio..: 2281.594414 
  Monte Carlo rank......: 1/10000 
  P-value...............: 0.0001 
 
A cluster is statistically significant when its log likelihood ratio is 
greater than the critical value, which is, for significance level: 
 
Standard Monte Carlo Critical Values: 
.... 0.0001: 12.927238 
..... 0.001: 9.133547 
...... 0.01: 6.982554 
...... 0.05: 5.312492 
_________________________________________________________________________ 
 
REMAINING DATA WITH 4 CLUSTERS REMOVED 
 
Number of locations................: 30 
Total population...................: 446338 
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Total number of cases..............: 89535 
Percent cases in area..............: 20.1 
_________________________________________________________________________ 
 
MOST LIKELY CLUSTER 
 
5.Location IDs included.: 18, 6 
  Coordinates / radius..: (87.687682 N, 0.750730 E) / 2.28 km 
  Population............: 23432 
  Number of cases.......: 7336 
  Expected cases........: 4700.44 
  Observed / expected...: 1.56 
  Relative risk.........: 1.61 
  Percent cases in area.: 31.3 
  Log likelihood ratio..: 876.366360 
  Monte Carlo rank......: 1/10000 
  P-value...............: 0.0001 
 
A cluster is statistically significant when its log likelihood ratio is 
greater than the critical value, which is, for significance level: 
 
Standard Monte Carlo Critical Values: 
.... 0.0001: 14.064600 
..... 0.001: 8.868944 
...... 0.01: 6.998116 
...... 0.05: 5.280804 
_________________________________________________________________________ 
 
REMAINING DATA WITH 5 CLUSTERS REMOVED 
 
Number of locations................: 28 
Total population...................: 422906 
Total number of cases..............: 82199 
Percent cases in area..............: 19.4 
_________________________________________________________________________ 
 
MOST LIKELY CLUSTER 
 
6.Location IDs included.: 48, 5, 27, 42, 50 
  Coordinates / radius..: (87.627848 N, 1.216016 E) / 3.28 km 
  Population............: 58356 
  Number of cases.......: 15482 
  Expected cases........: 11342.48 
  Observed / expected...: 1.36 
  Relative risk.........: 1.45 
  Percent cases in area.: 26.5 
  Log likelihood ratio..: 1017.504439 
  Monte Carlo rank......: 1/10000 
  P-value...............: 0.0001 
 
A cluster is statistically significant when its log likelihood ratio is 
greater than the critical value, which is, for significance level: 
 
Standard Monte Carlo Critical Values: 
.... 0.0001: 12.873650 
..... 0.001: 9.352713 
...... 0.01: 6.849455 
...... 0.05: 5.187307 
_________________________________________________________________________ 
 
REMAINING DATA WITH 6 CLUSTERS REMOVED 
 
Number of locations................: 23 
Total population...................: 364550 
Total number of cases..............: 66717 
Percent cases in area..............: 18.3 
_________________________________________________________________________ 
 
MOST LIKELY CLUSTER 
 
7.Location IDs included.: 14, 19, 1, 24, 21, 16, 4, 3 
  Coordinates / radius..: (87.768515 N, 0.616315 E) / 5.50 km 
  Population............: 142174 
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  Number of cases.......: 30969 
  Expected cases........: 26019.54 
  Observed / expected...: 1.19 
  Relative risk.........: 1.36 
  Percent cases in area.: 21.8 
  Log likelihood ratio..: 931.212968 
  Monte Carlo rank......: 1/10000 
  P-value...............: 0.0001 
 
A cluster is statistically significant when its log likelihood ratio is 
greater than the critical value, which is, for significance level: 
 
Standard Monte Carlo Critical Values: 
.... 0.0001: 14.187839 
..... 0.001: 8.780140 
...... 0.01: 6.632656 
...... 0.05: 4.952321 
_________________________________________________________________________ 
 
REMAINING DATA WITH 7 CLUSTERS REMOVED 
 
Number of locations................: 15 
Total population...................: 222376 
Total number of cases..............: 35748 
Percent cases in area..............: 16.1 
_________________________________________________________________________ 
 
MOST LIKELY CLUSTER 
 
8.Location IDs included.: 37, 38, 9, 41, 49 
  Coordinates / radius..: (87.195180 N, 1.369931 E) / 43.68 km 
  Population............: 62200 
  Number of cases.......: 14152 
  Expected cases........: 9998.95 
  Observed / expected...: 1.42 
  Relative risk.........: 1.69 
  Percent cases in area.: 22.8 
  Log likelihood ratio..: 1350.826334 
  Monte Carlo rank......: 1/10000 
  P-value...............: 0.0001 
 
A cluster is statistically significant when its log likelihood ratio is 
greater than the critical value, which is, for significance level: 
 
Standard Monte Carlo Critical Values: 
.... 0.0001: 13.485031 
..... 0.001: 8.407530 
...... 0.01: 5.921082 
...... 0.05: 4.368955 
_________________________________________________________________________ 
 
REMAINING DATA WITH 8 CLUSTERS REMOVED 
 
Number of locations................: 10 
Total population...................: 160176 
Total number of cases..............: 21596 
Percent cases in area..............: 13.5 
_________________________________________________________________________ 
 
MOST LIKELY CLUSTER 
 
9.Location IDs included.: 15, 2 
  Coordinates / radius..: (87.877703 N, 0.669069 E) / 1.67 km 
  Population............: 31265 
  Number of cases.......: 8096 
  Expected cases........: 4215.36 
  Observed / expected...: 1.92 
  Relative risk.........: 2.47 
  Percent cases in area.: 25.9 
  Log likelihood ratio..: 2232.196292 
  Monte Carlo rank......: 1/10000 
  P-value...............: 0.0001 
 
99 
 
A cluster is statistically significant when its log likelihood ratio is 
greater than the critical value, which is, for significance level: 
 
Standard Monte Carlo Critical Values: 
.... 0.0001: 9.335532 
..... 0.001: 7.230014 
...... 0.01: 5.329632 
...... 0.05: 3.783919 
_________________________________________________________________________ 
 
REMAINING DATA WITH 9 CLUSTERS REMOVED 
 
Number of locations................: 8 
Total population...................: 128911 
Total number of cases..............: 13500 
Percent cases in area..............: 10.5 
_________________________________________________________________________ 
 
MOST LIKELY CLUSTER 
 
10.Location IDs included.: 26, 8 
   Coordinates / radius..: (87.601827 N, 1.078361 E) / 1.01 km 
   Population............: 38020 
   Number of cases.......: 5120 
   Expected cases........: 3981.58 
   Observed / expected...: 1.29 
   Relative risk.........: 1.46 
   Percent cases in area.: 13.5 
   Log likelihood ratio..: 247.281021 
   Monte Carlo rank......: 1/10000 
   P-value...............: 0.0001 
 
A cluster is statistically significant when its log likelihood ratio is 
greater than the critical value, which is, for significance level: 
 
Standard Monte Carlo Critical Values: 
.... 0.0001: 9.570455 
..... 0.001: 7.428264 
...... 0.01: 5.101043 
...... 0.05: 3.550199 
________________________________________________________________________  
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Lampiran 16.  Output SaTScan Hasil Deteksi Kantong Kemiskinan dengan 
Replikasi 999 
_____________________________ 
 
SaTScan v9.3 
_________________________________ 
 
_________________________________________________________________ 
 
SUMMARY OF DATA 
 
Study period.......................: 2011/1/1 to 2011/12/31 
Number of locations................: 52 
Total population...................: 763420 
Total number of cases..............: 208073 
Percent cases in area..............: 27.3 
_________________________________________________________________________ 
 
MOST LIKELY CLUSTER 
 
1.Location IDs included.: 47 
  Coordinates / radius..: (87.645896 N, 1.153480 E) / 0 km 
  Population............: 61190 
  Number of cases.......: 34546 
  Expected cases........: 16677.57 
  Observed / expected...: 2.07 
  Relative risk.........: 2.28 
  Percent cases in area.: 56.5 
  Log likelihood ratio..: 12653.774240 
  Monte Carlo rank......: 1/1000 
  P-value...............: 0.001 
 
A cluster is statistically significant when its log likelihood ratio is 
greater than the critical value, which is, for significance level: 
 
Standard Monte Carlo Critical Values: 
..... 0.001: 9.559128 
...... 0.01: 7.137810 
...... 0.05: 5.562853 
_________________________________________________________________________ 
 
REMAINING DATA WITH 1 CLUSTER REMOVED 
 
Number of locations................: 51 
Total population...................: 702230 
Total number of cases..............: 173527 
Percent cases in area..............: 24.7 
_________________________________________________________________________ 
 
MOST LIKELY CLUSTER 
 
2.Location IDs included.: 28, 46, 45, 31, 32, 39, 30, 29, 33, 34, 35, 44,  
      40, 43, 52, 7, 51, 36 
  Coordinates / radius..: (87.426214 N, 1.123083 E) / 12.42 km 
  Population............: 190350 
  Number of cases.......: 59385 
  Expected cases........: 47037.10 
  Observed / expected...: 1.26 
  Relative risk.........: 1.40 
  Percent cases in area.: 31.2 
  Log likelihood ratio..: 2862.024148 
  Monte Carlo rank......: 1/1000 
  P-value...............: 0.001 
 
A cluster is statistically significant when its log likelihood ratio is 
greater than the critical value, which is, for significance level: 
 
Standard Monte Carlo Critical Values: 
..... 0.001: 9.159576 
...... 0.01: 7.520821 
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...... 0.05: 5.739380 
_________________________________________________________________________ 
 
REMAINING DATA WITH 2 CLUSTERS REMOVED 
 
Number of locations................: 33 
Total population...................: 511880 
Total number of cases..............: 114142 
Percent cases in area..............: 22.3 
_________________________________________________________________________ 
 
MOST LIKELY CLUSTER 
 
3.Location IDs included.: 20 
  Coordinates / radius..: (87.850586 N, 0.803983 E) / 0 km 
  Population............: 35238 
  Number of cases.......: 13226 
  Expected cases........: 7857.58 
  Observed / expected...: 1.68 
  Relative risk.........: 1.77 
  Percent cases in area.: 37.5 
  Log likelihood ratio..: 2259.596007 
  Monte Carlo rank......: 1/1000 
  P-value...............: 0.001 
 
A cluster is statistically significant when its log likelihood ratio is 
greater than the critical value, which is, for significance level: 
 
Standard Monte Carlo Critical Values: 
..... 0.001: 10.651384 
...... 0.01: 7.342494 
...... 0.05: 5.232273 
_________________________________________________________________________ 
 
REMAINING DATA WITH 3 CLUSTERS REMOVED 
 
Number of locations................: 32 
Total population...................: 476642 
Total number of cases..............: 100916 
Percent cases in area..............: 21.2 
_________________________________________________________________________ 
 
MOST LIKELY CLUSTER 
 
4.Location IDs included.: 22, 23 
  Coordinates / radius..: (87.759798 N, 0.794419 E) / 0.73 km 
  Population............: 30304 
  Number of cases.......: 11381 
  Expected cases........: 6416.05 
  Observed / expected...: 1.77 
  Relative risk.........: 1.87 
  Percent cases in area.: 37.6 
  Log likelihood ratio..: 2281.594414 
  Monte Carlo rank......: 1/1000 
  P-value...............: 0.001 
 
A cluster is statistically significant when its log likelihood ratio is 
greater than the critical value, which is, for significance level: 
 
Standard Monte Carlo Critical Values: 
..... 0.001: 10.722075 
...... 0.01: 7.093151 
...... 0.05: 5.318251 
_________________________________________________________________________ 
 
REMAINING DATA WITH 4 CLUSTERS REMOVED 
 
Number of locations................: 30 
Total population...................: 446338 
Total number of cases..............: 89535 
Percent cases in area..............: 20.1 
_________________________________________________________________________ 
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MOST LIKELY CLUSTER 
 
5.Location IDs included.: 18, 6 
  Coordinates / radius..: (87.687682 N, 0.750730 E) / 2.28 km 
  Population............: 23432 
  Number of cases.......: 7336 
  Expected cases........: 4700.44 
  Observed / expected...: 1.56 
  Relative risk.........: 1.61 
  Percent cases in area.: 31.3 
  Log likelihood ratio..: 876.366360 
  Monte Carlo rank......: 1/1000 
  P-value...............: 0.001 
 
A cluster is statistically significant when its log likelihood ratio is 
greater than the critical value, which is, for significance level: 
 
Standard Monte Carlo Critical Values: 
..... 0.001: 10.260251 
...... 0.01: 7.390068 
...... 0.05: 5.489566 
_________________________________________________________________________ 
 
REMAINING DATA WITH 5 CLUSTERS REMOVED 
 
Number of locations................: 28 
Total population...................: 422906 
Total number of cases..............: 82199 
Percent cases in area..............: 19.4 
_________________________________________________________________________ 
 
MOST LIKELY CLUSTER 
 
6.Location IDs included.: 48, 5, 27, 42, 50 
  Coordinates / radius..: (87.627848 N, 1.216016 E) / 3.28 km 
  Population............: 58356 
  Number of cases.......: 15482 
  Expected cases........: 11342.48 
  Observed / expected...: 1.36 
  Relative risk.........: 1.45 
  Percent cases in area.: 26.5 
  Log likelihood ratio..: 1017.504439 
  Monte Carlo rank......: 1/1000 
  P-value...............: 0.001 
 
A cluster is statistically significant when its log likelihood ratio is 
greater than the critical value, which is, for significance level: 
 
Standard Monte Carlo Critical Values: 
..... 0.001: 9.084499 
...... 0.01: 6.825507 
...... 0.05: 5.020678 
_________________________________________________________________________ 
 
REMAINING DATA WITH 6 CLUSTERS REMOVED 
 
Number of locations................: 23 
Total population...................: 364550 
Total number of cases..............: 66717 
Percent cases in area..............: 18.3 
_________________________________________________________________________ 
 
MOST LIKELY CLUSTER 
 
7.Location IDs included.: 14, 19, 1, 24, 21, 16, 4, 3 
  Coordinates / radius..: (87.768515 N, 0.616315 E) / 5.50 km 
  Population............: 142174 
  Number of cases.......: 30969 
  Expected cases........: 26019.54 
  Observed / expected...: 1.19 
  Relative risk.........: 1.36 
  Percent cases in area.: 21.8 
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  Log likelihood ratio..: 931.212968 
  Monte Carlo rank......: 1/1000 
  P-value...............: 0.001 
 
A cluster is statistically significant when its log likelihood ratio is 
greater than the critical value, which is, for significance level: 
 
Standard Monte Carlo Critical Values: 
..... 0.001: 10.192904 
...... 0.01: 6.478491 
...... 0.05: 4.822702 
_________________________________________________________________________ 
 
REMAINING DATA WITH 7 CLUSTERS REMOVED 
 
Number of locations................: 15 
Total population...................: 222376 
Total number of cases..............: 35748 
Percent cases in area..............: 16.1 
_________________________________________________________________________ 
 
MOST LIKELY CLUSTER 
 
8.Location IDs included.: 37, 38, 9, 41, 49 
  Coordinates / radius..: (87.195180 N, 1.369931 E) / 43.68 km 
  Population............: 62200 
  Number of cases.......: 14152 
  Expected cases........: 9998.95 
  Observed / expected...: 1.42 
  Relative risk.........: 1.69 
  Percent cases in area.: 22.8 
  Log likelihood ratio..: 1350.826334 
  Monte Carlo rank......: 1/1000 
  P-value...............: 0.001 
 
A cluster is statistically significant when its log likelihood ratio is 
greater than the critical value, which is, for significance level: 
 
Standard Monte Carlo Critical Values: 
..... 0.001: 13.485031 
...... 0.01: 5.693074 
...... 0.05: 4.227900 
_________________________________________________________________________ 
 
REMAINING DATA WITH 8 CLUSTERS REMOVED 
 
Number of locations................: 10 
Total population...................: 160176 
Total number of cases..............: 21596 
Percent cases in area..............: 13.5 
_________________________________________________________________________ 
 
MOST LIKELY CLUSTER 
 
9.Location IDs included.: 15, 2 
  Coordinates / radius..: (87.877703 N, 0.669069 E) / 1.67 km 
  Population............: 31265 
  Number of cases.......: 8096 
  Expected cases........: 4215.36 
  Observed / expected...: 1.92 
  Relative risk.........: 2.47 
  Percent cases in area.: 25.9 
  Log likelihood ratio..: 2232.196292 
  Monte Carlo rank......: 1/1000 
  P-value...............: 0.001 
 
A cluster is statistically significant when its log likelihood ratio is 
greater than the critical value, which is, for significance level: 
 
Standard Monte Carlo Critical Values: 
..... 0.001: 9.262583 
...... 0.01: 5.216956 
...... 0.05: 3.812877 
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_________________________________________________________________________ 
 
REMAINING DATA WITH 9 CLUSTERS REMOVED 
 
Number of locations................: 8 
Total population...................: 128911 
Total number of cases..............: 13500 
Percent cases in area..............: 10.5 
_________________________________________________________________________ 
 
MOST LIKELY CLUSTER 
 
10.Location IDs included.: 26, 8 
   Coordinates / radius..: (87.601827 N, 1.078361 E) / 1.01 km 
   Population............: 38020 
   Number of cases.......: 5120 
   Expected cases........: 3981.58 
   Observed / expected...: 1.29 
   Relative risk.........: 1.46 
   Percent cases in area.: 13.5 
   Log likelihood ratio..: 247.281021 
   Monte Carlo rank......: 1/1000 
   P-value...............: 0.001 
 
A cluster is statistically significant when its log likelihood ratio is 
greater than the critical value, which is, for significance level: 
 
Standard Monte Carlo Critical Values: 
..... 0.001: 8.109628 
...... 0.01: 5.226708 
...... 0.05: 3.616798 
_________________________________________________________________________  
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Lampiran 17.  Output SaTScan Hasil Deteksi Kantong Kemiskinan dengan 
Replikasi 9 
                                         
_____________________________ 
 
SaTScan v9.3 
_________________________________ 
 
_________________________________________________________________ 
SUMMARY OF DATA 
 
Study period.......................: 2011/1/1 to 2011/12/31 
Number of locations................: 52 
Total population...................: 763420 
Total number of cases..............: 208073 
Percent cases in area..............: 27.3 
_________________________________________________________________ 
 
MOST LIKELY CLUSTER 
 
1.Location IDs included.: 47 
  Coordinates / radius..: (87.645896 N, 1.153480 E) / 0 km 
  Population............: 61190 
  Number of cases.......: 34546 
  Expected cases........: 16677.57 
  Observed / expected...: 2.07 
  Relative risk.........: 2.28 
  Percent cases in area.: 56.5 
  Log likelihood ratio..: 12653.774240 
  Monte Carlo rank......: 1/10 
 
Note: The number of Monte Carlo replications was set too low, and a 
meaningful hypothesis test cannot be done. Consequently, no p-values are 
reported. 
_________________________________________________________________
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Lampiran 18. Syntax Program SAE Empirical Bayes pada Software R 
 
dataeb<‐read.table("dataeb.csv",sep=",",header=TRUE) 
library(lme4) 
lmmku<‐ lmer(Y~X1+X2 +X4+X7+X8+X9+(1|A), data=dataeb) 
hasillmm<‐summary(lmmku) 
 
#===== ESTIMASI LANGSUNG ================ 
yi<‐as.matrix(dataeb$Yij/dataeb$ni) 
Yi_cap<‐yi 
ni<‐as.matrix(dataeb$ni) 
 
#==== HITUNG Psi_i ======================= 
pi<‐yi 
qi<‐1‐pi 
Vi_DE<‐ (pi*qi)/(ni‐1) 
 
#===== Pi_cap_ EB ======================== 
A<‐hasillmm$varcorA[1] 
psi_i<‐Vi_DE 
Bi<‐psi_i/(A+psi_i) 
Xi_t<‐as.matrix(cbind(1,dataeb$X1,dataeb$X2,dataeb$X4,dataeb$X7,dataeb$X8,dataeb$X9)) 
beta_cap<‐as.matrix(hasillmm$coefficients[,1]) 
XB<‐Xi_t%*%beta_cap 
pi_cap_EB<‐XB+(1‐Bi)*(Yi_cap‐XB) 
write.csv(pi_cap_EB,"pi_cap_EB.csv") 
 
#====HITUNG DAERAH TIDAK SURVEI=========== 
datats<‐read.table("datats.csv",sep=",",header=TRUE) 
Xi_ts<‐as.matrix(cbind(1,datats$X1,datats$X2,datats$X4,datats$X7,datats$X8,datats$X9)) 
pi_cap_TS<‐Xi_ts%*%beta_cap 
write.csv(pi_cap_TS,"pi_cap_TS.csv") 
 
#====== HITUNG MSE EB‐Jackknife ============= 
g1i<‐A*Vi_DE/(A+Vi_DE) 
MSE<‐matrix(0,nrow(dataeb),1) 
for(i in 1:nrow(dataeb)) 
{ 
dataeb2<‐dataeb[‐i,] 
lmmku2<‐ lmer(Y~X1+X2 +X4+X7+X8+X9+(1|A), data=dataeb2) 
hasillmm2<‐summary(lmmku2) 
A2<‐hasillmm2$varcor$A[1] 
g1i2<‐as.matrix(A2*Vi_DE[‐i,]/(A2+Vi_DE[‐i,])) 
psi_i2<‐psi_i[‐i,] 
Bi2<‐psi_i2/(A2+psi_i2) 
Xi_t2<‐Xi_t[‐i,] 
Yi_cap2<‐Yi_cap[‐i,] 
beta_cap2<‐as.matrix(hasillmm2$coefficients[,1]) 
XB2<‐Xi_t2%*%beta_cap2 
pi_cap_EB2<‐XB2+(1‐Bi2)*(Yi_cap2‐XB2) 
h1<‐g1i[i]‐(nrow(dataeb)‐1)/nrow(dataeb)*sum(g1i2‐g1i[‐i]) 
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h2<‐(nrow(dataeb)‐1)/nrow(dataeb)*sum((pi_cap_EB2‐pi_cap_EB[‐i])^2) 
MSE[i,1]=h1+h2 
} 
write.csv(MSE,"MSE.csv") 
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