ABSTRACT. If c > 1 there are points T(ui) such that the piece of a Brownian path B, X(t) = B(T + t) -B(T), lies within the square root boundaries ±c\/i. We study probabilistic and sample path properties of X. In particular, we show that X is an inhomogeneous Markov process satisfying a certain stochastic differential equation, and we analyze the local behaviour of its local time at zero.
Introduction.
Call T(uj) a slow point for a stochastic process Xt if ( 
1.1) limsup|X(T + ¿)-X(T)|¿-1/2<oo
a.s.
6-0+
The existence of slow points for the Brownian path was first shown by Kahane (1974) . These results were refined by Davis (1983) and Greenwood and Perkins (1983) , who showed there exist times at which the lim sup in (1.1) equals c if c > 1 but not if c < 1. In fact there exist such times if c = 1, but the situation in this case is more delicate (see Davis and Perkins (1985) ). In this paper we study probabilistic and sample path properties of Bt+s -Bt, where T is a slow point of the Brownian motion, B. Such a process is of interest not only because it arises naturally within a Brownian path but also because it is the weak limit of a sequence of random walks conditioned to stay inside square root boundaries (see Greenwood and Perkins (1984) ).
To describe the setting of this paper, we recall some results from Greenwood and Perkins (1983, 1984 ). Assume ci < c2 are real constants and let A denote the differential operator ^(d2/dx2 -xd/dx). The Sturm-Liouville equation Arp = -Xrl>, i>(ci) = 0, i = 1,2, has a sequence of distinct negative eigenvalues, {-A"(ci,C2)|n = 0,1,2,...}, decreasing to -oo, whose corresponding (simple) eigenfunctions, {V'n(ci,C2)}, form a complete orthonormal system in L2([ci,C2],m), where m(dx) -e~x l2dx. We may, and shall, take il>o(ci,c2) to be strictly positive on (ci,C2). Let rc2 6(ci,c2)= ip0(ci,c2)(x) dm(x). Jci Ao(ci,C2) is strictly increasing in ci and decreasing in C2, and Ao(-l, 1) = 1. These and further properties of {An} may be found in Perkins (1983, p. 371 ). We will for the most part be interested in the case (ci,C2) = (-c,c), where c > 1, and therefore A0(c) = A0(-c, c) < 1. We will write tpn(c) and 6(c) for ij)n(-c, c) and 6(-c,c) and often suppress dependence on c, which, unless otherwise indicated, is assumed to exceed 1. Now let {Xi\i G N} be i.i.d. mean zero random variables such that E(X2) = 1 and E(Xflog+(Xx)) < oo (log+ x = (logx) VO). Introduce If X(-,u>) is a stochastic process on a complete probability space with sample paths in D([Q, oo),Rd) (respectively, C([0, oo),Rd)), let {Ttx\t > 0} denote the smallest filtration, satisfying the "usual hypotheses", for which X is an adapted process, and let Px denote the law of X on D([0, oo),Rd) (respectively, C([0, oo),Rd)). We will also use the notation {7u\u G R} in the case when X is indexed by the real line.
Theorem 13 of Greenwood and Perkins (1983) shows that (S^n\Ln) converges weakly on D([0, oo),R2) to a continuous process (B,L). Let (Q, ?, P) denote the completion of (C([0, oo),R2), Borel sets, P(b,l)) and Jt -Tt . The result mentioned above also shows that (1.2a) B is an {^}-Brownian motion (Bo = 0).
(1.2b) L is nondecreasing, and its right continous inverse, t, is a stable subordinator of index Ao, scaled so that E(e~UT^) = e~u °.
(1.2c) For a.a. w and all t > 0, \B(r(t-) +u)-B(r(t-))\ < cs/u for u S (0, Ar(í)),
|S(t(í))-S(t(H)I=<VAtW.
(1.2d) If r-(t) = sup{r(w)|r(w) < i}, r+(t) = inf{T(u)|r(«) > i}»
A(t) = t -T-(t), and Y(t) = B(t) -B(T~(t)), then Jt(A*Y) = 7t and
(A, Y) is a homogeneous strong Markov process whose transition probabilities are given in Greenwood and Perkins (1983, p. 244 ).
Therefore {r(t~)\r(t~) < r(t)} are all slow points for B. However, these are not all the slow points of B or even all the slow points for which the left side of (1.1) is at most c, since the latter is a dense set of Hausdorff dimension 1 -Ao(c) > 0 [Perkins (1983) ]. The above results allow us to decompose the Brownian path into excursions corresponding to the flat spots of L and during which the path stays inside square root boundaries. It is these excursions that we wish to study.
For v > 0 let Uv = M{t\Ar(t) > v}, Sv = t(Uv-) and XM(t) = B(SV + t) -B(SV).
Then [Greenwood and Perkins (1984 PROOF. Let {X¿} be normal random variables in (1.3). D
Although many properties of X^ may be inferred from the above results, its law has never been described explicitly. In §2 we show X^ is an inhomogeneous strong Markov process, find its transition probabilities and show that, as v -► oo, Xĉ onverges weakly to a process, X°°, that is in many ways simpler to study. In particular, X°° is the unique solution of the stochastic differential equation
where ß is a Brownian motion (Theorem 2.6(b)). To obtain the analogous equation for X(v\ we apply a "grossissement d'une filtration" [see Jeulin (1980) ] in §3, which shows, in particular, that X^ is a semimartingale.
In §4 we study the behaviour of the local time of S at a slow point. If Lf(Y) denotes the local time of a semimartingale Y in the sense of Meyer (1976) , then it is well known that
These results follow from Levy's equivalence between L°6 and sups<i5s, Khintchine's law of the iterated logarithm and Levy's escape rate for the one-sided maximum [Levy (1939, p. 334)]. At a slow point T, however, it is feasible that the conditioning could cause the local time at B(T) to increase more rapidly and thus effect (1.4) or (1.5). (b) For a.a. uj and all t such that Tt-(co) < Tt(ui),
This is proved in §4 by analyzing the local time of X°°. The fact that conditioning the sample paths to lie inside square root boundaries has affected the lim inf but not the lim sup is not so surprising. The small values of L\ occur during the long excursions from zero, and the conditioning clearly affects the asymptotic occurrence of such excursions. On the other hand, the large values of I?t occur due to a preponderance of zeroes, and the conditioning has little effect on the process when it is at zero.
Finally, in §5 we study the behaviour of stochastic integrals at a slow point. The general question as to whether or not sample path singularities of B(-,u>) are also singularities for the stochastic integral H ■ B(-,lj) is considered in Barlow and Perkins (1985) . In particular, that work considers the sets of rapid and slow points for a process Z defined by R(Z) = {t\limsup\Zt+s The proof is given in §5. The continuity condition in (1.7) is stronger than that in (a) but so is the conclusion. We conjecture that there are bounded predictable integrands, H, satisfying the hypotheses of (a) but for which S(B) <£. S(H ■ B).
It will be convenient to let B = (Ù, f, ft, Bt, 6t, Px) denote the canonical representation of Brownian motion on Û = C[0, oo). Recall that (1.10)
is then an Ornstein-Uhlenbeck process with generator A.
For a given process Z, indexed by [0, oo) or R, let Tz(0) = inf{i > 0|Zt = 0}.
1(A) will denote the indicator function of the set A, and the value of K, used to denote several unimportant constants, may change from line to line.
2. The law of Brownian motion at a slow point. We start with a preliminary result, most of which is proved in Greenwood and Perkins (1983) . 
This shows X°° is a Markov process with transition function
It is now a straightforward computation to show that the above expression equals the right side of (2. Since A is a closed operator, it follows that p(t, -,y) G D(A) and
The last equality follows from the absolute and uniform convergence of the series, which also shows (dp/dt)(t,x,y) is continuous on (0, oo) x [-c,c]2. Note that if pz(t, z, y) denotes the partial derivative of p with respect to z, then
Multiply both sides by e~z I2 and integrate from 0 to z to obtain
:z(e-x2/2px(t,x,y)-px(t,0,y)) = ViM^e"*"« / Aipn(z)e-¿l'2dz 1 n=o yo =► e'x'/2px(t,x,y) = J2My)e-x»te-*2/2<P'n(x). Moreover, it is clear from Theorem 2.5(a) that P ^+ P asu ±c. P is the law of {Y°°(u)]u > 0}, and it follows easily from the definition of {Pt} that for anŷ -measurable random variable R:
Let F G D(Ä). Since
Note that if Y is killed at an independent exponential time with mean Aq1, the resulting process would be the /i-path process obtained from Z, where h is the positive excessive function (for Z), ib0 [see Doob (1984, p. 566) ]. Hence, UY is Z conditioned not to hit ±c". It is now a routine exercise to show that X°° and Y°° are solutions of the appropriate stochastic differential equations. If = ËY~ (y2_s -f02-2Jy Yt^ag(Yu)du + (^J* ' g(Yu)dv)j )
where h(x) -x2, and the application of Dynkin's formula is again justified by approximating h by functions in D(A). By (2.21) the above equals
It follows that W is an {7Y°° }-white noise on R (with respect to Lebesgue measure). Hence, F°° is a solution of If X',T' also satisfy the above (x fixed), then X' = X(x), T" = T(x) a.s. Although these results are stated in the above references for c = oo, they follow on a finite interval by mapping R diffeomorphically onto (-c,c).
The pathwise uniqueness in (2.26) allows one to apply the method of Yamada and Watanabe [23] to conclude that uniqueness in law holds in (2.26) as well. 3. A stochastic differential equation for Brownian motion at a slow point. Throughout this section we work in the filtered space (Q, 7, 7t, P) described in §1 and use the notation introduced there. We will show that the Brownian path at a slow point, i.e. X^v', is a semimartingale and in fact satisfies a stochastic differential equation analogous to (2.25). Instead of deriving this equation from Theorem 2.2, we use a "grossissement d'une filtration" because it is a more "concrete" method, involving only processes on (ti,7), and was the way the equation was originally found.
We (b) The strong Markov property shows that for 0 < Xi < X2 < c,
It follows that h(t, •) is decreasing on [0, c] and by symmetry is increasing on
[-C.0J. □ LEMMA 3.2.
1Ct = h(\og(v/A(t A Ä)), Y(t A R)A(t A R)~1/2)I(A(t A R) > 0).
Here F is as in (1.2d).
PROOF. Since R is an {^}-stopping time, the right side is clearly optional. Let T be an {^}-stopping time. Then {T > R} G 7t, and so
P(T > S\7t)I(T > R) = I(T > R) = h(0,Y(R)A(R)-^2)I(A(R) > 0)I(T > R) a.s.
Checking {T < R}, we get for a.a. w, {9t'V} denotes the smallest filtration, satifying the usual conditions, that contains {7t} and for which Sr,v is a stopping time. . Local time at a slow point. We now consider the behaviour of Brownian local time at a slow point and, in particular, prove Theorem 1.2. It will be easier to study the local time of the continuous semimartingale X°°, and therefore for most of this section our setting will be the canonical space (Q,7,7t,P) introduced before Theorem 2.5. As usual, c denotes a fixed constant greater than one. The decomposition (2.25) and Yor (1978) show that X°° has a jointly continuous local time given by
P(T > S]7r}I(T < R)(u) = P(\Bt -BT-]< C(t -t-)1'2 Vi G [T,t-+ v]\7T)I(T < R){u) = pB(r)-B(rf )(o,)(|¿a| < c(a + at(lo))1/2 Vs e [0,u -AT(w)]) x I(T < R)(uj)
To introduce a local time for Y°°, we prove The following standard results on stochastic differential equations with reflecting boundary conditions will prove useful. The Borel-Cantelli Lemma shows that e-(Vi-Ui)/2 < gat-«(c) infinitely often a.s.
If {tn(w)|n £ N} denote the successive times at which the above inequality holds, then {in -k} G 7Yk and so is independent of Wk by the strong Markov property. Since the {Wk} are identically distributed, we get oo P(Wln < £-') = ¿2 P(in = k)P(Wk < £-') = P(WX < £"!), k=n and therefore
= lim P(lYtn < £~x for some n > k) > P(WX < £_1). The fact that limc_oo a(c) = 1 is immediate from Proposition 2(c) of Greenwood and Perkins (1983) , the proof of which we now modify to establish the monotonicity of a. Let Ptc and R1^ denote the semigroup and resolvent, respectively, of the process, Yc, obtained by killing Y^ when it hits 0 (here Y^ = Y is the process introduced after Theorem 2.5). Use Theorem 2.5 and Lemma 4. Therefore a(c) = (2Ao(c))_1 is strictly increasing on (0, oo). D 5. Stochastic integrals and slow points. Throughout this section we work on the filtered probability space (U,7,7t,P) introduced in §1. Recall also the processes Xr'v and nitrations {Ml'v} defined in §3. We study the behaviour of a stochastic integral HB at a slow point in {r(í-)|r(¿-) < r(t)} by first using the results of §3 to study H-Xr,v(t) near t = 0 and then noting that The first part of (b) is immediate from the obvious inequality 4>(t) > o-(t3/2)(t log log l/i)1/2 for t small enough, and the last part of (b) is clear from (5.2c).
Proof of Theorem 1.3(b). Let H(s,u) = fc(As(w),Ys(w)). We will show that H is the required integrand. The jumps of (A, Y) may be covered by the predictable times 
