We report a strategy to increase the reactant conversion in a continuous stirred tank reactor (CSTR) to produce propylene glycol through induced oscillations generated by two controllers PI 1 and PI 2 that manipulate the reactor outlet flow and the coolant flow rate respectively. It is shown that an adequate parameter choice for the PI controllers allows one to derive sustained oscillations in the concentrations and reactor temperature, which in turn allows increasing the propylene glycol production. For a suitable choice of the PI 1 and PI 2 controller parameters, we use a complete reactor model that provides with physically feasible parameters. The issues of external disturbance rejection, self-oscillations and stability have also been discussed. The analytical calculations are verified by means of full numerical simulations.
Introduction
The continuous stirred tank reactors (CSTR) in which a simple irreversible reaction A → B occurs has been widely used for investigating nonlinear phenomena [1] [2] [3] [4] . The study of oscillating behaviors in a CSTR, with and without control, has shown that steady states, limit cycles and even chaotic behaviors can be obtained [5] [6] [7] . The control of flow rate, robust control of temperature, uncertainties and chaotic behavior in a CSTR have been reported in Refs [8] [9] [10] [11] [12] , whereas self-oscillating and chaotic behavior with PI control appear in Refs [7] and [13] .
In this paper we research a strategy to increase the reactant conversion in a CSTR for propylene glycol production. The inlet flow rate to the CSTR is formed by a mixture of propylene oxide, water with sulfur acid and methanol. The reaction in the CSTR is exothermic and can be considered as a pseudo first order reaction, whose thermodynamic data can be found in Ref. [14] . It should be noted that self-oscillating and chaotic behaviors of a CSTR for propylene glycol production without control have been studied in Ref. [12] .
In prior works [1] [2] [3] [4] [5] [6] , [15] [16] [17] [18] [19] [20] , simple models considering only two independent variables of a controlled CSTR (such as concentration and temperature) have been analyzed to exploit the oscillating behavior. In this paper, a more general model is considered taking into account the mass balance of inert components (water with sulfur acid and methanol), the energy balances in the reactor and the coolant jacket and the equations of the control system. The control system is formed by a PI 1 controller to manipulate the liquid flow leaving the reactor and another PI 2 controller manipulates the flow rate of cooling liquid towards the reactor jacket [21] . The oscillatory behavior can be obtained through three different procedures as a function of the constants of the PI 2 controller.
In the first procedure, the integral action of the PI 2 controller is set to zero with the purpose of determining a curve with a cusp point and a lobe curve so that the selfoscillating behavior is reached for the points that are outside the cusp point curve and inside the lobe curve. In this case, the minimum input reactant concentration and the conversion are analyzed. Since such region for self-oscillating behavior can be very small, we consider a second procedure in which the proportional constant of the PI 2 controller is determined by imposing the condition for self-oscillating behavior, regardless the existence of the cusp point and lobe curves. The third procedure assumes the same PI 1 controller, but the PI 2 controller includes an integral action to manipulate the coolant flow rate, thanks to which the mean value of the temperature coincides with the set point. In this case, the rejection of disturbances in the inlet flow rate and the stability of the limit cycles have been discussed. With the three previous procedures we demonstrate that it is possible to increase the yield of propylene-glycol from the analysis of the induced oscillations generated by the control system, which employs physically feasible values for the control signals.
Equations of CSTR model
The production of propylene glycol (C) from propylene oxide (A), water containing a small quantity of H 2 SO 4 
(B) and methanol (M) is considered in a CSTR
with two PI controllers, whose layout is depicted in Fig 1. The operation conditions under which such reaction can occur are discussed in Refs. [12] , [14] , [21] [22] . The equations of mass balance for the reactor are given by: ; ;
The energy balance for the reactor can be written as:
where -ΔH r is the reaction enthalpy, U is the overall heat transfer coefficient of the jacket, A j is the heat transfer area, T j is the jacket temperature and T 0 is the inlet stream temperature. The parameter c PS is defined as:
where c PA , c PB , c PM are the molar heat capacities of A, B, M respectively, whereas the parameter c PR in equation (7) is calculated as:
where c PC and C C are the molar heat capacity and concentration of the propylene glycol respectively. The energy balance for the jacket is given by:
where F j , ρ j and c pj are respectively the volumetric flow rate, the density and the heat capacity of cooling water, V j is the jacket volume and T j0 , T j are the temperature of the inlet cooling and the mean temperature of the jacket respectively. Equations (1)- (10) constitute the reactor model without control. In addition, it is assumed that two PI controllers are controlling the process by manipulating the inlet coolant flow rate F j and the outlet flow rate F. The equations of the PI controllers are the following ones:
where 
where F 0s is the steady state value for the inlet flow rate and C' A0 , C' B0 , C' C0 , C' M0 are reference concentrations in steady state obtained after a transient reactor start process.
The dimensionless constants of the PI controllers are given by: 
By introducing the parameters: 
the equations for the CSTR can be expressed as: 
( )
where the parameter c y depends on the absolute variables C A , C B , C C , and C M (or dimensionless variables x 2a , x 2b , x 2c , x 2m ) and it is given by: identify a curve of generated heat (a sigmoid) and a straight line which represents the removed heat [7] , [13] , [14] . In the most general case, these curves intersect at three points of low, middle and high temperature.
Without control, only points of low or high temperature could be reached, which would respectively imply a very low conversion and loses of reactant due to volatility of propylene oxide. This undesirable behavior can be modified by adding the PI 2 controller, which changes the slope of the straight line of removed heat so that there is only one stable intersection point between the generated heat curve and the straight line of removed heat.
Induced oscillations originated by the controllers PI 1 and PI 2 with t 2d = ∞
In this section, the conditions to obtain induced oscillations through the PI 1 and PI 2 controllers are researched (simplified models in which the self-oscillations are used to improve the performance of different kind of reactors can be found in Refs [23] [24] [25] [26] ).
It will be assumed that the integral action of the PI 2 controller, which manipulates the coolant flow rate, takes the maximum possible value t 2d = ∞. According to Eq (12) and the last equation of (16), the coolant flow rate can be written as follows:
1 ;
On the other hand, taking derivate with respect to τ in the eighth equation of (16) 
where the asterisk means equilibrium state. Equation (20) provides with * 2a
x as a function of * 3 x , which can be substituted into Eq (21) to obtain the relation between the inlet flow rate dimensionless temperature x 30 and the reactor equilibrium temperature * 3
x , i.e.:
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On the other hand, Eqs (16) clearly show that variables x 2b , x 2c , and x 2m have no effect on the equilibrium point. Consequently, the induced oscillations in the first control strategy only depend on the proportional constant K d of the controller PI 2 .
Induced oscillations originated by PI 2 with t 2d = ∞. Cusp and lobe curves
It is clear that Eq (22) x , x 2a0 , K d ), a bifurcation phenomenon appears giving rise to an interesting dynamical behavior for the reactor [11] [12] , [21] [22] .
Figure 2
The bifurcation curve can be determined by imposing the condition dx 30 
Eqs (22) and (23) allow to deduce that:
From Eq (24) it follows that the input dimensionless concentration x 2a0 of reactant A is given by:
Substituting Eq (25) into Eq (22), the input dimensionless temperature x 30 can be expressed as a function of the equilibrium dimensionless temperature * 3
x as:
Eqs (25) and (26) constitute the parametric equations of the bifurcation curve taking the dimensionless equilibrium reactor temperature * 3
x as the parameter. Such curve has a cusp point and is the boundary that splits the plane x 2a0 -x 30 into domains whose number of equilibrium points ranges from one to four [13] . The coordinates of the cusp point are determined from Eqs (25) and (26) Another interesting dynamical behavior can be deduced from the eigenvalues of the Jacobian matrix of Eqs (16) in a generic equilibrium point. The calculation can be simplified taking into account that t 2d = ∞ and assuming that Eq (18) and the inequality given by Eq (19) are verified. In this case, the first, eighth and ninth equations of (16) are not considered in the calculation of the Jacobian matrix in the equilibrium point. It can be shown that the equations corresponding to x 2b , x 2c and x 2m provide the factor (λ + 1) 3 in the characteristic polynomial, The other three eigenvalues can be obtained from the block of the Jacobian matrix given by: 
The eigenvalues associated to the matrix J' of equation of (27) 
where A ik ik are the minors of the determinant of J' (Eq (27) ). In accordance with the Routh-Hurwitz criterion, imposing the conditions
we obtain a set of equilibrium points ( ) ; a x f x x f x * * = = of the lobe curve.
The analytical expressions for the previous parametric equations are much more complicated than the ones for the cusp point curve given by Eqs (25) and (26), and thus they will be computed through a modification of the algorithm described in Ref. [12] .
At the boundary of the lobe, the self-oscillation frequency is determined from the roots On the other hand, the exact reactor oscillation frequency can only be determined at the points of the lobe curve that are outside the cusp curve. In the example considered in Fig 3 a) shown in Fig 3 a) , the reactor will reach a self-oscillating behavior whose dimensionless frequency will be between ω 1 = 0.95 and ω 2 = 4, as it can be observed in Fig 3 b) .
The (self-oscillating) time evolution of the system variables for point P 1 is shown in Fig 4. In Fig 4 a) , the dimensionless concentrations of propylene oxide and propylene glycol are plotted, whereas The conversion X A (t) of reactant A (propylene oxide) and its dc mean value X Aos are defined as:
where t 2 > t 1 is the required time to reach a stable oscillation. The dc mean value A X must be as large as possible for performance purposes, and it is shown in Fig 4 d ). In the previously considered case, the oscillatory behavior is subjected to the existence of the cusp and lobe curves. Nevertheless, according to the equilibrium Eqs (20) and (21) it may be possible to choose a value for the proportional constant K d of the controller to obtain one unstable equilibrium point. In this case, the reactor must reach an oscillating behavior around the equilibrium point. The main difficulty arises from the fact that Eqs (20) and (21) are not linear, so it is not possible to obtain an elementary analytical solution. However, it is possible to find a computational solution throughout the following steps:
• Choice of the values for x 2a0 , x 30 , x 50 and x set .
• Choice of an admissible set of values for the dimensionless equilibrium 
The characteristic equation for the matrix J given in Eq (33) can now be written as: The calculations of Eqs (34)-(36) have been carried out through an algorithm similar to the one described in Ref. [12] . Taking 
Performance, disturbance rejection and stability
In this section we shall corroborate that the values of table 1 lead to physically feasible simulation results. In addition, we will analyze the minimum input concentration of reactant A required for the case studied in subsection 3.1 as well as the robustness, disturbance rejection and stability of the limit cycles. Some effects of nonmodeled dynamics will also be discussed. kmol/m 3 , so it is verified that 10 < x 2a0 < 50, which can be considered as an appropriate value range for the reactor.
From the previous considerations, we shall analyze the cases of section 3.
Regarding the case considered in subsection 3.1, several lobe curves are plotted as a function of K d in Fig 8 a) . Points P 1 and P 2 inside the lobes are obtained for K d1 = 6.7028 and K d3 = 338.489, which correspond to two self-oscillating behaviors. Fig 8 b) shows that the inlet concentration x 2a0 of reactant A reaches a minimum value when the set point temperature x set is varied assuming different values for the proportional constant of the PI 2 controller. = 0.03625) are set, for which the reactor reaches a new sustained oscillation with a mean conversion of X Am2 = 76 %. In this case the value of x 2a0 is not a minimum, which corroborates that the operation costs of the reactor could reach a minimum in self-oscillating mode. Besides, the mean value of the set point temperature is reached for P 1 , whereas the mean set point temperature is 0.0357 for point P 2 . It should be noted that this operation mode uses proportional control without integral action, which would have not been possible in steady state regime. It should be noticed that outside of the oscillation zone -specially for high values of x 30 (fig 9 a) ) or x 2a0 (Fig 9 b) )-the conversion in steady-state is higher than the one in self-oscillating regime, which is due to the high values of equilibrium temperature x* 3 . This issue will be discussed later at the end of this section. In Fig 10 a) the case considered in subsection 3.2 is resumed. The interpretation is similar to the ones for Figs 9 a) and 9 b), but in this case the conversion is better, which is due to the high values for x 2a0 . Fig 10 b) illustrates an interesting phenomenon that is achieved by using integral action in the PI 2 controller (subsection 3.3). With the parameter values indicated in the legend of Fig 10 b) , the reactor reaches an oscillatory behavior with a mean conversion of 44.13 %. The equilibrium point P e and the corresponding eigenvalues are the following ones: orbit that is homoclinic to a hyperbolic fixed point, i.e. the so called Shilnikov orbit [11] , [27] .
At an arbitrary time t 1 = 21.61 h, the proportional constant of the PI 2 controller is changed to K d = 2681.7, for which the Shilnikov orbit is destroyed and the set point is reached with a conversion of 0.3624, i.e. approximately a 16 % lower than in selfoscillating regime. In this case it has been corroborated that the gain/phase margins of the reactor transfer function associated to the feedback loop control PI 2 (see Fig 1) are positive and therefore the reactor is stable. Indeed, the equilibrium point is the same but the new eigenvalues are now given by: 
Operating in steady state, an increase of the cooling jacket temperature of 5.56 ºC is assumed at t 2 = 27.79 h. In this situation, another Shilnikov orbit appears with a mean conversion that is approximately a 16% larger than the previous one in steady state. where X is a random variable that is uniformly distributed between 0 and 1, whereas f ax50 > 0 and f ax3 > 0 are transformation factors to obtain a uniform noise amplitude distribution between -f ax50 /2 and f ax50 /2 (f ax50 = 0.1, which corresponds to 5 m 3 /h) and between -f ax3 /2 and f ax3 /2 (f ax3 = 10R/E, which corresponds to 5.5 ºC). The simulation results show that when the random noise is applied, the oscillation regime is destroyed but the mean value of set point temperature is preserved. 
Taking into account that one of the monodromy matrix eigenvalues is always +1, Eq (42) allows to conclude that the limit cycle is stable. Similar results have been obtained in all oscillation regimes except for Shilnikov orbits, which cannot be considered as purely periodic [11] , [27] . To increase the numerical accurateness, the Runge-Kutta-Fehlberg method with a simulation interval of 0.00001 has been used.
Figure 11
It should be remarked that a very simple control structure based on PI control may not be sufficient to control the reactor when parameters such as the reaction rate and the reaction enthalpy are not exactly known. In these cases, a control law based on the compensation of the unknown terms with a high gain term could be used to stabilize the reactor, for which it would be easier to obtain the sustained oscillations once the steady-state has been reached. Since the high gain requires large control efforts, it may be convenient substituting it by a control law with uncertainty compensation. Details of these issues can be found in Ref. [28] .
Another alternative to the previous problem is to use methods of nonlinear control based on differential geometry. It should be recalled that it is not possible to control the amplitude of the sustained oscillations with PI control only, and in addition the robustness of PI controllers may be limited. Consequently, the geometric robust control with uncertainties could be applied to obtain a self-oscillating mode from a steady-state as indicated in Ref. [29] .
It should be noticed that the effect of the delays in the cooling jacket is negligible since the temperature jump between the reactor and the jacket is adequate, as it can be observed in Fig 4 c) and Fig 7 b ). Regarding the control valves (CV 1 and CV 2 of Fig 1) , it is necessary chose a valve whose inherent flow characteristics become linear when the valve is installed. In this case, the gain of the control valves CV 1 and CV 2 can be incorporated to the proportional constant of the controllers PI 1 and PI 2 respectively. 
When an integral action is included in the PI 2 controller, the set point temperature x set is always reached (see Eqs 16) , so in this case, the steady-state conversion can be determined by Eqs (43) substituting x* 3 by x set . From Eqs (30) and (43) the mean conversion X Aos in self-oscillating regime and the conversion X Ast in steady-state regime can be compared as indicated in Table 3 . The numerical results allow to deduce the following conclusions: 
2) Proportional plus integral control
• For values of K d and t 2d for which the self-oscillating behavior appears (with x 50 = 1), the mean conversion is approximately the same that the one corresponding to x set in steady-state.
• For values of K d , t 2d , x 30 and x 2a0 for which the self-oscillating behavior is originated by a Shilnikov orbit, the conversion values in self-oscillating regime are higher than the corresponding ones in steady-state for the same x set and for x 50 ≥ 1. Table 3 
Conclusions
In this paper we have investigated the problem of obtaining induced oscillations to improve the performance of an industrial CSTR for propylene glycol production. It is shown that the sustained oscillations can be deduced by three procedures. The first one is based in the calculation of curves with a cusp point and self-oscillation zones (or lobe curves). When the values for the inlet concentrations and temperatures are inside the lobe the self-oscillation mode is reached. It is corroborated that it is possible to pass from one oscillating mode to another one obtaining a higher mean conversion.
The PI 2 controller parameters that produce self-oscillating behavior without involving the lobe curves have been determined by means of the eigenvalues of the system Jacobian matrix, which must have positive real part to obtain a single unstable equilibrium point. It is demonstrated that the reactor can evolve from a steady-state of low conversion to a self-oscillating regime with a higher mean conversion. The appearance of Shilnikov's orbits has been demonstrated and used to improve the mean conversion of the reactant.
We have obtained graphics to predict the oscillating behavior as a function of the control system parameters, for which there are ranges of values which lead to a high conversion value. Disturbance rejection and stability for the self-oscillating behavior has also been corroborated. The generation of induced oscillations through a control system to produce a higher reaction performance may be very useful from the control engineering viewpoint, especially in the fields of reactor design and in the industrial applications. 1, 2, 3) . TT is the temperature transmitter and LT is the level transmitter. PI 1 and PI 2 are the PI controllers for the outlet flow rate and the coolant flow rate respectively. 
