). In this paper we consider Golomb's I, 2, 2, I, 1, 2, sequence F, which is the only nondecreasing self-generating sequence taking all positive integral values, 1, 2, 2, 3, 3, 4, 4, 4 5, 5, 5, 6, 6, 6, 6, Let 4 denote the + 0 log log n log 2 n where the real function h is continuous and satisfies h(x) -h(x 4-1) (x >_ 0). The method of proof is intimately connected with the more general problem of characterising the solution E of an approximate functional integral equation of the type E (t) --ql-4t4-2 f2 42-*t-' t*-) E (u) du + 0 log 2 which we discuss in the second part of the paper.
Introduction
In the problem section of the American Mathematical Monthly in 1966, S.W. Golomb [Go] considered the unique nondecreasing sequence {F(n)}n>_ 1,2, 2, 3, 3, 4, 4, 4, 5, 5, 5, 6, 6, 6, 6, 7. ..} "self-described" by the two conditions F (1) and F (n) I{rn F (m) n }1 (n > 1). At the time he only requested an asymptotic expression for F(n) as n --cxz. We have F(n) cn -+ E(n), (1.1) where c t 2-b, t (v/ --1--1)/2 is the golden number, and E(n) o(n4-).
The first published complete proof of (1.1) is due to N.J. Fine [Fi] ; D. Marcus [Ma] proposed a clever heuristical argument: see [P62] for a proof based on Marcus' idea. More recently, I. Vardi [Va] asked for a more precise estimate for the error term E (n) of (1.1). On the one hand he could establish
on the other hand he conjectured that estimate (1.2) is optimal. CONJECTURE 1. We have E(n) S2+ \logn (1.3) Vardi's Conjecture is based on a heuristic argument, which led him to be more precise. (1.6) However, as Vardi himself pointed out, he was "not even able to show that lim supn_ IE(n)l cxz". This was proved by Y.-ES. P6termann [P61] , who showed that E(n) 2+(n4'--) for every > 0. Recently J.-L. R6my [R6] 
Moreover,
(2.4) (Equation (2.4) can easily be derived from Vardi's paper [Va] (2.14)
Proof First we differentiate expression (2.12).
Then we differentiate (2.9). O(ne-/log +' n) where 0 < e < 1, then Theorem 2 can still be proved for E, the only difference in its conclusions being that the error term in the expression of E in terms of h is now O(n -I log log n / log I+' n).
In the remark on page 3 of [Va] a relation less precise than (3.4) (without error term and with the symbol instead of =) is displayed, followed by an assertion, the most natural interpretation of which appears to be that the function nO-h (log log n / log ) / log n =: Ez(n) is a solution to (3.4) (possibly with a larger error term) when h (x + -h (x). But wejust saw that for E2, with h (x + -h (x), to be an asymptotic solution of (3.4), it is at least necessary that h be continuous.
And in fact there are continuous functions h with h(x +
-h(x) such that E2 is not a solution of (3.4). In order to verify the latter, first note that a necessary condition for a function E2(n) O(n -/ log n) to be a solution of (3.4) is E2(n + E2 ( We can find a sequence of positive integers ni ---+ O (i --+ Cx) such that the integral parts [log log ni/log q] are all of the same parity, and such that the fractional parts 6i := {loglogni/log} decrease to 0 as --cxz. By making the sequence sparse enough we may also assume that i+ < 3i < i, where i := {log log(n/+ 1)/log 4}. Note that as n --+ the product in (3.13) remains bounded. Also note that 0 < /n < 4 1. Now there remains to ensure that with these values of c, and/, the sum in (3.10) does indeed converges absolutely and uniformly in each bounded interval [0, t] . This follows from c,,tt,, =o(l+t0-).q,, (3.14)
Now we show that the solution of (3.5) is unique. Let d and d2 be two solutions of (3.5) and consider their difference e "= d -d2. Let We derive a closed formula for g(2 + log log 4)/log 4) 
