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Theory of orthogonal matrix polynomials is a growing ﬁeld of
applied mathematics which owes its development from theo-
retical and practical examples given below. The property of
orthogonality [1–3], Rodrigues formula [1], a second-order
Sturm–Liouville differential equation [1], a three-term matrix
recurrence formula [4], relation between different orthogonal
matrix polynomials [5] and matrix polynomials of several
variables [6,18–20] are theoretical examples for orthogonal
matrix polynomials. Besides, the practical examples for matrix
polynomials can be seen in statistics, group representation the-
ory [7], scattering theory [8], differential equations [3], Fourier
series expansions [9], quadrature [10], splines [11] and medical
imaging [12].The aim of this paper is to derive a connection between
Laguerre and Hermite matrix polynomials recently presented
in [2,3].
Now let us give some known facts and deﬁnitions.
If A is a matrix in Crr, we denote by rðAÞ the set of all the
eigenvalues of A. If fðzÞ; gðzÞ are holomorphic functions in an
open set X of the complex plane, and if rðAÞ  C, we denote
by fðAÞ; gðAÞ, respectively, the image by the Riesz–Dunford
functional calculus of the functions fðzÞ; gðzÞ, respectively,
acting on the matrix A, and
fðAÞgðAÞ ¼ gðAÞfðAÞ
see [13]. The two-norm of A, which will be denoted by Ak k, is
deﬁned by
Ak k ¼ sup
x–0
Axk k2
xk k2
;
where, for a vector y 2 CN; yk k2 ¼ yTyð Þ1=2 is the Euclidean
norm of y. For A;B 2 Crr, this norm also satisﬁes the follow-
ing properties
Aþ Bk k 6 Ak k þ Bk k
ABk k 6 Ak k Bk k: ð1Þ
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an expression of the form
PðxÞ ¼ Anxn þ An1xn1 þ . . .þ A1xþ A0;
where x is a real variable and Aj (0 < j < n) are r r complex
matrices. For any matrix A in Crr, we denote Pochhammer
symbol:
ðAÞn ¼ AðAþ IÞ . . . ðAþ ðn 1ÞIÞ; nP 1; ðAÞ0 ¼ I: ð2Þ
The hypergeometric matrix function FðA;B;C; zÞ has been
given in the form [14]:
FðA;B;C; zÞ ¼
X1
n¼0
ðAÞnðBÞn
n!
ðCÞn
 1
zn ð3Þ
for matrices A;B and C in Crr such that Cþ nI is invertible
for all integer nP 0 and for zj j < 1. In [14], Defez and Jo´dar
show that for matrices Aðk; nÞ and Bðk; nÞ in Crr where
nP 0; kP 0, the following relations are satisﬁed
X1
n¼0
X1
k¼0
Aðk; nÞ ¼
X1
n¼0
Xn
k¼0
Aðk; n kÞ ð4Þ
X1
n¼0
Xn
k¼0
Aðk; nÞ ¼
X1
n¼0
X1
k¼0
Aðk; nþ kÞ ð5Þ
X1
n¼0
Xn2½ 
k¼0
Aðk; nÞ ¼
X1
n¼0
X1
k¼0
Aðk; nþ 2kÞ: ð6Þ2. Known properties of Laguerre and Hermite matrix
polynomials
For the sake of clarity in the presentation, we recall that if A is
a matrix in Crr such that
k is not an eigenvalue of A for every integer k > 0 ð7Þ
and k is a complex number with Re k > 0, then the n-th
Laguerre matrix polynomial is deﬁned by [3]
LðA;kÞn ðxÞ ¼
Xn
k¼0
ð1Þkkk
k!ðn kÞ! ðAþ IÞnðAþ IÞ
1
k x
k; nP 0:
Furthermore, the following explicit formula holds:
xnI ¼
Xn
k¼0
ð1Þkknn!ðAþ IÞn½ðAþ IÞk1
ðn kÞ! L
ðA;kÞ
k ðxÞ ð8Þ
see [15]. For the deﬁnition of Hermite matrix polynomials, let
us suppose that A is a matrix such that
Re z > 0 for every eigenvalue z 2 rðAÞ ð9Þ
and let us denote
ﬃﬃﬃﬃ
A
p ¼ expðð1=2Þ logAÞ by the image of the
function z
1
2 ¼ expðð1=2Þ log zÞ by the Riesz–Dunford func-
tional calculus, acting on the matrix A, where log z denotes
the principal branch of the complex logarithm. Then by [2]
the n – Hermite matrix polynomial Hnðx;AÞ is deﬁned by
Hnðx;AÞ ¼ n!
Xn2½ 
k¼0
ð1Þk
k!ðn 2kÞ! x
ﬃﬃﬃﬃﬃﬃ
2A
p n2k
; nP 0:
Furthermore, the following generating matrix function for-
mula for these matrix polynomials holds:X1
n¼0
Hnðx;AÞ
n!
tn ¼ exp xt
ﬃﬃﬃﬃﬃﬃ
2A
p
 It2
 
: ð10Þ
In addition to these facts, the interesting connection between
Laguerre and Hermite matrix polynomials is given by [5]
ð1Þnﬃﬃﬃ
p
p ð2nÞ!CðAþ ðnþ 1ÞIÞC
1 Aþ 1
2
I
 

Z 1
1
ð1 t2ÞA12IH2n t
ﬃﬃﬃ
x
p
;A
	 

dt
¼
Xn
k¼0
xk
k!
kI 1
2
A
 k
L
ðAþkI;kÞ
nk ðxÞ ; nP 0; x > 0:3. A new relation between these matrix polynomials
Let’s give a deﬁnition of 2F2 as generalization of the hypergeo-
metric matrix function.
Deﬁnition 1. According to presentation of the hypergeometric
function, 2F2 hypergeometric matrix function is deﬁned as
2F2
A; B
C; D
; x
 
¼
X1
n¼0
ðAÞnðBÞn
n!
ðCÞ1n ðDÞ1n xn ð11Þ
for matrices A;B;C;D in Crr such that Cþ nI and Dþ nI are
invertible for all integer nP 0.
Now that ﬁnd values x for which this series (11) is
convergent.
Let’s write
ðCþ nIÞ1 ¼ 1
n
C
n
þ I	 
1
ðDþ nIÞ1 ¼ 1
n
D
n
þ I	 
1
)
: ð12Þ
If n > Ck k and n > Dk k, due to perturbation Lemma [13],
it follows
C
n
þ I	 
1  6 1
1kCkn
¼ n
nkCk
D
n
þ I	 
1  6 1
1kDkn
¼ n
nkDk
9>=
>;: ð13Þ
Let x – 0 be a complex number and let’s consider the
expression
ðAÞnþ1
  ðBÞnþ1  ðCÞ1nþ1  ðDÞ1nþ1 n!
ðAÞn
  ðBÞn  ðCÞ1n  ðDÞ1n ðnþ 1Þ!
xj jnþ1
xj jn : ð14Þ
Using Pochhammer symbol (2) and (1) in (14), one gets
ðAÞnþ1
  ðBÞnþ1  ðCÞ1nþ1  ðDÞ1nþ1 n!
ðAÞn
  ðBÞn  ðCÞ1n  ðDÞ1n ðnþ 1Þ!
xj jnþ1
xj jn
6
Ak knþ1 Bk knþ1 ðCÞ1nþ1
  ðDÞ1nþ1 
Ak kn Bk kn ðCÞ1n
  ðDÞ1n 
xj j
nþ 1 : ð15Þ
For n > Ck k and n > Dk k; by (1), (13) and (15) can be
written
ðAÞnþ1
  ðBÞnþ1  ðCÞ1nþ1  ðDÞ1nþ1 n!
ðAÞn
  ðBÞn  ðCÞ1n  ðDÞ1n ðnþ 1Þ!
xj jnþ1
xj jn
6 ð Ak kþ nÞð Bk kþ nÞ 1
n Ck k
1
n Dk k
xj j
nþ 1! 0 as n!1
s:
:
A new relation including 2F2 between Laguerre and Hermite matrix polynomials 249By ratio test, 2F2 hypergeometric matrix series is convergent
for any complex number x. Let’s start now to show the connec-
tion satisﬁed by Laguerre and Hermite matrix polynomials.
For the principal square root of I(see [17]), by the generat-
ing matrix function (10), one can write
X1
n¼0
Hn x;
I
2
	 

n!
tn ¼ exp xtI t2I : ð16Þ
Substituting following expression
exp xtI t2I  ¼ exp xtI½  expðt2IÞ
and using Taylor series of functions in the right-hand side of
above equation, one gets
exp½xtI t2I ¼
X1
n;s¼0
ð1Þsxn
n! s!
tnþ2sI:
From (8), it follows that
exp½xtI t2I ¼
X1
n;s¼0
ð1Þs
n! s!

Xn
k¼0
ð1Þkn!knðAþIÞn½ðAþIÞk1
ðnkÞ! L
ðA;kÞ
k ðxÞ
( )
tnþ2
ð17Þ
Using (5) and (17) can be written in the form
exp½xtI t2I ¼
X1
n;s;k¼0
ð1Þsþk
n! s!
knkðAþ IÞnþk½ðAþ IÞk1
 LðA;kÞk ðxÞtnþkþ2s:
By (6), one gets
exp½xtI t2I ¼
X1
n;k¼0
Xn2½ 
s¼0
ð1Þsþk
ðn 2sÞ! s! k
nþ2skðAþ IÞn2sþk
 ½ðAþ IÞk1LðA;kÞk ðxÞtnþk: ð18Þ
From Pochhammer symbol in (2), one can write following
equations
1
ðn 2sÞ! I ¼
1
n!
22s
n
2
I
 
s
ðn 1Þ
2
I
 
s
ðAþ IÞn2sþk ¼ ðAþ IÞnþk
1
2
ðAþ ðnþ kÞIÞ
 
s

 1
2
ðAþ ðnþ k 1ÞIÞ
 
s
22s
1
:
Writing these equations in (18), one have
exp½xtI t2I ¼
X1
n;k¼0
ð1Þk
n!
knkðAþ IÞnþkðAþ IÞ1k LðA;kÞk ðxÞ

Xn2½ 
s¼0
n
2
 
s
ðn 1Þ
2
 
s

 1
2
ðAþ ðnþ kÞIÞ
 
s

 1
2
ðAþ ðnþ k 1ÞIÞ
 
s
1 ð1Þs
s!
k2s
)
tnþk:Thus, one can write
exp½xtI t2I ¼
X1
n;k¼0
ð1Þk
n!
knkðAþ IÞnþkðAþ IÞ1k LðA;kÞk ðxÞ
(
 2F2
n
2
I; ðn1Þ
2
I
1
2
ðAþðnþ kÞIÞ; 1
2
ðAþðnþk 1ÞIÞ
;k2
 !)
tnþk
ð19Þ
In (19), by (4), it follows that
exp xtI t2I  ¼X1
n¼0
Xn
k¼0
ð1Þk
ðn kÞ! k
nðAþIÞnðAþIÞ1k LðA;kÞk ðxÞ
(
 2F2
ðnkÞ
2
I; ðnk1Þ
2
I
1
2
ðAþ nIÞ; 1
2
ðAþ ðn 1ÞIÞ
;k2
 !)
tn:
ð20Þ
Combining (16) and (20) and comparing coefﬁcients of tn,
we have the following desired relation
Hn x;
I
2
 
¼
Xn
k¼0
knðnÞkðAþ IÞn ðAþ IÞ1k
 2F2
ðnkÞ
2
I; ðnk1Þ
2
I
1
2
ðAþ nIÞ; 1
2
ðAþ ðn 1ÞIÞ
;k2
 !
L
ðA;kÞ
k ðxÞ
Thus the result has been established:
Theorem 1. For the principal square root of I, if A is a matrix in
Crr satisfying (7) and k is a complex number Re ðkÞ > 0,
Laguerre and Hermite matrix polynomials satisfy
Hn x;
I
2
 
¼
Xn
k¼0
knðnÞkðAþ IÞn ðAþ IÞ1k
 2F2
ðnkÞ
2
I; ðnk1Þ
2
I
1
2
ðAþ nIÞ; 1
2
ðAþ ðn 1ÞIÞ
;k2
 !
 LðA;kÞk ðxÞ:
For the special case of r ¼ 1, taking A ¼ a; k ¼ 1
2
; x! 2x, the
above equation reduces to the known relation between Hermite
and Laguerre polynomials (see [16]).Acknowledgment
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