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Abstract
Soil-temperatures simulated by the fully coupled Community Climate System Model 
version 3.0 (CCSM3) are evaluated using three gridded Russian soil-temperature 
climatologies (1951-1980, 1961-1990, and 1971-2000) to assess the performance o f 
permafrost and/or soil simulations. CCSM3 captures the annual phase o f the soil- 
temperature cycle well, but not the amplitude. It provides slightly too high (low) soil- 
temperatures in winter (summer) with a better performance in summer than winter. In 
winter, soil-temperature biases reach up to 6  K.
Simulated near-surface air temperatures agree well with the near-surface air 
temperatures from reanalysis data. Discrepancies in CCSM3-simulated near-surface air 
temperatures significantly correlate with discrepancies in CCSM3-simulated soil- 
temperatures, i.e. contribute to discrepancy in soil-temperature simulation. Evaluation of 
cloud-fraction by means o f the International Satellite Cloud Climatology project data 
reveals that errors in simulated cloud fraction explain some o f the soil-temperature 
discrepancies in summer. Evaluation by means of the Global Precipitation Climatology 
Centre data identifies inaccurately-simulated precipitation as a contributor to 
underestimating summer soil-temperatures. Comparison to snow-depth observations 
shows that overestimating snow-depth leads to winter soil-temperature overestimation. 
Sensitivity studies reveal that uncertainty in mineral-soil composition notably contributes 
to discrepancies between CCSM3-simulated and observed soil-temperature climatology 
while differences between the assumed vegetation in CCSM3 and the actual vegetation in 
nature marginally contribute to the discrepancies in soil-temperature.
Out o f the 6  K bias in CCSM3 soil-temperature simulation, about 2.5 K o f the bias 
may result from the incorrect simulation of the observed forcing and about 2  K of the bias 
may be explained by uncertainties due network density in winter. This means that about
1.5 K winter-bias may result from measurement errors and/or model deficiencies.
Overall, the performance of a permafrost/soil model fully coupled with a climate 
model depends partly on the permafrost/soil model itself, the accuracy of the forcing data 
and design o f observational network.
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1Chapter 1 Introduction
The better understanding of feedbacks between permafrost, weather, climate, and 
other potential impacts like economic and infrastructure damages, ecosystem changes, 
and freshwater availability (Esch and Osterkamp 1990, Cherkauer and Lettenmaier 1999, 
Oechel et al. 2000, Serreze et al. 2000, Zhuang et al. 2001) requires adequate soil- 
temperature simulations in numerical weather prediction models (NWPMs), chemistry 
transport models (CTMs), General Circulation Models (GCMs), and Earth System 
Models (ESMs). Soil-temperature is typically simulated by a soil or permafrost model 
embedded in NWPMs, CTMs, GCMs and ESMs (Robock et al. 1995, Kramm et al. 1996, 
Huang et al. 1996, Molders and Romanovsky 2006, Narapusetty and Molders 2006, 
Molders and Kramm 2009). Permafrost or soil models are run at each land point as a 
column; thus they are typically evaluated in an offline mode driven by observations 
(Molders and Romanovsky 2006, Narapusetty and Molders 2006). The coupling o f a 
more realistic permafrost, soil or Land Surface Models (LSMs) to a climate model offers 
the prospect o f improved simulation skill. In this context, the great achievements of the 
Project for Intercomparison of Land Surface Parameterization Schemes (PILPS) need to 
be discussed (e.g. Henderson-Sellers et al. 1993, 1995, Shao and Henderson-Sellers 1996, 
Qu et al. 1998, Schlosser et al. 2000, Slater et al. 2001, Luo et al. 2003).
In order to improve the parameterization of land-surface processes, especially 
hydrological, energy, momentum and carbon exchanges between the atmosphere and the 
continental surface, PILPS was initiated in 1992 as a World Climate Research 
Programme project. The goal was to enhance understanding of the differences in LSM 
performance as they are used in climate and weather prediction models (Henderson- 
Sellers et al. 1993, 1995, Qu et al. 1998). In PILPS’ first phase, offline simulations of 
various LSMs were compared; the main differences found were spin-up time and flux 
partitioning (Henderson-Sellers et al. 1993, 1995). A main result of PILPS’ first phase 
was that spin-up time for various land-surface schemes depends on the scheme itself, 
total moisture holding capacity and initialization of moisture storage (Yang and
2Dickinson 1995). PILPS’ second phase evaluated the offline performances o f various 
LSMs against observations (Schlosser et al. 2000, Slater et al. 2001, Luo et al. 2003). A 
main finding was that average annual water and energy partitioning differed appreciably 
among schemes. PILPS studies focusing on LSM performance at high latitudes revealed 
that peat-lands and bogs introduce errors (Bowling et al. 2003). Due to LSM 
complexities, it is difficult to generalize causes for any differences (Nijssen et al. 2001). 
However, inclusion of frozen-ground physics was identified as an important aspect to 
simulate energy and water fluxes at the earth’s surface (e.g. Cherkauer and Lettenmaier 
1999) as well as soil-temperature and soil-moisture states (Montaldo and Albertson 
2001). Capturing the freezing front depth is also important because temperature 
variations diminish greatly in the deeper soil (Luo et al. 2003, Molders and Romanovsky 
2006).
PILPS’ third phase involved the evaluation of LSM simulations in coupled mode with 
a global atmospheric circulation models jointly with the Atmospheric Model 
Intercomparison Project (AMIP) because errors in simulated atmospheric forcing can 
affect near-surface conditions with further feedback to simulated soil conditions 
(Henderson-Sellers et al. 1995, Chen and Dudhia 2001, Zeng et al. 2002, Narapusetty and 
Molders 2005). The major finding was that LSMs captured soil-temperature conditions 
better when run in an offline mode with known site-specific parameters and observed 
atmospheric forcing rather than in a coupled mode; it must be re-evaluated when run in 
fully-coupled mode, which lead to the setup of PILPS’ fourth phase (Qu and Henderson- 
Sellers 1998). PILPS’ fourth phase evaluated land-surface parameterization schemes fully 
coupled to atmospheric models. Narapusetty and Molders (2005) showed that model 
results may vary depending on the parameterizations chosen to simulate the atmospheric 
forcing.
However, if  LSM is implemented into a NWPM, CTM, ESM, or GCM, it must be re­
evaluated because fully-coupled models introduce additional uncertainty and error 
sources. The large grid-cells of GCMs and ESMs do not permit direct evaluation because 
several sites may exist within one grid-cell. Choice o f initial conditions, discretization,
3grid resolution, numerical scheme, parameterizations, model assumptions, and/or 
empirical parameters may cause an incorrect simulation of atmospheric forcing (Anthes 
et al. 1989, Slater et al. 1998, Molders 2005, Molders et al. 2005, Narapusetty and 
Molders 2005, 2006). Other sources of errors could be in the initialization of soil- 
moisture and temperature distribution, parameterization of sub-grid scale processes, 
surface run-off and cloud microphysical processes, which have been investigated by 
various authors (Avissar and Pielke 1989, Calder et al. 1995, Molders et al. 1996, 1997, 
2003, Wang and Kumar 1998, Douville and Chauvin 2000, Niu and Yang 2004, 
Narapusetty and Molders 2005). Uncertainties in land-use, soil types and vegetation can 
lead to errors in near-surface air temperature, humidity and soil fluxes (Molders et al. 
1997, Molders 2001, 2005, Molders et al. 2005).
GCMs provide volume averages of simulated variables with area averages o f several 
1 0 0  square-kilometers in the horizontal and several decameters in the vertical direction. 
Thus, they are difficult to compare to measurements at a site (point measurement). 
Therefore, using interpolation o f available measurements to the climate model grid has 
become common practice (Palutikof et al. 1997, Bauer et al. 2002, Li et al. 2008). It is 
expected that such interpolation may introduce uncertainty into the grid-cell averages 
and, hence, any evaluation. Uncertainty in gridded regional averages has been 
investigated with respect to the interpolation methods for precipitation, radiation, air 
pollutants and meteorological state variables (Shaw and Lynn 1972, Creutin and Obled 
1982, Court and Bare 1984, Lebel et al. 1987, Lindley and Walsh 2004, Luo et al. 2008).
Observation network density and design may introduce some uncertainty in the 
regional averages. Pielke et al. (2007) found that near-surface temperatures derived from 
poorly and non-homogeneously sited stations differ more greatly than well-sited stations. 
Changes in site location or network density alter the topography, latitude and elevation 
represented by the network; these changes influence air-temperature and minimum and 
maximum temperatures measured at these sites (Robeson and Doty 2005, Peterson 2006). 
Network density may also affect regional precipitation averages (Frei and Schar 1998, 
Tsintikidis et al. 2002); high-density networks are more likely to capture locally high
4precipitation rates than coarse networks (St.-Hilarie et al. 2003). Urbanization, land-cover 
changes, moving, shutting down or adding of sites, errors in digitizing old paper records, 
the procedure of filling missing data and, to a certain degree, the applied interpolation 
algorithms may influence the accuracy and reliability of long time-series of gridded data 
compiled from all available stations (Mitchell et al. 2004).
Other sources o f errors include the parameterization of the permafrost model itself 
and the discretization and numerical scheme. For example, Molders and Romanovsky 
(2006) found that the choice of soil thermal conductivity parameterization, lower 
boundary condition and vertical grid resolution have greatest influence on the accuracy of 
simulated soil-temperature. Narapusetty and Molders (2006) revealed that a Galerkin 
weak finite element numerical scheme is more suitable in comparison to Crank- 
Nicholson finite-difference scheme in the soil model of the Hydro-Thermodynamics Soil- 
Vegetation Scheme (Kramm et al. 1996, Molders et al. 2003). Nicolsky et al. (2007) also 
found that modification to the numerical scheme in a permafrost model improve the 
simulation o f permafrost dynamics. Different configurations of soil layers in permafrost 
or soil model also can introduce biases in permafrost simulation (Molders and 
Romanovsky 2006, Alexeev et al. 2007).
The present study assesses the performance o f a permafrost model (Dai et al. 2003, 
Oleson et al. 2004, Dickinson et al. 2006) fully coupled with a climate model. The 
research hypothesis o f this dissertation is that the performance o f  a permafrost model 
fu lly  coupled with a climate model will depend on the permafrost model itself as well as 
on the accuracy o f  the forcing data and the data fo r  evaluation o f  soil-temperature that 
may limit fu ll assessment o f the performance. To test this hypothesis, three specific 
questions will be answered:
a. How well does a fully coupled climate model simulate soil-temperature?
b. What are the reasons for the discrepancies between simulated and observed soil- 
temperature?
5c. How much o f the discrepancies between simulated and observation-based gridded 
soil-temperature climatologies can be explained by the observational network 
density and/or design?
In this study, simulations are performed with the fully coupled Community Climate 
System Model version 3 (CCSM3; Collins et al. 2006) for 50 years and analyzed by 
means o f three gridded climatologies of soil-temperature data (1951-1980, 1961-1990, 
1971-2000) based on observational data. Furthermore, two CCSM3 simulations wherein 
the sand fraction is reduced (enhanced) by 1 0 % and the clay fraction is enhanced 
(reduced) by 10%  in Russia are performed and analyzed to assess the impact of soil- 
parameter inaccuracy on CCSM3-simulated soil-temperatures and to help in answering 
questions (a and b) above.
To investigate the impact of network density and design on regional averages 
(question c), simulations are performed with the Weather Research and Forecasting 
(WRF; Skamarock et al. 2005) model over Russia for July and December 2005, 2006 and 
2007 to create a “dataset”. Based on the values at all WRF grid-points, regional averages 
for various quantities are calculated for 2.8° x 2.8° areas as the “reference”. Regional 
averages determined based on 40 artificial networks with ten set o f 500, 400, 200, or 100 
different randomly chosen WRF-grid-points as “sites” as well as 411 “sites” that 
correspond to the locations of a real or historic network, are compared with the reference 
regional averages.
Chapter 2 primarily discusses the physical packages o f CCSM3 relevant for 
evaluation of soil-temperature by gridded soil-temperature and assessing the impact of 
simulated atmospheric forcing to determine overall error, the focal aspect o f this 
dissertation. In chapter 3, the methodology of this research, including descriptions o f the 
various CCSM3 simulations, is described in detail. In chapter 4, results o f the 
performance o f CCSM3 in simulating soil-temperature and the contribution o f inaccurate 
simulation o f various quantities to the discrepancies between CCSM3-simulated and 
observed soil-temperature are presented to address questions a and b concerning 
CCSM3’s performance. In chapter 5, the assessment of the uncertainty in regional
6averages o f various quantities is discussed in detail. Chapter 6  serves to answer question 
c, where accuracy o f gridded soil-temperature data based on available station data and 
development o f the recommendation for network design to optimize their use for model 
validation are explained. The overall conclusions are presented in chapter 7.
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Chapter 2 Model description 
2.1 Description of Community Climate System Model version 3 (CCSM3)
2.1.1 Introduction
The third version of the coupled global climate system model, Community Climate 
System Model (CCSM3; Collins et al. 2006a) is used in this study. The CCSM3 consists 
of the Community Atmosphere Model version 3 (CAM3; Collins et al. 2006b), the 
Common Land Model version 3 (CLM3; Dai et al. 2003, Oleson et al. 2004, Dickinson et 
al. 2006), the Community Sea Ice Model version 5 (CSIM5; Briegleb et al. 2004) and the 
Parallel Ocean Program version 1.4.3 (POP 1.4.3; Smith et al. 1992). In the CCSM3 
simulations, these four components exchange information through a coupler (cpl) without 
flux correction. The CCSM3 better simulates the surface temperature in winter, 
tropopause temperature and different atmospheric forcing in tropics in comparison to 
previous versions of the model (Collins et al. 2006a).
The following sections primarily discuss those physical packages o f CCSM3 that are 
relevant for the assessment of the performance of a permafrost model fully coupled with 
a climate model including those parameterizations relevant for the atmospheric forcing, 
focal aspect o f this dissertation. For further details on CCSM3 see Smith et al. (1992), 
Oleson et al. 2004, Dai et al. (2003), Collins et al. (2004) and Briegleb et al. (2004).
2.1.2 Community Atmospheric Model version 3
CAM3 (Collins et al. 2004) is the latest version of NCAR atmospheric general 
circulation models (AGCMs). CAM3 can be run in standalone mode and as a component 
o f CCSM3 (Collins et al. 2004). CAM3 is designed to support T85, T42, and T31 
configurations. The configuration used here employs a T42 configuration (2.8°- 
resolution) with 64x128 grid cells in the zonal and meridional directions, respectively, 
and 26 layers in the vertical direction is employed in the present study. It employs a 
hybrid terrain-following sigma-coordinate system.
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2.1.2.1 Dynamics
CAM3 consists o f two parts: the dynamic core and parameterization suite. Both parts 
are coupled to each other using time and operator splitting (Collins et al. 2004). The 
dynamical core can be determined by Eulerian, semi-Lagrangian, or finite-volume 
methods. In this study, the Eulerian method is applied.
CAM3 uses the prognostic equations for the momentum, temperature and moisture 
and the continuity equation. The momentum equation is represented in terms of 
divergence, vorticity and the horizontal diffusion. The temperature equation is expressed 
by divergence, vertical advection, sources and sinks and the horizontal diffusion of 
temperature. The moisture equation includes divergence, vertical advection and sources 
and sinks o f moisture (Collins et al. 2004). The source and sink terms in the prognostic 
equations are estimated from diagnostic equations. All the prognostic equations with their 
boundary conditions are solved in time using a semi-implicit leapfrog scheme. In this 
scheme, the linear, nonlinear and vertical terms of the prognostic equations can be 
approximated by the averaging between two consecutive time steps, central difference 
and finite difference methods, respectively. The horizontal diffusion terms are excluded 
in this solution method o f solving the equations. CAM3 includes the linear horizontal 
diffusion terms for prognostic variables to produce the kinetic energy spectra. The 
horizontal diffusion operator in CAM3 is applied to ensure that the Courant-Friedrichs- 
Levy (CFL) criterion is fulfilled in the upper layer o f the model (Collins et al. 2004). The 
horizontal diffusion terms are calculated implicitly in the spectral space.
2.1.2.2 Physics
CAM3 considers cloud and precipitation processes, long-wave and shortwave 
radiation processes, turbulence and exchange of heat and moisture at the atmosphere- 
vegetation interface. All o f the aforementioned processes are parameterized. The 
following sections discuss those parameterization schemes of CAM3 that are important 
for this study.
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2.1.2.2.1 Precipitation processes
The various aspects o f cloud and precipitation formation processes are considered by 
the deep convection scheme (Zhang and McFarlane 1995), shallow convection scheme 
(Hack 1994), evaporation of convective precipitation (Sundqvist 1988), bulk- 
microphysics parameterization (Rasch and Kristjansson 1998, Zhang et al. 2003) and 
cloud-fraction parameterization (Slingo 1987, Hack et al. 1993).
2.1.2.2.1.1 Deep convection
In the deep convection scheme, an air parcel moves vertically from the lower 
troposphere to about 500hPa. In CAM3, the deep convective scheme is based on the 
plume ensemble approach (Zhang and McFarlane 1995, Collins et al. 2004). The time 
rate of change in temperature and moisture o f the cloud layer are represented by vertical 
cloud-mass flux including updraft and downdraft, the dry static energy and specific 
humidity.
The updraft is expressed as a collection of entraining plumes, each with a 
characteristic entrainment rate. At the top of the plume, the updrafts detrain the mass into 
the environment in a thin layer. The entrainment rate for the plume is estimated by 
solving the moist static energy equation iteratively at each level with known lower 
boundary condition. The cloud-updraft mass flux and the updraft-budget equation for 
water-vapor mixing ratio, moist and dry static energy and cloud liquid water can be 
expressed by the cloud-base mass flux, entrainment rate, detrainment rate and cloud-base 
height by assuming the same cloud-base mass flux for all plumes in the vertical direction.
Downdrafts are initiated at or below the bottom of the updraft detrainment layer due 
to the production o f precipitation. Downdraft mass flux can be expressed similarly to that 
o f the updraft, but it contains a proportionality factor (function of total precipitation in the 
convective layer and rainwater evaporation needed to retain the downdraft) to ensure the 
physical consistency between the downdraft strength and precipitation availability.
The deep convective scheme considers updrafts and downdrafts and relates cloud- 
base mass flux to the Convective Available Potential Energy (CAPE) (Collins et al.
S2004). The change in CAPE can be expressed as a function of CAPE consumption rate 
per unit cloud-base mass flux due to the linear relationship between cloud-base mass flux 
and large-scale temperature and moisture changes in cloud layer. In CAM3, cloud water 
and hydrometeors are transported by deep convection (Zhang and McFarlane 1995, 
Collins et al. 2004).
2.1.2.2.1.2 Shallow convection
In the shallow convection scheme, it is assumed that vertical lifting is limited to 
below 500hPa; convection is described by a vertically discrete non-entraining cloud 
model with three levels. The non-entraining convective element enters in the lower level 
and due to unstable conditions it rises to the mid-troposphere where condensation and 
rainwater formation occur. Detrainment occurs in the top level (Collins et al. 2004). The 
large-scale budget equations for dry static energy and the specific humidity for these 
three layers can be represented as a function of convective mass flux at cloud base, the 
convective scale of the liquid water sink and detrainment parameter at the center o f the 
top and mid-troposheric levels (Yanai et al. 1973, Collins et al. 2004). The detrainment 
parameter varies from 0 to 1. It is obtained from a buoyancy argument that estimates the 
actual auto-conversion from cloud-water to rainwater. The detrainment parameter reaches 
its maximum value for minimum auto-conversion requirement. The convective mass flux 
is determined by detrainment parameter for each level. Consequently, a vertical profile of 
the total cloud-mass flux associated with the shallow convection can be constructed.
The moist and dry static energy and specific humidity of the updraft region are equal 
to the sum of their large-scale values in the sub-cloud layer within the diagnosed 
atmospheric boundary layer (ABL) and arbitrary thermodynamic perturbations. The 
perturbation quantities for specific humidity and static energy are equal to temperature 
excess (strength of convective thermals in the lower part o f the ABL) and zero, 
respectively (Collins et al. 2004).
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2.1.2.2.1.3 Evaporation of convective precipitation
The evaporation rate o f convective precipitation is a function of local large-scale sub­
saturation and the rate o f convective rainwater flux (Sundqvist 1988). It is used to 
evaluate the local change in specific humidity and temperature at each layer.
2.1.2.2.1.4 Cloud microphysical parameterization
The parameterization o f resolvable scale cloud microphysical processes follows 
Rasch and Kristjansson (1998) and Zhang et al. (2003). It estimates the condensation 
with the change in cloud fraction and in-cloud condensate (Collins et al. 2004). The 
parameterization consists o f two main components:
• The macro-scale component for exchanging water substance between the 
condensate and vapor phase (Zhang et al. 2003), and
• the bulk-microphysical component for considering conversion from condensate to 
precipitating particles (Rasch and Kristjansson 1998)
In the macro-scale component, convection influences cloud-cover through convective 
tendencies that include evaporation of the convective cloud and convective precipitation. 
Water vapor, temperature and cloud water tendencies are estimated from the detrainment 
o f evaporating cloud-water in accordance with Zhang and McFarlane (1995).
In the bulk-microphysical component, precipitation formation occurs due to (1) 
conversion o f cloud-water to rainwater (Chen and Cotton 1987), (2) collection o f cloud- 
water by rainwater from above (Tripoli and Cotton 1980), (3) auto-conversion of ice to 
snow (Kessler 1969, Lin et al. 1983, Sundqvist 1988), (4) collection of ice by snow (Lin 
et al. 1983) and (5) collection of liquid particles by snow (Lin et al. 1983).
2.1.2.2.1.5 Cloud-fraction parameterization
Cloud fraction and cloud optical properties of low level marine stratus, convective 
cloud and layered cloud are diagnosed in accord with Slingo (1987), Hack et al. (1993),
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Kiehl et al. (1998) and Rasch and Kristjansson (1998). Total cloud cover is represented 
by a maximum overlap assumption o f cloud types within each grid-cell.
2.1.2.2.2 Radiation parameterization
The long-wave and shortwave heating rates are calculated hourly with constant long­
wave and shortwave flux and flux divergence between hours. The insolation at the top of 
the atmosphere is defined as a function o f the solar constant, solar zenith angle and the 
distance between the earth and the sun (Berger 1978, Collins et al. 2004).
The shortwave radiative parameterization includes cloud vertical overlap (Collins 
2 0 0 1 ), near-infrared absorption by water vapor, and prescribed aerosol datasets for 
consideration of shortwave aerosol radiative forcing. The atmosphere is comprised o f a 
vertical set of horizontal homogeneous layers with a specified heating rate (Collins et al. 
2004). Surface albedo distinguishes albedo for direct and diffuse incident radiation and 
albedo differs depending on the surface (Collins et al. 2004). Clear-sky and overcast sky 
flux and heating are also determined (Kiehl and Ramanathan 1990, Collins et al. 2004).
CAM3 considers two types o f aerosols: soil dust and carbonaceous. CAM3 considers 
direct and semi-direct effect o f aerosols on shortwave fluxes and heating rates, but it 
neglects the indirect effect discussed by Twomey et al. (1984). The aerosol climatological 
dataset stems from the Model for Atmospheric Chemistry and Transport (MATCH; 
Rasch et al. 1997) and satellite-estimated aerosol optical depth from NOAA Pathfinder II 
dataset (Stowe et al. 1997).
Cloud drop effective radius is assumed to be 14pm over ocean and sea-ice. Over land, 
cloud drop radius varies from 8 pm to 14pm and also depends on temperature (Collins et 
al. 2004).
The broad band model approach introduced by Ramanathan (1976) and modified by 
Kiehl and Briegleb (1991) and Kiehl and Ramanathan (1983) is employed in the long­
wave parameterization scheme of CAM3. In this approach, an exponential transmission 
approximation according to Ramanathan et al. (1985) is applied for CO2 , O3 , CH4  and 
N 2 O to estimate their absorptivity and emissivity. For water vapor, a General Line-by-
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line Atmospheric Transmittance and Radiance Model (GLATRM; Collins et al. 2004) is 
used to calculate the absorptivity and emissivity of water. Clouds are assumed as gray 
bodies with emissivity defined by cloud phase, condensed water path and effective radius 
o f ice particles.
2.1.2.2.3 Turbulence parameterization
The turbulence parameterization is represented by the estimation o f diffusivity for the 
free atmosphere and by a non-local ABL parameterization that calculates the boundary 
layer depth. First, the free atmospheric turbulence diffusivity is calculated at all levels. 
The free atmospheric turbulence diffusivity is represented by the mixing length (~ 30m), 
vertical shear and stability function by the gradient Richardson number (R j)  (Collins et al. 
2004). The Richardson number is a dimensionless number that relates vertical stability to 
vertical shear and introduces the condition for stable (R j > 0), neutral (R j = 0), and 
unstable (R j < 0) stratifications. The stability function is defined by different expressions 
according to the sign of the Richardson number. In the next step, ABL height is 
determined from the horizontal wind, virtual potential temperature above the surface 
layer, a disposable parameter (~ 1 0 0 ) that determines the turbulence due to surface 
friction and the critical Richardson number (~ 0.3) (Vogelzang and Holtslag 1996). Then 
the free atmosphere values are replaced by the new calculated values for all levels within 
the ABL.
2.1.3 Common Land Model version 3
CLM3 (Dai et al. 2003, Oleson et al. 2004) is a single column snow-soil-vegetation 
model that can be run in offline mode or coupled with the atmospheric model (CAM) and 
CCSM3 through a coupler (cpl). CLM3 is also integrated at the same zonal resolution as 
CAM3, but CLM3 is designed to use nested sub-grid scale horizontal landscape 
heterogeneity considered by a mosaic-type approach (e.g. Avissar and Pielke 1989), in 
which grid-cells are composed of various land units (e.g., glacier, lake, wet land and up to 
16 standard Plant Functional Types (PFTs) including “bare” soil), where each grid-cell
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can have a different number of land units, each land unit can have snow/soil columns and 
each column can have multiple PFTs. Biological processes are simulated for each sub­
grid land unit, column, and PFT independently and each sub-grid unit maintains its own 
prognostic variables. CLM3 assumes a single vegetation layer, ten soil layers with 0.007,
0.014, 0.027, 0.052, 0.102, 0.199, 0.388, 0.755, 1.47, and 2.86m depth (with a total 
thickness 3.43m) and up to five snow layers (depending on snow depth) which represent 
vertical heterogeneity within the snow-pack.
Vegetation and vegetation-fraction data are obtained from the global lkrnxlkm  
International Geosphere-Biosphere Program (IGBP) land cover and 8 km x 8 km green leaf 
area index data. Soil physical data are from Bonan (1996).
2.1.3.1 Water balance
In the mass conservation equation for water, the water flux is equal to the net flow 
across the boundary, phase changes, and sources or sinks o f water mass. Integration of 
the mass conservation equation over a control volume o f canopy, soil and snow layer 
under the assumptions o f horizontal homogeneity and negligible water vapor results in 
the water-balance equations for the canopy and soil and snow water, respectively. The 
time rate o f change in actual canopy storage is defined by the sum of precipitation 
intercepted by canopy, drainage and evaporation at the surface o f wet foliage (e.g. Jetten 
1996, Dai et al. 2001). The soil-water balance equation considers the difference in water 
flux through the interface, transpiration and rate o f phase change from ice to liquid for 
liquid water. The soil-ice balance equation considers the difference in ice mass through 
the interface o f two consecutive layers including phase transition changes. The snow­
water balance considers the difference in flux and phase transition changes in each snow- 
model layer. The classical bulk-aerodynamic formulation of water evaporation from the 
bare soil and snow at reference level, considers air density, aerodynamic resistance and 
the difference o f specific humidity between atmospheric reference level and the surface 
(Mahfouf and Noilhan 1991, Dai et al. 2001) is used here.
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A TOPMODEL-approach (Beven and Kirkby 1979, Campling et al. 2002) in CLM3 
(Oleson et al. 2004) considers the topographic control on soil moisture and runoff (Niu et 
al. 2005). It provides the basis for partitioning a grid-cell into saturated and unsaturated 
areas to estimate of surface runoff (Wang et al. 2008). Saturated hydraulic conductivity 
decreases exponentially with height according to the TOPMODEL-approach. The 
fraction o f saturated area is determined from water table depth, and the maximum 
saturated fraction is estimated by the topographic index distribution, while the 
unsaturated area is characterized by soil moisture. The total water amount reaching the 
soil surface is assumed as runoff for an impermeable and permeable topsoil layer; surface 
runoff is equal to the sum of runoff from saturated and unsaturated areas (Oleson et al. 
2004).
The local rate of change of soil water is represented by the soil water flux in the 
vertical direction according to Darcy’s law, phase change from ice to liquid and 
transpiration (Dai et al. 2001, 2003). The hydraulic conductivity and soil matric potential 
o f soil layers differ with the variation o f volumetric soil water and soil texture (Clapp and 
Homberger 1978, Cosby et al. 1984). Hydraulic conductivity depends on the water 
content o f two layers and follows the TOPMODEL-approach (Oleson et al. 2004). The 
soil matric potential depends only on temperature for frozen soils (Fuchs et al. 1978, 
Oleson et al. 2004). Inclusion of soil water in the model considers the changes in soil- 
temperature associated with freezing and thawing (Viterbo et al. 1999, Warrach et al. 
2001, Molders and Walsh 2004). However, the interaction between soil-temperature and 
moisture cross effects like Ludwig-Soret effect and Dufour effect that are important 
especially in permafrost region (Molders et al. 2003, Molders and Walsh 2004), are not 
considered in this climate model. The uncertainty due to neglecting these cross effects is 
negligible under most circumstances (Molders and Walsh 2004).
The local rate o f change of snow ice and water at the surface snow layer are 
represented by solid and liquid forms of precipitation and sublimation and evaporation, 
respectively (Dai et al. 2001). The water flow in snow layer is a function o f porosity and
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irreducible water in snow. If the porosity of the snow layer is less than 0.05, water flow 
within that layer will be assumed to zero (Dai et al. 2001).
The effective root fraction depends on the root fraction within the soil layer and soil 
matrix potential. The maximum transpiration rate, which is taken from BATS (Dickinson 
et al. 1993), is a function o f fraction o f vegetation excluding snow, leaf-area index, root 
fraction within the soil layer and soil matrix potential (Dai et al. 2001).
2.1.3.2 Energy balance
In the energy balance equation, the rate o f change of stored heat depends on 
convection, conduction and radiation. Generally, three assumptions are considered (Dai 
e tal. 2 0 0 1 ):
1. Heat transfer by convection within the canopy, soil and snow is assumed to be 
zero
2. Conductance o f heat within the canopy is zero
3. Vaporization and sensible heat transfer within the snow and soil layer are zero
With these assumptions, the net radiation at canopy can be expressed by the latent 
heat flux and sensible heat flux, which depend on the canopy temperature (Oleson et al.
2004). Soil- and snow-temperature for ten soil layers with up to five overlaying snow 
layers are estimated by solving the second law o f heat conduction (Oleson et al. 2004). 
Soil- and snow-temperature are defined by the heat flux, volumetric heat capacity, and 
latent heat of phase transition. The Crank-Nicholson method serves to solve the heat 
equation for both snow and soil layers (Dai et al. 2003, Oleson et al. 2004).
2.1.3.3 Surface albedo
CLM3 considers three types o f ground albedo: snow, soil and vegetation albedo for 
visible (<0.7pm) and near-infrared (>0.7pm) solar radiation. Soil and snow albedo stem 
from the Biosphere-Atmosphere Transfer Scheme (BATS, Dickinson et al. 1993). Visible 
and near-infrared snow albedo for diffuse incident radiation is a function of snow age
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(fractional decrease of albedo due to snow aging, i.e., increasing grain size, dirt and soot 
content); albedo for visible and near-infrared solar radiation incident on fresh snow with 
a solar zenith angle less the 60° and snow albedo for direct beam depend on albedo for 
diffuse beam and the cosine of the solar zenith angle. Surface albedo differs for glaciers, 
lakes and wetland and soil surfaces. Glacier, frozen lake and wet land albedo are adopted 
from the NCAR Land Surface Model (LSM, Bonan 1998). Albedo of unfrozen lake and 
wet land are functions o f the cosine o f the solar zenith angle (Oleson et al. 2004). Bare 
soil albedo for visible radiation is represented by saturated soil albedo and the change in 
albedo due to dryness and soil surface color. Snow and soil albedo for direct incident 
radiation are assumed to be nearly equal to the snow albedo for diffuse incident radiation 
(Dai et al. 2001).
Vegetation albedo is adopted from the LSM to capture the essential features o f the 
two-stream approximation model. Vegetation albedo for the direct beam is represented by 
summing up the albedo of the underlying surface and ground reflection. The 
parameterization of vegetation albedo for the direct beam neglects multiple reflections 
between canopy and underlying ground surface (Dai et al. 2001). If the cosine of the solar 
zenith angle equals 0.5, vegetation albedo for the direct beam will equal the vegetation 
albedo for the diffuse incident radiation beam.
2.1.3.4 Radiative flux
The net solar flux absorbed by the ground is the difference between the total solar 
flux absorbed by the surface and vegetation. The net solar flux absorbed by the surface is 
a function o f incident visible and near-infrared solar radiation and surface albedo. The net 
solar flux absorbed by vegetation is represented by incident visible and near-infrared 
solar radiation, the fraction of solar radiation absorbed by vegetation and the snow-free 
vegetation fraction (Dai et al. 2001). The net long-wave radiation absorbed at the ground 
and vegetation are functions o f the snow-free vegetation fraction, emissivity o f the 
vegetation and ground, and downward long-wave radiation (Dai et al. 2001).
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2.1.3.5 Turbulent flux
Aerodynamic roughness and zero-plane displacement height are defined as a function 
o f canopy height, vegetation density, leaf-area index and leaf shape. The zonal and 
meridional momentum flux, the sensible heat flux and water vapor flux between the 
atmosphere at reference height and canopy top or bare ground are calculated based on the 
Monin-Obukhov similarity hypothesis (Dai et al. 2003). According to this hypothesis, 
dimensionless mean horizontal wind speed, mean potential temperature, and mean 
specific humidity logarithmic profiles depend on unique stability functions (Zeng et al. 
1998, Oleson et al. 2004). This stability parameter is represented by the ratio o f the 
difference between surface layer height and the displacement height, to the Monin- 
Obukhov length. The Monin-Obukhov length is a function of acceleration due to gravity, 
the von Karman constant, virtual potential temperature, turbulent scale-temperature and 
friction velocity at the surface. Positive and negative Monin-Obukhov lengths describe 
stable and unstable conditions, respectively. For neutral conditions, the Monin-Obukhov 
length tends to infinity and hence the stability function becomes zero.
The momentum flux, sensible heat flux and water vapor fluxes between surface and 
reference height are represented by air density, aerodynamic resistance for momentum, 
sensible heat and water vapor, wind speed at the reference height, the difference between 
the lowest level and surface specific humidity, and the difference between reference 
height and surface potential temperatures.
2.1.4 Community Sea Ice Model version 5
Community Sea Ice Model version 5 (CSIM5; Briegleb et al. 2004) is designed to run 
with approximately 1° horizontal resolution with 320 zonal points, 384 meridional points 
and 40 layers in vertical direction. CSIM5 considers the elastic-viscous-plastic dynamics 
scheme (Hunke and Dukowicz 1997), energy conserving thermodynamics (Bitz and 
Lipscomb 1999), Lagrangian distribution o f ice thickness (Thorndike et al. 1975, Bitz et 
al. 2001), a remapping scheme (Lipscomb and Hunke, 2004) for estimating horizontal 
advection, and lateral and bottom melt processes (McPhee 1992).
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2.1.5 Parallel Ocean Program version 1.4.3
Parallel Ocean Program (POP) version 1.4.3 (Smith and Gent 2004) has the same 
resolution as the sea ice component of CCSM3. In POP, ocean dynamics are treated by 
the 3D primitive equations for a stratified fluid in the general orthogonal coordinate with 
hydrostatic and Boussinesq approximation, and by the barotropic equation with a 
linearized implicit free-surface scheme. POP uses the transport parameterization on 
constant potential density surfaces with a mixing coefficient o f 600m2/s (Large et al. 
2001), a K-profile parameterization for vertical mixing (Large et al. 1994), anisotropic 
horizontal viscosity (Smith and McWilliams 2003) and has a diurnal cycle o f solar 
forcing. In this component, the North Pole is displaced to Greenland (Holland 2003).
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Chapter 3 Methodology 
3.1 CCSM3 simulations
The fully-coupled CCSM3 is run with 26 vertical layers at a spatial resolution of 
~2.8°x2.8° (T42). As pointed out above, the reference simulation is performed for 50 
years and started with the ecliptic conditions o f 1-1-1950. It assumes a constant CO2  
concentration o f 335 ppmv for the 50 years reference run. Each model component of 
CCSM3 is spun up separately.
The CCSM3 simulation for 1950-2000 is considered as the reference simulation for 
this study. Based on these 50 years o f simulations, three climatologies 1951-1980, 1961­
1990, and 1971-2000 are determined. Soil-temperature climatologies obtained from the 
reference CCSM3 simulation are compared with observed climatologies over Russia to 
evaluate CCSM3’s performance and determine the sources o f the errors. Uncertainties in 
soil parameters may introduce some errors in simulated soil-temperatures especially 
during the freezing o f soil water and thawing o f frozen ground (Molders et al. 2003,
2005). To investigate the influence of soil-parameter inaccuracy on simulated soil- 
temperatures, two CCSM3 simulations wherein the sand fraction is reduced (enhanced) 
by 10 % and the clay fraction is increased (decreased) by 10 % in Russia are performed 
for 1950-2000. These simulations are denoted S10D and S I01, respectively. The 
descriptions of different simulations are discussed in detail in Chapter 4
3.2 Observational data
CCSM3 soil climatologic performance is evaluated using observed soil-temperature 
data from National Snow Ice Data Centre (NSIDC; Zhang et al. 2001) at 0.2, 0.4, 0.8, 
1.6, and 3.2 m depth. Observations at 0.8 m and deeper were made daily near midday, 
while those at shallower depths were made at 0100, 0700, 1300, and 1900 UT until 1965, 
and every 3 hours starting at 0000 UT later on.
European Centre for Medium-Range Weather Forecasts (ECMWF) 40 years 
reanalysis (ERA40) near-surface air temperatures data (Uppala et al. 2005) with 2.5°x2.5°
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resolution are used to evaluate the influence o f near-surface air temperatures biases on 
soil-temperature simulations. The monthly precipitation data is obtained from the Global 
Precipitation Climatology Centre (GPCC) at 2.5°x2.5° resolution for 1951-2000. The 
observed cloud-cover-fraction data is available for 1984-2004 on a 2.5°x2.5° grid from 
the International Satellite Cloud Climatology project (ISCCP; Rossow and Schiffer 
1999). ISCCP total cloud-cover fraction is represented by the percentage of pixels 
identified as cloudy within a grid-cell. After interpolating these observed data to the 
2.8°x2.8° CCSM3 grid, climatologies for near-surface air temperature, precipitation and 
cloud-cover fraction are calculated and compared with their simulated values over Russia 
to assess the impact of model biases on soil-temperature simulations. Snow-depth data is 
available for 1978-2003 from in-situ measurements at over 3000 stations and provided by 
Zhang (2006 pers. Communication). The descriptions of observational data are discussed 
in detail in Chapter 4.
3.3 WRF simulations
To assess the impact o f network density and design on regional averages (see the 
question c in the introduction), Weather Research and Forecasting (WRF; Skamarock et 
al. 2005) model simulations are performed over Russia for July and December 2005, 
2006, 2007 with 70 x 150 grid points, a 50 km grid-increment, 30 vertical layers from the 
surface to 50 hPa and six layers within the soil. More details on the model set up are 
given in chapter 5. The WRF model is run for July and December 2005, 2006 and 2007. 
These months are chosen as CCSM3-simulated and gridded soil-temperature data 
differed the most in these months. Years outside the 50 years, for which the CCSM3 is 
run, are chosen to have an independent dataset.
The WRF simulations are performed for three July and December months to enhance 
the number o f possible weather situations. The WRF simulations serve to create a dataset 
o f soil-temperature and atmospheric conditions with a high resolution. The advantage of 
using WRF simulations results over artificial data is that it permits also to consider the 
aspects related to landscape and latitude.
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Regional averages for various quantities for area 2.8° x 2.8° determined from all 
WRF-output are considered as “reference”. Regional averages for 2.8° x 2.8° calculated 
based on forty artificial networks consisting o f ten sets of 500, 400, 200, and 100 
randomly chosen WRF-grid-points as “sites” and 411 “sites” that correspond to the 
locations o f a real or historic network, are compared with the reference regional averages. 
The comparison o f regional averages derived from various networks and the reference 
network reveals that networks with 2 0 0  or more randomly distributed sites reliably 
reproduce the reference regional averages while the real network has difficulties in 
capturing the reference regional averages due to its non-random distribution of sites. The 
results o f WRF investigations are described in detail in Chapter 5 and 6 .
3.4 Analysis
CCSM3’s LSM reasonably well simulates land-surface processes, snow accumulation 
and snow-melt, state variables, and fluxes in offline mode (Bonan et al. 2002, Dai et al. 
2003, Bonan and Levis 2006, Lannoy et al. 2006). Nicolsky et al. (2007) evaluated the 
soil-temperature simulated by CLM3 in its offline mode by means o f in-situ data over 
Alaska.
To evaluate the fully-coupled soil-temperature simulations and determine sources of 
error, soil-temperature climatologies simulated by CCSM3 are compared with 
climatologies derived from observations in Russia provided by NSIDC (Zhang 2006 pers. 
Communications) in this dissertation. To test the research hypothesis and answer the 
questions brought up in the introduction the following steps are taken.
CCSM3-simulated soil-temperatures are compared with gridded soil-temperatures 
derived from observation. Systematic and random errors can contribute to any simulation 
error. To evaluate performance and attribute error sources at different spatial and 
temporal scales, performance measures (Anthes 1983, Anthes et al. 1989) for the annual 
course and mean for all climatologies for both domain-averages and each grid-cell are 
calculated. This analysis answers the question how well CCSM3 perform in a fully 
coupled mode.
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Since near-surface air temperature, cloud fraction, precipitation and snow depth can 
drive soil-temperature, these quantities simulated by CCSM3 are also evaluated with 
respect to ERA40 reanalysis, ISCCP, GPCC and NSIDC snow depth data, respectively. 
The performance measures are also determined between CCSM3-simulated quantities 
and their observations.
To test the hypothesis that incorrectly-simulated precipitation, snow depth, and/or 
cloud fraction cause errors in simulated soil-temperatures we apply a Student’s t-test to 
the differences between CCSM3-simulated and observed forcing quantities and the 
differences between CCSM3-simulated and observed soil-temperatures. Note that in the 
following the word significant will only be used if differences or correlation pass a t-test 
or R-test at the 95% or higher confidence level. This analysis provides the first answer to 
the question on the reasons for the discrepancies between CCSM3-simulated and gridded 
soil-temperatures.
To assess the impact o f network density and design on regional averages, 
performance measures are also determined between the reference regional averages and 
regional averages determined from the various artificial networks and the real network to 
investigate the performance of a network in reproducing the reference regional average. 
To measure the strength o f the various networks in capturing trends and/or phases o f 
regional averages and determine the overall relative degree to which the regional 
averages derived from various networks approach the reference regional averages, 
correlation-skill scores and W illmotf s index of agreement (Willmott 1984) between the 
regional averages derived for the various networks and the reference regional averages 
are determined, respectively. Willmott’s index of agreement (WIA) ranges from 0 
(complete disagreement) to 1 (perfect agreement). This analysis provides the answers to 
the question how the network density and/or design affects gridded data and hence affects 
the discrepancies between CCSM3-simulated and gridded soil-temperatures. The detail 
descriptions of analysis methods are discussed in Chapter 4, 5 and 6 .
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Chapter 4 Evaluation of Community Climate System Model soil temperatures using 
observations from Russia* 
Abstract
Soil temperatures simulated by the fully coupled Community Climate System Model 
(CCSM) version 3.0 are evaluated using three gridded climatologies (1951-1980, 1961­
1990, 1971-2000) based on data from more than 400 Russian sites. CCSM captures the 
annual phase o f the soil temperature cycle well, but not the amplitude. It provides slightly 
too high (low) soil temperatures in winter (summer). Root mean square errors, on 
average, are less than 5K.
Simulated near-surface air temperatures agree well, on average, with near-surface air 
temperatures from reanalysis data. Errors in simulated atmospheric-temperature forcing 
correlate statistically significantly (95% or higher confidence level) with soil temperature 
errors, i.e. contribute to discrepancy in soil temperature simulation. Comparison to 
International Satellite Cloud Climatology project data shows that errors in simulated 
cloud fraction explain some soil and near-surface air temperature and precipitation 
discrepancies. Evaluation by means of Global Precipitation Climatology Centre data 
identifies inaccurately-simulated precipitation as a contributor to underestimating 
summer soil temperatures. Comparison to snow-depth observations shows that 
overestimating snow depth yields winter soil-temperature overestimation.
Sensitivity studies show that uncertainty in mineral-soil composition notably, and 
differences between the vegetation in CCSM and nature marginally contribute to 
discrepancies between simulated and observed soil-temperature climatology.
‘ PaiMazumder D, Miller J, Li Z, Walsh JE, Etringer A, McCreight J, Zhang T, Molders 
N (2008) Evaluation of Community Climate System Model soil temperatures using 
observations from Russia. Theor Appl Climatol 94: 187-213
40
4.1 Introduction
Permafrost (soil or rock that remains at or below 0°C for at least two consecutive 
years) occupies about 22.79-106 km2 (23.9 %) of Northern Hemispheric land with 
approximately 70 % occurring between 45°N and 67°N (Zhang et al. 1999). Soil above 
the permafrost that annually freezes and thaws is called the active layer. Soil temperature 
is primarily controlled by the surface water and energy balance, which explains the strong 
linkage and feedback between soil and near-surface atmospheric conditions. Among 
other things, Arctic and Subarctic soil temperatures strongly depend on conditions of 
seasonal snow-cover, such as onset, duration, thickness, density and structure (e.g. Zhang 
et al. 1996, Molders and Romanovsky 2006).
Permafrost temperature and active layer depth are sensitive to climatic variability 
(e.g. Kane et al. 1991, Osterkamp 2003); concurrently, thermal and hydrological 
conditions associated with permafrost and the active layer affect climate by heat, 
moisture, and trace gas exchange (e.g. Stendel and Christensen 2002, Molders and Walsh
2004). Understanding feedbacks between permafrost, weather and climate, and other 
potential impacts like economic and infrastructure damages, ecosystem changes, and 
freshwater availability (Esch and Osterkamp 1990, Cherkauer and Lettenmaier 1999, 
Oechel et al. 2000, Serreze et al. 2000, Zhuang et al. 2001) requires adequate soil- 
temperature simulations in numerical weather prediction models (NWPMs), General 
Circulation Models (GCMs), and Earth System Models (ESMs). Therefore, great efforts 
have been made to implement frozen-soil physics into the land surface models (LSMs) of 
NWPMs, GCMs and ESMs (e.g. Koren et al. 1999, Viterbo et al. 1999, Boone et al. 
2000, Warrach et al. 2001, Bonan et al. 2002, Dai et al. 2003, Molders et al. 2003, Bonan 
and Lewis 2006).
To better understand land-surface processes and differences in LSM performance the 
Project for Intercomparison o f Land Surface Parameterization Schemes (PILPS) 
compared off-line simulations o f various LSMs; the main differences found were spin-up 
time and flux partitioning (e.g. Henderson-Sellers et al. 1993, 1995). PILPS’ second 
phase evaluated LSM offline performance using observations (e.g. Schlosser et al. 2000,
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Slater et al. 2001, Luo et al. 2003). A main finding was that average annual water and 
energy partitioning appreciably differed among schemes. PILPS studies focusing on LSM 
performance at high latitudes showed that peat-lands and bogs introduce errors (Bowling 
et al. 2003). Due to LSM complexities, it is difficult to generalize causes for differences 
(Nijssen et al. 2001). However, inclusion o f frozen-ground physics was identified as 
important for simulating energy and water fluxes at the earth’s surface (e.g. Cherkauer 
and Lettenmaier 1999) and soil temperature and soil moisture states (e.g. Montaldo and 
Albertson 2001). Capturing freezing front depth is also important, because temperature 
variations diminish greatly in the deeper soil (e.g. Luo et al. 2003, Molders and 
Romanovsky 2006).
Evaluating simulations o f LSMs run in coupled mode with a NWPM, ESM, or GCM 
is a high priority o f the third PILPS phase (e.g. Henderson-Sellers et al. 1995), because 
errors in simulated atmospheric forcing can affect near-surface conditions with further 
feedback to simulated soil conditions (e.g. Henderson-Sellers et al. 1995, Chen and 
Dudhia 2001, Zeng et al. 2002, Narapusetty and Molders 2005). Choice o f initial 
conditions, discretization, grid resolution, numerical scheme, parameterizations, model 
assumptions, and/or empirical parameters can lead to incorrectly simulated atmospheric 
forcing (e.g. Anthes et al. 1989, Slater et al. 1998, Narapusetty and Molders 2005); soil- 
temperature simulations themselves can be incorrect for the same reasons. Results 
obtained from LSMs coupled to GCMs, for instance, differ on the same order of 
magnitude as off-line PILPS experiments (e.g. Henderson-Sellers et al. 1995); results 
gained from standard bucket-type hydrological and bio-physically based LSMs, each 
coupled with GCMs, manifest that LSM complexity may cause statistically significant 
differences in temperature, pressure, and turbulent fluxes over land (e.g. Sato et al. 1989, 
Thompson and Pollard 1995, Yang et al. 1995, Qu and Henderson-Sellers 1998). 
Therefore, even though a LSM is able to capture soil-temperature conditions well when 
run in offline mode with known site-specific parameters and observed atmospheric 
forcing, it must be re-evaluated when run in fully-coupled mode with a NWPM, GCM or 
ESM (e.g. Henderson-Sellers et al. 1995, Chen and Dudhia 2001). Therefore, evaluation
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of LSMs in offline and coupled modes must be considered as a necessary and sufficient 
condition for evaluation, respectively.
In the present study, we evaluate soil temperatures simulated by the Community 
Climate System Model (CCSM) version 3 (Collins et al. 2006a) using 50 years of 
Russian soil-temperature measurements. We use observed snow-depth, cloud and 
precipitation climatologies, and reanalysis air-temperature data plus CCSM sensitivity 
studies to identify reasons for discrepancies between simulated and observed soil 
temperatures, and to distinguish between errors resulting from the coupling and the soil 
model itself.
4.2 Experimental design
4.2.1 Brief model description
CCSM is a fully-coupled climate-system model consisting of the Climate Atmosphere 
Model (CAM) version 3 (Collins et al. 2006b), the Common Land Model (CLM) version 
3 (Dai et al. 2003, Oleson et al. 2004, Dickinson et al. 2006), the Community Sea Ice 
Model (CSIM) version 5 (Briegleb et al. 2004) and the Parallel Ocean Program (POP) 
version 1.4.3 (Smith et al. 1992). These four components exchange data via coupler, 
without flux correction (e.g. Blackmon et al. 2001, Kiehl et al. 2006).
4.2.1.1 Clouds and precipitation
Moist processes are considered by a deep convection scheme (Zhang and McFarlane 
1995), shallow convection scheme (Hack 1994) and bulk-microphysics parameterization 
(Rasch and Kristjansson 1998, Zhang et al. 2003). The deep convective scheme considers 
updraft and downdraft and relates cloud-base mass flux to the Convective Available 
Potential Energy (Collins et al. 2004). Deep convection interacts with large-scale 
dynamics through pressure-field perturbations caused by cloud-momentum transport 
(Zhang and McFarlane 1995, Collins et al. 2004). The bulk-microphysical 
parameterization considers conversion from condensate to precipitating particles, and 
condensate evaporation, depending on relative humidity (Sundquist 1988, Rasch and
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Kristjansson 1998). At 100 % relative humidity, large-scale stratiform clouds are 
assumed that depend on moisture and heat advection and cloud water tendencies. For 
relative humidity from 75-100 %, sub-grid-scale non-convective clouds are considered 
that depend on moisture and heat advection, cloud water import, and condensation and 
evaporation o f rain or snow (Collins et al. 2004). Clouds in adjacent layers maximally 
overlap; clouds in layers separated by cloud-free layers randomly overlap (Dai et al. 
2003).
4.2.1.2 Land-surface processes
Sub-grid-scale landscape heterogeneity is considered by a mosaic-approach, in which 
up to four land-cover types (glacier, lake, wetland, vegetation) are distinguished; the 
vegetation tile is further divided into dominant and secondary plant function type (PFT). 
Vegetation and vegetation-fraction data stem from the global 1 km x 1 km International 
Geosphere and Biosphere Program (IGBP) land cover and 8 km x 8 km green leaf area 
index data. Soil physical data are from Bonan (1996).
Prognostic variables are canopy temperature, water amount in canopy interception 
storage, snow thickness, and temperature, water, and ice amount within each soil- or 
snow-model layer. Since according to theory soil-temperature simulations are optimal on 
a logarithmic grid (e.g. Pielke 2002), we set the soil levels at which to simulate these 
quantities at 0.007, 0.014, 0.027, 0.052, 0.102, 0.199, 0.388, 0.755, 1.47, and 2.86 m 
depth. This choice places the soil model bottom at 4 m depth.
The soil-water balance equation considers freezing/thawing of soil water in accord 
with Fuchs et al. (1978), soil-water uptake by roots, and Darcy’s law. Snow temperatures 
and snow-water equivalent are simulated in up to five layers depending on snow depth. 
Soil- and snow-temperature calculations consider heat released or consumed by freezing 
or melting. Energy transfer considers conduction and is solved by a Crank-Nicholson 
scheme for both soil and snow layers. Convective heat transfer within the canopy, snow, 
and soil layers, and latent and sensible heat transfer within snow and soil layers are
44
assumed to be negligible. A TOPMODEL approach accounts for topographic control on 
soil water and runoff generation (e.g. Niu et al. 2005).
4.2.2 Observations
Soil-temperature data are available from about 400 Russian stations. Soil temperature 
was measured at 0.2, 0.4, 0.8, 1.6, and 3.2 m depth by extraction thermometers enclosed 
in an ebonite pipe. The accuracy o f these high-inertia mercury thermometers is ±0.1 K 
(Gilichinsky et al. 1998, Zhang et al. 2001, Romanovsky et al. 2007). Observations at 0.8 
m and deeper were made daily near midday, while those at shallower depths were made 
at 0100, 0700, 1300, and 1900 UT until 1965, and every 3 hours starting at 0000 UT later 
on. Measurements were made underneath a grass plot and, when snow was present, with 
natural snow-cover. Due to heat conduction by the pipe soil-temperature measurements 
may be slightly (<0.5 K) biased toward colder (warmer) temperatures in the uppermost 
levels in winter (summer) (Romanovsky 2006; pers. communication).
Comparison between soil temperature simulated for a 2.8°x2.8°-grid-cell and a point 
measurement are difficult from a scale point of view (e.g. Grayson and Western 1998, 
Friedrich and Molders 2000, Gonzalez-Rouco et al. 2003). Simulated soil temperatures 
are volume-averages representing model-layer thickness times grid-cell area. Various 
procedures have been developed to interpolate point observations to a spatial framework 
(e.g. Thiessen 1911, Cressman 1959, Creutin and Obled 1982, Nuss and Titley 1994). 
Thus, comparing a simulated climatology to a climatology o f observations interpolated to 
a grid has become common climate modeling practice (e.g. Labraga and Lopez 1997, 
Bauer et al. 2002, Dickinson et al. 2006).
We use a Cressman (1959) interpolation to project the long-term soil-temperature 
observations onto the CCSM grid between 25°E-160°E and 38°N-72°N and determine 
grid-cell averages. Cressman-interpolation can yield erroneous values in mountainous 
terrain and may introduce redundancy if two sites are close together (e.g. Dingman 
1994); however, in Russia, the number of sites in more complex terrain is low and sites 
are far from each other so redundancy plays no role. Simulated soil temperatures are
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interpolated with a weighted distance to observational levels. Note that errors due to 
vertical interpolations are less than 0.1 K (e.g. Narapusetty and Molders 2006).
Monthly grid-cell averages are calculated. The data permit us to determine three 30- 
year climatologies, 1951-1980, 1961-1990, and 1971-2000 (denoted first, second, and 
third climatology, hereafter) for evaluation o f CCSM soil climatologic performance. Due 
to uncertainty introduced by observational procedure and interpolation, we determine 
good agreement between simulated and observed soil climatology if differences are ±1 K 
or less.
For 1951-2000, monthly precipitation data are available on a 2.5°x2.5° grid from the 
Global Precipitation Climatology Centre (GPCC). These data are based on quality- 
controlled and homogenized time-series from 9343 stations worldwide. After 
interpolating these GPCC data to the 2.8°x2.8° CCSM grid, three climatologies are 
calculated for Russia.
Snow-depth data are available for 1978-2003 from in-situ measurements at over 3000 
stations. We project these data onto the CCSM grid using a Cressman (1959) 
interpolation. In addition to the aforementioned shortcomings o f this interpolation, one 
has to be aware that mountain sites are not very representative for a large area (e.g. Frei 
and Schar 1998, Colie et al. 2000).
Cloud-cover-fraction data are available for 1984-2004 on a 2.5°x2.5° grid from the 
International Satellite Cloud Climatology project (ISCCP; Rossow and Schiffer 1999) 
and interpolated to the 2.8°x2.8° CCSM grid. ISCCP total cloud-cover fraction is the 
percentage of pixels identified as cloudy within a grid-cell.
Recently, various centers have worked on providing reanalysis data (e.g. National 
Centers for Environmental Prediction [NCEP], National Center for Atmospheric 
Research [NCAR], Eupropean Center for Medium Range Weather Forecast [ECMWF]). 
A reanalysis uses observational data from various sources, for instance, synoptic stations, 
ship observations, radiosondes, pibal, aircraft, radiance data from various satellite-borne 
radiometers (e.g. TOVS, TOMS, SSM/I, VTPR, geostationary satellites) and other data. 
All data used are quality assessed/quality controlled. A frozen state-of-the-art global
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NWPM analysis/forecast system and a database as complete as possible are used to 
perform data assimilation to produce a record of global analyses o f atmospheric fields 
(for details on reanalysis see e.g. Kalnay et al. 1996, Mitchell et al. 2004, Uppala et al.
2005). Thus, these reanalysis data can be considered as “observations” that are 
intelligently and physically and thermodynamically consistently “interpolated/balanced” 
to a horizontal and vertical grid by making use o f the physical process relationships 
among the various quantities (e.g. Simmons et al. 2004, Uppala et al. 2005). Evaluating 
simulations using reanalysis data is common practice in modeling (e.g. Anthes 1983, 
Schmidt et al. 2006). We use ERA40-reanalysis 2.5°x2.5° data for evaluating the impact 
o f inaccurately-simulated near-surface air temperatures on soil-temperature simulations 
because they have a higher temporal resolution than Climatic Research Unit (CRU; e.g. 
Mitchell et al. 2004) 0.5° data (Uppala et al. 2005, Drobot et al. 2006). ERA40 data and 
CRU data are highly correlated and do not significantly differ statistically (Drobot et al.
2006). Although ERA40 near-surface temperatures have positive bias in winter over the 
northern hemisphere in comparison with CRU data, the average bias is less than 3 K over 
Russia, and very small in summer (Hagemann et al. 2005). Correlation between ERA40 
and NCEP/NCAR reanalysis is 0.998 globally and 0.996 for Russia; the bias between 
ERA40 and NCEP/NCAR reanalysis is -0.16 K for Russia, i.e. they provide similar 
results. Since the reanalysis data from different sources differ only marginally, we restrict 
our discussion to ERA40 data.
4.2.3 Simulations
CCSM is run in fully-coupled mode with 26 vertical layers at a spectral truncation of 
T42 corresponding to a spatial resolution of ~2.8°x2.8°. CCSM is started with the ecliptic 
conditions of 1-1-1950 and CO2  concentration of 355 ppmv. Each model component is 
spun up separately. Based on these simulations, we determine three climatologies, 1951 - 
1980, 1961-1990, and 1971-2000.
Uncertainties in soil parameters (e.g. porosity, pore-size distribution index, saturated 
hydraulic conductivity) can be as large as the parameters themselves (e.g. Clapp and
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Homberger 1978, Cosby et al. 1984) and can cause statistical errors in simulated soil 
temperatures that can be especially great if soil water freezes or frozen ground thaws 
(Molders et al. 2005). To assess the impact o f soil-parameter inaccuracy on soil 
temperatures simulated by the fully-coupled CCSM, we perform sensitivity studies 
wherein we reduce (enhance) the sand fraction by 10 % and increase (decrease) the clay 
fraction by 10 % in Russia. These simulations are denoted S10D and S I01, respectively.
To investigate uncertainty resulting from differences between the vegetation in 
CCSM and in the grass-plot under which the measurements were made, we perform a 
simulation wherein forest is randomly replaced by grass and/or crops in some Russian 
grid-cells (total area change <1 %).
4.2.4 Analysis
Numerous studies have shown that CCSM’s LSM reasonably well simulates land- 
surface processes, snow accumulation and snow-melt (Bonan et al. 2002), state variables, 
and fluxes in offline mode (Dai et al. 2003, Bonan and Levis 2006, Lannoy et al. 2006). 
To evaluate the coupled soil-temperature simulations we compare simulated and 
observed soil-temperature climatologies and identify reasons for discrepancies.
The main regulators of soil temperature are water-phase transitions, soil physical 
properties (primarily soil composition), rainfall and incoming energy and hence indirectly 
cloudiness, snow-depth, near-surface air temperature, and vegetation. Rainfall introduces 
heat into soil and refreshes total soil-water content. Snow cover insulates; too-thick or - 
thin simulated snow cover may yield an inaccurate upper boundary condition at the soil 
surface. The timing of snow-cover establishment in fall and disappearance in spring can 
similarly impact soil temperatures. Vegetation type and fraction may affect soil 
temperature by shading. Near-surface air temperatures influence soil temperatures via 
energy and water fluxes. Thus, several potential reasons for incorrectly simulated soil 
temperatures exist, namely incorrect atmospheric or soil forcing (near-surface air 
temperature, precipitation, snow depth), and differences between modeled and natural 
soil and/or vegetation type.
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To attribute reasons for differences between simulated and observed soil 
temperatures, we compare near-surface air temperature climatologies calculated from 
CCSM data with those from ERA40 reanalysis data, CCSM-derived precipitation 
climatologies with those gained from GPCC data, CCSM-derived snow-depth 
climatologies with available snow-depth data, and CCSM-simulated cloud fraction 
climatologies with ISCCP data. Since snow-depth and cloud-fraction data are not 
available for a full 30-year period, and ERA40 data are not available for all three 
climatologies, we examine whether simulated data for the shorter period o f data 
availability differ significantly from the three climatologies. The null hypothesis is that 
the “shorter CCSM dataset” and the CCSM climatologies do not differ at the 95 % or 
higher confidence level. This means we can use the available snow-depth data, ERA40 
near-surface air temperature and ISCCP data to assess CCSM’s performance in 
simulating these quantities for all three climatologies. The null hypothesis was confirmed 
in all cases.
Systematic and non-systematic errors can contribute to any simulation error. To 
evaluate performance and attribute error sources at different spatial and temporal scales, 
we calculate performance measures (e.g. Anthes 1983, Anthes et al. 1989) for the annual 
course and mean for all climatologies for both domain-averages and each grid-cell. The
gives systematic errors from consistent misrepresentation o f geometrical, physical, or 
numerical factors (e.g. difference in terrain elevation, soil or vegetation type, pipe heat 
conduction in the uppermost levels), while the standard deviation of error
represents random errors caused by uncertainty in initial and boundary conditions or 
observations (e.g. constant initial soil-temperature distribution worldwide, constant heat 
flux at the lower soil-model boundary, sampling density). Here ^  denotes the difference
BIAS
(4.1)
(4.2)
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between simulated and “observed” soil temperature for the ith grid-cell and n is the 
number o f grid-cells over Russia. The root-mean-square error
RMSE =
evaluates overall performance. Monthly mean values are used in the evaluation.
To test the hypothesis that incorrectly-simulated precipitation, snow depth, and/or 
cloud fraction cause errors in simulated soil temperatures we apply a Student’s t-test to 
the differences between simulated and observed forcing quantities and the differences 
between simulated and observed soil temperatures. Note that in the following the word 
significant will only be used if differences or correlation pass a t-test at the 95 % or 
higher confidence level.
4.3 Results
4.3.1 Climatology 1951-1980
PILPS showed that most LSMs capture the phase o f seasonal average soil 
temperature well for upper layers; most LSMs participating in PILPS 2d succeeded in 
simulating annual observed soil temperature variability in offline mode (Luo et al. 2003). 
As pointed out above, CCSM’s LSM performs well in offline mode (Bonan et al. 2002, 
Dai et al. 2003, Bonan and Levis 2006, Lannoy et al. 2006).
The fully-coupled CCSM captures upper soil temperature phase well, and captures 
annually-averaged soil temperature reasonably well at all depths. However, CCSM fails 
to exactly capture amplitude (Fig. 4.1), providing soil temperatures that are slightly too 
high. At 0.2 m (0.4 m, 0.8 m, 1.6 m, 3.2 m) depth, the RMSE and greatest discrepancy 
amounts are 4.5 (4.0, 3.6, 3.7, 3.2) K and 8.1 (7.1, 5.9, 5.8, 4.9) K, respectively. Except at
3.2 m depth, the greatest errors occur at temperatures <275 K.
On the annual cycle, CCSM simulates thaw-up too early (Fig. 4.2). The simulated 
annual temperature wave is in phase with summer observations except at 1.6 m depth, 
where the minimum is slightly delayed by one month. Soil penetration o f the simulated 
annual temperature curve is too flat for the cold portion of the amplitude curve and
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slightly too deep for the warm portion. Consequently, CCSM overestimates 0.2 m soil 
temperature for most grid-cells from December to March (Fig. 4.2) and on average 
(Table 4.1). Performance at 0.4 and 1.6 m depth is similar, but frequency decreases 
marginally with increasing depth. At 0.8 and 3.2 m , CCSM overestimates soil 
temperature year-round (Fig. 4.2). At all depths, discrepancies increase with decreasing 
temperature (Figs. 4.1, 4.2). In April, at all depths, CCSM will overestimate soil 
temperature for most grid-cells if  soil temperature is below freezing point, and 
underestimates it otherwise, leading to overall overestimation. In May and June, the 
general pattern shifts towards underestimation at 0.2 m, 0.4 m and 1.6 m depth (Fig. 4.2). 
The best agreement between simulated and observed climatology occurs around the 
freezing point. In July and August, at 0.8 m depth and above, CCSM tends to 
overestimate soil temperatures by <5 K at the warmer ( T > 2 7 9 K )  end of the 
temperature range, and underestimate by <7 K at the cooler end ( T < 2 7 9 K ) .  On 
average, CCSM underestimates soil temperatures by up to 1.2 K at 0.2 m and 
overestimates them by up to 0.5 K at 0.4 and 0.8 m depth in these months (Fig. 4.2). At 
1.6 m, the tendency to overestimate soil temperature is obvious for the colder (<275 K), 
but less obvious for the warmer (>285 K) end of the range. In September, CCSM 
underestimates soil temperatures at 0.2 and 0.4 m depth by up to 0.6 K and 0.4 K for 
most grid-cells. At 0.8 m and 1.6 m, CCSM overestimates soil temperatures by up to 0.4 
K and 1.1 K, respectively, for most grid-cells (Fig. 4.2). In October, the general pattern 
again shifts towards overestimation by up to 2.5 K. In November, simulated soil 
conditions are too warm for soil temperatures below the freezing point at all depths (Fig. 
4.2).
The RMSEs decrease with increasing depth and are greater in winter than in the other 
seasons (Fig. 4.3). In winter (summer), they reach up to 8.1 K (3.2 K) in the uppermost 
layer. Obviously secondary maxima of high RMSEs exist around 1.6 m depth from April 
to May, and August to December. The lowest RMSEs (1.9 K) exist in the upper soil in 
October (Fig. 4.3).
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The overall soil-temperature overestimation results in overall positive BIAS (Fig. 4.4) 
indicating overall systematic error. At 0.2 m depth, BIAS is positive in fall and spring, 
but negative in summer. Uppermost layer soil temperatures exhibit maximum positive 
and negative BIAS in January (7.3 K) and August (-1.2 K). In these months, systematic 
error from heat conduction by the ebonite pipe is largest because air temperatures are at 
their annual extremes. BIAS decreases with increasing depths (Fig. 4.4) because most 
variability and conduction occurs close to the surface. At 0.8 m depth, soil temperatures 
are positively biased year-round with smaller BIAS in summer. Systematic error may 
also arise because single-point soil-temperature measurements were taken under snow- 
covered grass-plots, while model soil temperatures are simulated under various PFTs and 
weighted according to grid-cell PFT-fraction to obtain the grid-cell soil temperature. 
Differences between observation-site elevation and grid-cell-averaged terrain height 
mean a consistent misinterpretation of geographical factors with the most severe 
consequences in transition seasons, when elevation may determine whether snow remains 
(spring), or has begun to fall (autumn). Note that first snow may fall as early as August in 
the northern and mountainous parts o f the domain.
At 0.2 m, average SDEs are highest in winter (up to 3.1 K in January) and lowest (1.6 
K) in October. The 0.4 m depth is similar, with marginally smaller SDEs than at 0.2 m 
depth. At 0.8 m, the maximum (minimum) SDE occurs in July (November); the 
maximum (minimum) 1.6 m SDE occurs in August (November). These results indicate 
that random errors vary with season. As shown by Molders and Romanovsky (2006), 
simulated soil-temperature accuracy depends, among other things, on the soil model’s 
lower boundary depth and the boundary condition chosen. Thus, the constant-heat-flux 
lower-boundary condition used in CCSM may be more representative of actual 
conditions in summer than in winter.
At all depths, simulated and observed climatology correlate most strongly in summer. 
The highest correlation (0.952) occurs in September in the uppermost layer; the lowest 
correlation (0.734) exists in January at 0.4 m depth.
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4.3.2 Climatology 1961-1990 and 1971-2000
In the second and third climatologies, mean annual soil temperatures are 
overestimated by 2.5 K, on average (Table 4.1). Similar to the first climatology, soil 
temperatures are overestimated from September to June, and simulated best for July and 
August. Simulated soil temperatures are slightly closer to observations in the third, than 
in the first or second climatology, probably due to the change in observational time and 
frequency that occurred in 1965.
For the second (third) climatology, at 0.2, 0.4, 0.8, 1.6, 3.2 m depth, RMSEs amount
4.4, 3.9, 3.5, 3.6, 3.1 K (4.4, 3.9, 3.5, 3.6, 3.2 K) and the largest discrepancy amounts 7.8, 
6.8, 5.6, 5.4, 4.8 K (8.0, 6.9, 5.8, 5.6, 4.9 K). For all three climatologies, the highest 
RMSEs, SDEs, and BIASes occur in the uppermost 0.2 m because temporal variability is 
greater close to the surface than deeper in the soil (Figs. 4.3, 4.4). All three climatologies 
show positive BIAS from October to April and negative BIAS from May to September 
(Fig. 4.4), i.e. systematic errors are the same for all climatologies.
In summary, for all three climatologies CCSM captures the annual average soil 
temperature reasonably well, but simulates summer soil temperature better than winter 
soil temperature. Because of the acceptable RMSEs and high correlation, we conclude 
that the fully coupled CCSM acceptably simulates soil temperatures (Figs. 4.3, 4.4).
4.4. Discussion
Errors in precipitation and/or near-surface air temperatures may cause underestimates 
in summer; discrepancies between simulated and actual snow-cover conditions may cause 
overestimates in winter. Inaccurate cloud-fraction simulation may influence surface and 
soil temperature and contribute to discrepancies between simulated and observed soil 
temperatures. In snow-free months, differences in surface conditions for measurements 
(grass-plot) and model (soil temperature grid-cell-average weighted for the various 
surface tiles within the grid-cell) may cause discrepancies. Inaccurate soil physical 
parameters may play a role. In the following sections, we attribute the reasons for errors 
in simulated soil temperature.
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4.4.1 Near-surface air temperatures
To test the hypothesis that incorrectly simulated near-surface air temperatures 
contribute to simulated soil-temperature errors, we compare CCSM simulated near­
surface air temperature with ERA40 near-surface air temperature. Since the ERA40 data 
start in 1958, only the second and third climatology can be used for this purpose. As 
pointed out above, the climatologies do not differ significantly from each other; therefore 
results for the second and third climatologies can be generalized for the first climatology.
Overall, CCSM simulates annually-averaged near-surface temperature well with an 
overall RMSE of 3.0 K (3.0 K), BIAS o f -1.1 K (-1.0 K), and SDE of 2.6 K (2.5 K) for 
the second (third) climatology (Table 4.1). For both near-surface air temperature 
climatologies, winter RMSEs and SDEs exceed those obtained for summer (Fig. 4.5). 
Analysis o f RMSEs and correlations between near-surface temperature climatologies 
derived from CCSM and ERA-40 also indicate better summer than winter performance. 
For some grid-cells, CCSM slightly overestimates near-surface air temperatures in winter 
yielding positive BIAS, but underestimates them for other seasons resulting in negative 
BIAS (Fig. 4.5). In summer, negative BIAS increases due to systematic errors caused by 
misrepresentation o f convective events (see section 4.4.2). Note that, in CCSM, onset of 
daytime moist convection occurs about 4 hours too early and the diurnal cycle of 
convection is too smooth (Dai and Trenberth 2004).
To test the hypothesis that incorrect near-surface air temperatures contribute to soil 
temperature discrepancies, differences between CCSM and ERA40 near-surface air 
temperatures are compared to differences between simulated and observed soil 
temperature at the various soil depths (Table 4.2). These differences correlate positively 
and significantly except for the 1.6 m and 3.2 m depths in April and May. The correlation 
decreases with increasing depth in summer except at 3.2 m because near-surface air 
temperature has less impact on deeper than on upper soil layers. At 0.8-3.2 m depth, soil 
temperatures lag air temperatures by roughly 1-3 months in accord with observations (see 
e.g. Geiger 1961). Obviously, the lag is not well captured for the 3.2 m depth because o f 
the lower constant flux boundary condition. Generally, correlation is lower in winter than
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summer due to the insulating snow-pack effect on the upper soil, but it remains 
significant in winter.
In summary, CCSM captures near-surface temperatures reasonably well; correlation 
o f near-surface air temperature and soil temperature errors is less in winter than summer. 
Thus, inaccuracies in simulated near-surface air temperatures contribute slightly to 
discrepancies between simulated and observed soil temperatures, but are not the major 
contributor, especially in winter.
4.4.2 Cloud fraction
To test the hypothesis that incorrect cloud fraction contributes to soil-temperature 
discrepancies we compare ISCCP and CCSM cloud-fraction climatologies. CCSM 
overestimates cloud fraction from October to March and underestimates it otherwise. 
Overestimation of cloud fraction increases net radiation and downward long-wave 
radiation, warming the near-surface air (Fig. 4.6). This agrees broadly with findings by 
Walsh and Chapman (1998), who compared observational with atmospheric reanalysis 
data. In summer, convective clouds occur more often. The simulated diurnal convective- 
cloud cycle is too smooth (Dai and Trenberth 2006), possibly overestimating irradiation 
later in the day. Thus, underestimated cloud fraction may contribute to summer soil- 
temperature underestimates. However, another effect of overestimated cloud cover is the 
reduction of incoming solar radiation that may reduce surface heating. The resulting 
cooling o f the surface may reduce outgoing radiation. Which of the two effects prevails 
depends on the region and season.
Over Russia, CCSM overestimates cloud fraction by up to 12 % from October to 
April and underestimates it by up to 11.5 % at other times (Fig. 4.6). RMSEs between 
simulated and observed cloud fraction are comparatively lower in spring and fall than in 
other seasons. Correlations are highest in summer (0.871). Nevertheless, over southern 
Russia simulated and observed cloud fraction differ most in July (Fig. 4.6).
Cloud-fraction discrepancies correlate positively with soil-temperature discrepancies 
from October to April, and negatively for the other months (Fig 4.6). Correlations are
55
significant except for October. Similar correlation behavior (positive from November to 
April, negative otherwise) with significant correlation year-round was found between 
discrepancies in near-surface air temperature and in cloud fraction. This means that 
incorrectly-simulated cloud fraction may yield incorrect near-surface temperatures and 
soil temperatures. Negative correlation magnitudes exceed positive correlation 
magnitudes. Cloud-fraction discrepancies correlate positively with precipitation 
discrepancies. Correlations are significant except for February to April, and are highest in 
late summer/early fall. These findings suggest that convective parameterization short­
comings may contribute to incorrectly-simulated summer soil temperatures.
4.4.3 Precipitation
CCSM provides realistic distributions for precipitation >1 mm, but simulates rain too 
frequently and at reduced intensity in summer (Dai and Trenberth 2004). Observed 
annual precipitation amounts over Russia from GPCC data are 441.8, 438.8, and 436.8 
mm/y for the first, second, and third climatology, while CCSM provides 524.4, 523.8, 
and 484.0 mm/y, overestimating precipitation by similar amounts for all climatologies. 
From October to May CCSM overestimates monthly precipitation by up to 18 mm/mon; 
from June to September it underestimates precipitation by up to 12 mm/mon for all three 
climatologies. Nevertheless, CCSM captures minimum and maximum precipitation well 
(Fig. 4.7).
CCSM underestimates annual accumulated precipitation by up to 10 mm/mon in 
southwestern (40°N-45°N, 35°E-50°E) and southeastern (38°N-42°N, 120°E-132°E) 
Russia (Fig. 4.8). CCSM captures annual accumulated precipitation well in central Russia 
(55°N-65°N, 55°E-95°E) but overestimates this quantity elsewhere. Discrepancies 
between simulated and observed precipitation climatology mainly occur in mountainous 
and lake-rich regions. The reasons are manifold. CCSM treats lakes as a percentage area 
within a grid-cell no matter of their real extent and where they are located therein. It also 
ignores mesoscale circulations that may establish in response to the lake-land temperature 
and moisture differences. Therefore, the location of water supply to the atmosphere
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differs between the model and nature with consequences for cloud and precipitation 
formation (for a detailed discussion o f the consequences of this mosaic-type approach see 
Molders et al. (1996) or Giorgi and Avissar (1997)). In CCSM terrain elevation is grid­
cell average height, so mountains are flatter than the highest natural peaks. Consequently, 
orographically-induced precipitation may be underestimated or occur further downwind 
than in nature. Furthermore, sites in mountainous terrain are representative o f a smaller 
area than sites in flat homogeneous terrain (e.g. Frei and Schar 1998, Colle et al. 2000).
Precipitation underestimation yields negative BIAS from June to September for all 
climatologies, and positive BIAS for the other months (Fig. 4.7). The maximum positive 
and negative Russian domain-average BIAS is about 18 mm/mon in winter and -12 
mm/mon in summer, respectively. During winter BIAS increases for all climatologies 
indicating an increase in systematic errors. Systematic errors result from, among other 
things, misrepresentation o f the partitioning of solid and liquid precipitation in the cloud 
parameterization, assumptions about snow-crystal shape and size, vertical grid resolution, 
and incorrectly-simulated atmospheric moisture transport. Moisture transport can be 
wrong due to inaccurately-simulated atmospheric moisture content (water vapor, cloud 
and precipitation particles), wind speed and direction. Note that since cloud- and 
precipitation-formation are subgrid-scale processes for any GCM they must be 
parameterized; i.e. these errors cannot be avoided, but must be minimized. Potential 
consequences of CCSM’s cloud parameterizations for simulated precipitation have been 
discussed above.
SDEs are higher in summer than in winter (Fig. 4.7). SDEs increase as summer 
progresses, because convective precipitation becomes more likely. Since convective 
precipitation is very local, errors in grid-cell-averaged observed precipitation may result 
from the precipitation network not capturing a precipitation event, and from the difficulty 
o f interpolating convective precipitation onto a grid (e.g. Dingman 1994). Winter 
precipitation is spatially more homogeneous than summer precipitation. Thus, SDEs 
mainly result from catch deficiencies that are greater for solid than for liquid 
precipitation. Depending on wind speed, snowfall-catch deficiencies can cause measured
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precipitation errors that may exceed 30 % of the snowfall (e.g. Dingman 1994, Yang and 
Woo 1999, Yang et al. 2000, Sugiura et al. 2003).
SDEs are higher (<15 mm/month) in southwestern (40°N-58°N, 30°E-90°E) and 
eastern (40°N-50°N, 110°E-140°E) Russia (Fig. 4.8). High SDEs mainly occur in 
mountainous, coastal, and lake-rich regions due to coarse network density in these areas.
Analysis of RMSEs and correlations between simulated and observed precipitation 
also manifests better winter than summer model performance for all three climatologies 
(Fig. 4.7). RMSEs amount to 20 mm/mon, on annual average, but reach up to 25.9 
mm/mon in summer.
To test the hypothesis that incorrectly-simulated precipitation causes errors in 
simulated soil temperatures, differences between simulated and observed precipitation are 
compared to differences between simulated and observed soil-temperature (Fig. 4.9). 
Since the active layer is typically saturated except close to the surface (Hinkel et al. 
2001), we only consider precipitation-error impacts on soil-temperature errors for the 
upper 0.2 m o f soil, assuming that heat conduction to deeper layers by precipitation is 
small. Typically this layer is non-frozen in summer.
Differences are negatively correlated for summer (Table 4.3). Though low, this 
correlation is significant. Therefore if CCSM overestimates precipitation, it will 
underestimate soil temperatures and vice versa (e.g. Figs. 4.4, 4.6, 4.8). In winter, 
incorrectly-simulated precipitation (precipitation occurring in a given winter month, not 
snow already accumulated on the ground) and errors in simulated soil temperature are 
uncorrelated, because the snow-pack is already thick enough to be an effective insulator. 
Errors in simulated precipitation that occur in fall affect accumulated snow depth and 
hence soil temperature (see section 4.4.4). The influence of errors in simulated near­
surface air temperature (and hence loss o f snow depth due to sublimation) have been 
discussed in section 4.4.1.
Our findings identify inaccurately-simulated precipitation as contributing to 
inaccurate soil-temperature simulations in summer. As expected, errors in precipitation
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simulation can be excluded as a major reason for inaccurate winter soil temperatures once 
the snow-pack exceeds critical thickness.
4.4.4 Snow depth
The analysis shows little discrepancy between simulated and observed snow depth for 
November to March. Simulated 1979-2003 snow-depth climatology strongly correlates 
with the three climatologies (ri=0.964, r2=0.983, r3=0.995, where rn and n are the 
correlation coefficient and nth climatology, respectively). As mentioned, simulated 1979­
2003 climatology does not differ significantly from the three climatologies; therefore we 
can use the 1979-2003 snow-depth observations to (1) assess CCSM’s snow-depth 
simulation performance and (2) test the hypothesis that simulated snow-depth errors may 
be a major cause for inaccurately-simulated soil temperatures.
On average, CCSM overestimates snow depth, but captures the temporal evolution o f 
the snow-pack well (Fig. 4.10). According to a Student’s t-test and F-test CCSM fails to 
capture snow-depth distribution and variability in the same locations where it failed for 
precipitation (therefore not shown), for the same reasons. Therefore, we exclude 
mountainous and coastal regions from further investigation; in summer, the remaining 
Russian areas are snow-free.
CCSM’s overestimation of near-surface winter air temperatures increases potential 
evaporation. Consequently, more snow will sublimate if  air is sub-saturated with respect 
to ice. Enhanced water-vapor supply affects cloud and precipitation formation. Snow 
depth can also be affected if water vapor entering the atmosphere falls in the same region 
as snow. Since snow depth is an accumulated quantity, errors (RMSE, BIAS, SDE) 
increase from November to April; systematic errors from differences between model and 
real terrain height and lake treatment also accumulate over winter. BIASes and SDEs are 
largest in southwestern (50°N-70°N, 35°E-90°E), RMSEs in western and southwestern 
(50°N-70°N, 35°E-90°E) Russia (Fig. 4.11). Catch deficits, relatively low sampling 
density, and errors in simulated near-surface air temperatures and snowfall contribute to 
SDEs.
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Differences between simulated and observed snow depth are compared with 
differences between simulated and observed soil temperature at all soil depths to test the 
hypothesis that incorrect snow depth causes errors in simulated soil-temperature 
climatology (Fig. 4.12). These differences correlate positively in winter (Table 4.4), i.e. if 
CCSM overestimates (underestimates) snow depth, it will overestimate (underestimate) 
soil temperature. Correlations, while low, are significant in winter. Correlations decrease 
from November to March at all depths because once the snow-pack reaches a certain 
thickness, its insulating effect hardly differs for increases in snow depth, and soil 
temperatures are decoupled from atmospheric temperatures. Generally, snow-depth 
effects become less pronounced with snow depths >0.4 m (see Zhang et al. 2005). This 
critical snow depth may vary spatially.
In late fall, however, a too-thin or too-thick snow-pack affects simulated soil 
temperature. Since soil has a “memory”, errors in soil temperatures are still visible in 
winter. Note that soil temperatures simulated without and with consideration o f a 2-day 
snow-cover o f a few centimeters differ at lm  depth long after the snow event (Molders et 
al. 2003); delaying snow-cover onset by 10 days can decrease maximum and annual 
mean soil temperatures by up to 9.0 K and 0.7 K at the surface, and 1.1 K and 0.4 K at 
2.0 m depth (Ling and Zhang 2003). We conclude that incorrect simulation o f autumn 
snowfall amount and snow depth explains some of the errors in simulated winter soil- 
temperature climatology. A sensitivity study using satellite-derived snow-depth data 
provides results and conclusions similar to those gained from ground-based 
measurements (therefore not discussed).
4.4.5 Sensitivity studies
We test the hypothesis that incorrect soil parameters explain differences between 
simulated and observed soil temperatures using results o f the S10D, S 101, and original 
simulation. Averaged over Russia, the altered sand percentage increases (decreases) 
porosity from 0.434 to 0.439 (0.429 m3/m3) and increases (decreases) saturated soil heat 
capacity about 1 % in S10D (S I01). Increased heat capacity implies that more energy is
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needed to increase soil temperature. Decreased soil thermal conductivity results in 
reduced upward soil-heat flux in winter; in summer, decreased thermal conductivity 
reduces downward soil-heat flux, i.e. soil heating. However, summer and winter effects 
are not equal because summer conditions usually lasts 3-4 months, compared to 8-9 
months o f winter. Consequently, on average, less energy leaves the soil leading to higher 
soil temperatures for S10D than the reference run. The same argument, with opposite 
sign, applies for S I01 where soil temperature decreases; i.e. in S10D (S I01), soil 
temperatures are higher (lower) than temperatures obtained using original soil properties. 
Altered soil temperatures result in corresponding slightly-altered temporal and spatial 
distributions of RMSE, BIAS, SDE, and correlation coefficients. Soil temperatures 
obtained from S10D, however, differ significantly from reference-simulation 
temperatures in December at 0.2 m depth and from January to March at 0.2 m, 0.4 m, and
0.8 m. Soil temperatures obtained from S I01 differ significantly from the reference 
simulation in July and August at all depths. Soil temperatures obtained from S I01 differ 
significantly from those obtained by S10D in December and January at 0.2 m and 0.4 m 
depth, February and March at all depths, and in June, July, and August at 0.2 m, 0.4 m, 
and 0.8 m. Temporally and spatially each parameter set provides better results for one 
climatology. No obvious overall advantage for one or the other choice o f soil parameters 
exists (therefore not shown). The same is true for other quantities (near-surface air 
temperatures, cloud fraction, precipitation, snow depth).
These findings indicate that soil characteristics contribute notably or even 
significantly to errors in simulated soil-temperature climatologies. The fact that 
decreasing or increasing sand percentage yields no clear result further suggests that better 
or worse results may occur by accident. Russian soils have high peat content, while 
CCSM assumes mineral soils. Obviously, one can better capture organic soil behavior in 
one or another season by assuming another mineral-soil type, but not over the annual 
cycle. Thus, including organic material is an urgent need for LSMs.
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A sensitivity study performed with small vegetation disturbance to reflect differences 
between real-world and modeled vegetation shows that these differences marginally 
contribute to errors in simulated soil-temperature climatologies for the coupled model.
4.5 Conclusions
Soil temperatures simulated by the fully coupled Community Climate System Model 
version 3.0 are evaluated using 50 years o f Russian soil-temperature measurements. This 
dataset permits construction o f three soil climatologies (1951-1980, 1961-1990, 1971­
2000). Observed snow-depth, cloud and precipitation climatology, ERA40 near-surface 
air temperature data and results from sensitivity studies performed with CCSM are used 
to explain and identify errors resulting from the soil model itself, and from running the 
soil model in fully-coupled mode within CCSM.
The fully-coupled CCSM captures the phase of soil-temperature wave well in upper 
soil, and the annual average soil-temperatures reasonably well at all depths; it fails to 
capture the amplitude exactly (Fig. 4.1). Generally, CCSM overestimates 
(underestimates) soil temperatures at all depths in winter (summer) with a better 
performance in summer than winter. In spring and fall simulated and observed 
climatologies agree the best.
BIASes and SDEs are higher in mountainous and lake-rich areas indicating that some 
discrepancies result from systematic and random errors caused by consistent model 
misinterpretation o f physical, geometrical, and numerical aspects, and from the coarser 
network in these areas. Discrepancies between model and real terrain elevation and 
treatment o f subgrid-scale heterogeneity, cloud and precipitation parameterizations, and 
pipe heat conduction cause these systematic errors. The first three reasons clearly relate 
to the coupling. Offline simulations use correct site elevation and observed forcing data. 
Systematic errors from pipe conduction affect offline and online evaluations. Upper-level 
soil temperature measurements are made using pipes exposed to the air; pipe heat 
conduction explains high BIAS in January and August when near-surface air 
temperatures reach their extremes. Other occasionally-significant (at the >95 % confi­
62
dence level) systematic error results from using mineral soil instead of organic soil 
physical parameters. This error is also coupling-independent because the soil model 
cannot consider organic components at all. Nevertheless, soil parameters are a challenge 
in any coupling since no “area-representative” soil physical parameters exist. Small 
differences between model and real vegetation marginally affect simulated soil 
temperatures, i.e. vegetation differences that play a great role in offline evaluations 
become relatively unimportant when comparing soil-temperature observations 
interpolated to a 2.8°x2.8°-grid with soil temperatures simulated by a fully-coupled 
model. The temporal behavior o f SDEs suggests that CCSM’s constant-heat-flux lower 
boundary condition represents actual conditions better in summer than winter, i.e. there 
seems to be a gradient in the winter flux. Therefore future development should address 
lower boundary condition formulation.
Comparing simulated near-surface air-temperature climatology and ERA40 near­
surface air-temperature climatology shows that although CCSM tends to overestimate 
winter and underestimate summer near-surface air temperature, overall CCSM simulates 
near-surface air temperature reasonably. Errors in near-surface air temperatures and soil 
temperatures significantly correlate, but less strongly in winter than summer (Table 4.2), 
indicating that incorrectly-simulated atmospheric forcing contributes to, but is not the 
main reason for discrepancy between simulated and observed soil-temperature 
climatology.
Precipitation evaluation shows that CCSM overestimates precipitation from October 
to May and underestimates it for the other months. These discrepancies mostly occur in 
southeastern and southwestern Russia. The high RMSEs and SDEs o f summer 
precipitation imply that CCSM fails to simulate summer precipitation adequately. 
Differences between simulated and observed precipitation significantly correlate with 
differences between simulated and observed soil temperature at 0.2 m depth in summer,
i.e. inaccurate precipitation simulations significantly contribute to underestimating 
summer soil temperature.
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Cloud fraction discrepancies correlate significantly with soil, near-surface air 
temperature, and precipitation discrepancies; the correlation is especially high in summer. 
Based on these correlations we conclude that convective parameterization shortcomings 
may be the main reason for incorrectly-simulated summer soil temperatures. Some soil- 
temperature error, therefore, results from running the soil model in a fully-coupled mode 
with the climate system model. Consequently, improving convective clouds and 
precipitation parameterizations is a pre-requisite for improved summer soil-temperature 
simulation by the fully-coupled CCSM.
CCSM overestimates winter precipitation and consequently snow depth according to 
satellite data and ground-based observations. Snow-depth RMSEs, SDEs, and BIASes 
increase in winter because snow depth is an accumulative quantity sensitive to a variety 
o f processes. Incorrect simulation of fall snowfall amount and snow depth explains some 
errors in simulated winter soil-temperature climatology. Correlations between errors in 
simulated snow depth and simulated soil temperature are low, but significant in winter. 
Consequently, inaccurate simulation o f snowfall and sublimation, and hence inaccurate 
snow depth are a cause of overestimating winter soil temperature. Surface heterogeneity 
parameterization and discrepancies between model and real world terrain heights, as well 
as lake treatment, are identified as sources for incorrect snow depth especially in fall; i.e. 
these errors relate to the coupled mode.
For now we conclude that soil temperatures simulated by the fully-coupled CCSM 
and, hence, any assessments about permafrost thawing are more uncertain in 
mountainous and lake-rich terrain, and where summer convection plays a dominant role. 
Thus, improving cloud and surface heterogeneity parameterizations and using a fine 
model resolution that better captures terrain height and coastlines are urgent needs for 
improving soil temperature simulations by the fully coupled CCSM.
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Table 4.1 Annual average of simulated and observed quantities, BIAS, RMSE, SDE, and correlation o f various quantities for 
1971-2000. Values in brackets refer to 1961-1990 and 1951-1980, respectively. Note that values for snow depth refer to 1978 
to 2003. In the case o f near-surface air temperatures, values in brackets are for the second climatology. For the cloud fraction 
values are valid for 1984-2004.
Quantity Unit Annual simulated 
average
Annual observed 
average
BIAS RMSE SDE Correlation
coefficients
Soil
temperature
K 275.9 (275.7, 
275.7)
273.4- (273.3, 
273.1)
2.5 (2.4, 
2.6)
4.4 (4.4, 4.5) 2.7 (2.7, 
2.6)
0.865 (0.867, 
0.871)
Near-surface
temperature
K 271.9 (271.5) 272.9 (272.7) -1.0 (-1.1) 3.0 (3.0) 2.5 (2.6) 0.954 (0.954)
Cloud fraction % 66.66 66.33 0.32 0.52 0.76 0.539
Precipitation mm/
mon
44.0 (43.7, 43.7) 36.4 (36.6, 36.8) 7.6 (7.1, 
6.9)
19.9 (20.1, 
20.4)
15.9 (16.3, 
16.6)
0.752 (0.746, 
0.743)
Snow depth m 0.194 0.154 0.040 0.096 0.087 0.541
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Table 4.2 Correlation coefficients o f difference between simulated and observed soil 
temperature with the difference between simulated and reanalyzed near-surface air 
temperature for the second and third climatology for winter and summer. Note that all the 
correlations are significant at the 95% confidence level.
Climatology Season 0.2 m 0.4 m 0.8 m 1.6 m 3.2m
Second Winter 0.425 0.429 0.404 0.53 0.329
Summer 0.720 0.685 0.582 0.317 0.366
Third Winter 0.373 0.389 0.382 0.507 0.352
Summer 0.715 0.688 0.581 0.299 0.337
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Table 4.3 Correlation coefficients of difference between simulated and observed soil 
temperature with the difference between simulated and observed precipitation for all 
three climatologies for winter and summer. Note that significant correlations at the 95% 
confidence level are given in bold.
Climatology Season 0.2 m 0.4 m 0.8 m 1.6 m 3.2 m
First climatolology Winter -0.048 -0.026 -0.071 0.074 -0.155
Summer -0.445 -0.369 -0.222 -0.048 0.014
Second climatolology Winter -0.01 0.016 -0.034 0.103 -0.106
Summer -0.451 -0.374 -0.186 -0.0242 0.045
Third climatolology Winter -0.029 -0.002 -0.050 0.103 -0.111
Summer -0.504 -0.377 -0.242 -0.063 0.029
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Table 4.4 Correlation coefficients of difference between simulated and observed soil 
temperature with the difference between simulated and observed snow depth for 1979­
2000. Note that all the correlations are significant at the 95% confidence level.
Months 0.2 m 0.4 m 0.8 m 1.6 m 3.2 m
November 0.615 0.560 0.438 -0.038 0.025
December 0.579 0.561 0.487 0.225 0.232
January 0.559 0.538 0.485 0.378 0.337
February 0.526 0.504 0.456 0.365 0.280
March 0.457 0.447 0.413 0.365 0.225
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Fig. 4.1 Comparison o f annually-averaged simulated and observed soil temperatures at 
(a) 0.2 m, (b) 0.4 m, (c) 0.8 m, (d) 1.6 m, and (e) 3.2 m depth for the first climatology. 
The 1:1 line (dashed) and the regression line (thin solid) are superimposed. Note that 
scatter plots for the second and third climatology look similar.
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Fig. 4.2 Temporal behavior of monthly domain-averaged simulated (dashed) and 
observed (solid) soil temperatures at (a) 0.2 m, (b) 0.4 m, (c) 0.8 m, (d) 1.6 m, and (e) 3.2 
m depth for the first climatology. Curves of the second and third climatology look similar 
(therefore not shown). Note that the scaling of x- and y-axes differs among parts of the 
panel.
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Fig. 4.3 Contour plot o f the temporal behavior o f RMSEs with depth for the first 
climatology (black), second climatology (gray), and third climatology (light gray).
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Fig. 4.4 Temporal behavior of monthly domain-average BIASes o f soil temperatures at 
(a) 0.2 m, (b) 0.4 m, (c) 0.8 m, (d) 1.6 m, and (e) 3.2 m depth. The solid, dashed, and 
dotted lines represent the first, second, and third climatology, respectively, (f) RMSE vs. 
correlation coefficient for first (black), second (dark gray), and third (light gray) 
climatology for all 12 months at 0.2 m , 0.4 m, 0.8 m, 1.6 m, and 3.2 m depth. Note that 
the scaling o f x- and y-axes differs among parts of the panel.
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Fig 4.5 (a) Scatter plot o f annually-average reanalyzed near-surface air temperature and 
simulated near-surface air temperature for second climatology with 1:1 line superimposed 
and the temporal behavior of (b) domain-averaged near-surface temperature climatology 
derived from the CCSM simulation (dashed) and ERA40 data (solid) with the second and 
third climatology shown as dark and light lines, respectively, (c) BIAS, (d) RMSE, and 
(e) SDE between reanalyzed near-surface air temperature and simulated near-surface air 
temperature for second (solid line) and third (dashed) climatology. Note that the scatter- 
plots for the third climatology look similar and ERA40 data do not cover the first 
climatology. The scaling of x- and y-axes differs among parts of the panel.
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Fig. 4.6 Evaluation o f cloud fraction (a) annual cycle o f domain-averaged CCSM- 
simulated cloud fraction (dotted line) and ISCCP cloud fraction (solid line), (b) temporal 
evolution o f correlation o f differences between simulated and observed cloud fraction, 
ACF with differences between simulated and observed soil temperature at 0.2 m depth, 
ATS(0.2); scatter plot of differences between simulated and observed soil temperatures, 
ATS(0.2) and differences between simulated and observed cloud fraction, ACF for (c) 
winter and (d) summer, (e) Florizontal distribution of differences between simulated and 
observed cloud fraction over Russia in July.
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Fig. 4.7 Temporal behavior of (a) domain-averaged simulated (dashed line) and observed 
(solid line) precipitation for first climatology. Curves for the second and third 
climatology look similar (therefore not shown), (b) BIAS, (c) RMSE, and (d) SDE 
between observed and simulated precipitation for the first (dotted), second (solid), and 
third (dashed) climatology, (e) Comparison of RMSE and correlation coefficient between 
simulated and observed precipitation for first (circle), second (square), and third 
(triangle) climatology.
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(a) Observed precipitation (mm/month)
(b) Simulated precipitation (mm/month)
(c) SDE
Fig. 4.8 Horizontal distribution of (a) observed and (b) simulated 30-year annual average 
precipitation and (c) SDE between simulated and observed precipitation for the first 
climatology over Russia. Note that values are shown only for grid-cells with land because 
no observations are available for ocean. Plots for other climatologies look similar 
(therefore not shown).
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Fig. 4.9 Difference between simulated and observed soil temperatures AT at 0.2 m depth 
vs. difference in simulated and observed precipitation AP for the first climatology for (a) 
May, (b) June, (c) July, and (d) August. Scatter-plots for second and third climatology 
look similar. Note that the scaling of x- and y-axes differs among parts of the panel.
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Fig. 4.10 Temporal behavior of domain-averaged simulated snow depths (dashed) and the 
1979-2003 observed snow depths (solid).
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Fig. 4.11 Horizontal distribution o f RMSE between simulated and observed snow depth for (a) November, (b) December, (c) 
January, (d) February, (e) March, and (f) April.
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Fig. 4.12 Difference between simulated and observed soil temperatures AT at 0.2 m depth 
vs. difference in simulated and observed snow depth ASD for 1979-2003 for (a) 
November, (b) December, (c) January, (d) February, (e) March, and (f) April. Note that 
x- and y-axis scaling varies among the parts o f the panel.
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Chapter 5 Theoretical assessment of uncertainty in regional averages due to 
network density and design1 
Abstract
Weather Research and Forecasting (WRF) model simulations are performed over 
Russia for July and December 2005, 2006 and 2007 to create a “dataset” to assess the 
impact o f network density and design on regional averages. Based on the values at all 
WRF grid-points regional averages for various quantities are calculated for 
2.8° x 2.8° areas as the “reference”. Regional averages determined based on 40 artificial 
networks and 411 “sites” that correspond to the locations o f a real network, are compared 
with the reference regional averages. The 40 networks encompass ten networks o f 500, 
400, 200, or 100 different randomly taken WRF-grid-points as “sites”.
The real network’s site distribution misrepresents the landscape. This 
misrepresentation leads to errors in regional averages that show geographical and 
temporal trends for most quantities: errors are lower over shores o f large lakes than coasts 
and lowest over flatland followed by low and high mountain ranges; offsets in timing 
occur during frontal passages when several sites are passed at nearly the same time. 
Generally, the real network underestimates regional averages of sea-level pressure, wind- 
speed, and precipitation over Russia up to 4.8 hPa (4.8 h P a ), 0.7 m /s  (0.5 m / s ), and 
0.2 m m /d  (0 .5 m m /d ), and overestimates regional averages o f 2-m temperature, 
downward shortwave radiation and soil-temperature over Russia up to 1.9K (1 .4K ), 
19Wm“2, (14 W m '2), and 1.5 K (1 .8K ) in July (December). The low density of the ten 
100-sites-networks causes difficulties for sea-level pressure. Regional averages obtained 
from the 30 networks with 200 or more randomly distributed sites represent the reference 
regional averages, trends and variability for all quantities well.
PaiM azum der D, Molders N (2009) Theoretical assessment of uncertainty in regional 
averages due to network density and design. J Appl Meteor Climatol (in press)
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5.1 Introduction
Appropriate meteorological networks are among the important pre-requisites to 
evaluate numerical weather prediction and climate models of various scales, to determine 
representative regional averages for climatology and to identify climate changes. 
Mesoscale-y/p models are typically evaluated by assuming that measurements at a site 
are representative for the grid-cell the site falls into (Chase et al. 1996, Zhong et al. 2005, 
Molders and Kramm 2007). This assumption cannot be made for General Circulation 
Models (GCMs) because here fluxes and state variables represent volume and area 
averages of several 100 square-kilometers in horizontal and several decameters in vertical 
direction. Furthermore, often several sites may exist within the area represented by a 
GCM grid-cell making a comparison like in mesoscale modeling ambiguous. Therefore, 
in climate modeling, it has become common practice for evaluation purposes to use 
interpolation methods and/or calculate regional averages to produce gridded data for 
areas o f the size of GCM grid-cells based on the available measurements (Palutikof et al. 
1997, Bauer et al. 2002, Li et al. 2008, PaiMazumder et al. 2008). However, doing so 
bears uncertainty from the interpolation methods and observations.
Uncertainty in gridded regional averages has been examined with respect to the 
interpolation methods for precipitation, radiation, air pollutants and meteorological state 
variables (Shaw and Lynn 1972, Creutin and Obled 1982, Court and Bare 1984, Lebel et 
al. 1987, Lindley and Walsh 2004, Luo et al. 2008). Major findings were that (1) any 
interpolation technique causes uncertainty in regional averages; (2) the choice of 
interpolation methods should depend on the nature of the region and available data (type, 
amount); and (3) some interpolation methods are not well-suited for regions with strong 
systematic variations unless the site density is high and the sites are well-distributed over 
the region. Common conclusions were that (1) optimal interpolation methods provide the 
best results for regional precipitation because they include the spatial correlation structure 
o f precipitation; (2) kriging (a statistical technique based on auto-correlation to 
interpolate the variables o f a random field on a grid from data at observational sites) 
provides the best results for spatial interpolation o f pollutant concentrations, precipitation
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and temperature (Tabios and Salas 1985, Lefohn et al. 1987, Holdaway 1996, Phillips et 
al. 1997, Ninyerola et al. 2000, Jeffrey et al. 2001, Lindley and Walsh 2004); and (3) 
even with an optimal interpolation method regional precipitation and temperature 
averages can be biased by observers, poorly-sited stations, network design and/or using 
data that were originally collected for other purposes. Under-reporting and observers’ 
preference to report precipitation values divisible by 5 and/or 10, for instance, can cause 
bias in regional precipitation averages (Daily et al. 2007). Near-surface temperatures 
obtained from poorly- and inhomogeneouly-sited stations vary stronger in comparison to 
North American Regional Reanalysis (Mesinger et al. 2006) than well-sited stations 
(Pielke et al. 2007). Changes in site location or network density alter the topography, 
latitude and elevation represented by the network, difference in sensors and their 
exposures and site exposure to cold air; these changes affect air-temperature, minimum 
and maximum temperature measured (Robeson and Doty 2005, Peterson 2006) with 
consequences for regional averages calculated by means o f these sites. Not-representing 
the topography by the network may cause systematic bias in regional average 
precipitation because the measurements are made at different terrain heights than those 
that would reflect the region (Groisman et al. 1991, Groisman and Legates 1994). 
Network density may also affect regional precipitation averages (Frei and Schar 1998, 
Tsintikidis et al. 2002); high-density networks are more likely to capture locally high 
precipitation rates than coarse networks (St.-Hilarie et al. 2003). Especially, if  a huge 
fraction o f precipitation stems from convection, regional averages determined from high- 
density networks may be more accurate than those o f coarse networks. Uncertainty due to 
networks becomes particularly problematic in remote areas, where networks are often 
designed with accessibility and ease o f maintenance in mind. Consequently, these 
networks follow major haul-ways and are not randomly distributed. Accuracy and 
reliability o f long time-series o f gridded data compiled from all available stations may be 
influenced by urbanization, land-cover changes, moving, shutting down or adding sites, 
errors in digitizing old paper records, the procedure o f filling missing data and, to a 
certain degree, on the applied interpolation algorithms (Mitchell et al. 2004).
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Today, gridded data from networks with long time series are often used for GCM 
evaluation, i.e. some o f these networks already existed before GCMs became available. 
The gridded soil-temperature data (Zhang et al. 2001) used by PaiMazumder et al. (2008) 
for GCM evaluation, for instance, stem from long-term agricultural monitoring stations; 
the lysimeter-data used by Molders et al. (2003) for evaluation of the water budget o f the 
Hydro-Thermodynamic Soil Vegetation Scheme (Kramm et al. 1996) were originally 
collected to assess ground-water recharge. Since it takes decades to sample long time 
series one has to put aside what purpose a long-term monitoring network was designed 
for (Goody et al. 2002), but assess what one can scientifically meaningful do with its 
data, how limited they are and what uncertainty they bear. Examining this for a real 
network is one o f the goals o f this study.
The fluxes that change the state variables in the system Earth-atmosphere depend on 
those states (Entekhabi and Brubaker 1995). Because o f the non-linear dynamical modes 
of variability and statistical signatures related to these interactions results found for the 
impact o f network design and/or density on regional averages o f precipitation, 
concentration and temperature cannot be generalized for other state variables and fluxes. 
Therefore, to separate GCM weaknesses in representing complex processes from 
uncertainty due to observation-derived climatology, it is essential to understand the 
potential impact o f network density and/or site distribution on gridded regional averages 
for a broad variety o f state variables and fluxes.
In our case study, we assess this uncertainty in gridded regional averages for a large 
variety o f quantities for July and December 2005, 2006 and 2007 over Russia (Fig. 5.1). 
In doing so, we use the Weather Research and Forecasting (WRF; Skamarock et al. 2005) 
model to create a “reference dataset”. Regional averages for 2.8° x 2.8°, a common size 
of GCM grid-cells for the last decade’s era o f climate modeling, are determined from the 
WRF-predicted values. These “reference” regional averages are compared with regional 
averages derived from 40 different artificial networks, ten each of four different densities 
(500, 400, 200, and 100 sites) with randomly distributed sites and a non-randomly 
distributed network (Fig. 5.2). The non-randomly distributed network is based on the site
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locations o f a real network that has over 50 years of soil-temperature data for which it is 
frequently used in climate model evaluation and climatological studies (Zhang et al. 
2001, Romanovsky et al. 2007, PaiMazumder et al. 2008). Since it has become a classical 
long-term dataset that is widely used because of its consistency and length, the sites of 
this dataset are chosen. Advantages o f using these sites in the investigation are twofold: 
the investigations will be provided with a better sense o f errors caused by this network 
and may help the scientific community to assess difference between their simulations and 
the gridded soil-temperature observations. July and December are chosen because these 
are the months with the greatest discrepancies between GCM simulated and observed 
soil-temperatures (PaiMazumder et al. 2008) and locally great changes with time 
(Romanovsky et al. 2007). The advantage o f using WRF-generated values over randomly 
generated values is that the former not only permits us to assess the degree o f potential 
uncertainty in gridded climatology related to network design and/or density, but also 
provides hints where/when regional averages of gridded data may be more or less 
reliable.
5.2 Experimental design
5.2.1 Reference dataset
WRF simulations are performed with the model-setup given in Table 5.1 for July and 
December 2005, 2006, and 2007. The model domain encompasses 70><150 grid-points 
over Russia (Fig. 5.1) with a 50km-grid-increment and 31 vertical layers from the surface 
to 50 hPa and six layers in the soil; in the presence of snow, five snow layers are 
considered. Simulations start daily at 1800 UT for 30 h of integration. We discard the 
first six hours o f each simulation as spin-up time. National Centers for Environmental 
Prediction l°x l°  and 6h-resolution global final analyses serve as initial and boundary 
conditions.
The WRF-simulated quantities are assumed to be “measurements” from an optimal, 
dense, and spatially equally distributed “observational network” referred to as reference. 
Regional averages o f sea-level pressure (SLP), 10-m wind-speed, 2-m temperature,
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minimum and maximum temperature, precipitation, relative humidity, shortwave and 
long-wave radiation and soil-temperature are determined for areas of 2.8° x 2.8° using all 
WRF-simulated values that fall into these areas and a Cressman-type method as described 
in PaiMazumder et al. (2008). There are 637 (13x49) grid-cells of 2.8° x 2.8°areas in the 
model domain (39.5°N-73°N, 22°E-157°E). Regional averages calculated for these 637 
2.8° x 2.8° areas are called “reference” hereafter.
5.2.2 Networks
Forty networks, ten with 500, 400, 200, and 100 sites each, called 500-, 400-, 200- 
and 100-sites-networks hereafter, are assumed with 500, 400, 200, and 100 randomly 
taken WRF-grid-points as “sites” (Fig. 5.2). These 40 networks are chosen by using a 
random number generator over land grid-cells only. Regional averages for 
2.8° x 2.8° areas are calculated based on these networks. If several “sites” fall within an 
2.8° x 2.8° area the same method as for determining the reference regional averages is 
used to calculate the regional average. In the following, the term “regional averages” 
refers to averages for 2.8° x 2.8° areas.
Furthermore, regional averages are determined for 411 sites of an existing Russian 
network (Fig. 5.2) called real network hereafter. In doing so, the WRF-variables o f the 
grid-cells the sites fall into are assumed to be the “observations”. There are up to 2, 5, 5, 
6 and 8 WRF-sites within the 2.8° x 2.8° areas o f the 100, 200, 400, 500-sites-networks 
and the real network. These values represent the maximum number o f WRF-sites within 
the 2.8° x 2.8° areas occurring in the ten artificial networks o f different densities and the 
real network.
The regional averages determined based on the “sites” o f the real and 40 artificial 
networks are compared with the “reference” to assess the contribution of network density 
and/or design to uncertainty in regional averages of gridded data. To reduce uncertainty 
from interpolations in areas that have no “site” at all, we only discuss (and show) results 
for 2.8° x 2.8° areas with at least one “site”. This procedure leaves us with up to 310, 277,
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168, 89 and 231 regional averages o f 2.8° x 2.8° areas per time-period investigated for the 
500, 400, 200, 100-sites-networks in all ten cases and the real network, respectively.
5.2.3 Analysis method
We calculate the difference between the reference regional averages and regional 
averages derived from the various networks to quantify the uncertainty in the gridded 
data/regional averages caused by network density and/or design. Any regional average 
calculated from a network will be considered as being in excellent agreement with the 
reference regional average if it falls within the reference value plus/minus the accuracy of 
routine measurements given in Table 5.2.
We determine performance measures (Table 5.3) to identify reasons for discrepancies 
in regional averages. In our experimental design, bias indicates systematic errors in 
regional averages caused by differences in physical and/or geometric factors between the 
landscape represented by a network and the reference landscape (terrain elevation, 
vegetation-type, vegetation-fraction, soil-type, etc.). The standard deviation o f error 
(SDE) quantifies random error when the bias is removed. In any actual observational 
network, measurements have random errors. In our experimental design, random error 
may stem, among other things, from initialization and boundary conditions. At the 
bottom of the soil model, for instance, soil-temperature and moisture vary spatially, but 
not with time. Taking a “site” just one WRF-grid-point apart may mean a different 
boundary condition with impacts on soil-temperature and moisture. Root-mean-square- 
error (RMSE) assesses the overall success o f a network in capturing the reference 
regional average and avoids positive and negative differences canceling each other out. 
To measure the strength of the various networks in capturing trends and/or phases of 
regional averages, correlation-skill scores (r) between the regional averages derived for 
the various networks and the reference regional averages are determined. To determine 
the overall relative degree to which the regional averages derived from various networks 
approach the reference regional averages, Willmott’s index o f agreement (Willmott 1984, 
Cannon and Whitfield 2002) between the regional averages derived from the reference
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network and the various artificial networks is calculated. Willmott’s index of agreement 
(WIA) ranges from 0 (complete disagreement) to 1 (perfect agreement).
For all networks for all 2.8° x 2.8° areas with at least one “site”, performance 
measures are calculated based on hourly values. To examine shifts in regional averages 
related to the networks’ representation o f timing o f events (frontal passage, 
heating/cooling, convection) we examine the averages and measures for the domain at 
large (Table 5.4).
5.3 Results
5.3.1 Representation of landscape
WRF uses the strategy of dominant land-cover. This strategy assumes that the land- 
cover type dominating in a grid-cell is representative for the entire grid-cell and can be 
used to calculate the exchange of momentum, heat and moisture at the surface- 
atmosphere interface. Consequently, the landscape assumed in WRF is more 
homogeneous and much simpler than a natural landscape (Avissar and Pielke 1989). This 
WRF-assumed reference landscape is a mix o f broadleaf and coniferous forest, wetlands 
and tundra (Fig. 5.3a) partly underlain by warm permafrost. The 100, 200, 400 and 500- 
sites-networks in all their ten setups represent the frequency of occurrence o f the various 
land-cover types in the reference landscape within ± 5 % . The real network significantly 
(95%  or higher confidence level) overestimates the fraction of mixed forest (MF), 
savanna (SV) and needle-leaf evergreen forest (NEF), and underestimates the extension 
o f water-bodies (WB) by 10% . These misrepresentations o f land-cover may cause some 
uncertainty in regional averages o f energy balance components, 2-m temperature, wind- 
speed, relative humidity and precipitation derived from the real network (section 5.3.5). 
All other land-cover types are within + 5 % of the fraction found in the reference 
landscape (Fig. 5.3a). Note that the real network was originally designed to monitor 
conditions in agriculturally used land (cf. Zhang et al. 2001); the landscape considered by 
WRF, however, has a variety o f land-cover types for the WRF-grid-cells the sites o f the 
real network fall into. Thus, any discrepancies found for the “real network” would
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probably be smaller if WRF assumed “cropland/grassland” for the grid-cells that 
represent the 411 sites. Since the WRF-simulations are all performed with the same 
simplified landscape, all networks are located in the same reference landscape derived by 
the strategy of dominant land-cover.
The artificial networks with 200 or more sites in all their ten setups represent terrain 
elevation well (Fig. 5.3b). In the ten 100-sites-networks, sites are, on average, located (up 
to 41 m ) higher than in the reference landscape. The real network significantly over­
represents by about 8 % sites that represent areas with elevation between 100 and 300 m 
and under-represent by about 6%  and 3%  sites with elevation <100m and elevation 
between 300 and 500 m , respectively (Fig. 5.3b).
Except for the ten 100-sites-networks and the real network, all networks also 
represent the frequency o f soil-type occurrence well within ± 5 % . The ten 100-sites- 
networks over-represent clay-loam (CL) (up to 7% ). The real network significantly 
under-represents loam (L) and over-represents CL (Fig. 5.3c). These misrepresentations 
o f soil-types may cause some uncertainty in regional averages of soil-temperature with 
consequences for other quantities (e.g. 2-m temperature) derived from the real network.
5.3.2 General findings
Overall, networks with 200 or more randomly distributed sites reproduce the 
reference regional averages of all quantities in all setups well, while the real network has 
some difficulties to capture them (Table 5.4). All ten 100-sites-networks have difficulty 
to capture the regional averages of SLP, but reproduce the regional averages o f all other 
quantities well. For the real networks regional averages o f 2-m temperature, relative 
humidity, precipitation, shortwave and long-wave downward radiation differ most from 
the reference regional averages during strong convective situations in July and frontal 
passages in December no matter which year. In July, the real network has difficulties in 
correctly representing convective situations (as evidenced by satellite data), while its 
December regional averages are temporally biased during frontal passages (e.g. Fig. 5.4).
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Due to its non-random site distribution, the majority of the sites within a 2.8° x 2.8° area 
can be passed by fronts within short time.
All networks with randomly distributed sites typically reproduce regional averages 
with lower errors (RMSEs, biases, SDEs) than the real network. While SDEs, biases, and 
RMSEs for these 40 networks show no distinct area of higher or lower values (therefore 
only shown for SLP), those o f the real network do (e.g. Fig. 5.5). Regional averages from 
the real network have high systematic and random errors for all quantities in 
2.8° x 2.8° areas located mainly over mountains and/or land-water boundaries (therefore 
only shown for biases). SDEs, biases, and RMSEs between the reference regional 
averages and regional averages derived from the real network show similar spatial and 
temporal behavior in all three years (Table 5.4). In the following, when quantifying errors 
or skills we give the worst correlation, WIA, absolute bias, RMSE and SDE.
5.3.3 Sea-level pressure
All networks with 200 or more randomly distributed sites reproduce the regional 
SLP-averages and their temporal evolution well (Fig. 5.4) with biases below the typical 
accuracy of routine measurements, correlation-skill scores >0.905 (2007) and 
WIA>0.901 (2007) in all o f their ten setups. For the ten 100-sites-networks the low 
density strongly affects capturing the phase and amplitude, while for the real network the 
non-random site distribution causes temporal biases (up to -  4.8 h P a ) because fronts pass 
a majority o f “sites” within short time (Figs. 5.2, 5.4c-d; Table 5.4).
The ten 100-sites-networks over- and underestimate the reference regional averages 
up to ± 6 h P a  and ± 5 hP a  in July and December, respectively (Fig. 5.4). Their 
representing a higher elevated landscape than the reference landscape is a major reason. 
The real network shows extremely high SLP-biases (about ±160 hPa in July, ±140 hPa 
in December) along the coasts, over the mountains and Arkhangelsk (Fig. 5.5c-d, Table 
5.5). The lower December- than July-biases of the real network result from the lower or 
even negative environmental lapse rate in the former (0.4 K /100 m , on average) than 
latter month (0.7 K /100 m , on average) due to the excessive radiative cooling over snow
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(Fig. 5.6). Similar was found by Barry and Chorley (1992), for instance, over central 
Canada and eastern Siberia and by Huang et al. (2008) who examined the relationships 
between near-surface temperature, lapse rate and solar radiation. The spatial variation in 
environmental lapse rate is smaller in December due to the lower horizontal 
heterogeneity o f surface temperature and moisture conditions than in July. Similar was 
found by Rolland (2002) when investigating the seasonal and spatial variation o f lapse 
rates in Alpine regions. Consequently, the real network’s misrepresentation of terrain 
affects SLP-regional averages stronger in July than in December.
According to the correlation skill scores and WIA regional SLP averages derived 
from the real network only marginally agree with the reference regional averages (Table
5.4). Along coasts, regional SLP-averages are even negatively correlated with the 
reference. The fact that sites of the real network represent an, on average, about 29 m 
flatter terrain than the reference landscape (Fig. 5.3b) and the strong inverse correlation 
(>-0.985) between SLP biases and spatial differences between terrain elevation of the real 
network and the reference (Fig. 5.5g-h) explain the overall strong systematic errors in 
regional SLP-averages. Reducing pressure measured at mountain sites to SLP assumes an 
average temperature between the sea-level surface and the site that may be incorrect.
RMSEs and SDEs for the real network are greatest over Arkhangelsk and Sayan Mts. 
in all months (Table 5.5). SLP-RMSEs are more than ten times higher than the SDEs 
(Table 5.4). This means random errors are relatively small and the misrepresented terrain 
causes most o f the regional SLP-errors. RMSEs and SDEs of the real network are on 
average higher in December than in July (Table 5.4).
5.3.4 10-m wind-speed
The 40 networks with randomly distributed sites well reproduce the phase and 
amplitude o f the reference regional wind-speed averages with errors smaller than the 
typical errors o f routine measurements, correlation-skill scores >0.926 and WIA>0.957 
(Fig. 5.7).
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The real network underestimates the amplitude up to 0.7 m /s  and 0.5 m /s  in July 
and December, respectively, and generally has difficulties in reproducing the phase (Fig. 
5.7). Overall correlation (WIA) exceeds 0.515 and 0.432 (0.468 and 0.481) in July and 
December, respectively (Table 5.4), i.e. about 55% (45%) lower than for the networks 
with randomly distributed sites. In both months even negative correlations occur along 
the coasts and over the Ural Mts. indicating that the real network strongly misrepresents 
the wind field conditions at boundaries of smooth to rough or vice versa and in complex 
terrain. In December, regional averages of wind-speed derived from the real network 
become biased when frontal systems pass the majority of the non-uniformly distributed 
sites.
For the real network, July and December wind-speed absolute biases reach up to
3.2 m /s  and 6 m / s , respectively, along the coasts and over the Central Siberian Uplands 
(Fig. 5.8c-d, Table 5.5). Here also RMSEs and SDEs are highest (Table 5.5). July biases 
and RMSEs are about half the magnitude o f those in December (Table 5.4). The 
systematic errors may be attributed to differences in surface and terrain roughness 
represented by the real network and the reference network (Fig. 5.3a). Except for the 
coasts, these 2.8° x 2.8° areas represent complex terrain. The non-uniform distribution of 
the real network has difficulties to represent the wind direction/”channeling” situation 
correctly and hence, wind-speed. In the 2.8° x 2.8° areas over water, the surface is 
relatively smoother and wind-speed is greater than over land. Thus, the reference regional 
averages exceed those calculated from the real network that only considers land “sites”. 
In general, biases exceed the SDEs indicating that systematic errors due to 
misrepresentation o f surface roughness and terrain by the real network dominate the 
RMSEs (Table 5.4).
5.3.5 2-m temperatures
The 40 artificial networks well reproduce the reference regional 2-m temperatures 
averages with biases below the typical accuracy o f measurements, correlation-skill scores
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>0.896 and WIA>0.902 (Fig. 5.9). The real network has tremendous difficulties in 
capturing regional 2-m temperature averages (Fig. 5.9).
In July, based on the real network regional 2-m temperature averages are 
overestimated up to about 8K an d  underestimated up to about 12 K along coasts and 
over mountains (Table 5.5); in December, overestimates and underestimates in these 
areas are twice as high than in July (Fig. 5.10c-d). In both months the RMSEs and SDEs 
of the real network are also highest along the coasts and over the mountains (Table 5.5). 
July-RMSEs and SDEs reach up to 10 K and 5.2 K respectively; they more than double 
for December (Table 5.4).
For the real network, errors are higher in December than in July because o f the strong 
influence of snow-covered and snow-free surfaces on 2-m temperatures (Table 5.4). 
RMSEs and SDEs are comparatively higher in the early afternoon than at other times in 
July due to the then strong convection not being well represented by the real network. No 
such obvious pattern exists for RMSE and SDE in December because of the more 
homogenous temperature distribution under winter high and low pressure than in summer 
convective situations.
These findings indicate that random errors play a role, but misrepresentation of the 
landscape by the real network introduces great systematic errors in regional averages o f 
2-m temperatures for 2.8° x 2.8° areas in complex elevated terrain or that include both 
water and land. The former finding well agrees with Peterson (2006) and Pielke et al. 
(2007). The real network’s failure to represent terrain elevation affects the representation 
o f temperature distribution because temperature typically decreases with height (section 
5.3.3). Furthermore, the real network has about 15% more MF sites and 10%  less 
“water”-sites than required to represent the reference landscape (Fig. 5.3a). During the 
day in July MF heats less strong than areas covered by low vegetation; surface 
temperatures of lakes and the ocean are typically lower than those o f the adjacent 
vegetation. These facts partly explain the higher regional temperature averages derived 
from the real network in coastal and shore areas, and the lower values in mountainous 
forest-covered areas than those obtained from the reference network in July. The real
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network’s misrepresentation o f terrain elevation adds to discrepancies in regional 
temperature averages. In December, open water is relatively warmer than adjacent snow- 
covered areas. Thus, heat-fluxes from open water to the atmosphere lead to warmer air 
than over snow-covered land. Furthermore, lakes are frozen, homogeneously snow- 
covered and have relatively high albedo; high vegetation sticks out o f snow, for which 
albedo is lower than over small entirely snow-covered vegetation. Albedo, however, 
affects 2-m temperature via the snow-temperature-albedo feedback. Brighter surfaces 
reflect more incoming radiation than relatively darker surfaces. Consequently, December 
regional averages based on the real network, wherein MF is over-represented at the cost 
o f totally snow-covered small or no vegetation, are higher than those of the reference 
network. In the case o f 2.8° x2.8° areas located in coastal regions the fact that the water 
in these areas is not completely ice-covered plays a role.
The real network has difficulties in reproducing the phase especially on days with 
frontal passages (e.g. July 11 and December 21, 2005) and overestimates the amplitude 
up to 1.9K and 1.4K in July and December, respectively (Fig. 5.9 c-d). The systematic 
errors in the temporal course of 2-m temperature regional averages derived from the real 
network may partly be explained by misrepresentation o f incoming solar radiation 
(section 5.3.8).
All networks with randomly distributed sites reproduce the regional averages of 
maximum 2-m temperatures well for the majority of the 2.8° x 2.8° areas in both months 
o f all three years whereas the real network has substantial difficulties in December (Table
5.4). Typically errors in the regional averages obtained from the real network are lower in 
July than in December for all three years. Consequently, WIA and correlation are 
comparatively higher in July than December, i.e. July regional averages from the real 
network are more reliable than those derived for December.
The 40 networks with randomly distributed sites capture the regional averages of 
minimum 2-m temperatures well in both months in all three years whereas the real 
network shows strong biases o f up to about 20 K along coasts, over mountains and south
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of Arkangel’sk (Table 5.5). RMSEs and SDEs are about twice as high in December than 
July for the reasons discussed earlier.
In summary, systematic errors due to misrepresentation of the landscape by the real 
network strongly contribute to RMSEs in regional averages of maximum and minimum 
temperatures derived from the real network.
5.3.6 Relative humidity
In both months o f all three years the 40 networks with randomly distributed sites 
reproduce the temporal evolution of relative humidity regional averages well (not 
shown). Biases are below the typical accuracy of measurements. Even the lowest 
correlation-skill scores and WIA still exceed 0.932. While the real network also 
acceptably reproduces the amplitude, it has appreciable difficulties with the phase.
Like for regional SLP- and temperature averages regional relative humidity averages 
derived from the real network show high errors over mountainous and coastal areas (Fig. 
5.11c-d; Table 5.5). Errors in the regional averages obtained from the real network are, 
on average, higher in July than in December (Table 5.4). Consequently, correlation and 
WIA are as low as 0.490 and 0.462 in July (0.566 and 0.627 in December), respectively 
(Table 5.4). The highest biases and RMSEs in July are about twice as high as the values 
found for December (Table 5.4) because o f the greater spatial differences in relative 
humidity in the former than latter month. The lower average correlation (>0.490) in July 
than December (>0.566) in conjunction with the higher July biases (Table 5.4) suggest 
misrepresentation o f the convective situation as a contributing factor. In July and 
December even negative correlations between the regional relative humidity averages 
derived from the real and reference network occur over the mountains, along the shores 
o f the Baikal Lake and the coasts. The nearly similar SDEs in July (16 % ) and December 
(12 % ) indicate a similar contribution of random errors in both months. The, on average, 
higher absolute values of biases than SDEs imply that systematic errors due to 
misrepresentation o f the landscape contribute greatly to the RMSEs of relative humidity.
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The reasons for these findings are manifold. The disagreement for areas with 
substantial water fraction results from the differences in surface moisture and water 
supply to the atmosphere for water and land areas. While over water saturation deficit 
and wind speed mainly determine the water supply to the atmosphere, over land 
vegetative controls, soil moisture and soil-type also impact the water supply and hence 
relative humidity. Furthermore, since the exchange of heat and moisture at the 
vegetation-atmosphere interface depends on vegetation-type, differences in the vegetation 
represented cause bias in relative humidity; differences in terrain representation may 
strongly affect relative humidity due to temperature differences. As aforementioned the 
non-random site distribution in the real network misrepresents the MF and WB frequency 
with consequences for the exchange of heat and moisture at the surface-atmosphere 
interface. Consequently, the real network cannot capture the distribution of relative 
humidity well. As will be discussed in sections 5.3.7 and 5.3.8, this shortcoming has 
consequences for convection, precipitation, shortwave and long-wave radiation with 
feedback to 2-m temperature. Note that relative humidity non-linearly depends on 
temperature; at relatively low temperatures and same specific humidity a 1 K increase in 
temperature, for instance, causes a greater decrease in relative humidity than at relatively 
high temperatures. In all years examined, the environmental lapse rate close to the 
surface is ~ 0.3 K /100 m stronger in July than December (Fig. 5.6).
5.3.7 Precipitation
The 40 networks with randomly distributed sites capture the temporal evolution of 
regional precipitation averages well with biases below the typical errors of routine 
measurements, WIA>0.905 and correlations >0.850. While the real network also well 
reproduces the amplitude, it has difficulties to capture the phase, especially during the 
frontal passages.
For the real network the greatest errors (biases, SDEs, RMSEs) in regional 
precipitation averages occur in 2.8° x 2.8° areas that represent water or complex terrain. 
SDEs are only slightly lower than RMSEs (15 m m /d  vs. 15.5 m m /d  in July; 12 m m /d
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vs. 13m m /d  in December; cf. Table 5.4) indicating that random errors dominate the 
performance o f the real network in reproducing regional precipitation averages. The 
highest biases reach up to -4 .8  m m /d  and 5.1 m m /d  in July (Fig. 5.12c-d; Table 5.4).
On average, biases, RMSEs and SDEs of the real network are higher in July than in 
December for all three years (Table 5.4). The higher July than December biases mean 
that misrepresentation of terrain elevation has a stronger impact than that o f the 
convective situation. The greater precipitation biases at high elevation and greater biases 
in summer than in winter well agree with results from Groisman and Legates (1994) who 
found similar behavior for US meteorological networks. Misrepresentation of terrain 
height yields systematic errors related to precipitation caused by orographic lifting, while 
along the coasts the misrepresentation of atmospheric moisture supply goes along with 
misrepresentation o f precipitation.
On average, in July correlation-skill scores are appreciably lower than in December 
because the real network misrepresents convection and hence convective precipitation. 
Moreover, there is more precipitation in July than December. With more areas receiving 
no precipitation the likelihood to “correctly” obtain zero precipitation for the regional 
averages by pure chance increases. The notably lower WIA than correlation skill scores 
(Table 5.4) indicate an offset in the regional precipitation averages featured by the real 
and reference network.
5.3.8 Downward radiation
All 40 networks with randomly distributed sites well capture the temporal evolution 
o f shortwave radiation regional averages. Regional averages o f shortwave radiation 
derived from the artificial networks have smaller biases than the typical measurement 
errors; correlation-skill scores and WIA exceed 0.932 and 0.931, respectively.
The real network has notable difficulties in reproducing the regional averages of 
shortwave radiation (r>0.315, WIA>0.149; Table 5.4). It overestimates regional averages
■y
up to about lOOWm' along coasts and underestimates up to about 120 Wm over 
mountains in July; whereas in December, overestimates reach up to lOOWm 2 over
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Arkhangelsk (Fig. 5.13c-d, Table 5.5). These systematic errors can be explained as 
follows: In July the misrepresentation of the landscape by the real network (Fig. 5.3a) 
leads to an inadequate representation o f the regional exchange o f heat and moisture at the 
vegetation-atmosphere interface with consequences for relative humidity and temperature 
(sections 5.3.6, 5.3.7) and feedback on cloud formation. Note that cloud occurrence 
differs slightly among the artificial networks and the reference network, but strongly 
deviates from the reference for the real network. Differences in cloudiness in turn affect 
incoming shortwave radiation. Thus, the placement o f sites in the real network causes to 
misrepresent cloudiness especially in partly ocean-covered 2.8° x 2.8° areas under 
convective situations as evidenced from satellite imaginary. Shifts in the timing o f high 
and low insolation occur. In December the real network’s misrepresentation of the 
reference terrain height feeds back to misrepresentation o f temperature and humidity 
distributions with impacts for cloudiness, and finally shortwave radiation. Overall, the 
real network underestimates shortwave radiation regional averages up to 19 Wm-2 and 
14 Wm"2 in July and December, respectively (Table 5.4).
For the real network, shortwave radiation RMSEs are high along coasts (up to 
180Wm"2) in July and over Arkhangelsk (up to 100 W m '2) in December (Table 5.5). 
July-SDEs o f shortwave radiation are greatest (up to 150 W m '2) along coasts and over 
high mountains (Table 5.5); December-SDEs are greatest (up to 26 W m '2) over 
mountains (Table 5.5). On average, SDEs are about 80 Wm"2 higher in July than in 
December. The higher absolute values o f biases than SDE values imply that systematic 
errors due to misrepresentation o f the reference landscape and in July convection by the 
real network dominate RMSEs of shortwave downward radiation.
In both months o f all three years all 40 artificial networks well reproduce the 
temporal evolution of regional long-wave radiation averages with biases below the 
typical accuracy o f measurement errors. Thus, WIA and correlation-skill scores exceed 
0.905 and 0.945, respectively. As documented by the skill scores (Table 5.4) the real
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network has some difficulties to reproduce the phase and regional averages o f long-wave 
radiation.
Regional averages o f long-wave radiation derived from the real network are biased 
during frontal passages. Thus, due to the non-random site distribution of the real network 
a great majority o f the sites is passed at nearly the same time shifting the averages 
towards lower/higher values than the reference regional averages. The real network 
overestimates and underestimates the reference regional averages up to ± 60 Wm"2 along 
coasts and over mountains in July; in December it overestimates (underestimates) up to 
80 Wm"2 (lOOWm"2) over mountains (along the coast o f the Sea o f Okhotsk) (Fig. 
5.14c-d, Table 5.5). The reasons for these systematic errors in long-wave radiation are 
similar to those for shortwave radiation. In addition, misrepresentation o f terrain height 
can contribute to misrepresentation o f snow-cover with consequences for temperature 
(via the albedo-temperature effect), moisture, cloud and finally long-wave radiation 
distribution in December.
In July for the real network long-wave radiation RMSEs are highest (up to 68 Wm"2) 
over Arkhangelsk; SDEs are greatest (up to 45 Wm"2) over mountains (Table 5.5). In 
December, for the real network RMSEs and SDEs are highest (up to lOOWm"2 and 
56 Wm"2, respectively) over mountains and along the coasts (Table 5.5).
Errors for the real network are higher in December than in July for most o f the 
2.8° x 2.8° areas. Consequently, correlation between the averages derived from the real 
and reference network are notably lower in December than in July; similar is true for 
WIA (Table 5.4).
The nearly equal SDEs and absolute biases in regional averages o f long-wave 
radiation found for the real network indicate that systematic and random errors contribute 
nearly equally to RMSEs (Table 5.4).
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5.3.9 Soil-temperature
Generally, the 40 networks with randomly distributed sites reproduce regional soil- 
temperature averages at all depths and well capture the temporal evolution in the upper 
soil (Fig. 5.15) with correlation skill scores >0.943 and WIA>0.921.
The real network overestimates soil-temperature amplitudes (up to 1.4 K and 1.8 K 
in July and December, respectively). It has notable difficulties to capture the phase. For 
example, on July 11 and 28, 2005 regional averages of upper soil-temperatures fail to 
show the cold-snap seen in the reference regional averages (Fig. 5.15). These phase 
differences occur when frontal systems come through and pass the majority o f sites 
within short time due to the non-random site distribution. Generally, biases are greatest 
along the coast of Barents Sea and over most mountains in July and along the coasts and 
over mountains in December (Fig. 5.16c-d, Table 5.5). On average, in July 2005, for 
instance, regional soil-temperature averages are overestimated by 2.3 K , 1.5 K , 0.8 K 
and 1.7 K , at 0.05 m , 0.2 m , 0.4 m and 1.6 m depths, respectively; in December 2005, 
the real network, overestimates regional soil-temperature averages by 2.1 K , 1.8 K ,
1.3 K and 1 K at these depths. Biases of regional soil-temperature averages decrease 
with depth for the real network because the differences related to differences in 
vegetation, terrain height and atmospheric conditions between the real and reference 
network become less important for deeper than upper soil layers. The higher bias found 
for upper than lower soil layers may be partly due to misrepresentation of terrain height, 
vegetation and atmospheric conditions by the real network. Differences in vegetation 
cover/fraction and terrain elevation, namely, have consequences for soil heating. At all 
depths, some bias stems from the misrepresentation of the soil-type distribution by the 
real network. The aforementioned difficulties in capturing the temporal evolution of soil 
temperatures in the upper soil also result from differences between the soil-heat capacity 
and thermal conductivity o f soils represented by the real network and those o f the 
reference landscape. As shown by Molders et al. (2005) small differences in these 
parameters can significantly (at the 95% or higher confidence level) affect soil- 
temperatures. Soils with high sand fraction heat/cool much quicker than those with low
I l l
sand fraction. In December the high bias found for the real network is also affected by 
regional differences in snow-cover and/or snow-depth. Here failure to represent terrain 
height and vegetation distribution plays a role for snow-conditions. More MF instead of 
low vegetation, for instance, means a lower albedo and snow-depth with consequences 
for insulation o f the soil. Secondary differences may be associated with the temperature- 
albedo feedback. As precipitation increases with height, differences in represented snow- 
conditions may also occur.
Consequently, in the upper soil, soil-temperatures obtained from real network are 
poorly correlated (>0.315) with the reference regional soil-temperature averages and 
WIA>0.265 in both months. In July and December RMSEs and SDEs for the real 
network are highest (up to 18 K , 4 K ) over the mountains and along the coast o f the 
Barents Sea (Table 5.5). In 2005, for instance, 0.05 m , 0.2 m , 0.4 m and 1.6 m depth, 
July-RMSEs am ount4.4 K , 3.5 K , 3.2 K , 3.9 K and July-SDEs at these depths are
2.9 K , 1.7 K , 0.7 K , and 0.2 K ; December-RMSEs reach 5.8 K , 4.6 K , 3.6 K , and
2.7 K and December-SDEs are 3.1 K , 2 K ,  0.8 K and 0.2 K at these depths. The 
higher absolute biases than SDEs (Table 5.4) suggest that systematic errors due to 
misrepresentation o f soil-type mainly contribute to RMSEs.
In the natural landscape differences between the regional averages derived from the 
real network and the true regional averages may be even greater than in our theoretical 
study because the real network was designed for agricultural purposes, i.e. the real 
network represents the fertile soils within the 2.8° x 2.8° areas. Consequently, it may be 
even more biased to a soil-type than in the simplified WRF-created landscape assumed in 
this case study.
Note that PaiMazumder et al. (2008) showed that in December biases between a 
GCM-simulated and gridded soil-temperature climatology reach up to 6 K at 0.2 m 
depth o f which about 2.5 K bias may result from incorrectly simulated atmospheric 
forcing. Considering the results o f our case study uncertainty due network design can
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explain about 2 K  of their total bias in winter; thus about 1.5 K of their bias may be 
attributed to measurement errors and/or model deficits.
5.4 Conclusions
Simulations performed with the Weather Research and Forecasting model over 
Russia for July and December 2005, 2006 and 2007 are used to produce a reference 
dataset to examine the degree of uncertainty in regional averages caused by network 
density and/or design. Ten networks with four different densities o f randomly distributed 
sites (100, 200, 400, and 500) are assumed. The WRF quantity simulated for the location 
o f an assumed “site” o f these 40 networks is assumed as a “measurement” within the 
respective network. Regional averages valid for 2.8° x 2.8° areas are calculated based on 
the values o f the “sites” that fall within these 2.8° x 2.8° areas. These regional averages 
are compared to the reference regional averages that are determined based on all WRF- 
simulated values within a 2.8° x 2.8° area. Furthermore, regional averages obtained from 
WRF-simulated values at the locations of an existing network with 411 sites (“real 
network”) are compared to the reference regional averages.
Networks with 200 or more randomly distributed sites reliably reproduce regional 
averages o f the examined quantities with errors smaller than the typical accuracy o f 
measurements and show high correlation values and W illmotf s index o f agreement. The 
ten 100-sites-networks have difficulties in capturing the regional averages o f SLP due to 
their higher terrain elevation than the reference landscape.
The real network has difficulties in capturing the reference regional averages o f all 
quantities examined. The reasons differ for the different state variables and fluxes, with 
sometimes secondary effects involved. Historically the real network was designed to 
collect soil-temperature measurements for agricultural purposes. Thus, its soil-type 
distribution is skewed towards more fertile soils than the soil-type distribution in the 
reference landscape. The differences in soil physical properties (e.g. heat capacity, 
conductivity) lead to systematic error in regional soil-temperature averages determined 
from the real network with biases up to about 20 K . The non-random site distribution of
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the real network also yields temporal offsets in soil-temperature, SLP, precipitation, 
shortwave and long-wave radiation during frontal passages when the majority o f sites 
within a 2.8° x 2.8° area are passed nearly at once. Since the exchange of heat and 
moisture at the vegetation-atmosphere interface affects 2-m temperature and relative 
humidity, misrepresentation o f vegetation frequency, soil-type and terrain elevation 
propagate into misrepresentation of convection, precipitation, shortwave and long-wave 
radiation. Convective activity over forest and cropland, for instance, strongly differ, for 
which the non-randomly distributed real network cannot well represent the convective 
situation o f 2.8° x 2.8° areas. The results also show that for most quantities there are 
geographic trends in regional averages determined from the real network. Errors are 
lower for regional averages over flatland than low mountain ranges that again are lower 
than for high mountain ranges. Furthermore, errors in regional averages are greater in 
coastal areas than in areas along the shores o f large lakes. No such geographical trends 
exist for random distributed networks. Thus, one may conclude that high priority should 
be given to random placement of sites when designing new networks if possible.
Our case study shows that non-random network design like low site density can 
introduce substantial uncertainty in gridded data and that networks with randomly 
distributed sites might only need about half the points of the non-random distributed real 
network over Russia to determine gridded data. However, maintenance o f such networks 
with randomly distributed sites can be extremely expensive, especially when sampling is 
to be performed over several decades, because many o f the sites would be difficult to 
access in remote areas.
Based on these findings we further conclude that when evaluating GCMs with 
gridded data from “imperfect” existing networks or networks that where not designed 
with this purpose in mind one has to develop intelligent strategies to guarantee 
meaningful conclusions on model performance and for model improvement. Similarly in 
determining regional averages from non-random networks strategies have to be 
developed to assess and remove geographical/temporal trends if possible. Sampling from 
model generated values as demonstrated in our study can help to evaluate geographical
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and temporal trends. However, additional facts may have to be considered. In the case o f 
using soil-temperature from the real network for evaluation, for instance, one could 
restrict the comparison to the patches within a GCM grid-cell that represent agriculturally 
used land.
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Table 5.1 Physical packages used in the WRF-simulations to create the reference dataset assumed as an ideal reference 
network.
Processes Parameterization Reference
resolvable scale cloud and precipitation 
formation
mixed-phase six water class (water vapor, 
cloud-water, rainwater, ice, snow, graupel) 
bulk-microphysics parameterization
Thompson et al. (2004)
subgrid-scale convection ensemble parameterization Grell-Devenyi (2002)
Shortwave radiation Goddard-scheme Chou and Suarez (1994)
Long-wave radiation Rapid Radiative Transfer Model Mlawer et al. (1997)
atmospheric boundary layer Yonsei University scheme Skamarock et al. (2005)
Surface layer Monin-Obukhov similarity theory Monin and Obukhov 
(1954), Janjic (1996, 2002)
Soil heat and moisture transfer, frozen 
ground, snow temperature and moisture, 
transpiration, exchange o f heat and moisture 
at the land-atmosphere interface
modified version of the Rapid Update Cycle 
land-surface model
Smirnova et al. (1997, 
2 0 0 0 )
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Table 5.2 Typical accuracy o f routine measurements of SLP, 1 Om-wind-speed, 2-m 
temperature, relative humidity, precipitation, shortwave and long-wave radiation and soil- 
temperature. Note that routine measurements have greater errors than measurements of 
special field campaigns (cf. Spindler et al. 1996).
Quantities Accuracy Reference
Sea level pressure ±2  hPa Mitchell and O’Brien (1987)
1 Om-wind-speed ±0.17 m /s Molders et al. (2008)
2 -m temperature + 3K Jones et al. (1986), Li et al. (2008)
2 -m relative humidity ± 2 % Baker et al. (2006)
Daily accumulated precipitation ± 1  mm/ d Frei and Schar (1998)
Shortwave downward radiation ±10 Wm ' 2 MacWhorter and Weller (1991)
Long-wave downward radiation ±7  Wm ' 2 Cess et al. (1991), Li et al. (1993)
Soil temperature ±1 K Molders and Romanovsky (2006)
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Table 5.3 Equations to calculate the performance measures (e.g. Anthes 1983, Anthes et 
al. 1989, Hanna 1994, Wilks 1995) used in this study. Here <t>i ( x i - y i ) iS the difference 
between the regional average o f a quantity obtained from the various network and 
“reference”-network at the ith hour for a given 2.8° x 2.8° area and n is the total number of 
hours within a month. Furthermore, x ( is the regional average o f a quantity for a 
2.8° x 2.8° area obtained from a network and y s is the regional average of a quantity 
obtained for the 2.8° x 2.8° area from the “reference”-network for the ith hour.
Skill-score Equation
Bias — 1 n 1 n / \ 
♦ = -S<t>. = - Z ( x i - y 1)ni=i n i=i
Root mean square error
RMSE =
Standard deviation o f error
SDE =
Correlation-skill score
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i=l  i=l
n
E x
i=l
EX|
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2 Vi = l
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n
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Table 5.4 Range of biases, SDEs, RMSEs, correlation-skill scores and Willmott’s index of agreement between regional
averages for 2.8° x 2.8° areas of sea level pressure (SLP), 10-m wind speed (v), 2-m temperature (T), minimum (Tmjn) and
maximum temperature (Tmax), relative humidity (RH), precipitation (P), shortwave radiation ( R^), long-wave radiation ( R,1),
and soil-temperature at 0.2 m depth (Ts) as obtained from the real network and the “reference”-network for July and December 
o f all three years. The first, second and third value with in the bracket represent mean value of a given performance skill for 
2005, 2006 and 2007, respectively.
Bias SDE RMSE Correlation-skill
score
WIA
July December July December July December July December July December
SLP
(hPa)
-160.3 to 
159.8 (- 
4.2, -4.8, 
-3.7)
-140.0 to 
139.7 (- 
4.0, -4.8, 
-4.5)
1.0 to 
10.1 
(4.2, 
3.8, 
4.9)
1.9 to 19.8 
(7.9, 8.6, 
9.0)
20.1 to 
259.8 
(31.1, 
29.5, 
35.0)
20.0 to 
280.3 
(33.7, 
31.5,30.2)
-0.609 
to 0.817 
(0.375, 
0.432, 
0.333)
-0.551 to 
0.827 
(0.522, 
0.525, 
0.486)
0.134 to 
0.473 
(0.279, 
0.315, 
0.215)
0.123 to 
0.439 
(0.256, 
0.301, 
0.213)
Table 5.4 continued
V
(m/s)
-2.8 to 
3.2 (- 
0.7, -0.7, 
-0.4)
-6.0 to 5.8 
(-0.5, -0.2, 
-0.5)
0.5 to 
3.2 
(1.2, 
1.4, 
1.3)
0.5 to 3.8 
(1.5, 1.7, 
2.1)
0.5 to 
4.2 
(1.4, 
1.8, 
1.5)
1.0 to 8.8 
(2.0, 2.1, 
2.4)
-0.569 
to 0.925 
(0.632, 
0.515, 
0.701)
-0.533 to 
0.807 
(0.569, 
0.432, 
0.607)
0.238 to 
0.734 
(0.565, 
0.468, 
0.625)
0.269 to 
0.729 
(0.532, 
0.481, 
0.595)
T (K) -12.0 to 
7.8 (1.9, 
1.9, 1.5)
-24.1 to 
15.9 (1.1, 
1.3, 1.4)
0.8 to
5.2
(4.3,
3.9,
4.6)
1.9 to 11.1 
(2.0, 2.0, 
1.9)
2.0 to 
9.7 
(4.9, 
4.7, 
4.6)
1.8 to 23.8 
(8.0, 7.5, 
7.2)
0.419 to 
0.875 
(0.675, 
0.515, 
0.715)
0.554 to 
0.770 
(0.505, 
0.565, 
0.495)
0.367 to 
0.775 
(0.583, 
0.467, 
0.623)
0.395 to 
0.801 
(0.583, 
0.642, 
0.502)
Table 5.4 continued
Tmax
(K)
-12.0 to 
6.1 (- 
0.3, -0.9, 
-1.1)
-20.3 to 
21.1 (-1.1, 
1.6, 1.5)
1.2 to
9.0
(4.0,
3.2,
4.1)
2.2 to 11.7 
(5.1, 6,7, 
4.2)
1.0 to 
15.2 
(5.0, 
5.1, 
5.8)
Oto 24 
(8.0, 7.3, 
8.5)
0.355 to 
0.801 
(0.762, 
0.715, 
0.648)
0.245 to 
0.793 
(0.574, 
0.639, 
0.448)
0.505 to 
0.870 
(0.593, 
0.683, 
0.515)
0.218 to 
0.808 
(0.448, 
0.541, 
0.358)
Tmin
(K)
-20.1 to 
6.2 (0.7, 
-2.1, - 
1.9)
-20.1 to 
19.7 (-1.2, 
-2.7, 3.0)
0.4 to 
6.8 
(2.8, 
2.1, 
1.7)
2 to 13 
(5.4, 6.2, 
5.1)
1.0 to 
14.1
(3.6,
2.7,
3.1)
1.1 to 23.8 
(8.7, 7.1, 
9.6)
0.441 to 
0.987 
(0.720, 
0.556, 
0.451)
0.546 to 
0.931 
(0.563, 
0.673, 
0.701)
0.145 to 
0.861 
(0.658, 
0.557, 
0.432)
0.307 to 
0.891 
(0.525, 
0.673, 
0.718)
Table 5.4 continued
RH
(%)
-30 to 
+30 
(-2.5, - 
2.3, 
-2.0
-16 t o +16 
(0.3, 0.1, 
0.1)
3 to 16 
(8.8, 
6.2, 
7.1)
2 to 12 
(5.2, 4.0, 
3.9)
4 to 44 
(11.8, 
8.6, 
9.2)
2 to 20 
(6.6, 4.6, 
5.3)
-0.643 
to 0.919 
(0.490, 
0.558, 
0.511)
-0.496 to 
0.875 
(0.566, 
0.594, 
0.607)
0.347 to 
0.856 
(0.462, 
0.493, 
0.595)
0.393 to 
0.801 
(0.627, 
0.715, 
0.703)
P
(mm/d)
-4.8 to 
5.1 (- 
0.2, -0.2, 
-0.1)
-5.3 to 3.4 
(-0.3, -0.5, 
-0.1)
1.8 to 
15.2 
(4.9, 
4.1, 
5.2)
2.2 to 11.7 
(1.8, 1.5, 
1.6)
1.7 to 
15.5 
(5.2, 
5.0, 
5.1)
1.0 to 12.8 
(2.0, 1.6, 
2.0)
-0.380 
to 0.892 
(0.562, 
0.496, 
0.521)
-0.378 to 
0.954 
(0.726, 
0.705, 
0.627)
0.269 to 
0.815 
(0.401, 
0.364, 
0.652)
0.290 to 
0.891 
(0.645, 
0.693, 
0.592)
Table 5.4 continued
R i
(Wm'2)
-120 to 
100 
(19, 18, 
16)
-30 to 100 
(13,11, 
13)
20 to 
150 
(78, 
81,76)
2 to 26 
(5,5,4)
20 to 
180 
(87, 
91,83)
10 to 100 
(6, 8, 8)
-0.606 
to 0.751 
(0.149, 
0.394, 
0.267)
-0.337 to 
0.776 
(0.405, 
0.569, 
0.458)
0.157 to 
0.697 
(0.205, 
0.415, 
0.365)
0.202 to 
0.815 
(0.279, 
0.627, 
0.525)
R i
(Wm'2)
-60 to 
60 
(5, 6, 8)
-100 to 80
(1,2, 2)
10 to 
45 
(24, 
30,21)
12 to 56 
(33,38, 
31)
12 to 
68 
(29, 
35, 28)
20 to 100 
(44, 46, 
41)
-0.015 
to 0.971 
(0.882, 
0677, 
0.758)
-0.199 to 
0.951 
(0.631, 
0.525, 
0.615)
0.405 to 
0.890 
(0.734, 
0.598, 
0.655)
0.395 to 
0.897 
(0.685, 
0.563, 
0.607)
TS(K) -10.3 to 
19.7 
(1.5, 1.1, 
1.3)
-17.7 to 
11.8(1.8, 
1.1, 1.7)
1.3 to 
3.9 
(1.7, 
1.5, 
1.2)
1.1 to 4.1 
(1.9, 1.1, 
1.5)
1.8 to 
17.6 
(3.5, 
3.2, 
3.1)
2.2 to 18.0 
(4.6, 3.9, 
4.1)
0.383 to 
0.681 
(0.369, 
0.421, 
0.315)
0.253 to 
0.732 
(0.445, 
0.523, 
0.519)
0.175 to 
0.703 
(0.265, 
0.396, 
0.497)
0.167 to 
0.817 
(0.267, 
0.425, 
0.601)
Table 5.5 Locations o f highest biases, RMSEs and SDEs between regional averages for 2.8° x 2.8° areas of the various 
quantities obtained from the real network and the “reference”-network for July and December. Areas of highest values are 
independent o f years.
Quantities Bias RMSE SDE
July December July December July December
Sea-level 
pressure (hPa)
Coast of the Sea 
of Okhotsk, 
Sayan Mts., 
Verkhoyansk 
Mts.,
Arkhangelsk
Coasts of the Sea 
o f Okhotsk,
Sayan Mts., Altay 
Mts.,
Arkhangelsk
Arkhangelsk Arkhangelsk Ural
Mts.,Central
Siberian
Uplands
Central Siberian 
Uplands
10m-wind- 
speed (m/s)
Coasts o f the 
Sea o f Okhotsk, 
Central Siberian 
Uplands
Coasts of the Sea 
of Okhotsk, 
Barents Sea, Kara 
Sea, Irkutsk
Central Siberian 
Uplands, coasts 
o f the Sea of 
Okhotsk
Coasts o f the 
Sea of Okhotsk, 
Central Siberian 
Uplands
Coasts of 
the Sea of 
Okhotsk, 
Barents Sea
Central Siberian 
Uplands, coasts 
of the Sea of 
Okhotsk
Table 5.5 continued
2-m
temperature
(K),
maximum and
minimum
temperatures
Coasts of the 
Sea o f Okhotsk, 
Barents Sea, 
Kara Sea, Sayan 
Mts., Altay Mts.
Coasts o f Sea of 
Okhotsk, Cherski 
Mts.,
Verkhoyansk 
Mts., Central 
Siberian Uplands
Sayan Mts., 
coasts o f Sea of 
Okhotsk, 
Barents Sea
Coasts o f Sea of 
Okhotsk, Ural 
Mts., Central 
Siberian 
Uplands
Coasts of 
Barents Sea, 
Kara Sea, 
Cherski 
Mts.
Coasts o f Sea of 
Okhotsk, Ural 
Mts., Central 
Siberian 
Uplands,
Irkutsk
Relative 
humidity (%)
Coast of 
Barents Sea, 
Sayan Mts., 
Altay Mts., 
Central Siberian 
Uplands
Coast of Barents 
Sea, Verkhoyansk 
Mts. Cherski 
Mts.,
ArkhangeTsk
Coast of 
Barents Sea, 
Sayan Mts., 
Altay Mts.
Coast of 
Barents Sea, 
Baltic Sea, 
ArkhangeTsk
Verkhoyans 
k Mts.,Ural 
Mts., Sayan 
Mts.
Sayan Mts., 
Altay Mts.
Table 5.5 continued
Precipitation
(mm/d)
Coasts o f the 
Sea o f Japan, 
Barents Sea, 
shore o f Lake 
Baikal, Irkutsk, 
Sayan Mts.
Altay Mts., 
Coasts o f the Sea 
of Okhotsk, 
Barents Sea, 
Japan Sea, 
Central Siberian 
Uplands
Coasts o f the 
Sea o f Okhotsk, 
Sea of Japan, 
Irkutsk
Irkutsk, north of 
Altay Mts.
Coasts of 
Sea of 
Okhotsk, 
Sea of 
Japan, 
Irkutsk
Irkutsk, north of 
Altay Mts.
Shortwave
radiation
(Wrn-2)
Coasts o f Sea of 
Okhotsk,
Barents Sea Sea 
o f Japan, Altay 
Mts.
Ural Mts., 
Arkhangelsk
Coasts o f Sea of 
Okhotsk
Coasts of 
Barents Sea, 
Arkhangelsk
Coasts of 
Sea of 
Okhotsk, 
Verkhoyans 
k Mts.
Cherski Mts., 
Altay Mts., 
Tomsk
Table 5.5 continued
Long-wave
radiation
(Wm-2)
Coasts of 
Barents Sea, 
Kara Sea, 
ArkhangeTsk, 
Altay Mts., 
Sayan Mts.
Coasts of the Sea 
o f Okhotsk, 
Cherski Mts., 
Verkhoyansk 
Mts., Central 
Siberian Uplands
ArkhangeTsk Coasts o f Sea 
o f Okhotsk, 
Verkhoyansk 
Mts., Central 
Siberian 
Uplands
Cherski Mts., 
Central Siberian 
Uplands
Coasts of Sea 
o f Okhotsk, 
Sayan Mts., 
ArkhangeTsk
Soil-
temperature 
(0.2 m) (K)
Coasts of 
Barents Sea, 
Sayan Mts.,
Ural Mts., Altay 
Mts.
Coasts of Sea of 
Okhotsk, Barents 
Sea, Cherski 
Mts., Ural Mts., 
Central Siberian 
Uplands, Tomsk
Sayan Mts., 
Altay Mts.
Cherski Mts., 
Central 
Siberian 
Uplands
Central Siberian 
Uplands, Coasts 
of Barents Sea, 
Ural Mts., 
Verkhoyansk 
Mts.
Central 
Siberian 
Uplands, 
Coasts of 
Barents Sea, 
Ural Mts.
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Fig.5.1 Schematic view of terrain elevation over Russia. Names refer to locations 
mentioned in the text.
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Fig. 5.2 (a) Schematic view o f the 2.8° x 2.8° areas and locations of “sites” in the “reference” network over Russia. Parts (b) to 
(e) show the location o f sites for one of the ten 500- (b), 400- (c), 200- (d), and 100-sites-networks (e). (f) Locations of sites in 
the “real network”.
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Fig. 5.3 Frequency distribution of (a) land-cover type, (b) terrain elevation and (c) soil- 
type or other surface type in the “reference”, the 500-, 400-, 200-, 100-sites networks and 
real network over Russia. In the case o f the artificial networks, the uppermost, mean and 
lowermost frequency o f the ten networks are illustrated for each network density by
137
horizontal lines. In (a) the X-axis represents urban (U), cropland/pasture (CLP), 
cropland/grassland (CLGL), cropland/woodland (CLWL), grassland (GL), shrub-land 
(SL), mixed shrub-land/grassland (MSGL), savanna (SV), broadleaf deciduous forest 
(BDF), needle-leaf deciduous forest (NDF), broadleaf evergreen forest (BEF), needle-leaf 
evergreen forest (NEF), mixed forest (MF), water bodies (WB), herbaceous wetlands 
(HWL), wooded wetlands (WWL), bare or sparsely vegetated (BSV), herbaceous tundra 
(HT), wooded tundra (WT), mixed tundra (MT), bare ground tundra (BGT) and 
glacier/ice (GI). In (c), the X-axis represents sand (S), loamy sand (LS), sandy loam (SL), 
silt loam (SLL), silt (SL), loam (L), sandy clay loam (SCL), silty clay loam (SLCL), clay 
loam (CL), sandy clay (SC), silty clay (SLC), clay (C), organic material (OM) and 
bedrock (BR). Note that over Russia the average terrain elevation of the 500-, 400-, 200-, 
100-sites-networks ranges between 405 and 421 m (with on average over all ten networks 
412 m), 390 and 430 m (410 m), 389 and 454 m (415 m), and 379 and 457 m (421 m), 
respectively; average terrain height o f the real network amounts 387 m; the average 
terrain height o f the reference network is 416 m.
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Fig. 5.4 Temporal behavior of regional averages of sea-level pressure as obtained for the 
reference data using all data within all 2.8° x 2.8° areas and as derived for various 500-
(ft) July. 2005
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days
139
sites-networks based on the “sites” within the 2.8° x 2.8° areas for (a) July, (b) December, 
for various 400-sites-networks for (c) July, and (d) December, for various 200-sites- 
networks for (e) July and (f) December, (e) like for (a), but for July, (f) December, and 
for various 100-sites-networks in (g) July and (h) December. In (c) and (d) the solid line 
with filled circles represents the regional averages derived from the real network (411 
sites). In all panels, all other lines represent the regional averages with lowest error values 
among the ten setups of the respective network o f given density; the shaded regions 
represent the maximum over- and underestimation of the reference regional averages 
found for the ten networks o f same density. The letters H and L in (a) and (b) represent 
the days with high and low pressure situation. Data shown are for 2005, but 2006 and 
2007 show similar general behavior with respect to differences among networks o f same 
density, the range of over- and underestimation by networks and among networks of 
different density as well as reaction to events (e.g. frontal passages). See text for further 
details.
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Fig. 5.5 Spatial distribution of regional averages of sea-level pressure in hPa for (a) July, 
(b) December, biases for (c) July, (d) December between regional averages of sea-level
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pressure estimated from the real network and the reference network, biases for (e) July, 
(f) December between regional averages of sea-level pressure estimated from the ten 400- 
sites networks and the reference network and scatter plot o f spatial differences between 
regional averages o f sea-level pressure estimated from the real network and the reference 
network and spatial differences between terrain elevation (m) estimated from the real 
network and the reference network for (g) July and (h) December. In parts (e) and (f), 
always the maximum values for the 10 400-sites networks is shown when several 
networks have values for the same 2.8° x 2.8° area. Since geographical trends are 
marginal for all artificial networks as demonstrated by parts (e) and (f) spatial plots for 
artificial networks are not presented any further. Data shown are for 2005. The general 
distribution of errors looks similar for 2006 and 2007 (therefore not shown). Legends 
differ among panels. White areas in the plot represent areas with no site in the real 
network. Note that no interpolated values are shown to avoid the mix of differences truly 
due to network density and design (shown here) and those from interpolation methods 
that are not in the focus o f this paper (therefore not discussed).
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Fig. 5.6 Temporal evolution o f the reference regional average environmental lapse rate 
for 2005 (black line), 2006 (dark gray line) and 2007 (light gray line) for July (solid 
lines) and December (dashed lines). The bars indicate the temporal and spatial average 
standard deviation o f the environmental lapse rate on a given day.
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Fig. 5.11 Like Fig. 5.8, but for relative humidity in %.
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Fig. 5.15 Like Fig. 5.4, but for soil-temperature at 0.2 m depth in K.
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Fig. 5.16 Like Fig. 5.8, but for soil-temperature at 0.2 m depth in K.
153
Chapter 6 Sources of discrepancy between CCSM simulated and gridded 
observation-based soil-temperature over Siberia: The influence of site density and 
distribution** 
Abstract
Soil-temperature climatologies determined at different depths from simulations with 
the Community Climate System Model version 3 (CCSM) capture the annual phase of 
gridded soil-temperature climatologies based on observations for 1951-1980, 1961-1990, 
and 1971-2000, but not the amplitude; some of these discrepancies can be attributed to 
simulated forcing (PaiMazumder et al. 2008). By using soil-temperature data simulated 
by Weather Research and Forecasting (WRF) model it is shown that some o f the 
discrepancies between CCSM-derived and gridded observed climatologies may result 
from the interpolation required for gridding and/or network design (density and 
distribution of sites).
6.1 Introduction
Accurate simulation o f soil temperature in Climate System and Earth System Models 
is essential because soil temperature influences high-latitude hydrology, biochemical 
processes and ecosystems. Soil temperatures are mostly controlled by the surface water 
and energy balance, which explains the strong connection and feedback between soil and 
near-surface atmospheric conditions. In the Arctic and Subarctic, the onset, duration, 
thickness, density and structure of seasonal snow-cover strongly influence soil 
temperatures (e.g. Zhang et al. 1996, Molders and Romanovsky 2006).
Soil temperatures simulated at different depths by the Community Climate System 
Model version 3 (CCSM; Collins et al. 2006a) are evaluated over Siberia for three 
climatologies (1951-1980, 1961-1990, 1971-2000) by means o f observational data
“ PaiMazumder D, Molders N (2008) Sources of discrepancy between CCSM simulated 
and gridded observation-based soil-temperature over Siberia: The influence o f site 
density and distribution. 9lh International Conference on Permafrost (NICOP):1351- 1356
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(PaiMazumder et al. 2008) provided by National Snow Ice Data Center (NSIDC; Zhang 
et al. 2001). PaiMazumder et al. (2008) also evaluated CCSM derived climatologies of 
near-surface temperature, cloud fraction, precipitation and snow depth with those from 
ERA40 reanalysis, International Satellite Cloud Climatology project (ISCCP), Global 
Precipitation Climatology Center (GPCC) and NSIDC, respectively, to examine the 
sources for discrepancies between simulated and observed soil-temperature climatology. 
Inaccurate simulation of near-surface temperature, cloud fraction, precipitation and snow 
depth may have some influences on discrepancies between CCSM-derived and observed 
soil-temperature climatology, but do not explain all discrepancy found; sensitivity studies 
with slightly altered plant functional types and percentage o f sand attributed marginal 
discrepancies from incorrect percentages o f sand and/or plant types (PaiMazumder et al. 
2008).
Typically climate models like CCSM provide soil temperatures that represent a 
volume average of several 100 square kilometers in horizontal extension o f several 
centimeters in thickness. It is obvious that soil temperatures simulated for such a volume 
are difficult to compare to measurements at a site (point measurements). Therefore, it has 
become common practice to interpolate available measurements to the grid of the climate 
model (e.g. Li et al. 2008). It is obvious that such interpolation may introduce uncertainty 
into the grid-cell averages and, hence, the evaluation. Since the gridded soil-temperature 
climatologies are based on measurements projected onto the CCSM3-grid by Cressman- 
interpolation (PaiMazumder et al. 2008), some discrepancies between CCSM-derived and 
gridded observed climatologies may result from interpolation and/or network density and 
distribution. Observational networks are often designed with accessibility and ease of 
maintenance in mind. Most of the Siberian soil-temperature sites are long term 
agricultural monitoring stations. Consequently, the observational network follows 
agricultural-used land along major haul-ways and is not uniformly distributed. Hence, the 
density and/or design o f network may bias the regional averages estimated there from. 
Mitchell et al. (2004) assessed accuracy and reliability of gridded data and concluded that 
observed gridded data (1901-2000) are not appropriate for climate change. They also
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describe the development of high resolution (0.5°) of gridded data set (Climate Research 
Unit (e.g. CRU TS 2.0) data) for the globe derived from climatological observations and 
transient coupled atmosphere-ocean general circulation model (GCM) simulations; the 
gridded dataset depends on the applied interpolation algorithms and always has to be 
associated with an assessment of the accuracy o f the grid point values. Therefore, it is 
essential to assess the uncertainty in regional averages resulting from the density and/or 
design of an observational network. The aim of our case study is to exemplarily 
investigate this uncertainty to further assess the discrepancies between CCSM-derived 
and observed soil-temperature climatologies found by PaiMazumder et al. (2008). In 
doing so, the Weather Research and Forecasting (WRF; Skamarock et al. 2005) model is 
used to provide a dataset of soil temperatures that will be considered as “reference” for 
determination of regional averages to which data from a real network and artificial 
networks are compared to assess the accuracy of gridded datasets based on station data 
and to develop recommendations for network design to optimize their use for model 
validation.
6.2 Experimental design
6.2.1 Brief model description
The CCSM is a fully coupled climate model to simulate the Earth system over broad 
ranges o f spatial and temporal resolutions. It consists o f the Climate Atmospheric Model 
version 3 (CAM3; Collins et al. 2006b), the Community Land Model version 3 (CLM3; 
(Dai et al. 2003, Oleson et al. 2006), the Community Sea Ice Model version 5 (CSIM5; 
Briegleb et al. 2004) and the parallel Ocean Program version 1.4.3 (POP; Smith et al. 
1992). These four components exchange data via a coupler without flux correction.
CCSM is run with 26 vertical layers at a spectral truncation o f T42 corresponding to a 
spatial resolution o f ~2.8°x2.8°. CCSM is started with the ecliptic conditions o f 1-1-1950 
and CO2  concentration o f 355 ppmv. Each model component is spun up separately. Based 
on these simulations, we determine three climatologies, 1951-1980, 1961-1990, and 
1971-2000.
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The WRF is a mesoscale non-hydrostatic model. Out of the variety o f physical 
options we use the following model setup: Cloud formation and precipitation processes at 
the resolvable scale are considered by Thompson et al.’s (2004) five-water class (cloud- 
water, rainwater, ice, snow, graupel) mixed-phase bulk-microphysics parameterization. 
The Grell-Devenyi (2002) ensemble parameterization considers subgrid-scale convective 
clouds. The Goddard shortwave-radiation scheme and the Rapid Radiative Transfer 
Model (Mlawer et al. 1997) are applied. The Yonsei University scheme (Skamarock et al. 
2005) is used for simulating atmospheric boundary layer processes. Monin-Obukhov 
similarity theory is applied for surface-layer physics. Soil temperature, volumetric ice and 
water content, snow temperature and density and the exchange o f heat and moisture at the 
land-atmosphere interface are determined by a modified version of the Rapid Update 
Cycle land-surface model (Smirnova et al. 1997, 2000).
The WRF domain encompasses Siberia by 70x150 grid-points with a grid-increment 
o f 50 km and 31 vertical layers from the surface to 50 hPa. Soil conditions are 
determined at six levels. In the presence of snow, five snow layers are considered. The 
time step is 200 s. The National Centers for Environmental Prediction (NCEP) 1.0°xl.0° 
and 6h-resolution global final analyses (FNL) serve as initial and boundary conditions. 
For our case study, we perform simulations for July and December 2005. They start daily 
at 1800 UT for 30 hours of integration. We discard the first six hours as spin-up time.
6.2.2 Analysis
To estimate uncertainty due to network density and design, WRF-simulated soil 
temperatures serve to represent data from an optimal, dense, and equally distributed 
observational network. Regional averages o f soil temperatures determined from the WRF 
output for July and December, 2005 are considered to be the “reference”.
Regional averages o f soil temperature are determined for the 411 sites o f the actual 
historic observation network used in PaiMazumder et al.’s (2008) CCSM soil- 
temperature evaluation. Flerein, the soil temperature simulated for a WRF-grid cell 
wherein a site falls is taken as the soil temperature for that site. This procedure is
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common practice in mesoscale modeling (e.g. Narapusetty and Molders 2005). Four 
artificial networks are assumed with 500, 400, 200, and 100 arbitrarily taken WRF grid- 
cells as “sites”. These networks are denoted 500-, 400-, 200- and 100-site-networks 
hereafter. Soil temperatures obtained from WRF simulations at the 500, 400, 200 and 100 
sites are used to calculate the regional averages for these networks. These regional 
averages are compared with the reference regional averages to assess the contribution of 
network density and design to uncertainty in gridded data used for evaluation o f climate 
model data.
Since systematic and nonsystematic errors can contribute to any simulation result as 
well as to regional averages obtained from different networks, performance measures like 
bias, standard deviation of errors (SDE), root mean square errors (RMSE) and correlation 
coefficients (e.g. Anthes 1983, Anthes et al. 1989) are calculated at different spatial and 
temporal scales for the various networks. The performance measures and correlation 
coefficients are determined to evaluate the discrepancies between the regional averages 
obtained from the “reference” and those o f a network. They are calculated for all 
networks for the daily and monthly course.
To estimate the uncertainties in regional averages resulting from the density and 
design o f networks, we compare the regional averages o f soil temperature obtained from 
the WRF simulation (“reference”) and various site networks (500-, 400-, 200-, 100-site- 
network and historic networks). In this case study, we consider the accuracy o f soil 
temperature measurements to be within ±0.5 K for the reasons discussed in PaiMazumder 
et al. (2008). The regional averages o f soil temperature estimated from the “reference” 
and the different networks will be considered to be in good agreement if  regional 
averages obtained from the different networks lie within the above mentioned uncertainty 
range to the “reference”.
In a next step, we compare the uncertainty determined as described above with the 
discrepancies found between CCSM-derived and gridded observation derived 
climatologies by PaiMazumder et al. (2008) to assess how much the network design may 
explain some o f these discrepancies.
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6.3 Results
6.3.1 Impact of network design on regional averages
Regional averages o f soil temperature obtained from the artificial networks are highly 
correlated with those o f the reference (>0.972) at all depths in both months. Regional 
averages o f soil temperature obtained from the historic network are higher correlated with 
the “reference” in December (R=0.921) than in July (R=0.732) at 00 UT, 06 UT, 12 UT, 
18 UT at all depths.
In both months, the daily spatial standard deviations o f soil temperatures obtained 
from the historic network are higher than those of all other networks. The standard 
deviations o f soil temperature obtained from the various networks are higher at all depths 
in December than in July. In December, in general, soil temperatures vary strongly in 
space due to the large horizontal differences in snow cover and/or thickness. Thus, taking 
measurement along the haul ways leads to larger standard deviations of the regional 
averages in winter than summer because of snow conditions and terrain height of the site. 
In July, for given insolation and soil type, soil heating/cooling varies less in space than in 
December when differences in snow-cover/thickness may strongly affect soil 
temperatures. Consequently, taking the measurement along a haul way has less impact on 
the regional average and its standard deviation for Siberia in summer than winter.
At 0.2m depth, soil temperatures obtained from the historic network overestimate the 
reference average by up to 1.5 K and 1.8 K in July and December, respectively (Fig. 6.1). 
The historic network also fails to capture the timing of the soil-temperature maxima and 
minima represented in the reference average. For example, on the 11th and 26th July, 
upper soil temperatures from the historic network average do not reflect the warm periods 
seen in the reference average (Fig. 6.1). These differences in timing o f extremes between 
the regional averages of the historic network and “reference” occur due a frontal system 
passing Siberia. The non-equal distribution of sites of the historic network therefore gets 
“biased” to the time when the system passes the majority of the sites. In December, the 
high bias found for the historic network may partly be explained by the fact that the sites 
o f the historic network may not well represent the regional differences in snow cover
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and/or thickness. The 100-site-network also fails to capture the regional soil-temperature 
averages obtained from the “reference” with 0.8 K bias in July (Fig. 6.1), while in 
December, 100-site-network captures the reference average well. Obviously, a randomly 
distributed 100-site-network represents soil conditions in winter well when the soil is 
partly insolated by snow. However, in summer, convection may lead to spatial 
differences in soil heating due to shading by clouds and/or heat-input by precipitation that 
a 100-site-network cannot capture appropriately. Regional averages o f soil temperature 
obtained from 500-, 400- and 200-site-network provide acceptable results in comparison 
to the reference average at all depths in both months. The historic network shows higher 
biases and RMSEs than all other networks in both months (Fig. 6.1, Table 6.1). This 
means that the historic network introduces some bias into regional averages and any 
evaluation study therewith.
Higher systematic bias may have occurred due to the difference in landscape and 
terrain elevations between the regional averages derived from the “reference” and historic 
network. At 0.2 m depth (0.4 m and 1.6 m) RMSEs for the historic network reach up to 
1.5 K (1 K and 1.9 K) and 1.8 K (1.3 K and 1.1 K) in July and December, respectively 
(Fig. 6.1). Errors in regional soil-temperature averages based on the historic network are 
also high for the upper soil layer and errors decrease at 0.4 m depth and increase again for 
deeper soil layers in both months. The high diurnal variability close to the surface may 
cause the high errors in the upper soil (Table 6.1). The increase found for deeper soil 
layers may be related to the constant lower boundary condition used in WRF. These soil- 
temperature values are from climatologies which differ notably in space. Thus, the 
historic network cannot represent the “reference” because the sites are not randomly 
distributed to capture the regional pattern.
6.3.2 Evaluation of CCSM by gridded data
As reported by PaiMazumder et al. (2008), CCSM captures the phase o f the 30-years 
average annual soil temperature curves well at all depths, but not the amplitude. CCSM 
overestimates the 0.2-m soil temperature for the majority o f the grid cells over Siberia
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from December to March for the first climatology (1951-1980) (Fig. 6.2). Similar is true 
for 0.4 m and 1.6 m depths, but with marginally decreasing frequency with increasing 
depth, whereas at 0.8 m and 3.2 m, CCSM overestimates soil temperature throughout the 
year (Fig. 6.2). In April, soil temperature will be overestimated for most of the grid-cells 
at all depths if  soil temperature is below freezing and underestimated otherwise, leading 
to overall overestimation. In May and June, the general pattern shifts towards 
underestimation at all depths except 3.2 m (Fig. 6.2). In July and August, CCSM tends to 
underestimate soil temperature by up to 1.2K  at 0.2 m and overestimates them by up to 
0.5 K at 0.4 and 0.8 m depth. At 1.6 m, the tendency to overestimate soil temperature is 
obvious for the colder (<275 K), but less obvious for the warmer (>285 K) end of the 
temperature range. In September, soil temperatures are underestimated at 0.2 and 0.4 m 
depth by up to 0.6 K and 0.4 K for most grid-cells (Fig. 6.2). At 0.8 m and 1.6 m, CCSM 
overestimates soil temperatures by up to 0.4 K and 1.1 K, respectively, for most grid- 
cells. In October, the general pattern again shifts towards overestimation by up to 2.5 K 
(Fig. 6.2). In November, simulated soil conditions are too warm for soil temperatures 
below the freezing point at all depths. PaiMazumder et al. (2008) also found that biases 
and RMSEs decrease with increasing depth because most variability occurs near the 
surface. RMSEs are higher in winter than in the other seasons for all three climatologies. 
Mean annual soil temperatures are over-estimated by 2.5 K, on average.
Overall, CCSM simulates the annual average soil temperature reasonably well though 
its performance is better in summer than in winter. Due to acceptable RMSEs and high 
correlations (cf. Fig. 6.2), PaiMazumder et al. (2008) concluded that the fully coupled 
CCSM acceptably simulates soil temperature. As pointed out by these authors, CCSM 
also has some difficulties to capture near-surface temperature, cloud fraction, 
precipitation and snow depth with biases (RMSEs) -1.0 K (3 K), 0.32 % (0.52 %), 7.6 
mm/month (19.9 mm/month) and 0.04 m (0.09 m), respectively (for further details see 
Table 1 in PaiMazumder et al. 2008). Hence the inaccurate simulation o f near-surface 
temperature, cloud fraction, precipitation and snow depth may contribute to the 
discrepancies between CCSM-derived and observed soil temperature climatology.
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Difference in plant functional types between model and real world and decreasing and 
increasing sand percentage in the model may marginally affect soil temperature. Thus, 
incorrect assumptions on the mineral soil type cannot explain the discrepancies found. 
Another source o f these discrepancies may be that CCSM only considers mineral soils. 
However, large areas o f Siberia have organic soils at least in the upper soil layers. The 
thermal and hydraulic properties o f mineral and organic soils differ strongly and yield to 
appreciable differences in soil temperature and soil-water freezing behavior (cf. Molders 
and Walsh 2004, Lawrence and Salter 2007). Nicolsky et al. (2007) showed that 
incorporating organic matter in CLM3 significantly changes the soil temperature 
simulation. Thus, providing gridded data o f organic material distribution and 
consideration o f organic material in CCSM are essential future steps for the scientific 
community to take.
6.4 Discussion and conclusions
PaiMazumder et al. (2008) found that CCSM tends to overestimate soil temperature 
in winter and underestimate in summer with better performance in summer than winter. 
In spring and fall, simulated and observed climatologies agree the best. Therefore, we 
performed a case study with WRF for December and July 2005 to further examine 
reasons for discrepancies in CCSM-derived and observed soil-temperature climatologies. 
In this case study, we assume the soil temperatures simulated by WRF as a reference 
dataset from which we determine the “reference” regional averages. These reference 
averages are compared to the regional averages determined from WRF data at the sites of 
the network used in PaiMazumder et al. (2008) and to four randomly, but spatially even 
distributed artificial networks to assess exemplarily potential contribution of the historic 
network to the discrepancies found by these authors.
The high differences (1.8 K) between regional averages o f soil temperature obtained 
from the historic network and “reference” in December suggest that the network design 
may affect gridded observational averages more in December than in July. This means
162
that the high discrepancies between CCSM-derived and observation-based gridded soil- 
temperature climatologies can be explained by the network design in winter.
PaiMazumder et al. (2008) also showed that in December, biases between simulated 
and observed soil temperature reach up to 6 K at 0.2 m depth; about 2.5 K bias may result 
from incorrect simulation of observed forcing. Our study shows that about 2 K bias may 
be explained by uncertainties due network density in winter. This means that about 1.5 K 
bias may result from measurement errors and/or model deficiencies.
In July, biases caused by the historic network are higher than biases in CCSM found 
by PaiMazumder et al. (2008). Hence, we have to conclude that in summer, CCSM 
performs well for simulating soil temperature. On the contrary, in winter, biases in 
CCSM can only partially be explained by uncertainties due to network density.
Similar results are found for RMSE and SDE in winter whereas in summer, RMSEs 
for the historic network are lower than RMSEs in CCSM by 1 K, on average. Hence, the 
discrepancies between CCSM-simulated and observation-based gridded soil-temperature 
climatologies in winter can be explained by incorrect simulation o f atmospheric forcing 
as well as network design. Thus, improvement of soil-model physics is essential for 
better winter soil temperature simulation.
From this case study, it can also be concluded that the historic network always fails to 
capture the “reference” regional soil temperature averages with high biases, RMSEs and 
SDEs in both months. On the contrary, the randomly distributed 500-, 400- and 200-site 
networks capture the “reference” regional soil-temperature averages well at all layers. 
These networks also capture the diurnal variation o f soil temperature well in the upper 
soil. Hence, our case study suggests that randomly distributed networks o f 200-sites or 
more reliably reproduce acceptable regional averages o f soil temperatures for Siberia. 
However, maintenance of such networks may be expansive because many o f the sites 
would not be easily accessible in a remote area like Siberia. Future studies should 
examine the general robustness of the influence of the network density and design.
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Table 6.1 Monthly averages o f bias and RMSE for the historic and 200-site-networks for 
upper and deeper soil
Networks Historic network 200-site-network
Month Layer bias RMSE bias RMSE
July Upper 0.6 0.7 0.02 0.1
Deeper 1.7 1.9 0.3 0.3
December Upper 1 1 0.1 0.2
Deeper 1.2 1.2 0.2 0.3
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Fig. 6.1 Temporal behavior o f (a) regionally averaged soil temperature at 0.2 m depth 
obtained from the “reference”, 500, 400, 200, 100-site-network and the historic network 
for July, 2005 and (b) December, 2005. Biases for (c) July and (d) December and RMSE 
for (e) July and (1) December between the “reference” and 500, 400, 200, 100-site- 
network and the historic network. Note that in (c) to (f), labels on the y-axis differ. In (c) 
and (d), the thick line serves to better visualize the positive and negative bias.
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Fig. 6.2 (a) Contour plot of temporal behavior of biases with depths for the first 
climatology (1951-1980). (b) RMSE vs. correlation coefficient for the first climatology 
for all 12 months at 0.2 m, 0.4 m, 0.8 m, 1.6 m, and 3.2 m depth.
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Soil-temperatures simulated by the soil/permafrost model within the fully coupled 
Community Climate System Model version 3 are evaluated using 50 years (1950-2000) 
o f Russian soil-temperature measurements that were gridded to the same resolution as the 
CCSM3 simulations. Evaluation o f CCSM3-simulated near-surface air temperature, 
cloud, precipitation and snow depth with respect to their observations, results from 
sensitivity studies performed with the CCSM3 as well as simulations performed with the 
Weather Research and Forecasting model over Russia are used to assess (1) errors 
resulting from the soil/permafrost model itself, (2) errors from simulated atmospheric 
forcing due to running the soil/permafrost model in a fully-coupled mode with in the 
CCSM3 and (3) errors from inaccuracies in gridded soil-temperature observations that 
stem from density and/or design of the observational network.
The fully-coupled CCSM3 captures the phase o f soil-temperatures well in the upper 
soil, and the annual average soil-temperatures reasonably well at all depths. However, it 
fails to capture the amplitude with higher (lower) soil-temperatures at all depths in winter 
(summer) than the observations with a better performance in summer than winter. In 
spring and fall, the simulated and observed soil-temperatures agree the best. The higher 
error in winter than in summer suggests that (1) the CCSM3 simulates warm soil 
processes o f the active layer better than frozen soil processes and (2) the CCSM3’s 
constant-heat-flux lower boundary condition represents actual conditions better in 
summer than winter, i.e. there seems to be a gradient in the winter flux. Therefore, future 
development should the address the lower boundary condition formulation.
The higher values o f systematic errors in mountainous and lake-rich areas in the 
CCSM3-simulated soil-temperature are caused by consistent misinterpretation of 
physical, geometrical, and numerical aspects in CCSM3, and from the coarser 
observational network in these areas. Discrepancies between CCSM3 and real terrain 
elevation and the treatment of subgrid-scale heterogeneity, cloud and precipitation 
parameterizations, and pipe heat conduction cause these systematic errors. The first three
Chapter 7 Conclusions
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reasons clearly relate to the coupling. Systematic errors from pipe conduction affect both 
the offline and online evaluations. Other systematic errors stem from the fact that the 
network was in agricultural land, i.e. good soil is preferred. The higher values of random 
errors in mountainous and lake-rich areas in the CCSM3-simulated soil-temperature may 
result from higher observational errors due to blowing snow.
Since near-surface air temperature, cloud fraction, precipitation and snow depth can 
drive soil-temperature, the simulated values o f these quantities are also evaluated with 
various observations. CCSM3 tends to overestimate winter and underestimate summer 
near-surface air temperature but overall CCSM3 simulates ERA40 near-surface air 
temperature reasonably well. Discrepancies in CCSM3-simulated near-surface air 
temperatures significantly correlate with the discrepancies in CCSM3-simulated soil- 
temperatures. Evaluation of precipitation by means o f GPCC data shows that the CCSM3 
fails to simulate summer precipitation adequately. Discrepancies in precipitation also 
significantly correlate with soil-temperature discrepancies in summer. Evaluation of snow 
depth reveals that the incorrect simulation of the fall snowfall amount and the snow depth 
explains some o f the errors in the simulated soil-temperature in winter. Cloud fraction 
discrepancies also correlate significantly with soil, near-surface air temperature, and 
precipitation discrepancies; the correlation is especially high in summer. Based on these 
correlations we conclude that convective clouds and precipitation parameterization 
shortcomings may be the main reason for the underestimation of summer soil- 
temperatures. From all these findings it can be concluded that incorrectly-simulated 
atmospheric forcing contributes to, but is not the main reason for discrepancies between 
CCSM3-simulated and gridded observed soil-temperature. Thus, improving clouds, 
precipitation parameterizations and surface heterogeneity parameterizations and using a 
finer model resolution that resolves terrain height and coastlines better than T42, are 
urgent need for improving the soil-temperature simulations by the fully coupled CCSM3.
The sensitivity studies with altered sand and clay indicate that soil characteristics 
contribute notably or even significantly to the errors in the simulated soil-temperature 
climatologies. The fact that decreasing or increasing sand percentage yields no clear
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result further suggests that better or worse results may occur by accident. Systematic 
error may result from using mineral soil instead of organic soil physical parameters. 
Large areas o f Russia, however, have organic soils at least in the upper soil layers while 
CCSM3 assumes mineral soils. Due to noticeable differences in the thermal and 
hydraulic properties o f organic and mineral soil, the inclusion o f organic material is an 
urgent need for the soil/permafrost model. A sensitivity study with altered albedo 
suggested that uncertainty in surface albedo may have an impact on simulated soil- 
temperature climatologies and hence on the permafrost distribution and the active layer 
depth in the fully-coupled model. A sensitivity study assuming slightly different landuse 
reveals that difference in landuse may also have an impact on simulated soil-temperature 
climatologies. Based on these sensitivity studies, one has to conclude that some 
discrepancies between CCSM3-simulated and gridded soil-temperatures are due to 
differences in soil and vegetation types assumed and actual soil and vegetation 
characteristics. Thus, one must conclude that better data on soil and vegetation types and 
functions on the temporal change of vegetation parameters will provide potential for 
better soil-temperature simulations. Inclusion of organic soils in permafrost simulation is 
an urgent need to be addressed in future research.
It is well known that gridded observational data typically has some uncertainty due to 
interpolation procedure. Most o f the Russian soil-temperature sites are associated with 
long-term agricultural monitoring stations and are designed with accessibility and ease of 
maintenance in mind. Consequently, the observational network is not uniformly 
distributed and biased with respect to terrain elevation, soil type (fertile soils) and land- 
cover type (agriculturally used land). To examine whether the density and/or design of 
networks may introduce some additional uncertainty in the gridded datasets of regional 
averages based on station data, the WRF model is used to provide a dataset for soil- 
temperatures that is considered as a “reference” for determination of regional averages. 
Data from the real, also called historic, network used in the CCSM3 evaluation and 
randomly, but spatially even, distributed artificial networks are compared to the 
“reference” gridded data. Networks with 200 or more randomly distributed sites reliably
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reproduce the reference regional averages of soil-temperature while the real network has 
difficulties in capturing the reference regional averages. This means that non-random 
network design introduces substantial uncertainty in gridded data and that networks with 
randomly distributed sites might only need about half of the points of the non-random 
distributed real or historic network over Russia to determine gridded data. However, the 
maintenance of such networks with randomly distributed sites can be extremely 
expensive, especially when sampling is to be performed over several decades, because 
many of the sites would be difficult to access in remote areas. Based on these findings, 
one has to conclude that evaluation studies using long-term data taken for other purposes 
require intelligent concepts to derive reasonable conclusions and to avoid tuning models 
towards biased network data. The results also suggest that downscaling/interpolation of 
observations may be problematic in complex terrain. An important finding is also that if a 
less number of randomly placed sites provide better results than a large number o f ill 
placed sites, intelligent network design may save costs and increases the knowledge.
The biases between CCSM3-simulated and observed soil-temperature are as high as 6 
K at 0.2 m depth in winter. About 2.5 K of the bias may result from the incorrect 
simulation of the observed forcing and about 2 K of the bias may be explained by 
uncertainties due network density (Fig. 7.1). This means that about 1.5 K winter-bias may 
result from measurement errors and/or model deficiencies. In July, biases caused by 
uncertainties due network density are higher than biases in the CCSM3 soil-temperature 
simulation (Fig. 7.1). Hence, it can be concluded that in summer, CCSM3 performs well 
for simulating soil-temperature. On the contrary, in winter the high discrepancies 
between the CCSM3-derived and observation-based gridded soil-temperature 
climatologies can be explained by the observational network design. The results from this 
analysis indicate that the scientific community has to work on obtaining better, more 
representative observational data.
From this study, it can be concluded that the performance of a soil/permafrost model 
fully coupled with a climate model depends partly on the soil/permafrost model itself, the 
accuracy of the forcing data provided by the climate model and the design o f the
174
observational network. Improving parameterizations and model resolution are urgent 
needs for improving soil-temperature simulations and, hence, any assessments of 
permafrost thawing by the fully coupled CCSM3. Non-randomly distributed networks 
may provide wrong impressions on regional climate and its changes. Therefore, future 
networks should be designed in a more spatially random method. Until long term data 
from randomly designed networks become available, one will have to use whatever data 
are available. Furthermore, data from non-randomly distributed sites are only available 
for the past. Therefore, when evaluating climate models using gridded data from non­
randomly distributed networks, one has to develop intelligent strategies to guarantee 
meaningful conclusions on model performance and for model improvement.
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Bias,Dec Bias, Jul RMSE, Dec RMSE, Jul
Fig. 7.1 Biases and RMSEs between CCSM3-simulated and observed soil-temperature, 
amount o f biases and RMSEs explained by incorrect simulation o f observed forcing by 
CCSM3 and uncertainty due to network design for July and December.
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Appendix A Contributions of thesis chapters 
A .l Chapter 4
The key topic of this chapter was adapted from Professor Molders’ NSF proposal 
under grant OPP-0327664. Gridded data of soil-temperature and snow-depth were 
provided by Zhang T, Etringer A and McCreight J (National Snow and Ice Data Center). 
Jack Miller installed CCSM3 on the ARSC supercomputer. The literature research, 
simulations and figures were prepared by Debasish PaiMazumder. The reference 
simulation was performed by Professor Molders. Dr. Li performed the simulation 
wherein forest is randomly replaced by grass and/or crops in some Russian grid-cells 
(total area change <1%). Professor Molders also helped in the physical interpretations 
and refining of the text and the figures. Professor Walsh also provided fruitful comments 
during the editing process.
A.2 Chapter 5
The experimental design was provided by Professor Molders. The literature research, 
text, simulations and figures were prepared by Debasish PaiMazumder. Professor 
Molders helped PaiMazumder in the physical interpretations and refining o f the text and 
the figures.
A.3 Chapter 6
The key topic of this chapter was adapted from Professor Molders’ NSF proposal 
under grant OPP-0327664, and ARC0652838, and EPSCoR-grant 0701898. The 
literature research, text, simulations and figures were prepared by Debasish 
PaiMazumder. Professor Molders helped PaiMazumder in the physical interpretations 
and refining o f the text and the figures.
