Measurement of the WW plus WZ cross section and limits on anomalous triple gauge couplings using final states with one lepton, missing transverse momentum, and two jets with the ATLAS detector at root s=7 TeV by Aad, G et al.
Measurement of the W W + W Z cross section and limits on anomalous
triple gauge couplings using final states with one lepton, missing
transverse momentum, and two jets with the ATLAS detector at s = 7 TeV
The, ATLASC; Aad, G; Abbott, B; Abdallah, J; Abdel Khalek, S; Abdinov, O; Aben, R; Abi, B;
Abolins, M; AbouZeid, OS; Abramowicz, H; Abreu, H; Abreu, R; Abulaiti, Y; Acharya, BS;
Adamczyk, L; Adams, DL; Adelman, J; Adomeit, S; Adye, T; Agatonovic-Jovin, T; Aguilar-
Saavedra, JA; Agustoni, M; Ahlen, SP; Ahmadov, F; Aielli, G; Akerstedt, H; Åkesson, TPA;
Akimoto, G; Akimov, AV; Alberghi, GL; Albert, J; Albrand, S; Alconada Verzini, MJ; Aleksa,
M; Aleksandrov, IN; Alexa, C; Alexander, G; Alexandre, G; Alexopoulos, T; Alhroob, M;
Alimonti, G; Alio, L; Alison, J; Allbrooke, BMM; Allison, LJ; Allport, PP; Aloisio, A; Alonso, A;
Alonso, F; Alpigiani, C; Altheimer, A; Alvarez Gonzalez, B; Alviggi, MG; Amako, K; Amaral
Coutinho, Y; Amelung, C; Amidei, D; Amor Dos Santos, SP; Amorim, A; Amoroso, S; Amram,
N; Amundsen, G; Anastopoulos, C; Ancu, LS; Andari, N; Andeen, T; Anders, CF; Anders, G;
Anderson, KJ; Andreazza, A; Andrei, V; Anduaga, XS; Angelidakis, S; Angelozzi, I; Anger, P;
Angerami, A; Anghinolfi, F; Anisenkov, AV; Anjos, N; Annovi, A; Antonaki, A; Antonelli, M;
Antonov, A; Antos, J; Anulli, F
 
 
 
 
 
 
 
For additional information about this publication click this link.
http://qmro.qmul.ac.uk/jspui/handle/123456789/7604
 
 
 
Information about this research object was correct at the time of download; we occasionally
make corrections to records, please therefore check the published record when citing. For
more information contact scholarlycommunications@qmul.ac.uk
EUROPEAN ORGANISATION FOR NUCLEAR RESEARCH (CERN)
CERN-PH-EP-2014-244
Submitted to: JHEP
Measurement of the WW +WZ cross section and limits on
anomalous triple gauge couplings using final states with one
lepton, missing transverse momentum, and two jets with the
ATLAS detector at
√
s = 7 TeV
The ATLAS Collaboration
Abstract
The production of a W boson decaying to eν or µν in association with a W or Z boson decaying
to two jets is studied using 4.6 fb−1 of proton–proton collision data at
√
s = 7 TeV recorded with the
ATLAS detector at the LHC. The combinedWW+WZ cross section is measured with a significance of
3.4σ and is found to be 68±7 (stat.)±19 (syst.) pb, in agreement with the Standard Model expectation
of 61.1± 2.2 pb. The distribution of the transverse momentum of the dijet system is used to set limits
on anomalous contributions to the triple gauge coupling vertices and on parameters of an effective-
field-theory model.
c© 2015 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-3.0 license.
ar
X
iv
:1
41
0.
72
38
v2
  [
he
p-
ex
]  
26
 Ja
n 2
01
5
Prepared for submission to JHEP
Measurement of the WW +WZ cross section and
limits on anomalous triple gauge couplings using
final states with one lepton, missing transverse
momentum, and two jets with the ATLAS detector
at
√
s = 7 TeV
The ATLAS Collaboration
Abstract:
The production of a W boson decaying to eν or µν in association with a W or Z boson
decaying to two jets is studied using 4.6 fb−1 of proton–proton collision data at
√
s = 7 TeV
recorded with the ATLAS detector at the LHC. The combined WW + WZ cross section
is measured with a significance of 3.4σ and is found to be 68± 7 (stat.)± 19 (syst.) pb, in
agreement with the Standard Model expectation of 61.1 ± 2.2 pb. The distribution of the
transverse momentum of the dijet system is used to set limits on anomalous contributions
to the triple gauge coupling vertices and on parameters of an effective-field-theory model.
Keywords: ATLAS, LHC, diboson, semileptonic, anomalous Triple Gauge Couplings
ArXiv ePrint: 1410.7238
Contents
1 Introduction 1
2 Analysis strategy 2
3 The ATLAS detector 3
4 Simulated event samples 4
5 Object and event reconstruction 5
6 Event selection 7
7 Signal and background estimation 7
8 Cross-section definition and fit method 8
9 Systematic uncertainties 11
10 Cross-section results 13
11 Anomalous triple gauge couplings 14
12 Conclusion 23
1 Introduction
The study of vector boson pair production at the Large Hadron Collider (LHC) provides
an important test of the electroweak sector of the Standard Model (SM) at the highest
available energies. Deviations observed in the total or differential cross sections from the
SM predictions may arise from anomalous triple gauge boson interactions [1] or from new
particles decaying into vector bosons [2]. Vector boson pair production is also an important
source of background in studies of the Higgs boson and in searches for signals of physics
beyond the SM.
The cross sections for WW and WZ production at the LHC have previously been
measured in fully leptonic final states [3–6]. The semileptonic final states suffer from larger
backgrounds from W or Z boson production in association with jets, but benefit from
significantly larger branching fractions than the fully leptonic states and thus represent
important complementary measurements. In this paper the WW + WZ cross section is
measured in the `νjj (` = e, µ) final state using a data sample of proton–proton (pp)
collisions with an integrated luminosity of 4.6 fb−1 collected by the ATLAS detector at
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the LHC. In addition, the reconstructed dijet transverse momentum distribution is used to
set limits on anomalous contributions to the triple gauge coupling vertices (aTGCs), after
requiring that the dijet invariant mass is close to the mass of the W or Z boson.
The combinedWW+WZ production cross section (hereafter,WV cross section, where
V = W,Z) has been measured in the `νjj final state in proton–antiproton collisions at the
Tevatron collider by both the CDF [7] and D0 [8] collaborations, and more recently in pp
collisions by the CMS [9] collaboration. Limits on anomalous triple gauge couplings in
WV → `νjj production have also been presented by CDF [10], D0 [11], and CMS [9].
This paper is organised as follows. The overall analysis strategy is described in section 2
and a short description of the ATLAS detector is given in section 3. The Monte Carlo (MC)
simulation used for the signal and background modelling is summarized in section 4. Details
of the object and event reconstruction and of the event selection are given in sections 5 and 6
respectively. The method to estimate the signal and background processes is discussed
in section 7. The cross section measurement is detailed in section 8 and the systematic
uncertainties are described in section 9. The results of the cross-section measurement are
summarized in section 10, and the extraction of the anomalous triple gauge coupling limits
is discussed in section 11. Finally, conclusions are drawn in section 12.
2 Analysis strategy
CandidateWV → `νjj events are required to contain exactly one lepton (electron or muon),
large missing transverse momentum EmissT , and exactly two jets. The selected events are
accepted if they pass a set of kinematic cuts chosen to enhance the signal-to-background
ratio. The invariant mass distribution of the two jets (mjj), representing the candidate decay
products of the hadronically decaying boson, is obtained from all the selected events. The
WW + WZ signal yield (NWV ) is obtained by performing a binned maximum-likelihood
fit to the mjj distribution using templates based on MC simulations. The fit is performed
on events in an mjj range much larger than the range where the signal peaks, allowing
the nearly signal-free mjj regions to constrain the rate of the W + jets events, which are
the largest background. Because of the finite dijet mass resolution, there is considerable
overlap between the mjj peaks from WW → `νqq¯′ and WZ → `νqq¯ decays. Given the
expected uncertainties in this measurement, and the relatively small contribution from the
WZ process (about 20% of the total signal yield), no attempt is made to distinguish between
the WW and WZ contributions in this analysis. Instead, the signal yield is obtained under
the assumption that the ratio of the WW and WZ cross sections is equal to the SM
prediction.
The fiducial cross section (σfid) is evaluated from the measured signal yield. The
fiducial phase space is defined to be as close as possible to the phase space defined by the
reconstructed event selection. The fiducial cross-section measurement is obtained as:
σfid =
∑
`=e,µ
NWV`
L ·Dfid,` , (2.1)
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where L is the integrated luminosity and Dfid,` are factors that correct for the difference
between the number of WV → `νjj events produced in the fiducial phase space and the
number of reconstructed events passing the event selection. The total cross section (σtot) is
obtained by extrapolating the fiducial cross section to the full phase space using theoretical
predictions:
σtot =
∑
`=e,µ
NWV`
L ·Dtot,` , (2.2)
where Dtot,` are factors that depend on acceptances, reconstruction efficiencies, and the
branching fractions for WW → `νjj and WZ → `νjj. Details of the maximum-likelihood
fit and the precise definition of the fiducial-volume and of the factors Dfid,` and Dtot,` are
given in section 8.
Lastly, the transverse momentum distribution of the hadronically decaying V candi-
dates (pTjj) is used to set limits on the aTGCs affecting the WWZ and WWγ vertices.
The event selection is the same as the one used for the cross-section measurement, except
that the dijet mass is required to be close to the masses of the W/Z bosons in order to
increase the signal-to-background ratio. The aTGC limits are calculated by performing a
binned maximum-likelihood fit to the pTjj distributions. The ratio of the WW and WZ
cross sections at each aTGC point is assumed to be that predicted by theory, including the
aTGC contribution. Details of the limit extraction are given in section 11.
3 The ATLAS detector
The ATLAS detector [12] is a general-purpose particle detector with cylindrical geometry1
which consists of several sub-detectors surrounding the interaction point, and covering al-
most the full solid angle. The trajectories and momenta of charged particles are measured
within the pseudorapidity region |η| < 2.5 by multi-layer silicon pixel and microstrip detec-
tors and a transition radiation tracker. The tracking system is located in a superconducting
solenoid producing a 2 T magnetic field and is surrounded by a high-granularity liquid-argon
(LAr) sampling electromagnetic (EM) calorimeter with coverage up to |η| = 3.2. The EM
calorimeter is split into a barrel section (|η| < 1.475) and endcaps (1.375 < |η| < 3.2). A
scintillating tile hadronic calorimeter using steel as absorber provides coverage in the range
|η| < 1.7. In the forward region, LAr calorimeters provide electromagnetic and hadronic
measurements and extend the coverage to |η| < 4.9. The muon spectrometer surrounds
the ATLAS calorimeter system and it operates in a toroidal magnetic field provided by air-
core superconducting magnets and includes tracking chambers for precise muon momentum
measurement up to |η| = 2.7 and trigger chambers covering the range |η| < 2.4. The online
event selection is based on a three-level trigger system. The hardware-based Level-1 trigger
1ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the
centre of the detector and the z-axis coinciding with the axis of the beam pipe. The x-axis points from the
interaction point to the centre of the LHC ring, and the y-axis points upward. Cylindrical coordinates (r, φ)
are used in the transverse plane, φ being the azimuthal angle around the beam pipe. The pseudorapidity
η is defined in terms of the polar angle θ as η = − ln[tan(θ/2)].
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uses a subset of the detector data to reduce the event rate from 20 MHz to below 75 kHz.
Two subsequent software-level triggers further reduce the rate to about 300 Hz using the
complete detector information.
4 Simulated event samples
Simulated event samples are used to model both the signal and all background processes
except for the multijet background, which is estimated using a data-driven procedure. The
signal and background MC samples are processed using the ATLAS detector simulation [13]
based on Geant4 [14] and the same reconstruction algorithms as used for collision data.
The simulation includes the modelling of additional pp interactions in the same and neigh-
bouring bunch crossings (pile-up).
Diboson signal events are generated using mc@nlo v4.07 [15] interfaced to herwig [16,
17] for the parton showering and hadronisation and to jimmy2 [18] for the modelling
of the underlying event. The on-shell gauge bosons are generated in mc@nlo and are
subsequently decayed by herwig. This leads to a zero width for the decayed W/Z bosons
and to the loss of the spin-correlation information for the decay products. The effects arising
from this generation procedure are studied and considered, where needed, as systematic
uncertainties. The ct10 [19] parton distribution function (PDF) set is used. The diboson
samples are normalised to the next-to-leading-order (NLO) cross sections of 43.7 ± 1.9 pb
and 17.4± 1.1 pb for WW and WZ, respectively. The central values of the diboson cross
sections are estimated using mc@nlo, with factorisation and renormalisation scales equal to√
(m2W + p
2
T,W +m
2
V + p
2
T,V )/2. The uncertainties are evaluated by varying the scales, the
PDF, and αs. The combined PDF+αs uncertainties are estimated by varying them within
their 68% confidence-level (CL) limits, following the procedure in ref. [20]. The gg →WW
and H → WW processes are not included in the signal samples nor in the cross-section
prediction, since their contributions are small compared to the expected sensitivity of this
measurement. The gg →WW process would increase the total predictedWV cross section
by about 2–4%. The H → WW process would increase the WV cross section by about
5%, but after applying all event selection criteria (see section 6), it would only increase
the expected number of signal events by about 2%. The γγ → WW process [21] is also
neglected. While this paper was in preparation, a next-to-next-to-leading-order (NNLO)
calculation ofW+W− production was published [22]. The NNLO corrections would increase
the total WV cross section by about 4% beyond the gg →WW and H →WW corrections
already mentioned. Additional signal samples generated with pythia3 [23] are used for
systematic studies.
The dominant background to the WV → `νjj process is vector boson W/Z production
in association with jets, which is modelled using alpgen v2.13 [24] with cteq6l1 [25]
for the PDF, interfaced to herwig and jimmy. The W/Z + jets cross sections predicted
by alpgen are scaled to the QCD NNLO inclusive cross section [26] times branching
fraction for a single lepton species: σ(W → `ν) = 10.46 ± 0.42 nb and σ(Z/γ∗ → ``) =
2The versions herwig v6.520 and jimmy v4.31 are used whenever these generators are mentioned.
3Whenever pythia is mentioned, the version 6.425 is used.
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1.070 ± 0.054 nb for invariant masses of the two leptons (m``) > 40 GeV. Production of a
W or Z boson plus heavy-flavour jets is also modeled using the alpgen+herwig+jimmy
generator combination described above, and overlap with the inclusive W/Z + jets samples
is removed to avoid double-counting. Samples generated using sherpa v1.4.1 [27–30] with
ct10 PDFs are used for cross-checks.
Samples of tt¯ events are produced using mc@nlo v4.01 [31] with the ct10 PDF set,
interfaced to herwig and jimmy. The tt¯ cross section is σtt¯ = 177+10−11 pb for a top quark
mass of 172.5 GeV. It has been calculated at NNLO in QCD including resummation of next-
to-next-to-leading logarithmic (NNLL) soft gluon terms with top++2.0 [32–37]. Samples
of tt¯ events generated with acermc v3.8 [38] interfaced to pythia are also considered for
systematic uncertainty studies.
Single-top events from the Wt and s-channel processes are generated using mc@nlo
v4.01 [39, 40] interfaced to herwig and jimmy with cross sections of 15.7± 1.2 pb [41] and
4.6± 0.2 pb [42], respectively. The ct10 PDF set is used. The single-top t-channel process
is generated using acermc v3.8 + pythia with the mrst LO** [43] PDF set, using a cross
section of 64.6+2.6−1.7 pb [44].
The ZZ diboson background process is generated using herwig withmrst LO** PDFs.
It is normalised to the NLO cross section of 5.96± 0.3 pb (m`` > 60 GeV), estimated with
mcfm [45]. The uncertainty is evaluated using the same procedure as for the diboson
signal. The Wγ process is generated with madgraph v4 [46] interfaced to pythia. After
the selection criteria are applied, the contribution of this process to the background is very
small (less than 0.5% of the total), and so it is neglected.
5 Object and event reconstruction
Events were selected by a single-lepton (electron or muon) trigger with a threshold on the
transverse energy (ET) in the electron case or on the transverse momentum (pT) in the
muon case. The pT threshold for the single-muon trigger was 18 GeV, while for electrons it
was required to be ET > 20 GeV for the early part of data-taking and ET > 22 GeV when
the instantaneous luminosity of the LHC increased.
Proton–proton collision events are identified by requiring that the events have at least
one reconstructed vertex with at least three associated tracks with transverse momentum
pT,track > 0.4 GeV. If two or more such vertices are found, the one with the largest sum of
p2T,track is considered to be the primary vertex.
Electron candidates are formed by associating clusters of cells in the EM calorimeter
with tracks reconstructed in the inner detector [47]. The transverse energy (ET), calculated
from the cluster energy and the track direction, must be greater than 25 GeV, in order to
be in the region with maximum trigger efficiency. Candidates are accepted if they lie in
the region |η| < 2.47, excluding the transition region between the barrel and endcap EM
calorimeters, 1.37 < |η| < 1.52. The candidate must satisfy “tight” identification criteria
described in ref. [47]. For the electron-candidate track, the ratio of the transverse impact
parameter, d0, to its uncertainty, σ(d0), must satisfy |d0/σ(d0)| < 10. The longitudinal
impact parameter, z0, must have an absolute value less than 1 mm. Both d0 and z0
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are measured with respect to the primary vertex. To ensure isolation from surrounding
particles, calorimetric and tracking criteria are applied. The total calorimeter ET in a
cone of size ∆R =
√
∆φ2 + ∆η2 = 0.3 around the electron candidate, excluding any
ET associated with the candidate itself, must be less than 14% of the electron ET value.
The calorimeter response is corrected for the additional energy deposited by pile-up. In
addition, the scalar sum of the pT of the tracks within ∆R = 0.3 of the electron candidate
(not including the electron track) must be less than 13% of the electron pT value.
Muon candidates are identified [48] by associating tracks reconstructed in the muon
spectrometer with tracks reconstructed in the inner detector. The momentum of the com-
bined muon track is calculated from the momenta of the two tracks, correcting for the
energy loss in the calorimeter. Muon candidates must satisfy pT > 25 GeV and |η| < 2.4.
The pT threshold is chosen to be well within the plateau of the trigger efficiency. Muon
candidates must also be consistent with originating from the primary vertex, in order to
reject muons from cosmic-ray interactions and to reduce background from heavy-flavour
decays. Specifically, the d0 significance must satisfy |d0/σ(d0)| < 3 and |z0| must be less
than 1 mm. To reduce misidentification and improve the muon momentum resolution, re-
quirements on the minimum number of hits in the various detectors are applied to the muon
tracks. Isolated muons are selected with a requirement that the scalar sum of the pT of the
tracks within ∆R = 0.3 of the muon (not including the muon track) be less than 15% of
the muon pT, and that the total calorimeter ET in a cone of ∆R = 0.3 around the muon
candidate (excluding ET associated with the muon) be less than 14% of the muon pT. The
electron and muon isolation requirements are the same as used in ref. [3].
Corrections are applied to MC events in order to account for differences between data
and MC simulation in the trigger and identification efficiencies, and in the lepton momentum
and energy scale and resolution. The trigger and reconstruction efficiency scale factors are
measured using the tag-and-probe method on events with Z-boson candidates events [47,
48]. The lepton momenta are calibrated with scale factors obtained by comparing the
reconstructed mass distribution of Z boson candidate events in data with that of simulated
events [48, 49].
Jets are reconstructed from calorimeter energy clusters by using an anti-kt algorithm [50,
51] with a radius parameter of 0.4. The selected jets must satisfy ET > 25 GeV and |η| < 2.8.
Reconstructed jets are corrected for the non-compensating calorimeter response, upstream
material and other effects using pT- and η-dependent correction factors derived from MC
and validated with test-beam and collision data [51]. Jets consistent with being produced
from pile-up interactions are identified using the Jet Vertex Fraction variable (JVF). This
variable is calculated using tracks that are associated with the jet, and is defined as the
ratio of the scalar pT sum of the associated tracks that originate from the primary vertex
to the scalar pT sum of all associated tracks. Jets that are within |η| < 2.5 are retained if
they have JVF larger than 75% or if they have no associated track. The efficiency of this
cut is ∼ 95% up to |η| < 2.5 and is well modelled by the MC simulation. Jets are required
to satisfy quality criteria and to lie at a distance ∆R > 0.5 from well-identified leptons.
The EmissT is estimated from reconstructed electrons with |η| < 2.47, muons with |η| <
2.7, jets with |η| < 4.9, and clusters of energy in the calorimeter not associated with
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reconstructed objects having |η| < 4.5 [52]. The energy clusters are calibrated to the EM
scale or the hadronic energy scale according to cluster characteristics. The expected energy
deposit of identified muons in the calorimeter is subtracted.
6 Event selection
The WV candidates are selected by requiring exactly one high-pT lepton, missing trans-
verse momentum, and exactly two jets. Events are required to contain exactly one re-
constructed lepton candidate with pT > 25 GeV; events with more than one identified
lepton are rejected in order to suppress the Z+jets and tt¯ backgrounds. The lepton can-
didate must be the one that triggered the event. Furthermore, events are required to have
EmissT > 30 GeV in order to account for the presence of the unobserved neutrino from the
W → `ν decays. The transverse mass of the leptonically decaying W boson candidate is
defined as mT =
√
2 · pT(`) · EmissT · (1− cos ∆φ), where ∆φ is the azimuthal angle between
the lepton momentum and missing transverse momentum vectors, and is required to satisfy
mT > 40 GeV. The EmissT and mT criteria highly suppress the multijet background. To
further suppress the multijet background the azimuthal angular separation between the
leading jet transverse momentum and the missing transverse momentum vectors must fulfil
|∆φ(EmissT , j1)| > 0.8. Backgrounds containing top quark decays are highly reduced by
vetoing events that contain more than two jets with pT > 25 GeV and |η| < 2.8. Events are
required to contain exactly two jets with |η| < 2.0 and pT > 25 GeV, with a pT > 30 GeV
requirement for the leading jet. In order to improve the signal-to-background ratio, the two
jets are required to satisfy |∆η(j1, j2)| < 1.5. The angular distance between the two jets
must satisfy ∆R(j1, j2) > 0.7 if the pT of the dijet system is less than 250 GeV. Finally, the
dijet invariant mass must be in the range 25 < mjj < 250 GeV. The selection criteria were
optimised to both increase the signal-to-background ratio and select a phase space region
well described by the Monte Carlo simulation. After applying all event selection criteria,
127 650 events are found in the electron channel and 134 846 in the muon channel.
7 Signal and background estimation
The shapes of the expected mjj and pTjj distributions are used as templates for the cross-
section fit and for the aTGC limit calculation, respectively. The expected shapes and rates
of the distributions for theW+jets, Z+jets, tt¯, single-top, and signal processes are obtained
from the MC simulation samples. The W + jets and Z + jets predicted rates are corrected
using scale factors obtained with a data-driven method as explained below.
Multijet background events can pass the event selection if one of the jets is reconstructed
as a lepton. The rate and shape of the multijet background are estimated with data-driven
methods since the MC simulation does not reliably predict the rate of jets passing the
lepton identification.
The data-driven method consists of two steps: the first one is designed to estimate the
mjj, pTjj , and EmissT shapes of the multijet background and the second one to measure its
rate.
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The first step exploits suitably modified lepton identification criteria to define data
samples enriched in multijet background and with kinematic characteristics as close as
possible to those of the standard selection. The lepton identification criteria are modified
differently for the muon and electron channels.
For the muon channel, the multijet-enriched sample is obtained by applying the full
selection but inverting the transverse impact parameter requirement (|d0/σ(d0)| > 3). The
selected sample is composed of muons that do not originate from the primary vertex, as
expected for muons produced from heavy-flavour decays in jets. For the electron channel,
the multijet-enriched sample is obtained by applying the full nominal selection but requiring
the electron candidate to satisfy the “medium” [53] identification criteria but not the “tight”
ones. This results in a sample enriched in events with a jet that mimics an electron. Finally,
the shape of the multijet background is obtained from the data in these multijet-enriched
samples, after subtracting the MC-based prediction for non-multijet processes.
The second step uses the EmissT shape of the multijet background, determined in the
previous step, to obtain the multijet rate and a correction to the W/Z+ jets normalisation.
This is done fitting the EmissT spectra obtained with the nominal selection but with the
EmissT requirement removed. The fit, performed in the range 0 < E
miss
T < 400 GeV, extracts
separate scale factors used to normalise the multijet and W/Z+jets samples. From this fit,
the multijet contribution is extrapolated to the signal region (EmissT > 30 GeV) and is found
to represent 5.3% and 3.7% of the events for the electron and muon channels respectively.
The W/Z + jets scale factors obtained from this fit are close to one and well within the
systematic uncertainty of the theoretical prediction both for the electron and muon channel.
Table 1 shows the expected number of events for the signal and for each background
process after the full selection is applied. The numbers of events observed in data are
also listed. The signal-to-background ratio in the subrange 60 < mjj < 120 GeV is about
2%. Figure 1 shows the mjj distributions for data and the SM prediction for the electron
and muon channels prior to performing the maximum-likelihood fit to extract the signal
WV yield. The bottom plots in figure 1 show the ratios of data to the SM predictions
overlaid with systematic uncertainty bands. The sources of systematic uncertainties and
the strategy to evaluate them are discussed in section 9. The data distributions are well
within the systematic uncertainty bands for all values of dijet mass for both channels.
8 Cross-section definition and fit method
As discussed in section 2, WV → `νjj candidates are selected in a fiducial phase space
designed to increase the signal-to-background ratio. The fiducial phase space, which is
identical for the electron and muon channels, is defined for Monte Carlo events by applying
to the particle-level objects a selection as close as possible to the analysis selection described
in section 6. This selection requires a W boson decaying leptonically and a W or Z boson
decaying hadronically. W → τν decays are not included in the definition of the fiducial
cross section.
The leptonically decaying W boson is required to decay to an electron or a muon with
pT > 25 GeV and |η| < 2.47. The lepton pT is obtained by summing together the lepton
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Figure 1. Distributions of the dijet invariant mass for (a) the electron and (b) the muon channels
before the likelihood fit. The error bars represent statistical uncertainties, and the stacked his-
tograms are SM predictions. The lower panel displays the ratio of the data to the MC expectation.
The systematic band contains only systematic uncertainties that affect the shape of the background
and signal processes.
transverse momentum and the transverse momenta of all photons within ∆R = 0.1 of the
selected lepton. The transverse mass of the leptonically decayed W boson is required to be
mT > 40 GeV.
Events must contain a hadronically decaying W or Z boson and two particle-level jets
separated by ∆R > 0.5 from the selected leptons. Particle-level jets are reconstructed from
particles with a mean decay length cτ > 10 mm using the anti-kt algorithm with radius
parameter R = 0.4. Decay products from leptonically decaying W/Z bosons (including
photons within ∆R = 0.1 of the charged leptons) are excluded from the particle-level jets.
The two selected jets must lie within |η| < 2.0 and have pT > 25 GeV with at least one
of them having pT > 30 GeV. Events containing more than two particle-level jets with
pT > 25 GeV and |η| < 2.8 are rejected. Moreover, the two selected jets must satisfy
|∆η(j1, j2)| < 1.5, 25 < mjj < 250 GeV and ∆R(j1, j2) > 0.7.
The last condition is applied only if the transverse momentum of the dijet system
is pTjj < 250 GeV. Finally the EmissT , defined as the transverse momentum of the neu-
trino from the leptonically decaying W boson, is required to satisfy EmissT > 30 GeV and
|∆φ(EmissT , j1)| > 0.8.
The signal event yield in the fiducial-volume is determined from a simultaneous maximum-
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Table 1. Total number of events in data and expected yields for each process in the e and µ channel.
The multijet andW/Z+jets yields are obtained from the fit to the EmissT distribution as explained in
section 7. Uncertainties for the expected signal yields are based on the corresponding cross-section
uncertainties, while for multijet and the other backgrounds the uncertainties correspond to the total
rate uncertainty.
Signal processes e µ
WW 1435 ± 70 1603 ± 79
WZ 334 ± 23 370 ± 26
Background processes
W+ jets (107± 21)× 103 (116± 23)× 103
Z+ jets (55 ± 11)×102 (46.3 ± 9.3)×102
tt¯ (47.2 ± 7.1)×102 (47.2 ± 7.1)×102
Single-top (20.2 ± 3.0)×102 (20.5 ± 3.1)×102
Multijet (67 ± 10)×102 (50.5 ± 7.6)×102
ZZ 19.2 ± 3.8 21.1 ± 4.2
Total SM prediction (128 ± 17)×103 (135 ± 19)×103
Total Data 127 650 134 846
likelihood fit to the mjj distributions in the electron and muon channels. This method takes
advantage of the difference between the shapes of the mjj distributions of the various pro-
cesses to separate the signal from the large underlying background. The mjj templates,
normalised to unit area, for the various processes contributing to the total expected mjj
distribution are shown in figure 2.
Systematic uncertainties (described in section 9) on the signal and background normal-
isation as well as on the mjj shapes are included by introducing nuisance parameters (~α)
into the fit. The combined likelihood function (L) is expressed as:
L(β, ~α) =
∏
`
∏
b
Poisson(n`b|(νbkg`b + βνsig`b )(~α)) ·
∏
p
fp(αp), (8.1)
where β is the parameter of interest extracted from the fit and is a multiplicative factor
applied to the signal normalisation; n`b is the number of data events in bin b and channel
`, with ` = e, µ; νbkg`b and ν
sig
`b are the number of expected events for background and signal
processes respectively in bin b and channel `; and fp are Gaussian constraints on the nuisance
parameters αp. The expected number of signal events ν
sig
`b contains contributions from both
theWW andWZ processes. The measured signal yield NWV` is obtained from the product
of the fitted β value and the expected number of signal events as NWV` = β ·
∑
b ν
sig
`b .
The diboson fiducial cross section (σfid) is extracted from NWV` using eq. (2.1). The
factors Dfid,` account for the fact that two processes, WW → `νjj and WZ → `νjj, con-
tribute to the signal yield with different cross sections, acceptances and correction factors
and are defined as:
Dfid,` = f
WW
fid · CWW` + (1− fWWfid ) · CWZ` , (8.2)
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Figure 2. The nominal templates for the reconstructed dijet invariant mass for (a) the electron and
(b) the muon channels. The templates for WW/WZ, W/Z + jets and top quarks, including single-
top production, are obtained from MC, while the multijet template is obtained using a data-driven
method. All templates are normalised to unit area.
where CWV` are the ratios of the detector-level signal yield after all analysis cuts to the
signal yield in the fiducial phase space for the respective processes and lepton flavour. The
values of CWW and CWZ vary between 0.61 and 0.74 and depend on the process and on
the channel (electron, muon) considered. The factor fWWfid represents the ratio of the WW
to the WW + WZ fiducial cross sections. The two processes are not separated by this
analysis, so fWWfid is fixed to the SM value of 0.82, calculated with mc@nlo.
The total cross section is obtained by extrapolating the fiducial event yield to the full
phase space using eq. (2.2). The factors Dtot,` are obtained from theoretical predictions
and are defined as:
Dtot,` = f
WW
tot · CWW` · BWW` ·AWW` + (1− fWWtot ) · CWZ` · BWZ` ·AWZ` (8.3)
where the acceptances AWW` and A
WZ
` are calculated as the fraction of signal events satis-
fying the fiducial-volume selection criteria; they vary in the range 0.08–0.09 depending on
the process and are independent of the lepton flavour. BWW` and BWZ` are the branching
fractions for the decays WW → `νjj and WZ → `νjj respectively [54].
9 Systematic uncertainties
The total systematic uncertainties on the fiducial and total cross sections are obtained by
summing in quadrature the uncertainties on the signal yield, on the factors Dfid or Dtot,
and on the integrated luminosity.
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Systematic uncertainties that affect the fitted signal yield are accounted for by including
nuisance parameters with Gaussian constraints in the maximum-likelihood fit (“profiled”
systematic uncertainties), with a few exceptions that are described below. The nuisance
parameters describe the estimated rate or shape variations of the templates for the various
processes. Systematic uncertainties arising from the same source are assumed to be 100%
correlated between the electron and muon channels. Uncertainties from different sources
are assumed to be independent.
Two of the largest systematic uncertainties are the jet energy scale (JES) and jet energy
resolution (JER) uncertainties, determined as described in refs. [51] and [55]. The JES
uncertainty also includes the effect of energy deposits due to pile-up, and the uncertainties
on the JES and JER are propagated to the EmissT . The main impact of the JES and JER
uncertainties on the measurement of the signal yield is due to the effect of these uncertainties
on the shapes of the background distributions.
The largest contribution to the background is from the production of a W or Z boson
in association with jets; this background was modelled using alpgen. Variations of the
factorisation and normalisation scales are considered in evaluating the systematic uncer-
tainty; also, the parameters that describe the matching scheme in the matrix element to
initial/final-state radiation (ISR/FSR) particles are varied. AlternativeW/Z+jets samples
generated with sherpa [27] were also analysed; the mjj and pTjj distributions from these
samples are consistent with the alpgen samples within the aforementioned alpgen gener-
ator uncertainties, so no additional systematic uncertainty is assigned for alpgen-sherpa
differences. The total rate uncertainty assigned to the W/Z + jets processes is 20% and it
includes rate changes due to cross-section, MC modelling, JES, and JER uncertainties.
The uncertainties on the modelling of the tt¯ and single-top processes include shape
and rate uncertainties due to variation of the ISR/FSR description. These are calculated
with dedicated samples generated with acermc. The total rate uncertainty assigned to
the single-top and tt¯ processes is 15% and includes contributions from cross-section, MC
modelling, JES, and JER uncertainties.
The multijet rate and shape uncertainties are determined by cross-checking the data-
driven multijet estimation method in a multijet validation region with modified selection
criteria: EmissT < 25 GeV and mT > 10 GeV. The uncertainty on the multijet rate is
determined to be 15%. Shape and rate uncertainties for the electron and muon channels
are assumed to be uncorrelated. The shape uncertainties are described in the likelihood fit
by means of two independent nuisance parameters, one for the electron channel and one for
the muon channel. The effect of the multijet rate uncertainty on the extracted signal yield
is estimated using pseudo-experiments as mentioned below.
The signal shape modelling uncertainty (including sources such as fragmentation, parton-
shower, underlying-event and hadronisation modelling) is assessed by considering alterna-
tive templates obtained with samples produced with the pythia generator. Varying the
PDF is found to have a negligible impact on the shape of the mjj and pTjj distributions.
Some uncertainties on the fitted signal yield were not described through nuisance pa-
rameters, either in order to limit the number of parameters in the fit, or because of the
difficulty of fully parameterising the possible systematic variation in terms of a nuisance
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parameter. In such cases the impact of these uncertainties on the signal yield is estimated
using an ensemble of pseudo-experiments. These uncertainties include the multijet rate un-
certainty and the uncertainty due to the size of the MC event samples. The finite size of the
MC event samples produces an uncertainty since it limits the precision with which the mjj
templates are known. This systematic uncertainty is one of the largest, and is dominated
by the size of the event sample for the W + jets process.
The total uncertainty on the signal yield is obtained by summing contributions from
the profiled and non-profiled sources in quadrature.
The fiducial and total cross sections are also affected by uncertainties on the values of
Dfid and Dtot, respectively. The following sources of uncertainty are considered for these
factors: JES, JER, PDF, signal modelling (fragmentation, underlying-event, parton-shower,
hadronisation, loss of spin-correlation information), lepton trigger and reconstruction effi-
ciencies, and lepton energy scale. The largest contributions to the Dfid and Dtot uncertain-
ties come from the JES and JER uncertainties while the uncertainties affecting the leptons
give very small contributions.
Table 2 summarizes the percent contributions to the systematic uncertainties on the
cross sections from the different sources. In the case of profiled systematic uncertainties,
the contribution of each individual source to the total uncertainty on NWV` is estimated
by repeating the fit while fixing the nuisance parameter associated with the source under
consideration to its best-fit value. The uncertainty on NWV` from this modified fit is sub-
tracted in quadrature from the uncertainty on NWV` given by the nominal fit, and the result
is taken to be the systematic uncertainty due to the source in question. The data statistics
uncertainty is calculated as the fit uncertainty on NWV` when all nuisance parameters are
fixed to their best-fit values. The largest source of uncertainty is the W/Z + jets rate,
dominated by the W + jets rate uncertainty.
10 Cross-section results
The mjj maximum-likelihood fit, including all the nuisance parameters, is performed on the
data, and yields a value of β = 1.11± 0.26, where β is defined in eq. (8.1). The uncertainty
includes all the systematic uncertainties from the profiled sources; the purely statistical
uncertainty on β is 10%. The total systematic uncertainty on the signal yield, including
unprofiled systematic uncertainties, is 26%. The measured signal yields are NWVe = 1970±
200 (stat.)± 500 (syst.) and NWVµ = 2190± 220 (stat.)± 560 (syst.) in the electron and
muon channels respectively. This signal yield translates into a fiducial cross section of
σfid = 1.37± 0.14 (stat.)± 0.37 (syst.) pb (10.1)
for the WW and WZ production processes summed over the muon and electron channels,
and a total cross section of
σtot = 68± 7 (stat.)± 19 (syst.) pb , (10.2)
in good agreement with the Standard Model prediction obtained with mc@nlo of σtot =
61.1± 2.2 pb.
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Table 2. Statistical and systematic uncertainties, in %, on the measured fiducial and total cross
sections. The uncertainties are split according to the quantity (NWV` , Dfid, Dtot, L) they are affect-
ing.
Source σfid σtot
NWV`
Data statistics ±10
MC statistics ±12
W/Z + jets rate and shape modelling ±17
Multijet shape and rate ±8
Top rate and initial/final-state radiation shape modelling ±6
Jet energy scale (background and signal shapes) ±9
Jet energy resolution (background and signal shapes) ±11
WV shape modelling ±5
Dfid Dtot
JES/JER uncertainty ±6 ±6
Signal modelling ±4 ±5
Jet veto scale dependence - ±5
Others (loss of spin-corr information, lepton uncertainties, PDF) ±1 ±4
Luminosity ±1.8
Total systematic uncertainty ±27 ±28
The signal yield significance is estimated using the likelihood ratio, defined as the
ratio of the maximum-likelihood with the signal fixed to zero, to the maximum-likelihood
including the signal component in the fit [56, 57]. The expected significance is estimated to
be 3.2σ by performing fits with and without the signal component to pseudo-data generated
from MC samples with and without the signal component. The observed significance is 3.4σ.
The effect of systematic uncertainties is included in the significance calculations.
The mjj distribution of the data overlaid with the fit result is shown in figure 3 for the
sum of the electron and muon channels. In addition, the background-subtracted data is
shown overlaid with the fitted signal distribution.
As a cross-check, separate fits to the electron and muon channels were performed to
extract the most probable β values for the two channels. The values obtained, 1.00± 0.37
for the electron channel and 1.13 ± 0.36 for the muon channel, are in agreement with the
value obtained with the simultaneous fit.
11 Anomalous triple gauge couplings
The measured WV cross section agrees well with the SM predictions; in this section lim-
its are set on anomalous triple gauge couplings affecting the WWZ and WWγ vertices.
Anomalous couplings tend to enhance the diboson cross section at high boson pT. Limits
on the anomalous couplings are set by fitting the distribution of the transverse momentum
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Figure 3. (a) Distributions of the dijet invariant mass for the sum of the electron and muon
channels after the likelihood fit. The error bars represent statistical uncertainties, and the stacked
histograms are the signal and background contributions. The normalisations and shapes of the
histograms are obtained from the best fit to the data, after being allowed to vary within their
systematic uncertainties. The lower panel displays the ratio between the data and the total fit
result, including both signal and backgrounds. The hatched band shows the systematic uncertainty
on the fitted signal plus background. (b) Distribution of the background-subtracted data for the
sum of the electron and muon channels. The error bars represent the statistical error on the data.
The superimposed histogram shows the fitted signal and the hatched band shows the systematic
uncertainty on the background after profiling the nuisance parameters.
of the reconstructed hadronically decaying V , pTjj . The event selection is the same as used
for the cross-section measurement, except that mjj is additionally required to be between
75 and 95 GeV to improve the signal-to-background ratio. The mjj range and the binning
of the pTjj histogram are chosen to optimise the expected aTGC limits.
To quantify possible deviations from the SM affecting triple gauge boson vertices, the
couplings of the WWZ and WWγ vertices are described in terms of five dimensionless
parameters: λγ , λZ , κγ , κZ , and gZ1 , only considering couplings that conserve C and P
and satisfy electromagnetic gauge invariance [58]. No form factors are applied to these
parameters in this analysis. In the SM, λγ = λZ = 0, and κγ = κZ = gZ1 = 1. Various
assumptions can be made to decrease the number of free parameters. In this analysis, limits
are given using the so-called LEP scenario [59] in which the following additional constraints,
– 15 –
derived from SU(2)× U(1) gauge invariance, are imposed:
λγ = λZ ≡ λ , (11.1)
∆κZ = ∆g
Z
1 −∆κγtan2θw , (11.2)
where ∆κγ ≡ κγ − 1, ∆κZ ≡ κZ − 1, and ∆gZ1 ≡ gZ1 − 1. In this scenario, there are three
free parameters: λ, ∆κγ , and ∆gZ1 .
An alternative approach to the aTGC parametrisation describes deviations from the
SM in terms of an effective-field-theory (EFT), valid only up to some mass scale Λ. This
EFT [1, 60] contains three C- and P -conserving dimension-6 operators. The coefficients of
these operators are denoted by cW , cB, and cWWW , and can be related to the LEP-scenario
parameters by the following equations:
cW
Λ2
=
2
m2Z
∆gZ1 , (11.3)
cB
Λ2
=
2
m2W
∆κγ − 2
m2Z
∆gZ1 , (11.4)
cWWW
Λ2
=
2
3g2m2W
λ , (11.5)
where g is the electroweak coupling constant.
The diboson signal with anomalous couplings is modeled using the same generator
(mc@nlo+herwig) as for the SM signal. The dijet pT distribution is shown in figure 4
for data and MC simulation, along with the signal prediction for an aTGC of λ = 0.05.
The limits on the anomalous couplings are calculated by performing a binned maximum-
likelihood fit to the pTjj spectrum. To determine whether a point ~α in the anomalous
coupling parameter space is excluded by the data, the likelihood ratio L(~α)/L(~αmax) is
computed, where ~αmax is the value of the anomalous coupling(s) that maximizes the likeli-
hood. Then the probability of observing such a small likelihood ratio is determined through
pseudo-experiments, in which pseudo-data are generated by randomly sampling the prob-
ability density function. Systematic uncertainties are incorporated in the fit via nuisance
parameters which affect the rates and pTjj distribution shapes of the signal and background
processes. The same sources of systematic uncertainty are included as are described for the
mjj fit in section 9, except for those found to be negligible, such as the effect of PDF un-
certainties on the signal. In addition, an uncertainty is included on the pTjj distribution
shape of the signal due to increasing and decreasing the scales by a factor of two. The
factorisation and renormalisation scales are varied simultaneously by the same amount. As
can be seen in figure 4, at very high pTjj the statistical uncertainties dominate, whereas at
lower values of pTjj the systematic uncertainties are more important.
The expected and observed 95% CL limits for λ, ∆κγ , and ∆gZ1 in the LEP scenario
are given in table 3. If there were no systematic uncertainties at all, the expected aTGC
limits would improve by about 25%.
In figure 5, the observed limits are compared with previous limits from ATLAS [3, 4, 61],
CMS [6, 9, 62], D0 [11], and LEP [63], in a variety of channels including WW → `ν`ν,
WZ → `ν``, WV → `νjj, and Wγ → `νγ. All limits are given at 95% CL, and calculated
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Table 3. The observed and expected 95% CL limits on the anomalous triple gauge coupling
parameters λ, ∆κγ , and ∆gZ1 in the LEP scenario with no form factor applied. The limits on each
parameter are calculated while fixing the other two parameters to zero.
Parameter Observed Limit Expected Limit
λZ= λγ [−0.039, 0.040] [−0.048, 0.047]
∆κγ [−0.21, 0.22] [−0.23, 0.25]
∆gZ1 [−0.055, 0.071] [−0.072, 0.085]
within the LEP scenario. The form factor ΛFF used for each limit calculation is specified
on the figure 5; ΛFF = ∞ is equivalent to no form factor. The limits for each parameter
are obtained while fixing the other two parameters to zero. In the CMS `νjj analysis
and the in ATLAS and CMS Wγ analyses, no limits on ∆gZ1 were given. The ATLAS
WW and WZ analyses gave limits on ∆gZ1 , but with ∆κZ = 0 rather than ∆κγ = 0,
so they are not comparable with these results and are thus excluded. For the ATLAS
WW result, the published limits on ∆κZ are converted to limits on ∆κγ using the formula
∆κZ = −∆κγtan2θw. The ATLAS WZ analysis published limits on ∆κZ , which can also
be converted to ∆κγ , but those limits are not shown, since they are much larger than the
other limits in this figure. The limits obtained in this analysis are competitive with the
limits from the other analyses. Compared to the fully leptonic WW analyses from hadron
colliders, the limits shown here are slightly more stringent for λ and ∆gZ1 and slightly worse
for ∆κγ .
In table 4, the limits are shown for each of the five aTGC parameters when no rela-
tionship between the different parameters is imposed. In this scenario, ∆gZ1 has very little
effect on the WW process, whereas ∆κZ has very little effect on the WZ process.
Table 4. The observed and expected 95% CL limits on the anomalous triple gauge parameters
λZ , ∆κZ , ∆gZ1 , λγ , and ∆κγ , not subjected to any constraints between them. No form factors
are applied to the aTGC parameters. The limits on each parameter are calculated while fixing the
other four parameters to zero.
Parameter Observed Limit Expected Limit
λZ [−0.043, 0.044] [−0.056, 0.056]
∆κZ [−0.090, 0.105] [−0.11, 0.12]
∆gZ1 [−0.073, 0.095] [−0.11, 0.12]
λγ [−0.15, 0.15] [−0.17, 0.16]
∆κγ [−0.19, 0.23] [−0.22, 0.25]
Thus, analyses that restrict themselves to either the WW process or the WZ process
have limited sensitivity to at least one of the aTGC parameters. In contrast, this analysis
combines the two processes, and therefore has good sensitivity to all five aTGC parameters.
As an illustration, this analysis has four times better expected limits on ∆gZ1 than the
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ATLAS WW → `ν`ν analysis [3], and four times better expected limits on ∆κZ than the
ATLAS WZ → `ν`` analysis [4].
Finally, table 5, gives limits on the EFT parameters. The limits on the EFT parameters
cW , cB, and cWWW are in the range (10–70)×(Λ/TeV)2. In all cases, when computing the
limits on one parameter, all the other parameters are fixed to zero.
Table 5. The observed and expected 95% CL limits on the effective field theory parameters
cWWW /Λ
2, cB/Λ2, and cW /Λ2. The limits on each parameter are calculated while fixing the other
two parameters to zero.
Parameter Observed Limit Expected Limit
cWWW /Λ
2 [−9.5, 9.6] TeV−2 [−11.6, 11.5] TeV−2
cB/Λ
2 [−64, 69] TeV−2 [−73, 79] TeV−2
cW /Λ
2 [−13, 18] TeV−2 [−17, 21] TeV−2
The observed two-dimensional 95% CL limits are shown in figure 6 for the LEP scenario.
The limits on ∆κγ and ∆gZ1 are significantly correlated, but the limits on the other pairs of
parameters do not have large correlations. In addition, the observed two-dimensional 95%
CL limits on the EFT parameters are shown in figure 7. None of the EFT parameter pairs
exhibit strong correlations.
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Figure 4. The observed distribution of the transverse momentum of the two jets, compared to the
expectation for SM signal plus background, for (a) the electron channel and (b) the muon channel.
The error bars represent statistical uncertainties, and the stacked histograms are background and
signal predictions as described in the legend. The effect of an aTGC of λZ = λγ = 0.05 is shown for
comparison (white histogram) on top of the SM predictions (coloured histograms). The rightmost
bin includes overflow. The bottom panels show the ratio between the data and the SM prediction
overlaid with the systematic uncertainty on the shape of the pTjj distribution. The binning in
the plots is the same as that one used to perform the calculation of the limits. The red vertical
line indicates that the event selection is different for pTjj less than and greater than 250 GeV, as
described in section 6.
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Figure 5. Comparison of limits on anomalous triple gauge coupling parameters obtained in this
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Figure 6. The observed two-dimensional 95% CL contours for the anomalous triple gauge
couplings (a) λ versus ∆κγ , (b) λ versus ∆gZ1 , and (c) ∆κγ versus ∆gZ1 . The limits are for the LEP
scenario without a form factor.
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Figure 7. The observed two-dimensional 95% CL contours for the effective field theory parameters
(a) cWWW /Λ2 versus cB/Λ2, (b) cWWW /Λ2 versus cW /Λ2, and (c) cB/Λ2 versus cW /Λ2.
– 22 –
12 Conclusion
A measurement of the pp → WV cross section (V = W,Z) at √s = 7 TeV is performed
with 4.6± 0.1 fb−1 of data collected by ATLAS at the LHC, using the WV → `νjj (`=e,µ)
decay channels. The total WW + WZ cross section is measured to be σ(WW + WZ) =
68 ± 7 (stat.) ± 19 (syst.) pb, where the observed significance of the signal is 3.4σ. This
measurement is consistent with the mc@nlo cross-section prediction of 61.1 ± 2.2 pb. In
addition, a fiducial cross section is measured in a phase space corresponding closely to
the event selection used in the analysis, and is found to be σfid = 1.37 ± 0.14 (stat.) ±
0.37 (syst.) pb.
The same process is also used to place limits on anomalous triple gauge couplings
(aTGCs) and on the coefficients of dimension-6 operators of an effective-field-theory. Within
the LEP scenario, the observed 95% CL limits on the anomalous triple gauge parameters
are −0.039 < λ < 0.040, −0.21 < ∆κγ < 0.22, and −0.055 < ∆gZ1 < 0.071. The limits on
anomalous couplings are similar to those obtained by other diboson analyses.
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