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Abstract
Statistical inference for highly multivariate point pattern data is challenging
due to complex models with large numbers of parameters. In this paper we de-
velop numerically stable and efficient parameter estimation and model selection
algorithms for a class of multivariate log Gaussian Cox processes. The method-
ology is applied to a highly multivariate point pattern data set from tropical rain
forest ecology.
Key words: cross pair correlation, elastic net, LASSO, log Gaussian Cox process,
multivariate point process, proximal Newton method.
1 Introduction
Highly multivariate point pattern data are becoming increasingly common. Tropical
rain forest ecologists, for example, collect data on locations of thousands of trees be-
longing to hundreds of species. Likewise, huge space-time data sets regarding scene,
time and type of crimes are recorded and made publicly available for many major
cities across the world. Research on statistical methodology for multivariate point pat-
terns has mainly considered bivariate or trivariate point patterns. Some exceptions are
Diggle et al. [2005] and Baddeley et al. [2014] who considered four- and six-variate mul-
tivariate Poisson processes and more recently Jalilian et al. [2015] and Waagepetersen
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et al. [2016] who considered five- and nine-variate multivariate Cox processes. A truly
high-dimensional analysis was conducted by Rajala et al. [2018] who introduced a mul-
tivariate Gibbs point process and applied it to a point pattern data set containing
locations of 83 species of rain forest trees.
A particular challenge regarding modeling of highly multivariate point patterns
is that models easily become very complex with large numbers of parameters. To
enhance interpretability of fitted models and numerical stability of estimation, Rajala
et al. [2018] used regularization methods such as the group lasso. The possibility of
using regularization was also mentioned in the discussion of Waagepetersen et al. [2016]
in the context of multivariate log Gaussian Cox processes.
The type of multivariate log Gaussian Cox process considered by Waagepetersen
et al. [2016] and reviewed in Section 2 has a simple and natural interpretation and e.g.
enables the user to decompose variation according to different sources and to group
different types of point patterns according to similarities in their spatial distributions,
see Waagepetersen et al. [2016] for details. However, the fitting of these models is very
challenging in the highly multivariate case due to model complexity. In Section 3 of this
paper, we develop a numerically stable and efficient parameter estimation methodology
by introducing regularization and using efficient convex optimization algorithms. We
test the methodology in a simulation study in Section 4 and apply it to a tropical rain
forest data in Section 5. Section 6 contains some concluding remarks.
2 Multivariate log Gaussian Cox processes
A multivariate log Gaussian Cox point process [see Møller et al., 1998] is a multivariate
point process X = (X1, . . . , Xp), p > 1, where each component Xi, i = 1, . . . , p, is a
Cox process driven by a log Gaussian random intensity function Λi. Conditionally on
the Λi, the Xi are independent Poisson point processes each with intensity function Λi.
As in Waagepetersen et al. [2016], we assume that the random intensity functions are
of the form Λi(u) = exp[Zi(u)] with
Zi(u) = µi(u) + Yi(u) + Ui(u), u ∈ R2. (1)
The terms µi are deterministic and typically given in terms of regressions on observed
covariates. The terms Yi and Ui are zero-mean Gaussian fields. The Yi can be mutually
correlated while the Ui are assumed to be independent. The Ui are assumed to be
stationary with variances σ2i > 0 and correlation functions ci, i = 1, . . . , p. For the Yi
we assume that
Yi(u) =
q∑
l=1
αilEl(u)
2
where q ≥ 1, α = [αij]ij is a p × q real valued coefficient matrix, and the El, l =
1, . . . , q, are independent zero-mean stationary Gaussian fields with variance one. In
our applications we also consider the case q = 0 meaning that the Yi are omitted in
(1). The Yi can be interpreted as effects of unobserved spatial covariates while the Ui
represent sources of clustering which are specific to each type of points. We denote by
rl the correlation function of El. For the correlation functions rl and ci we introduce
isotropic parametric models rl(·;φl) = r(‖·‖/φl) and ci(·;ψi) = c(‖·‖/ψi), where φl and
ψi are correlation scale parameters. Specifically, we consider in this paper exponential
correlation functions r(t) = c(t) = exp(−t), t ≥ 0, although many other choices are
available [Chile`s and Delfiner, 1999].
2.1 Intensity function and pair correlation function
Let αi· denote the ith row of α. Following Møller et al. [1998], the intensity function
of Xi is ρi(u) = exp
[
µi(u) +αi·αTi·/2 + σ
2
i /2
]
while the cross pair correlation function
for the pair Xi and Xj is
gij(t) = exp
[ q∑
l=1
αilαjlrl(t;φl) + 1(i = j)σ
2
i ci(t;ψi)
]
(2)
for t ≥ 0. Consider two spatial locations u and v. Then ρj(v)gij(‖v − u‖) represents
the cross-Palm intensity function [Coeurjolly et al., 2017] and can be interpreted as
the intensity function of Xj conditional on that u ∈ Xi. Hence gij(‖v− u‖) > 1 (< 1)
implies that presence of a point from Xi at u increases (decreases) the intensity of Xj
at v. Thus
∑q
l=1 αilαjlrl(t) < 0 (> 0) implies repulsion (attraction) between points of
Xi and Xj at lag t. Similarly, a large value of
∑q
l=1 α
2
ilrl(t) + σ
2
i ci(t) leads to strong
attraction among points of Xi separated by a lag t.
Non-parametric kernel estimates of the gij are given by
gˆij(t) =
1
2pit
∑
u∈Xi∩W,
v∈Xj∩W,
u6=v
kb(t− ‖u− v‖)
ρˆi(u)ρˆj(v)|W ∩Wu−v| , t > 0, (3)
where W is the observation window, kb is a kernel function depending on a smoothing
parameter b > 0, | · | denotes area and Wh denotes the translate of W by the vector
h ∈ R2 [Møller and Waagepetersen, 2003]. The quantities ρˆi and ρˆj are estimates
of the intensity functions of Xi and Xj, typically obtained from regression models
depending on observed covariates through maximizing the composite likelihood [see
e.g. Waagepetersen, 2007, Møller and Waagepetersen, 2007] or its regularized versions
[e.g. Thurman et al., 2015, Choiruddin et al., 2018].
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2.2 Least squares estimation
Let θ be the parameter vector consisting of the components of α, σ2 = (σ21, . . . , σ
2
p)
T,
φ = (φ1, . . . , φq)
T, and ψ = (ψ1, . . . , ψp)
T. Let further
βij(α,σ
2) = (αi1αj1, . . . , αiqαjq)
T, i 6= j,
βii(α,σ
2) = (α2i1, . . . , α
2
iq, σ
2
i )
T. (4)
The objective function used by Waagepetersen et al. [2016] for parameter estimation
is of the form
Q(θ) =
p∑
i,j=1
‖Yij −Xij(φ,ψ)βij(α,σ2)‖2, (5)
where
Yij = (
√
wij1 log gˆij(t1), . . . ,
√
wijL log gˆij(tL))
T,
gˆij(tk), k = 1, . . . , L, are obtained using (3) for lags 0 < t1 < t2 < . . . < tL and
the wij ≥ 0 are non-negative weights. The matrix Xij(φ,ψ) is L × q (i 6= j) or
L× (q + 1) (i = j) with rows √wijkr(tk;φ) (i 6= j) or √wiik[r(tk;φ), ci(tk;ψi)] (i = j),
k = 1, . . . , L, where
r(tk;φ) = (r1(tk;φ1), . . . , rq(tk;φq)).
Waagepetersen et al. [2016] minimized Q(θ) using a standard quasi-Newton method.
2.3 Inference regarding multivariate dependence structure
The model (1) enables us to decompose the covariances of the latent Gaussian fields
Zi into contributions from the common fields El and the type-specific fields Ui. Specif-
ically, Waagepetersen et al. [2016] considered for each type i and lag t the proportion
of variance (PV) due to the common fields:
PVi(t) =
cov{Yi(u), Yi(u+ h)}
cov{Zi(u), Zi(u+ h)}
=
∑q
l=1 α
2
ilrl(t;φl)∑q
l=1 α
2
ilrl(t;φl) + σ
2
i ci(t;ψi)
, ‖h‖ = t.
These are useful e.g. for grouping species based on how much of the variation is due to
common factors respectively type-specific factors. Furthermore, from α and σ2 we can
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compute the matrix of lag zero inter-type covariances ααT due to the common latent
fields with ijth entry
cov{Yi(u), Yj(u)} = αi.αTj.
as well as the lag zero covariances between the fields including both common and
type-specific effects,
cov{Zi(u), Zj(u)} = αi.αTj. + 1[i = j]σ2i . (6)
A row αi· informs on the dependence of Xi on the common latent fields. Considering
the norms of differences ‖αi. − αj.‖, we are able to group the different types of point
patterns according to their dependence on the latent factors El.
As discussed in Waagepetersen et al. [2016], the distribution of our multivariate
log Gaussian Cox process is invariant to 1) simultaneous permutation of columns in
α and corresponding φi’s and 2) multiplication of a column in α by −1. Thus we
can not identify individual parameters αil and φl without imposing constraints on the
parameter space.
In our simulation studies in Section 4, we therefore follow Waagepetersen et al.
[2016] by restricting attention to identifiable functions of α and ψ such as the afore-
mentioned proportions of variances and covariances and norms of differences between
rows of α. In the application, we also consider the percentage of zero entries when α
is estimated using elastic net regularization with ξ > 0, see next section. The more
zeros, the less complex is the dependence structure of the multivariate log Gaussian
Cox process.
3 Regularized least squares estimation
The parameter vector θ is of potentially very high dimension, especially due to the
many components of the p × q parameter matrix α. To enhance interpretability and
numerical stability of estimation we suggest to introduce regularization and thus con-
sider the regularized least squares criterion
Qλ(θ) = Q(θ) + λ
p∑
i=1
q∑
l=1
p(αil) (7)
where Q(θ) is given by (5), λ is a nonnegative tuning parameter and p(·) is a convex
penalty function. We consider in the following the elastic net penalization [Zou and
Hastie, 2005] p(αil) = (1− ξ)α2il/2 + ξ|αil|, 0 ≤ ξ ≤ 1, which embraces LASSO [Tibshi-
rani, 1996] and ridge regression [Hoerl and Kennard, 1988] techniques by setting ξ = 1
or ξ = 0 respectively.
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Using regularization in a related factor analysis was previously suggested by Choi
et al. [2010]. Their simpler setting corresponds to directly observing vectors (Zi(uk))
p
i=1,
k = 1, . . . , n, where Zi(uk) is modeled as in (1) but with zero spatial correlation. In
contrast, our Zi are unobserved with spatial correlation modeled via the correlation
functions rl and ci. Thus the computational methodology suggested by Choi et al.
[2010] is not applicable in our situation.
To minimize (7) with respect to θ, we employ a cyclical block descent algorithm
where σ2, α, φ and ψ are updated in turn. The updating is iterated until relative
function convergence of the criterion (7). The details of the block updates are given in
the following two sections and Appendices A-B. Pseudo-code for the full algorithm is
given in Appendix B.3.
3.1 Update for σ2 and α
Our strategy for updating σ2 and α is to use for i = 1, . . . , p, a least squares update
of σ2i followed by an update of αi· using a cyclical coordinate descent algorithm. The
motivation for updating rows αi· instead of other subsets of α is that the update of αi·,
keeping all other parameters fixed, is quite close to a standard least squares problem,
as will be evident in the following.
The relevant part of the objective function for the updates of σ2i and αi· given all
other parameters is
Qλ,i(αi·, σ2i ) = 2
p∑
j=1
j 6=i
‖Yij − X˜ijαi·‖2 + ‖Yii −Xiiβii(α,σ2)‖2 + λ
q∑
l=1
p(αil) (8)
where the lth column of X˜ij is the lth column of Xij multiplied by αjl. In other words,
for i 6= j, X˜ij = XijDiag(αj1, . . . , αjq) where Diag(αj1, . . . , αjq) is the diagonal matrix
with diagonal entries αj1, . . . , αjq. For ease of notation we here omit the dependence of
X˜ij and Xii on the fixed parameters ψ and φ. Note that (8) is equivalent to a standard
least squares objective function for αi· except for the middle term that depends on α2il,
l = 1, . . . , q, cf. (4).
The minimization of Qλ,i with respect to σ
2
i only involves the middle term in (8).
This is a standard least squares problem except that we require σ2i to be non-negative.
Thus,
σˆ2i = max{0, arg min
σ2i
Qλ,i(αi·, σ2i )}.
An explicit formula for this update is given in Appendix B.1.
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To update αi· (given σ2i and all other parameters), we use a so-called proximal
Newton update [Lee et al., 2014, and Appendix A] where the middle term in (8) is
replaced by a quadratic approximation around the current value α
(k)
i· . We denote by
Qˆλ,i(αi·, σ2i |α(k)i· ) the resulting approximate objective function (to be detailed in the
next paragraph). Since Qˆλ,i(αi·, σ2i |α(k)i· ) is a regularized linear least squares objective
function, minimization can be performed using a standard coordinate descent algorithm
[see e.g. Hastie et al., 2015].
A very simple quadratic approximation of the middle term of (8) is
‖Yii −Xiiβii(α,σ2)‖2 ≈ ‖Yii − X˜kii[αTi· , σ2i ]T‖2,
where X˜kii = XiiDiag
{
α
(k)
i1 , . . . , α
(k)
iq , 1
}
. Nevertheless, the curvature of this quadratic
approximation does not match the curvature of the original term at α
(k)
i· . Instead we
use a second-order Taylor approximation as detailed in the Appendix A.1 which results
in the explicit expression for Qˆλ,i(αi·, σ2i |α(k)i· ) given by
Qλ,i(αi·, σ2i ) ≈ Qˆλ,i(αi·|α(k)i· )
=
p∑
j=1
‖Y ∗ij −X∗ijαi·‖2 + λ
q∑
l=1
p(αil), (9)
where
Y ∗ij =
√
2Yij, for i 6= j,
X∗ij =
√
2XijD(α
(k)
j· ), for i 6= j,
Y ∗ii = Yii +Xii,·(1:q)α
2,(k)
i· −Xii,·(q+1)σ2i ,
X∗ii = 2Xii,·(1:q)D(α
(k)
i· ) (10)
and Xii,·(1:q) denotes the first q columns in Xii.
We obtain
αˆi· = arg min
αi·
Qˆλ,i(αi·|α(k)i· )
using coordinate descent with an explicit formula for the updates given in Appendix B.2.
Further, define for some t > 0,
α
(k+1)
i· = α
(k)
i· + t(αˆi· −α(k)i· ). (11)
Thus, α
(k+1)
i· is obtained using (αˆi·−α(k)i· ) as a search direction with step size controlled
by t. Following Lee et al. [2014, Proposition 2.3], one can show (see Appendix A.2)
that Qi,λ(α
(k+1)
i· ) < Qi,λ(α
(k)
i· ) if t is small enough. That is, if the minimization of
Qˆi,λ is combined with a line search the resulting update is guaranteed to decrease the
objective function Qi,λ written in (8).
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3.2 Update for ψ and φ
To update φ and ψ given all other parameters, we first reparameterize the objective
function in terms of f = (log φ1, . . . , log φq)
T and s = (logψ1, . . . , logψp)
T. We then
update f and s in turn using a standard quasi-Newton update as implemented in the
optim routine in the R language with method bfgs (Broyden-Fletcher-Goldfarb-Shanno
update). Finally, we transform back using the exponential to get updates of φ and ψ.
We also tried other options: joint update of (φ,ψ) without log-transformation but
introducing box constraints to avoid negative values and joint quasi-Newton update of
the log-transformed parameters (f , s). For simulated data examples, the option with
separate updates of f and s performed best.
3.3 Initialization
We initialize the components α by a sample of independent random normals with
mean zero and standard deviation 0.05 while we choose 1 for the initial values of
the components in σ2. For φ and ψ we choose initial values that depend on the
scale of the observation window to avoid that the corresponding covariance functions
become essentially constant equal to zero (too small initial values) or to one (too
large initial values). For the unit square observation window, for example, the initial
values for φ and ψ were chosen randomly from the uniform distribution on [0.01, 0.05].
Regarding the choice of weights wijk introduced in Section 2.2, we follow arguments by
Waagepetersen et al. [2016] and fix, for i, j = 1, . . . , p and k = 1, . . . , L, wijk = gˆij(tk)/2
for i 6= j and wiik = gˆii(tk).
3.4 Strategy to determine q and regularization parameters λ
and ξ
In our applications we consider just a few values ξ = 0 (ridge), ξ = 0.5 (mix of ridge
and LASSO, i.e. elastic net) and ξ = 1 (LASSO). For each of the values of ξ we use a
two-dimensional K-fold cross validation approach to select optimal values λopt and qopt
among prespecified values λ1, . . . , λM and q1, . . . , qN [e.g. Hastie et al., 2013, Chapter
7]. The procedure is as follows.
Step 1. We split indices ijk (i, j = 1, . . . , p and k = 1, . . . , L) into K sets S1, . . . , SK
(see details below).
Step 2. For each λ ∈ {λ1, . . . , λM} and q ∈ {q1, . . . , qN}, we obtain an estimate θˆc by
minimizing equation (7) with wijk replaced by 0 for ijk ∈ Sc, c = 1, . . . , K.
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The cross validation score for λ and q is then obtained by
CV(λ, q) =
1
K
K∑
c=1
CVc, (12)
where CVc =
∑
ijk∈Sc(Yijk − Yˆijk(θˆc))2 and Yˆij(θˆc) = Xij(φˆc, , ψˆc)βij(αˆc, σˆ2c).
Step 3. To obtain λopt and qopt, we minimize CV(λ, q) w.r.t λ and q, i.e.,
(λopt, qopt) = arg min
m=1,...,M,n=1,...,N
CV(λm, qn). (13)
The sets Sc in Step 1 need to be chosen carefully. First, since log(gˆijk) and log(gˆijk′) are
strongly correlated when k and k′ are close, we leave out blocks of consecutive indices.
Second, we do not include diagonal indices iik in the sets Sc since values Yiik include
contributions from the type-specific random fields. The diagonal values thus do not
provide so much information about q and omission of these values further makes the
estimation procedure less stable regarding σ2 and ψ. So, to determine each subset
Sc, we arrange the ijk with i < j lexicographically in a vector (121, 122, . . .) and split
this vector into consecutive blocks of length b. These blocks are then assigned to the
different Sc at random.
The one standard error (1-SE) rule is an alternative way to select λ and q based
on the CV scores obtained from (12) [e.g. Hastie et al., 2013]. In case of q fixed, the
1-SE rule chooses the largest λ for which the CV score is less than the smallest CV
score plus one standard deviation. In the case where both λ and q is to be selected, we
adapt the 1-SE rule by starting with (λopt, qopt) given by (13) and then choosing (λ, q)
to be the smallest q and largest λ possible such that the following condition holds:
CV(λ, q) ≤ CV(λopt, qopt) + SE(λopt, qopt),
where
SE(λopt, qopt) =
√∑K
c=1(CVc − CV(λ, q))2
(K − 1)K .
Hence, the 1-SE rule attempts to select the most simple model whose CV score is
within one standard error of the minimal CV score.
Finally, note that when ξ = 0.5 or ξ = 1 and λ > 0 is chosen, the resulting estimate
of α may contain columns that consist entirely of zeros. The effective number qeff of
columns in α then becomes smaller than qopt.
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4 Simulation study
We conduct two simulation studies to evaluate the regularized least squares technique
for parameter estimation and the cross-validation (CV) method to select q and λ. The
setting of the first study corresponds to the simulation study in Waagepetersen et al.
[2016]. We first compare the estimates obtained using the new cyclical block descent
(CBD) algorithm developed in Section 3 with the method proposed by Waagepetersen
et al. [2016]. In this regard, we consider values of q = 1, . . . , 5 and for comparison
purposes, we fix λ = 0 since regularization was not used in Waagepetersen et al. [2016].
Next we consider only the new algorithm with the objective of comparing different CV
options for selecting q and λ, cf. Section 3.4, and to study the effect of regularization.
The second study has the same objective but with a more complex setting for the
simulations. In both simulation studies we use K = 8 for the CV and we only consider
the LASSO option (ξ = 1) for regularization.
To asses the parameter estimates, we consider the root mean squared errors (RM-
SEs) of the estimates. For a real parameter ω and estimate ωˆ, the RMSE is
RMSE(ωˆ) =
√
E
(
(ωˆ − ω)2).
For each of the parameter matrices/vectors ααT, σ2, ψ, or the vector of proportions
of variances at lag 0 (PV), we evaluate the average of RMSEs for the components in
these quantities. For example, we compute the average of RMSEs for each entry in the
p× p matrix ααT.
4.1 Comparison of methods for least squares estimation
The first study follows the one in Waagepetersen et al. [2016] for which 200 point
patterns in W = [0, 1]2 are generated from multivariate log Gaussian Cox processes
as defined in Section 2, with p = 5 and q = 2. The true parameters are: σ2 =
(1, 1, 1, 1, 1), ψ = (0.01, 0.02, 0.02, 0.03, 0.04), φ = (0.02, 0.1) and
αT =
[√
0.5 1 −1 0 0
0 0 1 −1 0.5
]
.
The trend models µi(u) = mi are set such that the expected number of points is 1000
for each i = 1, . . . , 5. A uniform kernel with bandwidth 0.005 is used for the non-
parametric estimation of the cross pair correlation function at L = 25 equispaced lags
between 0.025 and 0.25.
For each simulation we compare two methods for minimizing (7) with λ = 0 and
q ∈ {1, · · · , 5}:
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1. The standard quasi-newton (SQN) optimization algorithm considered by
Waagepetersen et al. [2016] and implemented in the R package optimx. This
algorithm updates all parameters jointly.
2. The new CBD algorithm described in Section 3.
The comparison is in terms of minimization of the objective function, computing time
and RMSEs.
Table 1: Averages of the minimized objective function Q(θ) given by (5) and the
computing time (in seconds) based on 200 simulations from a multivariate log Gaussian
Cox process (p = 5, q = 2), modeled with q ∈ {1, 2, 3, 4, 5}, for two optimization
methods.
Method
q
1 2 3 4 5
Minimized objective function
SQN 6.61 4.76 5.39 6.32 4.51
CBD 3.55 1.96 1.73 1.62 1.57
Timings (seconds)
SQN 0.96 1.98 3.97 6.45 8.99
CBD 1.99 3.11 4.26 5.30 5.92
Table 1 reports the averages of the values of the minimized objective functions
and the computational times over the 200 simulations. All timings are carried out
on a Dell R740 2 x 14 cores (Intel(R) Xeon(R) Gold 6132 CPU @ 2.60GHz) 768 GB
RAM 2x200gb SSD 960 GB NVME. CBD performs considerably better in terms of
minimizing the objective function than SQN. SQN is somewhat faster than CBD for
small q but slower for larger q. The computing times for SQN grow quite quickly with
increasing q while the computing times seems more stable for CBD.
The RMSE results are shown in Table 2. For the calculation of the RMSEs, we
exclude small percentages of very extreme parameter estimates. These percentages are
reported in the last column of Table 2. CBD performs better than SQN since smaller
RMSEs are obtained and there are no outlying parameter estimates. For SQN quite
large percentages of extreme parameter estimates are observed.
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Table 2: Average RMSEs for αˆαˆT, σˆ2, and ψˆ (see explanation in text) obtained from
200 simulations from a multivariate log Gaussian Cox process (p = 5, q = 2), modeled
with q ∈ {1, 2, 3, 4, 5}. The estimates are obtained by minimizing (5) with two opti-
mization methods. Last column shows the percentages of outlying parameter estimates
removed in the RMSE calculation.
Method
q
Outliers (%)
1 2 3 4 5
αˆαˆT
SQN 0.41 0.93 1.10 1.17 1.09 10.3
CBD 0.41 0.25 0.29 0.32 0.39 0
σˆ2
SQN 0.58 0.54 0.44 0.89 0.98 1.1
CBD 0.34 0.18 0.28 0.39 0.50 0
ψˆ
SQN 0.0791 0.1752 0.1337 0.4091 0.4566 11.5
CBD 0.0050 0.0091 0.0110 0.0005 0.0004 0
4.2 Assessment of cross-validation and regularization meth-
ods with p = 5
In this section we continue with the simulations from the previous setting but restrict
attention to CV selection of q and λ using CBD for optimization with the LASSO
regularization (ξ = 1). We select values of q in q = {1, 2, 3, 4, 5} and values of λ in
λ = {0, 10−3, . . . , 5} which has 20 elements and where the non-zero values of λ grow
log-linearly from log 10−3 to log 5. We consider three situations: (1) we select q from
q with λ = 0 fixed, thus least squares estimation (LSE) is performed; (2) we search
for the jointly optimal (q, λ); (3) we fix q = 5 and select λ from λ. Recall that the
selection of a relatively big λ may lead to zero columns in the α estimate. We therefore
consider the effective qeff as defined in Section 3.4. Thereby we can also evaluate the
selection of q in situation (3). In case of (2) we both consider the minimum CV (Min)
and the 1-standard error (1-SE) rules to select q and λ.
Table 3 shows the distribution of absolute distance between qeff and the true q = 2.
For LSE, using the Min rule, qeff coincides with the true q for 47% of the simulations
and differs at most by 1 from the true q in 75% of the simulations. The results with
the 1-SE rule are similar with percentages 46 and 78. LASSO with Min rule for joint
selection of (q, λ) performs similarly to LSE with the corresponding percentages 42 and
12
74 %. With fixed q = 5 the percentages are reduced to 16% and 53 %. Using 1-SE
rule, the LASSO forces many columns to be zero leading to quite small percentages
where |qeff − 2| ≤ 1.
Table 3: Distribution of |qeff − 2| (in %) over 200 simulations from a multivariate log
Gaussian Cox process (p = 5, q = 2) using CBD for minimization.
LSE LASSO LASSO
q ∈ q, λ = 0 q ∈ q, λ ∈ λ q = 5 ;λ ∈ λ
|qeff − 2| 0 1 2 3 0 1 2 3 0 1 2 3
Min 47 28 13 12 42 32 21 5 16 37 30 17
1-SE 46 32 22 0 15 20 65 0 10 22 65 3
Table 4: Average RMSEs obtained from 200 simulations from a multivariate log Gaus-
sian Cox process (p = 5, q = 2) for different methods of selecting q and λ.
q = 2 LSE LASSO LASSO
λ = 0 λ ∈ λ q ∈ q, λ = 0 q ∈ q, λ ∈ λ q = 5, λ ∈ λ
Min Min Min 1-SE Min 1-SE Min 1-SE
αˆαˆT 0.26 0.33 0.33 0.40 0.36 0.54 0.40 0.54
σˆ2 0.42 0.54 0.54 0.58 0.56 0.75 0.63 0.76
ψˆ 0.04 0.05 0.05 0.02 0.03 0.01 0.04 0.01
PˆV 0.28 0.31 0.32 0.35 0.33 0.41 0.37 0.42
RMSEs are reported in Table 4 for all three situations. In addition, in the first
columns, we consider the case fixed q = 2 assuming the true q is known. We first note
that LASSO gives worse results than LSE when q = 2 is fixed. In general, for unknown
q, LSE and LASSO perform quite similarly when the Min rule is used. The results are
worse when 1-SE is used and in particular for LASSO. When q is fixed to 5 and only λ
is selected the results are worse than for LASSO with q selected by the Min rule while
the results with q = 5 are similar to LASSO with q selected by the 1-SE rule.
The overall impression is that LSE performs slightly better than LASSO, especially
in estimating ααT. This may indicate that when p is relatively small, selection of
q with λ = 0 (LSE) already gives sparse results. Another reason that LASSO does
not improve RMSE may be that the true α is not that sparse having only 40% zero
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components. Thus the bias introduced by regularization is not counterbalanced by a
reduction in variance. Also, the 1-SE rule does not seem preferable in this situation.
In the next section we consider a more complex setting with p = 10.
4.3 Assessment of cross-validation and regularization meth-
ods with p = 10
In this experiment, we study a more complex situation with a higher p and more
variation in the parameters. We simulate 200 point patterns from a multivariate log
Gaussian Cox process with p = 10, q = 4, W = [0, 1]2, and parameters
φ = (0.02, 0.03, 0.03, 0.05)T,
σ2 = (1, 1, 1.5, 1, 0.2, 0.2, 1, 1.5, 1.5, 1.5)T,
α =

√
0.5 0.10 −1 0
0 0 −0.70 1
0 −0.15 √0.5 0.10
−1 0 0 0
−0.70 1 0 −0.15√
0.5 0.10 −1 0
0 0 −0.70 1
0 −0.15 √0.5 0.10
−1 0 0 0
−0.70 1 0 −0.15

,
and ψ equal to
(0.01, 0.02, 0.02, 0.03, 0.04, 0.04, 0.05, 0.06, 0.06, 0.07)T.
The settings for the trend models, the kernel estimation and the cross validation are
as in the previous simulation study except that q = {0, . . . , 8}. In α, 40% of the
components are zeros and 20% are of absolute value less than 0.15. The remaining
components have absolute value greater than 0.7.
Table 5 shows the distribution of the absolute distance |qeff − 4| between qeff and
the true q = 4. Considering first the Min rule, with LSE, qeff concurs with the true
q in 19% of the simulations and differs at most by 2 from the true q in 58% of the
simulations. The corresponding percentages are 14% and 65 % for LASSO, and 6% and
41 % for LASSO with q = 8 fixed. In this situation, the 1-SE rule seems advantageous
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Table 5: Distribution of |qeff − 4| from 200 simulations of a multivariate log Gaussian
Cox process (p = 10 and q = 4).
LSE LASSO LASSO
q ∈ q, λ = 0 q ∈ q, λ ∈ λ q = 8 ;λ = λ
|qeff − 4| 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4
Min 19 21 18 19 23 14 31 20 19 16 6 15 20 21 38
1-SE 27 36 20 12 5 22 37 21 8 12 21 22 25 11 21
for selecting q. For example, the percentage of qeff’s which differ from the true q by at
most 2 improves from 58% to 83 % for LSE, from 65% to 80 % for LASSO, and from
41% to 68 % for LASSO with fixed q = 8.
Table 6 details the RMSE results. The superiority of the 1-SE rule when selecting
q does not translate into better results in terms of RMSE except for LASSO with fixed
q = 8 where better results are obtained with 1-SE than with Min. The best results
are obtained with LASSO using the Min rule for selecting q and λ. This indicates that
regularization is indeed helpful in complex settings with relatively large p.
Table 6: Average of RMSEs obtained from 200 simulations from a multivariate log
Gaussian Cox process (p = 10, q = 4) for different methods of selecting q and λ.
LSE LASSO q = 8 (LASSO)
Min 1-SE Min 1-SE Min 1-SE
αˆαˆT 0.50 0.67 0.44 0.48 0.78 0.51
σˆ2 0.58 0.89 0.54 0.70 0.88 0.76
ψˆ 0.02 0.02 0.01 0.02 0.02 0.02
PˆV 0.35 0.35 0.34 0.39 0.35 0.40
Based on the simulation studies, for analyzing highly multivariate point pattern
data, we recommend to use regularization with the Min rule for selecting q and λ.
5 Application
In a 50-hectare 1, 000 m× 500 m region of the tropical moist forest of Barro Colorado
Island (BCI) in central Panama, censuses have been carried out where all free-standing
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woody stems with at least 10 mm diameter at breast height were identified, tagged,
and mapped, resulting in maps of over 350,000 individual trees with around 300 species
[see e.g. Hubbell and Foster, 1983, Condit et al., 1996, Condit, 1998]. In addition, 13
spatial covariates are also available containing topological attributes and soil nutrients
(see Figure 5). Our main objective is to study the impact of regularization and the
computational feasibility of our method. We first consider 9 tree species, Psychotria,
Protium t., Capparis, Protium p., Swartzia, Hirtella, Tetragastris, Garcinia, Mourmiri,
with intermediate abundances ranging from 2500 to 7500 and previously analyzed by
Waagepetersen et al. [2016]. The plots of locations of each species are shown in Figure 6.
The main aim of this analysis is to compare the results with our new algorithm to those
obtained by Waagepetersen et al. [2016]. Secondly, to test our algorithm in a more
challenging situation, we analyze a highly multivariate point pattern involving species
of trees with at least 400 individuals, resulting in 86 species.
For each species, we use maximum composite likelihood to fit log-linear regression
models involving the spatial covariates for the µi-terms in (1). We then estimate the
cross pair correlation function using (3). Therefore, the variation due to observed
covariates are filtered out and the non-parametric estimates of cross pair correlation
function hence capture the residual correlation due to unobserved covariates, species-
specific factors, and any other sources.
5.1 Application with 9 species
For each value of ξ = 0, 0.5, 1 we apply 8-fold CV to select q and λ where λ ∈ λ =
{0, 10−3, . . . , 5} as in the simulation studies and q ∈ q = {0, . . . , 9}. The upper left
plot in Figure 1 shows for each ξ, minλ∈λ CV(q, λ) as a function of q. For comparison
with Waagepetersen et al. [2016] we also show in this plot CV(q, 0) against q (LSE).
A general pattern for ridge, elastic net and LASSO is that the cross validation scores
decrease quite quickly as a function of q until around q = 4 and after that the CV
scores stabilize or decrease slowly. The CV scores for ridge (ξ = 0) are consistently
smaller than those for elastic net (ξ = 0.5) and LASSO (ξ = 1). Hence we select ξ = 0.
The minimal CV score for ξ = 0 is obtained with q = 9. However, in the interest of
model simplicity, we choose q = 4 and λ = 0.29 since the decrease in CV score is rather
minor from q = 4 to q = 9.
For comparison, the minimal CV score with LASSO is obtained with q = 8 and
λ = 0.11. However, in this case, the resulting effectively selected qeff is three since the
resulting estimate of α has 5 zero columns. In case of LSE (λ = 0), the CV procedure
chooses q = 1. The second-smallest CV with LSE is obtained with q = 4 which was the
value chosen in Waagepetersen et al. [2016]. The difference in cross validation results
for LSE compared with Waagepetersen et al. [2016] is due to our new more efficient
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optimization algorithm, cf. the comparison in Section 4.1.
The middle plot in Figure 1 is an image plot of the CV scores for ridge (ξ = 0) where
darker color corresponds to smaller CV score. The development of the CV scores across
values of q for fixed λ appears quite erratic with several local minima. In contrast, for
each q there appears to be a well-defined minimum for λ. As an example, the right
plot in Figure 1 shows CV(4, λ) plotted against log λ (where we replace the undefined
log 0 by log 5e − 4). The computing time required to run the CV method with ξ = 0
is 2.4 hours with the same processor as used in the simulation study. Approximately
16 seconds is required to estimate the parameters for the 9-species application using
ridge with q = 4 and λ = 0.29.
Figure 1: Cross-validation (CV) scores for 9-species data analysis. Left:
minλ∈λ CV(q, λ) against q for ridge, elastic net and LASSO and CV(q, 0) against q
for LSE. Middle: image plot of CV(q, λ) in case of ridge (darker color corresponds to
smaller CV score). Right: CV(4, λ) plotted against log λ.
The results regarding the multivariate dependence structure of the 9 species are
qualitatively similar to those obtained by Waagepetersen et al. [2016]. The estimated
inter-species correlations corr{Zi(u), Zj(u)}, cf. (6), are shown in the left plot of Fig-
ure 2. Most of the pairs of species have a positive correlation. However, the correlations
between Psychotria and the other species are mainly close to zero. The right plot in
Figure 2 shows a hierarchical clustering of the species based on the estimated coeffi-
cient rows αi·, where Psychotria appears to form its own cluster in agreement with
the estimated inter-species correlations. This clustering may have some relation to the
families of species as shown by the cluster of Protium p., Protium t. and Tetragastris
which come from the same family (see Table ?? in the supplementary material).
5.2 Application with 86 tree species
For the 86-species application, we apply the 8-fold CV procedure with ξ = 0, 0.5, 1 and
λ ∈ {0, 10−3, . . . , 5} as in the previous section and q ∈ {0, . . . , 10}. Figure 3 is similar
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Figure 2: Left: Estimated inter-species correlations corr{Zi(u), Zj(u)} at lag zero.
Right: 9-species clustering based on ‖αˆi. − αˆj.‖.
to Figure 1. The left plot shows that consistently smaller CV scores are obtained with
elastic net (ξ = 0.5) and the smallest CV score is obtained with q = 4. The remaining
plots are obtained with ξ = 0.5. The image plot of cross validation scores in the
middle plot looks much smoother than in the 9 species case. The right plot shows a
well defined minimum for λ = 1.94 given q = 4.
Figure 3: CV scores for 86-species data analysis. Left: minλ∈λ CV(q, λ) against q for
ridge, elastic net and LASSO and CV(q, 0) against q for LSE. Middle: image plot of
CV(q, λ) in case of elastic net (darker color corresponds to smaller CV score). Right:
CV(4, λ) plotted against log λ.
The computing time for the CV is 7.6 hours for ξ = 0.5 and the computing time to
estimate the parameters for the chosen q = 4 and λ = 1.94 is 3.2 minutes. Out of 4×86
parameters in the estimated α, 13 were set to zero by the elastic net regularization.
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Table 7: Distribution (in %) of estimated inter-species correlations corr[Yi(u), Yj(u)]
and corr[Zi(u), Zj(u)], i 6= j, over different intervals [Lower,Upper] for the 86 species
application using elastic net (ξ = 0.5) with q = 4 and λ = 1.94.
Lower -1 -0.5 -0.2 0 0.2 0.5
Upper -0.5 -0.2 0 0.2 0.5 1
corr[Yi(u), Yj(u)] 2 6 9 13 22 48
corr[Zi(u), Zj(u)] 0 2 15 60 19 4
Table 8: Distribution of estimated PVi(0) for 86 species application using elastic net
(ξ = 0.5) with q = 4 and λ = 1.94.
Interval 0-0.25 0.25-0.5 0.5-0.75 0.75-1
Number of species 46 20 10 10
Species (%) 53 23 12 12
We thereby model 86× 87/2 = 3741 distinct pair and cross pair correlation functions
using only 6× 86− 13 + 4 = 507 parameters. Thus we have indeed obtained a sparse
model for the given data.
The distribution of estimated PVs is shown in Table 8. Most species (53%) have
estimated proportions of variances due to common factors less than 0.25.
Table 7 shows the distribution of estimated inter-species correlations due to common
latent fields and the combination of common and species-specific fields (see Section 2.3)
across 6 intervals. Most estimated correlations are positive. However, the correlations
decrease a lot in absolute value when the species-specific fields are included (last row
of Table 7).
Figure 4 shows a clustering of species based on estimated αi·, i = 1, . . . , 86. The
leaves are marked with species life form. There may be some indication that species
of life form “Tree” (life form number 4) tend to cluster together. However, one should
be careful with this interpretation since apparent patterns like this could be due to
sampling variation.
6 Conclusion
We developed in this study a regularized estimation method for highly multivariate
point patterns modeled by multivariate log Gaussian Cox processes. The procedure is
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Figure 4: 86-species clustering based on ‖αˆi. − αˆj.‖. Leaves are marked with species
life form [1] Shrub, [2] Understory, [3] Midstory, and [4] Tree.
numerically stable and performs well both in the considered simulations and applica-
tions. In our truly highly multivariate second application, we were able to fit a sparse
model for a multivariate point pattern with 86 types of points.
An interesting application of obtained estimates is to group types of points accord-
ing to their estimated dependence on common latent fields as expressed by the rows αi·.
Hence a further development could be to consider an extension of the so-called fused
LASSO [Tibshirani et al., 2005] by introducing regularization for differences αi·−αj·.
A further possibility would be to consider a sparse group LASSO [Simon et al., 2013]
to obtain estimates of α with some zeros of αil as developed in this paper and, in
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addition, with entire rows of zeros implying independence of corresponding types of
points and all other types of points.
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A Proximal Newton Method
Suppose we want to find the solution of
min
θ∈Rn
f(θ) := a(θ) + c(θ), (14)
where the function f(·) can be separated into two parts: the function a(·) which is a
convex and twice continuously differentiable loss function and the function c(·) which
is a convex but not necessarily differentiable penalty function. The proximal-Newton
method is an iterative optimization algorithm that uses a quadratic approximation of
the differentiable part a(·):
f(θ) ≈ fˆ(θ)
= aˆ(θ) + c(θ)
= a(θ(k)) +∇a(θ(k))T(θ − θ(k)) + (θ − θ(k))TH(θ(k))(θ − θ(k)) + c(θ), (15)
where θ(k) is the current value of θ, ∇a(·) is the first derivative of a(·) and H(·) is
an approximation to the Hessian matrix ∇2a(·). Letting θ˜ = arg minθ fˆ(θ), the next
value of θ is obtained as
θ(k+1) = θ(k) + t(θ˜ − θ(k))
for some t > 0. That is, θ˜ is used to construct a search direction for the k + 1th
value of θ. Theoretical results in Lee et al. [2014] show that t can be chosen so that
f(θ(k+1)) < f(θ(k)). The matrix H(·) can be chosen in various ways, see Lee et al.
[2014] and Hastie et al. [2015] for more details.
In the following sections, we adapt the proximal Newton method to minimization
of our objective function.
A.1 Quadratic approximation for updating αi·
Let us first regard (8) as a function of αi·,
Qλ,i(αi·, σ2i ) = 2
p∑
j=1
j 6=i
‖Yij − X˜ijαi·‖2 + ‖Yii −Xiiβii(α,σ2)‖2 + λ
q∑
l=1
p(αil)
= a(αi·) + b(αi·) + c(αi·). (16)
To minimize (8), we consider the proximal Newton method stated in (15). In
particular, we approximate b(αi·) by a quadratic approximation around the current
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value α
(k)
i· :
b(αi·) ≈ bˆ(αi·)
= b(α
(k)
i· ) +∇b(α(k)i· )T(αi· −α(k)i· ) +
1
2
(αi· −α(k)i· )TH(α(k)i· )(αi· −α(k)i· ). (17)
Here, the first derivative is
∇b(α(k)i· ) = −4D(α(k)i· )XTii,·(1:q)
(
Yii −Xiiβii(α(k),σ2)
)
while H(α
(k)
i· ) is an approximation of the second derivative,
∇2b(α(k)i· ) = 8D(α(k)i· )XTii,·(1:q)Xii,·(1:q)D(α(k)i· )− C(α(k)i· ),
where D(α
(k)
i· ) = Diag(α
(k)
i1 , . . . , α
(k)
iq ), Xii,·(1:q) denotes the first q columns in Xii, and
C(α
(k)
i· ) = 4Diag
(
XTii,·(1:q)
(
Yii −Xiiβii(α(k),σ2)
))
. Specifically,
H(α
(k)
i· ) = 8D(α
(k)
i· )X
T
ii,·(1:q)Xii,·(1:q)D(α
(k)
i· )
≈ ∇2b(α(k)i· ).
To ease the presentation and computation, we write bˆ(αi·) from (17) in the form of
a least squares problem
bˆ(αi·) = ‖Yii −Xiiβii(α(k),σ2)‖2
− 2
(
Yii −Xiiβii(α(k),σ2))
)T
[2Xii,·(1:q)D(α
(k)
i· )](αi· −α(k)i· )
+
1
2
(2)(αi· −α(k)i· )T[2D(α(k)i· )XTii,·(1:q)][2Xii,·(1:q)D(α(k)i· )](αi· −α(k)i· )
= vTv − 2vTX∗iiγ + γT(X∗ii)TX∗iiγ
= ‖v −X∗iiγ‖2
= ‖Y ∗ii −X∗iiαi·‖2
where
v = Yii −Xiiβii(α(k),σ2),
X∗ii = 2Xii,·(1:q)D(α
(k)
i· ),
γ = αi· −α(k)i· ,
Y ∗ii = Yii +Xii,·(1:q)α
2,(k)
i· −Xii,·(q+1)σ2i .
Replacing b in (16) with bˆ we obtain the approximate objective function Qˆλ,i(αi·|α(k)i· )
given in (9). Since (9) is a standard regularized least squares problem, we minimize
(9) using a coordinate descent algorithm to obtain αˆi· as detailed in Section B.2.
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A.2 Theoretical result regarding proximal Newton update
Let ∆(α
(k)
i· ) = αˆi· − α(k)i· where αˆi· is the minimizer of (9) and according to a line
search strategy let
α
(k+1)
i· = α
(k)
i· + t∆(α
(k)
i· )
for some t > 0. Following the proof of Proposition 2.3 in Lee et al. [2014], we can verify
the following theorem.
Theorem 1 Let H(α
(k)
i· ) = 8D(α
(k)
i· )X
T
iiXiiD(α
(k)
i· ). Then
Qi,λ(α
(k+1)
i· , σ
2
i ) ≤ Qi,λ(α(k)i· , σ2i )− t∆(α(k)i· )TH(α(k)i· )∆(α(k)i· ) +O(t2).
Thus, by Theorem 1, if H(α
(k)
i· ) is positive definite, we can choose t > 0 so that
Qi,λ(α
(k+1)
i· , σ
2
i ) < Qi,λ(α
(k)
i· , σ
2
i ). That is, the update of αi· results in a decrease of the
objective function (8).
B Algorithm
In our block descent algorithm, we minimize (7) with respect to σ2,α,φ, and ψ in turn.
For i = 1, . . . , p, we first update σ2i by minimizing (8) using least squares estimation
followed by an update of αi· by minimizing (9) using a coordinate descent method.
We denote by Xij,·k the kth column of Xij for k = 1, . . . , q (i 6= j) or k = 1, . . . , q + 1
(i = j). We detail, respectively in Appendices B.1 and B.2, the updates of σ2i and the
coordinate descent updates of αil for l = 1, . . . , q. A summary of the final algorithm is
given by Appendix B.3.
B.1 Update of σ2i
The parameter σˆ2i is updated using least squares methods. More precisely, the gradient
of (8) with respect to σ2i is
∂Qλ,i(αi·, σ2i )
∂σ2i
= − 2XTii,·(q+1)(Yii −Xiiβii(α,σ2)).
By solving
∂Qλ,i(αi·,σ2i )
∂σ2i
= 0, we obtain the update
σ2i ← max
{
XTii,·(q+1) (Yii −
∑q
l=1Xii,·lα
2
il)
XTii,·(q+1)Xii,·(q+1)
, 0
}
(18)
where max{a, 0} is used to avoid negative results of the update.
26
B.2 Update of αil
Let rij = Y
∗
ij −
∑q
k=1
k 6=l
X∗ij,·kαik, where Y
∗
ij and X
∗
ij are specified in (10). Then we rewrite
(9) as
Qˆλ,i(αi·) =
p∑
j=1
‖rij −X∗ij,·lαil‖2 + λ
q∑
k=1
k 6=l
(
(1− ξ)1
2
α2ik + ξ|αik|
)
+ λ
(
(1− ξ)1
2
α2il + ξ|αil|
)
.
The gradient with respect to αil is
∂Qˆλ,i(αil)
∂αil
= −2
p∑
j=1
(X∗ij,·l)
T(rij −X∗ij,·lαil) + λ
(
(1− ξ)αil + ξ sign(αil)
)
.
Following the main argument by Friedman et al. [2010], the coordinate-wise update for
αil is of the form
αil ←
S
(
2
∑p
j=1(X
∗
ij,·l)
Trij, λξ
)
2
∑p
j=1(X
∗
ij,·l)TX
∗
ij,·l + λ(1− ξ)
, (19)
where S(A, λξ) = sign(A)(|A| − λξ)+.
B.3 Algorithm to update α,σ2,φ,ψ
For a given q and sequence of λ values 0 ≤ λ1, . . . , λM , the overall procedure to estimate
the parameters: α,σ2,φ,ψ is described by Algorithm 1. Note that estimates obtained
with λs−1 are used as initial values for the estimation with λs, s = 2, . . . ,M .
C Plots and detail information of BCI data used in
the analysis
Plots of 13 spatial covariates used for analysis are depicted in Figure 5. Figure 6 shows
locations of the 9 selected tree species.
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Algorithm 1 Cyclical block descent method for minimization of regularized least
squares objective function (7).
Set initial values αˆ(0), σˆ2,(0), φˆ
(0)
and ψˆ
(0)
for s = 1 to M do
σ2 := σˆ2,(s−1)
α := αˆ(s−1)
φ := φˆ
(s−1)
ψ := ψˆ
(s−1)
while Relative function convergence not achieved do
for i = 1 to p do
Update σ2i using (18)
Update αi· using cyclical descent over αil, l = 1, . . . , q using (19)
Apply line search for αi·
end for
update φ using quasi-Newton
update ψ using quasi-Newton
end while
σˆ2,(s) := σ2
αˆ(s) := α
φˆ
(s)
:= φ
ψˆ
(s)
:= ψ2
end for
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Figure 5: Covariates involved in the analysis (from left to right): 1st row: Copper
content (mg/kg of soil) in the surface soil, mineralization needs for Nitrogen (mg/kg of
soil) after a 30-day incubation period and Phosphorus content (mg/kg of soil) in the
surface soil; 2nd row: Potassium content (mg/kg of soil) in the surface soil, pH content
in the surface soil, and incoming mean annual solar radiation; 3rd row: elevation, slope,
and multiresolution index of valley bottom flatness; 4th row: topographic wetness
index, difference from the mean value in 15 pixels search radius, and deviation from
mean value in 15 pixels search radius; 5th row: convergence index (search radius) with
direction to the center cell.
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Figure 6: Locations of 9 selected tree species (from left to right): 1st row: Capparis
frondosa, Garcinia intermedia, and Hirtella triandra; 2nd row: Psychotria horizontalis,
Protium tenuifolium, and Protium panamense; 3rd row: Mouriri myrtilloides, Swartzia
simplex, and Tetragastris panamensis.
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