Abstract. We generalize in this short paper the classical Luzin's theorem about existence of integral on the measurable function and its multidimensional analogues on the many popular classes of rearrangement invariant (r.i.) spaces, namely, on the so-called Grand Lebesgue Spaces.
1
Introduction. Notations. Statement of problem.
"A classical theorem of Lusin [14] states that for every Borel function f on R, there is a continuous function u on R that is differentiable almost everywhere with derivative equal to f. In (Ω) such that
In other words, Alberti showed that it is possible to arbitrarily prescribe the gradient of a C 1 0 function u on Ω ∈ R d off of a set of arbitrarily small measure, with quantitative control on all L p norms of Du", see [3] .
Let us denote such a function u(·), i.e. which satisfies the relation (1.c), not necessary to be unique, by
We can and will understood as a capacity of the "constant" K(d) its minimal value
It follows immediately from the article [1] after simple calculations that
Notice that the condition curl(f ) = 0, where curl(f ) denotes the distributional rotor of the function f, is not necessary for theorem 1! Note in addition that Alberti [1] proved that the rate ǫ 1/p−1 is sharp as ǫ → 0 + . See also the articles [3] , [5] , [15] . In particular, the work [3] contains the extension of the results of Alberti [1] and Moonens-Pfeffer [15] , in a suitable sense, to a class of metric measure spaces on which differentiation is defined.
Our purpose in this short report is to show that the assertion of theorem 1 can be easily generalized on the wide class of the so -called moment rearrangement invariant spaces, namely, on the Grand Lebesgue Spaces (GLS).
The so -called Grand Lebesgue Spaces (GLS) are very popular in recent years, see. e.g. [4] , [6] , [7] , [9] , [10] , [11] , [12] , [13] , [16] , [17] .
The Grand Lebesgue Spaces GLS = G(ψ) = Gψ = G(ψ; A, B), A, B = const, A ≥ 1, A < B ≤ ∞, spaces consist by definition on all the measurable functions f : D → R with finite norms
(1. 
We will denote supp(ψ)
The set of all ψ functions with support supp(ψ) = (A, B) will be denoted by Ψ (A, B) .
This spaces are rearrangement invariant, see [2] , and are used, for example, in the theory of probability [12] , [16] , [17] ; theory of Partial Differential Equations [10] ; functional analysis [10] , [13] , [17] ; theory of Fourier series, theory of martingales, mathematical statistics, theory of approximation etc.
Notice that in the case when ψ(·) ∈ Ψ(A, ∞) and a function p → p · log ψ(p) is convex, then the space Gψ coincides with some exponential Orlicz space.
Conversely, if B < ∞, then the space Gψ(A, B) does not coincides with the classical rearrangement invariant spaces: Orlicz, Lorentz, Marcinkiewicz etc.
The fundamental function of these spaces φ(G(ψ), δ) = ||I A ||G(ψ), mes(A) = δ, δ > 0, where I A denotes as ordinary the indicator function of the measurable set A, may be calculated by the formulae
The fundamental function of arbitrary rearrangement invariant spaces plays very important role in functional analysis, theory of Fourier series and transform [2] as well as in our further narration.
Many examples of fundamental functions for some Gψ spaces are calculated and investigated in [16] , [17] . Remark 1.1 If we introduce the discontinuous function ψ (r) = ψ (r) (p) such that
( 1.6) and define formally C/∞ = 0, C = const ∈ R 1 , then the norm in the space G(ψ r ) coincides with the L r norm:
( 1.7) Thus, the Grand Lebesgue Spaces are direct generalization of the classical exponential Orlicz's spaces and Lebesgue -Riesz spaces L r . Let a function f : Ω → R be such that
Then the function ψ = ψ f (p), s 1 < p < s 2 may be naturally defined by the following way:
Main result.
For instance, let the (measurable) function f : Ω → R be such that
Then the function ψ = ψ(p) can be picked as a natural function for the function f : ψ(p) = ψ f (p). Let also ζ = ζ(p) be another ψ − function with at the same support supp ζ = (A, B) ; define the new function ν(p) = ζ(p) ψ(p). Obviously, ν(·) ∈ Ψ(A, B).
Theorem 2.1. We propose under notations and conditions of Theorem 1
where the defined before in (1.1) constant K(d) in the inequality (2.3) is the best possible.
Proof. We can and will suppose without loss of generality ||f ||Gψ = 1. The last relation implies in particular that
We derive substituting into (1.c)
We obtain taking supremum over p, p ∈ (A, B) from both the sides of inequality (2.6) taking into account the direct definition of the Grand Lebesgue Space norm as well as the direct definition of fundamental function of these spaces
· ||Du||G(ν) ≤ φ(Gζ, ǫ) = φ(Gζ, ǫ) · ||f ||Gψ, which is entirely equivalent to the first assertion of theorem 2.1. The sharpness of the constant K(d) follows immediately from one of the results of the preprint [18] .
This completes the proof of our theorem.
Remark 2.1. If we choose for instance as a capacity of the function ζ(p) the degenerate function ζ(p) = ψ (r) (p), r = const > 1, and agree to take ψ (r) · ψ(p) = ψ (r) · ψ(r), (2.7)
we obtain the Alberti's proposition (1.c) as a particular case.
