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Summary of Thesis
We are currently on the brink of the first direct detection of gravitational waves
(GWs) with a new generation of GW detectors currently being commissioned.
In the period before the advanced detectors come online we must prepare tech-
niques for detector characterisation and advanced data analysis methods to im-
prove our sensitivity to potential sources of GWs.
We begin with an outline of GW theory, derived from Einstein’s general theory
of relativity. We introduce each of the main classes of GW signals, as distinguished
by the GW community, focusing mainly on GW bursts. A short outline is also
given for compact binary coalescences, continuous waves, and stochastic back-
ground. An introduction to GW interferometers is then given, focusing mainly
on the GEO 600 detector. The stationary noise sources that limit the frequency
dependent sensitivity of current GW detectors are discussed: optical readout
noise, thermal noise, and seismic noise.
We discuss transient noise events (glitches) and the veto methods that are
used to remove these events from the GW data channel. Details are given for
glitch hunting that was performed at GEO 600 to identify and understand sources
of transient noise. We demonstrate a cost-benefit analysis method that could be
used for increasing the number of observable sources, by assessing the severity
of detector noise sources to efficiently guide commissioning.
We introduce X-P I P E L I N E, a coherent search pipeline for GW bursts associ-
ated with astrophysical transients such as gamma-ray bursts, and give details of
pipeline line development that we were involved in. Results from a search for
GW associated with 78 gamma-ray bursts that occurred while only GEO 600 and
one of the LIGO or Virgo detectors were taking data are presented; these events
have not previously been analysed.
The sensitivity of searches for GW bursts is often critically limited by non-
Gaussian noise fluctuations that are difficult to distinguish from real signals. We
utilised the boosted decision tree multivariate analysis classifier to probe the full
space of measured properties of events in an attempt to maximise the power
to accurately classify events as signal or background, compared to the standard
X-P I P E L I N E.
While the LIGO and Virgo detectors are undergoing intense commissioning,
GEO 600 is the only GW detector taking observations. Therefore, we demon-
strate the feasibility of performing a single detector analysis for GW bursts using
GEO 600 in preparation for any exceptional astrophysical events (such as a Galac-
tic supernova).
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1Gravitational WaveTheory and Sources
1.1 Introduction
At the beginning of the twentieth century Einstein formulated the general the-
ory of relativity. Unlike Newtonian mechanics, where gravity is described as a
force which acts between two masses, Einstein described gravity as the curvature
of spacetime [1, 2]. General relativity (GR) predicts that perturbations of the
curvature satisfy a wave equation. These ripples in space time are called gravi-
tational waves (GWs) and they propagate at the speed of light. Similar to how
electromagnetic (EM) waves are produced by the acceleration of charge, GWs
are produced by the acceleration of matter; another similarity to EM waves is
that GWs carry energy away from the source. However, unlike their EM counter-
parts, GWs interact very weakly with matter and combined with the decreasing
amplitude as they travel away from the source, this makes the direct detection
of GWs very challenging.
There is a lot of strong indirect evidence of the existence of GWs. In 1974
Hulse and Taylor discovered a pulsar in a binary system with an unseen com-
panion [3]. This system, referred to as PSR B1913+16, has been observed for
the last forty years which has yielded precise values of the masses for the two
components, and the orbital parameters of the system. It has been found that the
orbital period of this binary is decreasing at 2.4× 10−12 seconds per second [4].
As can be seen in figure 1.1, the observational data matches the prediction from
GR of a binary neutron star (BNS) system emitting GWs [5] to within 0.2% [4].
Hulse and Taylor received the 1993 Nobel Prize in physics for their discovery,
and the agreement of these observations with the prediction of GR is still the best
known indirect evidence supporting the existence of GWs. There is now further
evidence from other sources such as PSR B1534+12 [7] and the binary pulsar
system PSR J0737-3039A [8]. As of March 2014, the BICEP2 Collaboration an-
nounced the first direct detection of a B-mode power spectrum in the cosmic
microwave background, this is detection is strong evidence for inflationary GWs
[9].
In this chapter, starting in section 1.2, we introduce the theory required for
understanding GWs. Section 1.2.1 briefly introduces GR using the weak field
– 1 –
1.1. Introduction
Figure 1.1: Orbital decay of PSR B1913+16 due to the emission of GWs. The solid
line is the orbital decay predicted by GR and data points are the observed
orbital decay with error bars [6]. The observations match the prediction from
GR to within 0.2%.
– 2 –
Chapter 1. Gravitational Wave Theory and Sources
approximation. Section 1.2.2 describes the plane wave solution for GWs using
the transverse-traceless (TT) gauge. Section 1.2.3 explain how GWs interact with
matter. Section 1.3 introduces the main classes of sources that are expected to
emit GWs that may be detectable by ground-based instruments such as GEO 600.
1.2 Gravitational Wave Theory
In this section we give a brief introduction to GW theory. For a more thorough
treatment see [10, 11, 12], the content of which is closely followed here.
1.2.1 Linearised Gravity
In the general theory of relativity GR, gravity is described as the curvature of
the four dimensional spacetime. The Einstein equations (1.1), are a set of 10
equations that relate the curvature of spacetime to the distribution of matter and
energy. The Einstein equations are given in tensor notation as
Gµν = Rµν − 12 gµνR=
8piG
c4
Tµν . (1.1)
Here Gµν is the Einstein tensor, Tµν is the stress-energy tensor which describes the
density and flux of energy and momentum, and gµν is the metric which contains
all information about the curvature of the spacetime. The metric describes the
separation of nearby points in spacetime as
ds2 = gµνd x
µd xν . (1.2)
In flat space time using Cartesian co-ordinates we have the simple Minkowski
spacetime metric, ηµν = diag(−1,1,1,1). In the presence of matter and energy
the metric changes from the flat space values according to the Einstein equa-
tions (1.1). Rµν is the Ricci tensor and R is the Ricci scalar, we will give explicit
formulae for these later.
Here it is worth noting that the convention of explicitly writing c, the speed
of light, and G, the Newton constant, is used. Greek indices

α,β , . . .

take the
values [0,1, 2,3] and are used to denoted the four spacetime dimensions. Latin
letters

i, j, . . .

take the values [1,2, 3] and are used to denote the three spatial
dimensions.
To understand GWs we can simplify the Einstein equations by using the
linearised theory of GR. In linearised theory the spacetime metric gµν is written
as the sum of the flat Minkowski metric ηµν and a small metric perturbation hµν ,
which describes the time varying gravitational field. This is given as
gµν = ηµν + hµν , (1.3)
where
hµν   1. This is the weak-field approximation, which we can use to
expand the Einstein equation. Due to the metric perturbation being small, we
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keep only terms that are linear in hµν , and any higher order terms can be dis-
carded. It will be useful to know that indices of hµν can be raised or lowered by
multiplication with ηµν and its inverse η
µν ,
hαβ = ηαµηβνhµν . (1.4)
The Ricci tensor
Rµν = R
ρ
µρν
=
1
2

∂ρ∂νh
ρ
µ + ∂µ∂
ρhνρ −2hµν − ∂µ∂νh

, (1.5)
and Ricci scalar
R= gµνRµν =

∂ρ∂
µhρµ −2h

, (1.6)
are constructed from derivatives of gµν . Here2= ηµν∂ µ∂ ν = ∂µ∂ µ =−

1
c2

∂0+
∇2 is the flat space d’Alembertian and h= hαα is the trace of the metric perturba-
tion.
The Einstein equations (1.1) can be written in terms of the metric pertur-
bation by substituting the Ricci tensor (equation (1.5)) and Ricci scalar (equa-
tion (1.6)), keeping only 1st order terms of h,
Gµν = Rµν − 12 gµνR
=
1
2

∂ρ∂νh
ρ
µ + ∂µ∂
ρhνρ −2hµν − ∂µ∂νh−ηµν

∂ρ∂
λhρλ −2h

. (1.7)
This equation can be simplified significantly by using the trace-reversed metric
perturbation
hµν ≡ hµν − 12ηµνh . (1.8)
This gives us
Rµν − 12 gµνR=
1
2

∂ρ∂νh
ρ
µ + ∂µ∂
ρhνρ −2hµν −ηµν∂ρ∂ λhρλ

. (1.9)
This can be further simplified by choosing an appropriate coordinate system, or
gauge. Here we choose to make the infinitesimal coordinate transformation
xµ→ x ′µ = xµ+ ξµ , (1.10)
where ξµ is an arbitrary slowly varying infinitesimal vector field. The transfor-
mation in hµν , to lowest order, is
hµν → h′µν = hµν −

∂µξν + ∂νξµ

. (1.11)
This coordinate transformation is valid if
∂µξν  are at most the same order ashµν , so that the weak-field approximation still holds in the new coordinates,h′µν   1. Substituting this into the trace-reversed metric perturbation, equa-
tion (1.8) becomes
hµν → h′µν = hµν −

∂µξν + ∂νξµ

+ηµν∂
ρξρ . (1.12)
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Considering the gauge freedom inherent in the choice of ξµ, we can make a
choice of coordinate system to simplify the Einstein equations for the weak field
case. From examination of equation (1.9) we can make a further simplification
by using the Lorenz gauge, defined by
∂ νhµν = 0 . (1.13)
It is then simple using equation (1.12) and the Lorenz gauge condition from
equation (1.13) to show that
∂ νh′µν →

∂ νhµν
′
= ∂ νhµν −2ξµ. (1.14)
So any arbitrary metric perturbation hµν can be put into a Lorenz gauge by
making a coordinate transform that satisfies the condition 2ξµ = ∂ νhµν . Using
the Lorenz gauge the Einstein tensor from equation (1.9) becomes
Gµν =−122hµν . (1.15)
This leaves us with the linearised Einstein equations
2hµν =−16piGc4 Tµν . (1.16)
This is a wave equation where x0 = c t, which shows that GWs do travel at the
speed of light, “c”.
1.2.2 Transverse Traceless Gauge
At a point outside of any sources, in a vacuum, we have Tµν = 0. This simplifies
the Einstein equations (1.16) to the vacuum wave equation
2hµν = 0 . (1.17)
We can now specialise to the space of homogeneous, asymptotically flat solutions
of the linearised Einstein’s equations (1.16) [12]. We can further specialise the
gauge to make the metric perturbations purely spatial, traceless, and with the
Lorenz gauge condition also make the metric perturbation transverse [10]. We
then have the TT gauge conditions
h0µ = 0 , (1.18a)
hii = 0 , (1.18b)
∂ jhi j = 0 . (1.18c)
Metric perturbations in the TT gauge will be written as hT Tαβ . We can use the TT
gauge to show that GWs have two polarisations. Consider a GW travelling in the
z-direction. hT Ti j = h
T T
i j (t − z) is a valid solution to 2hT Ti j = 0 for any arbitrary
function of (t − z). The Lorenz condition ∂zhT Tz j = 0 implies that hT Tz j (z − t) = C ,
where C is a constant. For the condition that hαβ → 0 as r →∞, then C = 0. So
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the only non-zero components of the metric perturbation are hT Tx x , h
T T
x y , h
T T
y x , and
hT Ty y . Only two of these non-zero components are independent because of the
traceless condition equation (1.18b) and the symmetry of hµν = hνµ. For a wave
propagating in the z-direction the metric perturbation can therefore be written
as
hT T
µν
=

0 0 0 0
0 h+ h× 0
0 h× −h+ 0
0 0 0 0
 , (1.19)
where the wave amplitudes are
h+ = A+ cos(ωGW t +φ+) ,
h× = A× cos(ωGW t +φ×) , (1.20a)
These are the simple solutions for a monochromatic plane wave with linear
polarization. We can see from equation (1.19) that the metric perturbation
has only two degrees of freedom h+ and h×, which are the two independent
polarisations of a GW. These are known as the “plus” and “cross’ polarisations
of the GW which are separated by a rotation of 45◦, as can be seen in figure 1.2.
1.2.3 Interaction of Gravitational Waves with Matter
So far we have shown how to describe GWs. In this section we will discuss
how GWs interact with matter. Here we will look at the effect on the spacetime
coordinates of a free falling test mass considering just “plus” polarised GWs.
With a spacetime metric gµν , and four dimensional spacetime coordinates x
µ,
the geodesic equation describing the motion of test masses in free fall is
d2 xµ
dτ2
+Γµνρ
d xν
dτ
d xρ
dτ
= 0 , (1.21)
where the Christoffel symbols Γµνρ are defined as
Γµνρ =
1
2
gµσ

∂ν gσρ + ∂ρgσν − ∂σgνρ

. (1.22)
The 4-velocity of a free falling test mass initially at rest is d x
µ
dτ
|τ=0 = (1,0,0,0),
and Γµ00 = 0 for a metric which satisfies the TT gauge conditions in equa-
tions (1.18). Substituting this into equation (1.21) we find the initial acceleration
of the test mass d
2 xµ
dτ2
|τ=0 = 0. Therefore, as the test mass begins at rest and has
zero acceleration, the spacetime coordinate position of the test mass does not
change. Extending this to the case of two test masses, we see that the coordinate
distance between two test masses is not affected by the passage of a GW.
However, the proper (physical) distance between free falling test masses does
change. The proper distance ds between two free test masses is given by
ds2 = gµνd x
µd xν =−(cd t)2+ (1+ h+)d x2+ (1− h+)d y2+ dz2 , (1.23)
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Figure 1.2: Deformation effect of a GW travelling out of the page on proper
distance between a circle of free test masses (left). The effect of both “plus”
(centre) and “cross” (right) polarised GWs can be seen as a distortion of the
space between the free test masses, changing the proper distance between
them. The only difference between the plus and cross polarisations is a
rotation of 45◦.
where we consider only plus polarised GWs travelling in the z direction. Choosing
our coordinates so that the masses are separated along the x-axis (d y = dz = 0)
at some time t, we find the proper distance between the two masses is given by
ds =
p
1+ h+d x ,
'

1+
1
2
h+

d x , (1.24)
where we used the weak-field limit,
h+ 1, and the binomial expansion to find
the estimate of the proper distance. Here we can see that GWs cause the proper
distance between two points to fluctuate, but as we showed above this does not
affect the coordinate distance between the points. We can see this effect for both
the x-axis and y-axis for both “plus” and “cross” polarised GWs by considering the
proper distance between a ring of free falling test masses as shown in figure 1.2.
This result is the basis for the modern generation of laser interferometric GW
detectors; we will give details on the detection principle in Section 2.2.
1.3 Gravitational Wave Sources
GWs can be produced by the acceleration of mass and are most strongly produced
in compact, asymmetric, and relativistic objects. If dealing with a self-gravitating
system, the motion is dominated by the sources own gravity and we can roughly
relate the orbital angular frequencyω to mass M and orbital radius R by Kepler’s
law. It is worth noting that it is not possible to generate a detectable GW in a
laboratory. We could consider man made sources of GWs, a good example of
this is a centrifuge made of two 103 kg masses on the ends of a 10 m long pole.
If this system were to rotate around the centre of the pole at 10 Hz, GWs with
frequency of 20 Hz would be produced. Due to their quadrupole nature, GWs are
typically emitted at twice the frequency of the source motion. The wavelength
of the waves would be ∼ 1.5× 107 m (roughly the diameter of the Earth). To
detect GWs, and not near zone Newtonian gravity, a GW detector must be at
least one wavelength away from the source [13]. For a detector positioned on
the opposite of the Earth to the source, the GWs passing the detector will have
an amplitude of h∼ 5×10−43 which is far too small to attempt a detection [14].
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We can not produce a detectable GW sources on the Earth, but there are
many astrophysical systems that are expected to have the conditions required to
produce larger GW strains that could be detectable from Earth. In this section
we will describe the expected sources of GWs that may be detectable by ground-
based interferometric detectors. These are distinguished into different categories
by the GW community so that search methods can be developed and optimised
for each separately.
1.3.1 Transient / Burst Sources
Transient or “burst” sources are catastrophic astrophysical events such as super-
novae (SNe) and gamma-ray bursts (GRBs) which emit a large amount of energy
as GWs in a very short time, typically less than a few seconds; this is referred to
as a gravitational-wave burst (GWB).
Many potential sources of GWBs are difficult to model because we do not
know all of the physics involved (e.g. the neutron star (NS) equation of state
(EOS)), or because they are too complex, or more likely a combination of both.
For some proposed phenomena, such as stellar core-collapse SN, we have only
analytical toy models. The first models for GWs from a rotating stellar core-
collapse and bounce were based on the axisymmetric (2D) Newtonian simula-
tions [15, 16]. More recently simulations have been performed with varying
degrees of micro-physical detail, but still in 2D [17, 18]. Recently, the first 3D
simulations have been performed for a rapidly rotating strongly magnetised core
collapse [19]. It was found that the 3D dynamics of rapidly rotating highly mag-
netised core collapse SNs are fundamentally different from what was anticipated
on the basis of previous simulations in axisymmetric (2D) simulations. These
results show promise for future simulation in 3D and prompt an extended study
into the effect of the initial conditions and numerical resolution of the simu-
lations. Current GW signal models from these simulations are not sufficiently
accurate to allow a matched filter analysis, so we are forced to rely on waveform
independent detection techniques. Although there are many possible sources for
GWBs, here we will only consider SNs and GRBs in depth.
The progenitors for SNs are accreting white dwarfs (type Ia SN) or the col-
lapse of highly evolved stars (type II SN) [20]. Type Ia SN are expected to
produce GWs, but below the sensitive frequency band of the ground based detec-
tors [21, 22]. There are many aspects still unknown about the complex physics
of type II SN, it has proven difficult to make a reliable prediction of the expected
strength of GWs emitted by this process. Simulations that include some, but not
all, of the physics of a stellar core-collapse SN have been performed, for a review
see [23]. These simulations identify numerous potential emission processes for
GWs with up to 10−8 Mc2 of energy in GWs [23]. The initial laser interferom-
eter gravitational-wave observatory (LIGO) and Virgo detectors have only been
sensitive to SN from inside of our own Galaxy [24]. The rate of a Galactic SNs
are one per 30–100 years [25, 26].
GRBs are astrophysical events that are observed as an intense flash of gamma
rays [27, 28, 29]. Long-soft (> 2 s) GRBs are associated with the stellar core-
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collapse SN of massive stars [30, 31, 32, 33]. Short-hard (< 2 s) GRBs are
thought to be due to the merger of compact binaries consisting of two neutron
stars or a neutron star and a black hole [34, 35]. Both of these progenitor models
are highly relativistic and lead to the formation of an accreting black hole (or
possibly a magnetar [36]).
While the GWs produced by the inspiral phase of compact binary coalescence
(CBC) in short GRBs are well modelled, numerical models of SNs and collapsars
often include only approximations of the required physics and simplifications
such as handling neutrinos or assuming symmetries to models sources in less
than the full 3 dimensions. The expected signal from long GRBs are speculative,
but possibly strong. In the extreme stellar core-collapse conditions required
to power long GRBs (“collapsars”) alternative GW emission processes can be
considered than for SN. One of the most extreme scenarios for GW emission
from long GRBs is dynamical fragmentation of a rapidly differentially spinning
stellar core-collapse, producing a coalescing system of two protoneutron stars
[37, 38]. Although this scenario is unlikely [39], the GW emission would be very
strong producing 10−2 Mc2 to 10−1 Mc2 of energy in GWs in the 50 Hz–1 kHz
frequency band. Other scenarios can also produce up to 10−2 Mc2 of energy
in GWs [37, 40, 38, 41, 36, 42]. Details on possible GW emission processes
for short and long GRBs will be given in section 4.1. The current best exclusion
distances for GWBs associated with 150 GRBs analysed using the LIGO and Virgo
detectors, assuming EGW = 10−2 Mc2 of energy in GWs and a jet opening angle
of 5◦ gives a median exclusion distance of ∼ 17 Mpc (EGW/10−2 Mc2)1/2 for GW
emission around 150 Hz [43]. This is the same order of magnitude as the limits
found using a modelled search for CBCs, however this is much smaller than the
typical distance to the closest GRB system per year (∼ 1 Gpc).
Many analyses have been performed for GWBs of various types using the
GEO 600, LIGO, TAMA 300, and Virgo GW interferometers. Searches can either
be performed for GWBs from any direction arriving at any time, or can be aimed
at a “trigger”. These triggers are typically a source detected by EM or neutrino
observations, such as a GRB. A triggered analysis can gain up to 20% in distance
compared to an all sky search [44].
Details of recent all-sky searches for GWBs can be found in [45, 46, 47, 48,
24]. Details of recent triggered searches for GWBs can be found in [49, 50, 51,
52, 53, 54, 43, 55, 56, 57].
1.3.2 Compact Binary Coalescence
CBC are two body systems which emit GWs as they orbit each other, these systems
can be binary black hole (BBH), binary neutron star (BNS) or BH–NS binaries.
During the last minutes of the inspiral of these binary systems strong GWs are
produced in the frequency band of ground-based detectors. For the binary black
hole (BBH) and black hole (BH)–NS cases this will only be the case if the BHs
have masses of 1–1000 M. As the system looses energy and angular momentum
through the emission of GWs the orbital radius of the system will decay and
the orbital frequency will increase, following Kepler’s Law, which causes the
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frequency of the emitted GWs to also increase as this is dependent on the orbital
mechanics of the binary. The orbital radius will continue to decrease in this
manner, until it is small enough that the two objects will collide and merge. When
the two bodies merge the frequency and power of the emitted GWs will increase,
producing a strong GWB. This inspiral phase of a CBC produces a characteristic
chirp signal and is accurately modelled by post-Newtonian expansions [58]. This
allows a modelled search to be performed using matched filtering to improve
the sensitivity for these signals [59]. The GW signal spectrum for the inspiral
phase of a CBC signals is
h( f )∼ M5/6 f −7/6 , (1.25)
where f is frequency and
M =
(m1m2)3/5
(m1+m2)1/5
(1.26)
is the chirp mass, where m1 and m2 are the component masses [10].
The sky-position averaged observable distance for BNSs, the effective BNS
range or horizon distance, is often used as a measure of detector performance.
Initial LIGO had a design effective BNSs range of 14 Mpc, and the actual best
effective BNS range achieved was ∼ 20 Mpc [60]. For the advanced LIGO detec-
tors we expect an order of magnitude improvement in the effective BNS range
to 200 Mpc [61, 62].
From the most recent search for CBCs LIGO for an optimally orientated
source set rate upper limits of 1.3×10−4 Mpc−3 yr−1, 3.1×10−5 Mpc−3 yr−1, and
6.4×10−6 Mpc−3 yr−1 for 1.4 M–1.4 M BNS, 1.4 M–10 M NS–BH, and 10 M–
10 M BBH systems respectively [63]. Details of recent analyses for CBCs can be
found in [64, 43, 63, 65, 57].
1.3.3 Continuous / Periodic Sources
Continuous sources of GWs, also called periodic sources, radiate GWs at a con-
stant or nearly constant frequency. An example of this is a rotating neutron star,
or pulsar; these sources emit radio waves which are beamed like a lighthouse
crossing our line of sight as they rotate. If this rapidly rotating body were to have
a small asymmetry, such as a bump on its surface, then GWs would be emitted
from this object. The amount of energy emitted in GWs depends on the size of
the asymmetry, but it is unclear which mechanism produces the asymmetry and
how large it can get [66].
We would expect an asymmetric pulsar to radiate GWs with characteristic
amplitude [12]
h=
4pi2G
c4
I f 2ε
D
, (1.27)
where I is the rotational moment of inertia of the neutron star, f is the frequency
of rotation, D is the distance to the source, and ε= (Ix x− I y y)/I is the equatorial
ellipticity; the amount that the neutron star is distorted. This final parameter is
poorly understood but it thought that the crusts of neutron stars are not strong
enough to support ε larger than ∼ 10−6 [14], and realistic values could be much
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smaller than this limit. A non zero ε will cause the pulsar to lose energy though
the emission of GWs with h∼ 10−24 or smaller [13]. This causes the rotational
frequency to decrease, which is referred to as spin-down. Searches for these
continuous GWs are done by matched filtering long sequences of data against
the expected signal. A large number of templates are required to account for the
unknown sky position, frequency of emission, spin down rate, and other param-
eters [66]. All-sky searches for continuous GWs are strongly computationally
limited due to the large number of required templates.
Details of recent analyses for continuous GWs can be found in [67, 68, 69, 61,
70]. Searches have also been performed for specific targets such as the Crab [71]
and Vela pulsars [72]. The current best upper limit for the equatorial ellipticity
is ε≈ 106 [61].
1.3.4 Stochastic Background
The stochastic gravitational wave background (SGWB) is the superposition of a
large number of independent, uncorrelated GW sources which are individually
undetectable [73, 74, 75, 76]. An interesting potential source of these GWs
is the early universe, which could produce a background across the entire sky
[77]. Stochastic GWs are expected to have a roughly constant amplitude across
the frequency band of the ground based detectors. Predictions of the expected
amplitude of the SGWB are less robust than for other sources. The strength of
the SGWB is usually described in terms of the GW spectrum,
ΩGW( f ) =
f
ρc
dρGW
d f
, (1.28)
where dρGW is the energy density of gravitational radiation contained in fre-
quency range f to f + d f and ρc is the critical energy density of the Universe.
Searches for the SGWB with LIGO and Virgo data are performed by cross
correlating the data from a network of at least two detectors. While noise in
each detector will be un-correlated, a SGWB will appear as correlated “noise”
between detectors. The analysis of data from the S5 science run assumed a
power-law template for the GW spectrum,
ΩGW( f ) = Ωα

f
100 Hz
α
, (1.29)
where α is the spectrum index. This analysis gave an upper limit on the frequency
independent GW spectrum (α= 0) in a frequency band around 100 Hz of ΩGW <
6.9×10−6 with 95% confidence [78]. This result improves on the indirect limits
from Big Bang nucleosynthesis [79] and cosmic microwave background [80] at
100 Hz.
Details of recent analyses for SGWB can be found in [81, 78, 82].
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2Gravitational WaveDetectors
In this chapter details of the working principles of GW interferometers will be
given. Section 2.1 describes the Michelson Morley experiment, a design which
the current generation of ground based interferometer GW detectors are based
on. Section 2.2 explains the working principle of an interferometric GW detector.
Section 2.3 discusses the main noise sources which limit sensitivity for ground
based GW interferometers, focusing on GEO 600. Section 2.4 describes the status
of the current global network of interferometric GW detectors, and plans for the
future generations of ground and space based GW detectors. Section 2.5 gives
a more in-depth description of a number of the sub-systems of GEO 600. For a
more thorough introduction to GW detectors see [13], and references therein,
which this chapter draws from heavily.
2.1 Michelson-Morley Experiment
A simple way to determine the distance between two objects is to measure the
light travel time of the round trip between the two objects. A classic example of
the use of this concept is the experiment performed by Michelson and Morley
in 1887. Using an interferometer they attempted to detect a shift in the speed
of light due to the motion of the Earth through the aether [83]. A null result
was obtained from the experiment, which was the first strong evidence against
the aether theory; instead showing that light travels at a constant speed in all
inertial frames of reference. This result triggered a line of research that would
eventually lead to Einstein formulating the special theory of relativity.
The Michelson and Morley experiment was performed using a simple inter-
ferometer design that is now referred to as a “Michelson interferometer”. The
most basic components are a coherent light source (such as a sodium lamp as
used by Michelson and Morley or a laser as used in modern interferometers), a
beam splitter (BS) (50% transmissive mirror), and two mirrors at equal distance
from the BS in two orthogonal directions which make up the “arms”. Finally
the light leaving the interferometer must be observed (Michelson and Morley
used a telescope while modern interferometers use a photo detector (PD)), see
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Figure 2.1: Schematic of the basic layout of a Michelson interferometer. The path
followed by the laser is shown in red. The input (common) port is shown to
the West and the output (differential) port is shown to the South relative to
the beam splitter (BS).
figure 2.1. Light from the light source enters the interferometer at the input port,
it is partially reflected and partially transmitted by the BS and then travels along
the arms toward the two end mirrors. This light is then reflected back towards
the BS, where it is superimposed. A measurement can then be performed by ob-
serving light leaving the output port which gives information about the relative
travel time of photons in the two orthogonal arms. For aether, the expected dif-
ference in the speed of light along the two orthogonal arms would have caused
light recombining at the BS to be out of phase, which would be observed as a
change in the interference pattern at the output port. For GWs the speed of light
is a constant but the arm lengths are changed differentially by GWs, which will
similarly affect the phase between the light in the two arms and be observable at
the output port. Figure 2.1 is the simplest design for a Michelson interferometer;
the instrument actually used by Michelson and Morley was more complicated
using extra mirrors to increase the arm length as shown in figure 2.2, which as
will be shown in Section 2.2 increases the sensitivity of the detector. As we shall
see in this chapter, GW interferometers are even more complicated and built on a
much larger scale which allows higher precision measurements, but the working
principle for detecting differential length changes in the arms remains essentially
the same as for the Michelson and Morley instrument.
2.2 Gravitational Wave Detection Principle
It was shown in section 1.2.3 that GWs interact with matter, which has the effect
of changing the proper distance between two free test masses without changing
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Figure 2.2: Diagram of experimental set up of the Michelson and Morley experi-
ment in 1887. The sodium lamp is positioned at a, and the BS is positioned
at b. e are plane parallel mirrors at the ends of the arms, while the other
mirrors (which are unlabelled) are used to increase the arm length, and f is
the observing telescope [83].
the coordinate distance between them. Knowing this effect we can consider how
a laser interferometer can be used to detect GWs. From equation (1.23), consid-
ering a linearly polarised GW (h× = 0) of the form given in equation (1.20), we
have the condition ds = 0 for the light path taken between two test masses,
ds2 =−(cd t)2+ (1+ h+)d x2+ (1− h+)d y2+ dz2 = 0 . (2.1)
Considering light travelling along the x-axis (along the East arm of the interfer-
ometer shown in figure 2.1) we can use the fact that d y = dz = 0 to simplify
equation (2.1), giving
d t =
p
1+ h+
c
d x . (2.2)
By integrating this we can find the time taken for light to travel the length of the
x arm, Lx , from the BS at t0 to the East end mirror at t1∫ t1
t0
d t =
1
c
∫ Lx
0
p
1+ h+(t)d x ,
'
∫ Lx
0
1
c

1+
1
2
h+(0)

d x ,
' 1
c

1+
1
2
h+(0)

Lx , (2.3)
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where we have used the binomial expansion
p
1+ h+ ' 1+ 12h+ and keep only
term of 1st order in h because
h+ 1. We also assume that the period T of the
GW is large compared to the round-trip time, T  2Lx
c
, so that h(t) = h(0) (i.e.
the long-wavelength limit). We find the same results for the return trip from the
East end mirror to the BS and so can define the round-trip time for the x arm as
tround-trip x ' 2c

1+
1
2
h+(0)

Lx . (2.4)
The same can be done for light travelling in the y arm, giving the same result
with h+→−h+ due to the quadrature nature of GWs:
tround-trip y ' 2c

1− 1
2
h+(0)

L y . (2.5)
Assuming that L = Lx = L y , from equations (2.4) and (2.5) we can define the
travel time difference between the two arms as
t = tround-trip x− tround-trip y = 2Lc h+(0) . (2.6)
It is then simple to define the fractional change in optical path length, which is
referred to as the strain
∆L
Lopt
=
c∆t
2L
= h+(0) , (2.7)
where Lopt = 2L. This can also be expressed as a phase shift
∆φ =
4piL fc
c
h+(0) , (2.8)
where fc is the laser carrier frequency. For a GW with h+ = 1 × 10−22 in the
GEO 600 detector, which has arms of L = 1200 m, this will produce a differential
time delay of 8× 10−28 s. The laser at GEO 600 has fc = 2.8× 1014 Hz, giving a
phase shift of 1.4× 10−12 rad.
The phase change on light travelling in both the x arm and y arm is given by
the pair of equations
dφ =ωc tround-trip =
2ωc L
c
± ωc
2
∫ t0+2L/c
t0
h+(t)d t , (2.9)
where ωc is the angular frequency of the laser carrier.
Only the second term of these equations depend on the GW; we will refer
to this phase shift due to the effect of GWs as δφ. Again considering a linearly
polarised GW (h× = 0) of the form given in equation (1.20), we define the phase
shift [10]
δφ =±ωc
2
∫ t0+2L/c
t0
A+ cos(ωGW t)d t
'±A+ωc
ωGW
sin(ωGW L/c) cos[ωGW(t0+ L/c)] , (2.10)
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for the light in the x and y arms. Therefore a GW will modulate laser light at its
frequency, ωGW, in each of the arms of the detector.
Still considering just plus polarised GWs travelling in the z axis with respect
to the interferometer and with amplitude given by h+ = A+ cos(ωGW t), these
GWs will cause a differential length change of the interferometer arms, which
in turn will produce a light travel time difference in the two arms [84]. This is
a change in the proper length of the arms, but not in the coordinate position of
the test masses, so the test masses are not actually moved by GWs.
From this one could think because the phase shift is proportional to L, the
larger the optical path the larger the phase shift due to GWs, and so the better
the sensitivity. However, there is an ideal arm length, Lideal, and corresponding
light storage time that depends on the frequency of the GW being observed,
fGW =
ωGW
2pi
. The light in the arms will acquire the largest possible phase shift if
the round-trip time equals half the wave period
Lideal =
c
4 fGW
. (2.11)
From this we can see that for a GW with fGW = 1kHz the ideal arm length is
Lideal ≈ 75km. It is infeasible to construct a vacuum system large enough to
house interferometer arms this long, so advanced interferometric techniques,
that will be explained in sections 2.2.2, 2.5.4 and 2.5.5, are used to achieve
effective arm lengths of this order within a physically smaller vacuum system of
order a few km.
Until this point we have considered the special case of a GW travelling along
the z-axis, but interferometric GW detectors are sensitive to GWs from all direc-
tions over the entire sky; there is no pointing like an EM telescope. However, the
sensitivity is not uniform for all directions [85]. A GW detector with arms along
the x-axis and y-axis is most sensitive to signals from directly along the z-axis,
from above or below, as this will produce the largest differential length change
between the arms (referred to as optimally positioned signals). GWs from along
the direction of one of the interferometer arms will produce a response a factor
of two less than the maximum along the z-axis. There is zero sensitivity to sig-
nals from in the plane of the arms along the bisectors of the x and y arms, this
is because these signals will produce precisely equal length changes in the two
arms of the interferometer that will cancel each other out producing no change
at the detector output.
The general form of equation (2.7) for a GW from a direction θ , φ in spher-
ical coordinates, and with the polarisation rotated with respect to the detector
axes by an angle ψ, as shown in figure 2.3, with signal components h+ and h×
in the two GW polarisations will produce a strain ∆L/Lopt at the detector given
by
∆L(t)
Lopt
= F+
 
θ ,φ,ψ

h+ (t) + F×
 
θ ,φ,ψ

h× (t) . (2.12)
Here F+ and F× are the antenna pattern response functions for the two polarisa-
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Figure 2.2: Coordinate used to describe antenna pattern functions. The sky
location angles (Θ,Φ) and the polarization reference angle Ψ are shown. The(x, y, z) coordinates are fixed to the interferometer, that is the two arms are
along the Ox and Oy axes, and the (x′, y′, z′) coordinates are the ones used
to define the gravitational wave propagation and polarization. Figure taken
from [10].
where λ is the laser wavelength. Reversely this allows us to define a gravita-
tional wave signal
s(t) = λ
4πL0
∆ϕ = Lx −Ly
L0
= h+(t). (2.7)
In the general case of a gravitational wave with any polarization incoming
from a sky location (Θ,Φ), the computation of the signal involves a few
projections and yields [12]
s(t) = F+(Θ,Φ,Ψ)h+(t) + F×(Θ,Φ,Ψ)h×(t), (2.8)
where the antenna pattern functions are
F+(Θ,Φ,Ψ) = 12(1 + cos2Θ) cos 2Φ cos 2Ψ − cosΘ sin 2Φ sin 2Ψ (2.9a)
F×(Θ,Φ,Ψ) = 12(1 + cos2Θ) cos 2Φ sin 2Ψ + cosΘ sin 2Φ cos 2Ψ (2.9b)
te
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Figure 2.3: Coordinates used to describe the antenna pattern of GW detectors in
the x-y plane with arms parallel to the x and y-axes [13].
tions, given by [14]
F+ =
1
2

1+ cos2 θ

cos 2φ cos 2ψ− cosθ sin2φ sin2ψ ,
F× =
1
2

1+ cos2 θ

cos 2φ sin 2ψ+ cosθ sin2φ cos 2ψ . (2.13)
Figure 2.4 shows the “peanut diagram” which displays the RMS directional
sensitivity
p
F2++ F
2× of a GW detector, which is independent of angle ψ.
2.2.1 The Sideband View
As was shown in equation (2.10), GWs phase modulate the light in the interfer-
ometer arms. This modulation is out of phase in the two arms, which we will
show below allows the GW signals to leave the interferometer via the output
port. An electric field with angular frequency ωc = 2pi fc and amplitude Ec is
given by
E(t) = Ece
iωc t . (2.14)
If we applied a phase modulation to this electric field with modulation index m
and modulation angular frequency ωm, we find[87]
Epm(t) = Ece
iωc t eim cos(ωm t)
' Eceiωc t

1− m
2
4
+ i
m
2

eiωm t + e−iωm t

, (2.15)
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Figure 2. The antenna power pattern (left panel) and its square root (amplitude pattern: right
panel) of a single interferometer oriented with axes in the x–y plane, averaged over polarizations
of the incoming wave. The amplitude pattern represents the shape of the detection volume of the
instrument, or its maximum detection reach in different directions.
onto the sky by a rotation angle α. During the observation the polarization will rotate in
some way determined by H+(f ) and H×(f ). This is of no interest to us here. The important
point is that the ensemble of sources at the same position in space contains systems with all
possible initial angles α. When we average the power SNR in (3) over the ensemble, we will
simply be changing in a uniformly random way the projection of the source’s intrinsic + and
× components onto the detector’s. The result is that the mean power SNR over the ensemble
(denoted by 〈 〉) depends only on the sum of the squares of the sensitivity functions of the
detector to both polarizations:
〈ρ2〉 = 2[F+(θ,φ,ψ)2 + F×(θ,φ,ψ)2]
∫ ∞
0
|H(f )|2
Sh(f )
df, (4)
where |H(f )|2 = |H+|2 + |H×|2. We call the function
P(θ,φ) = F+(θ,φ,ψ)2 + F×(θ,φ,ψ)2
= 14 (1 + cos2 θ)2 cos2 2φ + cos2 θ sin2 2φ (5)
the antenna power pattern of a single interferometer. Note that, from (2), the antenna power
pattern is independent of the angle ψ that is the reference angle for the wave’s polarization,
as one would expect after our ensemble polarization average. It is plotted in the detector
coordinate frame in figure 2. This is often referred to as the ‘peanut diagram’.
If, for a single detector, there is a detection threshold ρmin on the amplitude SNR, then a
signal from a direction (θ, φ) can be expected to be detected if
2P(θ,φ)
∫ ∞
0
|H(f )|2
Sh(f )
df ! ρ2min. (6)
For the purposes of our discussion, we suppose that the gravitational wave source has a
standard intrinsic amplitude, so that its received amplitude H(f ) is inversely proportional to
the distance r to the source. We also suppose that these sources are randomly distributed in
9
Figur 2.4: The RMS tenna amplitude res onse
p
F2++ F
2×. Showing the direc-
tio al sensitivity for a GW detector with arms aligned al g the x-axis and
y-axis [86].
where we assume weak modulation, so |m|< 1 and keep terms of up to second
order in m1. In equation (2.15) we can clearly see the phase modulation has
created two sidebands at frequencies ±ωm compared to the carrier [87]. The
amplitude of the sidebands is m/2, while the carrier n w has the amplitude
1 − m2/4. The “i” in front of the sideb nd terms sho s th t there is a phase
angle of pi
2
between the carrier and the sidebands.
As we describe in section 2.5.7, current ground based detectors operate at or
near the “dark fringe”; this is the operating point where most of the carrier light
that enters the interferometer through the input port is reflected back towards
the input port. Also, because of the symmetry of an interferometer the equivalent
effect will happen for light entering the interferometer from the output port. As
we will now show, this operating point has the benefit of separating the carrier
light from signal sidebands which reduces the light power hitting the output
photo detector, suppressing common mode noise such as laser power fluctuations.
This also allows the use of advanced interferometric techniques such as power
recycling (section 2.5.4) and signal recycling (section 2.5.5) because of the
natural separation of the carrier and signal light.
We shine a laser at the input port of the interferometer with electric field
Ein = Ece
iωc t . (2.16)
1If we were to keep only terms of first order in m the carrier is unchanged by the modulation,
here we chos to keep terms up to second orde in m which is more intuitive and makes the
conservation of energy more explicit [87].
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We assume the interferometer has a BS with amplitude reflectivity ρ =+1/
p
2
on one side and ρ = −1/p2 on the other side, amplitude transmissivity τ =
1/
p
2, and perfectly reflective end mirrors withρ =−1. Then the power reflected
towards the input (common) port and transmitted to the output (differential)
port are given by
Pcommon/Pin =
1
2
(1− cosφ0)
Pdifferential/Pin =
1
2
(1+ cosφ0) , (2.17)
were φ0 is the phase between the two arms. Operating at or near the dark fringe,
where the differential length difference of the arms is controlled so that φ0 ' pi,
we have
Pcommon/Pin ' 1 ,
Pdifferential/Pin ' 0 . (2.18)
This shows that the majority of light entering the input of a interferometer oper-
ating at or near the dark fringe, is reflected back towards the input port.
The phase of the electric field is conserved during free propagation, but
acquires factors from reflection and transmission from the optical components
of the interferometer. Propagating the input laser Ein through the BS and into
the two arms in the presence of a GW will give the electric fields
Earm =
1p
2
Ece
iωc t eaGW cos(iωGW t)
=
1p
2
Ece
iωc t

1− a
2
GW
4
± iaGW
2

eiωGW t + e−iωGW t

. (2.19)
Notice that the effect from the GW has opposite phase in the two arms due to
the quadrature nature of GWs. If we then recombine these fields at the BS we
find the electric field leaving the input (common) port is given by
Ecommon = (−1) · 1p
2
· Ex-arm+ (−1) · 1p
2
· Ey-arm
'−1
2
Ece
iωC t
¨
1− a
2
GW
2
+
iaGW
2

eiωGW t + e−iωGW t

+

1− a
2
GW
2
− iaGW
2

eiωGW t + e−iωGW t
«
'−Eceiωc t + a
2
GW
4
. (2.20)
This is the reflected carrier, and there are no GW sidebands which leave the
input port. As will be shown in section 2.5.4, the fact that the majority of the
carrier is reflected by the interferometer can be used to increase the circulating
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laser power with power recycling (PR). The electric field leaving the output
(differential) port is given by
Edifferential = (−1) · −1p
2
· Ex-arm+ (−1) · 1p
2
· Ey-arm
' 1
2
Ece
iωc t
¨
1− a
2
GW
2
+
iaGW
2

eiωGW t + e−iωGW t

−

1− a
2
GW
2
− iaGW
2

eiωGW t + e−iωGW t
«
' iaGW
2

eiωGW t + e−iωGW t

Ece
iωc t . (2.21)
These is no carrier component in this signal, only the GW sidebands leave the
output port. To sense the GW sidebands with a photodiode, a local oscillator must
be introduced to produce power variations that are detected by the photodiode;
we will discuss the available signal readout schemes in section 2.5.7. As will
be shown in section 2.5.5, the fact that only the signal sidebands leave the
output port and they are separated from the carrier can be used to increase the
interaction time of the signal sidebands in the interferometer arms with signal
recycling (SR).
2.2.2 Fabry-Perot cavities and control systems
As we saw from equation (2.11) the optimal arm length for audio frequency GWs,
which the ground-based interferometers are sensitive to, is of order 100 km. One
technique that is used to achieve an effective arm length of this size in a vacuum
tube which is only a few km long is Fabry-Perot (FP) cavities in the arms.
A FP cavity is formed by two parallel highly reflecting mirrors, the input
mirror and end mirror, separated by a distance L, see figure 2.5. Light entering
this cavity will be reflected and transmitted by the cavity and power builds up
inside due to the light being reflected back and forth inside the cavity. Consider
a cavity of length L with lossless mirrors and a perfectly reflective end mirror
(ρend = 1,τend = 0), then the reflection coefficient of light at frequency ωc is
[13]
R=−ρin+ τ
2
ine
−i2ωc L
c
1−ρine −i2ωc Lc
, (2.22)
where ρin and τin are the reflection and transmission coefficients for the input
mirror. In our model no light is transmitted by the FP cavity because τend = 0.
This reflected light is the sum of the light reflected directly off the input mirror
plus the light reflected inside the cavity n times and transmitted back through
the input mirror. The cavity is said to be resonant when the length is a multiple
of half carrier wavelengths, L = nλc/2, so that e
i2ωc L
c = 1. The storage time for a
FP cavity is defined by
tstorage =
L
c
rin
1−ρin . (2.23)
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Mirror in Mirror end
Ec
−ρinEc
τinEc τine
(iωc L/c)Ec
τine
(i2ωc L/c)Ec
ρinτine
(i2ωc L/c)Ec
τ2ine
(i2ωc L/c)Ec
Figure 2.5: Schematic of a Fabry-Perot cavity, for clarity the spatially superposed
beams are shown separated. Ec is the incoming laser incident on Mirrorin
from the left. This light is partially reflected giving the beam with ampli-
tude −ρinEc. The transmitted beam propagates along the interferometer arm
with amplitude τine
(iωc L/c)Ec when it is incident on Mirrorend. This beam
is reflected by Mirrorend and has amplitude τine
(i2ωc L/c)Ec when it is inci-
dent on Mirrorin. This beam is them partially transmitted giving the beam
with amplitude τ2ine
(i2ωc L/c)Ec. The remainder of the light is reflected giving
the beam with amplitude ρinτine
(i2ωc L/c)Ec. This continues, and subsequent
beams reflected by the cavity have extra factors of ρine
(i2ωc L/c). Here we have
assumed that ρend = 1,τend = 0. We choose to define ρin so that external
reflections acquire the negative term [13].
For a FP cavity to work in practice we need a control scheme to hold the system at
resonance. The Pound-Drever-Hall (PDH) technique [88]was originally invented
for stabilising the frequency of a laser by locking it to a cavity, however the
technique is often used the other way around to lock a cavity to a laser. Doing
this allows very precise measurement of length changes of the cavity [89].
The optical and control layout shown in figure 2.6 is used to lock the cavity
to the laser. Laser light is sent into the cavity though the input mirror. The
light reflected by the cavity is sent to a photo detector which sends a signal
to the actuator attached to the end mirror which controls the cavity length. If
operating correctly this system will hold the cavity in resonance for the laser
light. However, the operation technique described above would not be able to
distinguish between the cavity getting longer or shorter, therefore the system
would not know whether to push or pull with the actuator to move the cavity
length back towards resonance. This is because the photo detector only detects
changes in the reflected beam power, which changes in the same way on either
side of the resonance.
To solve this problem the laser light is phase modulated with a modulation
signal from a local oscillator before it enters the cavity, and the photo detector
signal is demodulated with the local oscillator modulation signal. Consider mod-
ulating the laser frequency, then above the resonant frequency increasing the
frequency will increase the reflected power. Below the resonant frequency in-
creasing the frequency will decrease the reflected power. This allows the control
system to determine which side of the resonance the cavity is on. In figure 2.6
the demodulation occurs at the mixer, which outputs an error signal which has
a different sign of each side of the resonance and is zero when the cavity is
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Laser Pockels Cell
      (PC)
Cavity
Photodetector
MixerLocal Oscillator
       (LO)
Servo Amp
Actuator
Figure 1: The basic layout for locking a cavity to a laser. Solid lines are optical paths, and dashed
lines are signal paths. The signal going to the far mirror of the cavity controls its position.
2 A conceptual model
Fig. 1 shows a basic Pound-Drever-Hall setup. This arrangement is for locking a cavity to a laser, and
it is the setup you would use to measure the length noise in the cavity.1 You send the beam into the
cavity; a photodetector looks at the reflected beam; and its output goes to an actuator that controls the
length of the cavity. If you have set up the feedback correctly, the system will automatically adjust
the length of the cavity until the light is resonant and then hold it there. The feedback circuit will
compensate for any disturbance (within reason) that tries to bump the system out of resonance. If you
keep a record of how much force the feedback circuit supplies, you have a measurement of the noise
in the cavity.
Setting up the right kind of feedback is a little tricky. The system has to have some way of telling
which way it should push to bring the system back on resonance. It can’t tell just by looking at the
1Locking the laser to the cavity follows essentially the same design, the only difference being that you would feed
back to the laser, rather than the cavity.
3
Figure 2.6: Basic layout of the control system for cavity length using the PDH
technique [89]. Solid lines show optical paths while dashed lines show signal
paths.
resonant. Finally the error signal may need amplification or a phase change so a
servo is used to modify the error signal before it is sent to the actuator.
The phase change of light in a FP cavity, in the long-w velengt limit, in the
vicinity of resonance is [10]
∆φ =
2
p
ρin
1−ρin
4piL fc
c
h+(0) . (2.24)
This is the same phase change a Michelson interferometer with arms of length
2
p
ρin
1−ρin L would experience, and so this does not effect the working principle of our
simple Michelson interferometer.
2.3 Limiting Noise Sources
Expected GW strains from astrophysical sources are very small, ≤ 10−22, so we
need to be able to understand the noise sources that limit the sensitivity of GW
detectors at these scales.
From figure 2.7 we can see that the sensitivity of the initial LIGO detectors
were limited by shot noise (quantum-uncertainty in number of photons, see sec-
tion 2.3.1) above ∼ 200 Hz. The mid frequency sensitivity is limited by thermal
noise from the test masses and suspensions (see section 2.3.2), while the low
frequency sensitivity is limited by seismic noise (see section 2.3.3). Here we will
consider the GEO 600 detector which has a higher frequency sensitivity band
than the LIGO detectors and is instead shot noise limited over ∼ 500Hz and
is limited by seismic noise at mid and low frequencies. Here a brief overview
of each of these noise sources is presented; this section draws heavily from the
treatment of interferometer noise sources in [13].
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Figure 2. Sensitivity goals of the initial LIGO interferometers, and facility limits
on the LIGO sensitivity (taken from [25]).
We now survey the more well-understood possible sources of measurable GWs in the high-
frequency band. We emphasize at this point that such a listing of sources can in no way be
considered comprehensive: we are hopeful that some GW sources may surprise us, as has been
the case whenever we have studied the Universe with a new type of radiation.
6.1.1. Coalescing compact binaries. Compact binaries—binary star systems in which each
member is a neutron star or black hole—are currently the best-understood sources of GWs.
Double neutron stars have been studied observationally since the mid-1970s; five such systems
[12]–[16], tight enough to merge within a few 108 or 109 years have been identified in our
Galaxy. Extrapolation from these observed binaries in the Milky Way to the Universe at large
[61]–[64] indicates that GW detectors should measure at least several and at most several hundred
binary neutron star mergers each year (following detector upgrades; the expected rate for initial
detectors is of the order of one event per several years, so that measurement of an event is plausible
but of fairly low probability). Population synthesis (modelling evolution of stellar populations)
indicates that the measured rate of binaries containing black holes should likewise be interestingly
large (perhaps even for initial detectors) [65]–[68]. The uncertainties of population synthesis
calculations are rather large, however, due to poorly understood aspects of stellar evolution
New Journal of Physics 7 (2005) 204 (http://www.njp.org/)
Figure 2.7: Noise spectral density of initial LIGO showing the limiting noise
sources. The dominant noise sources for LIGO are seismic (® 60Hz), sus-
pension and test mass thermal (60Hz–200Hz), and shot noise (> 200Hz).
[12].
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Figure 2.8: Optical readout noise for GEO 600 using the results form equa-
tion (2.28) and equation (2.33). As the laser power is increased the hot
noise will decrease and the radiation pressure noise will increase.
2.3.1 Optical readout noise
Photon Shot Noise
Light can be modelled as finite photon packets, so measuring the optical power at
the output port is equivalent to counting the number of photons that arrive dur-
ing the measurement [90]. A fluctuation in the rate of arrival of photons at the
output port is indistinguishable from a change in the phase of the interferometer
arms caused by a GW. When counting a series of discrete independent events
with a mean number N¯ per counting interval, we find a Poisson distribution from
repeated measurements,
p(N) =
N¯ N e−N¯
N !
. (2.25)
When N¯  1, the Poisson distribution can be approximated by a Gaussian distri-
bution with a standard deviation σ =
p
N¯ . If there is a power Pout at the output
port of an interferometer then the photon flux at the output will be
n¯=
λc
2piħhc Pout , (2.26)
where λlaser is the wavelength of the laser. Following the derivation in [13] we
find that statistical power fluctuations produce the same effect as a GW on the
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output signal. The resulting effective photon shot noise is given by
hshot( f ) =
1
Lopt
È
ħhcλc
2piPin
, (2.27)
where Lopt is the optical arm length, ħh is the Planck constant, and Pin is the laser
power into the interferometer. From this we can see that the photon shot noise
can be reduced by increasing the input laser power or by increasing the light
storage time by increasing Lopt.
For GEO 600 using Lopt = 2400m and an effective Pin = 3kW using power
recycling (see section 2.5.4) at 1064 nm, we find a shot noise of
hshot( f ) = 5.6× 10−22 Hz−1/2 , (2.28)
as shown in figure 2.8. This white noise is the limiting noise source for interfer-
ometers at high frequency, for GEO 600 above ∼ 500 Hz. It is worth mentioning
here that the shot noise in the detector noise spectral density, as shown in fig-
ure 2.7, has a
p
S ∝ f dependence. This is because the response of interferome-
ters to GWs at high frequencies falls off as ∂ φ ∝ 1
ωGW
(equation (2.10)) and by
convention plots such as figure 2.7 are in terms of effective GW amplitude.
Radiation Pressure Noise
Photons reflected by a surface will transfer momentum to the surface. This
happens in an interferometer when photons are reflected by the mirrors in the
arms. If there is an uncorrelated fluctuation in the number of photons in the two
arms of the interferometer this can cause a differential motion of the mirrors
[91]. The force exerted on a mirror from a normally reflecting electromagnetic
wave of power P is given by
Frp =
P
c
. (2.29)
The fluctuations of this force due to the quantised nature of light give a frequency
independent fluctuation in this force of
Frp( f ) =
È
2piħhPin
cλc
. (2.30)
This affects each of the masses that the light interacts with in the arms. For
the simplest Michelson interferometer, when assuming that the beam splitter is
massive enough to be treated as stationary, the radiation pressure noise in each
of the arms from a power Pin/2 will cause the length of the arms to change as
∂ L( f ) =
1
m(2pi f )2
F( f ) =
1
mf 2
È
ħhPin
8pi3cλc
, (2.31)
where m is the mass of the end test masses. From the full quantum mechani-
cal treatment of radiation pressure noise [91], power fluctuations will be anti-
correlated in the two arms of the interferometer which doubles the effect of this
– 26 –
Chapter 2. Gravitational Wave Detectors
noise at the output, producing the radiation pressure noise
hrp( f ) =
1
mf 2 Lopt
È
ħhPin
2pi3cλc
. (2.32)
For GEO 600 which has Lopt = 2400m and an effective Pin = 3kW with power
recycling (see section 2.5.4) at 1064nm, and end test masses with m = 5.6kg
[92], we find a radiation pressure noise
hrp( f ) = 3.0× 10−26 Hz−1/2

100 Hz
f
2
, (2.33)
as shown in figure 2.8.
Standard Quantum Limit
Shot noise scales inversely with laser power, while radiation pressure noise scale
with laser power. At low frequencies the radiation pressure noise is the dominant
optical readout noise source and at higher frequencies shot noise will be the
dominant optical readout noise source. We could improve the shot noise limited
sensitivity at higher frequencies by increasing the laser power, but this would
increase the radiation pressure noise so a balance of the two noise sources
must be found [13]. The total optical readout noise is the quadrature sum of
equation (2.27) and equation (2.32):
hoptical readout noise =
Æ
h2shot( f ) + h
2
rp( f ) . (2.34)
For a given frequency there is an optimum circulating laser power Popt which
will minimise the optical readout noise, this is found by equating equation (2.27)
and equation (2.32), and is given by
Popt = picλcmf
2 . (2.35)
If we substitute this power into equation (2.34) then we find the lowest possible
optical readout noise known as the “standard quantum limit” (SQL),
hSQL =
1
pi f L
r
ħh
m
. (2.36)
For GEO 600 m = 5.6kg [92], λc = 1064nm, and optimising for sensitivity
at f = 1kHz we find Popt ≈ 15MW. As we will see in section 2.5.2, even after
the GEO high frequency (GEO-HF) upgrades the maximum circulating power
in GEO 600 will be ∼ 30 kW so GEO 600 will have a shot noise larger than
the optimum level. This motivates other solutions to reduce the shot noise be-
sides increasing the laser power, one of which, squeezing, will be discussed in
section 2.5.8.
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Figure 2.9: Elements of a mirror that cause thermal noise, suspensions, coatings,
and substrate. The dominant thermal noise source is the coating thermal
noise. Modified from [96].
2.3.2 Thermal Noise
The limiting noise source for LIGO at mid frequencies around a few hundred
Hz is thermal noise, this is not currently a limiting noise source for GEO 600.
However it is important to consider as the shot noise will be reduced during the
GEO-HF program, and then the thermal noise could begin to make a significant
contribution to the detector noise spectrum.
Thermal noise was first discovered by the microscopist Robert Brown in 1828
[93]. He observed the motion of small dust grains and pollen suspended in wa-
ter, and attributed this motion to the action of a universal “vital force”. Einstein
explained the true cause of Brownian motion as fluctuations in the rate of im-
pact of individual water molecules on a dust grain [94]. Due to the motion of
particles at non-zero temperatures, the particles of the optics and suspension in
an interferometer will always move randomly at the atomic level [95]. This will
limit the accuracy to which we can determine the positions of the optics as the
surface of the optics and the optics centre of mass will be moving due to thermal
oscillations of the coatings and suspensions.
The thermal noise of the optics is limited by the coatings that are used on
the reflective surfaces, see figure 2.9. Following the derivation from [97] for
GEO 600 we find a spectral density noise due to random thermal fluctuations in
the coatings of the mirrors of
hBR( f )' 9.5× 10−23 Hz−1/2

100 Hz
f
1/2
, (2.37)
which can be seen in figure 2.20. To improve the sensitivity that is limited by
this noise new coating materials and coating methods are being developed [98].
The thermal noise of the suspensions (see figure 2.9) is loudest around the vi-
brational resonant frequency and its harmonics [99, 100], therefore suspensions
are designed to position these resonant frequencies away from the detection
band of the detector as much as possible, or to cluster these together to limit
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Figure 2.10: Seismic noise at the GEO 600 site. Measurement of horizontal motion
measured on the detector foundation in the central building. The motion
roughly fits the model 10−7 m/
p
Hz

1 Hz
f
2
[92].
the noise to a small frequency band. This is exactly what has been done for the
resonant (“violin”) modes of the main optics suspensions at each of the detectors.
The large amplitude violin modes produce noise at specific frequencies, however
the suspensions were designed to cluster these together into a small frequency
band. For GEO 600 this is around 700Hz, see figure 2.11.
During transmission of the beam splitter light power is absorbed by the BS
(∼ 16 ppm [101] ) which causes a number of different types of thermal noise.
The dominant noise source from the BS in the sensitive band for ground-based
GW detectors is transmissive substrate thermorefractive noise, see figure 2.9.
Temperature fluctuations in the BS substrate from the absorption of the transmit-
ted laser power causes changes in the refractive index of the BS substrate, and
this causes the optical path length for the transmitted light to change. The noise
spectral density of the thermorefractive noise at GEO 600 due to the BS is [102]
hTR( f )' 6.5× 10−23 Hz−1/2

100Hz
f

, (2.38)
which can be seen in figure 2.20.
2.3.3 Seismic Noise
At low and mid frequencies, up to a few hundred Hz, GEO 600 is limited by
mechanical motion of the main detectors optics, which is caused by seismic
noise at frequencies below 50Hz. At the GEO 600 site above 3Hz an ambient
seismic noise of 10−7 m/
p
Hz

1Hz
f
2
has been measured in both the vertical and
horizontal directions, see figure 2.10 [103, 92].
The simplest way to reduce the effect of seismic noise on a GW detector is
to build the detector in a seismically quiet location [104, 105]. In densely popu-
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lated areas the dominant source of seismic noise is anthropogenic noise (human
activity), for this reason GW detectors are often build at isolated locations to
reduce this effect. The location for future generation detector will be chosen
carefully to minimise ambient seismic noise.
To reduce the seismic noise below that of the ground the detector is build
on, passive and active isolation systems are used in the suspension systems for
the main optics. For the main interferometer optics GEO 600 uses vibration iso-
lation stacks which are made of alternating layers of soft rubber springs and
stainless steel masses. On top of these stacks are triple layer pendulum suspen-
sions. Pendula are good mechanical filters for frequencies above their resonant
frequency, giving a f −2 attenuation for frequencies above the resonance. This
passive seismic isolation system gives a f −8 attenuation from 30Hz to 50Hz
[106].
To improve beyond the performance of passive isolation systems, one must
employ active isolation systems. An example of active isolation is seismic feed
forward, where an array of seismometers is used to measure the motion of the
ground or suspension system due to seismic noise. This information is then fed-
forward to actuators in the suspension system which can in principle subtract
the effect of the seismic noise. Active isolation will be used in advanced LIGO
[107].
There are no planned improvements for the seismic isolation system for
GEO 600 while effort is focused on the high frequency sensitivity above ∼ 500 Hz
during the GEO-HF upgrade scheme; see section 2.5.9.
2.4 Gravitational Wave Interferometer Network
The concept of using an interferometer as a GW detector didn’t come until the
1960’s and was pushed for by Drever et al. [10]. In the early 1980’s three proto-
type GW interferometers were constructed in Glasgow, in Garching near Munich,
and at MIT [108]. There is now a worldwide network of ground-based GW laser
interferometers which are sensitive to GWs in the frequency range between a few
tens of Hz to a few thousand Hz. In the USA there are two interferometer sites,
one in Hanford, Washington, and the other in Livingston, Louisiana, which are
collectively referred to as the LIGO detectors [109]. The Hanford site has two
co-aligned detectors referred to as H1 and H2, with 4km and 2km long arms
respectively, and the Livingston site has one detector referred to as L1 which
has 4 km long arms. Near Pisa, Italy, is the French-Italian detector Virgo which is
referred to as V1 and has 3 km long arms [110, 111, 112]. The LIGO and Virgo
detectors are all power recycled interferometers (see section 2.5.4) with Fabry-
Perot cavities (see section 2.2.2) in the arms. Just south of Hanover, Germany, is
the British-German detector GEO 600, which is referred to as G1, this detector
has 1200m long arms in 600m long vacuum tubes [113]. The GEO 600 detec-
tor is a dual recycled interferometer (see section 2.5.4 and section 2.5.5) with
single fold delay lines in the arms. More information about GEO 600 is given
in section 2.5. The TAMA 300 detector is about 20km from the centre of Tokyo
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and has 300m long arms [114, 115]. This is a prototype detector which began
taking data in 1999, but is not currently operating as an observing instrument.
At the time of writing the LIGO and Virgo detectors are being upgraded
from their enhanced configurations to advanced LIGO [116, 117, 118, 119] and
advanced Virgo [120, 121, 122]. The upgrade program takes these detectors out
of commission from 2011 until 2015 when the detectors will begin to come back
online [123]. The advanced detectors have design sensitivities that will give
a factor of ∼ 10 improvement in BNS range compared to the initial detectors
[116, 120]. While these detectors are out of commission they are no longer able
to perform astrophysical observations due to severe hardware and infrastructure
upgrades and commissioning. The GEO 600 detector has also begun a program
of upgrades referred to as GEO-HF [124]. This program, unlike that for LIGO and
Virgo, does not require GEO 600 to go off line for extended periods of time. More
details on the GEO-HF program will be given in section 2.5.9. Because of this,
during the period of upgrades to the LIGO and Virgo detectors between 2011–
2015, GEO 600 will be the only operating large scale GW laser interferometer
performing astrophysical observations.
Other detectors are already being planned for the future using advanced in-
terferometric techniques and building on the experiences gained from the first
generation of detectors. There is the possibility of moving optics from the H2
advanced LIGO detector to India where they could be used to build another
4km LIGO style detector [104]. All of the previously mentioned detectors are
on Earth’s surface, which imposes a limit to the low frequency sensitivity due
to seismic noise. In Japan construction has begun for KAGRA [125], which will
have 3km long arms and is being built underground to reduce the effects of
seismic noise. It will also use cryogenics to cool down the main optics to reduce
thermal noise effects. This detector will also use resonant side-band extraction
(RSE) which will be explained in section 2.5.5. Another solution to the prob-
lem of seismic noise is to construct a GW interferometer in space; one proposal
is the evolved laser interferometer space antenna (eLISA) [126]. Without the
limit of seismic noise at low frequencies eLISA will be able to observe GWs at
lower frequencies than the ground based detectors. There has also been a con-
ceptual design study for a third generation ground based detector, the Einstein
telescope [105]. This detector will use advanced interferometric techniques and
combine multiple interferometers with sensitivity optimised to a particular fre-
quency range into a single detector; this method is referred to as the “xylophone”
technique.
2.5 The GEO 600 detector
In this section details will be given about the GEO 600 detector and its sub-
systems. These details will be useful for understanding the investigations per-
formed in section 3.5.
GEO 600 is a British-German GW interferometer located near Ruthe, south of
Hannover, Germany [127, 128, 129]. The arms of GEO 600 are contained inside
– 31 –
2.5. The GEO 600 detector
101 102 103
10-22
10-20
10-18
10-16
Frequency [Hz]
GW
 S
tre
ng
th
  [
1/
sq
rt(
Hz
)]
 
 
LHO4k 2010
LLO4k 2010
Virgo 2011
GEO600 2012 P30 nsq
GEO600 2012 P75 + sqz
Figure 2.11: Strain sensitivity of GEO 600 in comparison with LIGO and Virgo
best sensitivities from S6. The two lines for GEO 600 show the improvement
on the shot noise limited sensitivity due to increasing the input laser power
and the use of squeezed light.
of 600 m vacuum tubes and use a four-beam delay line. This means that the arms
have physical length 1200m from the BS to the end mirrors which are located
in the central building, while the end stations of the vacuum tubes contain the
folding mirrors. The full optical layout of GEO 600 can be seen in Appendix A.
Construction started in 1995 and since 2001 GEO 600 has been operational and
taking part in a number of science runs with the LIGO and Virgo interferometers
[130]. Between these science runs GEO 600 also operates in “Astrowatch” mode,
taking observational data on weekends and evenings, while commissioning work
is performed during the working week. In 2004 the detector reached its design
sensitivity [113], after which further work is being continued to remove the
remaining noise sources.
GEO 600 uses a number of advanced interferometric techniques and technolo-
gies to achieve sensitivity comparable to the LIGO and Virgo detectors. Unlike the
LIGO and Virgo detectors, which undergo large upgrade programs during long
periods of downtime between science runs, the GEO collaboration has decided
to implement a number of sequential upgrades during short periods of down
time, of order a few days to a few weeks, while the detector is commissioned
to be kept at optimal sensitivity due to the limited infrastructure of GEO 600.
The GEO-HF upgrade program aims to increase the sensitivity of GEO 600 above
∼ 500 Hz which is limited by shot noise [131, 132, 124].
This is being done by the implementation of a number of advanced interfero-
metric techniques which are listed in section 2.5.9. We will give a brief summary
of some of the key elements and sub-systems of GEO 600 and details on the
upgrades that have been performed or are planned in the GEO-HF program. For
a more in depth explanation of the GEO 600 detector see [133].
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2.5.1 Laser source
The laser source used at GEO 600 is a Nd:YAG (Neodymium- doped Yttrium-
Aluminum-Garnet) laser, which produces light with wavelength 1064 nm. All of
the current generation of ground-based GW detectors use this type of laser as
they are well tested and stable, and because of the availability of high quality
optics for light at this wavelength.
As part of the GEO-HF program the original GEO 600 laser system which was
only capable of producing up to 15W [134] was replaced with a new system,
the same type used in the enhanced LIGO (eLIGO) detectors, which can produce
up to 35W [135].
2.5.2 Input mode cleaners
The input mode cleaner (IMC) for GEO 600 is a pair of triangular ring cavities
which the light travels through in sequence. This improves the frequency stabili-
sation of the light from the laser before the light enters the main interferometer.
These cavities are designed to only be resonant for the TEM00 spatial mode of
the laser, this means that higher order modes are suppressed by the IMC.
With the new laser system for the GEO-HF program the light resonating
inside of the IMC cavities builds up sufficient energy that the radiation pressure
noise becomes too loud for the cavities length control system to keep the cavities
locked and resonant. To stop this the IMC coupling mirrors were replaced in
August 2013 with lower reflectivity mirrors. This reduced the finesse of the
IMCs, and therefore reduced the circulating laser power and radiation pressure
noise inside of the cavities, enabling stable locking of the cavities for larger input
laser powers.
The combined changes to the laser system and input mode cleaners aim to
increase the circulating laser power inside the main interferometer from ∼ 3 kW
to ∼ 30 kW. With this increase in circulating laser power GEO 600 requires a
thermal compensation system to correct for thermal distortions of the optics that
are heated by absorbing laser light. Unlike the LIGO and Virgo detectors which
have Fabry-Perot cavities in the arms, all the circulating laser power in the arms
of GEO 600 passes through the BS. This causes thermal lensing effects which
limit the maximum power that can be used as the detector will become unstable
[136].
2.5.3 Main optics suspensions
To suppress seismic noise GEO 600 uses a triple pendulum isolation system with
fused silica suspensions and 5.6 kg test masses. This suspension system provides
a f −8 attenuation above the resonant frequency of the pendulum, from 30Hz
to 50Hz. A similar system has been implemented at Virgo [137] and will be
implemented for the advanced LIGO detectors [138].
Figure 2.12 shows the GEO 600 seismic isolation that incorporates a three-
stage pendulum for the main interferometer test masses and beam splitter [106].
The upper level is controlled using shadow sensors and actuated with magnetic
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cantilever springs supporting an upper mass. The springs will
have a blade geometry and will be constructed from marag-
ing ￿precipitation hardened￿ steel. The design of the springs
has been adapted from designs used in the French-Italian
VIRGO project.11 One end of the blade will be fixed onto an
outer stabilising ring connecting the three stack legs together
￿in order to provide static stability￿ and from the tapered end
a wire will suspend the upper mass.
Design aspects of the blade: To calculate the frequency
of the bending mode of the cantilever blade we can use the
following relation:12
f￿
1
2￿￿Eah
3
4ml3 , ￿1￿
where m is the mass suspended, l is the length of the blade, a
is the width of the blade base ￿at the clamp￿, h is the blade
thickness, and E is the Young’s modulus ￿for maraging steel
E￿190￿109 Pa￿.
The choice of frequency for this cantilever stage is
guided by our need to obtain a sufficiently good level of
vertical isolation at our target frequency, while at the same
time limiting the potential for long term creep. In our calcu-
lation we limit the maximum surface stress permissible at the
support point to ￿800 MPa, ￿50% of the elastic limit for
MARVAL 18 maraging steel. With a blade length of 32 cm, a
base width of 9 cm, a blade thickness of 2.5 mm, and a
supported mass of ￿8 kg ￿per spring￿ we obtain a bending
mode frequency of ￿2.5 Hz. The double pendulum, to be
discussed below, will be suspended by a further set of two
cantilever springs. The uncoupled vertical mode frequency13
for this stage will be ￿2.8 Hz.
IV. DOUBLE PENDULUM
Additional seismic isolation is provided by suspending
each test mass as the lower stage of a double pendulum. In
each case, the intermediate mass of the double pendulum
will be suspended from the lower of the two cantilever
spring stages by four steel wires of radius ￿160 ￿m. To
minimize thermal noise effects the test masses will be made
of fused silica; cylindrical masses are planned, with a diam-
eter of 240 mm and a thickness of 140 mm. We propose to
suspend each test mass from its intermediate mass by four,
￿200 ￿m radius, fused silica fibres, in order to minimize
thermal noise from the pendulum modes. While the choice of
material for the intermediate masses is less critical, it is
likely that these will also be made from fused silica to ease
attachment of the silica suspension fibres. Details of the
fused silica suspensions are discussed in Sec. VII.
Figure 6 is a schematic of the overall main suspension
showing the stack, the upper cantilever spring stage and the
double pendulum supported from the upper mass by a further
cantilever spring stage. To facilitate feedback control of the
pendulum system ￿see Sec. V￿ good coupling of the modes
of the triple pendulum is necessary; in practice this requires
that the masses and lengths of each stage are similar. In the
GEO design each stage will be approximately 25 cm in
length. Where control forces have to be applied a reaction
pendulum is included so that the forces can be applied from
a seismically isolated platform.
V. CONTROL OF THE PENDULUMS
Most of the resonant modes of the overall system will
possess very high quality (Q) factors. There would, there-
fore, be the possibility of large resonant coupling of seismic
noise to the test mass motion at the mode frequencies that are
left undamped. Large motion of the test mass, even though
confined to narrow spectral features, is undesirable. Initially
it could make acquisition of lock of the optical system diffi-
cult. It would also necessitate large operating range of the
feedback actuators used to maintain the interferometer
locked to the fringe and design for large operating range
inevitably raises the noise floor of the actuator drive. Elec-
tronic feedback damping of the pendulum modes to reduce
the Q of the modes avoids these problems, and does so with
no noise penalty in the gravitational wave frequency band,
provided the sensors, actuators and servo electronics used are
chosen with care.
The ideal situation would be one in which the sensing of
the resonant modes was done using the very high sensitivity
gravitational wave interferometer itself. Sensing the longitu-
dinal modes of the suspension is intrinsic to the operation of
the interferometer and interferometric systems have also
been devised to sense tilt and rotation modes of the test
mass.14,15 There are, however, two shortcomings of this ap-
proach: the signals are only available once the optical inter-
ferometer is locked onto a fringe, and not all optical interfer-
ometer layouts allow independent sensing of the motion of
each test mass that contributes to the fringe signal. The first
FIG. 6. Schematic of the test mass suspension ￿viewed perpendicular to the
optic axis￿ illustrating the triple pendulum design. A reaction mass is shown
adjacent to the test mass.
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Figure 2.12: Schematic of the main optic suspension for GEO 600. The triple
pendulum isolation system is comprised of the upper mass, intermediate
mass, and test mass. Here we also show the reaction mass, which is used for
actuation on the test mass [106].
coils. There are then two chains of masses attached to the upper level, one
ends in a test mass, which is one of the main optical components in GEO 600
such as the BS or one of the end test masses; the other ends in a “reaction
mass”, thi chain is used to actuate on the lower levels of masses from a damped
platform. This is done, because if the actuators re n t sufficiently isolated from
seismic noise then they will introduce noise back into the system, by-passing the
seismic isolation. The intermediate mass is actuated on with magnetic actuators
attached to the intermediate reaction mass, while the test mass is actuated on
with electrostatic actuators from the reaction mass. This sequential actuation
gives both a broad range of actuating force and also delicate control of the main
optical components.
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Figure 2.13: Schematic of a laser interferometer with PR cavity. The power recy-
cling mirror (MPR) is added to the interferometer between the laser source
and the BS at the input port of the detector.
2.5.4 Power Recycling
The sensitivity of a shot noise limited GW interferometer, such as all of the
ground based detectors, can in theory be simplified to the dependence on two
things: the amount of energy stored in the arms and the storage time of the GW
induced signal sidebands [139]. Power recycling (PR) addresses the first limit to
interferometer sensitivity by increasing the energy stored in the interferometer
arms.
As was explained in section 2.3.1 shot noise is caused by the quantised nature
of light in photon packets, which arrive at random intervals causing fluctuations
in the light intensity. As a random process the shot-noise limited sensitivity is
proportional to the square root of the number of photons and so the light power
stored in the interferometer arms [13]. Therefore increasing the stored light
power in the interferometer arms will reduce the shot noise.
The advanced interferometer technique of PR was first proposed by Drever.
PR is used in all current ground-based GW detectors to increase the light power
stored in the interferometer arms [140]. As explained in section 2.2, when an
interferometer is operating at or near to the dark fringe, light which enters the
detector through the input port is reflected by the interferometer back towards
the input port; i.e, the Michelson interferometer appears as a highly reflective
mirror. By adding an additional mirror called the PR mirror MPR between the
laser and the beam splitter, see figure 2.13, this forms a Fabry-Perot cavity with
the Michelson interferometer which is referred to as the PR cavity. This cavity
must be kept resonant with the laser light, so that the stored energy is resonantly
increased [89], details on the length control system can be found here [133].
The PR mirror in GEO 600 has a transmissivity of τMPR = 0.1%, which will give a
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Figure 2.14: Schematic of a laser interferometer with dual recycling. The signal
recycling mirror (MSR) is added to the interferometer between the BS and
the PD at the output port of the detector.
power enhancement of up to a factor of Pcavity/Pin = 1000, depending on losses
inside the cavity.
2.5.5 Signal Recycling
Signal recycling (SR) addresses the second limit to interferometer sensitivity, by
increasing the storage time of the GW induced signal sidebands.
The effect of a GW on an interferometer can be described as a modulation
of the light in the arms. This has the effect of producing signal sidebands as
explained in section 2.2. As a GW passes an interferometer, the interaction time
of the GW with the photons in the arms is given by the round trip light travel
time 2Lopt/c. As we showed with equation (2.11), the optimal light storage time
in the arms of the interferometer is half the period of the GW. This will allow
the GW to have a maximum effect and produce the largest signal. For a GW in
the sensitive frequency band of ground-based detectors at 1000 Hz, the required
storage time is 0.0005 s which would require an interferometer with 75 km long
arms. For a ground based interferometer arms this long would be too expensive
and impractical to build. Therefore alternative methods are used to extend the
laser storage time in the interferometer arms by effectively increasing the arm
length while keeping the physical arm lengths at the km scale.
One solution to this problem is the use of an additional mirror at the output
port of the detector between the BS and the PD, the so called MSR, which forms a
FP cavity with the Michelson interferometer which is referred to as the SR cavity.
If used in conjunction with PR like at GEO 600, this configuration is referred to as
a dual recycled interferometer. The optical layout for dual recycling can be seen
in figure 2.14. GEO 600 is the first km scale GW interferometer to implement SR,
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but this technique is being adopted by both the advanced LIGO and advanced
Virgo detectors.
SR is used to resonantly enhance GW signals inside the interferometer arms
by sending the signal sidebands back into the interferometer arms a number of
times, thus increasing the interaction time with GWs [141]. This has the same
effect as increasing the physical size of the arms.
Depending on the microscopic position of the signal recycling mirror (MSR),
the SR cavity can be “tuned” to maximise the sensitivity of the interferometer
for a certain signal frequency. The peak of the sensitivity is at the resonant signal
frequency for the SR cavity. By moving the microscopic position of the MSR,
detuning the SR cavity, the shot noise limited sensitivity can be improved for
certain GW signal frequencies. Tuned SR is obtained when the SR cavity is made
resonant for the carrier frequency fc, which gives maximum sensitivity at 0Hz,
the so-called “DC” offset. Detuned SR is obtained when the SR cavity is resonant
for the signal sideband frequency fc + fGW.
Reduction of the MSR reflectivity widens the sensitive bandwidth of GEO 600
which improves the high frequency shot noise sensitivity at the expense of the
mid frequency shot noise sensitivity. As GEO 600 is not limited by shot noise be-
low a few hundred Hz this only affects the noise slightly at these frequencies. As
part of the GEO-HF program the MSR was changed in October 2010 to decrease
the reflectivity from 98% to 90%, the effect of this can be seen in figure 2.20.
Resonant side-band extraction (RSE) [142, 143] is the equivalent method to
SR for interferometers with high finesse Fabry-Perot cavities in the arms. RSE is
being implemented in both advanced LIGO and advanced Virgo.
2.5.6 Output mode cleaner
As part of the GEO-HF program an OMC was installed at GEO 600 in Decem-
ber 2009 [144]. This is a “bow tie” filter cavity which suppresses higher order
spatial and temporal modes leaving the detector from the output port before it
reaches the PD. By removing the higher order modes from the output beam the
OMC reduces the detection noise and therefore improves the shot noise limited
sensitivity.
To couple the output beam from the output port of the interferometer to the
OMC a number of beam directional optics (BDOs) were installed. The position
of the beam directional optic 1 (BDO1), beam directional optic 2 (BDO2), and
beam directional optic 3 (BDO3) can be seen in figure 2.15, as well as the OMC.
2.5.7 Readout scheme
As was shown in section 2.2.1 GWs produce signal sidebands on the carrier light
at fsig = fc ± fGW, where fc is the carrier frequency of the input laser and fGW
for ground-based GW detectors is a few Hz to a few kHz, in the audio band.
Therefore, fsig will be at a few hundred THz where the PD can not directly detect
the GW signal, unless using a local oscillator [146].
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Figure 1. Simplified GEO 600 layout (not up to scale, OMC magnified for clarity).
after the future ten times increase in the circulating power. The dark-fringe offset of 20 pm
results in 4 mW of optical power used as the local oscillator for the detection at the output of
GEO. For the sidebands and the higher order modes to not increase the measured shot noise
level by more than 1%, the combined power of these two fields must be less than 0.4 mW.
From preliminary experiments in preparation of the dc-readout configuration, it was
shown that the optical power at the output could be considered as equally partitioned between
sidebands and higher order modes and that the optical power at the output was around 40 mW.
As such, the following two main specifications were derived.
(i) The 15 MHz sideband’s power must be attenuated by at least a factor 100 in power in
transmission of the OMC. This requirement produces a lower limit on the bandwidth of
OMC optical cavity.
(ii) The higher order optical mode’s power must also be attenuated by at least a factor 100 in
transmission. This requirement gives a lower limit on the cavity finesse and also restricts
the choice of the possible g-factor for the OMC.
The above specifications were set mindful that GEO 600 will later use a 35 W input laser.
To ensure that the OMC meets these specifications, simulation tools were developed based
mainly on analytical formulas and ABCD propagation laws. Then, the optimal parameters
found were later checked with the Finesse software [5].
During the simulations, it was decided that the OMC will consist of a four-mirror cavity
in diamond shape as seen in the dashed box in figure 1. This particular configuration features
several advantages. First, it can be made compact in the direction of the beam, which suited
the conditions found at the GEO site. Second, the center of mass of the structure is along the
optical axis defined by the input and output beams. The equal distribution of mass on either
side of the optical axis simplifies the seismic isolation. Third, of the four mirrors of the cavity,
two are used as input and output mirrors, one is mounted on a PZT for length control. Finally
3
Figure 2.15: Schematic of the output optics of GEO 600. The output mode cleaner
(OMC) is between the output port of the Michelson and the PD. It is a bow
tie cavity which is used to remove higher order modes from the output beam,
the cavity length is controlled to keep the cavity resonant with the carrier
laser [144].
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Figure 1. Illustration of three different readout methods of a Michelson interferometer: heterodyne,
homodyne and DC-readout. (A detailed explanation is given in the text.)
with heterodyne readout. Changing the readout system to DC-readout, which is a special case
of homodyne detection, can be beneficial for future gravitational wave detectors. Therefore
it is planned to implement DC-readout in Enhanced LIGO [5] and Virgo+ [6] as well as in
Advanced LIGO [7] and Advanced Virgo.
In this paper we give an overview of work related to DC-readout carried out at the GEO 600
gravitational wave detector. We begin, in section 2, with a brief description of the principles
of heterodyne, homodyne and DC-readout applied to a simple Michelson interferometer as
an illustrative example. In section 3, we give a brief summary of the expected advantages
and disadvantages of DC-readout over heterodyne detection. We compare the simulated shot-
noise limited sensitivity of GEO 600 with heterodyne and homodyne readout in section 4. It is
found that in the case of detuned signal recycling not only is the overall level of the shot noise
different for homodyne and heterodyne readout, but also the shape of the optical response.
The actual experimental scheme for realization of DC-readout in the GEO 600 interferometer
is described in detail in section 5. As we show in section 6 the simulated shape change of
the optical response is accurately confirmed by experimental observations. A comparison
of the actual sensitivity of the GEO 600 detector for homodyne and the nominal heterodyne
detection scheme is given in section 7. Finally, section 8 provides a summary of this paper
and an outlook.
2. Definitions: heterodyne, homodyne and DC-readout
Figure 1 shows simplified schematics of three different readout methods applied to a basic
Michelson interferometer. Usually Michelson interferometers used for gravitational wave
detection are operated at a dark fringe5: the differential arm-length is controlled to give
destructive interference at the output port, i.e. ideally no carrier light (fc, red solid line) reaches
the photodetector. The interaction of a gravitational wave with the Michelson interferometer
can be considered as shortening of one interferometer arm, whilst the perpendicular one is
elongated. This change of the differential arm length causes phase modulation sidebands,
i.e. gravitational wave signal sidebands (blue dashed line). In contrast to the carrier light
the gravitational wave signal sidebands interfere constructively at the beam splitter, exit the
5 Operating at the dark fringe has the advantage of providing good suppression of common mode noise and allows
for the use of power recycling.
2
Figure 2.16: Michelson interferometer heterodyne readout scheme. Heterodyne
readout was the readout scheme originally used at GEO 600. The carrier is
shown in red, the modulation sidebands are shown in green (dotted), and
the signal sidebands are shown in blue (dashed). The modulation signal
is generated at RF, and applied to the carrier at the electro-optic modula-
tor (EOM). The signal at the PD is then demodulated with the mixer. The
Schnupp asymmetry is a small difference in the length of the interferometer
arms, at GEO 600 this was 69mm. Modified from [145].
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Figure 1. Illustration of three different readout methods of a Michelson interferometer: heterodyne,
homodyne and DC-readout. (A detailed explanation is given in the text.)
with heterodyne readout. Changing the readout system to DC-readout, which is a special case
of homodyne detection, can be beneficial for future gravitational wave detectors. Therefore
it is planned to implement DC-readout in Enhanced LIGO [5] and Virgo+ [6] as well as in
Advanced LIGO [7] and Advanced Virgo.
In this paper we give an overview of work related to DC-readout carried out at the GEO 600
gravitational wave detector. We begin, in section 2, with a brief description of the principles
of heterodyne, homodyne and DC-readout applied to a simple Michelson interferometer as
an illustrative example. In section 3, we give a brief summary of the expected advantages
and disadvantages of DC-readout over heterodyne detection. We compare the simulated shot-
noise limited sensitivity of GEO 600 with heterodyne and homodyne readout in section 4. It is
found that in the case of detuned signal recycling not only is the overall level of the shot noise
different for homodyne and heterodyne readout, but also the shape of the optical response.
The actual experimental scheme for realization of DC-readout in the GEO 600 interferometer
is described in detail in section 5. As we show in section 6 the simulated shape change of
the optical response is accurately confirmed by experimental observations. A comparison
of the actual sensitivity of the GEO 600 detector for homodyne and the nominal heterodyne
detection scheme is given in section 7. Finally, section 8 provides a summary of this paper
and an outlook.
2. Definitions: heterodyne, homodyne and DC-readout
Figure 1 shows simplified schematics of three different readout methods applied to a basic
Michelson interferometer. Usually Michelson interferometers used for gravitational wave
detection are operated at a dark fringe5: the differential arm-length is controlled to give
destructive interference at the output port, i.e. ideally no carrier light (fc, red solid line) reaches
the photodetector. The interaction of a gravitational wave with the Michelson interferometer
can be considered as shortening of one interferometer arm, whilst the perpendicular one is
elongated. This change of the differential arm length causes phase modulation sidebands,
i.e. gravitational wave signal sidebands (blue dashed line). In contrast to the carrier light
the gravitational wave signal sidebands interfere constructively at the beam splitter, exit the
5 Operating at the dark fringe has the advantage of providing good suppression of common mode noise and allows
for the use of power recycling.
2
Figure 2.17: Michelson interferometer DC readout scheme. As part of the GEO-
HF program direct current (DC) readout was implemented at GEO 600. The
carrier is shown in red and the signal sidebands are shown in blue (dashed).
Mo ified from [145].
GEO 600 was originally operated at the dark fringe, in which as was ex-
plained in section 2.2 the differential arm length is controlled to give destructive
interference at the output port (φ0 = pi) in figure 2.17, so that carrier light is
reflected back towards the input port and ideally no light is transmitted to the
PD. At GEO 600 a heterodyne readout scheme [147] was originally used to ob-
serve differential arm motion, see figure 2.16. Radio frequency (RF) sidebands
are modulated on the carrier light before it enters the interferometer (Schnupp
modulation [87]), and a macroscopic difference in the length of the arms of
69 mm ( e so call d Schnupp asymmetry) allows the modulation sidebands to
be transmitted by the interferometer to the PD where they can be used as a local
oscillator for the GW signal. By demodulating the PD signal at the local oscillator
frequency we can obtain a signal stream which will contain GW signals at fGW.
This scheme is essentially the same as the Pound-Drever-Hall (PDH) technique
for measuring cavity length as described in section 2.2.2.
As part of the GEO-HF program, to allow for future upgrades such as the
implementation of squeezed light (see section 2.5.8), the readout scheme for
GEO 600 was changed to DC readout in September 2009 [148], see figure 2.17.
A DC readout scheme [149] uses a small offset from the dark fringe (φ = pi+η
where |η|  1), so that a small amount of the carrier lights exits the output
port of the detector which is used as a local oscillator for the GW signal. This
change was only possible due to improvements in the stability of laser power
noise, which was the reason this readout scheme was not originally used in the
ground-based detectors. A summary of the advantages and disadvantages of
using DC readout over heterodyne readout is given in [145].
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Figure 2.18: Schematic of Michelson interferometer with field amplitudes at dif-
ferent points along the light path. a is a strong input beam from the laser,
and b is a vacuum or a squeezed light source. The amplitudes of the field
in the arms after transmission, or reflection, of the beam splitter are given
by c and d. c′ and d ′ are the amplitudes of the fields just before they are
recombined at the beam splitter to produce the output beams a′ and b′.
2.5.8 Squeezing
GEO 600 is the first large scale interferometric detector to implement squeezing
[90, 91] to improve the shot noise limited sensitivity [150, 151, 152], and the
first detector using squeezing to be used in an astrophysical search [153] as
shown in section 4.3. To understand how squeezing can be used to reduce the
shot noise of an interferometer we follow closely the “visual” formalism of [154],
which is a rederivation of the result original proposed by Caves [155].
The standard shot noise limit (see section 2.3.1) corresponds to the limit of
the smallest phase that we can measure
δφ ≥ 1/pn , (2.39)
where n is the number of photons reaching the PD at the output port of an in-
terferometer during our measurement time. To obtain this result, we consider
the interferometer shown in figure 2.18, where the letters denote the field am-
plitudes at different point along the light path (quantum mechanically, the an-
nihilation operators for the modes of the field at different points along the light
path, in the propagation direction given).
The output signal that is used to detect GWs with a Michelson interferometer
is simply the relative phase between c′ and d ′. These are related to c and d by
a simple phase change as the light propagates through the arms. So the limit of
how well defined the relative phase between c′ and d ′ is, can be phrased as how
well defined the phase between c and d was originally.
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Figure 2.19: In the phase (P) and amplitude (A) space (the axes do not lie along
lines of zero P and A) of the light field inside an interferometer we show
the error ellipses for quantum fluctuations of a coherent vacuum state in red
compared to those of squeezed states in black. The three plots show different
example directions in which quantum fluctuations can be suppressed by
squeezing. A Michelson interferometer makes measurements in the phase
quadrature of the light field so that we can represent the level of shot noise
of the beam at the output of the interferometer schematically by the width
of the ellipse in the P direction. In the region where the interferometer’s
sensitivity is limited by shot noise the best sensitivity improvement is then
achieved by squeezing the ellipse in the P direction as shown in (a). (b)
shows squeezing along a direction which gives the same shot noise as the
coherent vacuum state, i.e. where there is no effect from the squeezing. (c)
shows squeezing along the A direction which ends up increasing the shot
noise level in the interferometer output and thus decreases its sensitivity to
GWs.
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Firstly we treat our interferometer classically and assume no field is coming
from the direction of b in figure 2.18. In this case c and d have been split
from the same incident beam a at the beam splitter, and so classically all their
fluctuations would be perfectly correlated. But this is not the case for a quantum-
mechanical field. At the beam splitter, some amount of decorrelation between
the phase fluctuations in c and d is introduced. The origin of this decorrelation
can be understood by taking into account the beam b in figure 2.18. Classically
we assumed no field was entering the interferometer from this direction, but
quantum mechanically this corresponds to a electromagnetic field in a vacuum
state entering the interferometer from this direction. The beam splitter combines
the two fields a and b, giving us the annihilation operators for modes c and d,
c = (a+ b)/
p
2 , (2.40a)
d = (a− b)/p2 . (2.40b)
From this we can see that fluctuations in the field a are correlated in c and
d (they cancel when the two fields are subtracted), while fluctuations in b are
anticorrelated in c and d (they add when the two fields are subtracted). So no
combination of c and d can be made free from fluctuations. We can think of the
fluctuations in the difference between c and d as being caused entirely by the
fluctuations in b, which is roughly the case when operating at or near to the dark
fringe. It is this difference between c and d (and the difference between c′ and
d ′) that is of interest when using an interferometer to search for GWs. Therefore
if we add a light source entering the interferometer along the direction b which
has less fluctuations than the vacuum state, the difference between c and d (and
therefore between c′ and d ′) is more sharply defined, effectively reducing the
shot noise [90].
The fluctuations of a beam are separated in the two conjugate quadratures
amplitude, and phase. We can picture the quantum state uncertainty of a beam
by drawing an ellipse in a plane spanned by these two conjugate variables, see
figure 2.19. The minimum area of this ellipse is set by the uncertainty principle.
Squeezed states of light are quantum states that have a reduced uncertainty in
one of the field quadratures compared to a coherent state, and an increased
uncertainty in the conjugate quadrature. A squeezed state of light is injected into
the output port of the interferometer (see figure A.1) to replace the coherent
vacuum state that would otherwise be entering this port. If the squeezing is
oriented correctly in relation to the electric field inside the interferometer it
will improve the shot noise limited sensitivity of the interferometer [90]; see
figure 2.19. The orientation of the squeezing error ellipse with relation to the
electric field inside the interferometer is controlled to optimise the improvement
for the shot noise limited sensitivity as shown in figure 2.19, this error point is
recorded.
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2.5.9 GEO-HF
As was explained in the previous sections, the GEO-HF incrementally improves
the shot noise limited sensitivity of GEO 600. The main elements of the GEO-HF
program are,
1. Tuned SR and moving to DC readout. (September 2009)
2. Installation and implementation of OMC. (October 2009)
3. Implementation of squeezed light. (April 2010)
4. Installation of new signal recycling mirror. (October 2010)
5. Input laser power increase. Operating with higher powers requires the
input mode cleaner coupling mirrors to be replaced and the installation
and implementation of a thermal compensation system. (On going work
as of 2014)
6. Increase squeezer performance (On going work as of 2014)
The effect of these sequential upgrades can be seen in the modelled noise spectra
shown in figure 2.20.
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Figure 5. Sensitivity of GEO600 for diﬀerent configurations.
Solid lines indicate total noise, dashed lines represent shot noise only. Technical noise sources
are neglected here.
0￿GEO600 sensitivity 2009
1￿DC, tuned SR, TSR=2%, P=3.2W
2￿DC, tuned SR, TSR=2%, P=3.2W, 6 dB Squeezing
3￿DC, tuned SR, TSR=10%, P=3.2W, 6 dB Squeezing
4￿DC, tuned SR, TSR=2%, P=20W, 6 dB Squeezing
5￿DC, tuned SR, TSR=10%, P=20W, 6 dB Squeezing
6￿Coating thermal noise
7￿Thermo-refractive noise of the beam splitter
shown in sections 3.6.3 and 3.6.4 are needed to stably operate the detector at a power level of
about 20 kW in the Power Recycling cavity.
3.6.1. Laser Power increase Currently GEO600 is operated using a 10W master-slave Nd-
YAG laser with a wavelength of 1064 nm. In the current operation mode the laser is attenuated
to about 6W before being sent into the vacuum system. Due to losses in the Mode Cleaners
(see below) only about 3.2W arrive at the Power Recycling mirror as indicated in figure1. The
laser will be exchanged for a master-slave-amplifier system delivering about 30W, which has
been developed by the Laser Zentrum Hannover. It is the same kind of laser that is being used
in the ’enhanced’ versions of the other large gravitational wave detectors Enhanced LIGO[18]
8th Edoardo Amaldi Conference on Gravitational Waves IOP Publishing
Journal of Physics: Conference Series 228 (2010) 012012 doi:10.1088/1742-6596/228/1/012012
7
Figure 2.20: Se iti it of GEO 600 for various stage through the GEO-HF up-
grade scheme [132]. Here we only show the model shot and thermal noise
components; low frequency sensitivity is limited by mechanical noise, such
as seismic motion of the mirrors. Dashed lines represent shot noise models,
while solid lines represent the combination of shot and thermal noise.
(0) Sensitivity of GEO 600 in 2009 before GEO-HF upgrades began,
(1) DC, tuned SR, τSR = 2%, Plaser = 3.2 W,
(2) DC, tun d SR, τSR = 2%, Plaser = 3.2 W, 6 dB squeezing,
(3) DC, tuned SR, τSR = 10%, Plaser = 3.2 W, 6 dB squeezing,
(4) DC, tuned SR, τSR = 2%, Plaser = 20 W, 6 dB squeezing,
(5) DC, tuned SR, τSR = 10%, Plas r = 20 W, 6 dB squeezing,
(6) Coating thermal nois model, hBR( f ),
(7) Thermo-refractive noise of the beam splitter, hTR( f ).
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Detector characterisation is an important step in commissioning GW detectors
and in maintaining optimal sensitivity.
The frequency-dependent sensitivity of a GW detector is limited by a sta-
tionary noise floor overlaid with non-stationary transient noise artefacts. These
components limit the sensitivity to GWs signals in two ways: a high noise floor
masks GWs in the data (reducing the signal-to-noise ratio (SNR) of signals),
while transients can mimic GWs. These transients produce a substantial back-
ground of events that limit the confidence of GW identification; therefore, we
require higher amplitude GWs for confident identification. The goal of detector
characterisation is to identify the components of the noise floor and causes of
non-stationary noise.
There are two standard methods to eliminate non-stationary transients: re-
moving the physical cause of the noise, and removing the data contaminated by
the noise, which is referred to as a “veto”. Vetoing is simply ignoring candidate
GW events that lie in a time period or frequency band of data around a noise
event. The level of the stationary noise floor can be reduced by commissioning
to remove the physical causes of noise.
GW detectors are complicated instruments made up of many subsystems
and control loops; our current understanding of the instrument behaviour is
incomplete. Characterising the detector behaviour works to aid both analysis
and commissioning groups. The GEO 600 detector characterisation (GEODC)
group has focused mainly on aiding commissioning work, through clear and fre-
quent communication with the commissioning team, which is assisted by having
GEODC members on-site at the detector. The GEODC group investigate noise
artefacts in order to understand and eliminate the physical causes. Information
is fed back to the on-site commissioning team who carry out investigations, fix
hardware issues, and therefore improve the detector sensitivity. The efforts of
the GEODC group have played a major role in investigations of instrumental
artefacts and the removal of their sources, but it has not been possible to remove
all artefacts.
We aim to increase the number of GW signals that are observable in our data.
This number is proportional to both the volume of space containing canonical
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signals we are sensitive to and the amount of time for which we are observing.
By commissioning the detector we aim to increase the sensitive range, and there-
fore increase the volume of space we are observing. However, commissioning
interrupts the data taking which reduces the time spent observing, this time is
referred to as “down time”. Every investigation costs observing time, so it is im-
portant to select investigation directions intelligently to maximise the probability
of GW detection.
In this chapter we report on the detector characterisation work that was done
at GEO 600 to improve the detector sensitivity. Section 3.1 discusses transient
noise in GW detectors. Section 3.2 describes how vetoes to remove transient
noise events are classified into “veto” categories and how these vetoes are used
in GW data analysis. Section 3.3 gives a description of the diagnostic tools used
for the detector characterisation investigations in this thesis. Section 3.4 gives
a brief description of the key elements of GEO 600 that are referred to in the
investigations described in later sections. Section 3.5 gives details of specific
noise hunting investigations that were performed at GEO 600. Section 3.6 gives
an explanation of several noise sources observed at GEO 600 to demonstrate
how a close relationship between the characterisation team and commissioning
team can be used to improve the scientific output of the detector.
3.1 Transient Noise Events
Transient noise events, commonly referred to as “glitches”, are clusters of time-
frequency pixels that have excess power above the background in an auxiliary
channel of the GW detector or in the GW data channel but are not caused by a
GW. Glitches in the main GW output of an interferometer are indistinguishable
from GWBs, in the absence of a signal model for the GWB; short duration signals
with a priori unknown waveforms. Because of this it is important to reduce the
rate at which glitches with large values of SNR occur, as this will lower the false
alarm probability associated with a large SNR GW signal.
The first step in eliminating glitches is to identify them. To do this there are a
large number of auxiliary channels which record information about the state of
the detector components and the surrounding environment. Some of these auxil-
iary channels include microphones, seismometers, thermometers, vacuum levels
in tanks, magnetometers, signals from control loops, optical components position
and alignment, light powers transmitted by optics and the injected laser power.
Data from these auxiliary channels and the GW data channel are processed by
algorithms that look for transient glitch events. One such algorithm is hierar-
chical algorithm for curves and ridges (HACR). This is a time-frequency excess
power algorithm which takes in data from any of the interferometer channels
and locates clusters of time-frequency pixels with power in excess of the typical
stationary background noise level [156]. The central frequency, time, SNR, and
other parameters of each cluster represents a single glitch in the data. These
clusters are referred to as “triggers”.
Another algorithm is the Omega-pipeline which is a multi-quality-factor time-
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frequency excess power algorithm. It uses a sine-Gaussian wavelet basis and
performs a matched filter search for sine-Gaussian-like glitches over a range of
durations, frequencies, and quality-factors [157, 158, 159, 160].
Both of these event trigger generators are used to produce a variety of glitch
property maps for the GW data channel and auxiliary channels at GEO 600.
These two algorithms complement each other, as they generate comparable plots
for the same piece of data using different techniques. Examples of these are
time-frequency, frequency-SNR, and time-SNR maps, which all give different,
complementing, and useful insights into the glitch background of the GW data
channel and auxiliary channels. These tools are regularly used for detector char-
acterisation and monitoring the status of the detector.
3.2 Vetoes
It is common practice in GW data analysis to apply “vetoes” to the GW output
of detectors to remove glitches caused by noise sources. A veto is a short time,
or frequency, window that removes an interval of data or candidate GW events
found in that interval from any analysis that is performed. A cartoon example of
this process can be seen in figure 3.1. Vetoes are ordered according to the level
of understanding that we have of the glitch class that they remove. Details of
these are given in table 3.1.
In an analysis performed by X-P I P E L I N E, the GW search algorithm employed
in chapters 4 to 6 of this thesis, category 1 vetoes are not analysed. The remaining
segments, after applying category 1 vetoes, are referred to as science segments.
Science is defined as when the detector is operating in the design configura-
tion which is the optimal state for GW observation. After event lists have been
produced from the science segments, category 2 vetoes are applied to remove
known glitch classes. Simulated GW signals are sometimes added into the detec-
tors (referred to as hardware injections); these are used to tests the performance
of GW search pipelines and the ability to detect real signals in the detectors. In
X-P I P E L I N E analysis category 4 vetoes are applied to the event list produced by
the analysis to remove events corresponding to to hardware injections. Category
3 vetoes are used for computing upper limits to make the data set as clean as
possible during follow up in the case of a detection candidate, but they do not
automatically veto detection candidates.
3.2.1 HVeto
At GEO 600 the HVeto [162] algorithm is used to generate veto segments auto-
matically online. HVeto is a hierarchical veto algorithm which looks for coinci-
dence between GW data channel triggers and triggers from an auxiliary channel.
At GEO 600 the Omega-pipeline [158, 159, 160] is used to generate trigger lists
for the GW data channels and a large number of auxiliary channels. HVeto tests
the statistical significance of the number of time coincidences between triggers
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Veto categories Description
1
Times when the detector is not taking data in the
design configuration. The inverse of science segments.
2 Generated when there is a clear statistical correlation
between glitches in an auxiliary channel and glitches in
the GW data channel, and the physical coupling
is understood.
3 Generated when there is a clear statistical correlation
between glitches in an auxiliary channel and glitches in
the GW data channel, but the physical coupling
is not understood.
4 Time of hardware injection of a simulated GW signal.
Table 3.1: Veto categories used in GW searches to tag times of poor data quality.
This is the same classification as used by LIGO and Virgo when performing
transient searches [161].
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Figure 1. Illustration of the removal of some data from the h(t) channel due to its association with
two hypothetical non-astrophysical disturbances, to obtain an improved data stream. The top trace,
h(t), represents the h(t) data. The middle trace is a monitor of wind speeds on the detector site,
while the lowest trace is a microphone located in one of the detector’s buildings. The first and
second vetoed period in h(t), between pairs of dashed lines, are removed due to association with
sharp glitches in the microphone, while the third period is removed because of high local wind
speeds. This data removal would be done after a relationship between these types of disturbances
and noise transients in h(t) had been established.
radiation including stochastic sources such as the early universe [4], continuous sources such
as spinning neutron stars [5], coalescence of binary systems of black holes or neutron stars
[6] and searches for un-modeled or poorly modeled bursts such as supernovae [7]. So far,
no gravitational-wave detection has been made; however, data analysis is ongoing. The next
generation of detectors including Advanced LIGO [8] and Advanced Virgo [9] are expected
to observe gravitational waves from compact binary coalescence [10] within this decade.
Even with highly sensitive detectors, gravitational-wave searches are limited by noise.
In addition, data from all interferometric gravitational-wave detectors to date have shown a
characteristic large non-Gaussian tail from non-astrophysical sources. In general, the shorter
and less well modeled a true signal is, the more difficult it is to distinguish from noise
transients using signal processing. Requiring coincidence and coherence among multiple
widely-separated detectors is an important and effective way to reduce the influence of
transients. Still, the performance of searches for un-modeled bursts and high-mass binary
coalescence signals (which have short duration in these detectors’ frequency bands) is greatly
diminished by transients in the detector data. This sets a practical limit on the sensitivity of
the searches and on the false alarm rate that can be ascribed to candidate gravitational-wave
signals.
Interferometric gravitational-wave detectors are designed to be isolated from all significant
non-gravitational-wave external phenomena (seismic, electromagnetic, acoustic), and they are
equipped with systems to monitor both the local environment and auxiliary interferometer
channels for disturbances. In addition, there is a large effort to identify poor quality data and
to link these to causes in the local environment or to aspects of the instrument itself [11–13]
so that the noise transients can be removed through improvements to the instrument or by
‘vetoing’ [14–16], whereby periods of demonstrated low-quality data are removed from an
analysis. The method described in this paper and the ‘used percentage veto’ described in [14]
were the two methods most extensively used during the most recent science runs for both
LIGO and Virgo.
Figure 1 shows a cartoon example of strain data in the detector output channel, referred
to hereafter as h(t). Here, some periods of h(t) data are discarded because they are associated
2
Figure 3.1: Cartoon example of veto method to clean up the GW data channel
using auxiliary channels. The top trace shows h(t), the GW data channel. The
middle trace shows wind speed, whil the bott m trac is from a microphone
located near the detector. The blue dotted lines show vetoes applied due to
association with excess noise in the microphone, while the red dotted lines
show a veto due to high local wind speed [162].
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in the GW data channel and an auxiliary channel, for each of the auxiliary chan-
nels. Then the channels are ranked based on how likely it is that their observed
number of coincidences occurred due to the intersection of two Poisson distribu-
tions of triggers (i.e. due to random chance, with no physical correlation). This is
done for a range of time coincidence windows and SNR thresholds which are de-
fined for each channel depending on the expected trigger duration and the time
for coupling between the auxiliary channel and the GW data channel. For each
channel the most significant combination of time coincidence window and SNR
threshold is selected, and the most significant channel is selected as the “winner”.
Using the winning channel veto segments are generated with duration given by
the time coincidence window around all triggers in the winning auxiliary chan-
nel with SNR above the SNR threshold. These veto segments are then applied to
the GW data channel and are removed from the analysis of further “rounds”. The
process is repeated for another round to select additional winning channels until
the significance of the winning channel is below a pre-set significance threshold.
We demonstrate the use of this algorithm in section 6.3.2 when performing
a methods study for the feasibility of performing a single detector burst search
using GEO 600. We include a table of the results for all rounds from this HVeto
analysis in table 6.3, and a discussion of the results in section 6.3.2.
3.3 Diagnostic tools
In this chapter we use a variety of software tools to investigate the noise sources
that are observed in the detector. These tools are used to compare a period before
commissioning, when the noise is present, with a period after commissioning
when the noise has been removed. This gives us a measure of the commissioning
performance at removing the noise source. We also compare the same period
before commissioning with vetoes applied, if available, to the after commissioning
period. This gives a comparison of the relative performance of the vetoes and
commissioning for each noise source.
Strain noise spectral density is a representation of the noise floor of the de-
tector as a function of frequency, which is an estimate of the stationary
noise that is present in the detector. The spectrum is stable on the hour to
day time scale but changes as the detector configuration is changed. See
figure 3.5 for an example.
Omega-grams give a multi quality-factor time-frequency representation of the
detector data, similar to a spectrogram (see figure 3.18(a)) [157]. How-
ever, unlike a spectrogram Omega-grams can simultaneously show infor-
mation about both short broadband and long narrow-band structure. At
GEO 600 we found that this visualisation method is particularly useful
when coupled with an audio output of the data, so that the ears can pick
out features visible in the Omega-grams.
Cumulative glitch rate histograms illustrate the SNR distribution of transient
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noise event triggers (for example figure 3.16). This quantifies the non-
stationary noise in the detector.
Fixed false-alarm probability range is a measure of the sensitive range of the
detector to GWBs as a single number that accounts for both the stationary
noise floor and transient noise events in the detector, see [163] for a full
description.
In general the formulation of the range at a given frequency f is [164]
D( f ) =

GEGW
2pi2c3
1/2 1
ρ
p
S( f ) f
, (3.1)
where EGW is the energy released in GWs isotropically by a target source,
ρ is an SNR threshold determined by the distribution of transient noise
events, and S( f ) is the strain noise spectral density.
To find the range for a particular frequency band, for example the band in
which we expect GWs for a particular source, we integrate the range. For
a frequency band f1 to f2 we define the integrated range [163] as
D ≡
 1
f2− f1
∫ f2
f1
D( f )3d f
1/3 , (3.2)
where ρ is set using background triggers that overlap the frequency range
f1 to f2 in order to obtain a required background trigger rate.
Here we also use the frequency dependent range, in order to visualise
the contributions at different frequencies to the range integrated over a
frequency band f1 to f2. This frequency dependent range D( f ) is given
in equation (3.1), but with ρ as a function of frequency ρ( f ). ρ( f ) is
found using background triggers whose frequency extent at half maximum
overlaps with the frequency f . Note that taking the frequency extent at half
maximum of a trigger is only an approximation of how the sensitivity at a
given frequency is affected by a trigger. Because of this sharp edge in the
affected frequency range and the very discrete determination of frequency
range by event trigger generators like Omega-pipeline, we observe jumps
in D( f ) as a function of frequency (see e.g. figure 3.29).
In practice we use parameters corresponding to two possible sources for
GWs: from a Galactic core-collapse SN and a nearby GRB. For the SN
case we assume an emission of EGW = 10−8 Mc2 in the frequency band
of [500Hz–4kHz]. For the GRB case we assume an emission of EGW =
10−2 Mc2 in the frequency band of [100 Hz–500 Hz]. In both cases we use
an SNR threshold corresponding to a false-alarm probability of ∼ 10−3 in a
few seconds long search window around the SN core bounce time or GRB
observation. These two astrophysically motivated ranges allow us to assess
the low and high frequency sensitivity of the detector.
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Figure 3.2: Cartoon showing observable volume (D3) against time for a noise
investigation. Before (dark grey) is a period of detector performance while
the problem was present with or without vetoes applied. After (grey) is a
period after the problem was removed. Commissioning (light grey) incurs
a down time from investigating and removing a problem. The number of
observable sources is proportional to area, so T is the time such that areaa =
areab.
Catch up time is defined as the time required, running at the improved range
after commissioning, to make up the deficit in the number of observable
sources due to the commissioning down time lost at the previous range.
To find the catch up time we first define the number of observable sources,
which is estimated using a combination of the fixed false-alarm probability
range [163] and the detector duty cycle. Assuming that observable sources
are uniformly distributed in volume and frequency with rate density B, we
define the number of observable sources as
NGW =
4pi
3
D3T B , (3.3)
where T is the observation time [163]. The rate density B can be for in-
stance an estimate of the Galactic SN rate, but its actual value is irrelevant
for the catch up time, which only compares the relative performance of the
detector between two periods.
The catch up time can be found from a simple rearrangement of equa-
tion (3.3) and equating the areas a and b as shown in figure 3.2, as
Tcatch up =
D3before tcomm
D3after− D3before . (3.4)
The quantity tcomm is the down time due to commissioning, while Dafter
and Dbefore are the ranges before and after commissioning, respectively.
This measure of the performance of the commissioning at removing the
noise source is shown schematically in figure 3.2. For this calculation we
assume the detector performance is stable before and after commissioning,
and that the detector could have maintained the performance before the
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commissioning for the duration of the commissioning down time; this is
shown in figure 3.2. We estimate the down time for the commissioning in
each investigation and treat it as a single block of time between the before
and after commissioning times. We also assume that the commissioning
only affects the noise source being investigated, and that this removal of
the noise is the only difference between the before and after commissioning
times. However, this does not always hold, we will see in section 3.6 (for
example, in the infinite catch up times in table 3.3).
This same procedure is also used to measure the relative performance
of the vetoes and commissioning. In this case the range before commis-
sioning is found after applying vetoes to the before commissioning period,
Dvetoed before. More discussion of interpretation of this range can be found
in section 3.5.
Summary pages give an overview of the current and historical state of an in-
terferometer. Information is displayed for the current day and is updated
every minute, as well as being saved in an archive displaying data on day,
week, month, and year times scales. In figure 3.3 we give an example of
the “day summary” from the GEO 600 summary pages for the 3rd July
2012. In the centre of this page are the most useful figures from each of
the monitors being run to produce the summary page. From top left and
across these are time-frequency distribution of GW data channel HACR
triggers, time-frequency distribution of GW data channel Omega-pipeline
triggers, a variety of burst-like ranges, a spectrogram of the GW data chan-
nel, the duty cycle histogram for the different detector states, the data
quality vector1, calibration information, effect of HVeto on the cumulative
glitch rate, laser power at different points throughout the detector, and
squeezing level. Each of these figures is a link to a more in depth page.
This can also be accessed using the navigation bar along the top, where
each tab provides more plots and information for each of these monitors.
On the left of the page is a navigation bar to move between different days
or months and access the archive of past day pages.
These pages have proved extremely useful for noise characterisation in
the GEODC group and are continuously evolving. This concept has been
implemented for LIGO, Virgo, and GEO 600 individually, but the summary
pages shown in figure 3.3 are developed to be run on any of the detectors
and to show useful information that is needed by both the commissioning
and characterisation teams. This allows comparison between detectors
using the same plots and comparison of the same detector at different
times. These pages are currently being implemented for the advanced
LIGO detectors.
1The channel which records the status of the detector lock, hardware and software mainte-
nance, squeezer status, hardware injection times, as well as some simple vetoes.
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Figure 3.3: Detector characterisation summary pages for GEO 600. We show the
summary tab for the 3rd July 2013, each image is a link to a separate tab
with more plots and information from each of the monitors. From top left
and across these are time-frequency distribution of GW data channel HACR
triggers, time-frequency distribution of GW data channel Omega-pipeline
triggers, a variety of burst-like ranges, a spectrogram of the GW data channel,
duty cycle histogram for the different detector states, the data quality vector,
calibration information, effect of HVeto on the cumulative glitch rate, laser
power at different points throughout the detector, and squeezing level.
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Figure 3.4: Simple optical layout of GEO 600, see section 3.4 for details. Here we
show the BDOs, OMC, and squeezer which are relevant for the investigations
in section 3.5.
3.4 Simplified GEO 600 Layout
This section gives a brief description of some elements of GEO 600 that are
relevant to the investigations performed in section 3.5. Figure 3.4 is a simple
schematic of the optical layout of GEO 600. Laser light is fed into the vacuum sys-
tem by a pre-stabilised laser at a wavelength of 1064 nm. It first passes through
two suspended triangle cavities that remove higher order spatial modes of the
laser light and to reduce amplitude noise, these are called the input mode clean-
ers.
The interferometer itself is composed of seven large suspended main optics,
which form a Michelson interferometer with 1200 m long folded arms. The light
split by the BS passes underneath the two end mirrors of the Michelson (MCe
and MCn for close-east and close-north) and is then folded back towards those
mirrors by folding mirrors (MFe and MFn for far-east and far-north) at the end
of the 600 m long vacuum tubes. The Michelson interferometer is operated close
to the dark fringe so most of the light is reflected by the interferometer back
towards the laser at the input port. The MPR is used to reflect the light back
towards the BS which increases the light circulating in the interferometer arms
by about a factor 1000, see section 2.5.4. Relative changes in the two arm lengths
allow a small amount of light to escape towards the output port where MSR is
placed. MSR resonantly enhances this signal by allowing it to circulate in the
interferometer multiple times, see section 2.5.5.
At the output of the interferometer, three mirrors (the BDO mirrors) are used
to direct the light into a Faraday isolator and through an OMC. The purpose of
the BDOs is twofold: they form a beam telescope which reduces the large beam
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Figure 3.5: Strain noise spectral density verse frequency for GEO 600 for different
epochs.
waist of the interferometer to match the small waist of the output optics while
also serving as alignment actuators.
The OMC rejects radio frequency side-bands of the laser light that are used
for interferometer control and also rejects higher order spatial modes coming
from defects of the main optics. The power in this cleaned light exiting the OMC
is detected by the photo-diode shown in figure 3.4. This signal is used to measure
changes in the relative arm length inside the interferometer, the GW channel.
The purpose of the Faraday isolator is to prevent light back-scattered by the
OMC and the photo-diode from being injected back into the interferometer. It is
also used in the injection of a squeezed vacuum state into the output side of the
interferometer. This decreases the shot noise at the photo-diode, the dominant
source of noise in the relative arm length sensing at high frequencies (see sec-
tion 3.6.2 for details). The sensitivity of GEO 600 can be seen in figure 3.5 where
the noise spectral density is plotted for a number of different epochs which span
the work reported in this chapter.
3.5 Glitch hunting
In this section we give details of investigations (“glitch hunting”) performed by
the author for several transient noise classes that were observed in GEO 600.
These noise sources were investigated in depth to gauge the effect that they
have on the GW data channel, and therefore any potential searches. The aim
of glitch hunting is to find the source of a glitch type and remove it, so that
the glitches no longer occur. But this is not always possible, in this case we will
then try to understand the glitch and determine the conditions that produce
the glitches so that these can be minimised to reduce the number of glitches
that occur. If it is not possible to remove the glitches or reduce them sufficiently
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Figure 3.6: Omega-scan of a 900Hz glitch in the GW data channel, found using
the GEODC online tools. As can be seen here, and as is seen when producing
a time series of these glitches, the glitches are of order a tenth of a second in
duration and they are narrow band around 900 Hz.
then the final solution is to veto times when the glitches occur and this requires
some way of determining when the glitches occur. The section highlight the
procedures used and the outcome from glitch hunting, which is performed at
GEO 600 throughout the Astrowatch period to clean the detector data in case of
an extraordinary astrophysical event.
3.5.1 900 Hz Glitches
The “900Hz glitches”, or “sine-Gaussian glitches” as they have been referred
to in the past, are sine-Gaussian in shape and occur around 900Hz in the GW
data channel, as their name suggests. These events can have some of the largest
SNR O(1000) of any events in the GW data channel during science segments,
and occur in the most sensitive frequency band of the GEO 600 noise spectral
density. The rate of these glitches has varied over time, but at their worst they
were occurring tens of times per day. All of these reasons make these events
important to understand as these will be indistinguishable from an unmodelled
GWB, and so will limit the false-alarm probability we can assign to a real GW
event in the case of a detection.
In figure 3.6 we can see a 900 Hz glitch in the GW data channel, DER_DATA_H.
This channel is calibrated to show us the detector strain∆L/L. The glitch is large
in amplitude compared to the background noise and occurs at ∼ 900Hz.
In figure 3.7 we see the time versus frequency and frequency versus SNR
distributions of Omega triggers respectively, for June 5th 2011; the beginning of
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Figure 3.7: Omega trigger plot of time versus peak frequency, from one of the
first days of the S6E/VSR4 science run June 5th 2011. The high SNR 900 Hz
glitches stand out clearly (in red) above a background of lower SNR glitches.
The yellow star represents the loudest trigger.
S6E/VSR4 science run. The sample of 900 Hz glitches shown here were common
features in the glitch background for that period, i.e. these are not extraordinary
events in the glitch population.
These events do not appear in auxiliary channels which monitor common
mode length changes in the arms, and appear strongly in auxiliary channels
which monitor differential mode length changes in the arms. Therefore it was
thought that these glitches were originating in the MID_VIS control loop to
the differential electrostatic drive (ESD) feedback. To test this we performed a
number of injections of sine-Gaussian signals at 920Hz at two different points
in the feedback loop, see figure 3.8.
The amplitude of the injections were compared in the feedback and MID_VIS
channels, Vfeedback and VMID_VIS respectively, finding the ratio of these two channels
Vfeedback/VMID_VIS. Comparing this ratio to the relationship seen for 900 Hz glitches
we test the two hypothesis that the glitches either originate in the suspensions
and optics of the interferometer or in the electronics of the Michelson differential
control loop.
Injections upstream of the electronics of the control loop (X in figure 3.8)
gave the ratio
Vfeedback/VMID_VIS = 0.1 ,
while injections upstream of the suspensions and optics of the interferometer (Y
in figure 3.8) gave the ratio
Vfeedback/VMID_VIS = 5.1 .
The observed ratio for 900 Hz glitches was consistently measured as
Vfeedback/VMID_VIS ' 0.1 .
This is consistent with the hypothesis that the glitches originate in the electronics
of the Michelson differential control loop.
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Figure 3.8: Schematic of the Michelson differential control loop. G represents the
suspensions and optics of the interferometer and S represents the electronics
of the control loop. VMID_VIS is the voltage from the Michelson differential
mode visibility. Vfeedback is the voltage from the Michelson differential mode
feedback point to ESDs on the MCE and MCN mirrors. VL is the voltage of
a channel used for injections between the MID_FEEDBACK and MID_VIS
channels, to test the hypothesis of the 900Hz glitches originating from the
suspensions and optics of the interferometer. VE is the voltage of a channel
used for injections between the MID_VIS and MID_FEEDBACK channels, to
test the hypothesis of the 900Hz glitches originating from the control loop
electronics. Injections were performed at X or Y by adding the injection to
the relevant channel.
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Figure 3.9: 900Hz glitch rate dependence with temperature. The outside air
temperature (green) rises during the day, the air conditioning unit (blue)
responds to cool the central building. The effect of this extra cooling can be
seen in the electronics rack B temperature (red) which decreases during the
day. 900Hz are most frequent are most frequent during the hottest part of
the day.
A dependence on the outside air temperature was found for the 900Hz
glitches. This dependence can be clearly seen in figure 3.9, which shows glitches
in the GW data channel with SNR> 20 in the 750Hz–1050Hz band, as well
as a number of different temperature measurements. As the air temperature
increases during the day time, the air conditioning unit temperature decreases
to control the temperature inside of the central building, the electronics rack B
temperature follows the same daily trend, due to it location inside of the central
building. From the time distribution of the 900Hz glitches, we see that they
occur most frequently during the hottest part of the day.
We do not currently know the exact source of these glitches, and so we have
no commissioning solution to remove them. We also do not have a reliable veto
to automatically remove these glitches, as they primarily show up in auxiliary
channels which observe the differential mode of the detector; these channels
are not “safe” as glitches in these channels are indistinguishable from events
caused by true GWBs due to the close relationship to the GW data channel.
However, through these investigations we now have some understanding of the
environmental conditions in which they are most frequent and we now know the
time-frequency shape of these events, as shown in figure 3.6. This is an example
of a glitch class that can not be removed with standard blind vetoes but which is
recognisable using a variety of different data visualisation methods. Using this
information these events could be removed from data in the case of a detection
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Figure 3.10: Delay between the HACR triggers with SNR > 300 and central
frequency from 2.8 kHz–3.2kHz in VOID_CHANNEL0001.
candidate during a detection candidate event follow up investigations, this would
result in making GEO 600 insensitive to signals with similar characteristics to
these glitches.
3.5.2 “ting” glitches
There were a class of glitches that were first observed in February 2010 which
had large SNR (> 300) in DER_DATA_H with frequencies around 3kHz. These
glitches also showed up in an auxiliary channel which was at the time monitoring
an accelerometer attached to the tank centre output b (TCOb) vacuum tank
(VOID_CHANNEL0001), see figure A.1. The glitches came in groups of three
separated by 11s–12s every 86s. To find the cause of these glitches we looked
for coincidence with other auxiliary channels, and found glitches matching in
time and frequency in a microphone in the central building, near to TCOb. Taking
data from the microphone, we produced a sound file and listened to the glitches
to try to identify the cause of the noise. The glitches were very clear “tings” which
sounded like they were being produced by a mechanical source, and specifically
something hitting against something else, when listening to both the GW data
channel and auxiliary channel.
To test the suspected periodicity of these glitches, we used one day of HACR
triggers from February 17th 2011 from the accelerometer auxiliary channel and
selected out just these “ting” glitches. This was done by looking at time-frequency
and frequency-SNR plots of the glitches from that day, and selecting cuts in
frequency (2.8 kHz–3.2 kHz) and SNR> 300. This left just over 2000 glitches. We
computed the delay time between each glitch and the next 200 glitches following.
These times were then collecting with 2 second bins to find any periodicity in
the glitches, the results are shown in figure 3.10.
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Figure 3.11: Time-frequency coincidence between HACR triggers with SNR > 300
and central frequency from 2.8 kHz–3.2 kHz in VOID_CHANNEL0001 and the
GW data channel.
It is clear from figure 3.10 that there is a periodicity of the glitches in the
accelerometer auxiliary channel. The 10 s–12 s bin peak is the difference between
consecutive triggers within a group, the 22s–24s bin peak is the difference
between the first and last triggers of a group. Then there are peaks for the
differences between the triggers in neighbouring groups at 62 s–64s, 74 s–76s,
86 s–88 s, 96 s–98 s, and 108s–110 s bins and so on.
The coincidence of these glitches with glitches in the GW data channel
were then checked using the triggers selected for the investigation shown in
figure 3.10. We measured the number of coincidences, and then repeat this after
artificially time shifting the time stamps of the glitches by multiples of 5 seconds.
This allows us to compare the significance of any coincidences to the background
caused by random coincidences. Figure 3.11 shows the results of this test, that
there is no significant difference between the zero lag coincidence and the back-
ground coincidence which means that these are random coincidences and not
causal.
While these glitches are loud and frequent in the auxiliary channels, they do
not seem to contaminate the GW data channel, so they are low priority to elimi-
nate. There glitches were still present after the BDO suspension upgrade which
is detailed in section 3.6.1, and the exact cause has not been tracked down to
date. This is an example of a glitch class that can not be removed but which does
not effect the GW data channel, and therefore is not a concern when performing
searches for GWs. Noise sources of this sort, which do not contaminate the GW
data channel and do not have an available veto or commissioning solution, can
be left in place and monitored until a solution is found to remove the noise
source.
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Figure 3.12: PEM_TFE_MAG-Z channel HACR trigger plot of frequency versus
time for 02/04/2011. This shows the two periodic glitch bands that are
being investigated at 145 Hz–160Hz and 250 Hz–265Hz.
3.5.3 Far East Tank Magnetometer Glitches
There were two transient glitch bands in the east end tower (see figure A.1) mag-
netometer channel (PEM_TFE_MAG-Z) at 145Hz–160Hz and 250Hz–265Hz
which would appear during the day time. These glitches were first observed in
April 2011 and can be seen clearly in figure 3.12, where glitches appear in these
bands around 05:00 and then disappear around 16:00 coordinated universal
time (UTC).
Using all of the HACR triggers from when these glitches were first noticed
(April 2011) and an earlier time (September 2007) we tested if this was a new
feature, or if it had gone unnoticed up until April 2011. All the glitches in these
frequency bands were stacked and a histogram was produced of the time of the
glitches in the day, using 30 min bins, for both of the periods. The results of this
test can be seen in figure 3.13.
In figure 3.13(a) (April 2011) the glitches in both bands follow the same
trend, and occur mainly between 5 and 16 hours. In figure 3.13(b) (September
2007) both bands increase at 5 but the decrease is more gradual, but still clear in
the 250Hz–265Hz band. This shows that these glitch bands were both present
in September 2007, but the periodicity was not as clear as in April 2011. Fig-
ure 3.13(b) also shows that there was a larger trigger background at quiet times
in the 145Hz–160Hz band, of ∼ 200 triggers per 30 min. As the background
rate of glitches in these bands is less in April 2011, as seen in figure 3.13(a), the
effect of these glitches is more visible over the background. Using the triggers
from April 2011, a time-frequency coincidence test was performed with the GW
data channel, and it was found that there was no correlation.
Therefore, these glitches were not significant for GW searches and so this
noise source is low priority to eliminate. No more time was spent investigating
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Figure 3.13: Histograms of the number of PEM_TFE_MAG-Z HACR triggers
versus time in day, from each glitch band using 30 minute bins in the
PEM_TFE_MAG-Z. We can see that the triggers occur mainly between 5 and
16 hours. This behaviour is present in both figures but is more pronounced
in April 2011.
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these events, and the source of this noise was not tracked down. This is another
an example of a glitch class that can not be removed but which does not effect
the GW data channel, and therefore is not a concern when performing searches
for GWs.
The investigations in this section are an example of the sort of work that
can be done on-site to characterise glitch classes and to measure the urgency of
commissioning to remove the source of each noise source by looking at the effect
they have on the GW data channel. Investigations of this sort are performed
throughout the GEO 600 Astrowatch period. As can be seen in this section it is
not always possible to remove a glitch class with either vetoes or a commissioning
solution. In this case, as much information is gathered for a glitch class and it is
monitored as the detector configuration changes.
3.6 Characterisation directed commissioning of the
GEO 600 detector
In this section we will give details of a handful of investigations into noise
sources that occurred at GEO 600. This section draws from Ref. [165] which is
in preparation. The author was the lead for these detector characterisation inves-
tigations in collaboration with the GEODC group, the commissioning activities
were performed by the GEO 600 commissioning team.
This is not an exhaustive summary of the work done by either the detector
characterisation or commissioning teams. Rather, these investigations were cho-
sen to display a variety of noise sources that require different solutions from
either vetoes or commissioning. The “before” and “after” commissioning times
for each investigation were chosen to highlight the problems clearly, so ideally
only the effects of the noise sources being investigated are present. However,
GW detectors are complex instruments and so this is not perfect.
A key element for why these investigations were chosen is their ability to
demonstrate how a close relationship between the characterisation team and
commissioning team can improve the scientific output of the detector. At GEO 600
we were unable to perform these investigations at the time these noise sources
were first observed, due to the GEODC group being manpower limited. Here we
show that if such investigations were performed, the detector characterisation
team could contribute significantly to the decision making for commissioning
solutions to noise sources; resulting in an overall increase in the number of
observable sources compared to commissioning without this guidance.
For any instrumental issue there are two standard techniques available to
remove the noise from the data. The first option is to veto the data at the times
when the issue is occurring or apply a notch filter to remove the noisy frequency
band, whichever is most appropriate. The second option is to remove the source
of the noise through commissioning the detector. There are pros and cons for
each of these methods. Vetoes can be applied after the fact and do not require
larger periods of down time due to commissioning. However, they do not remove
the source of the noise; instead they just remove the affected data. Sometimes
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Investigation Before time GPS After time GPS Duration
(UTC) (UTC) (hours)
BDO suspension 988315215 990993615 12
upgrade (02-05-11 20:00:00) (01-06-11 20:00:00)
OMC isolation 1007510415 1008439215 12
upgrade (10-12-11 00:00:00) (20-12-11 18:00:00)
Squeezer 1010808015 1010872815 2
glitches (17-01-12 04:00:00) (17-01-12 22:00:00)
3.5Hz dither 994788015 997552815 4
squeezer glitches (15-07-11 18:00:00) (16-08-11 18:00:00)
Table 3.2: Table of before and after after commissioning times used for each inves-
tigation, and the duration of the data used in each case.
effective vetoes are not available (e.g. if the glitches are not seen in an auxiliary
channel). Commissioning removes the source of the noise, which means that
there is no lost data after the initial down time for commissioning activities.
However, the down time required for investigations and commissioning can be
substantial and commissioning does not always work.
To compare these two methods we define the catch up time in equation (3.4).
If the catch up time is small compared to the commissioning down time, this
means that the commissioning gave a significant increase in range which makes
the commissioning worth while. If the catch up time is large compared to the
commissioning down time, then the decision to perform commissioning must be
considered more carefully. For example, if a problem arose during a science run,
then the commissioning should only be performed if you expect the catch up
time to be smaller than the remaining observational time of the science run. If
this is not possible then the commissioning should be delayed until after the end
of the science run. These two choices will maximise the number of observable
sources during the science run.
Four investigations into different noise sources observed at GEO 600 follow.
Each investigation discussion describes the noise phenomena, veto and commis-
sioning results, compares their performance, and discusses the best solution and
lessons learned.
3.6.1 OMC auto alignment issues
The three optics that match the main interferometer to the OMC are referred to
as the BDOs, see figures 2.15 and 3.4. Originally it was thought that the motion
of these optics would not couple strongly to the GW data channel so they were
hung as single pendulum suspensions from blade springs rigidly connected to
the ground. Due to this simple suspension design, ground motion easily excited
some of the resonances of this system which then coupled into mirror motion
and ultimately a fluctuation of the alignment of the output beam onto the OMC.
The transverse motion of optics suspended as pendula experience high sup-
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Figure 3.14: The transmission, T, of a beam impinging on the OMC as a function
of an alignment degree of freedom parameter Θ is shown as the black curve.
A high frequency fluctuation in Θ shown in red (a) is modulated by a low
frequency variation shown in green (b). This produces a modulated high
frequency fluctuation in the transmission (c) shown in red with the low
frequency window shown in green.
pression at frequencies well above the resonance frequencies of the pendula.
However at frequencies well below the resonance frequencies there is no motion
suppression at all and there is even some amplification happening near the res-
onances. At GEO 600, for the main interferometer the optic’s suspensions have
resonance frequencies spanning from 0.5 Hz–2 Hz. At these frequencies there are
quite a few interferometer degrees of freedom which are uncontrolled. This leads
to relatively large motion, for example, of the position and angle of the output
beam exiting the interferometer. In turn, this motion causes miss-alignment of
the output beam onto the OMC. Any additional high frequency alignment fluctu-
ations are modulated by the low frequency variations, producing a noise source
that varies in amplitude as the alignment of the OMC changes. This mechanism
is shown schematically in figure 3.14. When the OMC is missaligned, a fluctua-
tion entering the OMC will couple into the photo-diode signal in transmission of
the OMC, and thus the observed GW signal, at the frequency of the fluctuation.
Conversely, when the OMC is well aligned, the entering fluctuation will couple
much less and only to the harmonics of the frequency of fluctuation.
Of particular concern were the violin modes of the steel wires suspending
the mirrors which spanned frequencies from 140Hz–205Hz. Other important
excited resonances spanned a range of frequency from 80Hz–600Hz. Through
the mechanism described above, the high frequency fluctuation of the alignment
of the OMC was modulated by the low frequency variation due to the motion of
the main optics. This produced complex noise features in the GW data channel
mainly seen from 80 Hz–600 Hz; see figure 3.15. This noise can also be viewed in
an Omega-gram of the GW data channel as shown in figure 3.18(a), as compared
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to a time without the noise source shown in figure 3.18(b). Figure 3.18(a) shows
the frequency jittering of the noise entering the detector through the BDOs. This
noise is spread across a broadband of frequencies, with major features around
90Hz, 140Hz, 200Hz, and 350Hz. The noise at these frequencies is transient,
due to the coupling of this noise to the GW data channel changing with the
variation of the alignment of the OMC. There are short periods of times when
the OMC passes through the correct alignment and all of the jitter line coupling
is suppressed.
Although this noise contamination is broadband, notches can be used to
remove the major noise features. Notches from 80Hz–110Hz, 135Hz–150Hz,
160 Hz–250 Hz, and 340 Hz–360 Hz were used which remove ∼ 30% of the band-
width between 80Hz–600Hz. This is effectively a veto in frequency instead of
in time. The effect of this veto on the spectrum, frequency dependent range,
and cumulative trigger rate are shown in figures 3.15 to 3.17 respectively. The
stain noise spectral density is not improved, but the noisy frequency bands are
removed; see figure 3.15. The rate of glitches in the 80Hz–600Hz band with
SNR≥ 10 is reduced by one order of magnitude, this can be seen in figure 3.16.
There is a broadband improvement outside of the notch bands at which we have
zero sensitivity; see figure 3.17. This is due to the removal of broadband glitches
with central frequencies within the notch bands, as they degrade the range in all
frequency bins which they overlap.
To reduce this noise, the BDO suspensions were redesigned such that they
would provide of order 100 times better isolation of the ground motion from
50 Hz–1 kHz. The cumulative down time from the commissioning which resulted
in the completion of this upgrade was ∼ 20.83 days. The effect of this commis-
sioning on the spectrum, frequency dependent range, and cumulative trigger
rate are shown in figures 3.15 to 3.17 respectively. The amplitude of the noise
features in the spectrum at ∼ 200Hz is reduced by up to a factor of 50; see
figure 3.15. The rate of glitches in the 80Hz–600Hz band with SNR≥ 10 is
reduced by one order of magnitude, this can be seen in figure 3.16. This has a
corresponding effect on the frequency dependent range of up to a factor of 100
at the noise band frequencies as well as a broadband improvement due to the
removal of broadband glitches; see figure 3.17.
As shown in table 3.3, there is an improvement in both the GRB-like range
[100 Hz–500 Hz] and investigation-specific range due to the commissioning. This
results in a short catch up time from commissioning of 1.29 days and 1.57 days
for the GRB-like and investigation-specific ranges respectively. These catch up
times are small compared to the commissioning down time, which shows the
improvement in the range is significant. We can also see in table 3.3 that
the commissioning gave a larger increase in range, for both the GRB-like and
investigation-specific ranges, than the vetoes. The improvement in the range
due to the vetoes increases the catch up times to 10.3 days and 13.7 days for
the GRB-like and investigation-specific ranges respectively. However, these catch
up times are still small compared to the commissioning down time and so the
improvement in the range from the commissioning is still significant.
In this investigation, the commissioning resulted in a significant range im-
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Figure 3.15: Strain noise spectral density for the BDO suspension upgrade. A
period of time before the BDO suspension upgrade is shown in blue, while a
period of time after the upgrade is shown in green. The improvement from
the commissioning can be seen in the removal of the complex noise feature
around 20 Hz.
provement even compared to the effective veto. This is due to the loss of band-
width from a veto of this kind, for though the veto gave similar improvements
as the commissioning at some frequencies, there was zero sensitivity at the fre-
quencies of the notches; see figure 3.17.
After the BDO suspension upgrades, a secondary noise source that was caused
by the same mechanism was observed, which had previously been buried by
the noise caused by the BDO suspensions. This noise source was caused by
resonances of elements within the OMC and its suspension. Resonant structures
were observed around 255Hz and 280 Hz in the GW data channel.
The noise can be seen in the Omega-gram of the GW data channel in fig-
ure 3.22(a), in comparison to a time without the noise in figure 3.22(b). Com-
paring the Omega-grams figure 3.18(a) and figure 3.22(a), these noise sources
have the same transient behaviour, caused by the variation of the OMC alignment
modulating the coupling of the noise into the GW data channel.
As before, a frequency dependent veto could notch out the glitch bands while
maintaining sensitivity at other frequencies. The veto applied here is a pair of
notches at 245Hz–265Hz and 270Hz–290Hz. The effect of this veto on the
spectrum, frequency dependent range, and cumulative trigger rate are shown in
figures 3.19 to 3.21 respectively. The stain noise spectral density is not improved,
but the noisy frequency bands are removed; see figure 3.19. The rate of glitches
in the 200 Hz–300 Hz band with SNR≥ 10 is reduced by over one order of magni-
tude, this can be seen in figure 3.20. A broadband improvement in the frequency
dependent range is apparent at frequencies outside of the notch bands, where
we have zero sensitivity; see figure 3.21.
To reduce this noise, the OMC isolation was upgraded in a similar manner to
the BDO suspension upgrade. In this case, the cumulative down time from the
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Figure 3.16: Cumulative glitch rate for the BDO suspension upgrade. A period of
time before the BDO suspension upgrade is shown in blue, while a period of
time after the upgrade is shown in green. There is a decrease in the rate of
triggers at all values of SNR in the 100Hz–60 Hz band.
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Figure 3.17: Frequency dependent range for the BDO suspension upgrade assum-
ing E = 10−2 Mc2. A period of time before the BDO suspension upgrade is
shown in blue, while a period of time after the upgrade is shown in green.
The improvement from the commissioning can be seen in the removal of the
complex noise feature around 20Hz.
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(a) Before the BDO suspension upgrade
(b) After BDO suspension upgrade
Figure 3.18: Omega-grams for the BDO suspension upgrade. (a) A period of
time before the BDO suspension upgrade normalised by a period of time
after the BDO suspension upgrade. Variations in the alignment of the OMC
from the low frequency motion of the output beam modulates the couple of
high frequency noise from the BDO suspension jitter lines into the GW data
channel. (b) A period of time after the BDO suspension upgrade, where the
improved BDO suspensions have removed the noise source.
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required investigations and commissioning work was ∼ 1.88 days. The effect of
this commissioning on the spectrum, frequency dependent range, and cumulative
trigger rate are shown in figures 3.19 to 3.21 respectively. The amplitude of the
resonance structures at 255Hz and 280Hz are reduced by a factor of at least
∼ 3 and ∼ 1.6 respectively, see figure 3.19, so that they are buried by the noise
floor. The rate of glitches in the 200Hz–300Hz band with SNR≥ 10 is reduced
by over one order of magnitude, this can be seen in figure 3.20. The frequency
dependent range is improved at all frequencies due to the removal of broadband
glitches and the noise features at 255Hz and 280Hz are removed, giving an
improvement of a factor of ∼ 4 and ∼ 2 respectively.
As shown in table 3.3, there is an improvement in investigation-specific
ranges due to the commissioning. This results in a short catch up time of
0.47 days. These catch up times are small compared to the commissioning down
time, which shows the improvement in the range is significant. For the GRB-like
range there is no significant improvement in the range due to the commission-
ing, in fact the GRB range is slightly worse. This effectively gives an infinite
catch up time for this commissioning, as the deficit in the number of observ-
able sources will not be recovered. Table 3.3 also shows that the vetoes give a
similar improvement for the investigation-specific range as the commissioning.
The improvement in the range due to the vetoes increases the catch up times
to 3.48 days. This catch up time is larger than the commissioning down time,
due to the vetoes giving a similar improvement in range as compared to the
commissioning. For the GRB like range, the vetoes give no significant improve-
ment in range in the same way as the commissioning, so again the catch up time
when including the vetoes is effectively infinite. The reason that neither of these
solutions affected the GRB like range is that the improvement in range in these
narrow frequency bands, or the removal of these bands, is negligible compared
to the variation in the noise between the before and after commissioning times.
Comparing the BDO suspension upgrade and the OMC isolation upgrade,
we can see that although both these noise sources were caused by the same
mechanism the severity of the problem greatly affects how we would decide
to plan commissioning. The very severe BDO suspension upgrade noise source
required immediate commissioning work. Even using a frequency veto to remove
the noise, there was still a considerable improvement in both the GRB-like range
and investigation-specific range from the commissioning. In comparison, the
OMC isolation upgrade noise source did not require immediate commissioning
as there is a simple frequency notch veto that removes the narrow band noise
features. This frequency veto gave a similar improvement in range compared to
the commissioning for the investigation-specific range, and neither solutions gave
a significant improvement on the GRB-like range. Using this veto to maintain
good data quality, the commissioning work can be delayed and performed at a
convenient time to reduce total down time due to commissioning.
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Figure 3.19: Strain noise spectral density for OMC isolation upgrade. A period
of time before the OMC isolation upgrade is shown in blue, while the same
period with two notch vetoes at 245 Hz–265 Hz and 270 Hz–290 Hz is shown
in red. A period of time after the commissioning work was completed is
shown in green. The noise features are well confined to two narrow frequency
bands around 255 Hz and 280 Hz, the notch vetoes were selected to remove
these features from the spectrum.
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Figure 3.20: Cumulative glitch rate for OMC isolation upgrade. A period of time
before the OMC isolation upgrade is shown in blue, while the same period
with two notch vetoes at 245Hz–265Hz and 270Hz–290Hz is shown in
red. A period of time after the commissioning work was completed is shown
in green. The effect on the glitch rate for the vetoes and commissioning is
similar, this shows that both perform well to remove this noise source.
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Figure 3.21: Frequency dependent range for OMC isolation upgrade assuming
E = 10−2 Mc2. A period of time before the OMC isolation upgrade is shown
in blue, while the same period with two notch vetoes at 245 Hz–265 Hz and
270Hz–290Hz is shown in red. A period of time after the commissioning
work was completed is shown in green. The improvement from the vetoes
is at all frequencies because of the removal of broadband glitches, however
we have no sensitivity at the frequency of the notch vetoes. The performance
of the veto and commissioning work are similar when comparing the range,
however the commissioning also gives sensitivity at the frequency of the
notch vetoes.
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(a) Before OMC isolation upgrade
(b) After OMC isolation upgrade
Figure 3.22: Omega-grams for the OMC isolation upgrade. (a) A period of time
before the OMC isolation upgrade normalised by a period of time after the
OMC isolation upgrade. We can see the transient noise in the two bands
around 255Hz and 280Hz. Variations in the alignment of the OMC allow
noise entering the detector through the seismic isolation of the OMC to
be coupled into the GW data channel. (b) A period of time after the OMC
isolation upgrade, where the improved OMC isolation has removed the noise
source.
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3.6.2 Squeezer glitches
GEO 600 is the first large scale interferometric detector to implement squeez-
ing to improve the shot noise limited sensitivity [151]. For an introduction to
squeezing and an explanation of how squeezing can be used to reduce the shot
noise of a Michelson interferometer see section 2.5.8. A squeezed state of light is
injected into the output port of the interferometer (see figure A.1) to replace the
coherent vacuum state that would otherwise be entering this port. If the squeez-
ing is oriented correctly in relation to the electric field inside the interferometer
it will improve the shot noise limited sensitivity of the interferometer [90]; see
figure 2.19. The orientation of the squeezing error ellipse with relation to the
electric field inside the interferometer is controlled to optimise the improvement
for the shot noise limited sensitivity as shown in figure 2.19, and this squeezer
error point is recorded.
A population of glitches was observed that produced broadband noise in
the GW data channel. The noise is short duration and broadband above a few
hundred Hz as shown in figure 3.26(a), in comparison to a time without the
noise in figure 3.26(b). These glitches only occur during times of squeezing
and it was found that these glitches were due to the squeezer malfunctioning
and producing noise that was being injected into the interferometer. Although
the exact cause of this noise is not well understood, it is though that this noise
noise source is caused by some element of control system for the squeezer ellipse
orientation malfunctioning and allowing the squeezer ellipse to move away from
the optimal orientation used to reduce the shot noise.
The squeezer error point RMS increases in coincidence with the periods of
broadband glitches in the GW data channel, and so this auxiliary channel could
be used to produce vetoes to remove these glitches from the data. An investiga-
tion compared the trends of the squeezer error point to the times of the glitches,
testing a number of thresholds. A threshold using a sample rate of one second
was chosen to produce veto segments; these removed only 0.34% of the science
time but vetoed 80% of HACR triggers above 1kHz with SNR≥ 20 during the
S6E/VSR4 science run. This accounted for 4.1% of all HACR triggers during
the S6E/VSR4 science run. The effect of this veto on the spectrum, frequency
dependent range, and cumulative trigger rate are shown in figures 3.23 to 3.25
respectively. The strain noise spectral density is not effected, although the tran-
sient noise events are loud they do not happen frequently enough to make a
significant contribution when averaging over the full 2 hours used for this in-
vestigation; see figure 3.23. The rate of glitches in the 100Hz–3 kHz band with
SNR≥ 20 is reduced by three orders of magnitude, this can be seen in figure 3.24.
A broadband improvement in the frequency dependent range can be seen above
∼ 300Hz, as shown in figure 3.25.
This noise source was removed by a period focused commissioning and main-
tenance on the squeezer bench, lasting ∼ 1.21 days. The effect of this commis-
sioning on the spectrum, frequency dependent range, and cumulative trigger
rate are shown in figures 3.23 to 3.25 respectively. The commissioning gives the
same sensitivity improvement as applying the veto.
In table 3.3 there is an improvement in SN-like range [500Hz–4kHz] and
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Figure 3.23: Strain noise spectral density for squeezer glitches. A period of time
with squeezer glitches is shown in blue, while the same period with vetoes
applied is shown in red. A period of time without these glitches is shown in
green. The transient noise events are loud, but they do not happen frequently
enough to make a significant change to the strain noise spectral density, when
averaged over the full 2 hours used for this investigation.
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Figure 3.24: Cumulative glitch rate for the squeezer glitches. A period of time
with squeezer glitches is shown in blue, while the same period with vetoes
applied is shown in red. A period of time without these glitches is shown
in green. Both the vetoes and commissioning do well to remove the large
number of high SNR glitches that were being produce by this noise source.
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Figure 3.25: Frequency dependent range for the squeezer glitches assuming E =
10−2 Mc2. A period of time with squeezer glitches is shown in blue, while
the same period with vetoes applied is shown in red. A period of time without
these glitches is shown in green. The glitches produce a decrease of up to a
factor of 5 in the frequency dependent range of the detector in the shot noise
limited frequency region about a few hundred Hz.
investigation-specific ranges due to the commissioning. This results in a trivial
catch up time of 0.05 days and 0.07 days for the SN-like range and investigation-
specific range respectively. Also, in table 3.3 the vetoes give a similar improve-
ment in performance for the SN-like and investigation-specific range as the com-
missioning. In the case of the SN-like range the commissioning performs slightly
better, whereas for the investigation-specific range the vetoes perform slightly
better. The different in the improvements for the SN-like range and investigation-
specific range between the vetoes and the commissioning is not significant com-
pared to variations in the noise between the two times. This gives us a very large
catch up time for the SN-like range of 16.3 days and an infinite catch up time for
the investigation-specific range.
From this investigation we can see that for this noise source, the veto and
commissioning give the same strong improvement for both the SN-like range
and investigation-specific range. Therefore the commissioning here was not nec-
essarily required as the veto gives the same improvement in range and cleanly
removes this noise source.
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(a) Squeezer glitches
(b) No squeezer glitches
Figure 3.26: Omega-grams for the squeezer glitches. (a) A period of time con-
taining glitches caused by the squeezer. (b) A period of time without these
glitches. The squeezer is working well to improve the shot noise limited
sensitivity.
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3.6.3 3.5 Hz dither squeezer glitches
Sinusoidal modulations are applied to two degrees of freedom of each of two
of the three BDOs, with all four of these dithers at different frequencies. The
purpose of the dithers are to create small misalignment signals that can be used
by automatic control processes to maintain the alignment of the interferometer
beam to the output mode cleaner. A 3.5Hz dither specifically modulates the
degree of freedom with the largest geometric effect on the squeezer path.
When the 3.5 Hz BDO dither was active and the squeezed light injection was
operating the rate of low amplitude glitches in the shot noise limited frequency
region increased. As can be seen in figure 3.28, the rate of glitches with SNR of
6 increased by a factor of 5. These glitches were not present while the shutter
between the squeezer and the interferometer was closed, nor were they present
after the 3.5 Hz dither was deactivated. The glitch mechanism is not entirely clear,
however there is a strong correlation of glitch occurrence with the dither period.
This can be seen in figure 3.30(a) in comparison to a time without this problem
as shown in figure 3.30(b), and there was no drift in this behaviour over several
months. These glitches do not show up in the Omega-grams because they tend
to be low SNR glitches. A period with these glitches can be seen in figure 3.31(a)
in comparison to a period after the dither was removed in figure 3.31(b). There
is a slight change in both the spectrum and frequency dependent range, as can
be seen in figure 3.27 and figure 3.29, although the difference is minimal. This
change is not fully understood and could possibly be due to something unrelated
since the reference times were separated by a month.
This noise source has no veto as the glitches have low SNR and do not show
correlation with any auxiliary channels, and occur continuously, so the only way
to remove it is to remove the noise source. However, because this occurred
during the S6E/VSR4 science run in 2011, detector observation time was very
valuable and unnecessary commissioning was to be avoided if possible. At the
time, only the elevated glitch rate with squeezer operation was known and not
the dependence on the 3.5 Hz dither. The question arose, whether or not to turn
off the squeezer or to investigate the source of the glitches.
Fortunately during the science run, the ability to carry out studies similar to
those described in this chapter were available. Elements of the coherent Wave-
Burst all-sky burst search analysis [166] were being run on the GEO 600-Virgo
network on a weekly basis. These analyses were providing a figure-of-merit for
the non-stationary elements of the network noise similar to ρ in the integrated
fixed false-alarm probability range defined by equation (3.1) and equation (3.2).
A directed analysis at the 3.5Hz dither squeezer glitches which compared time
intervals with the squeezer shutter open and closed showed that these glitches
were only affecting the network fixed false-alarm probability SNR threshold by
less than 10%. In the single interferometer study shown in figure 3.28 we get
similar results. Since the squeezing at that time was acting to decrease the noise
spectral density of GEO 600 by approximately 20% across the shot noise limited
frequency range (> 500 Hz), we decided that no further action was needed. After
the S6E/VSR4 science run, there was a commissioning break, during which the
optical path from the squeezer to the interferometer was extensively modified to
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Figure 3.27: Strain noise spectral density for 3.5Hz squeezer glitches. A period
of time with glitches is shown in blue while a time without these glitches is
shown in green. These glitches have a small effect on the spectrum, although
this difference is not significant.
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Figure 3.28: Cumulative glitch rate for 3.5 Hz squeezer glitches. A period of time
with glitches is shown in blue while a time without these glitches is shown
in green. There is a decrease in the rate of low SNR triggers when the 3.5 Hz
dither signal has been removed, at SNR 6 the change is a factor of 5.
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Figure 3.29: Frequency dependent range for 3.5Hz squeezer glitches assuming
E = 10−2 Mc2. A period of time with glitches is shown in blue while a time
without these glitches is shown in green. These glitches have a small effect
on the frequency dependent range in the shot noise limited frequency region.
improve the optical isolation and reduce scattered light. After this, the presence
of the 3.5 Hz dither was not sufficient to reintroduce the glitches, nor were they
seen again.
As shown in table 3.3 we can see that there is no significant improvement
in the SN-like range or the investigation-specific range. The difference can be
accounted for by the variations in the noise between the before and after com-
missioning times, here of order 10%. As this noise source was not limiting the
sensitivity of the detector any commissioning down time from working on this
problem would produce a deficit in the number of observable sources that could
not be regained from this commissioning as it will give no improvement in the
range. This was particularly important for this noise source, as it was observed
during the S6E/VSR4 science run while GEO 600 was taking coincident data
with Virgo.
From this investigation we can see that for this noise source, the best solution
was to wait until a period of scheduled commissioning when the 3.5Hz dither
signal could be removed without incurring any additional down time.
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(a) Stacked triggergram with squeezer backscatter glitches
(b) Stacked triggergram without squeezer backscatter glitches
Figure 3.30: Stacked triggergram for the 3.5 Hz squeezer glitches, plotting trigger
time modulo 2 seconds to reveal the 3.5 Hz periodicity. (a) A period of time
when the 3.5Hz dither squeezer glitches were happening, seen as a 3.5Hz
periodicity. (b) A period of time after the 3.5 Hz dither signal was removed;
there is no 3.5 Hz periodicity observable.
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(a) Before the 3.5 Hz dither was removed
(b) After the 3.5 Hz dither was removed
Figure 3.31: Omega-grams for the 3.5 Hz squeezer glitches. (a) A period of time
with the 3.5Hz dither squeezer glitches were happening normalised by a
period of time after the 3.5Hz dither signal was removed. (b) A period of
time after the 3.5Hz dither signal was removed. Glitches from this dither
were low SNR and infrequent, ∼ 10−2 Hz at SNR 6 so individual events are
not clear. As shown in figure 3.30, long stretches of must be stacked to reveal
the periodicity of this noise, and so we do not observe individual events in
these Omega-grams.
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Investigation Range type Before Vetoed before After Catch up from Catch up
[Commissioning [frequency band] range range range commissioning with vetoes
down time (days)] (kpc) (kpc) (kpc) (days) (days)
Beam Direction Optics GRB 51 93 134 1.29 10.3
(BDO) [100Hz–500Hz]
[20.83] Noise specific 54 97 131 1.57 13.7
[80 Hz–600Hz]
Output mode cleaner GRB 169 170 157 ∞† ∞†
(OMC) [100Hz–500Hz]
[1.88] Noise specific 205 304 352 0.47 3.48
[200Hz–300Hz]
Squeezer glitches SN 62 183 188 0.05 16.3
[1.21] [500Hz–4 kHz]
Noise specific 91 254 238 0.07 ∞†
[1kHz–3 kHz]
3.5 Hz dither SN 157 - 177 Undefined∗ Undefined∗
squeezer glitches [500Hz–4 kHz]
[0] Noise specific 144 - 168 Undefined∗ Undefined∗
[500Hz–3 kHz]
Table 3.3: For each investigation in section 3.5 we give the commissioning down time, an astrophysically motivate fixed false-alarm probability
range and a noise source specific frequency band fixed false-alarm probability range, see section 3.3; for a period before commissioning,
the same period before commissioning with vetoes applied, and for a period after commissioning. We also give the catch up times
found using the commissioning solution and found using the veto solution following the method described in section 3.3 and given by
equation (3.4).
† The commissioning did not make a significant improvement over the noise. We therefore assume in this case that the range has not
changed and so the catch up time is effectively∞.
∗ The commissioning work for this investigation was done while other work was happening, so the commissioning time is effectively zero
and the catch up time is not defined.
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3.6.4 Summary
Here we have discussed a small selection of noise investigations undertaken at
GEO 600. In each case, a different strategy for removing the noise contamination
proved optimal.
In section 3.6.1 a frequency dependent veto was used to remove the noise
source caused by the BDO suspensions and the OMC isolation. These notches
removed the noise sources well from both the spectrum and frequency depen-
dent range, but left these bands with zero sensitivity. There was also a clear
understanding of the physical cause for this noise, allowing effective hardware
upgrades to be planned and commissioned. For the BDO noise, commissioning
performed better than the frequency veto, as can be seen in table 3.3, and so
this commissioning was important to effectively remove this noise. On the other
hand, for the OMC noise coupling, the veto performed as well as the commission-
ing at improving the narrow investigation-specific range, but neither affected the
GRB-like range, as can be seen in table 3.3. In this case the commissioning could
have waited until a convenient opportunity, to reduce total down time.
In section 3.6.2 we consider squeezer glitches. An auxiliary channel was
available that was effective at producing veto segments that removed this noise
cleanly. This veto performed as well as the commissioning at removing the noise
source, as can be seen in the range improvements for this investigation in ta-
ble 3.3. Therefore the commissioning was not necessarily required. However, to
remove this noise completely the commissioning could be performed at a conve-
nient time to reduce the total down time. If this type of noise source appeared
during a science run, then commissioning could be delayed if the catch up time
was larger than the expected observing time left in the science run.
In section 3.6.3 we considered 3.5 Hz dither glitches. There was no veto avail-
able to remove this noise source. This was not a problem however, as this noise
source was shown to not limit the sensitivity of the detector, and so could be left
in place. This decision was also take due to the squeezing giving an improvement
in noise spectral density of approximately 20% at the time this noise source was
observed. There was a commissioning solution to this problem, but without a
sensitivity gain available, so this was performed while other commissioning was
already planned and in so doing did not cause any additional down time.
At GEO 600 we were unable to do these investigations at the time that the
noise sources were first observed due to the GEODC group being manpower
limited. This will not be the case for the advanced detectors. The advanced LIGO
and advanced Virgo detector characterisation groups have the opportunity to
evaluate the sensitivity cost of noise phenomena as they appear, and make recom-
mendations about veto/commissioning solutions based on the expected detector
down time versus the possible improvement in sensitivity. This is particularly
important in the lead up to and during the first science runs, while the detectors
are still being brought up to design sensitivity. This requires predictions about
the expected improvements from any commissioning work. A simple way to
do this, in the case of noise features like those observed in section 3.6.1, is to
remove the glitches in the frequency bands affected using a frequency veto and
interpolate over the notch bands, in order to estimate the expected sensitivity
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improvement in the commissioned detector. In the case of transient noises, such
as discussed in section 3.6.2, then applying vetoes is a good estimate of the
expected performance once this noise has been removed. Finally, in the case of
a noise source which does not limit the sensitivity of the detector as observed
in section 3.6.3, this noise source can be monitored until it is convenient to do
the required commissioning without inducing any additional down time. These
predictive methods will be discussed further in [165].
When applying this method to advanced LIGO and advanced Virgo, there
are many other factors that come into play when planning commissioning. This
method is just one way to measure the urgency of performing commissioning
to remove a particular noise source, but factors such as commissioning time,
commissioning cost, man power, and other possible benefits such as improved
detector stability from the commissioning will need to be taken into account.
This method is proposed to complement these other factors which must be taken
into account when planning commissioning activities. We have shown in this
section that by intelligently guiding commissioning decisions using detector char-
acterisation of noise sources as they are discovered in the advanced LIGO and
advanced Virgo detectors, we can help to increase the number of observable
sources.
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In this chapter we present the methods and results of a search for GWBs associ-
ated with GRBs using the GEO 600 detector in combination with the LIGO and
Virgo detectors. In section 4.1 we outline some of the potential mechanisms
for producing GW signals in GRBs that are most interesting for an unmodelled
search using GEO 600 data. In section 4.2 we give a brief introduction to the
standard package used to search for unmodelled GWs associated with GRBs, the
X-P I P E L I N E analysis package. In section 4.3 we give details of an analysis of 78
GRBs which were detected between 4th Nov 2005 and 3rd Nov 2011 and which
occurred in periods when only GEO 600 and one of the LIGO/ Virgo detectors
were operating.
4.1 Gamma-Ray Bursts
In this section we outline some of the mechanisms for GW production in GRBs,
which are the source for the analyses reported in this chapter. All of the analyses
performed here include the GEO 600 detector which has modest sensitivity at
low frequencies (< 500Hz) compared to the LIGO and Virgo detectors, so we
mainly focus on sources of GWs at higher frequencies from a few hundred Hz up
to a few thousand Hz. There exist several plausible models for GW emission at
these frequencies which could be strong enough to be detected by ground based
GW detectors.
The progenitors of short GRBs are believed to be associated with the merger
of a NS either with another NS or a BH. The recent observation of kilonova
associated with GRB 130603B [167, 168] gives support to this progenitor model.
The inspiral phase of these mergers is expected to be a bright source of gravita-
tional radiation [169]. Although most of the GW energy flux from the inspiral
occurs at frequencies below 500 Hz, numerical simulations of BNS mergers have
shown that substantial GW emission can occur at frequencies greater than 1 kHz
[170, 171]. BNS mergers may result in the formation of a hyper-massive neu-
tron star, which can produce strong GW emission as it collapses to a black hole
[172, 173]. Up to a few percent of short GRBs with unknown redshifts could be
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produced by giant flares from a local population of soft gamma-ray repeaters
(SGRs) which are expected to produce some GW energy (® 10−8 Mc2) in the
1kHz range. This is detectable only on Galactic scales [34, 174, 175, 176].
The progenitors of long GRBs are core-collapse supernovae in rapidly rotat-
ing massive stars [177, 178, 32, 33]. Simulations of core-collapse supernovae
indicate several methods for GW emission at frequencies of several hundred
Hz to 1kHz, but the amplitude of the emission is highly uncertain [23]. The
most optimistic emission models arise from the pulsations of a proto-neutron
star core, which may release ∼ 10−7 Mc2 in GWs in a narrow frequency band
around 1kHz [179, 180]. One of the most extreme scenarios for GW emission
from long GRBs is dynamical fragmentation of a rapidly differentially spinning
stellar core-collapse, producing a coalescing system of two protoneutron stars
[37, 38]. Although this scenario is unlikely [39], the GW emission would be
very strong producing 10−2 Mc2 to 10−1 Mc2 of energy in GWs in the 50Hz–
1kHz frequency band. The so-called bar mode instability, in the l = 2, m = 2
non-axisymmetric mode, is an optimistic model for GW emission in extreme
core-collapse supernovae, producing GWs in the 500Hz–2kHz frequency band
[40, 38]. If the deformation remains coherent for ∼ 100 ms, EGW ∼ 0.1Mc2
could be emitted at 1 kHz.
SGR are believed to be highly magnetized neutron stars (magnetars). Signifi-
cant energy could be emitted as GWs in SGR giant flares, this could occur during
excitation of the stars non-radial modes, producing GWs with kHz-frequencies
[181, 182, 183]. Theoretical upper limits have been set on the emitted energy
in GWs from SGRs of 10−7 Mc2 [182] and 10−6 Mc2 [184]. Searches for GWs
associated with SGRs have been performed [54, 52].
Both short and long GRBs are expected to result in the formation of a black
hole with an accretion disk. Instabilities in the accretion disk can emit significant
energy in GWs, perhaps 10−2 Mc2. Various semi-analytical scenarios have been
proposed which produce up to 10−2 Mc2 in GWs, all of which correspond to
some rotational instability developing in the accretion disk or central engine. An
accretion disk that cools rapidly enough to become self-gravitating may fragment
into one or more smaller bodies and generate an inspiral-like signal that persists
to higher frequencies (∼ 1kHz) [41]. Instead of an accretion disk, a torus may
form around the black hole and convert up to 0.1 Mc2 of the spin energy of the
black hole into GWs in the 1 kHz–2 kHz band [185, 186]. Numerical simulations
have produced similar signals [187, 170]. Finally, the in fall of matter from a
rapidly-rotating accretion disk could produce GWs in the∼ 700 Hz–2.4 kHz band
[188].
4.2 X-P I P E L I N E
In this section we give details of the search algorithm X-P I P E L I N E [189, 44],
which is an externally triggered coherent GWB analysis pipeline. X-P I P E L I N E
has previously been used in a number of LIGO-Virgo searches for GWBs [53,
43, 55, 190, 57]. Section 4.2.1 gives details of the inputs that are required to
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run an analysis using X-P I P E L I N E. Section 4.2.2 gives details on time-frequency
map generation and the process for identifying signal and noise transients in
the data. Section 4.2.3 gives the formulation used to describe the data streams
from a network of GW detectors. Section 4.2.4 gives details on the dominant
polarisation frame and the coherent likelihoods. Section 4.2.5 gives details on
the coherent veto tests used to separate signal from noise. Section 4.2.7 gives
details on the closed box analyses and tuning procedure used by X-P I P E L I N E.
Section 4.2.6 gives details on the procedure for identifying candidate events, and
producing upper limits in the case of no detection. This section draws heavily
from [189], which gives a full description of X-P I P E L I N E.
4.2.1 X-P I P E L I N E Analysis Inputs
Externally triggered searches use the known time and sky position of a externally
observed event such as a GRB to conduct a focused search in data for GWs
consistent with that time and sky position. This reduces the parameter space
that has to be analysed, so reducing the computational cost for the search. In
principle, as the event has been measured using multiple techniques (GW and
EM) we may gain more insight into the nature of the source, than if the detection
was made using just GWs. Parameters for a particular event such as time, sky
position, sky position uncertainty, and in the case of GRBs the T90
1 are fed into
X-P I P E L I N E.
Data from GW detectors surrounding the time of a GRB is separated into
an on-source region, the time in which we would expect to observe a GW signal
associated with the GRB, and an off-source region, an interval around the trigger
time (excluding the on-source) that is used to characterise the detector back-
ground. Here we typically use an on-source window of [−600,+60] s around
the trigger time and an off-source window of [−1.5,+1.5]hr around the trigger
time, unless otherwise stated. For very long-lasting GRBs, the off-source window
is extended to include the entire T90 time after the trigger time.
4.2.2 Time-Frequency Maps and Trigger Identification
Data from each of the GW detectors is whitened, using a linear predictor error
filter, and then time-shifted according to the light travel time for the trigger sky
position, so that a GW signal is simultaneous in each of the detector data streams.
The data is divided into 50% overlapping segments and Fourier-transformed,
producing time-frequency maps for each detector. X-P I P E L I N E then produces
linear combinations of the time-frequency maps which maximise or minimise
the SNR of GW signals in the data.
To identify candidate GW signals in these time-frequency maps clustering is
used. For the pixels in the time-frequency map of the detection statistic, such as
ESL (discussed in section 4.2.4), a threshold is applied to select some percentage
of the map pixels, typically 1% of the pixels with the highest value of the detec-
tion statistic, which are marked as “black”. Black pixels that share a boundary or
1the period in which 90% of the energy from the GRB is observed.
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Figure 4.1: Time frequency map with “black” pixels grouped into three clusters.
Next-nearest neighbour black pixels are grouped into clusters, here each
cluster is give an different hatching pattern.
corner are grouped into clusters, this is called next-nearest neighbour clustering,
see figure 4.1. This procedure is appropriate for GWBs which are likely to be con-
tinuous in the time-frequency plane. These clusters are assigned a “significance”,
which is a measure of the likelihood of the cluster being a GW signal; this is
used to compare clusters to determine which is the “loudest”. For most choices
of detection statistic, the significance is defined to be the statistic value. It’s dif-
ferent only for the so-called projection likelihoods (ESL, E+, E×, Etot (discussed in
section 4.2.4)) where the cumulative probability distribution in Gaussian noise
is known analytically; in these cases the significance is defined as the cumulative
probability at the measured detection statistic.
This procedure is repeated for a number of different fast Fourier transform
(FFT) lengths and for each sky position. We repeat with multiple FFT lengths
because the shape of the GW signal is not known a priori, and the optimal pixel
size is that which contains the signal in the minimum number of pixels, this helps
to reduce pollution of the statistics from noise. Once clusters for each FFT length
have been produced, they are compared in a second level of clustering where
clusters which overlap in the time-frequency plane are discarded keeping only
the cluster with the largest significance.
4.2.3 Detector Data Streams
In the presence of a GW signal, h+(t, ~x), h×(t, ~x) from the direction Ωˆ, the data
streams from a detector α= [1, . . . , D] can be written as the linear combination
of the GW signal and noise nα:
dα(t +∆tα(Ωˆ)) = F
+
α (Ωˆ)h+(t) + F
×
α (Ωˆ)h×(t) + nα(t +∆tα(Ωˆ)) . (4.1)
Here F+α (Ωˆ), F
×
α (Ωˆ) are the antenna response functions which describe the direc-
tional sensitivity of the detector to the plus and cross polarisations respectively.
∆tα(Ωˆ) is the time delay between the signals arrival at the detector at position
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~rα and some arbitrary reference position ~r0:
∆tα(Ωˆ) =
1
c
(~r0−~rα) · Ωˆ . (4.2)
The one-sided noise power spectral density Sα of the noise n˜α is¬
n˜∗α[k]n˜β[k
′]
¶
=
N
2
δαβδkk′Sα , (4.3)
where the “˜” denotes the Fourier transform, k is the discrete Fourier frequency
and we use angled brackets to indicate an average over noise instantiations.
In the whitening step, the Fourier transformed data streams d, noise n, and
the antenna factors F are divided by the frequency-dependent sensitivity of each
detector. It is convenient to define the noise-spectrum weighted quantities
d˜wα[k] =
d˜α[k]Æ
N
2
Sα[k]
, n˜wα[k] =
n˜α[k]Æ
N
2
Sα[k]
, F+,×wα [Ωˆ, k] =
F+,×α [Ωˆ, k]Æ
N
2
Sα[k]
, (4.4)
in this way the search accounts for differences in detector sensitivity which are
frequency dependent. We also define the normalisation of the whitened noise¬
n˜∗α[k]n˜β[k
′]
¶
= δαβδkk′ . (4.5)
Using this notation we can write equation (4.1) in the simple matrix form
d˜ = F h˜+ n˜ , (4.6)
where we have dropped the indices for frequency and sky position. The boldface
symbols d˜, F , n˜ refer to noise-weighted quantities that are vectors or matrices
on the space of detectors:
d˜ ≡

d˜w1
d˜w2
...
d˜wD
 , h˜ ≡

h˜+
h˜×

, n˜ ≡

n˜w1
n˜w2
...
n˜wD
 , (4.7)
and
F ≡  F+ F× ≡

F+w1 F
×
w1
F+w2 F
×
w2
...
...
F+wD F
×
wD
 . (4.8)
Note that these are for a single frequency bin of the data from the network and
for a fixed sky position. So each of these quantities is both a function of frequency
and sky position, and all information about the sensitivity of the network as a
function of both frequency and sky position is contained in the matrix F .
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Figure 4.2: Space of noise-weighted detector strains d˜. The GW plane is shown
in green. The magenta line represents an example of measured data d˜. The
dashed lines show the projection of the data vector into the GW plane and
the null space [189].
4.2.4 Dominant Polarisation Frame and Likelihoods
A single time-frequency sample of data d˜ from a network of D detectors can be
treated as a vector in a D-dimensional space. F+ and F× span a two-dimensional
subspace, which can be used as a starting point for constructing a convenient
basis for writing detection statistics.
Equations (4.6) to (4.8) are valid for any choice of polarisation basis. So
we can make the specific choice called the dominant polarisation frame (DPF),
which is particularly convenient for coherent analysis. The DPF is constructed
from the two-dimensional subspace defined by F+ and F×, referred to as the GW
plane. We choose one vector f + along the direction in which the network has
maximum antenna response and an orthogonal vector f × along the direction in
which the network has minimum antenna response. In the presence of a GW the
data vector d˜ will have some component which caused by the GW signal, this
can be separated from the rest of the data by the projection of d˜ onto the GW
plane. Uncorrelated noise between detectors in the data vector d˜ can be partially
separated from the rest of the data by the projection onto the null space which is
orthogonal to the GW plane.
In the case of a three detector network this can be visualised as shown in
figure 4.2, where the DPF unit vectors are defined as e+ ≡ f +/| f +| and e× ≡
f ×/| f ×|. The total energy in the whitened data is given by
Etot ≡
∑
k
d˜2 , (4.9)
where k is the sum over all time-frequency pixels analysed. The plus energy
projection likelihood,
E+ ≡
∑
k
e+ · d˜2 , (4.10)
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and cross energy projection likelihood,
E× ≡
∑
k
e× · d˜2 , (4.11)
give respectively the plus and cross polarisation GW energy in the whitened data
that is consistent with the hypothesis of a GW from a known sky position. These
are useful for discriminating between signal and noise as large values of E+ or
E× are inconsistent with Gaussian-noise and imply the presence of a “+” or “×”
polarised GW respectively.
The standard likelihood is the sum of E+ and E×. Physically, it is the maximum
energy in the whitened data that is consistent with the hypothesis of a GW of
any polarisation from a known sky position
ESL ≡
∑
k
he+ · d˜2+ e× · d˜2i . (4.12)
Projections from Etot to ESL remove some fraction of the noise with energy Enull
without removing any signal component, as shown in figure 4.2. This component
is the null energy,
Enull ≡
∑
k
(e+× e×) · d˜2 . (4.13)
Enull can be interpreted as the minimum energy in the whitened data that is
inconsistent with the hypothesis of a GW of any polarisation from a known sky
position.
Coherent methods [158, 189], which were first introduced to the problem
of GW detection in [191], combine the data streams from multiple detectors
before producing a single candidate event list for the whole network. Coherent
methods have some advantages over incoherent methods such as improved back-
ground rejection [192] and GWB waveform reconstruction, but they are more
computationally costly. This is because the number of coherent combinations is
a function of the sky position, of which there are ¦ 103 resolvable sky positions
in the entire sky, and the need for re-analysis of data with unphysical time shifts
to estimate the background due to noise. The analysis must be repeated over a
grid of positions covering the sky position uncertainty region of the “external
trigger” being analysed, such as a GRB. The computational cost is kept modest
for an externally triggered analysis as the time and sky position of a trigger is
often well constrained. When searching for high frequency GWs from GRBs with
large sky position uncertainty regions, we need to use a new method to reduce
the computational cost; this is described in section 4.3.4.
4.2.5 Incoherent Energies and Background Rejection
Coherent likelihoods such as ESL and Enull contain both cross-correlation terms
d˜
∗
αd˜β ,α 6= β

and auto-correlation terms

d˜
∗
αd˜α

. For each coherent energy E
we define a corresponding incoherent energy I by discarding the cross-correlation
terms in equations (4.10) to (4.13). For uncorrelated glitches the cross-correlation
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terms are expected to be small compared to the auto-correlation terms. This al-
lows us to use the coherent and incoherent energies to construct vetoes tests
that can be used to separate signal from background.
For GWs the relationship between the coherent and incoherent null energy
is given by
Enull Inull , (4.14)
whereas for glitches
Enull ' Inull . (4.15)
From these behaviours we can construct a simple background rejection test
[192]
Inull
Enull
> r , (4.16)
where r is a constant > 1. An example can be seen in figure 4.3. This test is
efficient at removing large amplitude glitches.
Another test used by X-P I P E L I N E is the α test. For a loud signal of amplitude
A, energy dependent quantities have an A2 dependence,
E ∝ A2 , (4.17a)
I ∝ A2 , (4.17b)
E − I ∝ A2 . (4.17c)
On the other hand, for a glitch of amplitude A in a single detector, the difference
E − I involves only cross terms between the glitch and Gaussian noise in the
other detectors. For large amplitude glitches,
E ∝ A2 , (4.18a)
I ∝ A2 , (4.18b)
E − I ∝ A . (4.18c)
This difference in behaviour for the signal and glitches in the cross-correlation
term E − I can be used to construct a family of functions,
|E − I |
(E + I)α
= r . (4.19)
Where r is a constant, and α takes a values in the range [0.5,1]. For α = 1 we
find that a constant fraction of all signals are rejected by this cut, and the fraction
of glitches rejected decreases with amplitude. For α= 0.5 we find the opposite,
that a constant fraction of all glitches are rejected by this cut, and the fraction of
signal rejected increases with amplitude. A value of α = 0.8 is chosen to reject
loud glitches while keeping the best detection sensitivity for loud signals [193].
Equivalent tests can also be used with the other coherent energies to separate
signal from noise as well as other (non-linear) thresholds in the I , E plane. In
this search the linear (straight-line) and α tests are used.
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Figure 4.3: Inull vs. Enull for background events (+) and simulated gravitational
wave bursts (2) for a sample GRB search. The colour of the symbols rep-
resents the significance associated with each event, with redder (darker)
colours representing higher significance. The dotted line shows the I = E di-
agonal. The dashed line shows the threshold selected by X-P I P E L I N E to sep-
arate background and signal; all events that fall below this line are discarded
[189]. Note that this test is particularly effective at rejecting high-significance
background events (top right)
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4.2.6 Detection Procedure and upper limits
To make a detection claim, we need to be able to claim with high confidence that
a cluster is inconsistent with the background noise. To estimate the distribution
of our detection statistic due to background the off source data is artificially time
shifted between the detectors by a few seconds up to a few hundred seconds and
the time-frequency analysis (cluster identification) process is repeated. The total
effective live time analysed typically in time shifts is > 1000 times the on-source
duration. This procedure allows estimation of false alarm probabilities at the
sub 1% level. The off-source region is analysed by splitting it into chunks of the
same duration as the on-source; the loudest surviving cluster in each chunk is
identified, which makes up the cumulative background distribution C(Smax) of
loudest significances from all off-source chunks. A threshold is set on C(Smax) so
that the probability of an event being produced with this significance by noise
alone is less than 1%. The cluster in the on-source region which has survived
veto cuts with the largest significance, Sonmax, is compared to the cumulative back-
ground distribution C(Smax) of loudest significances measured using background
noise. If the significance C(Sonmax) of the loudest cluster is above the threshold,
then that cluster is considered as a GWB detection candidate. The p-value (false-
alarm probability) is defined as the probability of obtaining an event with equal
or larger detection statistic in the on-source, given the background distribution,
under the null hypothesis. The events with the smallest p-value are subjected to
additional follow-up studies to determine if the events can be associated with a
noise artefact, for example due to environmental disturbances.
If no statistically significant signal is found in the on-source region, then we
set a frequentist upper limit on the strength of GWs associated with the GRB. We
define the root-sum-squared GW amplitude hrss by
hrss =
s∫ ∞
−∞

h2+(t) + h
2×(t)

d t ,
=
È
2
∫ ∞
0

h˜2+( f ) + h˜
2×( f )

d f . (4.20)
Since hrss has units of Hz
−1/2, the same as the amplitude spectra, it is a convenient
quantity for comparing to the detector noise curve. For narrow-band signals, the
hrss can also be linked to the energy emitted in GWs under the assumption of
isotropic radiation,
E isoGW '
pi2c3
G
D2 f 20 h
2
rss , (4.21)
where D is the distance to the source and f0 is the dominant frequency of the
radiation [164].
In order to determine the sensitivity of the analysis, simulated GWBs are
added into the data. The injections are performed over the 1σ sky position
uncertainty region following a Fisher distribution. Simulated GW signals are
injected into data with a range of different hrss amplitudes. The 90% confidence
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Generate random parameters for
injection waveforms with fixed hrss.
Add waveforms one by one to the
on-source data and determine largest
significance S associated with injection.
Compute percentage of in-
jections that have S ≥ Sonmax.
Repeat for each hrss amplitude.
The 90% confidence level up-
per limit is the hrss value for
which 90% of the injections
have S ≥ Sonmax.
Figure 4.4: The procedure for setting upper limits.
level upper limit is the hrss for which 90% of the injections have S ≥ Sonmax. This
procedure is shown in figure 4.4.
Equation (4.21) can be re-arranged to be used to calculate the exclusion
distance for a particular source model, assuming a value for E isoGW. For GRBs an
isotropically distributed energy of E isoGW = 10
−2 M c2 is often used as an optimistic
estimate, see section 4.1 [43]. It is also assumed that the GRB is a rotating
emitter with the axis of rotation pointing roughly towards the observer, which
will yield circularly polarised GWs [194]. For a GW at frequency f0 this gives the
exclusion distance
Dexclusion '
È
GE isoGW
pi2c3 f 20 h
2
rss
. (4.22)
4.2.7 Tuning and Closed-box Analysis
We aim to tune the coherent glitch vetoes to optimise the trade off between
glitch rejection and signal acceptance. This is done using an exhaustive test of
trial thresholds for the coherent veto tests, equations (4.16) and (4.19) and
selecting the threshold combination that gives the lowest expected upper limits
estimated using injections and off-source segments. This is done using a closed
box procedure, where the sensitivity of the pipeline is estimated using an off-
source and injection data but not on-source data; this blind tuning avoids biasing
the upper limits. For this closed box analysis the off-source segment that gives the
loudest even closest to the 95th percentile of the off-source Smax is used in place
of the true on-source segment which is referred to as the “dummy on-source”.
This procedure is shown in figure 4.5.
4.3 Leveraging the GEO 600 Detector to Search for
Gravitational Waves from Gamma-Ray Bursts
In this section we report on a search for GWs associated with GRBs using data
from the GEO 600, LIGO, and Virgo GW observatories in the frequency range of
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The off-source chunks and injection
clusters are divided randomly into
two equal sets, one for tuning and
one for upper-limit estimation.
For each coherent veto test we select
a discrete set of trial veto thresholds.
Apply coherent veto test and data
quality vetoes to the background
clusters from each of the tuning
off-source chunks. The collection
of loudest surviving clusters from
each chunks gives us C(Smax)
for that set of trial thresholds.
Determine the off-source chunk
that gives the cluster closest to the
95th percentile of the off-source
Smax. This off-source chunk is
termed the “dummy on-source”.
The dummy on-source clusters and
the tuning injection clusters are read
and the coherent vetoes and data
quality (DQ) vetoes are applied to
each. The upper limit is computed,
see figure 4.4, treating the dummy
on-source as the true on-source.
The final, tuned veto thresholds are
the ones that give the lowest upper
limit based on the dummy on-source
clusters. This is averaged across all
families of waveforms used for tuning.
To get an unbiased estimate of the
expected upper limit, we apply the
tuned vetoes to the second set of
off-source and injection clusters,
which were not used for tuning.
Repeat for each combination of
trial thresholds.
Figure 4.5: The procedure for the closed box analysis.
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64Hz–1792Hz. The analysis is an externally triggered search for GWBs associ-
ated with GRBs which occurred between April 2006 and October 2011, and is the
first GRB analysis performed using data from an interferometer implementing
squeezing (see section 2.5.8). The linear sky grid method which is used for the
search in this section was implemented into the search pipeline by a number
of people included in the author list of [153], particularly Daniel Hoak who co-
authored [153] and lead the implementation of the linear sky grid method. This
section draws from Ref. [153] which is currently in preparation.
4.3.1 Gamma-ray Burst Sample
The GEO 600 detector operated with a high duty cycle from 2006 to 2011, with
occasional short breaks for invasive configuration changes and instrumental
upgrades. The LIGO and Virgo observatories have taken data in a series of science
runs, during which the detector is kept in its most sensitive state, separated by
periods of intense commissioning activity. The fifth LIGO science run (S5) started
on 1st November 2005 and ended on 1st October 2007. During S5 the H1, H2,
and L1 interferometers operated near their design sensitivity, with duty cycles
of approximately 70%. The H2 instrument ceased data-taking operations in July
2009. The sixth LIGO science (S6) run was held from 7th July 2009 to 20th
October 2010. In S6, the H1 and L1 were operated with duty cycles of 52% and
47% respectively, and both surpassed their sensitivities from S5.
The first Virgo science run (VSR1) started 18th May 2007 and ended 1st
October 2007. The second Virgo science run (VSR2) was held from 7th July 2009
to 8th January 2010, and the third Virgo science run (VSR3) was held from 11th
August 2010 to 19th October 2010. The fourth Virgo science run (VSR4) was
held from 20th May 2011 to 5th September 2011 and was immediately followed
by an Astrowatch period that ended on 3rd November 2011. Virgos duty cycle
was 71% for VSR2-4. This is summarised in table 4.1.
Figure 4.6 shows typical sensitivities, in terms of noise spectral density, of the
GEO 600, LIGO, and Virgo interferometers during these science runs.
The sample of GRBs analysed in this chapter was obtained from the gamma-
ray burst coordinates network (GCN) [195], supplemented by the Swift and
Fermi trigger databases [196]. Most of the GRBs were detected by Swift [197]
and Fermi [198] satellites, and a single event came from INTEGRAL [199].
4.3.2 Including GEO 600 in a Gamma-ray Burst Analysis
GRBs that occurred when two or more of the LIGO or Virgo interferometers were
operating in a resonant and stable configuration were previously analysed for
GW counterparts [64, 43]. GEO 600 was not used in previous searches for GWs
associated with GRBs due to its lower sensitivity compared to the LIGO and Virgo
detectors. Our first task is to determine if GEO 600 data could improve the limits
already set for these GRBs. Here we reprocess the GRBs from the S6D/VSR3
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Name
UTC Start UTC End
Dur. (s) Network
time (GPS) time (GPS)
S5/VSR1
04-11-2005 01-10-2007 60076801 H1H2G1L1V1
16:00:00 00:00:00
(815155213) (875232014)
S6A/VSR2
07-07-2009 01-09-2009 4762800 H1G1L1V1
21:00:00 00:00:00
(931035615) (935798415)
S6B
01-09-2009 12-01-2010 11570400 H1L1V1†
00:00:00 22:00:00
(935798415) (947368815)
S6C
16-01-2010 26-01-2010 13915800 H1G1L1
00:00:00 01:30:00
(947635215) (961551015)
S6D/VSR3
26-01-2010 21-10-2010 10108800 H1G1L1V1
00:00:00 00:00:00
(961545615) (971654415)
S6E/VSR4
03-06-2011 03-11-2011 13227255 G1V1
21:00:00 23:14:15
(991170015) (1004397270)∗
Table 4.1: Dates of S5 and S6 science runs including list of available detectors.
† G1 was out of commission during S6B due to installation of the OMC.
∗ S6E/VSR4 was extended from the official end data 05-09-2011 05:00:00
(999234015) with an Astrowatch period.
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Figure 4.6: Typical strain sensitivity spectrum of the detectors used in this analysis.
GEO 600 is shown at two epochs from the S5 (2007-02-09) and S6 (2011-06-
03) science runs. The x-axis scale is chosen to match the search bandwidth.
science run including GEO 600 to compare the sensitivity of different detector
network combinations including G1.
In figures 4.7 to 4.9 we show the 50% and 90% upper limits for the GRBs
analysed in S6D/VSR3 using three different injection waveforms, for different
detector networks. We can see that by including G1 in the detector network
(comparing the H1L1V1 and G1H1L1V1 network results) there is little difference
in the results, which shows that G1 does not help to improve the upper limits of
these analyses. The real value of G1 is its large duty cycle; because of this there
is a subset of GRBs that were previously un-analysable as only one of the LIGO
and Virgo detectors was taking data. In our preliminary tests there were 26 GRBs
that were analysable when using only the LIGO and Virgo detectors and 17 GRBs
that were “recoverable” by including G1 in the network. These results showed
similar upper limits for the high frequency sine-Gaussian injections compared to
the 26 H1L1V1 GRBs, figure 4.8, and upper limits an order of magnitude larger
for the lower frequency sine-Gaussian and BNS injections, figures 4.8 and 4.9.
By including G1 in the network and analysing GRBs with a two detector network
the number of observable GRBs in S6D/VSR3 is increased by 65%.
This behaviour matches what we might expect as GEO 600 has a higher
frequency sensitive band than the LIGO and Virgo detectors; GEO 600s sensitivity
during S6D/VSR3 above 1 kHz was only a factor of 2 away from the other large
scale ground-based detectors. At lower frequencies, below 500 Hz, GEO 600 has
relatively poor sensitivity so our analyses will be insensitive at these frequencies
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Figure 4.7: The 50% and 90% upper limits for 150 Hz Gaussian modulated sinu-
soids that are the standard injection waveform type for burst searches. We
show the GRBs analysed with the H1, L1 and V1 network (blue diamonds),
G1, H1, L1 and V1 network (green squares), and the two detector networks
using G1 and one of H1, L1 or V1 (red circles). We see that adding GEO 600
to the analysis does not improve the sensitivity of a search (comparing blue
diamonds and green squares), however using GEO 600 allows us to analyse
a new population of GRBs (red circles). For the GRBs analysed with G1 plus
one other detector we can only set upper limits limits a factor of ∼ 10 larger
than for the LIGO-Virgo network analyses for low-frequency circular sine-
Gaussian (CSG) waveforms. This is due to the poor low-frequency sensitivity
of GEO 600 compared to the LIGO and Virgo detectors, see figure 4.6.
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Figure 4.8: The 50% and 90% upper limits for 800 Hz Gaussian modulated sinu-
soids that are the standard injection waveform type for burst searches. We
show the GRBs analysed with the H1, L1 and V1 network (blue diamonds),
G1, H1, L1 and V1 network (green squares), and the two detector networks
using G1 and one of H1, L1 or V1 (red circles). We see that adding GEO 600
to the analysis does not improve the sensitivity of a search (comparing blue
diamonds and green squares), however using GEO 600 allows us to analyse
a new population of GRBs (red circles). For the GRBs analysed with G1 plus
one other detector we can set upper limits of the same scale as for the LIGO-
Virgo network analyses for high-frequency CSG waveforms. This is due to
the high-frequency sensitivity of GEO 600 being comparable to the LIGO and
Virgo detectors, see figure 4.6.
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Figure 4.9: The 50% and 90% upper limits for BNS inspiral injections. We show
the GRBs analysed with the H1, L1 and V1 network (blue diamonds), G1, H1,
L1 and V1 network (green squares), and the two detector networks using G1
and one of H1, L1 or V1 (red circles). We see that adding GEO 600 to the anal-
ysis does not improve the sensitivity of a search (comparing blue diamonds
and green squares), however using GEO 600 allows us to analyse a new pop-
ulation of GRBs (red circles). For the GRBs analysed with G1 plus one other
detector we can only set upper limits limits a factor of ∼ 10 larger than for
the LIGO-Virgo network analyses for binary neutron star inspiral injections.
This is due to the poor low-frequency sensitivity of GEO 600 compared to the
LIGO and Virgo detectors, see figure 4.6.
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due to the sensitivity mismatch between GEO 600 and the other detectors. These
tests show that because G1 has comparable sensitivity to LIGO, Virgo at high
frequencies, networks including GEO 600 are well suited for the detection of high
frequency (≥ 500 Hz) GWs. Therefore we decide to analyse these “recoverable”
GRBs with the view to search for high frequency GWBs.
Here we analyse GRBs which were observed from 2006–2011 when GEO 600
plus one other observatory was taking science-quality data. GRBs that occurred
when two or more of the LIGO or Virgo detectors were observing we previously
analysed for GW counterparts [64, 43]. No distinction is made between short
GRBs and long GRBs and the analysis is performed without regard to the ob-
served GRB fluence or red shift (if known). GW data segments which are flagged
as being of poor quality are excluded from the analysis, and GRBs for which
there is insufficient data surrounding the GRB trigger time are not analysed. In
total, 78 GRBs were analysed, about ∼ 5% of which have associated red shift
measurements. The results of the analysis of these GRBs is summarised in the
section 4.3.5.
4.3.3 GEO 600 Data Quality
As GEO 600 had not previously been used for analyses in all of the epochs from
S5–S6E, science segments and data quality vetoes had to be constructed for each
of the science runs. To do this the state vector, which records information about
the status of the detector, was used decomposed into its bit components and
used to construct the required segments. For S5/VSR1, S6A/VSR2, S6C, and
S6D/VSR3, science segments are defined as times when the detector is in lock
and both hardware and software maintenance flags are off.
For S6E/VSR4 science is defined differently due to the data quality vector
being updated to incorporate the status of the squeezer after its installation in
2011 [151]; for a brief description of squeezing see section 2.5.8. In this science
run, science segments are defined as times when the detector is in lock and both
hardware and software maintenance flags are off, and the squeezing flag is ei-
ther on or off. This final requirement results in there being two distinct science
segment lists for GEO 600 during S6E/VSR4. This distinction is made due to the
requirement that the off source segment for an analysis gives a good represen-
tation of the noise during the on-source segment. In the case that squeezing is
turned on or off, this can change the strain sensitivity of GEO 600 in the shot
noise limited frequency band by up to 30%. Therefore, by using two separate
science segments lists, these two detector states are treated as if they were two
separate detectors, thus eliminating this problem. During this analysis we ac-
tually found that this did not affect any of our GRB analyses, this was due to
the squeezer being either primarily on or off for large blocks of time during the
science run and so there were no cases where it changed between these states
during the analysis window of a GRB. This is an important point to note for
future analyses using the advanced LIGO detectors if they implement squeezing.
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4.3.4 Changes to the Search Method for High Frequency anal-
yses
The coherent analysis algorithm used in this search is X-P I P E L I N E [189], which
we give a brief introduction to in section 4.2. The overall search procedure
follows that used in previous unmodelled searches for generic GWs signals during
the S5-VSR1 [64] and S6-VSR2,3 [43] science runs. In this section we give
a brief description of the analysis pipeline and introduce new techniques to
accommodate the high frequency sensitivity of the GEO 600 detector and the sky
localisation uncertainties of the Fermi gamma-ray burst monitor (GBM).
Data from GW detectors surrounding the time of a GRB are divided into an
off-source region, which is used to characterise the transient signal background
around the time of the GRB, and an on-source region, which is searched for GW
signals. To allow for possible GW precursors from, for example, the core-collapse
SN associated with long GRBs, the on-source window is [−600,+60] s around
the onset time of the GRB event. For very long-lasting GRBs, the window is ex-
tended to include the entire T90 time of the event. This is the time interval over
which 90% of the energy from the GRB is observed. The standard off-source
window is [−1.5,+1.5]hr around the time of the GRB trigger, excluding the on-
source window. To estimate the rate of background events with large significance,
the analysis of the off-source data is repeated many hundreds of times, with un-
physical time-shifts of > 3s applied to the detector data. A typical search will
perform O(1000) time-shifts of the off-source region, which robustly estimates
the background event rate down to a false-alarm rate (FAR) below 10−6 Hz. Cal-
culating the background distribution for each GRB is the most computationally
intensive portion of the search.
For the Fermi GBM, the 95% containment region can cover hundreds square
degrees [200], which presents specific difficulties when searching for signals
with frequencies larger than a few hundred Hz. In a coherent search for GWs
associated with GRBs, performing the analysis with an incorrect sky location can
reduce the significance of a GW signal in two ways.
First, the sensitivity of each detector to the polarisations of GWs from the sky
location of the GRB will be incorrectly accounted for. This can result in loss of
coherent signal energy when the time-frequency maps are combined. Over most
of the sky, the antenna factors for GW observatories change slowly as a function
of sky location (usually a percent over a few degrees). Empirical tests of the
robustness of our coherent detection statistic to variations in sky localisation of
several degrees indicate that the loss of signal is of order a few percent, for the
majority of positions on the sky. For typical location uncertainties from the GBM,
this effect is not large enough to significantly alter the results of our search, and
we ignore it in our analysis.
Second, and more significantly, an error in the sky location will lead to an
incorrect time-shift of the detector data vectors when accounting for the time-
of-arrival of a GW signal. For pairs of ground-based detectors the difference in
arrival times are O(10)ms, and an error in sky location of a few degrees could
introduce errors of a millisecond or more. This can introduce a misalignment of
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the signal by several periods for GWs with frequency content above 1kHz, and
when the data vectors are coherently combined the signal strength will be dimin-
ished. In the worst case, the waveform will be shifted by a half-period between
the detectors, and the signal will cancel entirely in the coherent summation.
The standard solution in coherent GW searches is to repeat the analysis over
a discrete grid of sky positions covering most of the uncertainty region. The
grid step is chosen so that the timing synchronisation error between any sky
position in the sky localisation error box and the nearest analysis grid point is
less than 25% of the period for the highest frequency GW signals included in the
search. Previous searches have used regular grids of concentric circles around
the best estimate of the source location, which covers at least 95% of the sky
location probability distribution. A study of search grid efficiency was performed
in Ref. [44].
For the Fermi GBM, the 95% containment region can cover hundreds square
degrees, and a search for signals with frequencies larger than a few hundred
Hz would require tiling the search area with many hundreds of search points.
At each grid point the coherent signal combination will have to be re-computed
using the new time-of-arrival corrections. The background estimation for a GBM
event with a search grid for a frequency band extending above 1 kHz will typically
require O(104) CPU hours, depending on the size of the GRB uncertainty region,
the sky location, and the GW detectors included in the search. Even on computing
clusters with thousands of CPU cores, the analysis for a single GBM event could
take several hours to several days to complete.
Our solution is to cover the search region with a linear grid, arranged paral-
lel to the maximum gradient of change in the relative time-of-arrival between
detectors; see figure 4.10. In the case of a 2-detector network, we find that such
a pattern is sufficient to capture the dominant source of coherent energy vari-
ability as the likelihood is calculated across the GRB uncertainty region. Studies
performed in [153] show that the linear grid can give a reduction in the compu-
tational cost of an analysis by up to a factor of 10 for GRB triggers with large sky
position uncertainty regions, such as Fermi GBM triggers. This was achieved with
negligible change in the analysis upper limits of < 5%, which is not statistically
significant. A comparison of the circular and linear search grids for the Fermi
event GRB 080906B is shown in figure 4.10.
For two detectors separated by a distance d, the difference in time of arrival
of the GW is
t =
d cosθ
c
(4.23)
where θ is the angle between the inter-detector baseline and the line-of-sight to
the GRB, and c is the speed of light. For a maximum time-delay error tolerance
of d t ≤ α, the corresponding spacing dθ between grid points is
|dθ | ≤ 2c
d sinθ
α (4.24)
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Figure 4.10: Example linear (blue circles) and circular (black crosses) grids for
a search for GW signals up to 1792Hz. The localisation for the Fermi GBM
event GRB 080906B is shown. The linear search grid contains 41 sky posi-
tions, arranged in the direction of the gradient of the time shift between
the H2 and G1 detectors. The circular grid contains 1324 sky positions and
would require O(104) cpu-hours. Both search grids cover the 1.65σstat+s ys
uncertainty region for the Fermi GBM event, which corresponds to 95% con-
tainment for a Fisher distribution on a sphere. The GBM statistical error for
this event is 1.6◦.
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For our search band2 of 64Hz–1792Hz, we choose α= 0.14ms. The extent
of the linear grid is determined by the 95% containment radius for the given
GRB. For events localised by the Swift satellite, we use a search grid of a single
point. For events localised by the Fermi GBM event, we use 1.65σstat+s ys, where
σstat is the GBM statistical error for the GRB (typically 2
◦–3◦), and σs ys is a 7.5◦
systematic error [200, 201, 202, 203].
For a handful of GRBs, direct comparisons were made between the linear grid
and the full circular tiling [153]. The results for the two methods were nearly
identical: the detection thresholds to simulated GW signals using the linear
grid were within a few percent of the thresholds observed when the analysis
was performed with the circular grid. Furthermore, the analysis using the linear
grid was completed in a fraction of the time required for the circular grid, and
typically required O(103) or fewer CPU hours, depending on the detectors used
in the analysis. Using computing clusters with thousands of CPU cores3, it was
possible to analyse some GRBs localised by the GBM in less than three hours.
One of the primary goals of GW searches is the prompt localisation of the
source sky location for follow-ups by optical and x-ray astronomers. Currently,
very few GRBs detected by the Fermi GBM are searched for optical counterparts,
due to the resources necessary to search an uncertainty region of hundreds of
square degrees. The detection of a GW signal associated with a GRB will be of
tremendous interest to the astronomical community, and any improvement of
the GBM localisation will increase the chances that astronomers could detect an
optical or x-ray counterpart to the gamma-ray and GW signal.
In the presence of a detected GW signal, X-P I P E L I N E can localise the source
to within a few degrees along the axis of the linear grid, depending on the
frequency content of the signal and its duration; this is described in full in
Ref. [153]. The reduction in the computational cost from the linear grid can
help us to quickly feed back sky localisation information to the astronomical
community for EM follow-up observations.
4.3.5 Search Results
In the epoch considered for our search (see table 4.1), there were 99 GRBs
with sufficient science data to analyse, and for 78 GRBs the closed-box results
had good sensitivity to potential GW signals. About half of these GRBs were
detected and localised by the Fermi GBM; the rest were primarily detected by
the Swift Burst-Alert Telescope burst alert telescope (BAT). For each of the 78
GRBs with good closed-box results and good sensitivity to potential GW signals
we calculated the p-value (false alarm probability) for the loudest event in the
on-source [43]. Two GRBs in our sample had on-source events with p < 0.01:
GRB 060502A was analysed using the G1 and L1 detectors. The data from
both detectors at the time of the event was reasonably Gaussian. The sky
2This low frequency limit was chosen to match previous analyses for which the data condi-
tioning has been well tested. For searches using data from the GEO 600 detector, GW signals are
typically only detectable at frequencies above 300Hz.
3LIGO Data Grid, https://www.lsc-group.phys.uwm.edu/lscdatagrid/
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position of this GRB was not ideal for either detector, both had sensitivity
to this sky position of ∼ 30% of their optimal sensitivity. Cat3 vetoes are
applied during event follow up and will remove detection candidates if they
are in coincidence with a cat3 veto, this is a blind decision as the vetoes
are produce before the analysis is performed. During event follow up for
this event we examined the data quality around the time of this GRB. This
showed that there was significant noise in the L1 detector, associated with
increased ground motion due to a magnitude 5.0 earthquake in Costa Rica,
which had been flagged by cat3 vetoes made to monitor above-normal
levels of seismic noise. Since 35% of the on-source window for this GRB
was flagged by cat3 veto segments and all three on-source events with
p < 0.01 occurred during these cat3 vetoes segments, we do not include
this GRB in the cumulative results.
GRB 090712A was the event with the smallest p-value in our sample, with a
p-value of 3× 10−3. GRB 090712A is a Swift GRB analysed with data from
the V1 and G1 detectors, had an on-source event with p = 0.3%. While we
find no plausible instrumental or environmental cause for the event, the
observed p-value for this GRB, as shown below, is not significant in a data
set containing 78 GRBs.
The distribution of p-values for the most significant event found in the on-
source window for each of the 78 GRBs is shown in figure 4.11. A weighted
binomial test is used to check if the distribution of p-values is compatible with
the uniform distribution expected from the null hypothesis (see Appendix. A of
[43] for details). This test looks for deviations from the null hypothesis in the
tail of p-values; here we used the lowest 5%. The probability that our cumula-
tive distribution is due to background is 41%, which indicates that the data is
consistent with no sub-threshold GW events being present.
We place upper limits on the amplitude of GW signals associated with our
GRB sample by measuring the detection efficiency of simulated GW waveforms at
various signal strengths [43]. Following the procedure of the S6-VSR2,3 search,
we employ a circularly polarised GW signal model; this is motivated by our ex-
pectation that the rotation axis of the GRB central engine is likely pointed at the
observer, to within ∼ 10◦. For this search, we simulate GWs using CSGs with
quality factor Q = 9 and a range of central frequencies f0; these ad hoc wave-
forms are the standard ones used for estimating the sensitivity of GW analyses
to generic short-duration signals [50, 53, 190, 43]:
h+(t) =
A
D
cos(2pi f0 t)e
− (2pi f t)2
2Q2 ,
h×(t) =
A
D
sin(2pi f0 t)e
− (2pi f t)
2Q2 . (4.25)
Where A is an arbitrary scaling factor, D is the distance to the source. The distri-
bution of exclusion distances for waveforms with central frequencies of 500Hz
and 1kHz for the 78 GRBs in this search is shown in figure 4.12. The median
exclusion distance for the 500 Hz and 1 kHz waveforms are 0.8 Mpc and 0.4 Mpc
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Figure 4.11: Cumulative p-value distribution from the analysis of 78 GRB triggers.
The dashed line gives the expected distribution under the null hypothesis.
The solid black line shows the threshold for a 2σ detection with the binomial
test (Appendix. A of [43]). The blue points represent our distribution of
measured p-values for the 78 GRBs. Any blue point in our distribution which
is above and to the left of the black line would be considered as a candidate
for detection.
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Figure 4.12: Exclusion distances for 500Hz and 1kHz CSG waveforms for 78
GRBs. An optimistic total emitted energy of 10−2 Mc2 is assumed. The me-
dian exclusion distance for the 500Hz and 1kHz waveforms were 0.8 Mpc
and 0.4 Mpc respectively.
respectively, where we have assumed the GRB emission mechanism releases
10−2 Mc2 energy in GWs. For other emission energies EGW the distance limits
scale as E1/2GW . For example, assuming EGW = 10
−8 Mc2 gives a median exclusion
distance of 0.8 kpc at 500Hz. We give a full list of the 90% upper limits for the
500 Hz and 1kHz CSG waveforms from each GRB in table 4.2.
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GRB UTC
Ra. Dec. Network
90% UL (×10−21 Hz−1/2) γ-Ray
name Time 500Hz 1kHz Detector
S5
060424 04:16:19 0h29m26s 36◦47′ G1L1 1.46 3.01 BAT
060512 23:13:20 13h02m58s 41◦13′ G1L1 1.48 2.53 BAT
060522 02:11:18 21h31m49s 2◦53′ G1L1 1.93 2.35 BAT
060602A 21:32:12 9h58m19s 0◦18′ G1L1 2.55 4.39 BAT
060604 18:19:00 22h28m54s −10◦56′ G1L1 1.37 2.58 BAT
060708 12:15:59 0h31m17s −33◦45′ G1L1 1.61 2.88 BAT
060801 12:16:15 14h11m56s 16◦59′ G1L1 3.95 3.37 BAT
060929 19:55:01 17h32m35s 29◦50′ H2G1 2.22 4.93 BAT
061110B† 21:58:45 21h35m38s 6◦52′ G1L1 2.91 7.42 BAT
070328 03:53:53 4h20m27s −34◦04′ G1L1 1.42 2.21 BAT
070406 00:50:38 13h15m52s 16◦28′ G1L1 1.37 2.31 BAT
070509 02:48:27 15h51m35s −78◦39′ G1L1 1.49 2.13 BAT
070517 11:20:58 18h30m14s −62◦18′ H2G1 2.60 4.12 BAT
070925 15:52:32 16h52m52s −22◦02′ G1V1 3.01 3.98 IBIS
S6A
090712A 03:51:05 4h40m22s 22◦31′ G1V1 2.21 3.31 BAT
090713A 00:29:28 18h59m11s −3◦19′ G1V1 2.85 3.41 GBM
090715B 21:03:15 16h45m21s 44◦50′ G1V1 1.59 1.64 BAT
090718B 18:17:43 18h16m24s −36◦23′ G1H1 0.85 1.58 GBM
090804B 22:33:20 8h41m36s −11◦18′ G1V1 1.43 1.95 GBM
090807B 19:57:59 21h47m35s 7◦13′ G1V1 2.94 5.34 GBM
090810A 18:44:44 7h45m43s −17◦28′ G1V1 2.19 3.99 GBM
S6C
100131A 17:30:58 8h01m36s 16◦23′ L1G1 3.18 7.57 GBM
100331A 00:30:22 17h24m14s −58◦56′ L1G1 2.39 2.58 IBIS
100417A 03:59:44 17h25m12s 50◦23′ G1L1 26.7 7.05 GBM
100510A 19:27:07 23h43m12s −35◦36′ L1G1 2.91 3.76 MAXI
100511A 00:49:56 7h17m12s −4◦39′ L1G1 5.66 8.70 GBM
100528A 01:48:01 20h44m24s 27◦48′ L1G1 2.20 2.43 AGILE
100625A 18:32:28 1h03m11s −39◦05′ L1G1 2.56 3.90 BAT
S6D
100703A 17:43:37 0h38m05s −25◦42′ L1G1 3.13 3.89 IBIS
100704A 03:35:08 8h54m33s −24◦12′ H1G1 2.60 3.73 BAT
100719C 19:48:08 15h25m38s 18◦33′ H1G1 65.3 17.0 GBM
100805A 04:12:42 19h59m23s 52◦37′ L1G1 2.23 2.39 BAT
100807A 09:13:13 3h41m07s 67◦39′ L1G1 2.04 1.60 BAT
100814B 08:25:26 8h11m16s 18◦29′ L1G1 3.63 10.0 GBM
100901A 13:34:10 1h49m00s 22◦45′ G1V1 7.36 6.16 BAT
100906A 13:49:27 1h54m47s 55◦38′ H1G1 1.16 1.16 BAT
100907A 18:01:12 11h49m09s −40◦37′ G1V1 6.40 6.15 GBM
100915B 05:49:38 5h41m34s 25◦05′ L1G1 2.59 3.18 IBIS
101008A 16:43:15 21h55m31s 37◦03′ G1V1 4.16 2.79 BAT
101017B 14:51:29 1h49m52s −26◦33′ G1V1 4.37 3.37 GBM
S6E
110604A 14:49:46 18h04m00s 18◦28′ G1V1 4.70 3.18 BAT
110605A 04:23:32 0h59m47s 52◦27′ G1V1 1.82 1.49 GBM
110610A 15:21:32 20h32m49s 74◦49′ G1V1 2.12 1.93 BAT
110616A 15:33:25 18h17m48s −34◦01′ G1V1 2.17 1.60 GBM
110618A 08:47:36 11h47m13s −71◦41′ G1V1 2.11 1.61 GBM
110624A 21:44:26 4h20m04s −15◦57′ G1V1 2.12 1.79 GBM
110625A 21:08:28 19h07m00s 6◦45′ G1V1 2.96 2.15 BAT
110626A 10:44:54 8h47m38s 5◦33′ G1V1 3.24 2.32 GBM
110629A 04:09:58 4h37m28s 25◦00′ G1V1 3.09 2.86 GBM
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Table 4.2 continued
GRB UTC
Ra. Dec. Network
90% UL (×10−21 Hz−1/2) γ-Ray
name Time 500Hz 1kHz Detector
110702A 04:29:29 0h22m28s −37◦39′ G1V1 5.70 6.70 GBM
110706A 04:51:04 6h40m19s 6◦08′ G1V1 5.94 5.64 GBM
110709A 15:24:29 15h55m34s 40◦55′ G1V1 2.60 2.07 BAT
110709B 21:32:39 10h58m40s −23◦28′ G1V1 3.96 3.18 BAT
110709C 11:06:53 10h21m31s 23◦07′ G1V1 2.59 2.02 GBM
110709D 20:40:50 10h24m50s −41◦47′ G1V1 3.07 2.87 GBM
110710A 22:53:51 15h16m21s 48◦23′ G1V1 1.92 1.61 GBM
110716A 00:25:20 21h58m43s −76◦58′ G1V1 2.86 2.48 GBM
110722A 16:39:17 14h20m14s 5◦00′ G1V1 2.76 2.03 GBM
110729A 03:25:06 23h33m33s 4◦58′ G1V1 2.04 1.64 GBM
110730B 15:50:44 22h20m24s −2◦53′ G1V1 2.86 2.19 GBM
110731A 11:09:30 18h42m03s −28◦32′ G1V1 1.98 1.51 BAT
110801A 19:49:42 5h57m39s 80◦57′ G1V1 2.17 1.99 BAT
110803A 18:47:25 20h01m40s −11◦26′ G1V1 6.02 4.13 GBM
110809A 11:03:34 11h28m40s −13◦55′ G1V1 3.91 3.48 GBM
110817A 04:35:12 22h24m09s −45◦50′ G1V1 3.47 2.77 GBM
110818A 20:37:49 21h09m29s −63◦58′ G1V1 3.55 3.01 BAT
110825B 06:22:11 16h45m14s −80◦16′ G1V1 2.35 2.14 GBM
110827A 00:01:52 10h56m14s 53◦49′ G1V1 4.11 3.41 BAT
110828A 13:48:15 7h22m19s −23◦48′ G1V1 4.45 4.91 GBM
110831A 06:45:27 23h29m24s 33◦39′ G1V1 5.34 3.70 GBM
110903A 02:39:55 13h08m14s 58◦59′ G1V1 3.02 2.96 BAT
110903B 00:13:06 10h56m50s 42◦04′ G1V1 18.8 5.62 GBM
110904A 02:58:16 23h58m45s 35◦53′ G1V1 1.86 1.53 GBM
110904C 12:44:19 21h34m57s 23◦56′ G1V1 14.3 8.70 GBM
111008B 23:49:01 14h43m00s −5◦40′ G1V1 3.35 4.31 GBM
111022A 16:07:04 18h23m29s −23◦40′ G1V1 3.88 3.03 BAT
111022B 17:13:04 7h15m42s 49◦39′ G1V1 4.29 3.14 BAT
111103C 22:45:06 13h26m19s −43◦09′ G1V1 1.58 1.59 GBM
Table 4.2: Information and limits on associated GW emission for each of the anal-
ysed GRBs. The first four columns are: the GRB name in YYMMDD format;
the trigger time; and the sky position used for the GW search (right ascension
and declination). The fifth column gives the GW detector network used in the
analysis. Columns six and seven display the upper limits from each GRB: the
90% confidence upper limits on the strain amplitude for circularly polarised
500Hz and 1kHz sine-Gaussian waveforms, in units of 10−21 Hz−1/2. The
last column gives the γ-ray detector that provided the event time, sky loca-
tion, sky position uncertainty, and T90 used for the search (Swift BAT, Fermi
GBM, INTEGRAL IBIS, SuperAGILE, or MAXI). For three GRBs marked with a
†, narrowband non-stationary noise in the GEO 600 detector at frequencies
above 1kHz may have reduced our sensitivity to GW signals.
4.3.6 Summary of results
We have reported the results of a search for generic short-duration gravitational
wave signals associated with 78 GRBs with data from the GEO 600, LIGO and
Virgo detectors, which were not previously analyses. The search covered the
frequency range 64 Hz–1792 Hz, and employed a new technique to analyse the
large-uncertainty GRB sky localisations from the Fermi GBM. This search is the
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first GRB analysis performed using data from an interferometer implementing
squeezing (see section 2.5.8), and the first to analyse GBM events for GW signals
at frequencies above 500Hz. No plausible GW event candidates were detected,
and the population as a whole does not demonstrate a statistically significant
number of low-probability events.
The LIGO and Virgo detectors are currently undergoing a major upgrade,
implementing new techniques to greatly increase their sensitivity, and are ex-
pected to begin operations in 2015. It is likely that the first direct detection of
GWs will occur within a few years of the resumption of science operations with
the advanced LIGO detectors [123]. Our analysis demonstrates the potential
for extending the search frequency band for GWs associated with GBM events
above 1kHz using two detector networks. The reduced computational cost of
this method will be useful for rapid triggered analyses of Fermi GBM events in
the era of advanced GW detectors, particularly in the first science runs which
are likely to use only the two advanced LIGO detectors while advanced Virgo
undergoes commissioning [123]. In the event of a GW detection with signal
content above 1kHz, our search method can provide improved localisation for
GRBs with large uncertainties in sky location, which can be passed on to optical,
radio, and x-ray astronomers for follow-up using wide-field telescopes.
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5Gravitational WaveDetection UsingMultivariate Analysis(XTMVA)
In this Chapter we give details on the performance of a multivariate analysis
pipeline to search for GWBs associated with astrophysical triggers. This is an
extension of the standard X-P I P E L I N E analysis, which will be used for compari-
son.
The sensitivity of GW transient searches is limited by the ability to distinguish
between signals and background. This section draws from Ref. [204]. As de-
scribed in section 4.2, the standard X-P I P E L I N E analysis uses a simple pass/fail
cut in one or more two-dimensional parameter spaces. These cuts only discrim-
inate between signal and background using a few of the variables associated
with each event, and ignore other information such as duration, bandwidth, and
time-frequency volume. Multivariate analysis (MVA) techniques can mine the
full parameter space of the events to better discriminate between signal and
background. Here we explore the efficacy of MVA in GW detection by using the
boosted decision tree (BDT) classifier to re-evaluate the significance of events
from an X-P I P E L I N E analysis. We find that the BDT classification of events ren-
ders the (I , E) test redundant, and that BDT improves the amplitude sensitivity
of the analysis by up to 50% in some cases.
5.1 X-P I P E L I N E Event Variables
As was explained in section 4.2, X-P I P E L I N E is a standard analysis package
used for LIGO–Virgo searches for generic GW transients associated with GRBs
and other astrophysical triggers.
X-P I P E L I N E processes data from a network of GW detectors. First, the data
are time-shifted according to the direction of the GRB trigger so that GW signals
will arrive simultaneously in all data streams. Various combinations of the data
streams are then formed, split into two groups: those that maximise the signal-to-
noise ratio of a GW (signal streams); and those that cancel out GW signals leaving
only noise events (null streams). Time-frequency maps of the signal streams are
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constructed, and clusters of pixels that have large energy values are selected
as candidate signal events [189]. For each event cluster a variety of energy
measures and time-frequency information (such as peak frequency, bandwidth,
peak time, duration, and number of pixels) are recorded. Each event is also
assigned a significance measure based on the energy in the signal stream; in this
study we use a Bayesian-inspired likelihood statistic appropriate for circularly
polarised GWs [44]. Brief descriptions of the 15 event properties fed into the
Multivariate X-P I P E L I N E (XTMVA) analysis are given in table 5.1.
Background noise fluctuations produce clusters of excess power in the signal
streams. For these noise “glitches” there is typically a strong correlation between
the energy in the individual detector data streams (incoherent energy I) and the
corresponding energy in the combined detector data steams (coherent energy E)
[192]. These incoherent and coherent energies are compared in order to remove
events with properties similar to the background noise. The test uses a threshold
curve in the two-dimensional (I , E) space, such as that shown in figure 4.3. The
test may be single-sided, vetoing all events on one side of the line, or two-sided,
vetoing events inside a band centred on the I = E diagonal. Two curve shapes
are tested (see section 4.2.5):
I
E
= constant , (5.1)
|E − I |
(E + I)0.8
= constant . (5.2)
For the studies performed here, there are usually three distinct (I , E) energy pairs
available for testing: one associated with the signal stream, and two associated
with null streams. Which pairs will be used for a given analysis and the thresholds
to be used are determined by an automated tuning procedure (see Ref. [193] for
a discussion).
The thresholds for the background rejection tests are selected to optimise the
trade-off between glitch rejection and signal acceptance. Samples of known back-
ground events are generated by analysing data with unphysically large (> 3s)
relative time shifts applied to the detector data streams. Known signal events are
generated by adding simulated GW signals to the data, known as “injections”.
The background and injection events are randomly divided into two equal sets,
one that is used for training the pipeline and a second that is used for testing
performance. For each (I , E) pair the background rejection test is applied to
both the background and injection training samples using a range of trial thresh-
olds. The cumulative distribution of significance of background events surviving
the cuts is computed. We then determine the minimum injection amplitude at
which 50% of the injections both survive the cuts and have significance greater
than a user-specified fraction of the background (e.g., greater than 99% of the
background, for a p-value ≤ 0.01). The optimum thresholds are then defined as
those which yield the lowest minimum injection amplitude at the user-specified
p-value (i.e., which make the analysis sensitive to the weakest GW signals at
fixed p-value). Finally, unbiased estimates of the background distribution and
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Event property Description
significance The statistic used to rank events. By default equal to
loghbayesiancirc.
loghbayesiancirc Bayesian-inspired likelihood ratio for the hypothesis of
a circularly polarised GWs versus Gaussian noise [44].
Emax The maximum amount of energy in the whitened data
that is consistent with the hypothesis of a GW of any
polarisation from a given sky position.
Ecirc The circular coherent energy is the maximum amount
of energy in the whitened data that is consistent with
the hypothesis of a circularly polarised GW from a
given sky position.
Icirc The circular incoherent energy is the sum of the
autocorrelation terms of Ecirc; i.e., neglecting
cross-correlation terms.
Ecircnull The circular coherent null energy, Emax− Ecirc.
Physically, it is the energy in the whitened data that
is inconsistent with the hypothesis of a circularly
polarised GW from a given sky position, but which
could be produced by a GW of a different
polarisation.
Icircnull The circular incoherent null energy is the sum of the
autocorrelation terms of Ecircnull; i.e., neglecting
cross-correlation terms.
Enull The coherent null energy is the minimum amount of
energy in the whitened data that is inconsistent with
the hypothesis of a GW of any polarisation from a
given sky position.
Inull The incoherent null energy is the sum of the
autocorrelation terms of Enull; i.e., neglecting
cross-correlation terms.
EH1 The cluster energy in the LIGO-Hanford
interferometer.
EL1 The cluster energy in the LIGO-Livingston
interferometer.
EV1 The cluster energy in the Virgo interferometer.
number of pixels The number of pixels in the cluster.
duration The extent of the cluster in time (s).
bandwidth The extent of the cluster in frequency (Hz).
Table 5.1: Cluster properties recorded by X-P I P E L I N E that are fed into the XTMVA
analysis. See [189, 193, 44] for more details.
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detectable injection amplitudes are made by processing the testing data set with
our fixed optimal test thresholds.
5.2 Toolkit for Multivariate Analysis
We use the ROOT [205] based software package toolkit for multivariate analysis
(TMVA) [206] which was developed by the particle physics community [207].
TMVA takes as input known signal and background events. These events are split
randomly into two sets, one for training the classifier and the other for testing its
performance. This split ensures that the testing produces an unbiased estimate
of the classifier performance, since the events used for testing are independent
of those used for training.
The results from the training of the classifier are stored in a “weight” file, that
contains all the information needed to evaluate the classifier function for any
input event and assign a MVA significance value. This significance is a measure of
the likelihood of an event being a signal; events with high values of significance
are more likely to be signals, and events with small values of significance are
more likely to be background. The TMVA package provides many classifiers
such as boosted decision trees (BDTs), neural networks (NNs) and projective
likelihood [206]. For a full list and descriptions of all the classifiers variables in
TMVA, see [206]. Initial tests, performed by Duncan Meacher in [208], found
that a number of the classifiers produced similar results, and that by tuning the
classifier parameters an improvement of ∼ 10% was possible; for simplicity we
selected BDT using the default parameters for in-depth testing as it exhibited
the best performance in the shortest processing time, as shown in figure 5.1,
[208]. However, a more in-depth study should be performed to optimise MVA
performance for GW applications.
Using the BDT classifier also out performs the standard X-P I P E L I N E post
processing procedure. The standard X-P I P E L I N E post processing takes O (1 day)
to complete while the XTMVA post processing takes only a few hours, this is
a factor of ∼ 100 improvement in computational cost. This improvement is
consistent though out our tests, and there is plenty of scope to further optimise
the XTMVA to gain further improvements in speed.
5.3 Boosted Decision Trees
A decision tree consists of a series of yes/no decisions applied to each event, as
shown schematically in figure 5.2. Beginning at the root node, an initial criterion
for splitting the full set of events is determined. The split criterion consists of a
threshold applied to a single variable, selected to best discriminate signal from
background. The split criterion are determined by applying a range of thresholds
for each variable in turn to the training data set to determine which combination
provides the best separation between signal and background events. This split
results in two branches, each containing a subset of the events. The process
then repeats, with a new split criterion being determined at each branch node
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tions. For all the tests that are performed in the fol-
lowing sections, the results from each run are pro-
duced from reading oﬀ the results that X-pipeline
calculates for the 50% and 90% upper limits. These
are defined at the minimum signal amplitudes at
which either 50% or 90% of the signal injections
at that amplitude are able to be correctly classi-
fied. A clear example of this is shown in figure 14,
where the 50% and 90% limits are clearly labelled
in the eﬃciency curve. For the remainder of this
report, when talking about results, if it is said that
there is an improvement in either the 50% or 90%
upper limits, or a classifiers eﬃciency, then this
means that the value of the amplitude obtained
for any of these is smaller then the value produced
by a straight X-pipeline run, and thus means that
weaker signals can be detected.
Figure 14: Eﬃciency curve produced by X-pipeline
without having the data passed through TMVA.
This shows the fraction of injections that are re-
covered with significance values greater then the
loudest event in the on-source data.
5.1 Classifier Testing
The first test is performed on a selection of diﬀer-
ent classifiers, with the best resulting ones going
on the be tested further. The results for all the
tests that are performed are shown in table 1 of the
appendices. TMVA contains 13 separate classifiers
but not all of these are applicable to every situ-
ation. Each classifier method was assessed from
all of the available choices and the Boosted deci-
sion tree, with all of its extra boosting and bag-
ging algorithms, Artificial Neural Network: Mul-
tilayer Perceptron, Projective likelihood estimator,
Fisher discriminants and Linear discriminant anal-
ysis methods were chosen to be tested to see which
ones would be able to produce the best separation
between background and signal. One of the output
graphs produced by TMVA is of the signal eﬃciency
against background rejection rate and an example
of this can be seen in figure 15 for all classifier meth-
ods tested.
Figure 15: TMVA output of all the tested classi-
fiers with signal eﬃciency (ratio of correctly iden-
tified injection signal) ranging from 86% to 100%,
plotted against the background rejection (ratio of
events correctly identified as background noise). It
is shown that the BDT, BDTG and MLP methods
perform the best producing high signals eﬃciencies
against high background rejection rates.
In the following sections, we show that the
boosted decision ree, gradient boosted decision
tree and multilayer Perceptron ANN produce the
best results. Due to their low computational cost
and evident eﬃciency both boosted decision trees
and artificial neural networks are investigated fur-
ther, with the diﬀerent classifier options used for
each classifier being tested to see if they will pro-
duce further improvements over the standard X-
pipeline algorithm.
Figure 16: Classifier response times for three clas-
sifiers. The value of triggers here represents the
number of events multiplied by the number of vari-
ables. For the case of GRB090815C there are
around ￿ 3.7 × 106 events with up to 25 variables
which gives in the order of ￿ 108 triggers. [7]
15
Figure 5.1: Processing time verses number of triggers for different MVA classifiers.
BDT is shown as a solid line. This classifier is described in depth in section 5.3.
Multilayer perceptron (MLP)/ neural network is shown as a dashed line. This
classifier uses a collection of simulated neurons, with each neuron producing
a certain response at a given set of input signals. k-nearest neighbour (KNN)
is shown as a dotted line. This classifier method compares an observed (test)
event to reference events from a training data set to building a model that
reproduces the input variables for signal and background.
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Figure 5.2: Schematic of a decision tree. Decision nodes for each event variable
(Va, Vb, Vc, and Vd) are grey ellipses, with thresholds (Ta, Tb, Tc, and Td) for
each branch given in grey rectangles. The events are classified by a majority
vote of events in a leaf node as either signal (yellow/ light grey rectangles)
or background (blue /dark grey rectangles).
to further separate signal from background. The splitting process ends once a
minimum number of events has been reached within a node, which then becomes
a leaf node. We use the default value in TMVA of 400 events. Leaf nodes are
labelled as either signal or background depending on the class of the majority
of training events that fall within it. The user can specify criteria at which the
tree stops being grown, such as how many layers a tree can contain and the total
number of nodes which may be created.
Decision trees are susceptible to statistical fluctuations within the set of train-
ing events used to derive the tree structure. To avoid over training, a whole
“forest” of decision trees are created, each generated using a randomly selected
subset of the training events. The final classification of events is determined by
a majority vote from the classifications of each individual tree within the forest.
This procedure stabilises the response of individual trees and enhances overall
performance. We use the default forest in TMVA made of 400 BDTs.
Another procedure to statistically stabilise the classifier is “boosting”. During
training, signal and background events which are misclassified by one tree are
given increased weight when constructing the next tree in the forest. We use the
default boosting method in TMVA, “AdaBoost”.
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5.4 Signal Population
We test BDT for a common GW scenario: the search for a GW burst associated
with a GRB.
For our purposes, the GRB trigger provides a known sky position (accurate to
within a few degrees) and approximate arrival time (to within a few minutes) of
the GW signal, as well as motivating some possible signal models. Furthermore,
in each model the GWs are emitted by a quadrupolar mass distribution rotating
around the GRB jet axis. Since the GRB is observed at Earth, this implies the
observer is near the system axis, which yields circularly polarised GWs [194].
For training and testing the MVA classifier we need to choose a set of sim-
ulated GW waveforms to generate our signal data set. Since the expected GW
emission is not known with certainty (particularly for long GRBs), we must be
careful to avoid training the classifier to find only the waveforms that have been
used for training. To do this we use a combination of different waveform classes,
which are described below.
circular sine-Gaussians (CSGs): These are circularly polarised, Gaussian mod-
ulated sinusoids with a fixed central frequency and quality factor (number
of cycles); see figure 5.3(a). This simple ad hoc waveform is a standard
choice for evaluating the sensitivity of burst searches, and is a special case
of the chirplets, which are described below.
binary neutron star inspirals (BNS): The binary neutron star progenitor model
for short GRBs implies an associated “chirp” signal in GWs which can be
accurately modelled using a Post-Newtonian (PN) expansion [209]. See fig-
ure 5.3(b) for an example. Since the X-P I P E L I N E analysis is not sensitive
to the precise morphology, we use the approximation that is quadrupolar
in amplitude and 2 PN in phase and frequency, and cut off the inspiral
at the earlier of the coalescence time or the time that the phase second
derivative becomes negative.
chirplets: Chirplets are a generalisation of the CSG waveforms with a non-zero
chirp parameter that causes the instantaneous frequency to increase or
decrease linearly with time. See figure 5.3(c) for an example.
white noise bursts (WNBs): White noise bursts are stochastic signals: bursts of
Gaussian noise which are white over a frequency band [ flow, flow+δ f ] and
which have a Gaussian time profile with decay time τ. See figure 5.3(d)
for an example.
The incident sky position is distributed over the GRB sky uncertainty region
following a Fisher distribution [44]. The signal arrival time is distributed uni-
formly over the interval [tGRB−120 s, tGRB+60 s], known as the on-source window.
Here tGRB is the time of the GRB trigger; this on-source window is wide enough
to encompass most plausible scenarios of GW emission associated with GRBs.
The polarisation angle is uniformly distributed over [0,pi]. For the CSGs and
chirplets, the central frequency is distributed uniformly over the search band,
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64Hz to 500Hz, which is the most sensitive frequency band of the LIGO and
Virgo detectors. The signal decay rate τ is uniformly distributed between the min-
imum (1/4 s) and maximum (1/128 s) time resolutions searched by X-P I P E L I N E.
The chirp parameter is distributed uniformly between the values which half or
double the central frequency in the time interval from −τ to τ about the peak
time. The BNS signals use a fixed mass of 1.35 M for each of the components of
the binary, and an inclination angle between 0◦ and 30◦. The white noise burst
(WNB) waveforms are constructed with fixed values flow = 50Hz, δ f = 100Hz
and decay time τ= 0.1 s.
The BNS waveforms are physically motivated signal models. While the other
waveforms are ad hoc, the CSGs are a standard waveform class for evaluating
the sensitivity of GWB searches. Therefore we choose to use a combination
of BNS and CSG waveforms for our default training signal set. The WNB and
chirplet waveforms are used to test the robustness of the analysis, as described in
section 5.5.6. In particular, the WNB model, being stochastic, provides a rigorous
test of the ability of MVA to detect signals of a priori unknown shape.
Each waveform is added to the data, and X-P I P E L I N E selects the most sig-
nificant time-frequency cluster (event) that is coincident with the time at which
the waveform was added to the data. This is repeated for each waveform set
at a number of injections scales to generate our signal population. At small in-
jection scales the injection can be buried by the detector noise at the time of
the injection. In this case X-P I P E L I N E will recover a glitch in place of an event
produced by the injection, which causes some contamination of the signal data
set. This effect reduces the performance of the classifier to separate signal and
background events, as the signal set contains some small number of background
events. This can be seen in figure 5.16. The scale of the affect that this has on
the performance of the classifier is currently unmeasured, but by cleaning the
signal data set of these events we could hope to see an improvement in the
classifier performance. This is a subject for investigation in a future publication,
as well as investigating the possibility for optimisation of the XTMVA pipeline.
The background population is produced using events from the off source period
around the time of the trigger being analysed. Our signal and background data
sets consist of ∼ 1.4× 104 and ∼ 1.4× 106 events respectively, which are each
split randomly into equal sized training and testing sets.
5.5 Multivariate X-P I P E L I N E Performance
We test the efficacy of MVA for GW burst detection by performing a standard
analysis of the type used to search for GWs from GRBs. First, X-P I P E L I N E is
used to process the data around the time and sky position of a (simulated)
GRB trigger. The sensitivity of the analysis is characterised by the minimum
amplitude at which at least 50% of simulated signals survive the analysis cuts
and have p values of 1% or less, as discussed in section 4.2. This amplitude
is denoted by h50%rss . The BDT classifier is then applied to the events recorded
by X-P I P E L I N E to re-evaluate the significance of each event. The procedure of
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(a) CSG (b) inspiral
(c) chirplet (d) WNB
Figure 5.3: Time series of waveforms used for signal injections. For clarity, only
one of the two polarisations is plotted.
(a) CSG (b) inspiral
(c) chirplet (d) WNB
Figure 5.4: Time-frequency spectrograms of waveforms used for signal injections.
For clarity, only one of the two polarisations is plotted.
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cut threshold tuning and sensitivity estimation is then repeated using the BDT
measure of significance to rank events. The relative performance is measured as
the ratio of h50%rss for the standard X-P I P E L I N E analysis and the XTMVA analysis.
A ratio greater than unity indicates that the XTMVA analysis is more sensitive to
a particular waveform type than the standard X-P I P E L I N E analysis.
To verify that the performance improvement of MVA is robust, we repeat
the GRB analysis for a number of different scenarios. Specifically, we test differ-
ent GRB sky positions covering a range of network sensitivities, and both large
and small sky position uncertainty regions. We also repeat the analysis for a
period of particularly poor data quality, and using simulated Gaussian noise to
approximate ideal data quality. We find that the relative improvement of BDT to
X-P I P E L I N E is consistent across all of these scenarios. We also explore the affect
of training using only two types of waveform (CSGs, BNSs) or all four types of
waveform. We find that even when searching for signal types that are not in-
cluded in the training set, the XTMVA analysis is consistently at least as sensitive
as the X-P I P E L I N E analysis, and typically more sensitive. Furthermore, in all
cases we find that after processing events with BDT, the X-P I P E L I N E background
rejection tests do not improve the sensitivity further; i.e., the BDT has effectively
incorporated the signal/background discrimination power of the X-P I P E L I N E
background rejection test. Since the test typically requires some assumption
about the signal polarisation (in this study we assume circular polarisation), the
replacement of the test by BDT actually broadens the range of signals to which
the analysis is sensitive.
The following subsections describe each of these tests in turn. We give a full
table of the h50%rss results for all analyses and all waveforms in table 5.3.
5.5.1 Baseline GRB 060223A Analysis
For our baseline test we perform an analysis using the parameters (time, sky
position) of GRB 060223A, as given in table 5.2. GRB 060223A was detected by
the Swift satellite [197] during a period of operation of the LIGO H1, LIGO L1,
and Virgo V1 detectors, and localised by Swift to a well-defined sky position. We
generate signal events by adding simulated CSG and BNS signals to the three
minute on-source window tGRB−120 s, tGRB+60 s around the GRB. We generate
background events by analysing a three-hour off-source window surrounding
the GRB time. These events were split randomly into two sets for training and
testing the BDT.
The plot of background rejection against signal efficiency for the BDT test
sample, using the CSG waveforms, is given in figure 5.5. We see that the BDT
classifier is very powerful at rejecting background events, even up to very high
signal efficiencies (above 0.94) we still obtain ∼ 100% background rejection.
As can be seen in figure 5.6, for CSG signals the XTMVA analysis gives a
substantial improvement in sensitivity – of order 50% – over the standard X-
P I P E L I N E analysis. However, there is no significant improvement in the sensitiv-
ity to BNS signals (differences of order 5% are not statistically significant).
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Test name UTC time Ra. Dec. Sky position
uncertainty
GRB 060223A 2006-02-23 55.19◦ −17.13◦ 0.03◦
(default) 06:04:23
sky position 1 2006-02-23 299.56◦ 44.16◦ 0.03◦
06:04:23
sky position 2 2006-02-23 311.02◦ 32.70◦ 0.03◦
06:04:23
sky position 3 2006-02-23 345.40◦ −1.67◦ 0.03◦
06:04:23
sky position 4 2006-02-23 31.23◦ −47.51◦ 0.03◦
06:04:23
large sky position 2006-02-23 345.40◦ −1.67◦ 9.0◦
uncertainty 1 06:04:23
large sky position 2006-02-23 31.23◦ −47.51◦ 9.0◦
uncertainty 2 06:04:23
highly non-Gaussian 2007-06-20 319.52◦ −57.67◦ 0.03◦
background 03:05:40
detection challenge 2007-09-22 33.44◦ 16.94◦ 0.03◦
03:05:40
Table 5.2: Trigger parameters used during test analyses. The waveform robust-
ness and Gaussian noise tests used the default GRB 060223A parameters.
Signal efficiency
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Figure 5.5: Background rejections against signal efficiency for the BDT test sample
in the GRB 060223A analysis. Note the x-axis scale, where we focus on the
region of interest at large signal efficiencies. The threshold used in the BDT
significance is the parameter which is used to select a point on this curve.
– 127 –
5.5. Multivariate X-P I P E L I N E Performance
5.5.2 Sky Position
To verify that the results of the BDT–X-P I P E L I N E comparison are robust, we
repeat the test for a variety of other cases. First, we vary the sky position of the
GRB trigger. We test four additional sky positions, as listed in table 5.2. These
positions were chosen to cover a range of different relative detector network
sensitivities [44].
As can be seen in figure 5.6, for CSG waveforms the XTMVA analysis gives a
consistent improvement in sensitivity of 30− 50%, for all tested sky positions,
compared to the standard X-P I P E L I N E analysis. Again there is no significant
change in the sensitivity to BNS signals.
5.5.3 Large Sky Position Uncertainty
The previous tests have assumed the GRB sky position to be known to high
accuracy ( 1◦). By contrast, GRBs detected by the GBM instrument on the
Fermi satellite have relatively large sky location systematic uncertainties of a few
degrees [200] and statistical errors of up to∼10 degrees. This requires analysing
the GW data over a grid of trial sky positions covering the error region [44]. We
test the performance of the XTMVA analysis in this scenario using two different
sky positions with sky position uncertainties of ≈ 9◦ (see table 5.2), which is
typical for Fermi-GBM GRBs [198].
As can be seen in figure 5.6, the BDT performance is consistent with previous
tests: for CSG waveforms BDT improves the sensitivity by 40− 50%, with no
significant change in the sensitivity to BNS signals.
5.5.4 Highly Non-Gaussian (Glitchy) Background
Excess power noise transients can be introduced into the detector data streams
by a wide range of known and unknown sources. These glitches are artefacts of
the detectors and can be difficult to distinguish from real weak signals. To test
the performance of the XTMVA analysis, we analyse a trigger which is at a time
of unusually poor data quality.
As can be seen in figure 5.6, for CSG waveforms the XTMVA analysis again
gives a ∼30% improvement in sensitivity, with no notable change for BNS signals
compared to the standard X-P I P E L I N E analysis.
5.5.5 Gaussian Background
As a best-case scenario, the performance of the XTMVA analysis was tested using
simulated Gaussian noise with a spectral density coloured to match that of the
real detector noise at the time of our default GRB 060223A trigger. All other
parameters are kept the same as in the default analysis.
As can be seen in figure 5.6, for CSG waveforms the XTMVA analysis gives
an improvement in sensitivity of 40% compared to the standard X-P I P E L I N E
analysis. There is no notable change in the sensitivity to BNS signals.
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5.5.6 Waveform Robustness
In GW burst searches the signal waveform is usually not known a priori. It is
therefore of the utmost importance to verify that MVA is able to detect waveforms
with morphologies that differ from those used for training; at the very least, MVA
should not have worse sensitivity for unknown waveforms than the standard
analysis. We study this issue by repeating our analysis using different waveform
sets for training and testing. Specifically, we evaluate the BDT performance for
detecting chirplet and WNB waveforms in two cases: one in which the BDT is
trained using CSG and BNS signals only (and not chirplet or WNB signals) and
again after training on all four waveform types (CSG, BNS, chirplet, WNB). We
refer to these as the two-waveform and four-waveform robustness tests.
Figure 5.6 shows that in the two-waveform test (training on CSG and BNS
only) the XTMVA analysis shows the same performance for CSG and BNS as
was seen in the default GRB 060223A analysis. This is expected, as the tests are
identical as far as these waveforms are concerned. However, BDT also gives an
improvement in sensitivity of order 50% for chirplet waveforms compared to
the standard X-P I P E L I N E analysis. This implies that the CSGs and chirplets are
sufficiently similar in terms of a time-frequency analysis that an MVA trained
to detect one can detect the other. More surprising is the BDT performance
for WNBs. These waveforms are not detectable by the standard X-P I P E L I N E
analysis. This happens because the two GW polarisations are uncorrelated for a
WNB, whereas the X-P I P E L I N E background rejection test applied to the signal
stream (discussed in section 4.2) assumes the two polarisations are related by
90◦ phase shift, as expected for a circularly polarised signal. The XTMVA analysis
is able to recover these waveforms, albeit with an h50%rss value about twice as high
as for the case of training with WNBs (discussed below).
The four waveform robustness test used independent samples of all four
waveform types (CSG, BNS, chirplet, and WNB) for both training and testing.
From figure 5.6 we again see the same performance from BDT for the CSG
and BNS signals. However, with training extended to include chirplet and WNB
waveforms, we see slightly less improvement of sensitivity to chirplets (only
30% compared to the standard X-P I P E L I N E analysis). This is partly due to a
small improvement in the sensitivity of the X-P I P E L I N E analysis to chirplets
when they are included in the training. However, most of the change is due
to a decrease in sensitivity of the XTMVA analysis (∼15% drop) from the two-
waveform case; we attribute this to the inclusion of WNBs in the training. The
classifier in this case finds a compromise between the sensitivity to circularly
polarised signals and unpolarised signals in the training. This can be seen as
the sensitivity to WNBs is dramatically improved, by more than a factor of two
compared to the two-waveform XTMVA analysis. The standard X-P I P E L I N E
analysis can also detect WNBs when trained with all four waveform types; in
this case the automated background rejection tuning places less emphasis on the
tests that assume circular polarisation and more on the polarisation-independent
null stream test. We find a net sensitivity improvement of∼ 15% by BDT relative
to X-P I P E L I N E for WNBs when training includes these waveforms.
– 129 –
5.5. Multivariate X-P I P E L I N E Performance
Figure 5.6: Ratio of the minimum-detectable signal amplitudes h50%rss for the stan-
dard X-P I P E L I N E analysis and the XTMVA analysis for each of the signal
waveforms and scenarios described in section 5.5. Ratios greater than 1 in-
dicate the XTMVA analysis is more sensitive than the standard X-P I P E L I N E
analysis. (Equivalently, for a fixed signal amplitude the distance reach of the
BDT search is greater than that of the X-P I P E L I N E search by this ratio.)
CSG performance is given in blue (dark grey), BNS performance is given in
black, chirplet performance is given in white, and WNB performance is given
in red (light grey). The standard X-P I P E L I N E analysis is unable to recover
WNB signals in the robustness two-waveform test, so the sensitivity ratio is
ill-defined in this case. All h50%rss values of results can be found in table 5.3.
5.5.7 Detection Challenge Case
Recent science runs of the LIGO and Virgo detectors have included a “blind
injection challenge” wherein a small number of simulated signals are secretly
added to the data via the interferometer control systems [210, 64, 43, 63]. These
signals are used to test the analysis procedures. Our final test is to analyse one
of these signals, to demonstrate that the improvement in sensitivity extends to
false-alarm rates low enough to permit a detection claim at the 3σ level.
For this test we select the “equinox event”, an injection performed on 22
September 2007. The simulated waveform was approximately a single-cycle
sine-Gaussian with a central frequency of approximately 60 Hz and an amplitude
of hrss = 1.0×10−21 Hz−1/2; see figure 5.7. The relative amplitudes of the plus and
cross polarisations were consistent with an inclination angle of approximately
30◦. The sky position is shown in table 5.2.
We analysed this injection using the standard GRB procedure; i.e., assuming
the sky position and approximate time of the event were known a priori due to
observation of an electromagnetic counterpart. In our previous tests we evalu-
ated the minimum detectable signal amplitude at a fixed false alarm probability
of 1%. This follows the standard use of X-P I P E L I N E in GRB searches [53, 43].
However, in order to claim the detection of a GW signal, much lower false-alarm
probabilities are required. In particular, a 3σ significance requires a false-alarm
probability of p ≤ 0.0027. Furthermore, a typical search includes 100–150 GRB
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Analysis Waveform h50%rss (10
−21 Hz−1/2) Ratio
X-P I P E L I N E BDT
GRB 060223A CSG 4.90 3.12 1.569
(default) BNS 10.9 10.5 1.038
sky position 1 CSG 8.70 6.51 1.335
BNS 20.5 20.2 1.013
sky position 2 CSG 6.43 4.36 1.477
BNS 14.2 13.7 1.035
sky position 3 CSG 4.07 2.86 1.420
BNS 9.08 8.73 1.040
sky position 4 CSG 3.91 2.74 1.424
BNS 9.03 8.76 1.031
large sky position CSG 4.19 2.89 1.451
uncertainty 1 BNS 9.39 9.26 1.013
large sky position CSG 4.04 2.63 1.538
uncertainty 2 BNS 9.21 8.70 1.059
Very non-Gaussian CSG 5.70 4.32 1.319
background BNS 13.8 13.1 1.054
Gaussian CSG 4.48 3.30 1.358
background BNS 10.1 10.2 0.992
two-waveform CSG 4.90 3.12 1.569
robustness BNS 10.9 10.5 1.038
chirplet 50.3 3.22 1.562
WNB nan 16.5 nan
four-waveform CSG 4.91 3.19 1.540
robustness BNS 11.0 10.6 1.033
chirplet 4.81 3.62 1.328
WNB 7.45 6.54 1.140
detection CSG 4.92 3.38 1.454
challenge case BNS 7.65 6.85 1.117
Table 5.3: Sensitivity of the standard X-P I P E L I N E and XTMVA analyses for each
test scenario and waveform type. h50%rss (Hz
−1/2) is the minimum amplitude
for which at least 50% of simulated signals survive the analysis cuts and have
p-value ≤ 0.01 or less. The last column is the ratio of h50%rss for X-P I P E L I N E
and XTMVA analyses; values greater than unity indicate that XTMVA is more
sensitive. Equivalently, for a fixed signal amplitude the distance reach of the
XTMVA search is greater than that of the X-P I P E L I N E search by this ratio.
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Figure 5.7: Time series of the “equinox event” signal in the detection challenge
test.
triggers, which must be accounted for in the trials factor. A 3σ significance with
150 trials requires p ® 2 × 10−5 for an individual event. For this analysis we
therefore generate extra background samples and tune the background rejection
tests to yield the lowest minimum injection amplitude at a p-value of p = 10−5.
Since the blind injection was not added to the Virgo detector data, we analyse
the event using the LIGO H1 and L1 detectors only. All other analysis parameters
are the same as for the GRB 060223A test, including training and testing with
CSG and BNS waveforms.
Figure 5.8 shows the cumulative distribution of the detection statistic for
the loudest background event per three minute interval (the on-source interval)
returned by the standard X-P I P E L I N E analysis and the XTMVA analysis. Both
distributions are consistent with a power-law relationship between false alarm
probability and detection statistic down to the lowest false alarm probabilities
measured, p ' 10−5. From figure 5.6 we can see that the XTMVA analysis gives
an improvement in sensitivity compared to the standard X-P I P E L I N E analysis
that is consistent with previous tests. This demonstrates that the benefits of the
XTMVA analysis extend down to false alarm rates sufficient for 3σ detections in
GRB triggered searches.
Of particular interest is the significance assigned to the equinox event itself.
The vertical lines in figure 5.8 indicate the value of the detection statistic re-
turned by X-P I P E L I N E and BDT. In both analyses the equinox event is clearly
detected, with a significance higher than any of the background events. In order
to estimate the approximate false alarm probability for the equinox event, we
extrapolate the background distributions using a best-fit power law. This yields
p ' 7× 10−8 (5.4σ) for the standard X-P I P E L I N E analysis and p ' 1× 10−10
(6.5σ) for the XTMVA analysis. The shaded bands indicate the plausible extrap-
olations from using a varied number of data points to determine the best-fit
parameters, which can be taken as an estimate of the uncertainty in the extrap-
olation. While these are estimates, the XTMVA analysis assigns a false alarm
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Figure 5.8: Background distributions for the X-P I P E L I N E and BDT analyses of
the equinox event. The background distributions are shown as solid lines.
The power-law extrapolations are shown as dashed lines, with the shading
indicating the estimated uncertainty in the extrapolations. The value of the
detection statistic of the equinox event is shown by the green and blue verti-
cal lines for the X-P I P E L I N E and BDT analyses respectively.
probability which is at worst consistent with the X-P I P E L I N E result, and the
range of possible extrapolations suggest that the false alarm probability could
be significantly lower.
5.6 Discussion and Conclusions
The tests shown in section 5.5 and figure 5.6 demonstrate that the XTMVA anal-
ysis yields a consistent improvement in sensitivity to some signal types at fixed
false-alarm rate with respect to the standard X-P I P E L I N E analysis. The improve-
ment holds regardless of the incident direction of the signal or its sky location
uncertainty, the data quality, and the network of detectors. Most importantly, the
XTMVA analysis is always at least as sensitive as X-P I P E L I N E, even to signals of
different morphology to those used in training, and the sensitivity improvement
extends down to false alarm probabilities required for detection.
The degree to which the XTMVA analysis outperforms the standard X-P I P E L I N E
analysis depends on the signal waveform. For CSGs, which have compact time-
frequency distributions, we find a consistent improvement in sensitivity of 35−
55%. By contrast, for BNS signals, which are long-duration and have extended
time-frequency distributions, the average improvement in sensitivity is only 4%.
The XTMVA analysis also yields improved sensitivity to chirplet and WNB wave-
forms, regardless of whether they were included in the training set or not. The
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Figure 5.9: Example decision tree used in the GRB 060223A XTMVA analysis.
Decision nodes are grey ellipses, with thresholds for a branch given in grey
rectangles. Leaf nodes for signal events are light yellow rectangles and for
background events are dark blue rectangles.
large increase in sensitivity to chirplet waveforms seen in the two-waveform
robustness test is likely due to these waveforms being very similar to the CSGs.
The smaller improvement seen in the four-waveform test is likely due to the
classifier compromising performance between the mix of waveforms; the effect
of this is a decrease in sensitivity gain for both the CSG and chirplet waveforms,
but a dramatic improvement in sensitivity to WNB waveforms.
The robustness of the XTMVA analysis to signals of different morphology
from those used in training is crucial, because accurate signal waveforms are not
known in most burst searches. (In fact, the WNB results from the two-waveform
robustness test show that BDT can actually improve the sensitivity to a priori un-
known waveforms by removing the need for X-P I P E L I N E ’s polarisation-specific
background rejection tests.) The robustness of BDT may be due to the fact that
the MVA does not have access to the raw GW data, but rather only to characteris-
tics passed on by X-P I P E L I N E. In particular, the only time-frequency information
that is available to BDT are the time and frequency extent of the event, its peak
time and frequency, and the number of time-frequency pixels; no shape infor-
mation is recorded. In principle shape information could be used to improve
signal/background discrimination, e.g. by recognising the characteristic chirp
shape of inspiral signals (see figure 5.3(b)). However, this would presumably
also make the XTMVA analysis more waveform-specific, and less sensitive to
signals not included in the training. Further study of the waveform dependence
of MVA analyses is warranted.
Figure 5.9 and figure 5.11 show sample decision trees that were used in the
default GRB 060223A analysis. Decision nodes for each variable are shown as
grey ellipses with the thresholds for a branch shown in grey rectangles. The
leaf nodes are light yellow rectangles for signal and dark blue rectangles for
background.
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Figure 5.10: Scatter plot of signal and background events from the GRB 060223A
analysis. The red lines indicate the cuts applied by the decision tree shown
in figure 5.9.
Figure 5.11: Example decision tree used in the GRB 060223A XTMVA analysis.
Decision nodes are grey ellipses, with thresholds for a branch given in grey
rectangles. Leaf nodes for signal events are light yellow rectangles and for
background events are dark blue rectangles.
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Figure 5.12: Histogram of the number of times each variable or variable combi-
nation is used at decision tree nodes in the BDT forest for the GRB 060223A
analysis. The “X-P I P E L I N E variables” are combinations of variables that pre-
cisely match those used used in the X-P I P E L I N E background rejection test
of section 5.1, while the “X-P I P E L I N E like variables” can be used to con-
struct the cut of section 5.1. Together these are among the variables most
frequently selected by the XTMVA analysis, accounting for half of all nodes.
The single-detector energies, duration, and bandwidth are selected for 40%
of all nodes. These variables are not used by X-P I P E L I N E demonstrating how
MVA makes use of the full dimensionality of the data. The remaining vari-
ables collectively account for approximately 10% of all nodes. See table 5.1
for definitions of the variables.
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We first consider the simple decision tree shown in figure 5.9. In this example
the first cut is applied to the difference between the incoherent and coherent
energies, ln(Icirc)−ln(Ecirc), at a threshold of−0.581. Events above this threshold
are classified as background, while events below this threshold are then cut
on the energy in the Virgo detector, ln(EV1), which has a threshold of 0.183.
Events above this second threshold are classified as signal, while events below
are classified as background. The logic behind these choices can be understood
from figure 5.10, which shows a scatter plot of ln(EV1) versus ln(Icirc)− ln(Ecirc)
for the training events. The red lines are the thresholds used in the example
decision tree to separate the signal events from the majority of the background
events. While this single tree assigns a large fraction of the background events to
the signal leaf node (the upper-left rectangle), the final significance of events is
determined collectively by 400 such trees, each generated from a random subset
of the training data. A more complicated tree is shown in figure 5.11, which
classifies events based on 6 of their properties.
We gain further insight into the performance of the XTMVA analysis by con-
sidering how frequently different event variables are used in the classification.
Figure 5.12 is a bar chart of the total number of times each variable or com-
bination of variables reported by X-P I P E L I N E is used in one of the decision
nodes for the GRB 060223A analysis. We take this as an indicator of the value
of each variable for signal/background discrimination. The X-P I P E L I N E back-
ground rejection tests are based on combinations of Ecirc and Icirc, Ecircnull and
Icircnull, and Enull and Inull, as given in section 5.1 and section 5.1. The pairwise
differences ln(I)− ln(E) = ln(I/E) are labelled as “X-P I P E L I N E variables” in
the chart, because thresholding on these differences is equivalent to applying
the X-P I P E L I N E test of section 5.1. We see that these are some of the most
frequently used combinations, selected for approximately 26% of all nodes. The
individual ln(I) and ln(E) variables are labelled as “X-P I P E L I N E like variables”
because the remaining X-P I P E L I N E cut of section 5.1 can be constructed from
them. These are selected for a total of 24% of the nodes. The selection of these
variables by BDT for approximately 50% of the nodes affirms their usefulness for
signal/background discrimination, as expected from their demonstrated value
in X-P I P E L I N E ’s background rejection tests. However, close to half of the BDT
nodes use variables that are not used by X-P I P E L I N E. This is a clear demonstra-
tion of an MVA making use of the full dimensionality of the data. In particular, the
single-detector energies are selected for approximately 27% of all nodes. Thresh-
olding on these values is equivalent to thresholding on the event signal-to-noise
ratio in the individual detectors [189], which is not done in X-P I P E L I N E. The
event duration and the bandwidth are also useful, selected for 13% of all nodes.
The remaining variables collectively account for approximately 10% of all nodes.
Interestingly, the number of pixels (time-frequency area of the event) is one of
the variables that is not particularly useful for signal/background discrimination.
Another view of the merits of BDT classification is given by figure 5.13.
These show scatter plots of Icirc versus Ecirc for testing data from the default
GRB 060223A analysis. The squares represent simulated CSG events at the am-
plitude for which the detection efficiency is approximately 90%. Figure 5.13(a)
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(a) X-Pipeline
(b) BDT
Figure 5.13: (a) - Scatter plot of Icirc versus Ecirc for testing data from the de-
fault GRB 060223A X-P I P E L I N E analysis. The squares represent simulated
CSG events at the amplitude for which the X-P I P E L I N E detection efficiency
is approximately 90%. Events are coloured by their significance in the X-
P I P E L I N E analysis. The dashed line is the threshold line for the X-P I P E L I N E
background rejection test; events above this line are discarded. (b) - Scat-
ter plot of Icirc versus Ecirc for testing data from the default GRB 060223A
XTMVA analysis. The squares represent simulated CSG events at the ampli-
tude for which the BDT detection efficiency is approximately 90%. Events
are coloured by their significance in the XTMVA analysis.
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shows the events coloured by their significance in the X-P I P E L I N E analysis, as
well as the threshold line for the X-P I P E L I N E background rejection test. Event
significance increases with Icirc or Ecirc; i.e., along the diagonal, whereas the sig-
nal and background are separated primarily in the orthogonal direction. Signals
become detectable when they do not overlap the background distribution in
Icirc versus Ecirc space. Figure 5.13(b) shows the same background events as
ranked by BDT. By contrast with the X-P I P E L I N E analysis, significance increases
with distance from the diagonal, so that no additional background rejection
test is required. Simulated CSG events are detectable at lower amplitudes, even
though they overlap the background distribution in Icirc versus Ecirc space, be-
cause the XTMVA analysis takes account of other event properties such as the
single-detector energies.
It is also useful to look at the standard plots used in the TMVA package to
understand the performance of the BDT classifier in the XTMVA analysis. For the
default GRB 060223A analysis the linear correlation matrices of the event vari-
ables for the signal and background training samples are shown in figure 5.14
and figure 5.15 respectively. From the correlations we could decide to remove
the variables of the form X 0.75, where X represents combinations of the various
coherent-incoherent energy pairs, shown in figure 5.12 from out analysis. As can
be seen in figure 5.12 these variables were not used for many of the nodes in the
default GRB 060223A analysis. Reducing the number of variables used, will help
to optimise the analysis and reduce computational cost. In figure 5.14 we see
that for the signal training sample there are strong correlations for many of the
event variables, particularly between all of the event coherent and incoherent
energies. In comparison in figure 5.15 we see that for the background training
sample the correlations between event variables is weaker, although there is still
reasonably high correlation between each of the coherent/ incoherent energy
pairs. The histograms of BDT response distributions of the signal and back-
ground testing samples, overlaid with the response of the signal and background
training samples, is given in figure 5.16. We see that there is good separation
between the signal and background testing samples in the BDT responses, which
demonstrates the performances of the BDT for discriminating between signal
and background events. We see a feature around BDT response of 0 in the signal
training sample. This is likely due to low amplitude injections being buried by
the detector noise, and X-P I P E L I N E selecting glitches in time coincidence with
the waveform injection (see section 5.4). It was found that this effects the BNS
waveforms the most, which were used in combination with the CSG waveforms
in the signal training sample. This does not affect the performance of discrimi-
nation for the CSG testing sample, and the classifier gives good discrimination
between the signal and background testing samples. By adding a signal clean-
ing step to the XTMVA analysis for the signal training, this would provide the
classifier with a cleaner signal training set of just signal event by removing this
contamination, which could help the BDT classifier achieve better discrimination
between the signal and background testing samples.
The results presented here indicate that multivariate analysis techniques
may be valuable for improving the sensitivity of searches for unmodelled GWB.
– 139 –
5.6. Discussion and Conclusions
-100
-80
-60
-40
-20
0
20
40
60
80
100
lo
g(
si
gn
ifi
ca
nc
e)
lo
gh
ba
ye
si
an
ci
rc
lo
g(
st
an
da
rd
)
lo
g(
ci
rc
en
er
gy
)
lo
g(
ci
rc
in
c)
lo
g(
ci
rc
nu
lle
ne
rg
y)
lo
g(
ci
rc
nu
lli
nc
)
lo
g(
nu
lle
ne
rg
y)
lo
g(
nu
lli
nc
)
lo
g(
en
er
gy
itf
1)
lo
g(
en
er
gy
itf
2)
lo
g(
en
er
gy
itf
3)
nP
ix
el
s
de
lta
Ti
m
e
de
lta
Fr
eq
lo
g(
ci
rc
in
c)
-lo
g(
ci
rc
en
er
gy
)
lo
g(
ci
rc
nu
lli
nc
)-l
og
(c
irc
nu
lle
ne
rg
y)
lo
g(
nu
lli
nc
)-l
og
(n
ul
le
ne
rg
y)
(lo
g(
ci
rc
in
c)
-lo
g(
ci
rc
en
er
gy
))*
((c
irc
en
er
gy
)^
0.
75
)
(lo
g(
ci
rc
nu
lli
nc
)-l
og
(c
irc
nu
lle
ne
rg
y)
)*(
(c
irc
nu
lle
ne
rg
y)
^0
.7
5)
(lo
g(
nu
lli
nc
)-l
og
(n
ul
le
ne
rg
y)
)*(
(n
ul
le
ne
rg
y)
^0
.7
5)
log(significance)
loghbayesiancirc
log(standard)
log(circenergy)
log(circinc)
log(circnullenergy)
log(circnullinc)
log(nullenergy)
log(nullinc)
log(energyitf1)
log(energyitf2)
log(energyitf3)
nPixels
deltaTime
deltaFreq
log(circinc)-log(circenergy)
log(circnullinc)-log(circnullenergy)
log(nullinc)-log(nullenergy)
(log(circinc)-log(circenergy))*((circenergy)^0.75)
(log(circnullinc)-log(circnullenergy))*((circnullenergy)^0.75)
(log(nullinc)-log(nullenergy))*((nullenergy)^0.75)
Correlation Matrix (signal)
100 49  99  99  99  94  99  95  99  98  99  99  87  75  47 -66  76  80 -57  53  53
 49100 50  49  50  55  51  55  50  50  49  49  35  37  31-16  21  23 -98  93  92
 99  50100 99  99  95  99  95  99  99  99  99  87  75  48 -64  75  79 -58  54  54
 99  49  99100 99  94  99  95  99  98  99  99  87  75  47 -67  76  80 -57  53  53
 99  50  99  99100 95  99  96  99  99  99  99  87  75  48 -63  74  78 -59  54  54
 94  55  95  94  95100 95  95  94  95  93  92  84  72  53 -45  51  65 -64  62  59
 99  51  99  99  99  95100 96  99  99  98  98  87  75  49 -61 73  77 -59  54  55
 95  55  95  95  96  95  96100 95  95  94  94  84  72  52 -47  64  58 -64  59  62
 99  50  99  99  99  94  99  95100 98  99  99  87  75  48 -64  75  79 -58  54  54
 98  50  99  98  99  95  99  95  98100 97  97  86  74  49 -59  72  75 -59  54  54
 99  49  99  99  99  93  98  94  99  97100 98  86  75  47 -68  76  80 -57  53  53
 99  49  99  99  99  92  98  94  99  97  98100 87  75  47 -68  76  81-57  53  53
 87  35  87  87  87  84  87  84  87  86  86  87100 92  71-57  63  67 -42  39  39
 75  37  75  75  75  72  75  72  75  74  75  75  92100 78 -53  53  59 -43  40  40
 47  31  48  47  48  53  49  52  48  49  47  47  71  78100-17  21  26 -35  33  33
-66-16 -64 -67-63 -45 -61-47 -64-59 -68-68 -57 -53-17100-77 -82  20-18 -18
 76  21  75  76  74  51 73  64  75  72  76  76  63  53  21-77100 76 -26  17  24
 80  23  79  80  78  65  77  58  79  75  80  81  67  59  26 -82  76100-29  27  21
-57-98 -58 -57-59 -64-59 -64 -58-59 -57-57 -42 -43-35  20-26 -29100-93 -92
 53  93  54  53  54  62  54  59  54  54  53  53  39  40  33 -18  17  27 -93100 87
 53  92  54  53  54  59  55  62  54  54  53  53  39  40  33 -18  24  21-92  87100
Linear correlation coefficients in %
Figure 5.14: Linear correlation matrix for the event variables in the training
sample for signal events. We see strong correlations between event variables,
particularly between all of the event coherent and incoherent energies. Due
to plotting limitations the x-axis labels are cut off, these are the same as the
y-axis labels.
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Figure 5.15: Linear correlation matrix for the event variables in the training sam-
ple for background events. We see weak correlations between event variables.
Due to plotting limitations the x-axis labels are cut off, these are the same as
the y-axis labels.
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Figure 5.16: Histogram of BDT response for the CSG signal and background test-
ing samples, overlaid with the combined CSG/BNS signal and background
training samples response for the default GRB 060223A analysis. We see good
separation of the test samples for the signal and background. There is a fea-
ture in the response of the signal training sample around BDT response of 0,
this is due to the contamination of the signal sample explained in section 5.4.
Additional studies are merited, particularly using a wider range of waveform
morphologies, larger background samples and lower false alarm rates, and ex-
tending to all-sky untriggered searches.
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6Gravitational WaveDetection Using aSingle Detector
In this chapter we demonstrate the feasibility of performing a single detector
burst search using GEO 600, by performing an example analysis for a single
astrophysical trigger to demonstrate the procedure. We compare the sensitivity
of this single detector analysis to a comparable two detector analysis of the same
trigger. Demonstrating this procedure is important due to GEO 600 currently
being the only ground-based GW interferometer in operation while the LIGO
and Virgo detectors are out of operation for upgrades to their advanced detector
configurations. Standard burst searches rely on coincidence in two or more
detectors, or correlations between two or more detectors, to reject non-Gaussian
background events as noise. These techniques are not available for a single
detector analysis, so we test if a one detector search for GWBs is possible and
employ advanced detector characterisation and analysis methods to assist.
6.1 Single Detector Analysis Trigger
The single detector era started when the last of the LIGO and Virgo detectors
went off line in 2010–2011 for upgrades to the advanced detector configurations.
Since this time GEO 600 has been the only GW detector taking astrophysical data.
Therefore a single detector search was developed to be ready should there be
an extraordinary astrophysical event, such as a Galactic supernova, during this
period.
There is good reason to prepare for the case of an extraordinary event. In
the case of Galactic SNs they occur once per 30–100 years [25, 26]. For example
Betelgeuse, which is at a distance of 197pc, is expected to go supernova in the
next million years; soon in astrophysical terms. This makes it an excellent po-
tential source for a triggered GW analysis, in fact Betelgeuse could have already
gone supernova producing a strong GW signal that is now travelling towards us
that we should make sure we are prepared to detect.
However, at the time of writing no extraordinary Galactic event has been
observed. We have chosen to test our analysis on a high energy neutrino (HEN)
observed by IceCube [211]. This is one of a pair of events detected by IceCube
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Name Bert
Time UTC (GPS) 2011-08-08 12:23:15 (996841410)
Right ascension (◦) 261.01
Declination (◦) -29.0
1-σ position uncertainty (◦) 0.5
Table 6.1: Table of parameters for the Bert IceCube event.
which are the first accepted astrophysical HENs ever detected. The two events are
nicknamed “Bert” and “Ernie” by IceCube, and occurred on August 8th 2011 and
January 3rd 2012 respectively. They had the largest recorded neutrino energies
to date, which an estimated deposited energy in the IceCube detector of 1.04±
0.16PeV and 1.14 ± 0.17PeV with a combined p-value of 2.9 × 10−3(2.8σ).
GEO 600 was out of lock during the Ernie event, but was recording data around
the Bert event. Specifically, GEO 600 had re-entered science mode after a ∼
20 minute lock loss which ended 254 s before the event time, and then remained
in science mode for many hours. Over the two days surrounding the HEN event
GEO 600 had a duty cycle of ∼ 93.9%. The Bert event occurred during the
S6E/VSR4 science run which ran from June 3rd until November 3rd, and so Virgo
was also in lock during the Bert event. This allows us to make a direct comparison
of a two detector analysis and a single detector analysis using only GEO 600, to
gauge the possible performance.
The parameters for the Bert event are given in table 6.1. The sky position of
this event is consistent with the source being in the Galactic centre, which makes
this event particularly interesting as it could plausibly be due to a Galactic source.
The distance to the Galactic centre is approximately 8.33± 0.35kpc [212].
As there are a number of astrophysical scenarios in which both HENs and GWs
may be emitted, this makes HEN interesting for GW searches [190]. HEN emis-
sion is expected from baryon-loaded relativistic astrophysical outflows, which
could occur in SGRs [213]. Significant energy could be emitted as GWs in SGR
giant flares, this could occur during excitation of the stars non-radial modes,
producing GWs with kHz-frequencies [181, 182, 183]. Theoretical upper limits
have been set on the emitted energy in GWs from SGRs of 10−7 Mc2 [182] and
10−6 Mc2 [184]. For a more complete discussion of possible joint sources of
HEN and GWs see Ref. [190].
6.2 Single Detector Analysis Procedure
The Bert IceCube event was chosen for a single detector study using GEO 600.
However, this event occurred during the S6E science run and fortunately both
GEO 600 and Virgo were taking data at the time of the trigger. The availability
of Virgo data allows us to compare the single detector search performance to a
standard two detector search.
We run four tests for our methods study:
Standard X-P I P E L I N E two detector analysis. Two detector analysis using the
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G1V1 network. This is a baseline analysis, replicating the procedure used
in standard triggered analyses such as [43], and in section 4.3.
XTMVA two detector analysis. Two detector analysis using the G1V1 network.
This is the best analysis we would consider if there were two detectors on-
line for an event. Here we use the same set up as the previous analysis, but
use the BDT MVA classifier to gain improved discrimination between signal
and noise events. This has previously shown great potential to improve
the analysis performance as shown in chapter 5 [204]; MVA techniques
could become a part of the standard X-P I P E L I N E analysis in the advanced
detector era.
Standard X-P I P E L I N E single detector analysis. Single detector analysis using
G1 only. This is the simplest analysis that could be performed with a single
detector, i.e. our single detector baseline analysis. This is using the same
parameters and data quality vetoes as the first tests analysis, but using data
from only the G1 detector to simulate the case where an event occurred
during the single detector era. We expect the sensitivity of this analysis to
be limited because the standard X-P I P E L I N E background rejection tests
require correlations between two or more detectors.
XTMVA single detector analysis. Single detector analysis using G1 only. This
analysis is a single detector analysis which uses a number of advanced anal-
ysis and data quality techniques to try to improve the analysis sensitivity.
We use a range of combinations of a low frequency cut off thresholds on
events from the analysis and vetoes generated from environmental auxil-
iary channels to find the best performance, this is described in section 6.3.
In this test we use the XTMVA analysis pipeline and targeted vetoes to
clean the detector background; since the standard X-P I P E L I N E coherent
consistence tests are not available.
All of these analyses us the standard data quality vetoes produced at GEO 600
from the data quality vector, as well as veto segments produced by HVeto [162].
The set up of these analyses is shown in table 6.2.
To obtain a p-value low enough to find statistically interesting events, we use
a large off-source and smaller on-source than the standard X-P I P E L I N E GRB
analysis. We have chosen to use a [-2,+2] s on source around the time of the
trigger and a [-1, +1]day off-source.This is motivated by likely Galactic models
for join GW–HEN emission (e.g. SGR giant flares). This will allow us to obtain
values of p-value down to ∼ 2× 10−5 with the single detector analysis. An event
with a p-value of order 2 × 10−5 would need to be considered carefully as a
detection candidate and follow up investigations would be performed. Unlike
for a multi-detector analysis, we can not expand our on source using time slides
to decrease the obtainable p-value. We could however perform an in depth study
of the detector stability around the time of an event to extend the background
period, which would allow us to obtain slightly smaller p-values.
A single detector analysis will only be performed in coincidence with an
external trigger. For a given p-value (P) we can find the maximum number of
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Name Detector MVA HVeto Targeted
Network vetoes
Two detector G1V1 No Yes No
standard X-P I P E L I N E
Two detector G1V1 Yes Yes No
XTMVA
Single detector G1 No Yes No
standard X-P I P E L I N E
Single detector G1 Yes Yes Yes
XTMVA
Table 6.2: Set up of the test analyses for the Bert IceCube event.
triggers to analyses in an Astrowatch period from a simple rearrangement of
P =
Ntrigs
T
Ton
Toff
. (6.1)
Where Ntrigs is the number of triggers analysable, T is the length of the As-
trowatch period, Ton is the length of the on source window (4 s), and Toff is
the length of the off source window (2 days). For P = 2× 10−5 (4.23σ) in a As-
trowatch period of length T , we can analyse only 1 trigger during the Astrowatch
period to obtain an event with this p-value. Therefore we must be very careful
about which events to analyse and would only perform a single detector analysis
for an exceptional astrophysical event, such as a Galactic supernova within the
sensitive range for GEO 600. For example, GEO 600 has a sensitive range to SNs
(assuming E = 10−8 Mc2) of ∼ 200 pc makes the expected SN from Betelgeuse
(which is at a distance of 197 pc) a prime candidate for a GEO 600 single detector
analysis. In the case of performing such an analysis, if a coincident detection of
a GW candidate was made this would be at best a 4σ detection, a twice in a life
time event.
However, in the case that there are multiple exceptional astrophysical events
during an Astrowatch period we will only be able to make a weaker detection
statement and obtain a larger p-value, given by equation (6.1).
For testing the sensitivity of out analysis we use a selection of different wave-
forms. We use a single CSGs which are the standard waveform chaise for eval-
uating the sensitivity of burst searches. The parameters of this waveform are
jittered in the same way as in chapter 5 to avoid over training the MVA classifier
on a particularly signal model. We also use the same BNS and WNB waveforms
as were used in chapter 5. In addition, we use a cosmic string cusp with a cut
off frequency at 1kHz because it is a hypothetical source of HENs and GWs
[214, 215, 216]. In all analyses we will use only the CSG and BNS waveforms
for training and all four waveforms for testing performance. Due to the relatively
small number of background jobs available for a single detector analysis, as there
is no possibility of time shifting the data between multiple detector to produce
extra background, we determine the minimum injection amplitude at which 50%
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Figure 6.1: Duty cycle histogram against time in hours of the two day off source
around the Bert trigger. Orange denotes times when GEO 600 was locked,
Blue denotes times when GEO 600 was recording science. The lack of green
reflects the fact that the squeezer was not on during this off source period.
of the injections both survive the cuts and have significance greater than 95% of
the background (e.g. p ≤ 0.05).
The results for these tests are shown in table 6.5.
6.3 Analysis Segments and Veto Methods
In this section we will give details of the science segments and vetoes that were
used in out tests. We focus primarily on GEO 600 here, as the main aim of these
tests is to find the performance available from a single detector analysis. The V1
science and veto segments are the same as those produced for the analyses in
section 4.3 for the S6E/VSR4 science run.
6.3.1 Science segments
The Bert trigger occurred at the start of a GEO 600 science segment which lasted
several hours. The detector had just reacquired science mode 254 s before the
trigger after a 20 min lock loss. GEO 600 has a duty cycle of 93.9% for the two
day off source period around this trigger. The duty cycle is shown in figure 6.1.
GEO 600 ran without squeezing for the entire time used for these tests.
The events recorded by X-P I P E L I N E in the two day off source before applying
any vetoes are shown in figure 6.2(a) and figure 6.2(b).
Here all of these analyses use the standard category 2 vetoes that are pro-
duced using the GEO 600 data quality vector, these reduce the duty cycle to
93.6%.
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(a) Time versus frequency triggergram
(b) Time-SNR triggergram
Figure 6.2: Time versus frequency and time versus SNR triggergrams before
applying any vetoes segments. The yellow star represents the loudest trigger.
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6.3.2 HVeto Segments
The HVeto algorithm [162] was described in section 3.2.1. In brief, this algo-
rithm finds the auxiliary channel with the most significant coupling to the GW
data channel, testing a number of different coincidence windows and minimum
SNR thresholds, and removes data from the GW channel using coincidence with
glitches in that auxiliary channel. This process is then repeated until the max-
imum significance channel does not pass some pre-set threshold. For the Bert
trigger HVeto was run for the entire two day off source; the results of this are
presented in table 6.3. In table 6.3 we can see that the most significant channel
is G1:PSL_PWR_EASTARM-BSAR, this gave an efficiency of 8.5% with just 2.7%
dead time. The subsequent rounds did not give as large an effect as the first,
but the combined results gave a cumulative efficiency of ∼ 14.2% and cumula-
tive dead time of ∼ 5.7%. The duty cycle of GEO 600 after applying the HVeto
segments was 88.3%.
The effect of the HVeto triggers on the events recorded by X-P I P E L I N E in
the two day off source are shown in figure 6.3(a) and figure 6.3(b).
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(a) Time versus frequency triggergram
(b) Time-SNR triggergram
Figure 6.3: Time versus frequency and time versus SNR triggergrams after apply-
ing HVeto segments. The yellow star represents the loudest trigger.
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Round Channel Significance twindow SNR Efficiency % Dead time %
number (event trigger generator (ETG)) [Bandwidth] threshold (number) (s)
1 G1:PSL_PWR_EASTARM-BSAR 412.03 1.0 6.0 8.507 2.655
(HACR) [20Hz–100 Hz] (2233) (4293.78)
2 G1:ASC_MCN_SPOT-PWR 63.36 1.0 6.0 0.911 0.222
(HACR) [5 Hz–20Hz] (219) (350.04)
3 G1:ASC_MCN_SPOT-PWR 58.12 1.0 6.0 1.126 0.345
(HACR) [0.5Hz–5 Hz] (268) (541.62)
4 G1:PEM_CBCLN_ACOU-M 29.74 0.2 8.0 0.412 0.097
(HACR) [100 Hz–500Hz] (97) (152.13)
5 G1:SEI_TCC_STS2x 15.25 1.0 20.0 0.286 0.088
(HACR) [20Hz–100 Hz] (67) (138.0)
6 G1:LSC_MIC_FP-MMC2B 14.96 0.2 8.0 2.756 1.955
(HACR) [500Hz–4096 Hz] (644) (3055.58)
7 G1:PSL_SL_PWR-AMPL-OUTLP 11.42 5.0 8.0 0.316 0.112
(HACR) [500Hz–4096 Hz] (72) (170.96)
8 G1:LSC_MIC_VIS 6.76 0.1 10.0 0.543 0.329
(HACR) [100 Hz–500Hz] (123) (503.45)
9 G1:ASC_MCN_SPOT-X 6.32 5.0 15.0 0.049 0.007
(HACR) [20Hz–100 Hz] (11) (10.0)
Table 6.3: HVeto results for the Bert IceCube event single detector GEO 600 analysis. The significance quantifies how unlikely the number of
time coincidences between triggers in the GW data channel and triggers in an auxiliary channel are, compared with the number expected
from the intersection of two random Poisson time distributions with the same numbers of triggers and twindow. twindow is the coincidence
time window used around auxiliary triggers when testing coincidences with the GW data channel and to produce veto segments. The SNR
threshold is the minimum SNR of triggers in the auxiliary channel that are used to construct vetoes. Efficiency is the fraction of triggers
in the GW data channel falling inside veto segments, relative to the total number of triggers. Dead time is the amount of time for which a
given veto was active, relative to the total duty cycle.
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Figure 6.4: Frequency-SNR triggergram after applying HVeto segments.
6.3.3 Targeted Vetoes
Targeted investigations were performed on the noise around the time of the
event to try to better characterises the background. To do this Omega-scans
were made of the 50 loudest events in the off-source, as ranked by the single
detector XTMVA analysis using the standard vetoes and HVeto segments. Omega-
scans take as an input the time of a glitch in the GW data channel and find
coincidence events in auxiliary channels. Omega-grams are then produced for
each auxiliary channel which contains coincident noise for a range of different
time periods. This tool is often very useful for tracking down possible causes of
glitches by quickly reducing the information from all the auxiliary channels to
short coincidence windows for just the ones which contain useful information.
Using this it is easy to compare the shape and distribution glitches in the GW
channel time-frequency plane and coincident glitches in auxiliary channels.
The first class of targeted vetoes we consider is a low frequency cut off of
events. Due to the limited sensitivity of GEO 600 below a few hundred Hz we
tested a number of different low frequency cut-offs at 100 Hz, 200 Hz, and 300 Hz.
This was not previously an issue for two detector analyses using GEO 600 as
the coherent cuts would work well at removing events that were at these low
frequencies. While the 100 Hz and 200 Hz cuts are conservative tests, the 300 Hz
cut is motivated by the noise features observed in the GEO 600 spectrum (see
figure 6.5). There is also a high density glitch feature which can be seen in the
distribution of glitches in figure 6.4 that extends from around 200 Hz to 300 Hz.
It was found that the cut at 300 Hz gave the greatest improvement to the anal-
ysis upper limits. The off source after applying this veto is shown in figure 6.6(a)
and figure 6.6(b). This type of veto causes zero dead time, but we must accept
zero sensitivity below the frequency cut off in exchange for better sensitivity at
higher frequencies due to an reduced noise background.
The second class of targeted veto which we considered uses trend data from
auxiliary channels to find times of excess noise and remove them from the anal-
yses. The first channel that we considered was an auxiliary channel recording
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Figure 6.5: GEO 600 noise amplitude spectral density for the single detector Bert
IceCube event analysis.
a microphone in the central building. This channel was prominent in a number
of the Omega-scans for the 50 loudest background events. Looking at the trend
data it was easy to separate times when the central building was quiet, and times
when people were inside performing commissioning work although these times
are not in science. Using these levels as a guide we applied a threshold to define
times when the detector was sufficiently quiet to not cause glitches.We produced
segments for all of the times that this channel went above this threshold, with a
[−2, +2] s padding. After applying these veto segments to GEO 600 we have a
duty cycle of 86.2%; the resulting off source triggers are shown in figure 6.7(a)
and figure 6.7(b). We see that a number of the loudest background events are
removed by this veto.
The next auxiliary channel we considered was recording a seismometer in
the central building. This channel also showed prominently in the Omega-scans
of the 50 loudest background events, and showed clear coincidence with some
of the loudest remaining off source event seen in figure 6.7(b). From the trends
of this seismometer we set a threshold to select times of high seismic noise.We
produced segments for all of the times that this channel went above this thresh-
old, with a [-2,+4] s padding. After applying these veto segments to GEO 600
we have a duty cycle of 78.8%; the resulting off source triggers are shown in
figure 6.8(a) and figure 6.8(b).
The final channel which we considered was the circulating power inside the
interferometer east arm. This channel also showed consistently in the Omega-
scans of the 50 loudest background events, and showed clear coincidence with
some of the loudest remaining off source event seen in figure 6.8(b). From
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(a) Time versus frequency triggergram
(b) Time-SNR triggergram
Figure 6.6: Time versus frequency and time versus SNR triggergrams after ap-
plying HVeto segments and > 300 Hz low frequency cut-off. The yellow star
represents the loudest trigger.
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(a) Time versus frequency triggergram
(b) Time-SNR triggergram
Figure 6.7: Time versus frequency and time versus SNR triggergrams after apply-
ing HVeto segments, > 300Hz low frequency cut-off, and acoustic channel
trends. The yellow star represents the loudest trigger.
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(a) Time versus frequency triggergram
(b) Time-SNR triggergram
Figure 6.8: Time versus frequency and time versus SNR triggergrams after apply-
ing HVeto segments, > 300Hz low frequency cut-off, acoustic channel, and
seismometer trends. The yellow star represents the loudest trigger.
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(a) Time versus frequency triggergram
(b) Time-SNR triggergram
Figure 6.9: Time versus frequency and Time versus SNR triggergram after ap-
plying HVeto segments, > 300Hz low frequency cut-off, acoustic channel,
seismometer, and east arm power trends.
the trends of this channel we set a threshold to select times of excess noise.We
produced segments for all of the times that this channel went above this thresh-
old, with a [-2,+2] s padding. After applying these veto segments to GEO 600
we have a duty cycle of 78.4%; the resulting off source triggers are shown in
figure 6.9(a) and figure 6.9(b).
We summarise the duty cycle for each combination of vetoes considered in
table 6.4.
6.4 Analysis Results
For each of our tests analyses we calculate the h50%rss upper limits for a number of
different waveforms, the results are presented in table 6.5.
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Vetoes Duty cycle
No vetoes 93.9%
Data quality vector and Hveto 88.3%
ACOU trends 86.2%
ACOU and SEI trends 78.8%
ACOU, SEI and PWR trends 78.4%
Table 6.4: GEO 600 duty cycle for different combinations of vetoes for the Bert
IceCube event single detector analysis. ACOU trends are produced from an
auxiliary channel recording a microphone in the central building. SEI trends
are produced from an auxiliary channel recording a seismometer in the cen-
tral building. PWR trends are produced from an auxiliary channel recording
the circulating power in the interferometer east arm.
Standard X-P I P E L I N E two detector analysis. This analysis performed well for
the CSG and BNS injections, but did not recover the WNB or cusp signals
well. This is due to the coherent analysis requiring circularly polarised
signals, the WNB is unpolarised and the cosmic string cusp waveforms is
linearly polarised.
XTMVA two detector analysis. This analysis showed an improvement that is
consistent with what was observed in chapter 5 and [204]. There is a
factor of 2–3 improvement for the CSG and BNS waveforms. There is a
factor of ∼ 20 improvement for the cusp waveform and a factor of ∼ 200
improvement for the WNB, this is due to there being no requirement for
signals to be circularly polarised when using the XTMVA analysis, unlike
for the standard X-P I P E L I N E analysis which assumes circularly polarised
signals. To understand where this improvement comes from, we can look at
the event variables usage in the nodes of the BDTs which were used in this
analysis, shown in figure 6.10. We see that the X-P I P E L I N E-like variables
perform well, as well as the ln(power law), duration, and bandwidth.
Standard X-P I P E L I N E single detector analysis. This analysis is a factor of ∼
4, for the CSG and BNS injections, less sensitive than the standard X-
P I P E L I N E two detector analysis. This analysis was a factor of ∼ 2 less sen-
sitive than the standard X-P I P E L I N E two detector analysis for the WNB in-
jection, due to there being no coherent cuts for the single detector analysis
which apply a circular polarisation requirement. However, the performance
of both of these analyses for this waveform type are poor.
XTMVA single detector analysis. From the targeted veto investigations per-
formed in section 6.3 we have a range of different veto segments to apply
to the data for our analysis. We break down our final test into multiple
analyses, each using a different combination of the targeted vetoes to find
which gives the best performance. The best result was found using a low
frequency cut on events at 300 Hz, as well as the standard HVeto segments,
– 158 –
Chapter 6. Gravitational Wave Detection Using a Single Detector
0 50 100 150 200 250
Number of nodes
(ln(Icircnull)− ln(Ecircnull))E0.75circnull
(ln(Icirc)− ln(Ecirc))E0.75circ
ln(Icircnull)− ln(Ecircnull)
ln(Icirc)− ln(Ecirc)
bandwidth
duration
number of pixels
ln(EV1)
ln(EG1)
ln(powerlaw)
ln(Icircnull)
ln(Ecircnull)
ln(Icirc)
ln(Ecirc)
ln(standard)
loghbayesiancirc
ln(significance)
Best MVA
X-Pipeline variables
X-Pipeline like variables
Worst MVA
Figure 6.10: Bar chart of the number of times each variable is used at decision
tree nodes in the BDT forest for the two detector XTMVA analysis. The “X-
P I P E L I N E variables” are combinations of variables that precisely match those
used used in the X-P I P E L I N E background rejection test of section 5.1, while
the “X-P I P E L I N E like variables” can be used to construct the cut of sec-
tion 5.1. Together these are among the variables most frequently selected
by the BDT analysis, accounting for ∼ 38% of all nodes. The power law,
single-detector energies, duration, and bandwidth are selected for ∼ 38% of
all nodes. These variables are not used by X-P I P E L I N E demonstrating how
MVA makes use of the full dimensionality of the data. The remaining vari-
ables collectively account for approximately 24% of all nodes. See table 5.1
for definitions of the variables.
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as shown in table 6.5. This gives us an improvement over the standard
X-P I P E L I N E single detector analysis of a factor of 2 for the CSG injections,
and brings the single detector search sensitivity to within a factor of 2 of
the standard two detector search. For the BNS waveform we see a factor of
1.4 improvement over the standard X-P I P E L I N E single detector analysis,
and brings the single detector search sensitivity to within a factor of 3 of
the standard two detector search. We see a factor of ∼ 2.6 improvement
for the cusp and WNB waveforms over the standard X-P I P E L I N E single
detector analysis. Compared to the standard two detector analysis, the
cusp waveform is of comparable sensitivity and the WNB waveform is a
factor of ∼ 3 more sensitive. This is due to the coherent analysis requiring
circularly polarised signals for the two detector analysis. To understand
where this improvement comes from, we can look at the event variables
usage in the nodes of the BDTs which were used in this analysis, shown in
figure 6.11. We see that the single detector energy and the log significance
perform well, along with the event bandwidth.
Secondly we add to this previous test the simple 300 Hz low frequency cut
off. This gave an improvement of ∼ 14% for the CSG upper limits.
Next we show the performance of the targeted vetoes from trends. We find
that these reduce the performance of the analysis, as shown in table 6.5.
Even though these vetoes do well to remove the loudest background events
as shown in section 6.3, they also incur extra dead time. In fact, these tests
all performed worse than just using the XTMVA pipeline with a 300 low
frequency cut off.
The lack of utility of the ACOU-SEI-PWR vetoes appears to be due to the
loudest events that were removed by these vetoes already having been down
weighted by the XTMVA analysis, and so the removal of them does not greatly
change the background distribution of glitches. This can be seen in the com-
parison of the background event histograms from each of the tests shown in
figure 6.12.
The MVA significance runs on a scale from 0–100, where events with low
values are classified as noise and events with large values are classified as signals.
The combination of the standard data quality veto category 2 veto segment and
HVeto segments cut out the tail of the background noise well. The 300Hz low
frequency cut gives a small improvement, but does not remove the few loudest
events; this is done without any loss of duty cycle. Finally the combination
of trend vetoes gives a slight improvement, and removes the loudest events,
however incurring an extra ∼ 10% dead time. Also, looking at these events we
can see that the MVA significance values are of order 50, on a scale from 0–100,
and so these events are already down weighted to relatively low significance by
the MVA classifier.
It is also useful to look at the standard plots used in the TMVA package to
understand the performance of the BDT classifier in the XTMVA analysis. For
the single detector XTMVA analysis we show the linear correlation matrices of
the event variables for the signal and background training samples are shown in
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Figure 6.11: Bar chart of the number of times each variable is used at decision
tree nodes in the BDT forest for the single detector XTMVA analysis. The
“Energies” are different measures of the power in a cluster, these are selected
for ∼ 57% of all nodes, with the ln(significance) and ln(EG1) accounting for
half of all nodes. The number of pixels, duration, and bandwidth are selected
for ∼ 43% of all nodes. See table 5.1 for definitions of the variables.
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Test 50% UL (×10−21 Hz−1/2)
name CSG BNS cusp WNB
Two detector 4.20 13.5 24.0 471
standard X-P I P E L I N E
Two detector 2.08 4.18 1.15 2.39
XTMVA
Single detector 16.7 56.9 65.0 374
standard X-P I P E L I N E
Single detector 8.07 48.4 25.6 187
XTMVA
Single detector 7.07 40.4 24.3 139
XTMVA > 300Hz
Single detector 9.16 49.6 35.3 197
XTMVA > 300Hz
ACOU
Single detector 9.07 48.3 34.7 197
XTMVA > 300Hz
ACOU-SEI
Single detector 9.07 48.3 34.7 197
XTMVA > 300Hz
ACOU-SEI-PWR
Table 6.5: Results from test analysis of Bert trigger. The best single detector anal-
ysis using advanced detector characterisation and analysis methods is the
single detector XTMVA > 300Hz analysis. This analysis give upper limits
within a factor of 2 of the standard two detector analysis for the CSG wave-
form.
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Figure 6.12: Histogram of off-source triggers for a number of the different single
detector XTMVA test analyses. Although the trend vetoes do remove the
loudest events left over after HVeto segments and 300 Hz low frequency cut
have been applied, these events are already down weighted by the MVA
classifier.
figure 5.14 and figure 5.15 respectively. In figure 6.13 we see that for the signal
training sample there are strong correlations for many of the event variables,
particularly between the various energy measures for the events. In figure 6.14
we see that for the background training sample the correlations between event
variables is slightly weaker. The difference in these correlation plots is less sig-
nificant that was seen in figure 5.14 and figure 5.15. For the single detector
XTMVA analysis we show a plot of background rejection against signal efficiency
for the BDT test sample, using the CSG waveforms, in figure 6.15. We can see
in figure 6.15 that we are unable to obtain a signal efficiency of 1. This is due
to the overlap of the signal and background testing samples in figure 6.16 for
all thresholds on the BDT significance. The histograms of BDT response distri-
butions of the CSG signal and background testing samples, overlaid with the
response of the signal and background training samples, is given in figure 6.16.
We see that there is some separation between the signal and background testing
samples in the BDT responses. Only ∼ 50% of the signal testing set is distin-
guishable from the background testing set using the BDT response in figure 6.16.
We see a significant feature around BDT response of 0 in the signal training
sample. This is possibly due to low amplitude injections being buried by the
detector noise, and X-P I P E L I N E selecting glitches in time coincidence with the
waveform injection (see section 5.4). It was found that this effects the BNS, cusp,
and WNB waveforms the most, which were used in combination with the CSG
waveforms in the signal training sample. By adding a signal cleaning step to the
XTMVA analysis for the signal training the classifier would be provided with a
cleaner signal training set of just events associated with the signal injections by
removing this contamination, which could help the classifier to achieve better
discrimination between signal and background. Caution should be applied when
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Figure 6.13: Linear correlation matrix for the event variables in the training sam-
ple for signal events. There are strong correlations for the different measures
of the event energy, npixels, and deltaFreq.
interpreting these results due to the overtraining illustrated in figure 6.16, this
motivates future work to remove this contamination.
The XTMVA analysis gives a consistent improvement of a factor of ∼ 2 for
both the single detector and two detector analyses for the CSG waveforms and
an improvement for all other waveforms over the standard X-P I P E L I N E analysis.
The poor performance of the standard X-P I P E L I N E two detector analysis for the
cusp and WNB injections was because the two GW polarisations are uncorrelated
for these injections, whereas the X-P I P E L I N E background rejection test applied
to the signal stream (discussed in section 4.2) assumes the two polarisations are
related by 90◦ phase shift, as expected for a circularly polarised signal. This is
the same effect as we observed in section 5.5.6. The XTMVA analysis does not
assume anything about the polarisation of the expected signals and so detects
these injections. For the single detector analysis this is also not a problem as we
are not applying the background rejections tests. Therefore, these injections are
recovered with comparable sensitivity to the two detector X-P I P E L I N E analysis.
However, the sensitivity to these injections is still modest compared to the XTMVA
two detector analysis which obtains upper limits a factor of∼ 20 smaller for both
the cusp and WNB injections compared to the standard X-P I P E L I N E two detector
analysis. The comparison of these results can be seen in table 6.5.
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Figure 6.16: Histogram of BDT response for the CSG signal and background
testing samples, overlaid with the signal and background training samples
response for the single detector XTMVA analysis. We see some separation
of the test samples for the signal and background, although there is also a
large discrepancy between the signal training and signal testing sets. The
overtraining feature in the response of the signal training sample around
BDT response of 0, this is likely similar to the effect seen in figure 5.16
due to the contamination of the signal sample described in section 5.4 but
should be investigated further. The results from this single detector XTMVA
analysis should be viewed with caution due to this contamination of the
signal training set, and the poor classification.
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6.4.1 Interpretation of Results
We can translate the h50%rss closed box upper limits into approximate sensitive
ranges by assuming an energy emission and central frequency for the GW burst.
Assuming an emission energy in GWs of 10−2 Mc2 at 1 kHz, we find an exclusion
distance for the two detector XTMVA analysis of 543 kpc for the CSG waveform.
The standard X-P I P E L I N E two detector analysis gives an exclusion distance of
258kpc The standard X-P I P E L I N E single detector analysis gives an exclusion
distance of 68kpc The most sensitive XTMVA single detector analysis gives an
exclusion distance of 154 kpc The exclusion distance scales as E1/2, and so for a
less optimistic energy emission of 10−8 Mc2 the above limits become pc rather
than kpc. These limits are not astrophysically interesting.
We have demonstrated that a single detector analysis aided by MVA can reach
comparable sensitivity to a two detector network using the standard X-P I P E L I N E
analysis. However, caution should be applied when interpreting these results
due to the overtraining seen in figure 6.16. This result shows that during the
single detector period while only GEO 600 is recording data and the LIGO and
Virgo detectors are undergoing commissioning we could perform an analysis
using GEO 600 of any extraordinary astrophysical events, such as a Galactic
supernova.
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7Discussion andConclusions
The first direct detection of gravitational waves (GWs) is expected within the
decade once the advanced detectors come online. This will be an exciting and
important moment in the history of astronomy, opening up a new window to
the Universe. To makes this a reality however, we must first make sure that the
advanced detectors reach their design sensitivities, and remove transient noise
sources.
This will require a large amount of detector characterisation, particularly in
the build up to and during the first science runs which are expected in 2015. We
showed in chapter 3 the importance of detector characterisation, demonstrated
the use of some of the currently available software tools, and showed some of
the challenges involved in performing this work. In particular, we demonstrated
in section 3.6 a method which could be used to efficiently guide commissioning
activities using detector characterisation to maximise the number of observable
sources.
Gamma-ray bursts (GRBs) are some of the most exciting potential sources for
gravitational-wave bursts (GWBs), and will be a prime source for targeted analy-
ses in the advanced detector era. In chapter 4 we outlined the flagship triggered
GWB analysis pipeline X-P I P E L I N E. Using X-P I P E L I N E we demonstrate a new
method for tiling the sky position uncertainty regions of GRBs. This can reduce
the computational cost of an analysis by up to a factor of 10 for triggers with
large sky position uncertainty regions, such as Fermi GBM events, when using a
search frequency band which extends above 1 kHz. This new method could be
useful in the advanced detector era to speed up analyses, and with improved
localisation feed back to the astronomical community for electromagnetic follow
up. In section 4.3 this method is applied to a sample of 78 GRBs which were
observed from April 2006 to October 2011 by GEO 600 and one of the LIGO
or Virgo detectors. No plausible GW event candidates were detected, and the
population as a whole does not demonstrate a statistically significant number of
low-probability events.
In chapter 5 we demonstrate an advanced method for GWB searches: mul-
tivariate analysis (MVA). The standard X-P I P E L I N E analysis uses a simple
pass/fail cut in one or more two-dimensional parameter spaces. These cuts only
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discriminate between signal and background using a few of the variables associ-
ated with each event, and ignore other information such as duration, bandwidth,
and time-frequency volume. MVA techniques can mine the full parameter space
of the events to better discriminate between signal and background. We perform
a number of robustness tests on the Multivariate X-P I P E L I N E (XTMVA) analysis
pipeline which uses the boosted decision tree MVA classifier. We find an improve-
ment of up to a factor of 50% in range, which translates to an increase of a factor
of 3 in observable volume. MVA classifiers will play a key role in future analyses
pipelines due to there power at pulling weak signals out from background noise,
and this method could become a standard element of the X-P I P E L I N E analysis
for future searches.
In chapter 6 we apply a combination of detector characterisation techniques
and the XTMVA pipeline to test the potential performance of a single detector
analysis using the GEO 600 detector. This is important, as during the upgrade of
the LIGO and Virgo detectors to the advanced detector configurations GEO 600
is the only GW interferometer taking astrophysical observations as it operates
in Astrowatch mode. Any potential searches would be using an EM trigger to
reduce the time over which we expect a signal, and we are only sensitive to
signals within our own Galaxy. At the time of writing no exceptional events
have occurred so we use a HEN burst that was observed from the direction of
the Galactic centre to test the performance of our analyses. During this event
both the GEO 600 and Virgo detectors were online so we perform a number of
tests to compare different analysis configurations. We find that using the XTMVA
pipeline and aggressive data characterisation with a single detector analysis us-
ing GEO 600 we can obtain upper limits within a factor of 2 of the standard two
detector X-P I P E L I N E analysis for the circular sine-Gaussian (CSG) waveform.
This method could be useful in the case of an extraordinary astrophysical event,
such as a Galactic supernova, while only one of the advanced detectors is oper-
ating. GEO 600 will now continue to run in Astrowatch mode at least until the
advanced detectors come online in 2015.
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AOptical Layout ofGEO600
Here we show the schematic of the GEO 600 optical layout, draw with the Op-
tocad program [217]. This shows the main optical components such as the BS,
MPR, MSR, IMC, OMC and squeezer. Also the main beams in the detector are
show as well as the vacuum tanks, optical benches and a number of photo detec-
tors which are used for local control of the interferometer optics. Note that the
interferometer arms are folded vertically, this is more clearly seen in the north
arm optics.
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Version 2.03, Roland Schilling, 15 Apr 2010
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Figure A.1: Schematic of the GEO 600 detector showing the main optics, vacuum
tanks, sensors and laser paths. Drawn using the OptoCad program.
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