In a recently developed simple particle mechanics model in which a single particle represents the working fluid (gas) in a heat engine (exemplified by a piston engine) a new approach was outlined for the teaching of concepts to thermodynamic students. By mechanics reasoning a model was developed that demonstrates the connection between the Carnot efficiency limitation of heat engines and the Kelvin-Planck statement of Second Law requiring only the truth of the Clausius statement. In this paper the model is extended to introduce entropy. Here the particle's entropy is defined as a function of its kinetic energy and the space that it occupies that is analogous to that normally found in classical macroscopic analyses.
INTRODUCTION
In a previous paper [5] , simple, one dimensional theoretical models of heat engines were presented that bridge the conceptual gap between the elegantly abstract Second Law approaches and physical/mechanical principles governing the limiting efficiency of heat engines. The models demonstrated clearly how heat engines harness the kinetic energy of the particle and convert it to useful work. They showed that the engines must operate between two kinetic energy levels (the source level and the sink level) in order to produce net useful work.
The maximum efficiency achievable with the engines was shown to be in agreement with the Carnot efficiency. Also demonstrated was that Carnot's analogy to the water wheel of his day was an appropriate approach, even though he falsely reasoned that the caloric flowing from the source (to drive the engine) had to be rejected at the sink. The models demonstrated that if the "flow analogy" is to be used then it is kinetic energy that flows, and that it flows from a higher kinetic energy level to the working fluid and part of it must be rejected at a lower kinetic energy level. Fortunately a part of this (limited by the Carnot formula) may be converted to useful work.
Simple mechanical concepts allow students to grasp complex concepts in terms of readily understandable particle mechanics, without introducing the full intricacies of the kinetic theory of gases or statistical thermodynamics. The thermodynamic claims of the paper were limited to situations involving ideal gases.
The discussion centered on a single particle contained in one dimensional oscillation. Traditional macroscopic thermodynamic symbols such as P, T, V, H, S and Q were not used. Yet many of the basic relationships and demonstrations of the Kinetic Theory of Gases were derived.
Whilst some engineering thermodynamics textbooks introduce a discussion of kinetics theory of gases and some statistical thermodynamics [12] , the majority of authors concentrate on developing macroscopic concepts [4, 6, 9, 11, 13] . However, in our experience the majority of students find thermodynamic concepts difficult to grasp whether they are introduced through the classical approach, or with the aid of kinetic theory of gases and statistical thermodynamics. The significance of the approach developed in [5] is that that the cause of the Carnot limitation clearly shown -in an ideal heat engine operating in a cycle, the Carnot limitation is purely due to mechanical and spatial constraints without the need for complex new concepts.
Because of environmental and other concerns, there are intense efforts to develop fuel cells, thermoelectric and photovoltaic systems [3, 10] as well as many other processes for energy generation. Mechanical engineering students need to be well acquainted with such devices so that a grounding in traditional heat engines [6, 13] may not be sufficient for an adequate understanding of the phenomena involved in these new fields which all require an understanding of the principles of the kinetic theory of gases, statistical and a modicum of quantum mechanics. We believe that many mechanical engineering students have difficulties understanding the abstract concepts involved, so that a visual, more mechanistic approach is now essential in teaching the fundamentals of thermodynamics.
As an example consider the Clausius statement of the Second Law of Thermodynamics which proposes that heat can only be transferred unaided from a higher to a lower temperature. In the previous work [5] it was assumed that this statement was a "law of thermodynamics", however, in this paper, we demonstrate through one-dimensional models the Clausius statement of the second law of thermodynamics is a consequence of simple principles of mechanics. NOMENCLATURE δ = increment, incremental operator Φ = entropy (of particle) γ = adiabatic index C η = cycle efficiency D = distance between the more massive particle to the point of impact d = distance between the less massive particle to the point of impact E = energy supplied/rejected F = average inwardly directed force containing particle F = scalar value of F c F = average force throughout a cycle ke = average kinetic energy of particle during process or cycle KE = kinetic energy of more massive particle ke = kinetic energy (or kinetic energy of less massive particle) k = Boltzmann constant κ = proportionality constant -see Figure 7 M = mass of more massive particle m = mass (or mass of less massive particle) n = index P = pressure Q = heat supplied/rejected S = entropy T = time (round trip) T = absolute temperature U T = upper absolute temperature L T = lower absolute temperature U = initial velocity of more massive particle u = initial velocity of less massive particle V = volume (or velocity of more massive particle) v = velocity of less massive particle v = average velocity 
THE PREVIOUSLY PRESENTED MODELS
In order to make the work presented in this paper more easily understood, we begin this paper with a brief recapitulation of some previous work [5] in which a discussion of the motion of a single particle of mass m moving along a straight line between the two perfectly reflecting ends was presented. From this simple model many of the "laws" which are commonly presented as stemming from experiment, or are introduced through the fairly complex concepts involved in the kinetic theory of gases were derived. 
Which, on multiplying the numerator and denominator by area results in
Equation (2) can be interpreted as the equation of state and the connection to the ideal gas state law is simply demonstrated if it is possible to assume that ke is directly related to the absolute temperature. It should be noted, and it cannot be emphasized sufficiently strongly, that the temperature does not form part of the theoretical development, rather it is introduced by the argument that equation (2) appears to be similar to the universal gas law. This, of course, is exactly what is done in the development of the kinetic theory of gases, but it is often suggested that the temperature is the average kinetic energy of the gas molecules and that it "falls out" as part of the theory. [12] The simple model of Figure 1 was extended to the model of Figure 2 in which energy could be supplied to or rejected from the particle. Again, it is easy to show [5] that for a constant "x", that is a constant volume process in which kinetic energy can be either added or removed from the particle,
Similarly, for a constant ke , that is a constant pressure process in which kinetic energy can be either added or removed from the particle, it follows that [5] 
Equation (4) is Charles' law for a system with a single molecule.
Finally for a constant ke , that is a constant temperature process, in which kinetic energy is either added or removed from the particle to maintain the constant average kinetic energy, it may be demonstrated that constant = x F c (5) Equation (5) is Boyle's law for a system with a single molecule.
If, on the other hand, it is supposed that there can be no energy input to the molecule other that by the motion of the piston in Figure (2) , that is an adiabatic process, the state path law may be written as
The power of x can be interpreted as the "adiabatic index". The one-dimensional case yields an adiabatic index of three. however, in a three-dimensional single particle version of the model [5] the usually accepted values for the adiabatic index are obtained.
It is possible to extend the analysis of processes to the analysis of cycles without undue difficulty and without introducing the concept of entropy.
The Carnot Cycle
Suppose that the cycle shown in Figure 3 is executed by the apparatus in Figure 2 . Consider the expansion process (3-4) of the cycle. Imagine that the energy source at surface S 1 (vibrating particles), is such that during the process 3-4 in Figure 3 , the working particle returns after rebound from the source with more kinetic energy than its average kinetic energy, ke . This means that during process 3-4, the particle travels to the right with above average kinetic energy and returns with below average kinetic energy. In effect, it acts as a carrier of energy to the piston (perfectly elastic surface S 2 ). However, during process 4-1 the energy source is removed so that the only source of energy for moving the piston is the stored energy in the particle. Here all the energy supplied by the source is converted to work at the piston. In the case where the piston compresses the space in which the particle moves, imagine the reverse to take place. S 1 must reject the excess energy of the particle at each reflection of the particle so as to maintain constant average kinetic energy.
Analysis yielded:
This equation supports the analogy between the mean kinetic energy and the absolute temperature first derived by Boltzmann, namely,
where: T = absolute temperature of the gas. m = molecular (particle) mass. k = the Boltzmann constant.
the mean square velocity of the particles Thus equation (7) can be written as
This is the well known and accepted Carnot efficiency, the maximum possible for an engine operating between temperatures T U and T L .
Others have investigated elementary Carnot cycles involving few particles. [1, 8] 
SEARCH FOR ALL CYCLES HAVING CARNOT EFFICIENCY (PREVIOUS PAPER)
A new mathematical approach for finding the entire family of cycles having Carnot efficiency was published in [5] These ideal cycles are represented by the shape on the log ( ke ) -log (x) diagram of Figure 4 in which BWXYZC is similar to ANOMLD. 
ENTROPY
The gradients of the sloping lines in Figure 5 for the Carnot cycle are derived as follows:
The First Law of Thermodynamics requires that:
Dividing this equation through by ke in a way that is analogous to the classical approach, an expression for entropy is obtained. 
Substituting from the state law of this paper for ke F c the following expression is obtained:
This in the limit becomes:
Note: the entropy of the systems of this paper is dimensionless. This is evident from the terms of equation (13) and it follows from the definition of ke as both particle temperature and particle internal energy.
Integrating (13):
Thus the slope of the adiabatic lines in the Carnot cycle is -2. These lines are constant entropy lines.
Students (and others) have difficulty understanding entropy. However entropy is shown here to be simply another property of the gas as it is derived from dependence on other properties (equation 14) .
Students soon become familiar with other lines of constant property value: constant volume (constant x in the system of this paper), constant temperature (constant ke ) and constant pressure (constant c F ). Thus constant entropy (Φ) lines produced for the one dimensional gas may be viewed by students as merely another process line involving a constant property.
When the constant volume ideal gas heating process is explained to students, they have no difficulty in understanding that all the heat energy is converted to internal energy (kinetic energy for the one dimensional gas) of the gas. The constant entropy process may be explained as that process where work done by the piston during an adiabatic compression process is converted to internal energy (i.e. ∫ Hence the student can begin to become familiar with entropy as a property of a thermodynamic system that relates to processes like other more familiar properties and their relations to processes.
Constant volume heating raises the internal energy. Constant entropy compression raises the internal energy.
TEMPERATURE AND HEAT TRANSFER
In the systems of this paper, a particle's temperature is represented by its average kinetic energy ( ke ). This also represents its internal energy as a consequence of the models being limited to perfect gases and further limited to one dimensional single particle processes. However, to supply or reject 'heat energy' to/from the particle of Figure 2 a vibrating, source/sink that could transfer energy from and to the source/sink to and from the particle was imagined. Obviously this is tantamount to heat input and rejection to and from the working fluid in the classical approach. Now, as a result of [5] , this paper employs some further simple one dimensional models to demonstrate the energy transfer from particle to particle. Clearly, a minimum of two particles is needed to demonstrate the transfer of energy from one particle to another.
The initial ideas are embodied in Figure 6 which illustrates two differing point masses contained between parallel reflective walls. Note by way of sign convention: All following discussions assume that for each individual particle to particle impact, the initial velocities are toward each-other. It is possible for particle to particle impact to occur where one particle gains on the other from behind.
A critical question is: If the particles start with different initial kinetic energies, a pertinent question is -will their average kinetic energies equalize over sufficiently long periods (in which many energy transfers from particle to particle take place) thereby supporting the idea that system average kinetic energy flows from a higher to lower level?
If the particles impact with equal and opposite momenta, it is readily shown that: If, in addition to the particles starting with equal and opposite momenta, the reflective parallel walls are positioned as in Figure 7 , then the distances travelled during the round trip time to the next impact will be VT and vT respectively, implying that: Figure 6 where the particles are started with equal and opposite momenta from positions as illustrated.
In the situations of Figure 7 
What causes energy transfer? Clearly, momenta before impact must differ for energy transfer to take place. The particle of greater momentum will pass some energy to the particle of lower momentum.
In any perfectly elastic impact both momentum and kinetic energy are conserved. These requirements imply Newton's Law of Impact.
In the following analyses, the following convention is used and only the algebraic equations resulting from vector equations are given: u and U are positive when approaching each -other and v and V positive when moving away from each-other. It may also be assumed that M is on the left and m on the right with velocity and momentum positive to the right. Within this convention, Newton's law of impact implies:
DERIVATION OF MOMENTA AFTER IMPACT

Momentum conserved: MU -mu = mv -MV (19)
Eliminating v between (18) and (19): Consequence: These particles will vibrate in harmony always reflecting at two alternate points.
Proof:
Hence, if the first point of reflection is ∆s to the left of R, the next one will be ∆s to the right of R, as the round trip lengths must be as in special case 1.
Special Case 3: The absolute values of the momenta of the particles differ:
Consequence: The surplus momentum will be handed (in part) from the particle having initially greater momentum to that having less. This surplus will be handed (again in part) back in the next round and a part surplus swapping process will continue indefinitely.
The new momenta after an individual impact may be calculated using the velocities of formulae (22) and (23). This is the special case that permits energy to transfer from particle to particle.
WHEN DOES ENERGY FLOW?
In an individual impact, momentum always flows from the particle of higher momentum to the particle of lower momentum. A seeming anomaly; however is that the particle of higher momentum may be the particle of lower kinetic energy.
Let
RM = M/m be the mass ratio and rv = v/V be the velocity ratio
Where M is the larger mass and V is its velocity. Hence m is the smaller mass and v is its velocity.
The possible kinetic energy flow directions are mapped in Figure 8 . Consider an example where RM = 3 and rv = 2. This point on the graph is in the region where MV > mv, hence energy will flow from the particle of greater to the particle of lesser mass. However the point is in the region where the kinetic energy of the particle of smaller mass is greater than that of the particle of greater mass. Hence the kinetic energy flows against the energy gradient. So that, in an individual impact, energy flow may seemingly defy the Clausius' statement of the Second Law of Thermodynamics. However, outside the shaded region, the kinetic energy flows with the energy gradient.
Kinetic energy and momenta for two particle colinear elastic impact 
SIMULATIONS
Many simulation trials using the Working Model software [14] were performed. The results of a typical two particle trial are included in Figures 9, 10 and 11 . In this class of trial, two perfectly elastic point masses in co-linear oscillation are contained between aligned perfectly elastic walls.
Initial conditions are noted in Figure 9 and energy transfer is possible (special case 3 above) as the initial momenta are different from each other.
The instantaneous kinetic energies of each particle were recorded in 32,000 time steps of the trial varied from near zero J to near 26 J, taking on various values in between these extremes. No change in apparently chaotic behaviour was observed over the long period of time of the trial. Figure 11 records the particles' average kinetic energies in groups of 2000 time steps. These kinetic energies oscillate about their long-term averages -of 13 J in the particular trial. Thus the initial total kinetic energy of this system of 26 J (18 J + 8 J) is equi-partitioned between the two particles.
The type of distribution of kinetic energy that occurs in the two particle models is illustrated in Figure 10 by the distribution graph of kinetic energy of particles m and M of Figure 9 . It is interesting to note that this does not look like a normal distribution. In fact, the particle(s) only ever take on a very limited number of specific energy levels. Nevertheless, these energy levels are balanced about the equi-partition value. This type of behaviour was evident in exhaustively many trials. Figure 9 showing how long-time averages tend to equalize -i.e. energy equi-partitions.
The mode of behaviour on which algebraic equations, (22) and (23) are based, is as follows: after the two particles approach each other, they impact and move away from each other, bounce off their respective walls, to return, once again toward each other for their next impact. During our trials, it was observed that equi-partition of energy was not possible whilst this mode continued.
It was further noticed that the impact positions between the walls shifted about, until eventually, one of the particles would have sufficiently high velocity to bounce off its wall and impact the other particle either head on or by gaining on it before it had time to reach its own wall. In this way a particle that is gaining excessive kinetic energy is able to transfer a surplus amount of kinetic energy to the other particle.
SIMULATING A CONDUCTIVE WALL BETWEEN TWO PARTICLES REPRESENTING GASES AT DIFFERENT ENERGY LEVELS
Many simulations such as that shown in Figures 12 and 13 were performed. The idea in these cases is to simulate a "conductive wall" between two oscillating particles. Table 1 : Energies were calculated for 32,000 time steps of 50 ms for the trial of Figure 11 . The energies, averaged in groups of 2,000 time steps, are summarized in this table.
Kinetic Energies (J) Group Group M Mw m Spring avge 0 16.000 0.100 1.500 0.000 4.400 The "atom" of the wall is attached to a spring whose end is anchored. In this model, the idea of the "conductive" wall is that it will confine the each of the particles to its own distinct average space defined by the average position of the spring anchored wall particle as it vibrates about its mean position. However, the wall particle is able to accept and impart energy as a result of collisions with particles from either side.
In all the long trials the initial energy quickly became equi-partitioned between the four dynamic elements: the three masses and the spring.
In the trial of Figure 12 , the mass M started with much higher (kinetic) energy (18 J) than the other elements. The wall started with zero kinetic and the spring with zero strain energy whilst the particle m had only 1.5 J of kinetic energy initially. The energy levels of these four dynamic elements were subsequently averaged in groups of 2,000 time steps. The data are presented in Table 1 and plotted in Figure 13 . The tendency for equi-partition of energy was evident in all the trials and is supported by other authors [2] who have experimented with series of un-damped oscillators with lossless coupling.
The spring anchored wall "atom" of this trial, whose undisturbed vibration mode is sinusoidal, introduced a vastly increased variety of after impact velocities (hence kinetic energies) for each particle than those of the two particle trials (such as those of Figure 10 ). Figure 14 is effectively a cumulative time frequency polygon of the velocities of the particle m of a similar trial to that of Figure12. Note the strong linear correlation between 5,000 and 30,000 time steps (recording an R 2 value of 0.9951 in this range).
HEAT TRANSFER AND ENTROPY
Consider two equal point masses of m kg, having kinetic energies of 1,000 J and 10 J respectively, contained in one dimensional collinear oscillation of amplitude 1 m as shown in Figure 16 . The entropies of the particles and the system will now be shown vary when the wall is removed allowing the particles interact. Earlier in this paper relationship (14) for entropy of a particle was derived, which may be written: The diagram provides an efficient basis for explaining that entropy increases in heat transfer processes.
If the middle wall is removed, our experimental trials indicate that long term equi-partition between the kinetic energies of the two particles will occur and each particle will have an average kinetic energy of 505 J.
If the wall is replaced (rather that removed) by a suitable vibrating wall such as the one in Figure 12 , for which the initial mean wall particle kinetic energy is 505 J and the mean spring strain energy is also 505 J, then the wall's total average energy will not change, and it will effectively act as an energy conductor allowing energy to flow from the high energy particle p 1 to the low energy particle p 2 , whilst effectively containing each particle in its original space of 1 m.
The kinetic energies before and after the wall is removed are plotted as Figure 16 . Now consider the system's entropy. Before the wall is removed, the particles' entropies are 50 and 30 units respectively giving a system entropy of 80 units (the entropy of these systems is dimensionless -see note under equation 13)). After the wall is removed, the point plotted on Figure 16 for m KE indicates that the entropy of each particle is approximately 47 units so that the system entropy is 94 units. The system entropy has increased from 80 to 94 units. This supports the well known behaviour of entropy -it increases in a heat transfer process! If on the other hand, the wall is not replaced, but simply removed, each point mass will be able to move into the other particle's space (evidently not getting to the other side of it), thus allowing 'diffusion' as well as energy transfer to take place. Trials, such as Figure 10 support the notion of this behaviour. The situation just described is more like a diffusion process than a constant volume heat transfer process.
Thus, during this trial, each particle occupies space of 2 m instead it its original 1 m and a new greater increase in system entropy, the extra being due to the diffusion of each particle into the other's space.
DISCUSSION AND CONCLUSION
In [5] a simple particle mechanics model in which a single particle represents the working fluid (gas) in a heat engine (exemplified by a piston engine) was developed as the basis of a new approach to the teaching of concepts to thermodynamics students. The model yielded the universal gas law, state path laws and the Carnot efficiency for simple mechanical systems. Since mechanical engineers place great importance on basic mechanics and since these concepts are ingrained in their high school and early engineering courses, the use of mechanics ideas to introduce the conceptually difficult notions of thermodynamics should strengthen students' abilities in and the understanding of thermodynamics.
The model for the Carnot engine in [5] required energy transfer from a source consisting of vibrating particles fixedabout-a-mean-position, having a relatively high kinetic energy to the particle representing the working fluid and from the particle representing the working fluid to a sink consisting of vibrating particles-fixed-about-a-mean-position having a relatively low kinetic energy. In this aspect the Clausius statement of the Second Law of Thermodynamics was necessary in order to derive the Carnot efficiency for the otherwise simple mechanical engine. Now, in this paper, many simulations have been carefully examined. These simulations involve one dimensional systems having two or three particles in collinear oscillation in which a strong tendency for equi-partition of energy has been observed. This tendency supports the Clausius statement that, unaided, heat flows from a hot to a cold body, never the reverse. In the trials, two particles, starting at different kinetic energies, when allowed to interact, arrive at long term average energy levels that are equal to each other, system total energy being conserved.
Additionally, in this paper, the definition for particle entropy proposed in [5] has been explored in connection with heat transfer and mixing processes represented by energy transfer from a high kinetic energy particle to a low kinetic energy particle through what might be called a conducting wall. The entropy of the system has been shown to increase in a purely mechanical system and the process represented physically and graphically in a way that should help in teaching the concept of entropy as a measure of the tendency of energy towards equilibrium by flowing from a high to a low level. Finally, the examples and trials of this paper illustrate the great scientist/philosopher, Eddington's concept of "mixupedness" [7] .
