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Abstract
Although many causal processes have spatial and temporal dimensions, the classi-
cal causal inference framework is not directly applicable when the treatment and out-
come variables are generated by spatio-temporal point processes. The methodological
difficulty primarily arises from the existence of an infinite number of possible treat-
ment and outcome event locations at each point in time. In this paper, we consider a
setting where the spatial coordinates of the treatment and outcome events are observed
at discrete time periods. We extend the potential outcomes framework by formulating
the treatment point process as a stochastic intervention strategy. Our causal estimands
include the expected number of outcome events that would occur in an area of interest
under a particular stochastic treatment assignment strategy. We develop an estima-
tion technique by applying the inverse probability of treatment weighting method to
the spatially-smoothed outcome surfaces. We show that under a set of assumptions,
the proposed estimator is consistent and asymptotically normal as the number of time
periods goes to infinity. Our motivating application is the evaluation of the effects of
American airstrikes on insurgent violence in Iraq from February 2007 to July 2008.
We consider interventions that alter the intensity and target areas of airstrikes. We
find that increasing the average number of airstrikes from 1 to 6 per day for seven
consecutive days increases all types of insurgent violence.
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1 Introduction
Many causal processes involve both spatial and temporal dimensions. Examples include
the environmental impact of newly constructed factories, the economic and social effects
of refugee influx, and the various consequences of disease outbreaks. When the treat-
ment and outcome variables are generated by spatio-temporal point processes, the primary
methodological challenge arises from the fact that there exists an infinite number of possi-
ble treatment and outcome event locations at each point in time.
Unfortunately, the classical causal inference framework that dates back to Neyman
(1923) and Fisher (1935) is not directly applicable to such settings. Indeed, the standard
causal inference approaches assume that the number of units which can receive the treat-
ment is finite (e.g., Rubin, 1974; Robins, 1997). Although some studies develop a contin-
uous time causal inference framework, they do not incorporate a spatial dimension (e.g.,
Gill and Robins, 2001; Zhang et al., 2011). In addition, a small number of researches have
proposed causal inference methods for analyzing fMRI experiments, which have both spa-
tial and temporal dimensions. For example, Luo et al. (2012) apply randomized inference,
while Sobel and Lindquist (2014) employ structural modeling.
In this paper, we consider a setting where the treatment and outcome events are assumed
to be generated by spatio-temporal point processes (Section 3). The proposed methodol-
ogy is based on a single time series of spatial patterns of treatment and outcome variables,
and builds upon three strands of the causal inference literature: interference, stochastic
interventions, and time series. First, we address the possibility that treatments might af-
fect outcomes at a future time period and at different locations in arbitrary ways. Al-
though some scholars have considered unstructured interference, they assume non-spatial
and cross-sectional settings (see Basse and Airoldi, 2018; Sa¨vje et al., 2019, and references
therein). Aronow et al. (2019) study spatial randomized experiments in a cross-section set-
ting under the assumption that the number of potential intervention locations is finite and
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their spatial coordinates are known. In contrast, the proposed spatio-temporal causal in-
ference framework allows for temporally and spatially unstructured interference over an
infinite number of locations and across a finite number of time periods.
Second, instead of separately estimating the causal effects of treatment received at each
location, we consider the impacts of different treatment assignment strategies, defined for-
mally as the intervention distributions over treatment point patterns. Stochastic interven-
tions have been used to deal with challenging causal inference problems (Dı´az Mun˜oz and
van der Laan, 2012), including the violation of positivity assumption (Kennedy, 2019), me-
diation analysis (Lok, 2016), and multiple treatments (Imai and Jiang, 2019). We show that
this approach is also useful for dealing with spatio-temporal treatments and outcomes.
Lastly, we do not impose any restriction on the spatial patterns of interference. As such,
our estimation does not assume the separation of units into minimally interacting sets (e.g.,
Tchetgen Tchetgen et al., 2017). Instead, we view the region of interest as a single unit
where outcome events are observed over time. We then develop estimation and inferential
methods by building on the time-series approach in the causal inference literature (Bojinov
and Shephard, 2019). We provide a sufficient set of assumptions that enable consistent esti-
mation based on a spatially-smoothed inverse probability weighting estimator (Section 4).
We conduct simulation studies to assess the finite sample performance of the proposed
estimator (Section 5).
Our motivating application is the evaluation of the effects of American airstrikes on
insurgent violence in Iraq from February 2007 to July 2008 (Section 2). We consider all
airstrikes occurring within a day anywhere in Iraq as a treatment pattern, with bombed
locations referred to as the treatment-active locations. Instead of focusing on the causal
effects of each airstrike, we consider the impact of different airstrike strategies, defined
formally as the distributions of airstrikes over the entire Iraq. The proposed methodology
offers a data-driven approach to evaluate the effectiveness of airstrike strategies on the
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complex spatial structure of insurgent violence across Iraq.
By using various specifications of stochastic interventions, we examine how different
airstrike strategies affect subsequent insurgent attacks (Section 6). First, we show that a
higher frequency of airstrikes, without modifying their spatial distribution, increases the
number of insurgent attacks, especially near Baghdad, Mosul, and the roads between them.
We also find that changing the focal point of airstrikes to Baghdad without modifying the
overall frequency shifts insurgent attacks from Baghdad to Mosul and its environs. Finally,
our analysis suggests that increasing the number of airstrikes for a few days may initially
reduce attacks but ultimately increases them over the long run.
2 Motivating Application: Airstrikes and Insurgent Activities in Iraq
2.1 Background
Airstrikes have emerged as a principal tool for defeating insurgent and terrorist organiza-
tions in civil wars around the globe. In the past decade alone, the United States has con-
ducted sustained air campaigns in at least six different countries, including Afghanistan,
Iraq, and Syria. Although it has been shown that civilians have all-too-often borne the
brunt of these airstrikes (Lyall, 2019b), we have few rigorous studies of airstrikes and their
effects on subsequent insurgent violence. Even these few studies have largely reached op-
posite conclusions, with some claiming that airpower reduces insurgent attacks while oth-
ers arguing they spark escalatory spirals of increased violence (e.g., Lyall, 2019a; Mir and
Moore, 2019; Dell and Querubin, 2018; Kocher et al., 2011). Regardless of conclusions,
all of the existing studies discretize a continuous space into arbitrary geographical units
and make simplifying assumptions about the patterns of spatial and temporal interference.
We enter this debate by examining the American air campaign in Iraq. We use declas-
sified US Air Force data on airstrikes and shows of force (simulated airstrikes where no
weapons are released) for the February 2007 to July 2008 period. The period in question
coincides with the “surge” of American forces and airpower designed to destroy multiple
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Sunni and Shia insurgent organizations in a bid to turn the war’s tide.
Aircraft were assigned to bomb targets via two channels. First, airstrikes were au-
thorized in response to American forces coming under insurgent attack. These close air
support (CAS) missions represented the vast majority of airstrikes in 2007-08. Second,
a small percentage (about 5%) of airstrikes were pre-planned against high-value targets,
typically insurgent commanders, whose presence had been detected from intercepted com-
munications or human intelligence. In each case, airstrikes were driven by insurgent attacks
that were either ongoing or had occurred in the recent past in a given location. As a result,
the models used later in this paper adjust for prior patterns of insurgent violence in a given
location for several short-term windows.
We also account for prior air operations, including shows of force, by American and
allied aircraft. Insurgent violence in Iraq is also driven by settlement patterns and trans-
portation networks. Our models therefore include population size and location of Iraqi
villages and cities as well as proximity to road networks, where the majority of insurgent
attacks were conducted against American convoys. Finally, prior reconstruction spend-
ing might also condition the location of airstrikes. Aid is often provided in tandem with
airstrikes to drive out insurgents, while these same insurgents often attack aid sites to derail
American hearts-and-minds strategies. Taken together, these four factors — recent insur-
gent attacks, the presence of American forces, settlement patterns, and prior aid spending
— drove decisions about the location and severity of airstrikes.
2.2 Data
Figure 1 summarizes the spatial and temporal distributions of airstrikes (treatment vari-
able) and insurgent violence (outcome variable). Figure 1a presents the temporal distribu-
tion of airstrikes recorded by the US Air Force each month. There were a total of 3,254
airstrikes during this period. Figure 1b plots the spatial density of these airstrikes across
Iraq, with spatial clustering observed around Baghdad and the neighboring “Sunni Trian-
4
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(a) Kinetic airstrikes over time
Baghdad
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(b) Airstrikes over space
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Figure 1: Distribution of the treatment and outcome point processes over time and space.
Plots (b) and (d) show the locations of airstrikes and insurgent attacks during the time
period January 1, 2006 to June 26, 2008. Insurgent attacks are sorted into one of three cat-
egories: Improvised Explosive Devices (IEDs), Small Arms Fire (SAF), and other attacks.
Airstrikes from October 2006 to January 2007 are missing from Air Force records.
gle,” a hotspot of insurgency. Figure 1c plots the monthly distribution of insurgent attacks
by type: Improvised Explosive Devices (IEDs), small arms fire (SAF), and other attacks. A
total of 140,977 insurgent attacks recorded by the US Army’s CIDNE database during this
time period. Finally, Figure 1d plots the locations of insurgent attacks across Iraq. Bagh-
dad, the Sunni Triangle, and the highway leading north to Mosul are all starkly illustrated.
5
3 Causal Inference Framework for Spatio-temporal Data
In this section, we propose a causal inference framework for spatio-temporal point pro-
cesses. We describe the setup, and define causal estimands using stochastic interventions.
3.1 The Setup
We represent the locations of airstrikes for each time period (e.g., day) as a spatial point
pattern measured at time t ∈ T = {1, 2, . . . , T} where T is the total number of the discrete
time periods. Let Wt(s) denote the binary treatment variable at location s for time period
t, indicating whether or not the site receives the treatment during the time period. We
use Wt as a shorthand for Wt(Ω), which evaluates the binary treatment variable Wt(s) for
each element s of the set of all locations Ω that may receive the treatment. In addition,W
represents the set of all possible point patterns at each time period where, for simplicity,
we assume that this set does not vary across time periods, i.e., Wt ∈ W for each t. Finally,
the set of treatment-active locations, i.e., the sites that receive the treatment, at time t is
denoted by SWt = {s ∈ Ω : Wt(s) = 1}. We assume that the number of treatment-
active locations is finite for each time period, i.e., |SWt| < ∞ for any t. In our study, the
treatment-active locations correspond to the set of coordinates of airstrikes.
We usewt to denote a realization ofWt andwt = (w1, w2, . . . , wt) to denote the history
of treatment point pattern realizations from time 1 through time t. Let Yt(wt) represent the
potential outcome at time t ∈ T for any given treatment sequencewt ∈ W t =W×· · ·×W ,
depending on all previous treatments. Similar to the treatment, Yt(wt) represents a point
pattern with locations SYt(wt), which are referred to as the outcome-active locations. In
our study, SYt(wt) represents the locations of insurgent attacks if the patterns of airstrikes
had been wt. Let Y t′ = {Yt(wt) : wt ∈ W t, t ≤ t′} denote the collection of potential
outcomes up to time period t′ for all treatment sequences.
Among all of these potential outcomes for time t, we only observe the one corre-
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sponding to the observed treatment sequence wobst , denoted by Y
obs
t = Yt(w
obs
t ). We use
Y
obs
t = {Y obs1 , . . . , Y obst } to represent the collection of observed outcomes up to and includ-
ing time period t. In addition, letXt−1 be the set of possibly time-varying confounders that
are realized prior to Wt but after Wt−1 for t ≥ 1, and X t′ = {Xt(wt) : wt ∈ W t, t ≤ t′}
be the set of potential values of X under any possible treatment history wt. Also let
H t−1 = {W t−1, Y obst−1,X
obs
t−1} denote all observed history up to time t− 1.
3.2 Causal Estimands under Stochastic Interventions
A notion central to our proposed causal inference framework is stochastic interventions.
Instead of setting a treatment variable to a fixed value, a stochastic intervention speci-
fies the probability distribution that generates the treatment. Although our framework ac-
commodates a variety of intervention distributions, we consider intervention distributions
based on Poisson point processes, which are fully characterized by an intensity function
h : Ω → [0,∞). For example, a homogeneous Poisson point process with h(s) = h for
all s ∈ Ω, implies that the number of treatment-active locations follows a Poisson(h|Ω|)
distribution, with locations distributed independently and uniformly over Ω. In general,
the specification of the stochastic intervention should be motivated by policy or scientific
objectives. Such examples in the context of our study are given in Section 6.1.
Our causal estimands are the expected number of (potential) outcome-active locations
under a specific stochastic intervention of interest, and the comparison of such quantities
under different intervention distributions. We begin by defining the causal estimands for a
stochastic intervention taking place over a single time period. Let Fh denote the distribution
of a spatial point process with intensity h. Also, let NB(·) denote a counting measure on a
region B ⊂ Ω. Then, we can define the expected number of outcome-active locations for a
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region B at time t as
NBt(Fh) =
∫
W
NB
(
Yt(w
obs
t−1, wt)
)
dFh(wt) =
∫
W
∣∣∣SYt(wobst−1,wt) ∩B∣∣∣ dFh(wt).
(1)
In our application, this quantity represents the expected number of insurgent attacks within
a region of Iraq B if the airstrikes at time t were to follow the point process specified by
Fh , given the observed history of airstrikes up to time t− 1.
We now extend the above estimand to an intervention taking place over M consecutive
time periods. Consider an intervention, denoted by Fh = Fh1×· · ·×FhM , under which the
treatment at time t is assigned according to Fh1 , at time t− 1 according to Fh2 , continuing
until time period t−M + 1 for which treatment is assigned according to FhM . A treatment
path based on this intervention is displayed in Figure 2(a). Then, we define a general
estimand as
NBt(Fh) =
∫
WM
NB
(
Yt(w
obs
t−M , wt−M+1, . . . , wt)
)
dFhM (wt−M+1) . . . dFh1(wt)
=
∫
WM
∣∣∣SYt(wobst−M ,wt−M+1,...,wt) ∩B∣∣∣ dFhM (wt−M+1) . . . dFh1(wt).
(2)
This quantity represents the expected number of outcome events within region B and at
Figure 2: Graphical Illustration of Stochastic Intervention over Multiple Time Periods for
Time Period t and t + 1. Under intervention Fh, treatments during time periods t −M +
1, . . . , t− 1, t are assigned according to distributions FhM , . . . , Fh2 , Fh1 .
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time t if the treatment point pattern during the previous M time periods were to follow the
stochastic intervention with distribution Fh. Treatments during the initial t−M time peri-
ods were the same as observed. A special case of Fh assumes that treatments during the M
time periods are independent and identically distributed draws from the same distribution
Fh , which we denote by Fh = F
M
h .
Given the above setup, we define the average treatment effect of stochastic intervention
Fh′ versus Fh′′ for a region B at time t as
τBt(Fh′ , Fh′′) = NBt(Fh′′)−NBt(Fh′), (3)
where h′ = (h′1, h
′
2, . . . , h
′
M) represents a collection of treatment intensities over M con-
secutive time periods (similarly for h′′).
We further define the average, over time periods t = M,M + 1, . . . , T , of the expected
potential outcome for region B at each time period if treatments during the M proceeding
time periods arose from Fh as
NB(Fh) =
1
T −M + 1
T∑
t=M
NBt(Fh). (4)
Figure 2 shows two of the terms averaged in (4), NBt(Fh) and NB(t+1)(Fh). For NBt(Fh),
treatments up to t − M are set to their observed values, and treatments at time periods
t − M + 1, . . . , t are drawn from Fh. The same definition applies to NB(t+1)(Fh), but
intervention time periods are shifted by 1: treatments up to t − M + 1 are set to their
observed values, and treatments during time periods t−M + 2, . . . , t+ 1 are drawn from
Fh. In (4), the summation starts at t = M since the quantity NBt(Fh) assumes that there
exist M prior time periods during which treatments are intervened on.
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Based on NB(Fh), we define the causal effect of intervention Fh′ versus Fh′′ as
τB(Fh′ , Fh′′) = NB(Fh′′)−NB(Fh′) = 1
T −M + 1
T∑
t=M
τBt(Fh′ , Fh′′). (5)
This estimand represents the average, over time periods t = M,M + 1, . . . , T , of the
expected change in the number of points at each time period when the observed treatment
pathwobsT was followed until t−M with subsequent treatmentsw(t−M+1):t arising according
to Fh. The effect size of a point pattern treatment would depend on M , and a greater value
of M would be more useful for studying slow-responding outcome processes. Finally,
specifying Fh′ and Fh′′ such that they are identical except at M time periods ago yields the
lagged effect of a treatment change, as we will discuss in more detail in Section 6.1.
4 Estimation
In this section, we first describe a set of assumptions sufficient for the identification of the
causal quantities presented in the previous section. We then propose an estimator based
on the inverse probability of treatment weighting and derive its asymptotic properties. All
proofs are given in Appendix B.
4.1 The Assumptions
Similar to the classic causal inference settings, variants of the unconfoundedness and over-
lap assumptions are required for the current settings based on stochastic interventions. For
simplicity, we focus on stochastic interventions with identical and independent distribu-
tion over M periods, Fh = FMh , and intensity h. Our theoretical results, however, extend
straightforwardly to stochastic interventions with non-i.i.d. treatment patterns.
Assumption 1 (Unconfoundedness). The treatment assignment at time t is independent
of all, past or future, potential outcomes and potential confounders conditional on the
observed history of treatments, confounders and outcomes up to time t − 1: Wt ⊥⊥{YT ,X T} | H t−1.
Assumption 1 resembles the sequential ignorability assumption in longitudinal treatment
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settings (Robins, 1999; Robins et al., 2000). The difference is that Assumption 1 requires
the treatment assignment to be conditionally independent of all potential values of the time-
varying confounders as well as those of the outcome variable. Unlike the typical longitu-
dinal settings, under which a large number of units are assumed to be independent of one
another, the current setting has a single time series of maps. Our assumption is similar to
the non-anticipating treatment assumption of Bojinov and Shephard (2019), who consider
a setting with a single unit being exposed to a binary treatment over time. We extend their
assumption by explicitly incorporating time-varying confounders.
The next assumption weakens the standard overlap assumption (also known as positiv-
ity). We define the probability density of treatment realization w at time t given the history,
et(w) = f(Wt = w | H t−1), as the propensity score at time period t. Also, let fh denote
the probability density function of the stochastic intervention Fh .
Assumption 2 (Bounded relative overlap). There exists a constant δW > 0 such that
et(w) > δW · fh(w) for all w ∈ W .
Assumption 2 ensures that all the treatment patterns which are possible under the stochastic
intervention of interest can also be observed. If the density fh of the stochastic interven-
tion is bounded, Assumption 2 is automatically satisfied so long as the standard overlap
assumption holds, i.e., there exists δW > 0 such that et(w) > δW for all w ∈ W .
4.2 The Propensity Score for Point Process Treatments
As shown below, the propensity score plays an important role in our estimation. Here,
we show that the propensity score for point process treatments has two properties analo-
gous to those of the standard propensity score (Rosenbaum and Rubin, 1983). That is, the
propensity score is a balancing score, and under Assumption 1 the treatment assignment is
unconfounded conditional on the propensity score.
Proposition 1. The propensity score et(w) is a balancing score in that it satisfies: f(Wt =
w | et(w), H t−1) = f(Wt = w | et(w)), for all t.
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Proposition 1 allows us to empirically assess the propensity score model specification by
checking the predictive power of covariates in H t−1 in a model for the treatment Wt, with
and without adjusting for the propensity score. For example, if a covariate significantly im-
proves prediction in a point process model for Wt that adjusts for the estimated propensity
score, then the covariate is not balanced and propensity score misspecification is likely.
Proposition 2. Under Assumption 1, the treatment assignment at time t is unconfounded
given the propensity score at time t, that is, given Wt ⊥⊥
{YT ,X T} | H t−1, we have
Wt ⊥⊥
{YT ,X T} | et(Wt).
Proposition 2 shows that the potentially high-dimensional set H t−1 can be reduced to one
dimensional propensity score function et(w), which is a sufficient conditioning set for iden-
tifying the causal effect of Wt.
4.3 The Estimators
We propose a class of estimators for the causal estimands defined in Section 3, which
combines the inverse probability of treatment weighting (IPW) with the kernel smoothing
of spatial point patterns. The estimator proceeds in two steps. First, at each time period t,
the surface of outcome-active locations is spatially smoothed according to a chosen kernel.
Then, this surface is weighted by the relative density of the observed treatment pattern
under the stochastic intervention of interest and under the actual data generating process.
Formally, consider a univariate kernel K : [0,∞) → [0,∞) satisfying ∫ K(u)du =
1, and bandwidth parameter b. Let Kb denote the scaled kernel defined as Kb(u) =
b−1K(u/b). We define Ŷt(FMh ) : Ω→ R+ as
Ŷt(F
M
h ;ω) =
t∏
j=t−M+1
fh(w
obs
j )
ej(wobsj )
[ ∑
s∈S
Y obst
Kb(‖ω − s‖)
]
, (6)
where ‖ · ‖ denotes the Euclidean norm. The summation on the right hand side represents
the spatially-smoothed version of the outcome point pattern at time period t. The product
of ratios represents a weight similar to the weights in the marginal structural models, but in
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accordance with the stochastic intervention FMh : each of the M terms represents the like-
lihood ratio of observing the treatment wobsj in the counterfactual world of the intervention
Fh versus the actual world with the observed data at a specific time period.
Assuming that the kernel K is continuous, the estimator in (6) defines a continuous
surface over Ω. The continuity of Ŷ(FMh ) allows us to conceptualize causal quantities by
viewing Ŷt(FMh ) itself as an intensity function. This leads to the following estimator for
the expected number of outcome-active locations in any region B at time t, defined in (2),
N̂Bt(F
M
h ) =
∫
B
Ŷt(F
M
h ;ω)dω. (7)
We use this estimator for the temporally-expected average potential outcome in (4) as
N̂B(F
M
h ) =
1
T −M + 1
T∑
t=M
N̂Bt(F
M
h ), (8)
and for the causal contrast between two interventions FMh1 and F
M
h2
defined in (5) as
τ̂B(F
M
h1
, FMh2 ) = N̂B(F
M
h2
)− N̂B(FMh1 ). (9)
For a specific intervention FMh , the estimator in (6) can be calculated once and it can be
used to estimate the temporally-expected effects defined in Section 3 for any B ⊂ Ω.
4.4 Asymptotic Properties of the Proposed Estimators
Below, we establish the asymptotic properties of the proposed estimators. Our results differ
from most asymptotic normality results in the causal inference literature in two ways. First,
they are based on a single observation (namely, one time series of point patterns that are po-
tentially interconnected over both space and time). Second, we employ a kernel-smoothed
version of the outcome. We introduce a set of mild regularity conditions.
Assumption 3 (Regularity conditions). The following three conditions hold.
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(a) There exists δY > 0 such that |SYt(wt)| < δY for all t ∈ T and wt ∈ WT .
(b) Let H
∗
t = {W t,YT ,X T} ⊃ H t, and vt = Var
[
N̂Bt(F
M
h )
∣∣H∗t−M] for t ≥ M . Then,
there exists v ∈ R+ such that (T −M + 1)−1∑Tt=M vt p→ v as T →∞.
(c) There exists a neighborhood of set B’s boundary over which outcome active loca-
tions are observed during at most T 1−Q
∗
time periods, for some Q∗ ∈ (1/2, 1) and
as T →∞.
Assumption 3(a) states that there is an upper limit on the number of outcome-active loca-
tions at any time period and under any treatment path. In our application, it is reasonable
to assume that the number of insurgent attacks occurring during any day is bounded. In
Assumption 3(b), H
∗
t represents the expanded history preceding Wt+1, including previous
treatments, all potential outcomes, and all potential confounders. Given the assumptions
of bounded relative positivity and bounded number of outcome-active locations, N̂Bt(FMh )
is also bounded, so Assumption 3(b) is a weak addition. Lastly, a more rigorous statement
of Assumption 3(c) requires additional notation, which is presented in Appendix B. Since
the size of the boundary’s neighborhood can be arbitrarily small, this assumption is also
reasonable. We now present the main theoretical results.
Theorem 1. If Assumptions 1–3 hold and the bandwidth bT → 0, we have,
√
T (N̂B(F
M
h )−NB(FMh )) d→ N (0, v),
as T →∞, where v is the quantity defined in Assumption 3(b).
The key idea is to separate the estimation error arising due to the treatment assignment,
[Wt | H∗t−1], from the error due to spatial smoothing. Using martingale theory similar to
Bojinov and Shephard (2019), we show the former to be
√
T -asymptotically normal. The
latter is shown to converge to zero at a rate faster than 1/
√
T .
Knowing v would allow us to estimate the temporally-expected potential outcome
and make inference based on the estimator’s asymptotic distribution, since N̂B(FMh )
d≈
N (NB(FMh ), v/T ) for large T . The variance v is the converging point of (T − M +
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1)−1
∑M
t=M vt in Assumption 3(b), i.e., the average over the time t estimator’s variance.
Because for each time period t we only observe one treatment path, one cannot directly
estimate vt and thus v without additional assumptions. We circumvent this problem by
using an upper bound of v, a quantity, which we can consistently estimate. Specifically, let
v∗t = E
{
[N̂Bt(F
M
h )]
2 | H∗t−M
}
. Then, it is clear that v ≤ (T −M + 1)−1∑Tt=M v∗t p→ v∗,
and an α-level confidence interval for NB(FMh ) which uses the asymptotic variance bound
v∗/T will achieve the nominal coverage. Even though v∗ cannot be directly calculated ei-
ther, there exists a consistent estimator of the asymptotic variance’s upper bound, as stated
in the following lemma:
Lemma 1. It holds that
1
T −M + 1
T∑
t=M
[
N̂Bt(F
M
h )
2 − v∗t
]
p→ 0.
The results presented above for the estimator N̂B(FMh ) can be easily extended to the
estimator τ̂B(FMh1 , F
M
h2
):
Theorem 2. If Assumptions 1–3 hold,
1
T −M + 1
T∑
t=M
Var
[
τ̂Bt(F
M
h1
, FMh2 ) | H
∗
t−M
]
p→ η,
for some η > 0, and the bandwidth bT → 0, we have
√
T (τ̂B(F
M
h1
, FMh2 )− τB(FMh1 , FMh2 ))
d→ N(0, η),
as T →∞. Furthermore, an upper bound of the asymptotic variance v can be consistently
estimated by
1
T −M + 1
T∑
t=M
[
τ̂Bt(F
M
h1
, FMh2 )
]2 p→ v∗ ≥ v.
All of the theoretical results presented above have been established for the correct and
known propensity score et(w). However, in practice, the propensity score is unknown
and must be estimated. When the propensity score is estimated from a correctly-specified
model, it has been shown in various contexts that the resulting estimator maintains the
desirable properties described above while having a lower asymptotic variance than the
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estimator utilizing the true propensity score (e.g., Hirano et al., 2003). Therefore, even
for the estimated propensity score, we make inference based on the upper bound of the
asymptotic variance derived above.
5 Simulation Studies
We conduct simulation studies to evaluate (a) the performance of the proposed estimator
as the number of time periods increases, (b) the accuracy of the asymptotic approximation,
(c) the difference between the theoretical variance bound and the actual variance, (d) the
performance of the inferential approach based on the estimated asymptotic variance bound,
and (e) the balancing properties of the estimated propensity score. We use the spatstat
R package (Baddeley et al., 2015) to generate point patterns from Poisson processes and
fitting Poisson process models to the simulated data.
5.1 The Simulation Design
We consider a time series of point patterns of length T ∈ {200, 400, 500} on the unit
square, Ω = [0, 1] × [0, 1]. For each time series length T , 200 data sets are generated. We
now describe our simulation design in detail.
Time-varying and time-invariant confounders. Our simulation study includes two time-
invariant confounders. For the first time-invariant confounder, we construct a hypothetical
road network on Ω using lines and arcs, which is highlighted by bright white lines in Fig-
ure 3a. Then, we define X1 = 1.2 exp (−2D1) where D1 is the distance to the closest
line. The second time-invariant covariate is constructed similarly, as X2 = exp (−3D2)
where D2 is the distance to the closest arc. In addition, we generate two time-varying
confounders, X3t and X
4
t , based on the exponential decay of distance to the closest point;
these points are generated according to non-homogeneous Poisson point processes with the
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(b) Realization of time-varying confounder X3t
Figure 3: Simulated Confounders. Panel (a) shows one of the two time-invariant con-
founders representing the exponential decay of distance to the road network. Panel (b)
shows one realization for one of the time-varying confounders, which is generated as a
function of the exponential decay of distance to the locations indicated by ×.
following intensity function
λX
j
t (ω) = exp
{
ρj0 + ρ
j
1X
1(ω)
}
, j = 3, 4,
where ρ31 = 1, and ρ
4
1 = 1.5. Figure 3b shows one realization of X
3
t .
Spatio-temporal point processes for treatment and outcome variables. For each time
period t ∈ {1, 2, . . . , T}, we generate Wt from a non-homogeneous Poisson process that
depends on all confounders Xt(ω)T = (X1, X2, X3t , X
4
t )(ω), and the previous treatment
and outcome realizations, Wt−1 and Yt−1. The intensity of this process is given by
λWt (ω) = exp
{
α0 +Xt(ω)
TαX + αWW
∗
t−1(ω) + αY Y
∗
t−1(ω)
}
, (10)
where W ∗t−1(ω) = exp(−2DW (ω)) and Y ∗t−1(ω) = exp(−2DY (ω)) with DW (ω) and
DY (ω) being the minimum distance of ω to the points in SWt−1 and SY t−1 , respectively.
Similarly, we generate Yt from a non-homogeneous Poisson process with intensity
λYt (ω) = exp
{
γ0 +Xt(ω)
TγX + γ2X
2
t−1(ω) + γWW
∗
(t−3):t(ω) + γY Y
∗
t−1(ω)
}
, (11)
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where W ∗(t−3):t(ω) = exp(−2D∗W (ω)) is the minimum distance of ω to the points in⋃t
j=t−3 SWj . This specification imposes a lag-four dependence of the outcome on the
lagged treatment process. The model gives rise to the average of 5 observed treatment-
active locations and 21 observed outcome-active locations within each time period.
Stochastic interventions. We consider interventions of the form FMh based on a homo-
geneous Poisson process with intensity h that is constant over Ω and ranges from 3 to 7.
We consider various lengths of each intervention by setting M ∈ {1, 3, 7, 30}. The second
intervention we consider is defined over the three time periods, i.e., Fh = Fh3 × Fh2 × Fh1
with M = 3. The intervention for the first time period Fh3 is a homogeneous Poisson
process with intensity h3 ranging from 3 to 7, whereas Fh2 = Fh1 is a homogeneous Pois-
son process with intensity equal to 5. For each stochastic intervention, we consider the
region of interest, denoted by set B, of three different sizes: B = Ω = [0, 1] × [0, 1],
B = [0, 0.5]× [0, 0.5], and B = [0.75, 1]× [0.75, 1].
Approximating the true values of the estimands. From (11), it is clear that the poten-
tial outcomes depend on the realized treatments during the last four time points as well
as the realized outcomes from the previous time period. This implies that the estimands
for all interventions, even for M > 4, depend on the observed treatment and outcome
paths and are therefore not constant across simulated data sets. Therefore, we approxi-
mate the true values of the estimands in the following manner. For each time period t,
and each r = 1, . . . , R repetition, we generate realizations w(r)t−M+1, . . . , w
(r)
t−1, w
(r)
t from
the intervention distribution Fh. Based on the treatment path (wobst−M , w
(r)
t−M+1, . . . , w
(r)
t ),
we generate outcomes Y (r)t−M+1, . . . , Y
(r)
t using (11). This yields SY (r)t , which contains the
outcome-active locations based on one realization from the stochastic intervention. Re-
peating this process R times and calculating the average number of points that lie within B
provides a Monte Carlo approximation of NBt(Fh), and further averaging these over time
gives an approximation of NB(Fh).
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Estimation. We estimate the expected number of pointsNB(Fh) and the effect of a change
in the intervention on this quantity τB(Fh′ , Fh′′) using the following estimators: (a) the
proposed estimators defined in (8) and (9) with the true propensity scores; (b) the same
proposed estimators but with the estimated propensity scores based on the correctly-speci-
fied model; (c) the above two estimators but with the Ha´jek-type standardization where the
weight of time t is divided by the mean of weights across all time periods (see Appendix C);
and (d) the unadjusted estimator based on a propensity score model which is specified as a
homogeneous Poisson process without confounders.
All estimators utilize the smoothed outcome point pattern. Spatial smoothing is per-
formed using Gaussian kernels with standard deviation equal to 10T−2/3, which is decreas-
ing in T . We choose this bandwidth such that for T = 500 (the longest time series in our
simulation scenario) the bandwidth is approximately equal to 0.16, smaller than the size of
the smallest B (which is equal to [0.75, 1]2). A discussion on choosing the bandwidth is
given in Section 6.3.
Theoretical variance and its upper bound. Theorems 1 and 2 provide the expressions
for the asymptotic variances of the proposed estimators. We compute Monte Carlo ap-
proximations to these theoretical variances and their upper bounds. Specifically, for each
time period t and each replication r, the computation proceeds as follows: 1) We gen-
erate treatment and outcome paths w(r)t−M+1, y
(r)
t−M+1, . . . , w
(r)
t , y
(r)
t using the distributions
specified in (10) and (11), 2) Using the data (w(r)t−M+1, . . . , w
(r)
t ) and the outcome y
(r)
t , we
compute the estimator according to (6) and (7), and finally 3) we calculate the variance and
the second moment of these estimates over R replications, which can be used to compute
the asymptotic variance and variance bound of interest. The averages of these estimates
over time gives the desired Monte Carlo approximations. We use a similar procedure to
approximate the theoretical variance and variance bound of τ̂B(Fh′ , Fh′′).
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Estimating the variance bound and the resulting inference. We use Lemma 1 to esti-
mate the variance bound. This estimated variance bound is then used to compute the confi-
dence intervals and conduct a statistical test of whether the causal effect is zero. Inference
based on the Ha´jek-type adjustment is discussed in Appendix C.
Balancing property of the propensity score. Using the correctly specified model, we
estimate the propensity score at each time period t. The inverse of the estimated propensity
score is then used as the weight in the weighted Poisson process model for Wt with the
intensity specified in (10). We compare the statistical significance of the predictors between
the weighted and unweighted model fits. Large p-values under the weighted model would
suggest that the propensity score adequately balances the confounding variables.
5.2 Simulation Results
Figure 4 presents the results for the two simulation scenarios. The top panel shows how the
(true and estimated) average potential outcomes in the whole region (B = Ω) change as the
intensity varies under the single time period interventions. The bottom panel shows how
the true and estimated average potential outcomes in the sub-region [0.75, 1]2 change under
the three time period interventions when the intensity at three time periods ago ranges from
3 to 7. For both simulation scenarios, we vary the length of the time series from 200 (left
plots) to 500 (right plots).
As expected, the unadjusted estimates (green crosses) are far away from the true av-
erage potential outcome (black solid circles) across all simulation scenarios. In contrast,
and consistent with the results of Theorems 1 and 2, the accuracy of the proposed estima-
tor (purple triangles based on the true propensity score, blue x’s based on the estimated
propensity score) improves as the number of time periods increases. We note that the con-
vergence is slower when M = 3 than M = 1. This is expected because the uncertainty of
the treatment assignment is greater for a stochastic intervention with a longer time period.
We find that the Ha´jek estimator performs well across all simulation scenarios even
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Figure 4: Simulation Results for the True and Estimated Average Potential Outcomes. In
the top panel, we present the true and estimated average potential outcomes in the en-
tire region B = Ω under single-time interventions with the varying intensity (horizontal
axis). In the bottom panel, we consider the average potential outcome in the sub-region
B = [0.75, 1]2 for the intervention Fh, with M = 3, the varying intensity of Fh3 (horizon-
tal axis), and Fh1 , Fh2 intensity set to 4. The black lines with solid circles represent the
truths, while the other dotted or dashed lines represent the estimates; the estimator based
on the true propensity score (purple triangles), the unadjusted estimator (green crosses),
the estimator based on the estimated propensity score (blue x’s), the Ha´jek estimator based
on the estimated propensity score (orange rhombuses).
when T is small and M is large, whereas the IPW estimator tends to suffer from extreme
weights because the weights are multiplied over the intervention time periods as shown in
(6). Appendix D.1 presents additional simulation results for the IPW and Ha´jek estimators
under the interventions FMh with M = 3, 7, 30, and the intensity h varying from 3 to 7.
These results indicate a deteriorating performance of the IPW estimator as the value of M
increases. In contrast, the standardization of weights used in the Ha´jek estimator appears
to partially alleviate this issue, with its effect estimates much closer to their true values.
Next, we compare the true theoretical variance, v/T , with the variance bound v∗/T
21
and its consistent estimate (see Lemma 1). Since part of the goal here is to assess the
conservativeness of the theoretical variance bound to the theoretical variance, we focus on
the proposed estimators with the true propensity score. Figure 5 shows the results of an
intervention FMh forM = 3, and for regionB = [0, 0.5]
2. First, we focus on the theoretical
variance and variance bound (blue line with open circles, and orange dotted lines with open
triangles, respectively). As expected, the true variance decreases as the total number of time
periods increases. Moreover, the proposed theoretical variance bound tightly follows the
theoretical variance, reflected by the fact that the two lines are visually indistinguishable.
These results indicate that the theoretical variance bound is not overly conservative com-
pared to the true theoretical variance. Indeed, the variance bound is substantially larger than
the true variance only in the low-variance scenarios (the interventions over a single time
period and resembling the actual data generating mechanism, as shown in Appendix D.2).
Second, we compare the theoretical variance bound with the estimated variance bound
(green dashed lines with open rhombuses). As the length of time series increases, the
estimated variance bound more closely approximates its theoretical value (consistent with
Lemma 1). Furthermore, the estimated variance bound is close to its theoretical value
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Figure 5: Comparison of the Asymptotic Standard Deviation with the True and Estimated
Asymptotic Standard Deviation Bound for the Average Potential Outcome Estimator. The
comparison is based on the varying number of expected points (horizontal axis) under a
homogeneous Poisson process intervention taking place over M = 3 time periods. Each
plot corresponds to a simulation setting with a different time series length.
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under low uncertainty scenarios and when the intervention intensity closely resembles that
of the actual data generating process. However, we find that the estimated variance bound
underestimates the true variance bound in high uncertainty scenarios, and convergence to
its true value is slower for larger values of M (see Appendix D.2).
The results on the asymptotic variance and variance bound in Figure 5 lead to similar
conclusions with respect to the coverage of 95% confidence intervals of the IPW estimator.
In Appendix D.3, we find that except when M = 30, the confidence interval for the IPW
estimator based on either the true asymptotic variance or the true variance bound has a
coverage of about 80% or higher. This implies that the asymptotic normality established in
Theorem 1 provides an adequate approximation to the estimator’s sampling distribution for
small or moderate values of M . However, for M = 30, the confidence interval for the IPW
estimator is anti-conservative due to the fact that the weights, which equal the product of
ratios across many time periods, become extremely small. In addition, the underestimation
of the variance bound in high uncertainty scenarios found in Figure 5 leads to the under-
coverage of the confidence intervals based on the IPW estimator and using the estimated
variance bound, especially when the interventions take place over long time periods.
In our simulations, we find that the confidence interval for the Ha´jek estimator dis-
cussed in Appendix C has a better coverage probability even for the interventions over
long time periods (see Appendix D.3). Appendix D.4 also shows that the estimated stan-
dard deviation for the Ha´jek estimator outperforms that for the IPW estimator under many
simulation scenarios. Partly based on these findings, we use the Ha´jek estimator and its
associated confidence interval in our application (see Section 6).
Finally, we evaluate the performance of the propensity score as a balancing score, as
established in Proposition 1. In Appendix D.5, we show that the p-values of the previous
outcome-active locations variable (Y ∗t−1 in (10)) are substantially greater in the weighted
propensity score model than in the unweighted model, where the weights are given by the
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inverse of the estimated propensity score. We also find the estimated coefficients in the
weighted model are centered around zero. These findings are consistent with the balancing
property of the propensity score.
6 Empirical Analyses
In this section, we present our empirical analyses of the data sets introduced in Section 2.
We first describe the airstrike strategies of interest and then discuss the causal effect esti-
mates obtained under those strategies.
6.1 Airstrike Strategies and Causal Effects of Interest
For the purpose of this application, we consider hypothesized stochastic interventions that
generate airstrike locations based on a simple non-homogeneous Poisson point process
with finite and non-atomic intensity h : Ω→ [0,∞). We first specify a baseline probability
density φ0 over Ω. To make this baseline density realistic and increase the credibility of
the overlap assumption, we use the airstrike data during January 1 – September 24, 2006 to
estimate the baseline distribution φ0 for our stochastic interventions. This subset of the data
is not used in the subsequent analysis. The left plot of Figure 6 shows the estimated baseline
density using kernel-smoothing of airstrikes, which is more diffused than the estimated
spatial distribution of the entire study period (shown in the right plot of the figure).
Spatial distribution of kinetic airstrikes
January to September 2006 February 2007 to July 2008
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Figure 6: Spatial Density Estimate of Airstrike Locations during January 1 – September
24, 2006 (left) and the Entire Study Period February 2007 – July 2008 (right).
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We consider the following three questions: (1) How does an increase in the number of
airstrikes affect insurgent violence? (2) How does the shift in the prioritization of certain
locations for airstrikes change the spatial pattern of insurgent attacks? (3) How long does it
take for the effects of change in these airstrike strategies to be realized? The last question
examines how quickly the insurgents respond to the change in airstrike strategy.
We address the first question by considering stochastic interventions that have the same
spatial distribution but vary in the expected number of airstrikes. We represent such strate-
gies using intensities h(ω) = cφ0(ω) with different values of c > 0. Since
∫
Ω
h(ω)dω
represents the expected number of points from a Poisson point process, these interven-
tions have the same spatial distribution φ0, but the number of airstrikes is monotonically
increasing as a function of c. In our analysis, we consider {1, 2, . . . , 6} as the range of c.
For the second question, we fix the intensity but vary the focal locations of airstrikes. To
do this, we specify a distribution over Ω with power-density dα(ω) = d(ω)α/
(∫
Ω
d(ω)α
)
and modes located at sf ∈ Ω. Based on dα, we specify hα(ω) = cαφ0(ω)dα(ω) where cα
satisfies the constraint
∫
Ω
hα(ω)dω = c, so that the overall expected number of airstrikes re-
mains constant. Locations in sf are prioritized under hα as an increasing function of α. For
our analysis, we choose the center of Baghdad to be the focal point sf and dα to be the nor-
mal distribution centered at sf with precision α. We set the expected number of airstrikes
per day c to be 3, and vary the precision parameter α from 0 to 3. The visualization of the
spatial distributions in hα for the different values of α is shown in Figure A.8.
As discussed in Section 3, for both of these questions, we can specify airstrike strategies
of interest taking place over a number of time periods, M , by specifying the stochastic
interventions as Fh = FMh . We assume that insurgent attacks at day t do not affect airstrikes
on the same day, and airstrikes at day t can only affect attacks during subsequent time
periods. Thus, causal quantities for interventions taking place over M time periods refer to
insurgent attacks occurring on the following day.
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In addition, we may also be interested in the lagged effects of airstrike strategies as
illustrated by the third question mentioned above. We specify lagged intervention to be the
one which differs only for the M time periods ago, i.e., Fh = FM−1h0 ×Fh1 , where h0 = φ0
represents the baseline intensity (with c = 1), and h1 = cφ0 is the increased intensity with
different values of c ranging from 1 to 6. For our analysis, we consider M to be equal 1
day, 3 days, 1 week, and 1 month.
Finally, in Appendix E.3, we also introduce local interventions, which change the
airstrike strategy in one region while leaving that for the rest of the country unchanged.
6.2 The Specification and Diagnostics of the Propensity Score Model
Our propensity score model is a non-homogeneous Poisson point process with intensity
λt(ω), ω ∈ Ω, where log λt(ω) = βTX t(ω), and X includes an intercept and all the co-
variates. The two main drivers of military decisions over airstrikes are the prior number
and locations of observed insurgent attacks and airstrikes, conditional on which uncon-
foundedness in Assumption 1 is expected to approximately hold. Therefore, our model
includes the observed airstrikes and attacks during the last day, week, and month. For ex-
ample, the airstrike history of time t during the previous week is specified as W
∗
t−1(ω) =∑7
j=1
∑
s∈S
wobs
t−j
exp{−dist(s, ω)}, which represents a continuous surface on Ω with loca-
tions closer to the airstrikes in the previous week having greater positive values than more
distant locations.
Our propensity score model also includes additional important covariates that might
affect both airstrikes and insurgent attacks. For example, we adjust for shows-of-force
(i.e., simulated bombing raids designed to deter insurgents) that occurred one day, one
week, and one month before each airstrike. Patterns of US aid spending might also affect
the location and intensity of insurgent violence and airstrikes, as we discussed in Section 2.
We therefore include the amount of aid spent (in $US dollars) in each Iraqi district in the
past month as a time-varying covariate. Finally, we also incorporate temporal splines and
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several time-invariant spatial covariates, including the airstrike’s distance from major cities,
road networks, rivers, local settlements, and the population (logged, measured in 2003) of
the governorate in which the airstrike took place.
We evaluate the covariate balance by comparing the p-values of estimated coefficients
in the propensity score model to the p-values in the weighted version of the same model,
where each time period is inversely weighted by its truncated propensity score estimate
(truncated above at the 90th quantile). Although 13 out of 35 estimated coefficients had
p-values smaller than 0.05 in the fitted propensity score model, all the p-values in the
weighted propensity score model are close to 1, suggesting that the estimated propensity
score adequately balances these confounders.
6.3 The Choice of the Bandwidth Parameter for the Spatial Kernel Smoother
The kernel smoothing part of our estimator is not necessary for estimating the number of
points within any set B ⊂ Ω since we can simply use an IPW estimator based on the
observed number of points within B. However, kernel smoothing is useful for visualizing
the estimated intensities of insurgent attacks under an intervention of interest over the entire
country. One can also use it to acquire estimates of the expected number of insurgent
attacks under the intervention for any region of Iraq by considering the intensity’s integral
over the region. Theorem 1 shows that, for any set B ⊂ Ω, kernel smoothing does not
affect the estimator’s asymptotic normality as long as the bandwidth converges to zero. In
practice, the choice of the bandwidth should be partly driven by the size of the sets B.
In our analysis, we estimate the causal quantities for the entire country and the Baghdad
administrative unit (see Figure A.9). We choose an adaptive bandwidth separately for each
outcome using the spatstat package in R. We consider all observed outcome event lo-
cations during our study period, and use Scott’s criterion for choosing an optimal, constant
bandwidth parameter for an isotropic kernel estimation (Scott, 1992). Using the estimated
density as the pilot density, we calculate the optimal adaptive bandwidth surface according
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to Abramson’s inverse-square-root rule (Abramson, 1982). This procedure yields a value
of the bandwidth used for kernel smoothing at each outcome event location.
6.4 Findings
Figure 7 illustrates changes in the estimated intensity surfaces for insurgent attacks (mea-
sured using IEDs and SAFs) when increasing the intensity of airstrikes (the first two rows)
and when shifting the focal point of airstrikes to Baghdad (the bottom two rows), with the
varying duration of interventions, M = 1, 3, 7, 30 days (columns). These surfaces can be
used to estimate the causal effect of a change in the intervention over any region. Dark
blue areas represent areas where the change in the military strategy would reduce insurgent
attacks, whereas red areas correspond to those with an increase in insurgent attacks.
The figure reveals a number of interesting findings. First, there is no substantial change
in insurgent attacks if these interventions last only for one day. When increasing airstrikes
for a longer duration, however, a greater number of insurgent attacks are expected to occur,
with the largest number of attacks per day occurring with the 7 day change in the inter-
vention. These changes are concentrated in the Baghdad area and the roads that connect
Baghdad and the northern city of Mosul. These estimated effects, measured in terms of
attacks per day, appear to decline when the intervention change lasts for 30 days. These
patterns apply to both IEDs and SAFs with slightly greater effects estimated for SAFs.
In contrast, when shifting the focal point of airstrikes to Baghdad for 7 days, the total
number of insurgent attacks over the entire country decreases. However, when the inter-
vention lasts for 30 days, we find that insurgents shift their attacks to the areas around
Mosul while reducing the number of attacks in Baghdad. This displacement pattern is par-
ticularly pronounced for SAFs. For IEDs, insurgents appear to move their attacks to the
Mosul area even with the intervention of 7 days and yet the effect size is smaller. Statistical
significance of these results is shown in Appendix E.2.
Figure 8a shows the changes in the estimated average number of insurgent attacks in
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Figure 7: Changes in Estimated Intensity of Insurgent Attacks when Increasing the Inten-
sity of Airstrikes (the first two rows) and when Shifting the Focal Point of Airstrikes to
Baghdad (the bottom two rows). Insurgent attacks are measured using Improvised Explo-
sive Devices (IEDs; the first and third rows) and small arms fire (SAFs; second and fourth
rows) with the varying number of intervention duration, M = 1, 3, 7, 30 days (columns).
The number shown below each map represents the estimated change in the total number
of attacks per day over the entire country, whereas the legend represents the difference in
estimated intensities.
Baghdad as the airstrike intensity increases from 1 to 2, 3, . . . , 6 airstrikes per day in the
entire country (horizontal axis). We also vary the duration of intervention from M = 1 day
to M = 30 days (columns). Both the point estimate (solid lines) and 95% CIs (grey bands)
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Figure 8: Changes in the Estimated Number of Insurgency Attacks in Baghdad when In-
creasing the Intensity of Airstrikes (a) for M days, and (b) M days ago. In each plot, the
horizontal axis represents the expected number of airstrike per day under the alternative
intervention. The vertical axis represents a change in the estimated average number of in-
surgency attacks in Baghdad for IEDs (first & third row) and SAFs (second & fourth row)
when number of airstrikes per day increases from 1 to the value on the horizontal axis.
Each column shows different (a) duration or (b) lag length of intervention, M = 1, 3, 7, 30
days. 95% confidence intervals are shown as grey bands.
are shown. Consistent with Figure 7, we find that increasing the number of airstrikes leads
to a greater number of attacks when the duration of intervention is 7 days. These effects
appear to decrease when the intervention is much shorter or lasts for a month. The patterns
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are similar for both IEDs and SAFs.
Figure 8b shows the change in the estimated number of IEDs and SAFs attacks in Bagh-
dad when increasing the number of airstrikesM days before, while the expected number of
airstrikes during the following M − 1 days equals one per day. We find that for M = 3 all
estimated lagged effects are negative, whereas the lagged effects for M = 7 are estimated
to be positive. This suggests that increasing the number of airstrikes may reduce insur-
gent violence in a short term while leading to an increase in a longer term. Appendix E.2
presents the effect estimates and 95% CIs for various interventions and outcomes.
7 Concluding Remarks
In this paper, we provide a framework for causal inference with spatio-temporal point pro-
cess treatments and outcomes. We demonstrate the flexibility of this proposed method-
ology by applying it to the estimation of airstrike effects on insurgent violence in Iraq.
Our central idea is to use a stochastic intervention, one that represents a distribution of
treatments, instead of the standard causal inference approach that estimates the average
potential outcomes under some fixed treatment values. A key advantage of our approach
is its flexibility: it permits unstructured patterns of both spatial spillover and temporal car-
ryover effects. This flexibility is crucial since for many spatio-temporal causal inference
problems, including our own application, we know little about how the treatments in one
region affect the outcomes in other regions across different time periods.
The proposed methodology combines spatio-temporal point process modeling with the
inverse probability of treatment assignment weighting approach, thereby avoiding the di-
rect modeling of the outcome. Instead, we use kernel smoothing to estimate the spatial
surface of causal quantities, enabling effective visualization of estimated causal effects
using maps. Our approach enables the specification of various military strategies across
space and time. We illustrate this advantage by varying the intensity and focal locations
of airstrikes and their effects over multiple temporal windows. In addition, we also evalu-
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ate how long it takes for these effects to manifest, offering new insights into how quickly
insurgents respond to airstrikes and how far their violence is displaced.
The proposed framework can also be applied to other high-dimensional, and possibly
unstructured, treatments. The standard approach to causal inference, which bases causal
effects on fixed treatment values, cannot perform well in such settings. Indeed, the spar-
sity of observed treatment patterns alone makes it difficult to satisfy the required overlap
assumption (Imai and Jiang, 2019). In short, the stochastic intervention approach proposed
here offers an effective solution to a broad class of causal inference problems. Future re-
search should further develop the methodology for stochastic intervention. In particular,
it is important to develop a sensitivity analysis for the potential violation of the uncon-
foundedness assumption, an improved weighting method for balancing covariates, and an
inferential approach with better finite sample performance.
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SUPPLEMENTARY APPENDIX FOR “CAUSAL
INFERENCE WITH SPATIO-TEMPORAL DATA”
A Notation
Table A.1: Notation.
Paths wt Realization of the treatment assignments for time periods 1, . . . , t
Yt Collection of all potential outcomes for time periods 1, . . . , t
Y
obs
t Observed outcomes for time periods 1, . . . , t
Intervention M The number of time periods over which we intervene
h
The Poisson point process intensity defining the stochastic
intervention
Estimands N t, N
Expected number of outcome-active locations for time period t for
an intervention over M time periods, and their average over time
τMt , τ
M
Expected change in the number of outcome-active locations
comparing two interventions for time period t and their average
over time
Estimators ŶMt
Estimated continuous surface the integral of which is used for
calculating N̂t
N̂t, N̂
Estimated expected number of points during time period t for an
intervention taking place over the preceding M time periods, and
their average over time
τ̂Mt , τ̂
M
Estimated expected change in the number of outcome-active
locations for time period t comparing two interventions, and their
average over time
Arguments B
The set over which the number of outcome-active locations are
counted
B Theoretical Proofs
Proof of Theorem 1. Note that the collection of variables temporally precedent to treat-
ment at time period t is the expanded historyH
∗
t−1, defined in Assumption 3. The expanded
historyH
∗
t−1 is a filtration generated by the collection of potential confoundersX T , the col-
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lection of potential outcomes YT , and the previous treatments, and satisfies H∗t−1 ⊂ H∗t .
Let et = N̂Bt(Fh) − NBt(Fh) be the estimation error for time period t and lag M .
We will decompose et in two components, one corresponding to error due to the treatment
assignment (A1t), and one corresponding to error due to spatial smoothing (A2t). Since the
bandwidth parameter of the kernel depends on T , we write KbT instead of Kb. Specifically,
et =
[
t∏
j=t−M+1
fh(Wj)
ej(Wj)
]∫
B
∑
s∈SYt
KbT (ω, s)dω −NBt(FMh )
=
[
t∏
j=t−M+1
fh(Wj)
ej(Wj)
]
NB(Yt(wt−M ,Wt−M+1, . . . ,Wt))−NBt(FMh )︸ ︷︷ ︸
A1t
+
[
t∏
j=t−M+1
fh(Wj)
ej(Wj)
][∫
B
∑
s∈SYt
KbT (ω, s)dω −NB(Yt(wt−M ,Wt−M+1, . . . ,Wt))
]
︸ ︷︷ ︸
A2t
We show that
1.
√
T
(
1
T−M+1
∑T
t=M A1t
)
is asymptotically normal, and
2.
√
T
(
1
T−M+1
∑T
t=M A2t
)
converges to zero in probability.
Showing asymptotic normality of the first error.
We use the central limit theorem for martingale difference series (Theorem 4.16 of van der
Vaart (2010)) to show asymptotic normality of (T −M + 1)−1∑Tt=M A1t.
Claim. A1t is a martingale difference series with respect to the filtration Ft = H∗t−M+1.
To prove this, we show that E(|A1t|) < ∞ and E(A1t | Ft−1) = E(A1t | H∗t−M) = 0.
For the first part, Assumptions 2 and Assumption 3(a) imply that A1t is bounded and hence
E[|A1t|] <∞:
|A1t| ≤
∣∣∣∣∣
t∏
j=t−M+1
fh(Wj)
ej(Wj)
NB(Yt(wt−M ,Wt−M+1, . . . ,Wt))
∣∣∣∣∣+ ∣∣∣NBt(FMh ) ∣∣∣
≤ δMW δY + δY
(A.1)
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For the second part, it suffices to show that
E
{[
t∏
j=t−M+1
fh(Wj)
ej(Wj)
]
NB(Yt(wt−M ,Wt−M+1, . . . ,Wt))
∣∣∣ H∗t−M
}
= NBt(F
M
h ),
where the expectation is taken with respect to the assignment of treatments W(t−M+1):t.
E
{[
t∏
j=t−M+1
fh(Wj)
ej(Wj)
]
NB(Yt(wt−M ,Wt−M+1, . . . ,Wt))
∣∣∣ H∗t−M
}
=
∫ [ t∏
j=t−M+1
fh(wj)
ej(wj)
]
NB(Yt(wt−M , wt−M+1, . . . , wt︸ ︷︷ ︸
w(t−M+1):t
))×
f(wt−M+1 | H∗t−M)f(wt−M+2 | H∗t−M ,Wt−M+1) · · · ×
f(wt | H∗t−M ,W(t−M+1):(t−1)) dw(t−M+1):t
=
∫ [ t∏
j=t−M+1
fh(wj)
ej(wj)
]
NB(Yt(wt−M , wt−M+1, . . . , wt)×
f(wt−M+1 | H∗t−M)f(wt−M+2 | H∗t−M+1) · · · f(wt | H∗t−1) dw(t−M+1):t
(because H
∗
t′+1 = H
∗
t′ ∪ {Wt′+1})
=
∫
NB(Yt(wt−M , wt−M+1, . . . , wt))
[
t∏
j=t−M+1
fh(wj)
]
dw(t−M+1):t
(By Assumption 1)
= NBt(F
M
h ).
This establishes the claim that A1t is a martingale difference series with respect to filtration
Ft−1.
Claim. (T −M + 1)−1∑Tt=M E{A21tI(|A1t| > √T −M + 1) | Ft−1} p→ 0 for every
 > 0.
Let  > 0. Note that A1t is bounded by δY (δMW + 1) (see (A.1)). Choose T0 as
T0 = argmin
t∈N+
{√t−M + 1 > δY (δMW + 1)}
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= argmin
t∈N+
{
t > M − 1 +
[δY (δMW + 1)

]2}
=
⌈
M − 1 +
[δY (δMW + 1)

]2⌉
Then, for T > T0, 
√
T −M + 1 > √T0 −M + 1 > δY (δMW + 1) which leads to
I(|A1t| > 
√
T +M + 1) = 0 and E(A21tI(|A1t| > 
√
T −M + 1) | Ft−1) = 0. This
proves the claim.
Combining the previous results to show asymptotic normality of the first error: Since A1t
has mean zero, E(A21t | Ft−1) = Var(A1t | Ft−1), and since NBt(Fh) is fixed, Var(A1t |
Ft−1) = Var(N̂Bt(Fh) | Ft−1) = Var(N̂Bt(Fh) | H
∗
t−M). This gives us that
1
T −M + 1
T∑
t=M
E(A21t | Ft−1) =
1
T −M + 1
T∑
t=M
Var(N̂Bt(FMh ) | H∗t−M) p→ v,
from Assumption 3(b). Combining these results, using that
√
T/
√
T −M + 1 → 1 and
Theorem 4.16 of van der Vaart (2010),
√
T
(
1
T −M + 1
T∑
t=M
A1t
)
d→ N(0, v).
Showing convergence to zero of the second error.
The second error compares the integral of the kernel-smoothed outcome surface over the
region of interest B with the actual number of points within the set B. We show that as
T goes to infinity, and since the bandwidth of the kernel converges to 0, the error due to
kernel smoothing also goes to zero. Specifically, we will show that
√
T
(
1
T −M + 1
T∑
t=M
A2t
)
p→ 0.
We start by introducing some notation and making an assumption about the set B. For
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 > 0, we use N(A) to denote the −neighborhood of a set A: N(A) = {ω ∈ Ω :
there exists a ∈ A with dist(ω, a) < }. Also, we use ∂B to denote the boundary of B (its
closure excluding the interior points), ∂B = B\Bo.
Assumption A.1 (Number of time periods with outcome active locations within a neigh-
borhood of B’s boundary). There exists δB > 0 and Q∗ ∈ (1/2, 1) such that
P
(
T∑
t=M
I
(
∃s ∈ SYt ∩NδB(∂B)
)
> T 1−Q
∗
)
→ 0, as T →∞.
Assumption A.1 states that the probability that we observe more than T 1−Q∗ time periods
with outcome-active locations within a δB−neighborhood of B’s boundary goes to zero as
the number of observed time periods increases.
Let ct =
∏t
j=t−M+1 fh(Wj)/ej(Wj), and write
∣∣∣∣∣ 1T −M + 1
T∑
t=M
A2t
∣∣∣∣∣ =
∣∣∣∣∣∣ 1T −M + 1
T∑
t=M
ct
∫
B
∑
s∈SYt
KbT (ω; s)dω −NB(Yt)
∣∣∣∣∣∣ .
Then:
∫
B
∑
s∈SYt
KbT (ω; s)dω −NB(Yt)
=
∑
s∈SYt∩B
∫
B
KbT (ω; s)dω +
∑
s∈SYt∩Bc
∫
B
KbT (ω; s)dω −NB(Yt)
=
∑
s∈SYt∩B
[
1−
∫
Bc
KbT (ω; s)dω
]
+
∑
s∈SYt∩Bc
∫
B
KbT (ω; s)dω −NB(Yt)
=
∑
s∈SYt∩Bc
∫
B
KbT (ω; s)dω −
∑
s∈SYt∩B
∫
Bc
KbT (ω; s)dω.
This shows that the error from smoothing the outcome surface at time t comes from (1) the
kernel weight from points outside of B that falls within B, and (2) the kernel weight from
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points inside B that falls outside B. Using this, we write:
∣∣∣∣∣ 1T −M + 1
T∑
t=M
A2t
∣∣∣∣∣ =∣∣∣∣∣∣ 1T −M + 1
T∑
t=M
ct
[ ∑
s∈SYt∩Bc
∫
B
KbT (ω; s)dω −
∑
s∈SYt∩B
∫
Bc
KbT (ω; s)dω
]∣∣∣∣∣∣ .
Take  > 0, and Q ∈ (1/2, Q∗) where Q∗ is the one in Assumption A.1. Then, we
will show that P (TQ{| 1
T−M+1
∑T
t=M A2t|} > ) → 0 as T → ∞, which implies that the
second error converges to zero faster than
√
T (since Q > 1/2).
P
(
TQ
{∣∣∣∣∣ 1T −M + 1
T∑
t=M
A2t
∣∣∣∣∣
}
> 
)
= P
(∣∣∣∣∣ 1T −M + 1
T∑
t=M
ct
[ ∑
s∈SYt∩Bc
∫
B
KbT (ω; s)dω −
∑
s∈SYt∩B
∫
Bc
KbT (ω; s)dω
]∣∣∣∣∣ > TQ
)
≤ P
(
1
T −M + 1
T∑
t=M
ct
∑
s∈SYt∩Bc
∫
B
KbT (ω; s)dω >

2TQ
)
+
P
(
1
T −M + 1
T∑
t=M
ct
∑
s∈SYt∩B
∫
Bc
KbT (ω; s)dω >

2TQ
)
,
where the last equation holds because |A − B| >  implies that at least one of |A|, |B| > /2.
Also, since all quantities are positive, we can drop the absolute value. Then, since ct ≤ δMW from
Assumption 2,
P
(
TQ
{∣∣∣∣∣ 1T −M + 1
T∑
t=M
A2t
∣∣∣∣∣
}
> 
)
≤ P
(
1
T −M + 1
T∑
t=M
∑
s∈SYt∩Bc
∫
B
KbT (ω; s)dω >

2TQδMW
)
+
P
(
1
T −M + 1
T∑
t=M
∑
s∈SYt∩B
∫
Bc
KbT (ω; s)dω >

2TQδMW
)
.
Use soutYt to denote the point in SYt that lies outside B and is the closest to B: s
out
Yt =
{s ∈ SYt ∩ Bc : dist(s, B) = min
s′∈SYt∩Bc
dist(s′, B)}. Similarly, sinYt is the point in SYt ∩ B
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Figure A.1: Kernel-smoothed outcome surface, and points sinYt , s
out
Yt
as the points closest to
the boundary of B that lie within and outside B respectively. The amount of kernel weight
falling within B from points outside of B is necessarily less or equal to the kernel weight
from soutYt (shaded), and similarly for s
in
Yt
.
that is closest to Bc. These points are shown graphically in Figure A.1. Because there are
at most δY outcome-active locations, from the definition of sinYt , s
out
Yt
, and because kernels
are defined to be decreasing in distance, we have that
P
(
TQ
{∣∣∣∣∣ 1T −M + 1
T∑
t=M
A2t
∣∣∣∣∣
}
> 
)
≤ P
(
1
T −M + 1
T∑
t=M
∫
B
KbT (ω; s
out
Yt )dω >

2TQδMW δY
)
+ P
(
1
T −M + 1
T∑
t=M
∫
Bc
KbT (ω; s
in
Yt)dω >

2TQδMW δY
)
= P
(
T∑
t=M
∫
B
KbT (ω; s
out
Yt )dω >
(T −M + 1)
2TQδMW δY
)
︸ ︷︷ ︸
B1
+ P
(
T∑
t=M
∫
Bc
KbT (ω; s
in
Yt)dω >
(T −M + 1)
2TQδMW δY
)
︸ ︷︷ ︸
B2
.
We show that B1, B2 converge to zero separately. Take B1:
B1 = P
(
T∑
t=M
∫
B
KbT (ω; s
out
Yt )dω >
(T −M + 1)
2TQδMW δY
∣∣∣∣∣
T∑
t=M
I(soutYt ∈ NδB (∂B)) > T 1−Q
∗
)
× P
(
T∑
t=M
I(soutYt ∈ NδB (∂B)) > T 1−Q
∗
)
+ P
(
T∑
t=M
∫
B
KbT (ω; s
out
Yt )dω >
(T −M + 1)
2TQδMW δY
∣∣∣∣∣
T∑
t=M
I(soutYt ∈ NδB (∂B)) ≤ T 1−Q
∗
)
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× P
(
T∑
t=M
I(soutYt ∈ NδB (∂B)) ≤ T 1−Q
∗
)
From Assumption A.1 we have that
P
(
T∑
t=M
I(soutYt ∈ NδB(∂B)) > T 1−Q
∗
)
≤ P
(
T∑
t=M
I
(
∃s ∈ SYt ∩NδB(∂B)
)
> T 1−Q
∗
)
→ 0,
and limT→∞B1 is equal to
lim
T→∞
P
(
T∑
t=M
∫
B
KbT (ω; s
out
Yt )dω >
(T −M + 1)
2TQδMW δY
∣∣∣∣∣
T∑
t=M
I(soutYt ∈ NδB(∂B)) ≤ T 1−Q
∗
)
.
Studying the latter quantity, we have that
P
(
T∑
t=M
∫
B
KbT (ω; s
out
Yt )dω >
(T −M + 1)
2TQδMW δY
∣∣∣∣∣
T∑
t=M
I(soutYt ∈ NδB(∂B)) ≤ T 1−Q
∗
)
≤ P
(
T∑
t=M
soutYt
6∈NδB (∂B)
∫
B
KbT (ω; s
out
Yt )dω >
(T −M + 1)
2TQδMW δY
− T 1−Q∗
)
≤ P
(
T∑
t=M
soutYt
6∈NδB (∂B)
∫
ω:‖ω‖>δB
KbT (ω;0)dω >
(T −M + 1)
2TQδMW δY
− T 1−Q∗
)
≤ P
(
(T −M + 1)
∫
ω:‖ω‖>δB
KbT (ω;0)dω >
(T −M + 1)
2TQδMW δY
− T 1−Q∗
)
= I
(
(T −M + 1)
∫
ω:‖ω‖>δB
KbT (ω;0)dω >
(T −M + 1)
2TQδMW δY
− T 1−Q∗
)
(A.2)
where the first inequality follows from the fact that at most T 1−Q∗ time periods had soutYt
within δB of set’s B boundary, and
∫
B
KbT (ω; s
out
Yt
) ≤ 1 for those time periods. The second
inequality follows from the fact that during the remaining time periods soutYt was further than
δB from B and
∫
B
KbT (ω; s
out
Yt
) ≤ ∫
ω:‖ω−soutYt ‖>δB
KbT (ω; s
out
Yt
) =
∫
ω:‖ω‖>δB KbT (ω;0). The
third inequality follows from not excluding the time periods with soutYt ∈ NδB(∂B). Finally,
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the last equality holds because there is no uncertainty in the statement so the probability
turns to an indicator.
Since the bandwidth bT → 0 as T → 0, there exists T1 ∈ N such that bT < δB
and
∫
ω:‖ω‖>δB KbT (ω;0)dω = 0 for all T ≥ T1. Also, since
(T−M+1)
2TQδMW δY
− T 1−Q∗ → ∞,
there exists T2 ∈ N such that (T−M+1)2TQδMW δY − T
1−Q∗ > 1 for all T ≥ T2. Then, for all
T ≥ T0 = max{T1, T2} we have that the quantity in (A.2) is equal to 0, showing that
limT→∞B1 = 0. Similarly, we can show that limT→∞B2 = 0.
Combining all of these results we have that
P
(
TQ
{∣∣∣∣∣ 1T −M + 1
T∑
t=M
A2t
∣∣∣∣∣
}
> 
)
→ 0,
as T →∞, establishing that the second error converges to zero faster than 1/√T .
Proof of Lemma 1. Define Ψt =
[
N̂Bt(F
M
h )
]2 − v∗t . Then, Ψt is a martingale differ-
ence series with respect to Ft = H t−M+1: (1) E(|Ψt|) < ∞ since Ψt is bounded, and
(2) E(Ψt | Ft−1) = E
{[
N̂Bt(F
M
h )
]2 | H∗t−M}− v∗t = 0. Also, since N̂Bt(FMh ) is bounded
we have that
∑∞
t=M t
−2E
(
Ψ2t
)
<∞. From Theorem 1 in Cso¨rgo¨ (1968) we have that
1
T −M + 1
T∑
t=M
Ψt =
1
T −M + 1
T∑
t=M
[
N̂Bt(F
M
h )
]2 − 1
T −M + 1
T∑
t=M
v∗t
p→ 0.
Proof of Theorem 2. In order to prove asymptotic normality of τ̂B(FMh1 , F
M
h2
) we will rely
on results in the proof of Theorem 1 above. Take
τ̂Bt(F
M
h1 , F
M
h2 )− τBt(FMh1 , FMh2 ) ={
t∏
j=t−M+1
fh2(Wj)
ej(Wj)
−
t∏
j=t−M+1
fh1(Wj)
ej(Wj)
}∫
B
∑
s∈SYt
KbT (ω, s)dω − τBt(FMh1 , FMh2 ) =
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{
t∏
j=t−M+1
fh2(Wj)
ej(Wj)
−
t∏
j=t−M+1
fh1(Wj)
ej(Wj)
}
NB(Yt(wt−M ,Wt−M+1, . . . ,Wt))− τBt(FMh1 , FMh2 )︸ ︷︷ ︸
C1t
+
[
t∏
j=t−M+1
fh2(Wj)
ej(Wj)
][∫
B
∑
s∈SYt
KbT (ω, s)dω −NB(Yt(wt−M ,Wt−M+1, . . . ,Wt))
]
︸ ︷︷ ︸
C22t
+
[
t∏
j=t−M+1
fh1(Wj)
ej(Wj)
][∫
B
∑
s∈SYt
KbT (ω, s)dω −NB(Yt(wt−M ,Wt−M+1, . . . ,Wt))
]
︸ ︷︷ ︸
C12t
Following steps identical to showing
√
T
[
(T −M + 1)−1∑Tt=M A2t] p→ 0 in the proof
of Theorem 1, we can equivalently show that
√
T
[
(T −M + 1)−1∑Tt=M C12t] p→ 0 and
√
T
[
(T −M + 1)−1∑Tt=M C22t] p→ 0.
Therefore, all we need to show is that
√
T
[
(T −M + 1)−1∑Tt=M C1t] d→ N(0, η). We
will do so by showing again that C1t is a martingale difference series with respect to the
filtration Ft−1:
1. Since E(|A1t|) < ∞, from the triangular inequality we straightforwardly have that
E(|C1t|) <∞.
2. Since E(A1t|Ft−1) = 0, we also have that E(C1t|Ft−1) = 0, from linearity of ex-
pectation.
Then, using the triangular inequality and (A.1), we have that C1t is bounded by 2δY (δ
M
W +
1). Then, for  > 0, choosing T0 = argmin
t∈N+
{√t−M + 1 > 2δY (δMW + 1)} satisfies that,
for T > T0, E(C21tI(|C1t| > 
√
T −M + 1)|Ft−1) = 0. Combining these results, we have
that
√
T
[
τ̂Bt(F
M
h1
, FMh2 )− τBt(FMh1 , FMh2 )
]→ N(0, η).
To show (T −M +1)−1∑Tt=M {[τ̂Bt(FMh1 , FMh2 )]2−E{[τBt(FMh1 , FMh2 )]2|H∗t−M}} p→
0, the proof follows exactly the same way as the proof of Lemma 1 and is omitted here.
Proof of Proposition 1. Note that f(Wt = w | et(w), H t−1) = f(Wt = w | H t−1) =
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et(w) since et(w) is a function of H t−1. Therefore, it suffices to show that f(Wt = w |
et(w)) = et(w):
f(Wt = w | et(w)) = E[f(Wt = w | H t−1) | et(w)] = E[et(w) | et(w)] = et(w). (A.3)
Proof of Proposition 2. We show that f
(
Wt = w | et(w),YT ,X T
)
= f(Wt = w |
et(w)).
f
(
Wt = w | et(w),YT ,X T
)
= E
[
f
(
Wt = w | H t−1, et(w),YT ,X T
) | et(w),YT ,X T]
= E
[
f
(
Wt = w | H t−1,YT ,X T
) | et(w),YT ,X T]
(Because et(w) is a function of H t−1)
= E
[
f
(
Wt = w | H t−1
) | et(w),YT ,X T] (From Assumption 1)
= E
[
et(w) | et(w),YT ,X T
]
= et(w)
= f(Wt = w | et(w)) (From (A.3))
C The Ha´jek Estimator
The standardization of weights used in the Ha´jek estimator is known to be effective in the
settings where the weights are extreme. Its sample boundedness property gurantees that
the resulting estimate is always within the range of the observed outcome. In our case, the
Ha´jek estimator replaces the division by T −M + 1 with that by∑Tt=M vt where vt is the
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product of fractions in (6). For example,
N̂B(F
M
h )Ha´jek =
1∑T
t=M vt
T∑
t=M
N̂Bt(F
M
h )
Unfortunately, our asymptotic results (i.e., Theorems 1 and 2) do not easily extend to the
Ha´jek estimator. The reason is that the estimator includes
∑T
t=M vt, a quantity that de-
pends on all time periods, making it difficult to apply the martingale theory used in our
proofs. Therefore, we use a heuristic approach to estimating the variance bound of the
Ha´jek estimator. Since the Ha´jek estimator simply rescales the corresponding IPW estima-
tor by (T −M + 1)/∑Tt=M vt, we scale the variance bound derived for the estimator by
[(T −M + 1)/(∑Tt=M vt)]2.
D Additional Simulation Results
D.1 Point Estimates for the Interventions over Many Time Periods
Figure A.2 shows the performance of the estimators for the interventions over many time
periods. The plots show the estimated change in the number of outcome-active locations
over the sub-regionB = [0.75, 1] for a change in the stochastic intervention from 3 per time
period to the value on the horizontal axis. The rows correspond to the interventions over
M = 3, 7, and 30 time periods, respectively, whereas the columns represent the different
lengths of time series, i.e., T = 200, 400 and 500. The results are shown for the IPW
estimators based on the true propensity score (purple lines with open triangles) and the
estimated propensity score (blue lines with x’s) as well as the Ha´jek estimator based on the
estimated propensity score (orange lines with open rhombuses). Only the Ha´jek estimates
are shown for M = 30 as the extremely small weights arising from a large number of time
periods make the estimates from the other estimators essentially equal to zero. The lines
and points in the plot show the median estimate and the rectangles show the interquartile
range of estimates across 200 simulated data sets.
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Figure A.2: Simulation Results for the Interventions of Increasing Time Lengths. Rows
correspond to the interventions taking place over M = 3, 7, and 30 time periods. Columns
correspond to the increasing length of the time series from 200 (left plots) to 500 (right
plots). The vertical axis shows the change in the expected number of the outcome active
locations over [0.75, 1]2 for a change in the intervention intensity from 3 under h1 to the
value shown in the horizontal axis under h2, for M time periods. The points in the plot
show the median estimate over 200 data sets, and the rectangles show the interquartile
range of estimates. Only the Ha´jek estimates are shown for M = 30 as the extremely small
weights arising from a large number of time periods make the estimates from the other
estimators close to zero.
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The results indicate that the IPW estimator’s performance deteriorates as the length of
the intervention period M increases. This is expected since the weight at each time point
is the product of M ratios as shown in (6). The data provide little information about what
would happen under a hypothetical intervention taking place over a long time period unless
the specified intervention resembles the actual data generating mechanism for the observed
data. However, Figure A.2 shows that the standardization of weights performed in the
Ha´jek estimator can alleviate some of these issues, yielding effect estimates close to the
true values.
D.2 Asymptotic Variance and Bound, and Estimated Variance Bound
Figure 5 shows the average (over 200 simulated data sets) of the true asymptotic standard
deviation and true bound as well as the estimated standard deviation bound of the IPW es-
timator for the average potential outcome using the true propensity score, for interventions
taking place over M = 3 time periods. Figure A.3 is a similar plot for the interventions
taking place over M = 1, 3, and 7 (rows) time periods, and observed time series of length
T = 200, 400, 500 (columns). These plots show the median and interquartile range of the
asymptotic standard deviation, true bound, and estimated bound over 200 simulated data
sets.
We begin by focusing on low uncertainty scenarios, corresponding to the interventions
taking place over M = 1 or 3 time periods with the distribution resembling the actual data
generating mechanism. We think that the intervention distribution resembles the data gen-
erating mechanism in scenarios where the intervention intensity is close to 5, which is the
average number of treatment-active locations for the data generating process. In these sce-
narios, the asymptotic variance bound is distinctly higher than the true asymptotic variance,
indicating that the inference based on the true asymptotic bound would be conservative. We
find that in these low uncertainty scenarios, the estimated bound is close to the true bound.
For that reason, we would expect the confidence intervals for the IPW estimator based on
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Figure A.3: Asymptotic Standard Deviation and Bound, and Estimated Bound. This fig-
ure shows the true asymptotic standard deviation (blue circles), the true asymptotic bound
(orange triangles), and the estimated bound (green rhombuses) of the IPW estimator for
the average potential outcome using the true propensity score, under interventions that take
place over M = 1, 3 and 7 time periods (rows), and for increasing length of the time series
(columns). The horizontal axis shows the intensity of the intervention at each time period.
The points show the median value, and the rectangles show the interquartile range over 200
simulated data sets.
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the estimated bound to have a higher coverage probability than its nominal coverage (see
Appendix D.3 for the coverage results).
In contrast, under high uncertainty scenarios such as the interventions over longer time
periods, e.g., M = 7, the asymptotic standard deviation and theoretical bound are essen-
tially indistinguishable. However, under these scenarios, the estimate of the theoretical
bound tends to be biased downwards, suggesting that the confidence intervals for the IPW
estimator based on the estimated bound would be anti-conservative. Furthermore, we ex-
pect it to take a longer time series in order for the estimated bound to converge to its
theoretical value when the intervention takes place over a longer time period.
D.3 Coverage of the Confidence Intervals for the IPW and Ha´jek Estimators
IPW estimator. The results in Figure A.3 indicate that the coverage of confidence inter-
vals based on the asymptotic variance bound should be similar to those based on the true
variance under high uncertainty scenarios, while they should be slightly higher under low
uncertainty scenarios. Furthermore, confidence intervals based on the estimated variance
bound should yield coverage probability close to (lower than) the nominal coverage under
low (high) uncertainty scenarios.
These expectations are indeed reflected in the coverage results shown in Figure A.4.
Furthermore, for M ∈ {1, 3, 7} and T = 500, the confidence intervals using the true
variance achieve a coverage that is close to the nominal level. In contrast, for M = 30,
the confidence intervals based on the true asymptotic variance have a coverage of 50% or
less, indicating that for interventions taking place over longer time periods, more data are
needed to make use of the asymptotic approximation.
Ha´jek estimator. Motivated by the good performance of the Ha´jek estimator shown in
Figure A.2, we also investigate the coverage probability of the 95% confidence interval as
described in Appendix C. The rows of Figure A.5 show the coverage results for increasingly
small regions, i.e., B1 = [0, 1]2, B2 = [0, 0.5]2, and B3 = [0.75, 1]2, whereas the columns
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Figure A.4: Coverage of the IPW Estimator 95% Confidence Intervals. This figure shows
the coverage of 95% confidence intervals for the average potential outcome over B = Ω
based on the IPW estimator using the true variance (blue lines open circles), the true bound
(orange lines with triangles), and the estimated bound (green lines with rhombuses), for
interventions taking place overM ∈ {1, 3, 7, 30} time periods (rows) and increasing length
of the observed time series (columns).
show the results for increasingly long observed time series (T = 200, 400, 500). Different
colors correspond to the coverage results under interventions taking place over M = 1
(black), 3 (green), 7 (red), and 30 (blue) time periods. We find that the coverage is above
85% for all cases, even when an intervention takes place over 30 time periods. As expected,
the coverage is higher for smaller values of M , since these correspond to lower-uncertainty
situations. We also find that the coverage is lower for smaller regions, a phenomenon we
do not observe for the IPW estimator.
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Figure A.5: Coverage of the Ha´jek Estimator’s 95% Confidence Intervals for the Average
Potential Outcomes under Various Interventions. We vary the intervention intensity h (hor-
izontal axis), and the length of intervention M = 1, 3, 7, 30 (different lines). Each row
represents the coverage for different regions of interest, i.e., B1 = [0, 1]2, B2 = [0, 0.5]2
and B3 = [0.75, 1]2, whereas each column represents the length of time series, i.e.,
T = 200, 400 and 500.
D.4 Uncertainty Estimates
We also compute the standard deviation of the estimated average potential outcome across
simulated data sets and compare it with the mean of the standard deviations, each of which
is used to create the confidence intervals. The similarity of these two quantities implies
the accuracy of our uncertainty estimates. Figure A.6 presents the results as the ratio of
these two quantities. A value below (above) 1 indicates that the true variability in our point
estimates is smaller (greater) than our uncertainty estimate.
While the ratios are always below 1 for the Ha´jek estimator (bottom panel), they are
almost always above 1 for the IPW estimator (top panel). This is consistent with the above
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Figure A.6: Comparison of the Estimated and True Uncertainty for the Inverse Probability
of Treatment and Ha´jek Estimators. Each plot presents the ratios between the standard
deviation of each estimator and the mean estimated standard deviation across simulated
data sets. A value smaller (greater) than 1 implies underestimation (overestimation) of
uncertainty. The top (bottom) panel presents the results for the IPW (Ha´jek) estimator with
the varying intensity under the intervention (horizontal axis) and for the whole region B1
(first and forth row) and two sub-regions, B2 = [0, 0.5]2 (second and fifth row) and B3 =
[0.75, 1]2 (third and sixth row). We also vary the length of intervention, M = 1, 3, 7 and 30
time periods (black, green, red, and blue lines, respectively). The columns correspond to
different lengths of the time series T = 200, 400 and 500.
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results, showing that we tend to overestimate (underestimate) the uncertainty for the Ha´jek
(IPW) estimator. We find that the confidence interval for the Ha´jek estimator tends to
be most conservative when M is small and the region of interest is large. For the IPW
estimator, the degree of underestimation decreases as the length of time series T increases
but increases as the length of intervention M increases. In fact, when M = 30, some of
the ratios are as large as 20 (hence they are not included in the figure). The results suggest
that in practice the Ha´jek estimator should be preferred over the IPW estimator especially
for stochastic interventions over a long time period.
D.5 Covariate Balance
We evaluate the balance of covariates based on the estimated propensity score by compar-
ing their p-values in the propensity score model, and in a model with functional form as in
the propensity score model but weighted by the inverse of the estimated propensity score.
The left plot of Figure A.7 shows the p-value for the previous outcome-active locations,
which are one of the time-varying confounders, across 200 simulated data sets. Evidently,
the p-values in the unweighted model are close to 0, indicating that previous outcome-
active locations form an important predictor of the treatment assignment. However, in the
weighted model, the p-values of the same confounder are more evenly distributed across
the (0, 1) range, indicating that this confounder is better balanced in the weighted time se-
ries. The right plot of Figure A.7 shows the distribution (over 200 simulated data sets) of
the estimated coefficient for this confounder in the weighted model. This distribution is
centered around zero, indicating that balance is achieved on average across data sets.
E Additional Empirical Results
E.1 Visualization
As discussed in Section 6.1, we consider a stochastic intervention whose focal point is the
center of Baghdad. The degree of concentration is controlled by the precision parameter α
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Figure A.7: Balance of the Previous Outcome-Active Locations in Treatment Model. In the
left plot, each point shows the relative magnitude of the p-value for the previous outcome-
active locations in the unweighted propensity score model (horizontal axis) over that of
the model weighted by the inverse of the estimated propensity score (vertical axis). The
right plot shows the distribution of the estimated coefficient of the previous outcome-active
locations in the weighted propensity score model.
whose greater value, implying that more airstrikes are occurring near the focal point. We
vary the value of α from 0 to 3, while keeping the expected number of airstrikes constant
at 3 per day. Figure A.8 illustrates intensities for the different values of α. The first plot
in the figure does not focus on Baghdad at all, representing the baseline spatial distribution
φ0. As the value of α increases, the spatial distribution of airstrikes becomes concentrated
more towards the center of Baghdad.
α = 0 α = 1 α = 2 α = 3
0.0 0.6 1.2 1.9 2.5 3.1 3.7 4.3 4.9 5.6 6.2
Figure A.8: Visualization of Intensity under Stochastic Interventions whose Focal Point is
the Center of Baghdad. Across plots, we vary the degree to which the airstrikes are con-
centrated around the focal point using the precision parameter, while the expected number
of airstrikes is held constant at 3 per day.
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E.2 Empirical Results
Table A.2 presents the numerical effect estimates and 95% confidence intervals for various
interventions, including those shown in the main text. We also show the effect estimates
for the whole Iraq, Baghdad only, and the area outside Baghdad. Statistically significant
estimates include the estimated effects of increasing the expected number of airstrikes from
1 to 3 per day for a period of a week on all types of insurgent attacks, with the increase
located mostly outside Baghdad. In addition, continuing this intervention for a period of
Type (Fh′ , Fh′′) M Outcome Iraq Baghdad Outside Baghdad
3 IED 1.5 (-2.5, 5.5) 0.1 (-1, 1.3) 1.4 (-1.5, 4.3)
SAF 3.6 (-0.4, 7.7) 1.4 (-0.1, 2.8) 2.3 (-0.4, 4.9)
Other Attack 5.1 (-3.9, 14) 1.8 (-1, 4.7) 3.2 (-3.1, 9.5)
Increasing the 7 IED 4.9 (-0.1, 10) 1 (-0.4, 2.4) 4 (0.2, 7.7)
intensity SAF 7 (1.9, 12.1) 2 (0.4, 3.5) 5 (1.4, 8.6)
(1, 3) Other Attack 12.3 (0.4, 24.1) 3.5 (0, 7.1) 8.7 (0.3, 17.1)
30 IED -2.5 (-5.9, 1) -1 (-1.8, -0.2) -1.4 (-4.1, 1.2)
SAF -0.6 (-4.7, 3.5) -1.3 (-2.5, -0.2) 0.8 (-2.3, 3.9)
Other Attack -6.6 (-14.8, 1.7) -4 (-6.3, -1.6) -2.6 (-8.7, 3.5)
3 IED -1 (-9.5, 7.5) -0.4 (-2.6, 1.7) -0.6 (-7, 5.9)
SAF -1.2 (-9.9, 7.5) 0.3 (-2.6, 3.3) -1.5 (-7.5, 4.4)
Other Attack -4.9 (-23.9, 14) -2 (-8, 3.9) -2.9 (-16.1, 10.3)
Changing the 7 IED -3.6 (-14.3, 7) -1.9 (-4.6, 0.8) -1.7 (-9.9, 6.4)
focal points SAF -5.6 (-16.6, 5.4) -3.1 (-6.6, 0.5) -2.5 (-10.2, 5.2)
(0, 3) Other Attack -18.4 (-44, 7.3) -7.1 (-14.9, 0.7) -11.3 (-29.4, 6.9)
30 IED -3.2 (-18.3, 12) -1.5 (-5.3, 2.3) -1.7 (-13.2, 9.8)
SAF 2.4 (-15.1, 19.9) -3.9 (-9.5, 1.6) 6.4 (-6.1, 18.8)
Other Attack -7.8 (-44.3, 28.7) -8.1 (-19.6, 3.4) 0.3 (-25.3, 25.9)
3 IED -2.3 (-10.8, 6.2) -0.6 (-2.9, 1.6) -1.7 (-8, 4.7)
SAF -2.8 (-11.7, 6.2) -1.8 (-4.7, 1.2) -1 (-7.2, 5.1)
Other Attack -7.9 (-28.7, 13) -3.6 (-10.3, 3) -4.2 (-18.6, 10.2)
Lagged 7 IED 6.7 (-0.6, 14) 1.7 (-0.3, 3.6) 5 (-0.4, 10.5)
effects SAF 7 (0.7, 13.4) 2.9 (0.6, 5.2) 4.1 (-0.1, 8.4)
(1, 5) Other Attack 16.8 (0, 33.5) 6.8 (0.9, 12.8) 10 (-1.1, 21)
30 IED 1.8 (-3.9, 7.6) 0.4 (-1, 1.9) 1.4 (-2.9, 5.7)
SAF 1.9 (-3.1, 7) 0.7 (-1.1, 2.5) 1.2 (-2, 4.5)
Other Attack 5 (-9.1, 19.1) 2.5 (-3.2, 8.1) 2.6 (-5.9, 11)
Table A.2: Causal Effect Estimates and 95% Confidence Intervals for Various Stochastic
Interventions. We present the results for three interventions discussed in the main text:
increasing the expected number of airstrikes from 1 to 3 per day for M days, changing
the focal points of airstrikes from α = 0 to α = 3 for M days, and the lagged effects of
increasing the expected number of airstrikes from 1 to 5 per day M days ago. The range of
M we consider is {3, 7, 30}. The regions of interest are Iraq, Baghdad, and the area outside
Baghdad. The results in bold represent statistically significant estimates.
57
thirty days leads to a decrease in the number of insurgent attacks in Baghdad. For M = 3,
all estimated lagged effects are negative, whereas all estimated lagged effects for M = 7
are positive, indicating that increasing the number of airstrikes might have a short term
effect in reducing insurgent violence, but leading to a long-term increase.
E.3 Local Interventions
In this section, we present the results of local interventions, which change the airstrike
strategy over a region of the country, L ⊂ Ω. Consider intensities h1, h2 which are equal to
each other outside this region, i.e., h1(ω) = h2(ω) = cLcφ0(ω), for ω ∈ Lc = Ω\L. Then,
comparing average potential outcomes under this strategies would represent the change in
the expected number of insurgent attacks if the airstrike strategy over the area Lc were
identical, and the airstrike locations within L were determined according to h1 versus h2.
In our analysis, for the sake of illustration, we set L to the administrative region of
Baghdad and consider the airstrike strategy that sets the expected number of airstrikes out-
side of Baghdad to 3 per day, and that within the Baghdad administrative unit to {1, 2, 3, 4}.
This strategy is shown in Figure A.9.
Table A.3 shows the estimated causal effects for this local intervention. We find that
the intervention does not lead to any statistically significant change in insurgent attacks of
Airstrikes in Baghdad 1 Airstrikes in Baghdad 2 Airstrikes in Baghdad 3 Airstrikes in Baghdad 4
Intensities of local interventions centered in the Baghdad administrative unit.
0.0 1.3 2.5 3.8 5.1 6.4 7.6 8.9 10.2 11.5 12.7
Figure A.9: Visualization of the Local Intervention Strategy. Under this strategy, we set
the expected number of airstrikes outside the Baghdad administrative unit (polygon in the
map) to 3 with constant spatial distribution, while changing the intensity within Baghdad
from 1 per day to 4 per day.
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any type.
M Outcome Iraq Baghdad Outside Baghdad
3 IED 3.9 (-6.5, 14.4) 1.8 (-1.1, 4.6) 2.1 (-5.6, 9.9)
SAF -0.1 (-10.8, 10.5) 0.3 (-3.3, 3.9) -0.4 (-7.7, 6.8)
Other Attack 8.1 (-17.3, 33.4) 3.7 (-4.8, 12.3) 4.3 (-12.9, 21.5)
7 IED 3.8 (-7.3, 14.9) 1 (-1.9, 3.8) 2.8 (-5.6, 11.3)
SAF 1.1 (-9.9, 12.1) 0.8 (-2.9, 4.6) 0.3 (-7.1, 7.7)
Other Attack 8.9 (-18.1, 35.9) 3.7 (-5.1, 12.6) 5.2 (-13.3, 23.7)
30 IED -3.3 (-16.6, 10) -1.7 (-5.2, 1.7) -1.6 (-11.5, 8.4)
SAF 0.1 (-14.4, 14.6) -4 (-8.5, 0.5) 4.1 (-6.3, 14.5)
Other Attack -10.8 (-43, 21.5) -7.6 (-18, 2.9) -3.2 (-25.5, 19.1)
Table A.3: Causal Effect Estimates for Local Intervention Strategy. The duration of the
strategy is set to M ∈ {3, 7, 30}. The strategy increases the expected number of airstrikes
within the Baghdad administrative unit from 1 to 4 per day while keeping the strategy
for the rest of the country unchanged at 3 per day. The 95% confidence intervals are in
parentheses.
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