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Many special cases of the classical Keller–Segel system for modeling chemotaxis have been
investigated in the literature, and typically the solution of the governing equations will
blow up at some ﬁnite time. However, the question of establishing lower bounds for
this blow-up time has been largely ignored. This paper derives such a lower bound in
a parabolic–parabolic model in both R2 and R3.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
A basic system of equations modeling chemotaxis was established in 1970 by Keller and Segel [7] (see also [8,9]), and
since that time numerous papers on chemotaxis have appeared in both the mathematical and the biological literatures.
These papers have dealt primarily with the qualitative properties of the solutions to various special cases of the Keller–Segel
system. Much of the work prior to 2003 is referenced in the papers of Horstmann [4,5] (see also the book of Straughan [14]).
Many of the more recent investigations are referred to in a paper of Hillen and Painter [3]. We mention also the recent work
of Corrias and Pertame [2] and of Payne and Straughan [13]. Recent papers treating the problem in two dimensions have
been published by Blanchet et al. [1] and Kozono and Sugiyama [10].
To our knowledge none of the above mentioned papers have dealt with the question of determining lower bounds
for the time of blow-up in those cases in which the solution blows up at some ﬁnite time. A recent paper of Payne
and Song [12] established such a lower bound for the special parabolic–elliptic system studied by Jäger and Luckhaus [6].
In the present paper the authors derive a lower bound for the blow-up time for the more general parabolic–parabolic
system.
The Keller–Segel equations involve a population (concentration u) and a chemotactic agent (concentration v), and we
consider here the special case of their system in which the non-negative functions u and v satisfy equations
∂u
∂t
= u − k1(uv,i),i
∂v
∂t
= k2v − k3v + k4u
⎫⎪⎬
⎪⎭ in Ω ×
(
0, t∗
)
, (1.1)
where t∗ is the time of blow-up, Ω is a bounded convex region in either R2 or R3 with smooth boundary ∂Ω ,  is
the Laplace operator, and ki (i = 1,2,3,4) are positive constants. Here and throughout a comma is used to denote differen-
tiation and the convention of summing over repeated subscripts from 1 to 3 is adopted.
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∂u
∂n
= ∂v
∂n
= 0 on Ω × (0, t∗), (1.2)
where ∂/∂n stands for the normal derivative on ∂Ω . In addition, the non-negative functions u and v satisfy the initial
conditions
u(x,0) = u0(x) 0, v(x,0) = v0(x) 0. (1.3)
Here u is a continuous function and v is a C2 function in Ω with v satisfying appropriate compatibility on ∂Ω .
2. Blow-up time inR3
To derive a lower bound for t∗ we introduce the function φ(t) given by
φ(t) = α
∫
Ω
u2 dx+
∫
Ω
(v)2 dx (2.1)
for some positive constant α to be determined. Then assuming the solution of (1.1)–(1.3) blows up in φ measure at time t∗ ,
we establish a lower bound for the blow-up time.
Differentiating we have
dφ
dt
= 2α
∫
Ω
u
[
u − k1(uv,i),i
]
dx+ 2
∫
Ω
vv,t dx
= −2α
∫
Ω
|∇u|2 dx− αk1
∫
Ω
u2v dx− 2
∫
Ω
v,i v,it dx
= −2α
∫
Ω
|∇u|2 dx− αk1
∫
Ω
u2v dx− 2k2
∫
Ω
v,iv,i dx− 2k3
∫
Ω
(v)2 dx− 2k4
∫
Ω
v,iu,i dx
−2α
∫
Ω
|∇u|2 dx− αk1
∫
Ω
u2v dx− 2k2
∫
Ω
v,iv,i dx− 2k3
∫
Ω
(v)2 dx+ k41
∫
Ω
v,iv,i dx
+ k4
1
∫
Ω
(∇u)2 dx, (2.2)
where ∇ is the gradient operator and the arithmetic–geometric mean inequality with a positive, as yet unspeciﬁed, weight
1 is used.
We now focus our attention on the second term on the right in (2.2) and use Hölder’s inequality to bound
∫
Ω
u2v dx
[ ∫
Ω
u3 dx
]2/3[ ∫
Ω
|v|3 dx
]1/3
. (2.3)
We now use the fundamental inequality
apb1−p  pa + (1− p)b (2.4)
with an undetermined positive weight factor 2
[ ∫
Ω
u3 dx
]2/3[ ∫
Ω
|v|3 dx
]1/3
 22
3
∫
Ω
u3 dx+ 1
322
∫
Ω
|v|3 dx. (2.5)
Substituting (2.5) and (2.3) into (2.2), we have
dφ
dt
−2α
∫
Ω
|∇u|2 dx+ αk1
{
22
3
∫
Ω
u3 dx+ 1
322
∫
Ω
|v|3 dx
}
− (2k2 − k41)
∫
v,iv,i dx− 2k3
∫
(v)2 dx+ k4
1
∫
(∇u)2 dx. (2.6)Ω Ω Ω
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∫
Ω
|∇u|2 dx, and ∫
Ω
v,iv,i dx, we make use of an inequality
(2.16) in Payne and Schaefer [11], i.e.
∫
Ω
u3 dx
[
m1
∫
Ω
u2 dx+m2
( ∫
Ω
u2 dx
)1/2( ∫
Ω
|∇u|2 dx
)1/2]3/2
 21/2
[
m3/21
( ∫
Ω
u2 dx
)3/2
+m3/22
{( ∫
Ω
u2 dx
)3}1/4( ∫
Ω
|∇u|2 dx
)3/4]
 21/2
[
m3/21
( ∫
Ω
u2 dx
)3/2
+m3/22
{
1
433
( ∫
Ω
u2 dx
)3
+ 33
4
∫
Ω
|∇u|2 dx
}]
, (2.7)
where
m1 = 1
231/8p0
, m2 = 1
39/8
(
d
p0
+ 1
)
, (2.8)
and for some origin inside Ω
p0 = min
∂Ω
xini > 0, d
2 = max
Ω
xixi, (2.9)
ni being the ith component of the unit normal vector directed outward on ∂Ω . In (2.7) we have used the fact that for
positive a and b
(a + b)3/2  21/2(a3/2 + b3/2). (2.10)
Similarly, since Payne and Schaefer’s result clearly holds for absolute values
∫
Ω
|v|3 dx 21/2
[
m3/21
( ∫
Ω
(v)2 dx
)3/2
+m3/22
{
1
434
( ∫
Ω
(v)2 dx
)3
+ 34
4
∫
Ω
v,iv,i dx
}]
. (2.11)
On substituting (2.7) and (2.11) into (2.6), we obtain the differential inequality
dφ
dt

[
−2α + 1√
2
m3/22 k1α23 +
k4
1
]∫
Ω
|∇u|2 dx+
[
−2k2 + k41 +
√
2k1αm
3/2
2
4
422
]∫
Ω
v,iv,i dx
+ 2
3
k1α2
[√
2m3/21
( ∫
Ω
u2 dx
)3/2
+
√
2m3/22
433
( ∫
Ω
u2 dx
)3]
+
√
2k1αm
3/2
1
322
[ ∫
(v)2 dx
]3/2
+
√
2k1αm
3/2
2
1222
3
4
[ ∫
(v)2 dx
]3
− 2k3
∫
(v)2 dx. (2.12)
We drop the last term on the right side and choose α and the i (i = 1,2,3,4) such that
−2α + 1√
2
m3/22 k1α23 +
k4
1
 0,
−2k2 + k41 +
√
2k1αm
3/2
2
4
422
 0, (2.13)
and arrive at
dφ
dt
 Aφ3/2 + Bφ3 (2.14)
where A and B are computable constants depending on the choices made for α and the i . We have made use of the fact
that for γ > 1 and a and b non-negative
aγ + bγ  (a + b)γ . (2.15)
A possible choice for α and the i is
1 = k2
k4
, 2 = 1, 3 =
√
2
k m3/2
, 4 = 2
√
2k22
k k2m3/2
, α = k
2
4
k2
. (2.16)1 2 1 4 2
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t 
φ(t)∫
φ(0)
dη
Aη3/2 + Bη3 , (2.17)
and if φ(t) blows up at time t∗ then
t∗ 
∞∫
φ(0)
dη
Aη3/2 + Bη3 , (2.18)
where
φ(0) = α
∫
Ω
u20 dx+
∫
(v0)
2 dx.
We have established the following theorem.
Theorem 1. Let (u, v) be the solution of (1.1)–(1.3) in a convex region Ω in R3 with smooth boundary and compatible data, and
suppose the solution blows up in φ measure at time t∗ , then t∗ satisﬁes the lower bound (2.18).
The convexity in R3 was used in the derivation of (2.7). However, the derivation of the theorem requires only that Ω be
star shaped and convex separately in two orthogonal directions, so our result holds for these more general regions.
We remark that the integrals in (2.18) can either be evaluated or easily bounded from below. It is also worth noting that
if it is not known whether the solution blows up or not, our bound will assure us of a safe time period in which blow-up
cannot occur.
3. Blow-up time inR2
Since several papers have dealt with the two-dimensional version of this problem we here indicate the changes that must
be made from our derivation in R3. We use the same form for φ, with integrals now deﬁned on a two-dimensional domain
D with boundary ∂D . The arguments through (2.2) are the same as before. However, (2.3) and (2.11) will be changed. In
the derivation of (2.16) in [11], the authors make use of an inequality (see the inequality following (2.10) in [11]), which in
our notation is
( ∫
D
u4 dA
) 1
2

(
1
2
∮
∂D
u2|nx|ds +
∫
D
u|u,x|dA
)1/2
×
(
1
2
∮
∂D
u2|ny |ds +
∫
D
u|u,y|dA
)1/2
. (3.1)
Making use of the arithmetic–geometric mean inequality and the Cauchy–Schwarz inequality we have
( ∫
D
u4 dA
)1/2
 1
4
( ∮
∂D
u2|nx|ds +
∮
∂D
u2|ny|ds
)
+ 1
2
( ∫
D
u|u,x|dA +
∫
D
u|u,y|dA
)
 1
4
{( ∮
∂D
u2 ds
∮
∂D
u2|nx|2 ds
)1/2
+
( ∮
∂D
u2 ds
∮
∂D
u2|ny|2 ds
)1/2}
+ 1
2
{( ∫
D
u2 dA
∫
D
u2,x dA
)1/2
+
( ∫
D
u2 dA
∫
D
u2,y dA
)1/2}

√
2
4
∮
∂D
u2 ds +
√
2
2
( ∫
D
u2 dA
)1/2( ∫
D
|∇u|2 dA
)1/2
. (3.2)
In the last step we have used the fact that for non-negative a and b
a1/2 + b1/2 √2(a + b)1/2. (3.3)
Again, since D is assumed to be convex, it follows that
∮
u2 ds 2
p0
∫
u2 dA + 2d
p0
( ∫
u2 dA
∫
|∇u|2 dA
)1/2
, (3.4)∂D D D D
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p0 = min
∂Ω
xβnβ > 0, d
2 = max
Ω
xβxβ, β = 1,2. (3.5)
Inserting (3.4) back into (3.2) and making use of the inequality
∫
D
u3 dA 
( ∫
D
u2 dA
∫
D
u4 dA
)1/2
(3.6)
leads to the bounds
∫
D
u3 dA 
√
2
2p0
( ∫
D
u2 dA
)3/2
+
√
2
2
(
1+ d
p0
)∫
D
u2 dA
( ∫
D
|∇u|2 dA
)1/2
(3.7)
and
∫
D
|v|3 dA 
√
2
2p0
( ∫
D
|v|2 dA
)3/2
+
√
2
2
(
1+ d
p0
)∫
D
|v|2 dA
( ∫
D
v,iv,i dA
)1/2
. (3.8)
Following the arguments used for R3 we arrive at
t∗ 
∞∫
φ(0)
dη
A1η3/2 + B1η2 , (3.9)
where again the values of A1 and B1 are easily obtained, and the integral is easily evaluated. We have established the
following theorem.
Theorem 2. Let (u, v) be the solution of (1.1)–(1.3) in a convex region D in R2 with smooth boundary and compatible data. Then if
the solution blows up in φ measure at time t∗ , it follows that t∗ satisﬁes the lower bound (3.9).
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