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UNIVALENT POLYNOMIALS AND HUBBARD TREES
KIRILL LAZEBNIK, NIKOLAI G. MAKAROV, AND SABYASACHI MUKHERJEE
Abstract. We study rational functions f of degree d, univalent in the exterior
unit disc, with f(T) having the maximal number of cusps (d + 1) and double
points (d − 2). We introduce a bi-angled tree associated to any such f . It is
proven that any bi-angled tree is realizable by such an f , and moreover, f is
essentially uniquely determined by its associated bi-angled tree. We connect this
class of rational maps and their associated bi-angled trees to the class of anti-
holomorphic polynomials of degree d with d− 1 distinct, fixed critical points and
their associated Hubbard trees.
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1. Introduction
In this paper, we establish a canonical correspondence between the following three
classes of objects:
(1) Extremal functions among the classes:
Σ∗d :=
{
f(z) = z +
a1
z
+ · · ·+ ad
zd
: ad = −1
d
and f |Cˆ\D is conformal.
}
.
(2) Bi-angled trees embedded in C with (d− 1) vertices (edges are straight line
segments, meeting at angles 2pi/3 or 4pi/3).
(3) Anti-holomorphic polynomials of degree d with (d−1) distinct, fixed critical
points.
This correspondence is in fact one-to-one given appropriate equivalence relations on
(1), (2), (3). We will now discuss the main objects of study (1) - (3).
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1.1. Overview and Statement of Main Results. Given an (external) polynomial
f ∈ Σ∗d, the critical points of f are all distinct and lie on T, so that f(T) is a curve
with d + 1 cusps. We call f a Suffridge polynomial, or refer to f as extremal if,
furthermore, the curve f(T) has the maximal number d− 2 of self-intersections (see
Table 1 and Section 2.4). Given such an extremal f , the interior of the curve f(T)
consists of d − 1 topological triangles, and hence there is a natural bi-angled tree
structure T (f) associated to f (see Table 1 or Figure 2) given by assigning a vertex
to each topological triangle and connecting two vertices if the associated triangles
share a common boundary point (see Definition 2.19). Thus there is a natural map
(1) 7→ (2). In fact, we prove that any bi-angled tree (up to isomorphism) is realized
by some extremal polynomial, and, moreover, any extremal polynomial is essentially
uniquely determined by its associated bi-angled tree (see Theorem A below).
We term the class of objects (3) as Crofoot-Sarason anti-polynomials of degree d:
they are also in fact encoded by the combinatorial information given in (2). Let p
be a Crofoot-Sarason anti-polynomial. We prove that the angled Hubbard tree T (p)
of p has a natural bi-angled tree structure (see Section 6), giving a map (3) 7→ (2).
The bijective correspondence (2) ↔ (3) is then given by invoking a classification of
Hubbard trees of anti-holomorphic polynomials [Poi13].
We will now state our main result after introducing the appropriate equivalence
relations on (1) - (3). There is a natural Zd+1-action on Σ∗d given by conjugating any
f ∈ Σ∗d by multiplication by a (d + 1)st root of unity. The appropriate equivalence
relation ∼ on (2) is given by the notion of bi-angled tree isomorphism as in Defini-
tion 2.18, and for (3) we consider two anti-polynomials to be equivalent if they are
conjugate by an affine map z 7→ az + b.
Theorem A. Let d ≥ 2. There is a canonical bijection between:
{f ∈ Σ∗d : f has d− 2 double points}
/
Zd+1(1)
{Bi-angled trees with d− 1 vertices}/ ∼(2)
{CS anti-polynomials of degree d}/Aut(C).(3)
The notion of a Suffridge polynomial is essentially equivalent to that of an un-
bounded, extremal quadrature domain (see Subsection 2.1 and Proposition 2.14).
The bijective correspondence (1) ↔ (2) stated in Theorem A can thus be rephrased
as a classification Theorem for unbounded, extremal quadrature domains (see The-
orem 5.7), and it is this perspective that we will maintain through most of this
work.
The established combinatorial link between (1), (3) is quite remarkable, and its
existence is only the tip of the iceberg. In fact, in a sequel to this work, we will explain
a deeper connection between (1), (3): for each f ∈ Σ∗d, the Schwarz reflection map
associated to the unbounded extremal quadrature domain f(Ĉ \D) (see Section 2.1)
is a conformal mating of the corresponding anti-polynomial in (3) with a suitable
Kleinian reflection group.
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d Bi-angled tree Droplet Suffridge Polynomial Generators of Lamination
2 z − 1
2z2
∅
3 z + 23z − 13z3 {18 , 58}
4 z − 58z − 516z2 − 14z4 {{ 115 , 1115}, { 215 , 715}}
5 z + 2
√
2
5z2
− 1
5z5
{{ 524 , 2324}, { 724 , 1324}, {1524 , 2124}}
5 z − 0.6z + 0.3z2 − 0.63z3 − 15z5 {{ 524 , 2324}, { 724 , 1324}, { 624 , 1824}}
5 z − 0.71iz + 0.71iz3 − 15z5 {{ 124 , 1924}, { 724 , 1324}, { 624 , 1824}}
5 z + 0.71iz − 0.71iz3 − 15z5 {{ 524 , 2324}, {1124 , 1724}, { 624 , 1824}}
Table 1. This table displays all possible bi-angled trees with (d − 1) vertices (up to
isomorphism) for d = 2, 3, 4, 5, and the corresponding droplets (i.e. complement of the
corresponding extremal unbounded quadrature domains of order d) along with the Suf-
fridge polynomials of degree (d + 1) uniformizing the extremal unbounded quadrature
domains (the last three are numerical approximations of the actual Suffridge polynomi-
als). The last column shows the angles of the pairs of external rays (which are radial
lines in the Böttcher coordinate of the basin of infinity of the Schwarz reflection map, see
Subsection 5.2) landing at the double points of the droplet; these angle pairs generate
an equivalence relation on R/Z which yields a topological model of the limit set of the
corresponding Schwarz reflection map (and also of the Julia set of the corresponding CS
anti-polynomial).
The classes Σ∗d are closely related to the more classical spaces of univalent poly-
nomials:
S∗d :=
{
f(z) = z + a2z
2 + · · ·+ adzd : ad = 1
d
and f |D is conformal.
}
.
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We say that f ∈ S∗d is a Suffridge polynomial, or refer to f as extremal, if the
curve f(T) has d − 2 self-intersections. Extremal points among S∗d have a natural
rooted binary tree structure (see Table 2 in Section 7), and we establish the following
existence and uniqueness result for the class S∗d in Section 7:
Theorem B. Let d ≥ 2. There is a canonical bijection between
{f ∈ S∗d : f has d− 2 double points}
/
Zd−1(4)
{Rooted binary trees with d− 2 vertices} .(5)
The enumeration of rooted binary trees is elementary, and hence we deduce:
Corollary. Let d ≥ 2. Then
#
({
f ∈ S∗d : f has d− 2 double points
}/
Zd−1
)
=
1
d− 1
(
2(d− 2)
d− 2
)
.
Remark 1. The Schwarz reflection dynamics arising from a map in Σ∗d is essentially
polynomial-like in the complement of the tiling set (see Section 3.2). It is the theory
of Hubbard trees which then gives rise to the CS anti-polynomials of Theorem A. For
a Schwarz reflection map associated to a map in S∗d , however, the only critical point
is a multiple pole lying in the tiling set, and so it is less clear which class of objects
might substitute (in the statement of Theorem B) the role of the CS anti-polynomials
in Theorem A. This will be the subject of a future work.
Sections 2 and 3 are devoted to establishing the terminology for, and basic prop-
erties of, the objects (1) - (3). Section 4 is devoted to proving the existence of
Suffridge polynomials with prescribed bi-angled tree structure (this is equivalent to
surjectivity of the map (1)→(2) in Theorem A). In Section 5, we prove that a Suf-
fridge polynomial is uniquely determined (up to Zd+1) by its bi-angled tree structure
(this is equivalent to injectivity of the map (1)→(2) in Theorem A). In Section 6 we
study Crofoot-Sarason anti-polynomials and finish the proof of Theorem A. Lastly,
Section 7 is devoted to the study of S∗d and a sketch of the proof of Theorem B.
1.2. Discussion of Proof Methods. We will now highlight briefly some methods
used in the proofs of Theorems A and B. In Section 4, we prove the existence of Suf-
fridge polynomials with prescribed bi-angled tree structure (see Theorem 4.1). This
is done via the development of a theory of “pinching” for the class Σ∗d (see Theorem
4.11). One begins with a standard base point in Σ∗d: f0(z) = z− (1/dzd) (see Figure
5), and successively “pinches” edges in f0(T) to create double points. More precisely,
the Schwarz reflection map associated with f0 allows us to employ a quasiconformal
deformation argument to increase the moduli of certain carefully chosen topologi-
cal quadrilaterals. The quasiconformal deformations of f0 stay within the compact
family Σ∗d, so that we are able to take a limit in Σ
∗
d (despite the degeneration of the
corresponding quasiconformal maps’ dilatation!), whence we prove that the limiting
function has the desired double point structure. Given a tree T , one reads off (from
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the combinatorics of T ) which edges of f0(T) should be pinched, and carries out the
above described pinching procedure step by step.
The next Section 5 is devoted to proving that a Suffridge polynomial is uniquely
determined (up to Zd+1) by its associated bi-angled tree (see Theorem 5.1). The
proof of this theorem is carried out in various steps. We first show that if two
extremal unbounded quadrature domains admit isomorphic bi-angled trees, then
the corresponding droplets (i.e. the complements of the quadrature domains) are
conformally equivalent. Our knowledge of the geometric properties of the cusps
and double points on the boundaries of the droplets (see Propositions 2.10 and 2.11)
allows us to show that the conformal map between the two droplets is asymptotically
linear near the singular points (see Lemma 5.5). This is then used to extend the above
conformal map to a quasiconformal map of the whole sphere such that it conjugates
the Schwarz reflection maps of the two extremal unbounded quadrature domains near
the super-attracting fixed point at∞. This is the content of Lemma 5.6. We conclude
the proof of Theorem 5.1 by employing a “pullback argument” from holomorphic
dynamics. More precisely, we lift the quasiconformal homeomorphism of Lemma 5.6
by iterates of the Schwarz reflection maps (such that the dilatations do not change
under lifting), and pass to a limit which we show to be a conformal conjugacy between
the Schwarz reflection maps of the two extremal unbounded quadrature domains.
The aim of Section 6 is to prove the Classification Theorem 6.6 for Crofoot-Sarason
polynomials (see [Gey08] for a classification of real-symmetric Crofoot-Sarason poly-
nomials). We start by investigating some topological properties of the immediate
basins (of the finite critical points) of Crofoot-Sarason anti-polynomials (Proposi-
tions 6.1 and 6.2). As a consequence of this topological study, we give a simple proof
of the fact that Crofoot-Sarason polynomials realize the sharp upper bound for the
number of zeroes of certain harmonic polynomials (see Proposition 6.3, also compare
[KS03, Gey08]). Propositions 6.1 and 6.2 also show that the angled Hubbard tree of a
Crofoot-Sarason anti-polynomial can be naturally viewed as a bi-angled tree. Finally,
a simple application of Poirier’s classification of Hubbard trees of anti-polynomials
yields the desired bijection statement in Theorem 6.6.
2. Preliminaries
In this Section, we will introduce the notions of quadrature domains and Schwarz
reflection maps which are crucial to the proofs of Theorems 4.1 and 5.1. Subsec-
tion 2.1 contains the related definitions of quadrature domain and Schwarz reflection
map. Subsection 2.2 discusses singularities on the boundaries of the quadrature do-
mains considered in this paper. In Subsection 2.3, we define the space Σ∗d and prove
some elementary properties. Subsection 2.4 introduces the extremal functions in Σ∗d,
and Subsection 2.5 discusses the bi-angled trees appearing in the statement of Theo-
rem A. Crofoot-Sarason anti-polynomials are introduced in Subsections 2.6, and the
associated angled Hubbard trees are described in Subsection 2.7. Lastly, Subsec-
tion 2.8 recalls the notion of topological quadrilaterals which we will use throughout
the course of the proof of Theorem 4.1.
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Notations. We will denote the complex conjugation map on the Riemann sphere
by ι, and reflection in the unit circle by η. An affine map A (on the complex plane)
is defined as A(z) = az + b, for some a ∈ C∗ and b ∈ C.
2.1. Quadrature Domains.
Definition 2.1 (Schwarz Function). Let Ω ( Ĉ be a domain such that∞ /∈ ∂Ω and
int Ω = Ω. A Schwarz function of Ω is a meromorphic extension of ι|∂Ω to all of Ω.
More precisely, a continuous function S : Ω → Ĉ of Ω is called a Schwarz function
of Ω if it satisfies the following two properties:
(1) S is meromorphic on Ω,
(2) S = ι on ∂Ω.
It is easy to see from the definition that a Schwarz function of a domain (if it
exists) is unique.
Definition 2.2 (Quadrature Domains). A domain Ω ( Ĉ with∞ /∈ ∂Ω and int Ω =
Ω is called a quadrature domain if Ω admits a Schwarz function.
Therefore, for a quadrature domain Ω, the map σ := ι ◦ S : Ω → Ĉ is an anti-
meromorphic extension of the local reflection maps with respect to ∂Ω near its non-
singular points (the reflection map fixes ∂Ω pointwise). We will call σ the Schwarz
reflection map of Ω.
Simply connected quadrature domains are of particular interest, and these admit
a simple characterization. We only state the result for unbounded simply connected
quadrature domains (such that ∞ lies in the interior of the domain):
Proposition 2.3 (Simply Connected Quadrature Domains). An unbounded simply
connected domain Ω ( Ĉ with ∞ /∈ ∂Ω and int Ω = Ω is a quadrature domain if and
only if the Riemann uniformization f : Cˆ \ D→ Ω extends to a rational map on Ĉ.
In this case, the Schwarz reflection map σ of Ω is given by f ◦ η ◦ (f |Cˆ\D)−1, and we
have σ(Ω) = Ĉ.
Moreover, if the degree of the rational map f is (d + 1), then σ : σ−1(Ω) → Ω is
a branched covering of degree d, and σ : σ−1(int Ωc)→ int Ωc is a branched covering
of degree d+ 1.
Proof. The first part is the content of [AS76, Theorem 1]. The statements about
covering properties of σ follow from the commutative diagram in Figure 1. 
Definition 2.4 (Order of a Quadrature Domain). An unbounded simply connected
quadrature domain that arises as the univalent image of Cˆ \D under a rational map
of degree (d+ 1) is said to have order d.
2.2. Cusps and Double Points.
Definition 2.5. Let Ω ⊂ C be an open set. A boundary point p ∈ ∂Ω is called
regular if there is a disc B = B(p, ε) such that Ω∩B is a Jordan domain and ∂Ω∩B
is a simple non-singular real analytic arc; otherwise p is a singular point.
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Cˆ \ D
D
η
f
f
Figure 1. The rational map f semi-conjugates the reflection map η
of D to the Schwarz reflection map σ of Ω.
Note that if the rational map f : Cˆ \D→ Ω (appearing in Proposition 2.3) has a
critical point ξ0 ∈ T, then the critical value ζ0 = f(ξ0) is a singular point of ∂Ω. We
will refer to such a singular point as a cusp. Unlike a double point singularity (see
below), a cusp ζ0 has the property that for sufficiently small  > 0, the intersection
B(ζ0, ) ∩ Ω is a Jordan domain. Moreover, by conformality of f |Cˆ\D, each cusp on
∂Ω points in the inward direction towards Ω.
We now define the type of a cusp according to the Taylor series expansion of f at
ξ0. For reasons that will be clear in Proposition 2.8, we will only be concerned with
the case where ξ0 is a simple critical point of f . After an affine change of coordinates
in the domain and the range (if necessary), we can assume that ξ0 = 1, ζ0 = 0, and
u(eit) = t2 + · · · , v(eit) = ctν + · · · ,
where f = u+ iv, ν ≥ 3 is an integer, t ∈ (−δ, δ) for δ > 0 sufficiently small, and c
is a non-zero constant. By definition, we say then that the cusp at ζ0 = 0 is of the
type (ν, 2).
Example 2.6. Here is an example of a (ν, 2)-cusp, with ν > 3, arising from a
simple critical point of a rational map. Consider the map f(z) := z3 − 3z + 2,
which is univalent on the disk {|z− 4| < 3}. Let us parametrize the boundary circle
{|z−4| = 3} by z(t) = 4−3eit, where −pi ≤ t ≤ pi. A direct computation now shows
that
Re(f(z(t))) = −27t2 + o(t2), Im(f(z(t))) = −27t5 + o(t5), as t→ 0.
Therefore, according to the above definition, the f -image of the circle {|z − 4| = 3}
(passing through the critical point ξ0 = 1 of f) has a (5, 2) cusp at the corresponding
critical value ζ0 = 0.
Since the domains Ω considered in this paper are univalent images of Ĉ \D under
a rational map, the only non-cusp singular points of ∂Ω are double points: a point
ζ0 ∈ ∂Ω is said to be a double point if for all sufficiently small  > 0, the intersection
B(ζ0, ) ∩ Ω is a union of two Jordan domains, and w0 is a non-singular boundary
point of each of them. In particular, two distinct non-singular (real-analytic) local
branches of ∂Ω intersect tangentially at a double point ζ0. One can further clas-
sify such double points according to the order of contact of these two real-analytic
branches.
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2.3. The Space Σ∗d.
Definition 2.7. We will denote by Σ∗d the following class of rational maps:
Σ∗d :=
{
f(z) = z +
a1
z
+ · · ·+ ad
zd
: ad = −1
d
and f |Cˆ\D is conformal.
}
.
Given f ∈ Σ∗d, [LM14, Lemma 2.6] implies that
f ′
(
1
z
)
= zd+1f ′(z).
A computation then yields that, if d = 2n+ 1 is odd,
f(z) = z+
n−1∑
k=1
ak
zk
+
an
zn
+
2n−1∑
k=n+1
(2n− k)a2n−k
kzk
− 1
dzd
for a1, · · · , an−1 ∈ C and an ∈ R,
and if d = 2n is even,
f(z) = z +
n−1∑
k=1
ak
zk
+
2n−2∑
k=n
(2n− 1− k)a2n−1−k
kzk
− 1
dzd
for a1, · · · , an−1 ∈ C.
It follows that the real dimension of Σ∗d is (d− 2).
Let ω be a primitive (d + 1)-st root of unity, and Mωi be the affine map defined
as Mωi(z) = ωiz. There is a natural Zd+1 ∼= 〈ω〉 action on Σ∗d given by
f 7→Mωi ◦ f ◦M−1ωi .
Proposition 2.8. Let f ∈ Σ∗d. Then, f has (d+ 1) distinct simple critical points on
T.
Proof. Note that f has a critical point of multiplicity (d− 1) at the origin. Since a
rational map of degree (d+1) has 2d critical points (counting multiplicity), it follows
that f has (d+ 1) non-zero critical points (counting multiplicity). A straightforward
computation shows that the absolute value of the product of all the non-zero critical
points of f is 1. Since f is conformal on Cˆ \ D, f can not have a critical point in
C\D. Hence, each non-zero critical point of f must have absolute value 1 and hence
lies on T. Conformality of f |Cˆ\D implies that each of these critical points of f must
be simple. Thus, f has (d+ 1) distinct simple critical points on T. 
Following [LM14], we will now define the notion of conformal curvature. This will
allow us to study the geometry of the boundary of an unbounded quadrature domain
(arising from Σ∗d) near its singular points.
Definition 2.9. Let f ∈ Σ∗d. Then, the conformal curvature of f(T) at ζ0 = f(eit0)
is defined as the product of the curvature of the curve f(T) at ζ0 and the quantity
|f ′(eit0)|.
Remark 2. Observe that conformal curvature of f(T) has the same sign as the usual
curvature.
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Proposition 2.10. Let f ∈ Σ∗d. Then, the (d + 1) cusps of f(T) are of the type
(3, 2).
Proof. Assume that ξ0 = eit0 ∈ T is a critical point of f , and let ζ0 = f(ξ0) ∈ f(T)
denote the resulting cusp. After an affine change of coordinates in the domain and
range (if necessary), we can assume that t0 = 0, ζ0 = 0, and
u(eit) = t2 + · · · , v(eit) = ctν + · · · ,
where f = u+ iv, t ∈ (−δ, δ) for some sufficiently small δ > 0, c 6= 0, and ν ≥ 3. We
will show that ν = 3. A straightforward computation, using the curvature formula
κ =
u′v′′ − v′u′′
(u′2 + v′2)3/2
and Definition 2.9, shows that the conformal curvature of f(T) near the singularity
ζ0 is of the form
c1t
ν−3 + o(tν−3) as t→ 0 where c1 6= 0.
Supposing by way of contradiction that ν > 3, it is then clear that the conformal
curvature of f(T) tends to 0 as f(T) 3 ζ → ζ0, and this contradicts [LM14, Corol-
lary 2.8]: the conformal curvature of f(T) is constant, negative at non-cusp points
of f(T). Thus ν = 3. 
Proposition 2.11. Let f ∈ Σ∗d, and ζ0 be a double point on f(T). Then, the two
distinct non-singular local branches of f(T) have non-zero curvature and distinct
osculating circles at ζ0 (in particular, they have a contact of order 1). Moreover,
in suitable local conformal coordinates near ζ0, the two distinct non-singular local
branches of f(T) are of the form (u±(t), v±(t)) = (t+ o(t2), c±t2 + o(t3)), for some
c± ∈ C∗ with c+ 6= c−.
Proof. By [LM14, Corollary 2.8], the curvature of f(T) is negative at non-cusp points
of f(T). It follows that near a double point ζ0, two distinct non-singular local
branches of f(T) lie on opposite sides of their common tangent line ` at ζ0. Moreover,
since the curvatures of these non-singular branches do not vanish at ζ0, it follows that
the corresponding osculating circles are different from `. Thus, the osculating circles
to these two non-singular branches at ζ0 lie on opposite sides of the tangent line
`; i.e the osculating circles do not coincide. In particular, two distinct non-singular
branches of f(T) have a contact of order 1 at a double point ζ0.
For the last statement, let us first map the common tangent line ` to the x-axis
by an affine change of coordinates (which preserves conformal curvature). Then, the
two distinct non-singular local branches of f(T) at ζ0 are of the form
(u±(t), v±(t)) = (t+ o(t2), c±tν± + o(tν±)),
where c± ∈ C∗, ν± ≥ 2, and t ∈ (−δ, δ) for some sufficiently small δ > 0. A simple
computation now shows that the conformal curvatures of these branches near ζ0 are
of the form
c′±t
ν±−2 + o(tν±−2) as t→ 0 where c′± 6= 0.
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Since these two branches have non-zero conformal curvature at ζ0, we must have that
ν± = 2. Finally, since they have a contact of order 1, it follows that c+ 6= c−. 
2.4. Extremal Unbounded Quadrature Domains, and Suffridge Polynomi-
als.
Definition 2.12 (Extremal Unbounded Quadrature Domains). An unbounded (sim-
ply connected) quadrature domain Ω of order d is said to be extremal if ∞ is the
only pole of its Schwarz reflection map σ, and there are (d + 1) cusps and (d − 2)
double points on ∂Ω.
Remark 3. The term extremal in Definition 2.12 is justified by [LM16, Theorem A1]
(see also of [LM14, Lemma 2.4 ]): the boundary of an unbounded (simply connected)
quadrature domain Ω of order d can have at most (d+ 1) cusps and (d− 2) double
points.
Two extremal unbounded quadrature domains Ω1 and Ω2 are said to be affinely
equivalent if there exists an affine map A such that A(Ω1) = Ω2. This induces an
equivalence relation on the space of extremal unbounded quadrature domains. Note
that if an extremal unbounded quadrature domain can be mapped to another by an
affine map A, the Schwarz reflection maps of the two domains are conjugate via A.
Note that by Proposition 2.3, for every f ∈ Σ∗d, the image f(Cˆ \ D) is a simply
connected unbounded quadrature domain. By Proposition 2.8, the boundary of
f(Cˆ \ D) has (d + 1) cusps. Moreover, it follows from the commutative diagram in
Figure 1 that ∞ is the only pole of the Schwarz reflection map of f(Cˆ \ D).
Definition 2.13 (Suffridge Polynomials). f ∈ Σ∗d is a Suffridge polynomial of degree
(d+ 1) if the associated quadrature domain f(Cˆ \D) is extremal (i.e. ∂f(Cˆ \D) has
d− 2 double points). The curve f(T) is called a Suffridge curve.
Clearly, the set of all Suffridge polynomials of degree (d+ 1) are preserved under
the Zd+1 action defined in Subsection 2.3 giving rise to equivalence classes of Suf-
fridge polynomials (such that two of them are equivalent if they are conjugate via
multiplication by a (d+ 1)-st root of unity).
The following simple proposition shows that Suffridge polynomials and extremal
unbounded quadrature domains are in fact in bijective correspondence.
Proposition 2.14. There is a bijective correspondence between equivalence classes
of Suffridge polynomials of degree (d+ 1) and affine equivalence classes of extremal
unbounded quadrature domains of order d.
Proof. By Proposition 2.3, the image of Cˆ\D under a Suffridge polynomial of degree
(d + 1) is an extremal unbounded quadrature domain of order d. Conjugating the
Suffridge polynomial via a rotation by some (d+ 1)-st root of unity clearly produces
an affinely equivalent extremal unbounded quadrature domain. Hence, we obtain a
map from Suffridge polynomials of degree (d + 1) (up to conjugacy via rotation by
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(d+ 1)-st roots of unity) to extremal unbounded quadrature domains of order d (up
to affine equivalence).
Let us now prove that this map is surjective. To this end, choose an extremal
unbounded quadrature domain Ω of order d. By Proposition 2.3, there exists a
rational map g of degree (d+1) such that g : Cˆ\D→ Ω is a conformal isomorphism.
We can normalize g (as a Riemann map) such that g(∞) =∞. Since ∂Ω has (d+ 1)
cusps, it follows that g has (d+ 1) critical points on T. Moreover, the fact that ∞ is
the only pole of the Schwarz reflection map σ := g ◦ η ◦
(
g|Cˆ\D
)−1
: Ω→ Cˆ implies
that g(0) =∞, and g has (d− 1) critical points at 0. Since a rational map of degree
(d + 1) has 2d critical points (counting multiplicity), it follows that g has no other
critical point. Setting Ω1 := A1(Ω) and g1 := A1 ◦g, where A1(z) = az+ b (for some
a ∈ C, b ∈ C), we can assume that
g1(z) = z +
a1
z
+ · · ·+ ad
zd
.
A simple computation (using the fact that all critical points of g1 are on T and at
the origin) now shows that |ad| = 1/d. Finally, setting Ω2 := A2(Ω1) and g2 :=
A2 ◦ g1 ◦A−12 , where A2(z) = αz (for some α ∈ T), we can further assume that g2 is
of the above form with ad = −1/d. Clearly, g2 ∈ Σ∗d, and Ω2 = g2(Cˆ \ D) is affinely
equivalent to Ω. In particular, g2(T) = ∂Ω2 has (d + 1) cusps and (d − 2) double
points; i.e. g2 is the desired Suffridge polynomial of degree (d+ 1).
We now proceed to prove injectivity. Suppose that there exist Suffridge poly-
nomials g1, g2 of degree (d + 1), and an affine map A such that Ω1 = g1(Cˆ \ D),
Ω2 = g2(Cˆ \ D), and A(Ω1) = Ω2. Therefore,
R :=
(
g2|Cˆ\D
)−1 ◦A ◦ g1 : Cˆ \ D→ Cˆ \ D
is a conformal map. Since A is affine, it follows that R fixes ∞, and thus is a
rotation. Note that since
(
g2|Cˆ\D
)−1
(w) is of the form w+O( 1w ) near ∞, it follows
that A(w) = αw, for some α ∈ C∗. Therefore, g2 = A ◦ g1 ◦ R−1. The fact that
both g1 and g2 have derivative 1 at∞ implies that A ≡ R. Finally, as the coefficient
of 1/zd is −1d for both g1 and g2, it follows that αd+1 = 1. We conclude that
g2 = R ◦ g1 ◦R−1, where R is rotation by a (d+ 1)-st root of unity. 
According to [LM14, Proposition 4.1], the complement of an extremal unbounded
quadrature domain Ω has (d − 1) interior components, each of which is a Jordan
domain bounded by a curve with the following property:
Definition 2.15. A Jordan curve is deltoid-like if it is smooth except for three
outward cusps and if (at least) one of the arcs between the cusp points has negative
curvature and the total variation of the tangent direction along this arc is less than
pi.
Remark 4. The space Σ∗d is a compact subset of the linear space of all rational
functions of degree d + 1 (given the topology of uniform convergence on compact
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subsets). We say f ∈ Σ∗d is an extreme point if f has no representation of the
form f = tg + (1 − t)h for g, h ∈ Σ∗d and 0 < t < 1. By the Krein-Milman
Theorem, Σ∗d is contained in the closed convex hull of its extreme points. It was
proven in [LM14] (Theorem 3.6) that every extreme point of Σ∗d must be a Suffridge
polynomial, however it is not known to us whether every Suffridge polynomial must
be an extreme point of Σ∗d.
2.5. Bi-angled Trees. We now define bi-angled trees, and describe a procedure to
assign a bi-angled tree to an extremal unbounded quadrature domain.
Definition 2.16. Let Ω be an extremal unbounded quadrature domain of order
d, T := C \ Ω (called the droplet), and T 0 := T \ {Singular points on ∂T} (the
desingularized droplet). The connected components T1, · · · , Td−1 of T 0 are called
fundamental tiles.
Definition 2.17 (Bi-angled Tree). Let T = (V,E) be a tree embedded in the plane.
We call T bi-angled if deg(v) ≤ 3 for all v ∈ V , and E consists of linear segments
which meet at angles 2pi/3 or 4pi/3.
We now introduce the notion of isomorphism of bi-angled trees (see also the definition
of angled trees as in [Poi13], [DH07, Exposé VI, §I.2])).
Definition 2.18 (Isomorphism of Bi-angled Trees). Two bi-angled trees T1, T2 are
said to be isomorphic if there exists a piecewise-linear tree isomorphism f : T1 → T2
with the property that if e, f are edges in T1 sharing a common endpoint, then
the angle between h(e), h(f) (measured counterclockwise from h(e)) is equal to the
angle between e, f (measured counterclockwise from e).
Remark 5. Slightly more generally, a bi-angled tree T can be defined as a finite
topological tree (embedded in the plane) each of whose vertices are of valence at most
3, and that is equipped with an angle function ∠ satisfying the following conditions:
(1) for each pair of distinct edges e and e′ incident at a vertex v, we have
∠v(e, e′) ∈ {2pi/3, 4pi/3},
(2) ∠v(e, e′) = −∠v(e′, e) (mod 2pi), and
(3) ∠v(e, e′) +∠v(e′, e′′) = ∠v(e, e′′) (mod 2pi), where e, e′, e′′ are edges incident
at a vertex v in counter-clockwise order.
With this definition, two bi-angled trees T1 and T2 are isomorphic if and only if
there is a tree isomorphism τ : T1 → T2 that is compatible with the corresponding
angle functions; i.e. ∠τ(v)(τ(e), τ(e′)) = ∠v(e, e′), for each pair of distinct edges
e, e′ ∈ E(T1) incident at a vertex v ∈ V (T1). We will need this more general set-up
when discussing the bi-angled tree structure of Hubbard trees of CS anti-polynomials.
Definition 2.19. For an extremal unbounded quadrature domain Ω, we define a
bi-angled tree T (Ω) = (VΩ, EΩ) associated to Ω by the following recursive procedure
(see also Figure 2). Denote by T1, · · · , Tk the fundamental tiles of Ω. Associate
to the component T1 a vertex at 0, and denote by c1, c2, c3 the cusp points of ∂T1,
ordered counter-clockwise. For 1 ≤ j ≤ 3, we include in V the point exp(i(2pij/3))
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Ω T (Ω)
Figure 2. Illustrated is Definition 2.19 in which a bi-angled tree
T (Ω) is associated to any given unbounded quadrature domain Ω
by associating vertices to components of int(C \ Ω) and connecting
two vertices by an edge if and only if the corresponding components
share a boundary point. We note that this Figure is merely meant
to illustrate Definition 2.19: Ω was neither explicitly nor numerically
computed.
and in E the linear segment connecting 0 to exp(i(2pij/3)) if and only if the cusp
point cj is a boundary point of two fundamental tiles. This defines at most three
new vertices and edges in T . We perform a similar procedure for each new vertex,
allowing for edges to decrease in length in successive steps of this procedure so as to
avoid self-intersection. This recursively defines the bi-angled tree T .
2.6. Crofoot-Sarason Polynomials.
Definition 2.20. Let q(z) be a holomorphic polynomial of degree d. We say that q
is a Crofoot-Sarason polynomial (CS polynomial in short) if the d− 1 critical points
of p(z) := q(z) in C are distinct, and each critical point is fixed under p (note that
p and q have the same critical points). The anti-holomorphic polynomial p is called
a CS anti-polynomial.
The importance of CS polynomials stems from the fact that they realize the upper
bound of the following theorem [KS03, Gey08].
Theorem 2.21. [KS03] Let q(z), deg(q) = d > 1, be an analytic polynomial. Then
#
{
z ∈ C : q(z) = z
}
≤ 3d− 2
Remark 6. In [KS03], CS polynomials were defined by the equivalent condition that
all critical points of the polynomial (in C) are distinct, and are mapped to their
complex conjugates. It will be more convenient for us to use Definition 2.20 since
the defining condition is dynamically invariant.
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Following [Gey08, §1], let us now introduce a notion of equivalence for CS poly-
nomials.
Definition 2.22. Two CS polynomials q1 and q2 (of the same degree) are said to
be equivalent if there exist affine maps A1 and A2 of the complex plane such that
A1 ◦ q1 ◦A2 = q2.
Remark 7. It is straightforward to check that the above definition produces an equiv-
alence relation on the space of CS polynomials of a given degree.
We conclude this subsection by interpreting the above equivalence relation on CS
polynomials in terms of a conjugacy equivalence relation on CS anti-polynomials.
Proposition 2.23. Two CS polynomials q1 and q2 are equivalent if and only if the
corresponding CS anti-polynomials p1 and p2 (respectively) are affinely conjugate.
Notation: For an affine map A, we define A˜ := ι ◦ A ◦ ι. Clearly, A˜ is also an
affine map.
Proof. Note that for d = 2, the only CS polynomial (up to equivalence) is z2, and
the result is trivially true in this case. Thus, we will assume in the rest of the proof
that d ≥ 3.
Let us first suppose that p1(z) = q1(z) and p2(z) = q2(z) are conjugate via an
affine map A; i.e. A ◦ p1 ◦ A−1 = p2. Then, (ι ◦A ◦ ι) ◦ (ι ◦ p1) ◦ A−1 = ι ◦ p2, and
hence A˜ ◦ q1 ◦ A−1 = q2. It follows that q1 and q2 are equivalent in the sense of
Definition 2.22.
Conversely, let A1 ◦ q1 ◦A2 = q2, where A1 and A2 are affine. Then, (ι ◦A1 ◦ ι) ◦
(ι ◦ q1) ◦A2 = ι ◦ q2; i.e.
(6) A˜1 ◦ p1 ◦A2 = p2.
It follows from Relation 6 that c is a critical point of p1 if and only if A−12 (c) is a
critical point of p2. Moreover, since p1 and p2 fix each of their critical points, we
also conclude from Relation 6 that A˜1(c) = A−12 (c), for every critical point c of p1.
As p1 has at least two distinct finite critical points, and A1, A2 are affine maps, we
must have that A˜1 ≡ A−12 . Relation 6 now implies that A−12 ◦ p1 ◦ A2 = p2; i.e. p1
and p2 are affinely conjugate. 
2.7. Angled Hubbard Trees for CS Anti-polynomials. In this subsection, we
describe the construction of angled Hubbard trees for CS anti-polynomials. This will
be used in the proof of the Classification Theorem 6.6.
Since each critical point of a CS anti-polynomial p is fixed, it follows that each
bounded Fatou component U (of p) containing a critical point is invariant under p,
and admits a Böttcher coordinate that conjugates p|U to the power map z2|D. The
pre-images of radial lines in D under this Böttcher coordinate are called internal
rays in U . Pulling the internal rays in U back by iterates of p, we obtain internal
rays in all bounded Fatou components of p. Note that since all critical points of
p (in C) are fixed, the filled Julia set K(p) (i.e. the set of all points in C that
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have bounded forward orbit under iteration of p) is connected (this follows, for
instance, by applying [Mil06, Theorem 9.5] on the holomorphic polynomial p◦2).
Moreover, the same property of p also implies that p◦2 is hyperbolic, and hence the
filled Julia set of p◦2, which is equal to K(p), is a locally connected full continuum
[Mil06, Lemma 9.4, Theorems 19.1, 19.2]. Hence, there exists a unique arc (in K(p))
connecting any two points of K(p) such that the intersection of the arc with every
Fatou component is contained in the union of two internal rays (compare [DH07,
Exposé II, §6, Proposition 6]). Such arcs are called allowable. The union of the
allowable arcs connecting the post-critical set of p in C (which is simply the set of
all critical points of p in C) is a tree, and we call it the Hubbard tree T (p) of the CS
anti-polynomial p. The critical points of p and the branch points of the tree T (p)
are defined to be the vertices of the Hubbard tree (in fact, we will show later in
Section 6 that all branch points of T (p) are critical points of p).
Locally near each critical point c (of p), the edges of T (p) meeting at c are internal
rays of the corresponding Fatou component, and we record the counter-clockwise
angle between each pair of such internal rays measured in the Böttcher coordinate.
This endows the tree T (p) with an angle data, and T (p) equipped with the angle data
is called the angled Hubbard tree of p. For a more detailed (and general) discussion
of angled Hubbard trees, we refer the readers to [DH07, Exposé VI], [Poi13].
We will also need an abstract counterpart of angled Hubbard trees. We collect
the basic definitions of these objects here, and refer the readers to [Poi13, §5] for a
more detailed account including a realization theorem for these abstract objects.
Let T be a finite topological tree equipped with an angle function ∠ that assigns
a number ∠v(e, e′) ∈ Q/2piZ to each pair of edges e and e′ incident at a vertex
v. Suppose further that the angle function is skew-symmetric, non-degenerate (i.e.
∠v(e, e′) = 0 if and only if e = e′), and additive. Then, the pair (T ,∠) is called an
angled tree. Angled trees may be thought of as formal angled Hubbard trees.
To model the dynamics of an anti-polynomial on its Hubbard tree, we need to
define a notion of orientation-reversing angled tree maps. To this end, let
deg : V (T )→ N
be a function, which we call a local degree function. A self-map
τ : T → T
of the tree (which sends vertices to vertices, and is a homeomorphism of each edge
onto its image) is called an orientation-reversing angled tree map if it satisfies the
condition
∠τ(v)(τ(e), τ(e′)) = −deg(v)∠v(e, e′),
for all edges e, e′ incident at v ∈ V (T ). The number
dτ = 1 +
∑
v∈V (T )
(deg(v)− 1)
16 K. LAZEBNIK, N. G. MAKAROV, AND S. MUKHERJEE
is the degree of the tree map τ . We say that a vertex is critical if deg(v) > 1. Finally,
a vertex is said to be of Fatou type if it maps to a periodic critical vertex under some
iterate of τ . It is a special case of the realization theorem [Poi13, Theorem 5.1] that
an orientation-reversing angled tree map τ for which all vertices are of Fatou type
can be realized as the dynamics associated to a postcritically finite anti-polynomial
of the same degree.
2.8. Topological Quadrilaterals. We conclude this Section by summarizing some
elementary facts about topological quadrilaterals that we will need in the course of
the proof of Theorem 4.1 (for further details, see [LV73, Chapter 1]).
Definition 2.24. A quadrilateral Q(z1, z2, z3, z4) consists of a Jordan domain Q ⊂ Cˆ
together with four distinct points z1, z2, z3, z4 ∈ ∂Q, oriented positively with respect
to Q. The two subarcs>z1z2,>z3z4 ⊂ ∂Q are called the a-sides of Q, and>z2z3,
>z4z1 ⊂ ∂Q the b-sides of Q.
Any topological quadrilateral Q can be mapped conformally (preserving the four
vertices) to some Euclidean rectangle [0, a]× [0, b] (see, for instance, [LV73, §I.2.4]).
The modulus M(Q) of the quadrilateral is then defined to be a/b. Lastly, we recall
a notion of convergence for quadrilaterals (see [LV73, §I.4.9]).
Definition 2.25. The sequence of quadrilaterals Qn (with a-sides ani and b-sides
bni , i = 1, 2, n ∈ N) converges to the quadrilateral Q (with a-sides ai and b-sides bi,
i = 1, 2) if to every ε > 0 there corresponds an nε such that for n ≥ nε, every point
of ani , b
n
i , i = 1, 2, and every interior point of Qn has a spherical distance of at most
ε from ai, bi, and Q, respectively.
Theorem 2.26. If the sequence of quadrilaterals Qn converges to a quadrilateral Q,
then
lim
n→∞M(Qn) = M(Q).
Lastly, inserting an appropriate mass function into the extremal length characteri-
zation of modulus yields the following Theorem (see Section I.4.4 of [LV73]):
Theorem 2.27. Let Q be a quadrilateral. Then:
1
pi
(log(1 + 2sb/sa))
2
1 + 2 log(1 + 2sb/sa)
≤M(Q) ≤ pi1 + 2 log(1 + 2sa/sb)
(log(1 + 2sa/sb))2
,
where sa, sb denotes the Euclidean path distance in Q between the a-sides, b-sides,
respectively, of the topological quadrilateral Q.
3. Dynamics of Schwarz Reflections Arising from Σ∗d
The function f of Theorem 4.1 is obtained via a sequence of quasiconformal de-
formations applied to a canonical map in Σ∗d. Section 3.1 introduces this canonical
map, and Section 3.2 discusses the dynamical plane of a Schwarz reflection map
associated to a function in Σ∗d.
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3.1. Exteriors of Hypocycloids are Quadrature Domains.
Proposition 3.1. The map f0(z) := z − 1/dzd is injective on Cˆ \D. In particular,
f0 ∈ Σ∗d.
Proof. Note that f0 has a (d− 1)-fold critical point at the origin, and (d+ 1) simple
critical points on T. In particular, f0 has no critical point in Cˆ \ D. So it suffices
to show that f0(T) is a Jordan curve (indeed, this implies that f0(Cˆ \ D) is simply
connected, and hence uniqueness of analytic continuation yields an inverse branch
of f0 that maps f0(Cˆ \ D) onto Cˆ \ D).
We now prove injectivity of f0|T. To this end, let z, w ∈ T and note that:
f0(z) = f0(w) =⇒
d−1∑
j=0
zd−1−jwj = −dzdwd =⇒
∣∣∣∣∣∣
d−1∑
j=0
zd−1−jwj
∣∣∣∣∣∣ = d.
By the triangle inequality and the fact that z, w ∈ T, we now conclude that all the
complex numbers zd−1−jwj (for j = 0, · · · , d − 1) have the same argument. But
this implies that z = w, so that f0 is injective on T, and hence f0(T) is a Jordan
curve. 
The Jordan curve f0(T) is a so-called hypocycloid curve (see Figure 5). Since
f0 commutes with multiplication by the (d + 1)−st roots of unity, it follows that
Ω0 := f0(Cˆ \D) is symmetric under rotation by 2pi(d+1) . Moreover, the (d+ 1) simple
critical points of f0 on T produce (d + 1) cusps of the type (3, 2) on the boundary
∂Ω0.
3.2. Dynamical Partition for Schwarz Reflections Arising from Σ∗d. We will
now study some basic dynamical properties of Schwarz reflection maps associated
with an arbitrary f ∈ Σ∗d. Recall that for such an f , the domain Ω := f(Cˆ \ D) is
an unbounded quadrature domain with associated Schwarz reflection map
σ := f ◦ η ◦
(
f |Cˆ\D
)−1
.
The map σ has a d-fold pole at∞, and no other critical point in Ω. It also follows
from Proposition 2.3 that σ : σ−1(Ω) → Ω is a proper branched covering map of
degree d (branched only at ∞), and σ : σ−1(int Ωc) → int Ωc is a degree (d + 1)
covering map.
As in Section 2, we define T := Cˆ \Ω, T 0 = T \ {The singular points on ∂T}, and
T∞(σ) :=
⋃
n≥0
σ−n(T 0).
We will call T∞(σ) the tiling set of σ. For any n ≥ 0, the connected components of
σ−n(T 0) are called tiles of rank n. Note that two distinct tiles have disjoint interior.
Let us denote the union of the tiles of rank ≤ k by Ek(σ).
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Observe furthermore that∞ is a super-attracting fixed point of σ: more precisely,
∞ is a fixed critical point of σ of multiplicity d−1. We denote the basin of attraction
of ∞ by B∞(σ). Clearly,
B∞(σ) ⊂ Cˆ \ T∞(σ).
Let us now briefly describe the geometry of the tiling set near the singular points
of ∂Ω (i.e. the points in T \T 0). By Proposition 2.10 (respectively, Proposition 2.11),
the cusps (respectively, the double points) on ∂Ω are of the type (3, 2) (respectively,
are intersection points of two distinct non-singular branches of ∂Ω with a contact
of order 1). Hence, the arguments of [LLMM18a, Proposition 6.17] apply to show
that at a cusp (respectively, at a double point) on ∂Ω, the tiling set T∞(σ) contains
a circular sector of Stolz angle 2(pi − δ) (respectively, two circular sectors of Stolz
angle (pi − δ) each), for some δ > 0 small enough. Moreover, the singular points on
∂Ω repel nearby points in Cˆ \ T∞(σ) under iterates of σ.
The next proposition discusses some basic topological properties of the tiling set,
and the basin of infinity of σ.
Proposition 3.2. 1) The tiling set T∞(σ) is open. Its closure T∞(σ) is a compact,
connected set.
2) The basin of infinity B∞(σ) is a simply connected, completely invariant domain.
Proof. 1) If z ∈ T∞(σ) belongs to the interior of a tile, then it clearly belongs to
intT∞(σ). On the other hand, if z ∈ T∞(σ) belongs to the boundary of a tile of
rank k, then z lies in intEk+1(σ) ⊂ intT∞(σ). Hence, T∞(σ) is open.
To see that T∞(σ) is connected, first note that
T∞(σ) =
⋃
k≥0
Ek(σ).
Now, Ek(σ) is a connected set for each k ≥ 0, and hence so is their increasing union⋃
k≥0Ek(σ). Since the closure of a connected set is connected, we conclude that
T∞(σ) is connected.
2) Since B∞(σ) is the basin of attraction of a super-attracting fixed point, it is
necessarily open and completely invariant.
Let Bimm∞ (σ) be the connected component of B∞(σ) containing ∞ (this is usually
called the immediate basin of attraction, which justifies the superscript ‘imm’). If
B∞(σ) \ Bimm∞ (σ) 6= ∅, then every connected component of B∞(σ) \ Bimm∞ (σ) would
eventually map onto Bimm∞ (σ) under some iterate of σ. Therefore, every connected
component of B∞(σ) \ Bimm∞ (σ) must contain an iterated pre-image of ∞. But
σ−1(∞) = {∞}. Hence Bimm∞ (σ) must be equal to B∞(σ). This shows that B∞(σ)
is connected and completely invariant.
It remains to prove simple connectivity of B∞(σ). Let U ⊂ B∞(σ) be a small
neighborhood of∞. Clearly, B∞(σ) is the increasing union of the domains
{
σ−k(U)
}
k≥0.
Since∞ is the only critical point of σ, it follows from the Riemann-Hurwitz formula
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that each σ−k(U) is simply connected. Thus, B∞(σ) is an increasing union of simply
connected domains, and hence itself is such. 
We will now prove a proposition that will allow us to talk about quasiconformal
deformations of the Schwarz reflection maps associated with quadrature domains
arising from Σ∗d.
Proposition 3.3. Let g ∈ Σ∗d, Ω := g(Cˆ \ D), and σ the Schwarz reflection map
of Ω. Further, let µ be a σ-invariant Beltrami coefficient on Cˆ, and Φ : (Ĉ,∞) →
(Ĉ,∞) be a quasiconformal map satisfying Φz/Φz = µ a.e.. Then Φ(Ω) is a simply
connected unbounded quadrature domain. If the quasiconformal map Φ is normalized
appropriately, there exists h ∈ Σ∗d with Φ(Ω) = h(Cˆ \ D), and Φ ◦ σ ◦ Φ−1 is the
Schwarz reflection map of Φ(Ω).
Proof. To prove that Ωˆ := Φ(Ω) is an unbounded quadrature domain, it suffices to
show that
σˆ := Φ ◦ σ ◦Φ−1 : Ωˆ→ Cˆ
defines a Schwarz reflection map for the domain Ωˆ. Indeed, σˆ is anti-meromorphic
(on Ωˆ) by invariance of µ under the action of σ, and that σˆ is the identity on the
boundary of Ωˆ follows since σ|∂Ω = id. Since Φ(∞) =∞, we see that Ωˆ is a simply
connected unbounded quadrature domain.
Since g ∈ Σ∗d, it follows that σ = g ◦ η ◦ (g|Cˆ\D)−1 has a pole of order d at ∞. As
Φ fixes ∞, the Schwarz reflection map σˆ of Ωˆ also has a pole of order d at ∞.
The fact that Ω has order d, combined with Proposition 2.3, implies that σˆ :
σˆ−1(Ωˆ)→ Ωˆ is a branched cover of degree d. The same proposition now provides us
with a rational map h of degree (d+ 1) such that h(Cˆ \D) = Ωˆ, and h is conformal
on Cˆ \ D. We may normalize h so that h(∞) = ∞. Since the Schwarz reflection
map σˆ of Ωˆ has a pole of order d at ∞, it follows from the commutative diagram in
Figure 1 that h has a pole of order d at the origin. Hence, h is of the form
h(z) = a1z + a0 +
a−1
z
+ · · ·+ a−d
zd
.
Normalizing (post-composing with w 7→ aw + b for some a ∈ C∗, b ∈ C) the qua-
siconformal map Φ appropriately, we can further assume that a1 = 1, and a0 = 0.
It remains to justify then that a−d = −1/d. Recall that by Proposition 2.8, the
map g has (d + 1) distinct critical points on T, and hence ∂Ω has (d + 1) cusps.
Since quasiconformal maps preserve cusps, h must have (d+1) critical points on ∂D.
The only remaining critical point is of multiplicity (d − 1) at the origin. Thus by
considering the equation h′(z) = 0, we see that since each non-zero critical point of
h has modulus 1, it must be the case that |a−d| = 1/d. Thus after conjugating h, if
necessary, by a map z 7→ λz (where |λ| = 1), we have that a−d = −1/d, and hence
h ∈ Σ∗d. 
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We will now complete the dynamical description of the Schwarz reflection map σ
by showing that the forward orbit of all points outside the closure of the tiling set
of σ converges to ∞.
Proposition 3.4. Cˆ = T∞(σ) unionsq B∞(σ).
Proof. The classical proof of non-existence of wandering Fatou components for ra-
tional maps [Sul85, Theorem 1] can be adapted for the current setting to show that
each component of Cˆ\T∞(σ) is eventually periodic. Indeed, if σ were to have a wan-
dering Fatou component (since T∞(σ) is connected, such a component would neces-
sarily be simply connected), then one could construct an infinite-dimensional space
of nonequivalent quasiconformal deformations of σ (supported on the grand orbit of
the wandering component), all of which would be Schwarz reflection maps associ-
ated with quadrature domains of the form h(Cˆ \D), where h ∈ Σ∗d (by Lemma 3.3).
Evidently, this would contradict the fact that the parameter space of Σ∗d and hence
the parameter space of the resulting Schwarz reflection maps is finite-dimensional.
One can now use the arguments of [LLMM18a, Propositions 6.25, 6.26] combined
with the fact that σ has no critical point other than the super-attracting fixed point
∞ to rule out the existence of bounded complementary components of T∞(σ). More
precisely, such arguments would show that each periodic component of Cˆ \ T∞(σ)
other than B∞(σ) is either the immediate basin of attraction of a (super-)attracting
or parabolic cycle, or a Siegel disk. However, the closure of each such component
must intersect the closure of the post-critical set of σ. This is clearly impossible as
the only critical point of σ is in fact fixed, and lies in B∞(σ).
Therefore, Cˆ \ T∞(σ) 3 ∞ is an invariant domain, and hence {σ◦n}n forms a
normal family there. It follows that the sequence of functions {σ◦n}n converges
locally uniformly to ∞ on Cˆ \ T∞(σ); i.e. B∞(σ) = Cˆ \ T∞(σ). 
Corollary 3.5. T∞(σ) is a full continuum.
Let us denote the common boundary of T∞(σ) and B∞(σ) by L(σ), and call it
the limit set of σ. Since B∞(σ) is a simply connected domain, its boundary L(σ) is
connected (see Figure 10). We end this subsection with a result on the area of the
limit set that will be useful later.
Proposition 3.6. The limit set L(σ) of σ has zero area.
Proof. The proof of [LLMM18a, Corollary 7.3] applies mutatis mutandis to the
present setting. 
4. Extremal Quadrature Domains from Bi-angled Trees
In this Section we consider the problem of realizing extremal unbounded quad-
rature domains with prescribed bi-angled tree structure (see Definition 2.19). In
particular we prove the following:
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Theorem 4.1. Let T be a bi-angled tree. There exists an extremal unbounded quad-
rature domain Ω whose associated bi-angled tree is isomorphic to T .
Remark 8. By Proposition 2.14, Theorem 4.1 is equivalent to surjectivity of the map
(1)7→(2) in the statement of Theorem A.
There are several principles we will use repeatedly in the proofs of Section 4, and
it will be convenient for us to formalize them here. We will refer to Figure 3 for
Principle 2.
Principle 1. (Constant curvature principle) If f ∈ Σ∗d, the curve f(T) has
constant conformal curvature (except for cusps). In particular the sign of the usual
curvature of f(T) is constant (except for cusps).
Proof. See [LM14, Corollary 2.8]. 
Principle 2. (Constant ratio principle) Let R = [0, a] × [0, b] be a Euclidean
rectangle. Let z1, z2 ∈ ∂R be points lying on a vertical boundary segment of ∂R, and
let w1, w2 ∈ ∂R lie on a common linear segment of ∂R such that the vertical segment
connecting z1, z2 does not contain either of w1, w2. Assume z1, z2, w1, w2 have
been labeled so that (z1, z2, w1, w2) is oriented positively with respect to R. Define
Lt : C → C by Lt(x, y) := (x, y/t) for t > 1, and consider the quadrilateral Q :=
R(z1, z2, w1, w2). Then the modulus of the quadrilateral Lt(Q) is bounded away from
∞ independently of t.
Proof. Let sa(t), sb(t), as in Theorem 2.27, denote the Euclidean path-distance be-
tween the a-sides, b-sides (respectively) of the quadrilateral Lt(Q). Note that if w1
lies on the vertical segment containing z1, z2, then sa(t) = min{t|z2−w1|, t|z1−w2|},
sb(t) = min{t|z1− z2|, t|w1−w2|} and so sa(t)/sb(t) is independent of t. Otherwise,
sa(t) 6→ 0 but sb(t) → 0 as t → ∞. In either case, Theorem 2.27 applied to Lt(Q)
yields the desired bound (and in fact in the second case, Theorem 2.27 yields that
M(Lt(Q))→ 0 as t→∞).

4.1. The Astroid Case. In this subsection, we prove Theorem 4.1 in the case of
the astroid (corresponding to d = 3 in Definition 2.7). In fact an explicit formula
may be given for the rational map corresponding to this extremal quadrature domain
(see Section 2.2 of [LM14]), but our goal is rather to illustrate the main arguments
used to prove Theorem 4.1 in this simplified setting. The argument is illustrated in
Figure 4. We will use the following notation throughout this section
f0(z) := z − 1
3z3
, Ω0 := f0(Cˆ \ D), σ0 := Schwarz reflection map of Ω0,
Q := Cˆ \ Ω0, and Q0 := Q \ {Singular points on ∂Q}.
Proposition 4.2. There exists a conformal map:
Ψ : Q→ [−1, 1]× [−1, 1]
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z1
z2
w1
w2
Lt
R
a-side of Q
a-side of Q
Figure 3. Illustrated is the Euclidean rectangle R and the quadri-
lateral Q = R(z1, z2, w1, w2) of Principle 2. The a-sides of the quadri-
lateral Q have been labeled.
mapping the critical values of f0 to the four vertices of [−1, 1]× [−1, 1].
Proof. Consider Q as a topological quadrilateral with vertices at the four critical
values of f0, and horizontal a-sides and vertical b-sides. Since f0(z) = f0(z) and
f0(iz) = if0(z), the map z → iz maps Q conformally to the quadrilateral Q with
reversed a-sides and b-sides, so that M(Q) = 1/M(Q), and hence M(Q) = 1. Any
topological quadrilateral can always be conformally mapped to some Euclidean rec-
tangle such that vertices are preserved (see, for instance, [LV73, §I.2.4]), and since
M(Q) = 1, the claim follows. 
We now define a family of Beltrami coefficients µt ∈ L∞(C) depending on a real
parameter t ∈ [1,∞) as follows. Let Lt(x, y) := (x, y/t) for 1 ≤ t <∞, so that
νt := (Lt)z/(Lt)z ≡ (t− 1)/(t+ 1).
For z ∈ Q0, define µt(z) by pulling back (Lt)z/(Lt)z under Ψ: µt(z) := Ψ∗(νt(Ψ(z))).
Next we pull back the Beltrami coefficient µt|Q0 ∈ L∞(Q0) under the Schwarz re-
flection map σ0:
µt(σ
−n
0 (z)) := (σ
n
0 )
∗(µt(z)) for z ∈ Q0 and n ≥ 1.
Lastly, we define:
µt(z) = 0 for z 6∈ Q∞.
Since σ0 is anti-holomorphic and ||µt||L∞(Q0) = (t − 1)/(t + 1), it follows that
||µt||L∞(C) = (t− 1)/(t+ 1) < 1.
Proposition 4.3. There exists a family of quasiconformal maps (φt)t∈[1,∞) : Cˆ→ Cˆ,
and a family of rational maps (ft)t∈[1,∞) such that (φt)z/(φt)z = µt a.e., φt(∞) =∞,
ft ∈ Σ3, and ft(Cˆ \ D) = φt(Ω0) for all t ∈ [1,∞).
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Cˆ \ D
Ψ
Lt
φt
Ω0
f0(z) := z − 13z3
Q0
ft
f∞
Figure 4. This Figure summarizes Section 4.1. The image of Cˆ \D
under the map f0(z) = z − 1/(3z3) is a quadrature domain Ω0.
Q0 := Cˆ \ Ω0 is mapped conformally to [−1, 1] × [−1, 1] by Ψ. The
map Lt(x, y) := (x, yt ) for 1 < t <∞ determines a non-zero Beltrami
coefficient on [−1, 1]×[−1, 1] which is pulled back under Ψ, spread by
the Schwarz reflection map, and then straightened by a quasiconfor-
mal map φt which is conformal off of the tiling set. This determines
a family of quadrature domains ft(Cˆ \D) for t ∈ [1,∞). The desired
extremal quadrature domain corresponds to a normal limit f∞ of the
family (ft)t↗+∞.
Proof. For any t ∈ [1,∞), we may apply the measurable Riemann mapping theorem
to obtain a quasiconformal map φt : Cˆ→ Cˆ with (φt)z/(φt)z = µt a.e., and φt(∞) =
∞. By construction, µt is invariant under σ0. Hence, Proposition 3.3 implies that
φt(Ω0) is an unbounded simply connected quadrature domain. Moreover, the same
proposition ensures a normalization of φt and the existence of a rational map ft ∈ Σ3
such that ft(Cˆ \ D) = φt(Ω0). 
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Proposition 4.4. There exists a map f∞ ∈ Σ3 and a sequence of positive real
numbers (tn)↗ +∞ such that
(ftn)
n→∞−−−→ f∞ uniformly on Cˆ
with respect to the spherical metric.
Proof. We first prove that there is a constant M > 0 such that for
ft(z) = z +
at1
z
+
at2
z2
− 1
3z3
,
we have |atj | ≤ M for j ∈ {0, 1} and all t ∈ [1,∞). Indeed, this follows from the
triangle inequality and the factorization
z4 · f ′t(z) = z4 − at1z2 − 2at2z + 1 =
4∏
j=1
(z − ξtj)
where |ξtj | = 1 for 1 ≤ j ≤ 4 and all t ∈ [1,∞). Thus
|ft(z)− z| < M
R
+
M
R2
+
1
3R3
for |z| > R.
Hence, given ε > 0, we may take R sufficiently large such that
(7) |ft(z)− z| < ε for |z| > R and all t ∈ [1,∞).
Since each ft is conformal in Cˆ \ D, it follows from, for instance Theorem 5.1 of
Section II.5.2 of [LV73], that the family (ft|Cˆ\D)t∈[1,∞) is normal (with respect to the
spherical metric). Let (tn) ↗ ∞ and denote by f∞ a normal limit of (ftn |Cˆ\D)∞n=1.
Note that f∞|Cˆ\D is conformal by (7) and [LV73, Theorem II.5.2]. It follows from
the Cauchy integral theorem that the coefficients in the Laurent series expansion
for (ftn)∞n=1 (at ∞) converge to the corresponding coefficients in the Laurent series
expansion for f∞ (at ∞). Hence
f∞(z) = z +
a1
z
+
a2
z2
− 1
3z3
for some a1, a2 ∈ C, and so f∞ ∈ Σ3. Moreover, since we have atn1 → a1 and atn2 → a2
as n → ∞, it follows that the convergence ftn → f∞ is uniform on Cˆ (with respect
to the spherical metric), as needed. 
Remark 9. Here is an alternative argument for normality of (ft|Cˆ\D)t∈[1,∞). Note
that each map ft is univalent on Cˆ \ D, fixes ∞, and has derivative 1 at ∞. Thus,
by [CG93, Theorem 1.10], the restrictions of ft on Cˆ \ D form a normal family, and
a normal limit also has the same properties.
Note that by Propositions 4.4 and 2.3, the image Ω∞ := f∞(Cˆ \D) is an unbounded
simply connected quadrature domain.
Proposition 4.5. The boundary of the quadrature domain Ω∞ has 4 cusps and 1
double point.
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Remark 10. We will use without further comment that any double point for f ∈ Σ∗d
must be a cut point for Cˆ \ Ω∞ since Ω∞ is connected. We also note that a cusp
point of f(T) for f ∈ Σ∗d can not also be a double point of f(T) by conformality of
f |Cˆ\D.
Proof of Proposition 4.5. That ∂Ω∞ has 4 cusps follows from Proposition 2.8. It
remains to show that Ω∞ has one double point.
Proposition 2.8 also implies that each ft has 4 distinct critical points on T. Let
ξn1 denote the critical point of ftn in the upper-right-half plane, and enumerate
the remaining critical points in counter-clockwise order as ξn2 , ξn3 , ξn4 . Denote the
corresponding critical values by ζn1 , ..., ζn4 . We may assume, by taking a subsequence
in n if necessary, that ξnj → ξ∞j ∈ ∂D for 1 ≤ j ≤ 4. Since ftn → f∞ uniformly on
Cˆ, it follows that f ′∞(ξ∞j ) = 0.
We will denote by>z1z2 the closed subarc of ∂D with endpoints z1, z2 ∈ ∂D such
that the triple (z1, eiθ, z2) is oriented positively with respect to D for any eiθ ∈>z1z2.
We will also employ the notation
Qn = Cˆ \ ftn(Cˆ \ D), Q∞ = Cˆ \ f∞(Cˆ \ D).
Consider the quadrilateral Qn(ζn1 , ζn2 , ζn3 , ζn4 ). Note that the map
Ltn ◦Ψ ◦ φ−1tn : Qn → [−1, 1]× [−1/tn, 1/tn]
is conformal for each n ≥ 1 and preserves vertices, so that
(8) M(Qn) = tn →∞ as n→∞.
We will show that
(9) f∞(
>
ξ∞1 ξ
∞
2 ) ∩ f∞(
>
ξ∞3 ξ
∞
4 ) 6= ∅,
whence the claim that Ω∞ has exactly one double point will follow since Ω∞ can
have at most one double point (see [LM14, Lemma 2.4]). First we show that the
only possible self-intersection of ∂Ω∞ is between the arcs f∞(
>
ξ∞1 ξ∞2 ), f∞(
>
ξ∞3 ξ∞4 ).
Indeed, all other a-priori possible self-intersections of ∂Q∞ fall into the following
three categories, and we prove that each, in turn, is impossible:
• An arc f∞(>ξ∞j ξ∞j+1) has a self-intersection.
This is disallowed because of Principle 1 (constant curvature principle).
• Two adjacent arcs f∞(>ξ∞j ξ∞j+1), f∞(
>
ξ∞j+1ξ
∞
j+2) intersect at more than their
common endpoint.
This is disallowed because of Principle 1 (constant curvature principle).
• The arcs f∞(>ξ∞2 ξ∞3 ), f∞(
>
ξ∞4 ξ∞1 ) have non-empty intersection.
This follows from Theorem 2.27. Indeed, let sa(n), sb(n) denote the Eu-
clidean path-distance between the a, b-sides ofQn, respectively. If f∞(
>
ξ∞2 ξ∞3 ),
f∞(
>
ξ∞4 ξ∞1 ) intersect, then sb(n)→ 0 but sa(n) stays bounded away from 0 as
n→∞ (this follows from the local geometry of a double point singularity).
Theorem 2.27 then implies M(Qn)→ 0 as n→∞, and this contradicts (8).
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ξ1
ξ2
ξd+1
I1
I2
Id+1
f0 ζ1
ζ2
ζd+1
Figure 5. This Figure illustrates the image of the unit circle under
the mapping f0 defined as in (11). The map f0 has d + 1 critical
points ξ1, · · · , ξd+1 on the unit circle with corresponding critical val-
ues ζ1, · · · , ζd+1.
Thus if we suppose, by way of contradiction, the failure of (9), ∂Q∞ must be a
Jordan curve. It follows then that
Q∞(ζ∞1 , ζ
∞
2 , ζ
∞
3 , ζ
∞
4 )
is a topological quadrilateral, and moreover,
Qn → Q∞ as n→∞
in the sense of Definition 2.25. Hence
M(Qn)→M(Q∞) as n→∞
by Theorem 2.26. However M(Q∞) < ∞ since Q∞ is a topological quadrilateral,
which contradicts (8), as needed. 
4.2. The General Case. Let T be a bi-angled tree. We define
(10) d = dT := −1 +
∑
v∈T
(3− deg(v)) .
Denote by ξ1, · · · , ξd+1 the critical points of the map
(11) f0(z) := z − 1
dzd
on ∂D, enumerated counter-clockwise starting with ξ1 := exp(2pii/(d+1)). Label the
arc of ∂D connecting ξj to ξj+1 as Ij , for 1 ≤ j ≤ d+ 1 (see Figure 5). Our strategy
in the proof of Theorem 4.1 will be to pinch pairs of arcs from (f0(Ij))d+1j=1 as in
Section 4.1, so that the tree associated to the resulting pinched quadrature domain
will be isomorphic to T . For now we need to determine, from the combinatorics of
the tree T , for which pairs of indices {j, k} will we pinch the associated arcs.
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With the above remarks in mind, we will now define a subset
(12) S = ST ⊂ {1, · · · , d+ 1} × {1, · · · , d+ 1}.
Let v be a vertex of T with degree 1. Such a vertex v will correspond to a component
of T 0 with two cusp singularities and one double point. Thus we define {1, 3} ∈ S.
Let v′ be the unique vertex connected to v via an edge e. If d > 3, there are two
possibilities: (a) deg(v′) = 2, or (b) deg(v′) = 3.
If deg(v′) = 2, let e′ denote the other edge neighboring v′. Consider the Euclidean
line l containing the edge e with positive orientation determined by the ordered triple
(v, v′,∞). If the edge e′ is contained in the half-plane component of C \ l oriented
positively with respect to l, we define {1, 4} ∈ S. Otherwise, define {3, d+ 1} ∈ S.
If deg(v′) = 3, the vertex v will correspond to a component of T 0 with three double
points. To this end, we consider the two component trees obtained by removing
from the tree T the vertices v, v′ and all edges adjacent to v, v′. Label as T + the
component tree lying in the half-plane component of C \ l oriented positively with
respect to l, and denote the remaining component tree by T −. Define
{1, 3 + k}, {3, 3 + k} ∈ S, where k :=
∑
v∈T −
(3− deg(v)) .
This recursively defines S = ST : in case (a) we proceed to the unique vertex v′′
neighboring v′ and apply a similar procedure according to whether deg(v′′) = 2 or
deg(v′′) = 3, and in case (b) we proceed as above in each of the component trees T +
and T −.
Proof of Theorem 4.1. Let T be as in the statement of Theorem 4.1. Define d = dT
as in (10) and S = ST as in the preceding discussion. Consider the map
f0(z) := z − 1
dzd
.
Let {j, k} ∈ S, and define ζl := f0(ξl) to be the critical value of f0 corresponding to
the critical point ξl ∈ ∂D, for 1 ≤ l ≤ d+ 1. Consider the topological quadrilateral
Q (ζj , ζj+1, ζk, ζk+1) , where Q = Cˆ \ f0(Cˆ \ D).
Denote by Ψ ≡ Ψs the conformal map of Q to the Euclidean rectangle [0,M(Q)]×
[0, 1] which preserves vertices. We now proceed as in Section 4.1: see Figure 6.
Let Lt be the linear map defined by Lt(x, y) := (x, y/t) for 1 ≤ t <∞, so that
νt := (Lt)z/(Lt)z ≡ (t− 1)/(t+ 1).
For z ∈ Q, define µt(z) by pulling back (Lt)z/(Lt)z under Ψ: µt(z) := Ψ∗(νt(Ψ(z))).
Next we pull back the Beltrami coefficient µt|Q ∈ L∞(Q) under the Schwarz reflec-
tion map σ0 associated to Ω0 := f0(Cˆ \ D):
µt(σ
−n
0 (z)) := (σ
n
0 )
∗(µt(z)) for z ∈ Q0 and n ≥ 1.
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ζk
ζj+1
ζk+1
Cˆ \ D
ζj
Ψ
Lt
Q
Ω
Ψ(ζj)Ψ(ζj+1)
Ψ(ζk) Ψ(ζk+1)
f(z) := z − 1
dzd
φt
ft
f1∞
ζtj+1
ζtj
ζtk
ζtk+1
ζ∞j+1
ζ∞j
ζ∞k
ζ∞k+1Qt
Figure 6. This Figure summarizes the first step in the proof of
Theorem 4.1. One considers a pair of indices {j, k} ∈ ST and pinches
the curve f(Ij) to the curve f(Ik) by quasiconformally perturbing
the quadrilateral Q as in Section 4.1.
Lastly, we define:
µt(z) = 0 for z 6∈
⋃
n≥0
σ−n0 (Q
0).
The same proofs as for Propositions 4.3 and 4.4 yield the following two propositions:
Proposition 4.6. There exists a family of quasiconformal maps (φt)t∈[1,∞) : Cˆ→ Cˆ,
and a family of rational maps (ft)t∈[1,∞) such that (φt)z/(φt)z = µt a.e., φt(∞) =∞,
ft ∈ Σ∗d, and ft(Cˆ \ D) = φt(Ω0) for all t ∈ [1,∞).
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Proposition 4.7. There exists a map f1∞ ∈ Σ∗d and a sequence of positive real
numbers (tn)↗∞ such that
(ftn)
n→∞−−−→ f1∞ uniformly on Cˆ
with respect to the spherical metric.
Remark 11. We note that by Propositions 4.7 and 2.3, Ω1∞ := f1∞(Cˆ \ D) is an
unbounded, simply connected quadrature domain. The superscript 1 is used in the
notation Ω1∞, f1∞ to emphasize that ∂Ω1∞ will have exactly one double point, as
proven below in Proposition 4.8. Subsequent steps in the proof of Theorem 4.1 will
yield functions f j∞, 2 ≤ j ≤ |S| such that ∂Ωj∞ has exactly j double points (see also
Figure 8).
Proposition 4.8. The boundary of the quadrature domain Ω1∞ has d+ 1 cusps and
1 double point.
Proof. That ∂Ω1∞ has d + 1 cusps follows from Proposition 2.8 since f1∞ ∈ Σ∗d.
Proposition 2.8 also implies that each ft has d+ 1 distinct critical points on T. We
label these critical points in counterclockwise order as ξt1, · · · , ξtd+1, with ξt1 having
the minimal argument where we take the branch 0 ≤ arg(z) < 2pi. We denote
ζti := ft(ξ
t
i), and recall the notation ζi := f0(ξi). We claim that
(13) ζti = φt(ζi) for 1 ≤ i ≤ d+ 1 and 1 ≤ t <∞.
Indeed, the relation clearly holds for t = 1, whence for t > 1 we note that each φt(ζi)
must be a critical value of ft since quasiconformal maps preserve cusps, and so the
claim follows by continuous dependence of φt on the parameter t (see, for instance,
[CG93, Theorem 7.5]). By taking a further subsequence in n if necessary, we have
that
ξtn1
n→∞−−−→ ξ∞1 , · · · , ξtnd+1
n→∞−−−→ ξ∞d+1
for some ξ∞1 , · · · , ξ∞d+1 ∈ ∂D. Since ftn → f1∞ uniformly in the spherical metric,
it follows that ξ∞1 , · · · , ξ∞d+1 are critical points for f1∞. Moreover, ξ∞1 , · · · , ξ∞d+1 are
distinct since f1∞ ∈ Σ∗d.
We consider
Qn
(
ζtnj , ζ
tn
j+1, ζ
tn
k , ζ
tn
k+1
)
,
where
Qn := Cˆ \ ftn(Cˆ \ D) and Q1∞ := Cˆ \ f1∞(Cˆ \ D).
Note that the map
(14) Ltn ◦Ψ ◦ φ−1tn : Qn
(
ζtnj , ζ
tn
j+1, ζ
tn
k , ζ
tn
k+1
)→ [0,M(Q)]× [0, 1/tn]
is conformal and preserves vertices by (13), so that
(15) M(Qn)→∞ as n→∞.
We will show that
(16) f1∞(
>
ξ∞j ξ
∞
j+1) ∩ f1∞(
>
ξ∞k ξ
∞
k+1) 6= ∅,
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but first we need to prove that the only possible self-intersection of ∂Q1∞ is between
the arcs f1∞(
>
ξ∞j ξ
∞
j+1), f
1∞(
>
ξ∞k ξ
∞
k+1). As in Proposition 4.5, we list all other a-priori
possibilities and rule out each in turn:
• An arc f1∞(
>
ξi∞ξi+1∞ ) has a self-intersection.
This is disallowed because of Principle 1 (constant curvature principle).
• Two adjacent arcs f1∞(
>
ξi∞ξi+1∞ ), f1∞(
>
ξi+1∞ ξi+2∞ ) intersect at more than their
common endpoint.
This is disallowed because of Principle 1 (constant curvature principle).
• Non-adjacent arcs f1∞(
>
ξ∞m ξ∞m+1), f1∞(
>
ξ∞l ξ
∞
l+1) have non-empty intersection,
where {m, l} 6= {j, k}.
Consider the quadrilateralQn(ζtnm , ζ
tn
m+1, ζ
tn
l , ζ
tn
l+1). Let sa(n), sb(n) denote
the Euclidean path-distance between the a, b-sides ofQn(ζtnm , ζ
tn
m+1, ζ
tn
l , ζ
tn
l+1),
respectively. If f1∞(
>
ξ∞m ξ∞m+1), f1∞(
>
ξ∞l ξ
∞
l+1) have non-empty intersection, then
sa(n)→ 0 but sb(n) 6→ 0 as n→∞. Thus by Theorem 2.27,
M(Qn(ζ
tn
m , ζ
tn
m+1, ζ
tn
l , ζ
tn
l+1))→∞ as t→∞.
Thus to rule out the intersection of f1∞(
>
ξ∞m ξ∞m+1), f1∞(
>
ξ∞l ξ
∞
l+1), it will suf-
fice to show that in fact the family Γt of rectifiable curves inQt with endpoints
one on each of
ft(
>
ξtmξ
t
m+1), ft(
>
ξtl ξ
t
l+1)
satisfies
(17) mod(Γt) < M <∞ for some M > 0 independent of t.
Note that
(18) mod(Γt) = mod
(
Lt ◦Ψ ◦ φ−1t (Γt)
)
,
since
Lt ◦Ψ ◦ φ−1t : Qt → [0,M(Q)]× [0, t−1]
is conformal (see, for instance, Theorem IV.3.2 of [LV73]). The path fam-
ily on the right-hand side of (18) corresponds to the family of curves in
[0,M(Q)]×[0, t−1] connecting the linear segment between t−1Ψ(ζm), t−1Ψ(ζm+1)
with the non-adjacent linear segment connecting t−1Ψ(ζl), t−1Ψ(ζl+1) (see
Figure 7). Since {m, l} 6= {j, k}, one of these linear segments is vertical. The
argument is thus finished by applying Principle 2 (Constant ratio principle).
We have established that the only possible self-intersection of ∂Q1∞ is between
the arcs f1∞(
>
ξ∞j ξ
∞
j+1), f
1∞(
>
ξ∞k ξ
∞
k+1). Thus if we suppose by way of contradiction that
(16) fails, ∂Q∞ must be a Jordan curve. We now follow the same strategy as in the
proof of Proposition 4.5. Since ∂Q∞ is a Jordan curve,
Q∞(ζ∞j , ζ
∞
j+1, ζ
∞
k , ζ
∞
k+1)
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ζtj+1
ζtj
ζtk
ζtmζtm+1
ζtl+1ζ
t
l
Lt ◦Ψ ◦ φ−1t
ζtk+1Γt
t−1
M(Q)
t−1Ψ(ζm)
t−1Ψ(ζl+1)
Figure 7. Illustrated is the argument that the modulus of the path
family Γt stays bounded away from ∞ as t→∞.
is a topological quadrilateral, and moreover,
M(Qn)→M(Q∞) <∞ as n→∞,
contradicting (15).
Thus we have shown that ∂Ω1∞ has at least one double point: an intersection point
of the curves f1∞(
>
ξ∞j ξ
∞
j+1), f
1∞(
>
ξ∞k ξ
∞
k+1). It remains to be shown that there are no
other double points for ∂Ω1∞. The only possibility of a second double point which
we have not already ruled out is:
• The arcs f1∞(
>
ξ∞j ξ
∞
j+1), f
1∞(
>
ξ∞k ξ
∞
k+1) intersect at more than one point.
This is disallowed because of Principle 1 (constant curvature principle).

We summarize our discussion in the proof of Theorem 4.1 thus far. Given a
bi-angled tree T , we have quasiconformally modified the function f0(z) := z −
1/(dzd) to produce a function f1∞ ∈ Σ∗d so that the associated quadrature domain
has exactly one double point corresponding to pinching an arbitrarily chosen pair
of edges indexed by {j, k} ∈ S = ST . The remainder of the proof of Theorem 4.1
proceeds in a recursive fashion: we will quasiconformally modify the function f1∞
to produce another pair of pinched edges specified by S (see Figure 8), and repeat
this procedure until all of the pinchings specified by S are achieved. We will finish
the proof of Theorem 4.1 by detailing the second step in this recursive procedure:
subsequent steps are completely analogous.
Denote by Q1,+∞ , Q1,−∞ the two components of int(Cˆ \ Ω1∞). To ease notation, we
will relabel the critical points of f1∞ as ξ1, ..., ξd+1 (previously denoted ξ∞1 , ..., ξ∞d+1).
Denote the corresponding critical values by ζ1, ..., ζd+1 (previously denoted ζ∞1 , ...,
ζ∞d+1). Let {j′, k′} ∈ S \ {{j, k}}. From the definition of S, it follows that both the
curves
f1∞(
>
ξj′ξj′+1), f1∞(
>
ξk′ξk′+1)
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Cˆ \ D
Ψ
Lt
Ψ(x)Ψ(ζj+1)
Ψ(ζk′) Ψ(ζk′+1)
φt
ft
f2∞
ζj+1
ζj
ζk′
ζk′+1
f1∞
Q1,+∞
Q1,−∞x ζ
t
j+1
xt
ζtk′
ζtk′+1 ζ∞k′+1
ζ∞k′
x∞
ζ∞j+1
Figure 8. This Figure summarizes the second step in the proof of
Theorem 4.1.
must have non-empty intersection with the boundary of a common component of
int(Cˆ \ Ω1∞), say Q1,+∞ . We consider the quadrilateral Q1,+∞ with vertices
Q1,+∞ (ζj′ , ζj′+1, ζk′ , ζk′+1) if j
′, k′ 6∈ {j, k}
and, otherwise, if say j′ = j, we consider the quadrilateral
Q1,+∞ (x, ζj′+1, ζk′ , ζk′+1),
where x is the unique double point of Proposition 4.8. We henceforth consider the
case that j′ = j (the other setting is similar). Again we consider a conformal map
Ψ : Q1,+∞ → [0,M(Q1,+∞ )]× [0, 1]
which preserves vertices, and define a Beltrami coefficient µt in Q
1,+∞ by pulling back
νt := (Lt)z/(Lt)z ≡ (t− 1)/(t+ 1), t ∈ [1,∞)
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under ψ: µt(z) := ψ∗(νt(ψ(z))) for z ∈ Q1,+∞ . For z ∈ Q1,−∞ , define µt(z) := 0. Given
the definition of µt in int(Cˆ \ Ω1∞), we define as before:
µt(σ
−n(z)) := (σn)∗(µt(z)) for z ∈ int(Cˆ \ Ω1∞) and n ≥ 1,
where σ is the Schwarz reflection map associated to Ω1∞. Lastly, µt is defined to be
0 elsewhere. Analogous proofs of Propositions 4.6 - 4.7 hold to yield:
Proposition 4.9. With notation as above, there exists a family of quasiconformal
maps (φt)t∈[1,∞) : Cˆ → Cˆ, and a family of rational maps (ft)t∈[1,∞) such that
(φt)z/(φt)z = µt a.e., φt(∞) = ∞, f1 = f1∞, ft ∈ Σ∗d, and ft(Cˆ \ D) = φt(Ω1∞)
for all t ∈ [1,∞). Moreover, there exists a map f2∞ ∈ Σ∗d and a sequence of positive
real numbers (tn)↗∞ such that
(ftn)
n→∞−−−→ f2∞ uniformly on Cˆ
with respect to the spherical metric.
We define Ω2∞ := f2∞(Cˆ \ D), and show:
Proposition 4.10. The boundary of the quadrature domain Ω2∞ has d+1 cusps and
2 double points.
Proof. We introduce some notation (see also Figure 8). Proposition 2.8 implies that
each ft has d + 1 distinct critical points on T. We label these critical points in
counterclockwise order as ξt1, · · · , ξtd+1, with ξt1 having the minimal argument where
we take the branch 0 ≤ arg(z) < 2pi. We denote ζti := ft(ξti), and recall the notation
ζi := f
1∞(ξi). As in the proof of Proposition 4.8, we have that
(19) ζti = φt(ζi) for 1 ≤ i ≤ d+ 1 and 1 ≤ t <∞.
By taking a further subsequence in n if necessary, we have that
ξtn1
n→∞−−−→ ξ∞1 , · · · , ξtnd+1
n→∞−−−→ ξ∞d+1
for some ξ∞1 , · · · , ξ∞d+1 ∈ ∂D. Since ftn → f2∞ uniformly in the spherical metric,
it follows that ξ∞1 , · · · , ξ∞d+1 are critical points for f2∞. Moreover, ξ∞1 , · · · , ξ∞d+1 are
distinct since f2∞ ∈ Σ∗d.
Let xt := φt(x). Note that xt is a double point of the quadrature domain φt(Ω1∞)
for each t. Let ξt+, ξt− ∈ T denote the preimages of xt under ft. By taking a further
subsequence in n if necessary,
ξtn+ → ξ∞+ , and ξtn− → ξ∞− as n→∞,
for ξ∞+ , ξ∞− ∈ T respectively. By uniform convergence of ftn → f2∞, it follows that
f2∞(ξ∞+ ) = f2∞(ξ∞− ). We claim that ξ∞+ 6= ξ∞− . Indeed,
>
ξtn+ ξ
tn− contains at least two
critical points of ftn for each n, so that ξ∞+ = ξ∞− would imply that the common
value ξ∞+ = ξ∞− is a double critical point for f2∞, however this violates conformality
of f2∞ in C \ D. Thus ξ∞+ 6= ξ∞− , and so x∞ := f2∞(ξ∞+ ) = f2∞(ξ∞− ) is a double point
of ∂Ω2∞.
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The same arguments as in Proposition 4.8 apply verbatim to show that precisely
one double point is introduced in
φtn(Q
1,+
∞ )
(
xtn , ζ
tn
j′+1, ζ
tn
k′ , ζ
tn
k′+1
)
as n→∞ corresponding to an intersection point of the arcs
f2∞(
>
x∞ξ∞j′+1), f
2
∞(
>
ξ∞k′ ξ
∞
k′+1).
Thus it remains to be shown that no double points are introduced in φtn(Q
1,−∞ ) as
n→∞. As before, we consider all such a-priori possible double points and rule out
each, in turn:
• An arc f1∞(
>
ξi∞ξi+1∞ ) has a self-intersection.
This is disallowed because of Principle 1 (constant curvature principle).
• Two adjacent arcs f1∞(
>
ξi∞ξi+1∞ ), f1∞(
>
ξi+1∞ ξi+2∞ ) intersect at more than their
common endpoint.
This is disallowed because of Principle 1 (constant curvature principle).
• Non-adjacent arcs f2∞(
>
ξ∞m ξ∞m+1), f2∞(
>
ξ∞l ξ
∞
l+1) have non-empty intersection,
where both curves f1∞(
>
ξmξm+1), f1∞(
>
ξlξl+1) lie on the boundary of Q
1,−∞ .
This follows from conformal invariance of extremal length. Indeed, con-
sider the quadrilateral φtn(Q
1,−∞ )(ζtnm , ζ
tn
m+1, ζ
tn
l , ζ
tn
l+1), and let sa(n), sb(n)
denote the Euclidean path-distance between its a, b-sides. If f2∞(
>
ξ∞m ξ∞m+1),
f2∞(
>
ξ∞l ξ
∞
l+1) have non-empty intersection, then sa(n) → 0 but sb(n) 6→ 0 as
n→∞. Thus by Theorem 2.27,
M
(
φtn(Q
1,−
∞ )(ζ
tn
m , ζ
tn
m+1, ζ
tn
l , ζ
tn
l+1)
)→∞ as t→∞.
However, φtn is conformal on Q
1,−∞ for each n, so that
(20) M
(
φtn(Q
1,−
∞ )(ζ
tn
m , ζ
tn
m+1, ζ
tn
l , ζ
tn
l+1)
)
= M
(
Q1,−∞ (ζm, ζm+1, ζl, ζl+1)
)
for all n, and this is our needed contradiction since the right-hand side of
(20) is finite and does not depend on n.
• One of the arcs f2∞(
>
x∞ζ∞k+1), f
2∞(
>
ζ∞j x∞) has nonempty intersection with a
non-adjacent arc f2∞(
>
ξ∞i ξ
∞
i+1).
The same argument as above applies.

As already mentioned, iterating the above procedure |S| many times yields a
rational function
f∞ ≡ f |S|∞ ∈ Σ∗d
such that the quadrature domain
Ω∞ := f∞(Cˆ \ D)
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has precisely d+1 cusps and |S| double points. That the bi-angled tree corresponding
to the quadrature domain Ω∞ is isomorphic to T is a consequence of the definition
of S = ST . 
Lastly, we remark that the technical work done in Section 4 may be summarized
as proving the following Theorem:
Theorem 4.11. (Pinching Theorem) Let f ∈ Σ∗d. Choose a counter-clockwise la-
belling ξ1, ..., ξd+1 of the (necessarily distinct) critical points of f on T. Suppose
that
f(
>
ξjξj+1), f(
>
ξkξk+1)
do not intersect, but both intersect the boundary of a common bounded component of
Ĉ \ f(T).
Then there exists f∞ ∈ Σ∗d and a counter-clockwise labelling ξ∞1 , ..., ξ∞d+1 of the
(necessarily distinct) critical points of f∞ on T such that such that the arcs
f∞(
>
ξ∞j ξ
∞
j+1), f∞(
>
ξ∞k ξ
∞
k+1)
have a (necessarily unique) intersection point. Furthermore, if {m,n} 6= {j, k}, then
f∞(
>
ξ∞m ξ
∞
m+1), f∞(
>
ξ∞n ξ
∞
n+1) intersect if and only if f(
>
ξmξm+1), f(
>
ξnξn+1) intersect.
5. Bi-angled Trees Determine Extremal Quadrature Domains
The goal of this section is to prove that the bi-angled tree associated with an
extremal unbounded quadrature domain uniquely determines the quadrature domain
up to an affine map.
Theorem 5.1. Let Ω˜ and Ω be two unbounded extremal quadrature domains such
that T (Ω˜) and T (Ω) are isomorphic as bi-angled trees. Then, there exists an affine
map A with A(Ω˜) = Ω.
Remark 12. By Proposition 2.14, Theorem 5.1 is equivalent to injectivity of the map
(1)7→(2) in Theorem A.
Remark 13. It follows from a conformal removability result that the only extremal
unbounded quadrature domain of order 2 (up to Möbius equivalence) is the exterior
of a deltoid curve (compare [LLMM18a, §5.1]). More precisely, if Ω˜ is an unbounded
extremal quadrature domains of order 2 and Ω is the exterior of the deltoid curve,
we can first map the complement of one to that of the other by a conformal map
that preserves cusps (note that there are only 3 cusps and no double points on their
boundaries), and then lift it using the corresponding Schwarz reflections to obtain
a conformal isomorphism between the tiling sets. Furthermore, there is a conformal
isomorphism between the basins of attractions (of ∞) of the two Schwarz reflection
maps that conjugates the dynamics. These two conformal maps agree continuously
on the boundary of the tiling set (which is a Jordan curve, see [LLMM18a, Theo-
rem 5.11]) producing a homeomorphism of Ĉ that is conformal off the boundary of
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the tiling set. It now follows from conformal removability of the boundary of the
tiling set (see [LLMM18a, Corollary 5.22]) that this homeomorphism is, in fact, a
Möbius map; and hence, the quadrature domains Ω˜ and Ω are Möbius equivalent.
On the other hand, the lack of corresponding conformal removability results for
d ≥ 3 forces us to use dynamical tools to prove the above rigidity theorem. More
precisely, we prove rigidity of an extremal unbounded quadrature domain (of order
d ≥ 3) by demonstrating rigidity of the corresponding Schwarz reflection map using
a ‘pullback argument’.
5.1. The Augmented Tree. We will now define an augmented tree T̂ from a bi-
angled tree T (see Figure 9).
To do so, let us first color the vertices of T red. Now, for each vertex v of degree j
(j = 1, 2) in T , we add (3− j) new edge(s) that connect(s) v to (3− j) new vertices,
which we color blue. Moreover, we require that the counter-clockwise oriented angle
between any pair of edges meeting at v is 2pi3 . Finally, given any edge e in T (by
definition, it connects two red vertices), subdivide it into two edges by introducing a
blue vertex in the middle of the edge e. We will call the resulting tree the augmented
tree of T , and denote it by T̂ .
Now suppose that T = T (Ω), where Ω is an extremal unbounded quadrature
domain of order d. Then, T has (d − 1) vertices. It follows from the construction
of T̂ that T̂ has (d − 1) red vertices (each of degree 3), and (2d − 1) blue vertices
(of which (d + 1) have degree 1, and (d − 2) have degree 2). Every edge of T̂
connects a blue and a red vertex. Moreover, each red vertex of T̂ represents an
interior component of T = Cˆ\Ω, each blue vertex of degree 1 (respectively, of degree
2) stands for a cusp (respectively, a double point) on ∂T . There is an edge in T̂
connecting a red and a blue vertex if and only if the singular point corresponding to
the blue vertex lies on the boundary of the interior component of T corresponding
to the red vertex.
The bi-angled tree T and the corresponding augmented tree T̂ contain precisely
the same amount of information; i.e. one can be recovered from the other. Indeed,
the bi-angled tree T is obtained from the augmented tree T̂ by removing all the blue
vertices along with the edges of T̂ terminating at the blue vertices of degree 1. Thus,
the red vertices of T̂ are the only vertices of T . This is illustrated in Figure 9.
Definition 5.2. Two augmented trees T̂1, T̂2 are said to be isomorphic if there
exists a tree isomorphism between them preserving the color of each vertex and the
(counter-clockwise) cyclic order of edges meeting at each vertex.
The above discussion directly implies the following lemma.
Lemma 5.3. Two bi-angled trees T1 and T2 are isomorphic if and only if the corre-
sponding augmented trees T̂1 and T̂2 are isomorphic.
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4pi
3
2pi
3
4pi
3
4pi
3
Figure 9. Top: Two non-isomorphic bi-angled trees (for d = 5)
whose underlying topological trees are isomorphic. Bottom: No iso-
morphism between the corresponding augmented trees preserves the
circular order of edges meeting at each vertex.
Remark 14. The choice of pinching in the proof of Theorem 4.1 can be interpreted
in terms of the augmented tree of the bi-angled tree that one wants to be realized
by an extremal quadrature domain.
Given an augmented tree T̂ (coming from a bi-angled tree), let us build a “pinched
polygon” which serves as a topological model of the complement of a desired extremal
unbounded quadrature domain. Consider the Riemann map χ : Cˆ\D→ Cˆ\ T̂ fixing
∞. Then χ extends continuously to ∂D ∼= R/Z, and yields a parametrization of
T̂ by R/Z. Let {θ1, · · · , θd+1} be the pre-images of the (d + 1) blue vertices of
degree 1 (of T̂ ) under χ such that 0 ≤ θ1 < θ2 < · · · < θd+1. Now think of R/Z
as a polygon with vertex set {θ1, · · · , θd+1}. Note that each blue vertex of degree
2 has two pre-images under χ (as there are two accesses to such points in Cˆ \ T̂ ).
We connect these two pre-images by a hyperbolic geodesic in D. This produces a
lamination of D with (d − 2) leaves, where each leaf is a hyperbolic geodesic of D
along with its two end-points on ∂D. Taking the quotient of D by this lamination
(i.e. pinching each leaf to a point) yields a compact set S (a pinched polygon) with
(d + 1) marked non-cut points and (d − 2) cut-points on its boundary. All these
points correspond to the blue vertices of the tree T̂ . On the other hand, the interior
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components of S correspond to the red vertices of T̂ . Clearly, the augmented tree
associated with any realization of S (as the complement of an extremal quadrature
domain) is isomorphic to T̂ .
5.2. Proof of Theorem 5.1. Let Ω be an extremal unbounded quadrature domain
of order d. By Proposition 2.14, possibly after replacing Ω by its image under an
affine map, we can assume that there exists a rational map g ∈ Σ∗d of degree (d+ 1)
(in fact, a Suffridge polynomial) such that g : Cˆ\D→ Ω is a conformal isomorphism.
Since g has a (d − 1)-fold pole at the origin, it follows that the Schwarz reflection
map σ of Ω fixes ∞, and has a critical point of order d− 1 at ∞. In particular, ∞ is
a super-attracting fixed point of σ. Moreover, as all critical points of g lie on T and
at the origin, ∞ is the only critical point of the Schwarz reflection map σ.
Let us set T = Cˆ \ Ω, and T 0 = T \ {Singular points on ∂T}. The connected
components of T 0 are labelled as T1, · · · , Td−1. It follows from Proposition 2.3 that
σ : σ−1(Ω) → Ω is a proper branched d-cover (branched only at ∞), and σ :
σ−1(intT )→ intT is a (d+ 1)-cover.
By Proposition 3.2 and Corollary 3.5, the tiling set
T∞ ≡ T∞(σ) :=
∞⋃
j=0
σ−j(T 0)
is open, and its closure is a full continuum (in fact, T∞ has infinitely many con-
nected components, but adding the singular points ∪∞j=0σ−j(T \ T 0) to T∞ makes
it connected).
We denote the basin of attraction of the fixed point ∞ by B∞(σ). By Propo-
sition 3.2, B∞(σ) is a simply connected, completely invariant domain (under σ).
Hence, there exists a conformal isomorphism (which we call the “Böttcher coordi-
nate”) τ : Cˆ \ D → B∞(σ) that conjugates zd to σ. Moreover, by Theorem 3.4, we
have that
Cˆ = B∞(σ) unionsq T∞.
Let us now assume that Ω, Ω˜ are two extremal unbounded quadrature domains
of order d. For any object associated with the domain Ω, the corresponding object
associated with Ω˜ will be denoted with a “˜”.
Lemma 5.4. Let Ω˜ and Ω be two unbounded extremal quadrature domains such
that T (Ω˜) and T (Ω) are isomorphic as bi-angled trees. Then, there exists a cusp-
preserving homeomorphism Ψ : T˜ → T that maps int T˜i conformally onto intTi for
1 ≤ i ≤ d− 1.
Proof. By the assumption and Lemma 5.3, the corresponding augmented trees are
also isomorphic (in the sense of Definition 5.2). Since each red vertex of the aug-
mented trees represents some Ti or T˜i, we can re-label the components {T˜1, · · · , T˜d−1}
such that the red vertex corresponding to T˜i is mapped to the red vertex correspond-
ing to Ti by the isomorphism between their augmented trees.
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As the isomorphism between the augmented trees preserves the circular order of
edges meeting at each vertex, it induces a homeomorphism
Ψ : T˜ =
d−1⋃
i=1
T˜i → T =
d−1⋃
i=1
Ti
that maps ∂T˜i onto ∂Ti as an orientation preserving homeomorphism (note that
each ∂T˜i and ∂Ti is a topological triangle). In particular, Ψ sends the three singular
points on ∂T˜i to the three singular points on ∂Ti preserving their circular order.
Since each T˜i and Ti is a closed Jordan disk, the Riemann mapping theorem (along
with Carathéodory’s theorem) implies that Ψ can be chosen to be conformal on
int T˜i and preserve cusps, for each i = 1, · · · , d− 1. 
We continue to work with the hypotheses of the previous proposition. It follows
from the construction of Ψ that it maps the singular points on ∂T˜ onto those of ∂T .
The next proposition studies the asymptotics of the map Ψ near the singular points
on ∂T˜ .
Lemma 5.5. Ψ is asymptotically linear near the singular points on ∂T˜ . More
precisely, if ζ˜0 is a singular point on ∂T˜ with ζ0 = Ψ(ζ˜0), then
Ψ(ζ˜) = ζ0 + c1(ζ˜ − ζ˜0) + o((ζ˜ − ζ˜0)) as ζ˜ → ζ˜0
where c1 ∈ C∗.
Proof. The proof is similar to that of [LLMM18b, Lemma 6.10]. However, as we are
dealing with a different setting here, we work out the details for completeness.
Let us first prove the statement for a cusp point ζ˜0 ∈ ∂T˜ . We set ζ0 = Ψ(ζ˜0). By
Proposition 2.10, ζ˜0 (respectively, ζ0) is a (3, 2) cusp. Thus, we can send ζ˜0 (respec-
tively, ζ0) to ∞ by a Möbius map such that the image of T˜ near ζ˜0 (respectively,
the image of T near ζ0) is a curvilinear strip S˜ (respectively, S) bounded by the
non-singular real-analytic curves y = v1(x) = k1 + k2
√
x + k3/
√
x + o(1/
√
x) and
y = v2(x) = k1 − k2
√
x − k3/
√
x + o(1/
√
x), where x ≥ x0 for some large x0 > 0
(with possibly different constants for S). Note that as vi is a real-algebraic curve
(of negative curvature), we have that:
• v′i is continuous and of bounded variation on [x0,+∞] (i = 1, 2), and
• the strip S˜ (respectively, S) has boundary inclination 0 at ∞ (in the sense
of [War42]) since v′i(x)→ 0 as x→ +∞ (i = 1, 2).
We define θ1(x) := v1(x)−v2(x) = k2
√
x+2k3/
√
x+o(1/
√
x), and θ2(x) := (v2(x)+
v1(x))/2 = k1 + o(1/
√
x).
Let us now consider a conformal map b˜ (respectively, b) from the curvilinear strip
S˜ (respectively, S) to the right-half of the horizontal strip {y ∈ C : |y| < pi/2}.
Since the boundary curves vi (i = 1, 2) of the strip S˜ (respectively, S) satisfy the
above two properties, we can invoke [War42] to conclude that the conformal map b˜
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(respectively, b) from the curvilinear strip S˜ (respectively, S) to the horizontal strip
is of the form
(21) z = x+ iy 7→ k4 + pi
∫ x
x0
1 + (θ′2(t))2
θ1(t)
dt+ ipi
y − θ2(x)
θ1(x)
+ o(1) = k5
√
z +O(1),
as Re(z)→ +∞, where k5 ∈ C∗ (with possibly different constants for b). Moreover,
as v′i is continuous and of bounded variation on [x0,+∞], the asymptotic expres-
sion (21) holds uniformly with respect to Im(z).
It follows that the conformal map b−1 ◦ b˜ between the curvilinear strips S˜ and S
admits the asymptotics k6z + O(1) as Re(z) → +∞, for some k6 ∈ C∗ (uniformly
in Im(z)). Due to local connectivity of the above curvilinear strips, the conformal
map b−1 ◦ b˜ extends continuously to the boundary. Furthermore, since the above
asymptotics is uniform in Im(z), the boundary extension admits the same asymp-
totics k6z+O(1) as Re(z)→ +∞. Now going back to T˜ and T by the Möbius maps
used earlier, we conclude that Ψ is asymptotically linear near ζ˜0; i.e.
(22) Ψ(ζ˜) = ζ0 + k7(ζ˜ − ζ˜0) + o((ζ˜ − ζ˜0)),
for ∂T˜ 3 ζ˜ → ζ˜0, and some constant k7 ∈ C∗.
Let us now prove the assertion for a double point ζ˜0 ∈ ∂T˜ . As before, we set
ζ0 = Ψ(ζ˜0). By Proposition 2.11, the two distinct non-singular branches of ∂T˜ (re-
spectively, of ∂T ) have distinct osculating circles at ζ˜0 (respectively, at ζ0). Let us
denote the two (distinct) osculating circles to ∂T˜ (respectively, ∂T ) at ζ˜0 (respec-
tively, ζ0) by C˜1 and C˜2 (respectively, C1 and C2). We can send ζ˜0 (respectively,
ζ0) to ∞ by a Möbius map such that the images of C˜1 and C˜2 (respectively, C1
and C2) are the horizontal straight lines y = 0 and y = 1. Since the two distinct
non-singular branches of ∂T˜ (respectively, ∂T ) that meet tangentially at ζ˜0 (respec-
tively, at ζ0) have at least second order contact with their corresponding osculating
circles, the images of these two distinct non-singular branches of ∂T˜ (respectively,
∂T ) under the above Möbius map are curves of the form y = w1(x) = 0 + O(1/x)
and y = w2(x) = 1 + O(1/x) for x large enough. Thus, the image of T˜ near ζ˜0
(respectively, the image of T near ζ0) under the above Möbius map is a curvilinear
strip bounded by y = 0 + O(1/x) and y = 1 + O(1/x), where x ≥ x0 for some
large x0 > 0. As in the previous case, w′i is continuous and of bounded variation on
[x0,+∞], and the strips have boundary inclination 0 at ∞ (in the sense of [War42])
since w′i(x)→ 0 as x→ +∞ (i = 1, 2).
Let us now consider a conformal map b˜1 (respectively, b1) from the above curvi-
linear strip to the right-half of the horizontal strip {y ∈ C : |y| < pi/2}. Applying
[War42], we now conclude that the conformal map b˜1 (respectively, b1) from the
curvilinear strip to the horizontal strip is of the form k8z + o(z) as Re(z) → +∞,
where k8 ∈ C∗. Moreover, as w′i is continuous and of bounded variation on [x0,+∞],
the above asymptotic expression holds uniformly with respect to Im(z). It now fol-
lows that the conformal map b−11 ◦ b˜1 between the curvilinear strips (obtained by
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sending the double points on ∂T˜ and ∂T to∞) is of the form z+o(z) as Re(z)→ +∞
(uniformly in Im(z)). Once again, due to local connectivity of the above curvilinear
strips, b−11 ◦ b˜1 extends continuously to the boundary of the curvilinear strip. Since
the above asymptotics hold uniformly in Im(z), the boundary extension also admits
the same asymptotics z + o(z) as Re(z)→ +∞. Finally, going back to T˜ and T by
the Möbius maps used earlier, we conclude that the asymptotics of Ψ near ζ˜0 is of
the form (22). 
T2 T1
Figure 10. The dynamical plane of the Schwarz reflection map σ
associated with the extremal unbounded quadrature domain realizing
the unique bi-angled tree with 2 vertices. The limit set of σ is the
common boundary of the tiling set and the basin of infinity.
The above analysis of the asymptotics of Ψ near the singular points of ∂T˜ will
allow us to extend it to a global quasiconformal map.
Lemma 5.6. Ψ can be extended to a quasiconformal map on Cˆ such that it is a
conformal conjugacy between σ˜ and σ in a neighborhood U of ∞.
Proof. Note that by Proposition 2.14, there exist g, g˜ ∈ Σ∗d such that g(Cˆ \ D) = Ω,
and g˜(Cˆ \D) = Ω˜. Moreover, both g, g˜ have (d+ 1) simple critical points on T. Let
us denote the set of all non-zero critical points of g˜ (respectively, of g) by crit∗(g˜)
(respectively, by crit∗(g)), and the set of all points on T that are mapped by g˜
(respectively, by g) to the double points on ∂T˜ (respectively, on ∂T ) by pinch(g˜)
(respectively, by pinch(g)).
Using g : T→ ∂Ω = ∂T and g˜ : T→ ∂Ω˜ = ∂T˜ , we can lift the map Ψ : ∂T˜ → ∂T
to a homeomorphism Ψ̂ : T→ T that sends crit∗(g˜) onto crit∗(g) and pinch(g˜) onto
pinch(g).
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(T, ξ˜0)
Ψ̂−−−−→ (T, ξ0)yg˜ yg
(∂T˜ , ζ˜0)
Ψ−−−−→ (∂T, ζ0)
We will now show that Ψ̂ is a quasisymmetric map. Since the map Ψ admits a
conformal extension to a neighborhood of T˜ 0 (the desingularized droplet), it follows
that Ψ̂ can conformally extended to a neighborhood of T \ (crit∗(g˜) ∪ pinch(g˜)).
Hence, we only need to check the quasisymmetry property of Ψ near crit∗(g˜) ∪
pinch(g˜).
To this end, let us first pick ξ˜0 ∈ pinch(g˜), and set ζ˜0 := g˜(ξ˜0). Then, ξ0 :=
Ψ̂(ξ˜0) ∈ pinch(g), and ζ0 := Ψ(ζ˜0) = g(ξ0) is a double point on ∂T . By Lemma 5.5,
the asymptotics of Ψ near ζ˜0 is of the form (22). Moreover, g˜ (respectively, g) has
non-zero derivative at each point of pinch(g˜) (respectively, of pinch(g)). Hence, the
lifted map Ψ̂ is asymptotically linear near ξ˜0; i.e.
(23) Ψ̂(ξ˜) = ξ0 + c2(ξ˜ − ξ˜0) + o((ξ˜ − ξ˜0)),
for T 3 ξ˜ → ξ˜0, and some constant c2 ∈ C∗. This implies that if I and J are sub-arcs
of T with |I| = |J | and I ∩ J = {ξ˜0}, then the ratio of the lengths of the images of
I and J under Ψ̂ is uniformly bounded. It follows that Ψ̂ is quasisymmetric near
points of pinch(g˜).
Let us now pick ξ˜0 ∈ crit∗(g˜), and set ζ˜0 := g˜(ξ˜0). Then, ξ0 := Ψ̂(ξ˜0) ∈ crit∗(g),
and ζ0 := Ψ(ζ˜0) = g(ξ0) is a cusp point on ∂T . Since g˜ has a simple critical point
at ξ˜0, the Taylor series of g˜ at ξ˜0 is given by
(24) g˜(ξ˜) = ζ˜0 + c3(ξ˜ − ξ˜0)2 + o((ξ˜ − ξ˜0)2),
for some constant c3 ∈ C∗. Similarly, since g has a simple critical point at ξ0, the
Puiseux series of
(
g|Cˆ\D
)−1
at ζ0 is given by
(25)
(
g|Cˆ\D
)−1
(ζ) = ξ0 + c4(ζ − ζ0) 12 + o((ζ − ζ0) 12 ),
for some constant c4 ∈ C∗. Moreover, by Lemma 5.5, the asymptotics of Ψ near ζ˜0
is of the form (22). It follows that Ψ̂ has an asymptotics of the form (23) near ξ˜0. As
in the previous case, this implies that Ψ̂ is quasisymmetric near points of crit∗(g˜).
It now follows that Ψ̂ : T→ T is quasisymmetric (in fact, we have showed that Ψ̂ :
T→ T is C1). By the Ahlfors-Beurling extension theorem, we can extend Ψ̂ : T→ T
to a quasiconformal map Ψ̂ : Cˆ \ D→ Cˆ \ D. By construction, g ◦ Ψ̂ ◦ g˜−1 : Ω˜→ Ω
and Ψ : T˜ → T match continuously on ∂T˜ to produce a homeomorphism Ψˇ of Cˆ
that is quasiconformal on Cˆ \ ∂T˜ . Since analytic arcs are removable, it follows that
Ψˇ is a global quasiconformal extension of Ψ : T˜ → T .
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We now restrict the conformal conjugacy τ ◦ τ˜−1 (between σ˜ and σ) to a Jordan
domain U 3 ∞ and the map Ψˇ to a Jordan domain V ⊃ T∞ such that ∂U and ∂V
are smooth curves. Finally, choosing an arbitrary quasiconformal interpolation on
the annulus bounded by ∂U and ∂V , we obtain our desired map Ψ. 
We denote the union of the tiles of σ˜ (respectively, σ) of rank up to n ≥ 1 by E˜n
(respectively, En).
Proof of Theorem 5.1. Let us define a K-qc map Ψ0 of the sphere that agrees with
Ψ : T˜ → T (constructed in Lemma 5.4), and is a conformal conjugacy between σ˜
and σ in a neighborhood U of ∞. The existence of such a map is guaranteed by
Lemma 5.6.
Note that σ˜ (respectively, σ) fixes ∂T˜ (respectively, ∂T ) point-wise. Using the
(d+ 1) : 1 covering maps σ˜ : σ˜−1(T˜ 0)→ T˜ 0 and σ : σ−1(T 0)→ T 0, we can now lift
Ψ0 : T˜
0 → T 0 to a homeomorphism Ψ1 : σ˜−1(T˜ 0) → σ−1(T 0) that is conformal on
the interior. Clearly, Ψ1 : σ˜−1(T˜ 0) → σ−1(T 0) and Ψ0 : T˜ 0 → T 0 match on ∂T˜ 0
to produce a homeomorphism Ψ1 : E˜1 → E1 (that is conformal on the interior). In
fact, it conjugates σ˜ : ∂E˜1 → ∂T˜ 0 to σ : ∂E1 → ∂T 0 (both of which are degree d
coverings).
Moreover, σ˜ : Cˆ \ int E˜1 → Cˆ \ int T˜ 0 and σ : Cˆ \ intE1 → Cˆ \ intT 0 are degree d
branched coverings branched only at ∞. Since Ψ0 fixes ∞, we can lift Ψ0 via σ˜ and
σ to obtain a K-qc homeomorphism from int (Cˆ \ E˜1) to int (Cˆ \ E1) (note that we
get the same constant K as we lift by two anti-holomorphic maps σ˜ and σ). The lift
can be chosen so that it matches continuously with Ψ1|∂E˜1 (as constructed in the
previous paragraph). By quasiconformal removability of analytic arcs, we obtain a
K-qc map Ψ1 of the sphere (since ∂E˜1 has zero area, removing it does not affect
the dilatation of Ψ1). Moreover, Ψ0 and Ψ1 agree on T˜ ∪ U .
By iterating this lifting procedure (using the degree d coverings σ˜ : Cˆ \ int E˜1 →
Cˆ\ int T˜ 0 and σ : Cˆ\ intE1 → Cˆ\ intT 0), we obtain a sequence of K-quasiconformal
maps {Ψn}n of the sphere so that
(26) σ ◦Ψn = Ψn−1 ◦ σ˜, on Ĉ \ int T˜ ,
and
(27) Ψn ≡ Ψn−1, on E˜n−1 ∪ σ˜−(n−1)(U).
Due to compactness of the family of K-quasiconformal homeomorphisms, there
exists a K-quasiconformal homeomorphism Ψ∞ (of Ĉ) that is a subsequential limit
of the sequence {Ψn}n. By Equations 26 and 27, we have that
σ ◦Ψ∞ = Ψ∞ ◦ σ˜, on B∞(σ˜) ∪
(
T˜∞ \ int T˜
)
.
By continuity, the above identity continues to hold true on Ĉ \ int T˜a.
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By construction, we have that Ψ∞(T˜ ) = T , and hence Ψ∞(Ω˜) = Ω. Moreover,
Equations 26 and 27 imply that the quasiconformal map Ψ∞ is conformal on T˜∞ ∪
B∞(σ˜). Since L(σ˜) has measure zero (by Proposition 3.6), it follows from [Ahl06,
§II.B, Corollary 2] that Ψ∞ is conformal on Ĉ. Since Ψ∞ fixes ∞, it follows that
A := Ψ∞ is our desired affine map with A(Ω˜) = Ω. 
Theorem 5.7. There is a bijection between affine equivalence classes of extremal
unbounded quadrature domains of order d and isomorphism classes of bi-angled trees
with (d− 1) vertices.
Proof. This follows from Theorems 4.1 and 5.1. 
6. Crofoot-Sarason Polynomials
In this section, we will study a special class of polynomials, known as Crofoot-
Sarason polynomials (see Subsection 2.6 for the definition of CS polynomials), and
prove a classification theorem for CS polynomials in terms of bi-angled trees (see
Theorem B). CS anti-polynomials (which are complex conjugates of CS polynomials)
will play a central role in the mating description for extremal Schwarz reflection
maps, which will be studied in a sequel to this work. Since the classification result
for CS polynomials (equivalently, CS anti-polynomials) in important in its own right,
we write this section in a self-contained manner.
Throughout this section, we denote a CS polynomial by q, and the corresponding
CS anti-polynomial by p; i.e. p(z) := q(z). The filled Julia set of p is denoted
by K(p); this is the set of all points in C that have bounded forward orbit under
iteration of p. Its boundary ∂K(p) is called the Julia set of p. By Subsection 2.7,
K(p) is a locally connected full continuum.
The following two propositions describe the structure of “touching” of the imme-
diate basins of attractions of the d− 1 critical fixed points of p (see Figure 12).
Proposition 6.1. Let q(z) be a CS polynomial, and denote by U1, ..., Ud−1 the d−1
immediate basins of attraction of the d− 1 critical fixed points of p(z) = q(z). Then
d−1⋃
i=1
Ui is connected.
Proof. We work by way of contradiction: suppose that U1 is disjoint from U2, ...,
Ud−1. We will show that there must then be more than 3d − 2 fixed points of p,
contradicting Theorem 2.21 (see Figure 11).
For each 1 ≤ i ≤ d− 1 there is a conformal map
φi : Ui → D such that φ ◦ p ◦ φ−1(z) = z2.
The conjugacy φi : Ui → D extends homeomorphically to φi : ∂Ui → ∂D since Ui is
locally connected (see [Mil06, Lemma 19.3]) and Ui is full. Thus it follows that the
map
p : Ui → Ui
UNIVALENT POLYNOMIALS AND HUBBARD TREES 45
U3 U2
U1
U3 U2
U1
Figure 11. Left: A valid configuration of fixed immediate basins
for a CS anti-polynomial of degree 4 (the non-critical fixed points
are marked in red). Right: No CS anti-polynomial of degree 4 can
admit such a configuration of fixed immediate basins; indeed, this
configuration produces 11 fixed points of the anti-polynomial (8 non-
critical and 3 critical), but the maximum possible number of fixed
points is 3 · 4− 2 = 10.
has three fixed points on ∂Ui (and one interior critical fixed point).
Let ζ be a non-critical fixed point of p. Since p is locally an orientation-reversing
homeomorphism at ζ and the basins of attraction are fixed (as sets) by p, it follows
that ζ can lie on the boundary of at most two basins of attraction. Furthermore, we
claim that there must be at least one non-critical fixed point of p which is on the
boundary of precisely one basin of attraction Ui, i > 2. This follows since the filled
Julia set K(p) of p is full. Thus a simple count yields that p has at least
4︸︷︷︸
fixed points in U1
+ (d− 2)︸ ︷︷ ︸
critical fixed points in Ui, i>1
+ 3(d− 2)︸ ︷︷ ︸
fixed points in ∂Ui, i>1
− (d− 3)︸ ︷︷ ︸
shared fixed points
> 3d−2
fixed points, which is our needed contradiction. 
Proposition 6.2. Let q(z) be a CS polynomial with notation as in Proposition 6.1,
and i, j ∈ {1, · · · , d− 1} with i 6= j. Then either
Ui ∩ Uj = ∅, or Ui ∩ Uj = {ζ},
where ζ is a non-critical fixed point of p. Moreover, in the latter situation, Ui and
Uj are the only bounded Fatou components touching at ζ.
Proof. If
Ui ∩ Uj 6= ∅,
it follows from fullness of K(p) that there can be at most one intersection point ζ.
That ζ is a fixed point of p follows since p(ζ) must also then lie in the intersection
of Ui, Uj . Furthermore, as the fixed point ζ lies on ∂Ui, which is contained in the
Julia set of p, it cannot be a critical point. The last statement is a consequence of
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the fact that p is a local orientation-reversing diffeomorphism in a neighborhood of
ζ. 
It is known that if q(z) is a CS polynomial of degree d, then p has (3d− 2) fixed
points; i.e. it realizes the upper bound of [KS03]. The proof of this fact given in
[Gey08] uses Lefschetz fixed point theorem. On the contrary, our analysis yields a
dynamical description of these fixed points.
Proposition 6.3. Let q(z) be a CS polynomial of degree d. Then p has exactly
(3d−2) fixed points; (d−1) of which are super-attracting, and the remaining (2d−1)
are repelling.
Proof. By definition, p has (d− 1) distinct fixed critical points in C. Moreover, each
Ui has exactly three distinct fixed points on its boundary. This gives at most 3(d−1)
distinct fixed points of p on the boundary of ∪d−1i=1Ui. Since K(p) is full and at most
two distinct Uj can touch at a fixed point, it follows from the proof of Proposition 6.1
that exactly (d− 2) of these boundary fixed points lie on the common boundary of
two distinct Uj . We conclude that there are exactly 3(d − 1) − (d − 2) = (2d − 1)
distinct fixed points on the boundary of ∪d−1i=1Ui. But this already accounts for
(2d− 1) + (d− 1) = (3d− 2) distinct fixed points of p in C. By Theorem 2.21, these
are all the fixed points of p.
The non-critical fixed points of p lie on ∂Ui (for some i = 1, · · · , d−1), and hence
cannot be (super-)attracting. Since each critical point of p is fixed, the non-critical
fixed points cannot be indifferent either [Mil06, Theorem 10.15, 11.17]. Hence, all of
the (2d− 1) non-critical fixed points of p are repelling. 
We will now deduce from the previous results that the angled Hubbard tree of a
CS anti-polynomial (defined in Subsection 2.7) has the structure of a bi-angled tree.
Proposition 6.4. The angled Hubbard tree T (p) of a CS anti-polynomial p of degree
d is a bi-angled tree with (d− 1) vertices.
Proof. We will continue to use the notations of Proposition 6.1.
Let us first observe that the three radial lines {re2piiθ : θ ∈ {0, 13 , 23}, r ∈ [0, 1)} ⊂ D
are set-wise fixed by z2. For each immediate basin of attraction Ui (of a finite super-
attracting fixed point of p), the pre-images of these radial lines under the Böttcher
coordinate φi are fixed (as curves) by p. These are called the fixed internal rays
of Ui. Note that since each Ui is a Jordan domain with exactly three fixed points
on its boundary, the three fixed internal rays of Ui land at distinct repelling fixed
point on ∂Ui. Propositions 6.1 and 6.2 now imply that the Hubbard tree T (p) of p
is contained in the union of the fixed internal rays of U1, · · · , Ud−1 along with their
landing points. Moreover, T (p) intersects the Julia set of p precisely at the (d− 2)
fixed points that are cut-points of ∪d−1i=1Ui. It also follows from Propositions 6.1
and 6.2 that every branch point of T (p) is a fixed critical point of p, and there are
exactly three edges meeting at such a branch point. Hence, T (p) has precisely (d−1)
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Figure 12. The dynamical plane of a critically fixed degree 3 anti-
polynomial whose angled Hubbard tree (shown in yellow) is isomor-
phism to the unique bi-angled tree with 2 vertices.
vertices that are fixed critical points of p in C, and each vertex has valence at most
3.
As the fixed internal rays forming the Hubbard tree have angles 0, 2pi3 , or
4pi
3 (in
Böttcher coordinates), it follows that the counter-clockwise oriented angle between
two fixed internal rays meeting at a fixed critical point is 2pi3 or
4pi
3 . It now follows
from the definition of bi-angled trees given in Remark 5 that T (p) has a natural
bi-angled tree structure. 
To realize each bi-angled tree as the angled Hubbard tree of some CS anti-
polynomial, we will endow a bi-angled tree with an orientation-reversing angled tree
map (see Subsection 2.7), and invoke the realization theorem [Poi13, Theorem 5.1].
Proposition 6.5. Each bi-angled tree T with (d − 1) vertices is isomorphic to the
angled Hubbard tree of a CS anti-polynomial of degree d.
Proof. Let us fix a bi-angled tree T with (d − 1) vertices. Recall that T can be
viewed as an angled tree so that the counter-clockwise oriented angle between a pair
of edges meeting at a vertex of T is 2pi3 or 4pi3 . We define a local degree function
deg : V (T )→ N by setting deg(v) = 2, for all v ∈ V (T ). The relations
−2(2pi
3
) =
2pi
3
, and − 2(4pi
3
) =
4pi
3
, (mod 2pi)
imply that τ ≡ id is an orientation-reversing angled tree map of degree d on T .
Moreover, since all vertices of T are critical and fixed under τ , it follows that all
vertices are of Fatou type. Hence, the condition of being expanding (in the sense
of [Poi13, §1]) is vacuously satisfied by the orientation-reversing angled tree map
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τ : T → T . The realization theorem [Poi13, Theorem 5.1] now provides us with
a postcritically finite anti-polynomial p of degree d such that the angled Hubbard
tree of p is isomorphic to T , and p has (d− 1) distinct, fixed critical points in C (as
the angled tree map τ has the same). Therefore, p is our desired CS polynomial of
degree d whose angled Hubbard tree is isomorphic to T . 
We now prove the following Theorem:
Theorem 6.6. There exists a bijection between equivalence classes of CS polynomials
of degree d (respectively, affine conjugacy classes of CS anti-polynomials of degree d)
and isomorphism classes of bi-angled trees with (d− 1) vertices.
Proof. By Proposition 6.4, for any CS polynomial q of degree d, the angled Hubbard
tree of the corresponding CS anti-polynomial p = q is a bi-angled tree with (d− 1)
vertices. Thanks to Proposition 2.23 and the fact that the angled Hubbard trees of
affinely conjugate anti-polynomials are isomorphic, the map
q 7→ T (p)
induces a map from the equivalence classes of CS polynomials of degree d to isomor-
phism classes of bi-angled trees with (d− 1) vertices (see Definition 2.18).
Surjectivity of the above map is the content of Proposition 6.5.
Finally, suppose that there exist two CS polynomials q1 and q2 (of degree d)
such that the angled Hubbard trees of p1 := q1 and p2 := q2 are isomorphic. By
Propositions 6.1 and 6.2, the angled tree dynamics induced by p1 and p2 on their
respective Hubbard trees are isotopic to the identity (relative to the vertices of the
respective trees). The uniqueness part of [Poi13, Theorem 5.1] now implies that p1
and p2 are affinely conjugate. Hence, by Proposition 2.23, the CS polynomials q1
and q2 are equivalent in the sense of Definition 2.22. This completes the proof of
injectivity of the map between equivalence classes of CS polynomials (of degree d)
and isomorphism classes of bi-angled trees (with (d− 1) vertices).
Similarly, the bijection between affine conjugacy classes of CS anti-polynomials
(of degree d) and isomorphism classes of bi-angled trees (with (d − 1) vertices) is
obtained by sending a CS anti-polynomial p to its angled Hubbard tree T (p). 
Remark 15. A quite different proof of the existence Theorem 6.5 can be given in
terms of Hele-Shaw flow and quasiconformal surgery. Indeed, given a bi-angled tree
T , we have proved the existence of an extremal unbounded quadrature domain Ω of
order d with its associated bi-angled tree isomorphic to T . Following [LM16, §5.3],
we now run Hele-Shaw flow for a sufficiently small time on the corresponding droplet
which produces a new unbounded quadrature domain Ωˇ (also of order d) with non-
singular boundary and of connectivity (d − 1). In particular, the new droplet has
(d− 1) connected components each of which is a topological disk with non-singular
boundary. Denoting the Schwarz reflection map of Ωˇ by σˇ, one now observes that
σˇ : σˇ−1(Ωˇ) → Ωˇ is an anti-rational-like map of degree d (in the sense of [Buf03,
Definition 4]) with a unique pole at∞. Arguing as in the proof of [LM16, Lemma 4.3]
(see [Buf03, Theorem 4] for a similar surgery procedure in the holomorphic case),
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one now concludes that σˇ : σˇ−1(Ωˇ) → Ωˇ extends to an anti-quasiregular map (of
Ĉ) of degree d with a unique pole at ∞ and a simple fixed critical point in each
component of the droplet. Moreover, this anti-quasiregular map is quasiconformally
conjugate to an anti-rational map of degree d. Clearly, this straightened map is an
anti-polynomial of degree d with (d − 1) distinct fixed critical points in the plane.
Using Propositions 6.1 and 6.2, one may argue that the angled Hubbard tree of this
critically fixed anti-polynomial is isomorphic to T .
7. The Class S∗d
As already mentioned in the Introduction, the class Σ∗d is related to the more
classical space S∗d (also defined in the introduction). Arguing as in the proof of
Proposition 2.8, one sees that for f ∈ S∗d , f(T) has (d − 1) cusps. Analogous to
the Σ∗d setting, we will call f ∈ S∗d a Suffridge polynomial if f(T) has the maximal
number of double points: d−2 according to Lemma 2.2 of [LM14]. Given a Suffridge
polynomial f ∈ S∗d , there is a natural rooted binary tree T (f) associated with f (see
Definitions 7.1, 7.2 and Table 2 below). In this Section we will prove analogous
existence and rigidity results (corresponding to Theorems 4.1, 5.1 already proven for
Σ∗d) for the class S
∗
d .
Definition 7.1. A rooted binary tree is a planar, rooted tree for which every vertex
has a left child, a right child, neither, or both.
Definition 7.2. For an extremal bounded quadrature domain Ω of degree d > 2, we
associate a rooted binary tree T = T (Ω) = (V,E) as follows. Since d > 2, there is a
unique bounded fundamental tile T1 which shares a common boundary point c1 with
the unique unbounded fundamental tile T0. Assign a rooted vertex at 1 associated
to T1. T1 has two remaining cusps c2, c3 (labelled so that (c1, c2, c3) is counter-
clockwise). For j = 2, 3, we include in V the point 1+exp(i(pi/3+(2− j)2pi/3)) and
in E the linear segment connecting 1 to 1 + exp(i(pi/3 + (2 − j)2pi/3)) if and only
if the cusp point cj is a boundary point of two fundamental tiles. This defines at
most two new vertices and edges in T . We perform a similar procedure for each new
vertex, allowing for edges to decrease in length in successive steps of this procedure
so as to avoid self-intersection. This recursively defines the rooted binary tree T .
Definition 7.3. Two rooted binary trees T , T ′ are said to be isomorphic if they
are isomorphic as trees via a planar homeomorphism which preserves the root, and
left/right children.
Remark 16. One usually makes no mention of isomorphism for rooted binary trees
and simply identifies isomorphic rooted binary trees. With this convention, for
instance, there is precisely one rooted binary tree with one vertex, and precisely two
rooted binary trees with two vertices (see Table 2). This is the convention used in
the statement of Theorem B. It will nevertheless be useful for us to have Definition
7.3 for the statements and proofs of Theorems 7.7, 7.8.
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d Rooted Binary tree Droplet Suffridge Polynomial
2 ∅ z + z22
3 z + 2
√
2
3 z
2 + z
3
3
4 z + 32Ae
itz2 +Ae−itz3 + z
4
4
4 z + 32Ae
−itz2 +Aeitz3 + z
4
4
5 z + 85
√
2
3z
2 + 65z
3 + 45
√
2
3z
4 + z
5
5
Table 2. Pictured are all the Suffridge polynomials (with associated rooted binary trees
and droplets) in S∗d for d = 2, 3, 4, and one Suffridge polynomial in S
∗
5 . The rooted vertex
is marked white, whereas non-rooted vertices are marked black. Here
A = (1/2)
√
3
(√
15− 3
)
, t = (1/3) cos−1
(
(3/16)
√
9 + 5
√
15
)
.
For the case d = 3, see [Kös51], [CR68] and [Bra67]. For the case d = 4, see [Mic70]. The
polynomial corresponding to d = 5 appears in [LM14].
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7.1. Dynamics of Schwarz Reflections Arising from S∗d. A straightforward
adaptation of Proposition 2.3 implies that for f ∈ S∗d , the domain Ω := f(D) is a
bounded quadrature domain with associated Schwarz reflection map
σ := f ◦ η ◦ (f |D)−1 .
The map σ has a d-fold pole at the origin, and no other critical point in Ω. Moreover,
σ : σ−1(Ω)→ Ω is a covering map of degree (d− 1), and σ : σ−1(int Ωc)→ int Ωc is
a degree d proper branched covering map (branched only at 0).
As in Subsection 3.2, we define T := Cˆ\Ω, T 0 = T \{The singular points on ∂T},
and
T∞(σ) :=
⋃
n≥0
σ−n(T 0).
We will call T∞(σ) the tiling set of σ.
As in the case for Σ∗d, the cusps (respectively, the double points) on ∂Ω are of the
type (3, 2) (respectively, are intersection points of two distinct non-singular branches
of ∂Ω with a contact of order 1).
The proof of the next proposition is completely analogous to that of Proposition 3.2.
Proposition 7.4. The tiling set T∞(σ) is open. Its closure T∞(σ) is a compact,
connected set.
The following result states that the family of Schwarz reflections arising from Σ∗d is
quasiconformally closed:
Proposition 7.5. Let g ∈ S∗d , Ω := g(D), and σ the Schwarz reflection map of
Ω. Further, let µ be a σ-invariant Beltrami coefficient on Cˆ, and Φ : (Ĉ, 0) →
(Ĉ, 0) be a quasiconformal map satisfying Φz/Φz = µ a.e.. Then Φ(Ω) is a simply
connected bounded quadrature domain. If the quasiconformal map Φ is normalized
appropriately, there exists h ∈ S∗d with Φ(Ω) = h(D), and Φ◦σ ◦Φ−1 is the Schwarz
reflection map of Φ(Ω).
Proof. Arguing as in the proof of Proposition 3.3, one first sees that Ωˆ := Φ(Ω) is a
bounded quadrature domain with Schwarz reflection map σˆ := Φ◦σ ◦Φ−1 : Ωˆ→ Cˆ.
Since g ∈ S∗d , we know that σ has a pole of order d at the origin. Normalizing
Φ so that it fixes ∞, we conclude that σˆ also has a pole of order d at the origin.
Moreover, σˆ : σˆ−1(Ωˆ)→ Ωˆ is a covering map of degree (d− 1). Hence, an analogue
of Proposition 2.3 for bounded quadrature domains provides us with a rational map
h of degree d such that h(D) = Ωˆ and h is conformal on D. We may normalize h so
that h(0) = 0. Since the Schwarz reflection map σˆ of Ωˆ has a pole of order d at the
origin, it follows that h has a pole of order d at ∞. Hence, h must be a polynomial
of the form
h(z) = a1z + a2z
2 + · · ·+ adzd.
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Note also that since ∂Ω has (d− 1) cusps, h must have (d− 1) critical points on T.
The rest of the proof is similar to that of Proposition 3.3. More precisely, by post-
composing Φ with multiplication by a non-zero complex number, and conjugating h
by a rotation, one concludes that a1 = 1, and ad = 1/d; i.e. h ∈ S∗d . 
Lastly, we state a counterpart of Proposition 3.4 for the family S∗d .
Proposition 7.6. Cˆ = T∞(σ).
Proof. As in the proof of Proposition 3.4, one can use Proposition 7.5 and finite-
dimensionality of the family of Schwarz reflections arising from S∗d to show that
every connected component of Cˆ \ T∞(σ) is eventually periodic. The fact that the
unique critical point of σ lies in its tiling set now implies that Cˆ \ T∞(σ) may not
have any periodic component as the closure of such a component must intersect the
closure of the post-critical set of σ. Hence, Cˆ\T∞(σ) = ∅, and the result follows. 
7.2. Existence in S∗d. In this subsection we prove an existence theorem for S
∗
d
which is analogous to the Theorem 4.1 for the class Σ∗d:
Theorem 7.7. Let T be a rooted binary tree. Then there exists an extremal bounded
quadrature domain Ω such that T (Ω) is isomorphic to T .
Proof. Following [Suf69], we define, for d > 2:
Ak,j :=
d− k + 1
d
sin kjpi/(d+ 1)
sin jpi/(d+ 1)
(j, k = 1, 2, ..., d),
and
P (z; d, j) :=
d∑
k=1
Ak,jz
k.
Let f := P (z; d, 1). The following geometric description of f(T) is proven in [Suf69]
(see also Figure 13): f(T) has precisely (d − 1)/2 double points (each real-valued)
if d is odd, and (d − 2)/2 double points (each real-valued) if d is even. Enumerate
the double points of f(T) as x1, ..., xl where x1 < x2 < ... < xl, and denote the two
preimages of xj as ζ±j for 1 ≤ j ≤ l. The curve f(T) has two R-symmetric cusps
cj , cj with xj < Re(cj) < xj+1 for each 1 ≤ j ≤ l − 1. If d is odd, there are two
further cusps cl, cl with Re(cl) > xl. If d is even, there is one more cusp cl ∈ R with
Re(cl) > xl.
Following [LM14], we claim that there exists a polynomial
r(z) =
d−1∑
j=2
ajz
j
such that:
(1) r′(z) is self-dual in Πd−1, i.e. r′(z) = zd−1r(1/z).
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(a) P (z; 5, 1) (b) P (z; 6, 1)
Figure 13. Pictured is the image of T under certain polynomials of
degrees 5 and 6 studied in [Suf69]. The proof of Theorem 7.7 uses an
approach in [LM14] to “separate” all but the left-most double point,
whence the techniques in the proof of Theorem 4.1 apply.
(2)
Re
(
r(ζ+j )− r(ζ−j )
(ζ+j )
(d+1)/2
)
= 0 for j = 2, ..., l.
(3) r(ζ+1 ) = r(ζ
−
1 ).
Such a polynomial exists because Πd−1 has d − 2 real dimension, whereas the
last two conditions give us l < d − 2 homogeneous linear equations. Then, for
sufficiently small δ, gδ(z) := f(z) + δr(z) ∈ S∗d and has a unique double point gδ(ζ±1 )
(see Section 3.2 of [LM14]). All cusps of gδ(T) are contained on the boundary
of the unique bounded component of C \ gδ(D). The techniques in the proof of
Theorem 4.1 now apply to yield any pattern of allowable maximal pinchings in this
bounded droplet. 
7.3. Rigidity in S∗d. The goal of this subsection is to prove a rigidity theorem for
S∗d to the effect that extremal bounded quadrature domains are uniquely determined
by their rooted binary trees.
Theorem 7.8. Let Ω˜ and Ω be two bounded extremal quadrature domains such that
T (Ω˜) and T (Ω) are isomorphic as rooted binary trees. Then, there exists an affine
map A with A(Ω˜) = Ω.
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Proof. The proof is an adaptation of Theorem 5.1, so we only outline the necessary
modifications.
The fact that T (Ω˜) and T (Ω) are isomorphic as rooted binary trees implies that
the arguments in the proof of Lemma 5.4 can be used to define a conformal map
Ψ : T˜ → T such that
• Ψ maps the unbounded connected component of int T˜ onto that of intT ,
• Ψ(∞) =∞,
• Ψ sends the cusps (respectively, double points) on ∂T˜ to the cusps (respec-
tively, double points) on ∂T .
Since the cusps (respectively, the double points) on the boundaries of T˜ and T are
of the type (3, 2) (respectively, are intersection points of two distinct non-singular
branches with a contact of order 1), we can argue as in Lemmas 5.5 and 5.6 to
conclude that Ψ admits a quasiconformal extension to Ĉ. We now lift the qua-
siconformal map Ψ by iterates of the Schwarz reflection maps σ˜ and σ to obtain
a sequence of quasiconformal maps with uniformly bounded dilatation (the lifting
is possible because Ψ maps the unique critical value ∞ of σ˜ to the unique critical
value∞ of σ). Finally, we pass to a subsequential limit of these quasiconformal maps
which conformally conjugates σ˜ to σ on the tiling set T∞(σ˜). Since Cˆ = T∞(σ˜) (see
Proposition 7.6) and the boundary of the tiling set has zero area, this limiting map is
in fact a global conformal conjugacy between σ˜ and σ. The theorem now follows. 
7.4. Counting Suffridge Polynomials. Lastly, we consider the problem of count-
ing Suffridge polynomials of order d.
Theorem 7.9. Let d ≥ 2. Then
(28) #
({
f ∈ S∗d : f has d− 2 double points
}/
Zd−1
)
=
1
d− 1
(
2(d− 2)
d− 2
)
.
Proof. By an analogue of Proposition 2.14 for S∗d , the left-hand side of (28) is the
number of bounded extremal quadrature domains (of order d) up to affine equiva-
lence. It then follows from Theorems 7.7 and 7.8 that the left-hand side of (28) is the
number of rooted binary trees with d− 2 vertices, and this is given by the sequence
of Catalan numbers Cd−2 (given by the right-hand side of (28)). 
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