This paper presents the formulation of an optimal control methodology for nonlinear stochastic systems, where the control objective is to obtain a feedback law that would minimizes the higher order statistics associated with the traditional integral quadratic cost. The two part control scheme proposed here consist of approximating the probability density function associated with the nonlinear plant by the Gaussian sum approach and utilizing the existing deterministic optimal control schemes to obtain a feedback law that would minimize the higher order statistics that is of interest. Since both components are interdependent, an iterative scheme is required to obtain the optimal solution.
I. Introduction
Optimal control theory involves determining the best possible input or control that would attain some future goal. An important challenge in the study of stochastic dynamical systems is the determination of an optimal control or decision-making strategy taking into account the inherent uncertainty in the problem due to uncertain initial conditions, disturbances and modeling errors, which can be described using probabilistic models of uncertainty. The stochastic systems of interest here are described by Itô differential equations where the main source of uncertainty is the external disturbance of white noise which represent the joint effect of a large number of independent random forces acting on the system. For deterministic systems, the optimal control problem can be solved using the Pontryagin Minimum Principle (PMP) 1 which is a pair of ordinary differential equations or the Hamilton-Jacobi-Bellman (HJB) 2 equation which is a partial differential equation. Most of current approaches to the stochastic optimal control is based on an extension to the existing deterministic PMP/HJB approach by only considering the first moment associated with an integral quadratic random cost of the following form:
In the presence of random noise, the PMP formalism can be generalized and yields a set of coupled stochastic differential equations, but they become difficult to solve due to the final and initial conditions. 3 On the other hand, the extension of HJB framework to stochastic systems is mathematically quite straight-forward. However, the numerical solution of either the deterministic or stochastic HJB equation is in general difficult due to the curse of dimensionality. Numerical discrete-time solutions to the nonlinear stochastic optimal control may be obtained by modeling the dynamic process using a Markov Chain and considering the optimal control problem as a Markov Decision Process (MDP). 4 The dynamic programming scheme, which is based on Bellman's principle of optimality, is widely used in the MDPs. 5 Dynamic programming often suffers from three curses of dimensionality, i.e., in the state space, in the outcome space and in the action space. Numerous Approximate Dynamic Programming (ADP) 6 methods have been proposed for overcoming the curse of dimensionality associated with dynamic programming.
Though the traditional stochastic optimal control problem only considers the first moment associated with the integral quadratic cost, recently numerous literatures [7] [8] [9] have continued to show that, for a linear system, a higher order statistical control is quite competitive when compared to their first moment counterparts such as the Linear Quadratic Gaussian (LQG) control. The objective of the proposed approach here is to obtain a feedback law for a nonlinear stochastic system which minimizes the higher order moment associated with the traditional integral quadratic cost. Calculation of higher order moments of the cost requires the knowledge of the joint probability density function (pdf) associated with the extended nonlinear system. In order to obtain this probability density function, one needs to solve the corresponding Fokker-Planck Kolmogorov equation [10] [11] [12] [13] (FPKE). Analytical solutions for the FPKE exist only for a stationary probability density function and are restricted to a limited class of dynamical systems. 10, 11 Various numerical methods have been proposed to solve the FPKE, [14] [15] [16] [17] [18] generally using the variational formulation of the problem. However, these methods are severely handicapped for higher dimensions because the discretization of the space over which pdf lives is, computationally impractical. In this paper, we will make use of the recently developed adaptive Gaussian mixture model approach to solve the FPKE efficiently. The main idea of this approach is to approximate the joint probability density function by a weighted sum of independent Gaussian pdfs. The weights associated with each Gaussian elements are selected so that the FPKE residual error is minimized over an area of interest. [19] [20] [21] An advantage of this approach is that the problem of solving FPKE is posed as a convex optimization problem with a unique solution. In Refs. [19] [20] [21] [22] [23] , the effectiveness of this approach has been demonstrated in solving the FPKE for higher dimension problems including the 6-D spacecraft attitude estimation problem 22 and orbit uncertainty propagation.
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After approximating the probability density function, one could easily calculate the higher order statistics associated with the random cost. Afterwards, existing deterministic optimal control schemes can be utilized to obtain a feedback law that would minimize the higher order statistics of interest. The structure of the paper is as follows: first, the generic framework to solve the optimal control scheme is presented followed by the detailed description of the method. Finally, simulation results are presented to validate the proposed ideas.
II. Controller Formulation
Details on the development of an higher order moment based optimal controller for nonlinear stochastic systems is depicted here through an example. Let (Ω, F , {F t } t≥t0 , P) denote a complete filtered probability space, where F is a σ-field, {F t } t≥t0 is a collection of sub-σ-fields called a filtration and P is a probability measure on the measurable space (Ω, F ). Additionally, the elements of Ω are denoted by ω and the members of F are called events. Now consider the following nonlinear Itô stochastic differential equation
The stochastic state, X(t) X(t, ω) : [t 0 , t f ] × Ω → R n , is a random vector for fixed t; for convenience, the dependency of a stochastic process on ω is not explicitly shown. The nonlinear term, h (X(t)) : R n → R n , is assumed to satisfy some local Lipschitz condition and growth condition so that there exist a unique and continuous solution X of Eq. (1) whose law is uniquely determined by the laws of X 0 and B. The control input and the disturbance influence term are given as u(t) and g(t), respectively. Finally, the stochastic external disturbance B(t) B(t, ω) :
n is assumed to be a stationary Wiener process with zero mean and a correlation of increments, Q, i.e.,
Consider the following traditional integral quadratic cost function
Assuming a linear feedback controller of the form u(t) = K(t)X(t), the cost function can be rewritten as
Define the accumulated cost, V (t), as
Thus dV (t) may be written as
Appending the accumulated cost to the system state yields the following extended system
Let Z(t) = X T (t) V (t) T , now Eq. (6) can be rewritten as
where
The usual stochastic optimal control approach involves obtaining a feedback law which minimizes the first moment associated with the integral quadratic cost given in Eq. (2) . Recently, numerous literatures 7-9 have continued to show that, for a linear system, a higher order statistical control is quite competitive when compared to their first moment counterparts. The objective of the stochastic optimal control methodology presented here is to obtain a feedback law which minimizes an arbitrary higher order moment of the traditional integral quadratic cost: min
In order to calculate the higher order statistics of the cost, one needs to know the joint probability density function of X(t) and V (t), i.e., p Z (z, t). The probability density function of Z(t) associated with the extended nonlinear stochastic system given in Eq. (7) may be obtained by solving the corresponding FPKE:
The FPKE is a formidable problem to solve, because of the following issues: 1) Positivity of the pdf, 2) Normalization constraint of the pdf:
No fixed Solution Domain: how to impose boundary conditions in a finite region and restrict numerical computation to regions where p >∼ 10 −9 . Analytical solutions for the FPKE exist only for a stationary probability density function and are restricted to a limited class of dynamical systems.
10, 11 Thus researchers are actively looking at numerical approximations to solve the FPKE, [14] [15] [16] [17] [18] generally using the variational formulation of the problem. However, these methods are severely handicapped for higher dimensions because the discretization of the space over which pdf lives is computationally impractical. Several other approximate techniques exist in the literature to approximate the higher order statistics, the most popular being Monte Carlo (MC) methods, Gaussian closure, 24 Equivalent Linearization, 25 and Stochastic Averaging. 26, 27 All of these algorithms except Monte Carlo methods are similar in several respects, and are suitable only for linear or moderately nonlinear systems, because the effect of higher order terms can lead to significant errors. Monte Carlo methods require extensive computational resources and effort, and become increasingly infeasible for high-dimensional dynamic systems. 28 In this study, we will make use of recently developed Gaussian mixture model approach to solve the FPKE by approximating the forecast pdf using a finite Gaussian mixture model and tools from convex optimization. Here, we briefly discuss the main idea and demonstrate its effectiveness in solving the optimal control problem by assuming X to be a scaler quantity.
A. Gaussian Sum Approximation Using Fokker-Planck Kolmogorov Equation Residual Minimization
In this subsection, a Gaussian sum approach is used to approximate the joint probability density function, p Z (z, t), based on FPKE residual minimization scheme introduced in Ref. 20 . For notational simplicity, assume n = 1, i.e.,
Now the corresponding FPKE can be written as
The control formulation presented here utilizes the Gaussian sum approach to approximate the joint probability density function. In Gaussian sum approach the unknown pdf is approximated by a weighted sum of N independent Gaussian pdfs N i (µ i (t), Σ i (t)), 19, [29] [30] [31] i.e.,
where µ i (t) and Σ i (t) indicate the mean and covariance associated with each Gaussian. Assuming the covariance of each separate Gaussian density is sufficiently small for all time evolution, the mean and covariance associated with each Gaussian is propagated using the following extended Kalman filter equations 26, 26, 30, 32, 33 
For small error covariance values, the Gaussian sum approximation is shown to be highly precise. In a high noise environment, frequent re-initialization algorithm is required to keep the error covariance of each separate Gaussian density is sufficiently small. 30 Now the time derivative of the individual Gaussians can be calculated as
Letp Z (z, t) be the approximated joint probability density function, i.e.,
Sincep Z (z, t) is an approximation of the true pdf, p Z (z, t), the time evolution ofp Z (z, t) should also be governed by the FPKE given in Eq. (11) . Now substitutingp Z (z, t) into the FPKE yields
Substituting Eq. (16) into Eq. (17) yields
The FPKE residual is now defined as
Define w(t) = w 1 (t) w 2 (t) . . . w N (t) , now the weight associated with each Gaussian elements are selected so that the FPKE residual error is minimized over an area of interest, [19] [20] [21] i.e., min
w i (t k ) = 1 and
A major challenge in solving this minimization problem consist of evaluating integrals involving the Gaussian pdfs over the area (x × v). This area can be defined based the fact that the mass of Gaussian pdf concentrate in a finite volume around its mean. This is one of the major advantages of using Gaussian mixture model since it automatically defines the space over which the probability mass lies. Also, these integrals can be computed exactly for polynomial nonlinearity and in general can be approximated by using Gaussian Quadrature, Monte Carlo integration or Unscented Transformation.
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B. Optimal Control Formulation
Now that we have an approach to approximate the joint probability density function, p Z (z, t), the k th -order moment of the cost, E[J k ], can be easily obtained. Given in this subsection are the details on obtaining the cost moments and attaining an optimal feedback law that would minimize the cost moment of interest.
The moment generating function M XV (θ x , θ v ) associated with the stochastic processes X(t) and V (t) can be written as.
12, 25, 34
where θ x and θ v are moment generation parameters. Solving the optimization problem in Eq. (20) yield an approximation to the joint pdf p Z (z, t). Usingp Z (z, t), Eq. (21) can be approximated as
, now Eq. (22) can be written as
Now the moment generating function of V (t) can be written as
Note that the k th moment of
For example, the second moment of V (t) can be written as
Now assume the control objective is to minimize the second moment of the integral quadratic cost function in Eq. (2), i.e., minimize M V (t f ). Thus given the weights w(t), the optimal control problem corresponding to minimizing the second cost moment can be formulated as
For the first order system considered here, the general optimal control problem corresponding to minimizing the k th -cost moment can be written as
The optimal control problem given in Eq. (28) is deterministic and it can be solved using the PMP approach as shown next. In order to solve the above mentioned optimal control problem, construct the Hamiltonian H of the form 32, 35, 36 
where {λ 1i , λ 2i , . . . , λ 5i } are the co-states. The co-state equations can be obtained from
The optimality condition is given as
From the transversality condition, the terminal conditions for the co-states are given as
Notice that the moment equations given in Eq. (28) are defined by their initial values while the co-state equations are defined by their terminal values. The optimal feedback law, K(t), would depend on both moment and co-states. Therefore one needs to solve the corresponding two-point boundary value problem to obtain the optimal feedback law. Numerical solutions to such boundary value problems may be obtained using shooting methods or gradient based optimization schemes.
C. Summary
The proposed optimal control formulation utilizes the Gaussian sum approach to approximate the joint probability density function associated with the extended nonlinear system. The weights associated with each Gaussian elements are selected so that the FPKE residual is minimized over an area of interest.
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Based on the approximated probability density function, one could easily calculate the higher order statistics of the random cost. Afterwards, existing deterministic optimal control schemes can be utilized to obtain a feedback law that would minimize the higher order statistics that we are interested in. Though the weights associated with the individual Gaussian pdf are not explicit functions of the feedback gain K(t), the solution to the optimization problem in Eq. (20) depends on the feedback gain. Conversely, the solution to the optimal control problem given in Eq. (28) depends on the weights associated with the individual Gaussian pdf. Therefore the optimal control problem corresponding to minimizing the k th -cost moment needs to be solved iteratively and given next are the iterative steps 1. Assume an initial feedback gain K(t) 2. Using the feedback gain, solve the following convex optimization problem to obtain an optimal set of weights associated with the Gaussian sum approach:
Using the calculated weights, solve the following optimal control problem to attain the optimal feedback law:
4. Repeat steps two and three until the feedback gains and the weights converge to an optimal solution within acceptable tolerance Details of this iterative approach is more clearly explained in the numerical example given next.
III. Numerical Example
For numerical simulations, we consider the following first order nonlinear system
where the system parameters a, b, and c are selected as −0.23, −0.10, and −0.70, respectively. Correlation for the increments of the stationary Wiener process, B(t), with zero mean is selected to be q = 1 × 10 −4 . For the first simulation, we consider the first moment associated with the traditional quadratic cost, i.e.,
Thus for the first simulation, the optimal control problem may be written explicitly as a functional of the mean and the variance of the system state. In order to evaluate the performance of the proposed optimal control approach, the current problem of interest is solved as a deterministic optimal control problem where the system mean and variance are obtained using the Gaussian closure method. The optimal control solution obtained using the Gaussian closure technique is then compared against the proposed Gaussian sum approach.
A. Gaussian Closure Approach
The moment equations for the mean, µ x (t), and the variance σ xx (t), of the stochastic process X(t) may be approximated using the Gaussian closure method as follows
Using Eqs. (37) and (38) the stochastic optimal control problem corresponding to the minimization of the first moment of the quadratic cost may be written as a deterministic control problem as
After constructing the Hamiltonian as
the co-state equations corresponding to the optimal control problem in Eq. (39) may be written as
From the transversality condition, the terminal conditions for the co-state can be obtained as
Finally the optimality condition may be written as
B. Gaussian Sum Approach
Using the Gaussian sum approach given in Eq. (28), the optimal control problem corresponding to the minimization of the first moment of the quadratic cost may be written as
Now construct the Hamiltonian as
Based on the Hamiltonian given in Eq. (42), the co-state equations may be written as
C. Results
For simulation purposes, the initial mean and covariance are selected as
The Gaussian sum approach utilized here consist of two components, i.e., N = 2, and details on the individual components can be found in Table 1 . Figure 1(a) indicate that the mean response obtained from the Gaussian sum approach is lower then the result obtained from the Gaussian closure approach. Similar argument can be made about the system variance response given in Fig. 1(b) . Figure 1(c) compares the optimal feedback gain obtained from the Gaussian sum approach and the Gaussian closure approach. Given Fig. 2 are the variance associated with the extended system in Eq. (7) and the weights of individual Gaussian components. The pdf associated with the final cost, J(tf ), may be approximated by a Monte Carlo simulation. Given in Fig. 3 is the cost pdf obtained using the proposed Gaussian sum approach and the Gaussian closure approach. Figure 3 clearly indicate that the first moment of the quadratic cost obtained using the Gaussian sum approach is much lower compared to the one obtained using the Gaussian closure technique. For the second simulation, the second moment associated with the traditional quadratic cost is minimized. Thus the optimal control problem may be written as
It is important to note that the only difference between the formulation of the Gaussian sum approach for the first moment minimization and the second moment minimization is the change of terminal conditions on the co-state variables due to the trasversality condition. For the second moment minimization, the terminal conditions for the co-states can be obtained as Figure 5 indicate that the second moment of the quadratic cost obtained for the second simulation is lower compared to the one obtained for the first simulation. To be precise, the cost variance obtained for the first simulation is 1.7237 × 10 −4 and the cost variance obtained for the second simulation is 1.0831 × 10 −4 . On the contrary, the cost mean obtained for the first simulation is slightly better than that obtained for the second simulation. That is, the cost mean obtained for the first simulation is 2.56058, and the cost mean obtained for the second simulation is 2.56065. The simulation results given here indicate that the proposed optimal control approach was able to yield desirable results when implemented on a simple first order system. 
IV. Conclusion
This paper presents the preliminary formulation of a stochastic optimal control methodology where the control objective is to obtain a feedback law which minimizes the higher order statistics associated with the traditional integral quadratic cost. The proposed control scheme involves two main parts. The first part consist of approximating the probability density function associated with the extended nonlinear system by Gaussian sum approach where the unknown pdf is approximated by a weighted sum of independent Gaussian pdfs. The weights associated with each Gaussian element are selected so that the Fokker-Planck residual error is minimized over an area of interest. The second part involves utilizing existing deterministic optimal control schemes to obtain a feedback law that would minimize the higher order statistics that is of interest. It is important to notice that the weights associated with the Gaussian pdfs depend on the feedback law and optimal feedback law is a function of the weights. Therefore the proposed control approach has to be solved iteratively. The results presented here indicate that the proposed approach was able to yield desirable results when implemented on a first-order nonlinear stochastic system. Finally, the authors fully appreciate the truth that the results from any test are difficult to extrapolate, however, the preliminary results do provide compelling evidence and a basis for optimism.
