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In the present work we shall address the issue of electrical conductivity in superconductors in
the perspective of superconducting domain wall solutions in the realm of field theory. We take our
set up made out of a dynamical complex scalar field coupled to gauge field to be responsible for
superconductivity and an extra scalar real field that plays the role of superconducting domain walls.
The temperature of the system is interpreted through the fact that the soliton following accelerating
orbits is a Rindler observer experiencing a thermal bath.
PACS numbers: 11.27.+d
I. INTRODUCTION
In this paper we present an alternative description of superconductivity in field theory. We take advantage of the
rich and well stablished features involving classical soliton solutions, mainly those formulated in multi-scalar fields [1–
4]. The reason for using such solutions in our purpose is twofold. Firstly, because they can develop internal structures
such as condensates which are fundamental for studying superconductivity. Alternatively, this opens the possibility
of studying superconducting solitons. The first example of such objects were the superconducting strings [1, 2] —
other developments in domain walls with internal structures were also considered in [3, 4]. Secondly, because these
solutions can follow non-trivial orbits in the field space [4]. They mostly force the solitons to move into accelerated
trajectories. As such, we can identify these solitons as non-relativistic Rindler observers experiencing a thermal bath.
As we shall see, this will be fundamental to introduce temperature in the system in a very natural way and identify
several important quantities such as the condensate and resistivity as a function of the temperature. We believe this
alternative can open a new window for investigating superconductivity in field theory through superconducting solitons
since there exist many types of soliton solutions in many well established field theories such a way superconducting
solitons can also be identified. This new perspective may complement and shed some new light on earlier studies of
High-Tc superconductivity in field theory focused on ‘particle excitations’ only [5].
In the present study, we take our set up made out of a dynamical complex scalar field coupled to the abelian gauge
field to be responsible for superconductivity and an extra real scalar field that plays the role of superconducting
domain walls. They are domain wall backgrounds that develop a condensate in their core. Furthermore, the domain
wall model is a good approximation for superconductors presenting, for instance, a layer-type perovskite-like structure
[6, 7]. The quantum field theory can explain some effects of superconductivity. The results can be obtained with an
appropriate classical regime of a quantum field theory inspired by the Ginzburg-Landau (GL) theory [8]. Though
initially proposed as a phenomenological theory, the GL theory can be shown to be a limiting case of a microscopic
theory [9] such as the Bardeen-Cooper-Schrieffer (BCS) [10] theory of superconductivity. The domain of validity of
the GL theory is shown to be restricted to temperatures sufficiently near the critical temperature and to spatially
slow varying fields [7].
The paper is organized as follows. In Sec. II we address the issue of type II domain wall solutions in field theory
coupled to gauge field. We consider such solutions as backgrounds fields to solve a Schroedinger-like equation for the
electromagnetic field. In Sec. III we compute the condensate at finite temperature. The temperature of the system is
interpreted through the fact that the soliton following accelerating orbits is a Rindler observer experiencing a thermal
bath. In Sec. IV we calculate the optical conductivity in terms of the frequency and temperature. In the limit of very
low frequencies and temperatures the superconductor develops infinite DC conductivity, as expected. Furthermore, in
this regime we can easily read off the binding energy ∆ of a Cooper pair from the real part of the optical conductivity.
At some temperature around the critical temperature the AC resistivity develops an effect commonly seen in High−Tc
superconductors [6]. Finally, in Sec. V we make our final comments.
2II. SUPERCONDUCTING TYPE II DOMAIN WALLS SOLUTION
To obtain superconducting domain walls is needed a complex scalar field with charge q that must couple to a real
scalar field that produces the domain walls. By introducing a coupling between the complex scalar field and the
electromagnetic field, the former develops a condensate inside the domain wall which becomes superconducting and
develops almost all the properties of a superconducting material. The superconducting domain wall developing a
condensate can be generated by the following Lagrangian with the Z2 × U(1) symmetry:
L = 1
2
∂µφ∂
µφ+ (∂µχ+ iqAµχ)(∂µχ
∗ − iqAµχ∗)
− V (φ, χ, χ∗)− 1
4
FµνF
µν , (1)
where µ, ν = 0, 1, 2, ..., d are bulk indices for arbitrary (d − 2)-dimensional domain walls. We shall focus on two-
dimensional domain walls with bulk indices running as µ, ν = t, x, y, r. The potential V (φ, χ, χ∗) is chosen appropri-
ately so that the domain wall becomes a superconductor
V (φ, χ, χ∗) =
1
2
λ2(φ2 − a2)2 + λµ(φ2
−a2) |χ|2 + 1
2
µ2 |χ|4 + µ2φ2 |χ|2 . (2)
The real scalar field φ develops Z2 symmetry and is responsible to form the domain wall, whereas the charged scalar
field χ develops a condensate inside the domain wall and is also responsible to produce type II domain walls. The
equations of motion for the real and complex scalar fields coupled to electromagnetic field are given by
φ+
∂V
∂φ
= 0, (3)
χ+
∂V
∂χ∗
− 2iqAµ∂µχ− q2AµAµχ = 0, c.c., (4)
Aµ + iq(χ
∗∂µχ− χ∂µχ∗) + 2q2Aµ|χ|2 = 0. (5)
For Aµ = 0 the scalar real sector produces domain wall solutions whose kink profiles are the following well-known
BPS static solutions obtained in terms of first order formalism and a specific superpotential [4]. The type I solution
φ(r) = −a tanh (λar),
χ = 0, (6)
and the type II solution
φ(r) = −a tanh (2µar),
χ(r) = ±a
√
λ
µ
− 2 sech (2µar), (7)
where r is the spatial coordinate transverse to the domain walls. These solutions correspond to straight and elliptic
orbit, respectively [4] — See Fig. 1. They have the same Bogomol’nyi energy. Note that for sufficiently large λ/µ the
elliptic orbit
φ2 +
(λ
µ
− 2
)−1
χ2 = a2, (8)
passes through the ‘supersymmetric vacuum’ φ = 0 and χ = ±
√
λ/µ — global minima of the scalar potential written
in terms of first derivatives of superpotential [4]. As we shall discuss later, this will correspond to zero temperature,
which agrees with the formation of a condensate inside the superconducting domain wall.
Now considering these solutions as background fields we solve the equation of motion for electromagnetic field (5)
on these backgrounds. By introducing Aµ(t, r) = Aµ(r)e
−iωt and χ(t, r) = χ(r)e−iθt we obtain the Schroedinger-like
equation for Ax (or Ay) as follows
−A′′x +
1
4
ℓ2sech2 (αr)Ax = ω
2Ax, (9)
3FIG. 1: Elliptic orbits followed by the type II kink. The temperature becomes high from the top (T = 0) to bottom (T = Tc)
orbits.
where ℓ = 2
√
2qa
√
λ
µ − 2 and α = 2µa. This is a well-known Schroedinger problem with a sech-type barrier potential
whose solution is given by
Ax(ω, α, ℓ, r) =
(
sech (α r)
)
−
iω
α
2F1
[
a1 , a2 ; a3 ;
1
2
(1− tanh (α r))
]
, (10)
where 2F1 is a hypergeometric function with the parameters defined as
a1 =
1
2
−2iω + α+√−ℓ2 + α2
α
,
a2 = −1
2
2iω − α+√−ℓ2 + α2
α
, (11)
a3 = − iω − α
α
.
III. THE CONDENSATE AT FINITE TEMPERATURE
The usual manner to introduce finite temperature in quantum field theory is through path integral with Euclidean
time whose period is related with the temperature of the system. In this sense the path integral turns out to be the
partition function from which one can obtain Bose-Einstein and Fermi-Dirac statistics for bosonic and fermionic fields,
respectively. Furthermore, in curved spacetime or equivalently for accelerated observers such statistics tell us that
the temperature is related to surface gravity or acceleration — see [11] for further details. In our system although
the superconducting domain wall is living in a flat spacetime its related soliton (i.e., its BPS kink profile (7)) is
accelerated in the field space as a non-relativistic Rindler observer — see below. As we have previously mentioned we
shall take advantage of this fact to identify the temperature of the system as in the following. We shall first attempt
to convince the reader that the parameter α can be indeed related to the temperature of the system. The orbits
of Fig. 1 followed by the BPS solutions into the (φ, χ)-plane make the type II kink solutions to experiment constant
accelerations. One can think of such soliton solutions following accelerating trajectories (or orbits). We can also see
these trajectories in a ‘Lorentzian’ signature in (φ, χ)-plane by making the change φ→ iφ — see Fig. 2 — and r → iτ
in the BPS solutions (7).
The soliton in this sense is a Rindler observer experiencing a thermal bath of bosonic and fermionic modes that are
distributed, respectively, according to Bose-Einstein and Fermi-Dirac statistics (this is the Unruh effect [11])
< nΩ >=
1
exp
(
2piΩ
a
)∓ 1 , (12)
4where the constant acceleration a is promptly identified with the Unruh temperature T = a2pi and Ω are the fre-
quencies of the thermal radiation. In the following we show that the solution (7) indeed describes an accelerated
FIG. 2: Hyperbolic worldlines (orbits) followed by the type II solitons in ‘Lorentzian’ signature of the (φ,χ)-space.
trajectory. Firstly, we redefine the fields φ, χ in terms of coordinates of space and time as follows φ = αa t(τ) and
χ = αa
(
λ
µ − 2
)1/2
z(τ) such that
t(τ) =
1
α
tanhατ,
z(τ) =
1
α
sechατ , (13)
where τ ≡ x is identified with (Euclidean) proper time. Now using the definition of the acceleration aµ = d2x(τ)µdτ2 we
find that
a ≡√aµaµ = α− 1
2
α(ατ)2 + ...
≃ α. (14)
In the last step we have assumed the regime of very slow velocities v = aτ ≪ 1 (non-relativistic Rindler observer).
Thus, using the Unruh temperature we find α ≃ 2πT that we shall simply assume throughout the paper the useful
correspondence
α ≡ T. (15)
On the other hand, let us now compute the analog of acceleration in the (φ, χ)-plane. Actually we will be indeed
calculating the inverse of acceleration since the coordinates (φ, χ) have dimension of energy instead of length as in
the usual sense. We can now define the acceleration of the system as
a(r0)
−1 =
d2χ
dφ2
∣∣∣∣
r0
, (16)
where r0 is some point on the bulk. The r.h.s. of Eq. (16) can be written in terms of the superpotential [4] and type
II kink solutions in the form
d2χ
dφ2
∣∣∣∣
r0
=
d
dφ
(
dχ
dφ
)∣∣∣∣
r0
=
d
dφ
(
Wχ
Wφ
)∣∣∣∣
r0
=
Wφχ
Wφ
− WφφWχ
W 2φ
∣∣∣∣∣
r0
= −
√
λ
µ − 2
a sech (2µar0)
(
1 +
λ
µ
tanh2 (2µar0)
sech 2(2µar0)
)
, (17)
where the minus sign simply reflects the concavity of the orbits. The temperature can be now defined in the general
form
β =
∣∣∣∣d2χdφ2
∣∣∣∣
r0
, β =
1
T
. (18)
5In order to identify the temperature in terms of the parameters of the theory let us investigate the regime near the
core of the domain wall (i.e., in the supersymmetric vacuum φ = 0 and χ = ±
√
λ/µ), that is r0 ≈ 0 and λ/µ ≫ 1.
This means that the temperature is now defined through the following equation
1
T
=
√
λ
µ − 2
a
≈
√
λ
µ
a
, (19)
The equations (15) and (19) together with the fact that λa ≡ Tc (that by construction we assume to be the regime
of critical temperature, since for T < Tc we have shown that 2µa = T ), are easily satisfied by the the dimensionless
(λ, µ) and dimensionful (a) parameters, up to numeric irrelevant pre-factors, as follows
λ ∼ T
1/2
c
T 1/2
, µ ∼ 1
2
T 1/2
T
1/2
c
, a ∼ T 1/2c T 1/2. (20)
Let us now consider a region out of the core, that is 2µar0 ≪ 1 and λ/µ≫ 1. Now substituting these assumptions
into (17) we obtain the temperature
T =
a(λ/µ)−3/2
(2µar0)2
. (21)
Now the temperature has a dependence with four parameters. However, we shall keep using the correspondence
α = 2µa ≡ T and λa ≡ Tc as in the previous analysis. Thus, substituting again the parameters (20) into the
temperature (21) we readily find a relation between the critical temperature Tc and the scale r0 given by
T =
1
23/2Tcr20
. (22)
Since by definition the temperature T does not depend on r0 then
Tcr
2
0 = const. (23)
We are still tempted to write this formula in terms of atomic mass A in the bulk since the lattice parameter can be
well approximated by r0 ≃ A1/3 fm. Thus, we arrive to the isotopic mass formula [7]
TcA
2/3 = const. (24)
The condensate can be easily isolated by power expanding the scalar solution χ(r) in Eq. (7) around the core of the
type II domain walls at r ≈ 0 as
χ(r) = m− 1
2
mα2r2 + ..., (25)
with the condensate given by < χ >≃ m. We have written the original type II solution as φ(r) = −a tanhαr,
χ(r) = m sechαr. To find the explicit dependence of the condensate with the temperature we recall the original form
of the parameters m,α, that is
m = a
√
λ
µ
− 2, α = 2µa. (26)
Now substituting (20) into (26) allows us to obtain
m =
√
2Tc
√
1− T
Tc
, (27)
which implies that the condensate has precisely the desired form < χ >≃ m = √2Tc
√
1− T/Tc. We also note that
from the equation of motion of electromagnetic field Ax the effective condensate ‘seen’ by the electromagnetic field
is given in terms of the charge q, i.e., < χ >eff≃ ℓ = 2
√
2 q m or simply < χ >eff≃ 4 q Tc
√
1− T/Tc, where ℓ is
defined just below Eq. (9) — See Fig. 3 for the explicit behavior of the condensate < χ >eff with the temperature.
6FIG. 3: The effective condensate as a function of temperature for charges q = 1, 2, and 3 from bottom to top.
IV. CONDUCTIVITY
As well-known, from the Ohm’s law we can readily obtain the conductivity along a direction, say x-direction along
the domain walls, in the form
σx(x, y) =
Jx
Ex
=
A′x(0)
iωAx(0)
, (28)
where in the last step we used Ex = −∂tAx = iωAx, with Ax(t, r) = Ax(r)e−iωt and defined the current as Jx = A′x(0).
This can be justified by using the boundary conditions for the electromagnetic field on an interface at r = 0 (or in
other position as we shall consider later) that corresponds to a plane along the superconducting domain wall. More
specifically, the boundary conditions for the magnetic field at an interface is
nˆ× ~B = ~J, at r = 0 (29)
where nˆ is a normal vector to the surface of the domain wall and ~J is a surface current. For nˆ = (0, 0, 1) and
~A = (Ax, Ay, 0) the boundary condition (29) simply becomes
− ∂rAx(r) = Jx, at r = 0 (30)
which is nothing but our anticipated assumption Jx = A
′
x(0).
Now using the solution (10) for the electromagnetic field around a generic point r ≈ δ (sames as r0) we are able to
write the explicit form of the conductivity σx = σy ≡ σ as follows
σ(ω, α, ℓ, δ) =
1
8 i
(
4ω2 + 4 iω α− ℓ2) 2F1 [b1 , b2 ; b3 ; 12 (1 − tanh (α δ))]sech2 (α δ)
ω (iω − α) 2F1
[
a1 , a2 ; a3 ; 12 (1 − tanh (α δ))
] + tanh (α δ) , (31)
with the parameters b1 , b2 and b3 defined as
b1 = −1
2
2iω − 3α+√−ℓ2 + α2
α
,
b2 =
1
2
−2iω + 3α+√−ℓ2 + α2
α
, (32)
b3 = − iω − 2α
α
.
Recall we have previously defined the temperature α ≡ T and the condensate m ≃< χ >. We now consider the
conductivity normalized by the ‘effective condensate’ ℓ → qℓ, such that we define α = q−1q ℓ and ω = ωrq ℓ into σ.
We can still write αq<χ>eff = q
−1 and ωq<χ>eff = ωr (reduced frequency). Finally we substitute all over this into
(31)-(32). The results have shown that for δ ≈ 0 the optical conductivity — See Fig. 4 — is essentially the same
as the one computed at r = 0, i.e., at the core of the domain wall. On the other hand, as we shall see later, the
conductivity (or AC resistivity) as a function of the temperature is more sensitive to the values of δ. In the following
we focus on further characteristics of the optical conductivity by simply assuming αδ = 0.
7As ω → 0 and T → 0 the conductivity (31) approaches a delta function δ(ω). This is because for T → 0, we have
ℓ ∼ Tc. Thus, in this limit, α2 ≪ ℓ2 and ω2 ≪ ℓ2 implies that the real and imaginary parts of the conductivity, up to
a prefactor ∼ 2α/ℓ from the hypergeometric functions, can be written as
Reσ(ω) ∝ (ℓ/α)
2
(ω/α)2 + 1
→ δ(ω), Imσ(ω) ∝ (ℓ/α)
2
(ω/α)3 + ω/α
→ ℓ
2
α
1
ω
. (33)
Note that the distribution in real part of (33) tends to a delta function, whereas the imaginary part presents a pole.
This in accord with the Kramers-Kronig relations and Drude model of conductor in the limit of the relaxation time
due to scattering τ → ∞ (superconductor). We conclude from such discussion that in the limit ω → 0 at T → 0 our
model presents an infinite DC conductivity as expected for a superconductor.
FIG. 4: The real part of the conductivity as a function of the frequency normalized by the effective condensate. We use the
charges q = 8, 20, and 32 from top to bottom; δ = 0.01 and ℓ ≃< χ >eff= 4.
Now let us consider the conductivity as a function of the temperature. Repeating the previous analysis for αδ →∞
the argument in the hypergeometric functions goes to zero as e−2αδ. In this regime the ratio of the hypergeometric
functions in the conductivity formula can be well approximated by a series of a few terms. By keeping only leading
and next-to-leading terms we find
Reσ(ω, α) ∝ δ(ω)
(
1− 1
8
ℓ2
α2
e−2αδ + ...
)
≃ δ(ω)e− 18 (∆α )
2
, (34)
where
∆ = ℓe−αδ, (35)
precisely defines the binding energy of a Cooper pair as long as we identify ℓ = 2ωD as the Debye temperature and
δα = 1/V NF , being V > 0 the binding potential and NF the density of orbitals with Fermi’s energy. Note that the
limit δα → ∞ corresponds to V NF → 0 that is the limit of weak coupling which is in accord with the BCS theory.
On the other hand, the limit δα→ 0 corresponds to V NF →∞ that is the limit of strong coupling.
In order to go further into our analysis we extend the power expansion of the condensate in (25) to the expansion
around a plane r ≈ δ, parallel to the domain wall near its center given by
χ(r) = m sech(αδ)−m sech(αδ) tanh (αδ)α(r − δ) + ..., (36)
which allows us to redefine the usual condensate previously studied in the form < χ >≃ m sech (αδ) =√
2Tc
√
1− T/Tc sech (αδ) and the effective condensate as < χ >eff≃ ℓ sech (αδ) = 2
√
2 q m sech (αδ) or simply
< χ >eff≃ 4qTc
√
1− T/Tc sech (αδ). In the regime αδ →∞, particularly, we write the effective condensate given by
< χ >eff≃ 2ℓe−αδ. (37)
8The equations (35) and (37) now allow us to write the important relation
2∆
Tc
=
< χ >eff
Tc
. (38)
Recall the examples in Fig. 3 for the effective condensate for three distinct charges in the regime αδ → 0 previously
considered. Using the Eq. (38) we identify the relations between binding energy and the critical temperature given
by 2∆ ≃ 4Tc, 2∆ ≃ 8Tc e 2∆ ≃ 12Tc.
This seems to point out a behavior of High-Tc superconductors. For the sake of comparison we know that BCS
superconductors have a typical relation 2∆ ≃ 3.5Tc, whereas the High-Tc superconductors normally enjoy the relation
2∆ ≃ 5Tc to 2∆ ≃ 8Tc.
In the following we present the plot that describes the behavior of the real part of the low frequency AC resistivity
ρ = 1/σ as a function of the temperature — Fig. 5. Notice that for the resistivity sufficiently above the critical
FIG. 5: The real part of the AC resistivity at low frequencies as a function of temperature. We use δ = 0.40, 0.45, and 0.55,
from bottom to top; Tc = 3, ω = 0.8 and q = 1.
temperature Tc decreases almost linearly with the temperature. Moreover, as the system approaches the critical
temperature, the resistivity tends to locally increases, but decreases very quickly below the critical temperature until
achieve the resistivity very close to zero. This should be compared with the resistivity versus temperature for three
High-Tc superconductor samples of La-Ba-Cu-O with Tc = 35
oK by Bednorz and Mu¨ller [6]. This result confirms, at
least qualitatively, that our superconducting domain walls model agrees with some properties of cuprates which are
well-known layer-type perovskite-like structures. We still note that for values of δ larger than 0.40 the system tends
to reduce its critical temperature — see Fig. 5, the plots for δ = 0.45 and δ = 0.55.
Finally, as a last comment we can even improve our above discussions by considering more general orbits. The
original idea of trial orbit method [4] enables us extending the aforementioned elliptic orbit to general orbits
φ2 +
(λ
µ
− 2
)−1
χn = a2. (39)
Although much harder to deal with, this system will produce more general type I and type II solutions in such a way
that the condensate may have a more general power
< χ >≃ Tc
(
1− T
Tc
)1/n
. (40)
This extension may reveal an even more realistic analysis for considering domain wall description of superconductivity.
V. CONCLUSIONS
In this paper, by considering domain wall description of superconductivity, we have identified a relationship between
the binding energy of Cooper pairs and the effective condensate depending on the temperature and the electrical charge.
9For charges large enough we get a typical ratio of High-Tc superconductors. We calculate the optical conductivity and
show that in the regime of low temperatures and frequencies we get an infinite DC conductivity. We conclude that
the low frequency AC resistivity as a function of temperature is similar to what happens in High-Tc superconductors.
The critical temperature tends to be reduced when we move far from the condensate via the deviation position δ. As
future prospects, we intend to attack the problem by investigating other quantities such as the London penetration
depth and upper critical field Hc2 as a function of temperature and effects of anisotropy within the domain walls.
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