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Abstract:
In this paper we consider a generalized version of Carleman’s inequality. An equivalent
version of it states that ‖f‖A2αα ≤ ‖f‖H2 , where f is a holomorphic function and α > 1. If
the norms ‖f‖A2αα are decreasing in α, then the inequality holds for f . For a dense set of
functions, we calculate the derivative of the norms ‖f‖A2αα in α and give sufficient conditions
for this derivative to be non-positive. As an application, we prove the inequality for linear
combinations of two reproducing kernels. Some numerical evidences are also provided.
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1 Introduction
In this paper we consider a sharp inequality concerning the weighted Bergman norms and
the Hardy norm on the unit disc D. Recall that for 0 < p <∞, the Hardy space Hp consists
of all holomorphic functions f on D such that
‖f‖Hp := sup
0<r<1
(∫ 2pi
0
|f(reiθ)|p dθ
2pi
) 1
p
<∞.
For α > 1, the weighted Bergman space Apα consists of all holomorphic functions f on D such
that
‖f‖Apα :=
(∫
D
|f(z)|p(α− 1)(1− |z|2)αdµ(z)
) 1
p
<∞,
where dµ(z) = (1−|z|2)−2 dxdy
pi
is the Mo¨bius invariant measure of the unit disc. The inequality
we are considering in this paper is the following.
Conjecture 1. For any 0 < p ≤ 2 and any f ∈ Hp,
‖f‖A2
2/p
≤ ‖f‖Hp . (1.1)
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In the case when p = 1, (1.1) is the Carleman’s inequality (cf. [14]). For p = 1/k where k
is any positive integer, Burbea [9] showed that (1.1) holds true. If one releases the restriction
on the controlling constants, that is, if one asks whether
‖f‖A2
2/p
≤ C‖f‖Hp (1.2)
for some constant C, then using interpolation techniques, Brevig, Ortega-Cerda`, Seip and
Zhao has proved that (1.2) holds for 0 < p < 1 and C as close to 1 as C = (2/(e log 2))1/2 =
1.030279 . . .. In [6], the authors also gave and discussed about several interesting related
conjectures and questions.
In the case when p = 1, inequality (1.1) becomes
‖f‖A22 ≤ ‖f‖H1 .
This is known as the Carleman’s inequality. In 1921, Carleman [10] proved this inequality
and used it to give the first complex-analytic proof of the famous isoperimetric theorem. For
a different purpose, in 1932, Hardy and Littlewood showed that Hp ⊂ A2p2 (in particular,
H1 ⊂ A22) in [11]. See [14] for an excellent exposition of the relation between the two
problems. Various generalizations were proved, for example, in [1][7][8][9][13][15].
In recently years, Inequality (1.1) has regained attention because of its application in num-
ber theory. Via an iterating process [2] [12], contractive inequalities like (1.1) may “lift” multi-
plicatively to interesting inequalities for Hardy spaces on the infinite-dimensional torus, which
in turn, by the Bohr transform, translates into inequalities of Dirichlet polynomials[3][4][5].
Next, let us go to the technical side. An immediate observation is that for Conjecture 1,
it suffices to consider any outer function f , because multiplying an inner function on f does
not make a difference on the right hand side of (1.1), but makes the left hand side smaller.
For an outer function, one can consider its powers. By replacing f with fα where α = 2/p,
it is easy to show that Conjecture 1 is equivalent to the following (cf. [6]).
Conjecture 2. For any α > 1 and any f ∈ H2,
‖f‖A2αα ≤ ‖f‖H2 . (1.3)
Then Burbea’s result [9] is equivalent to that (1.3) holds when α is any integer that is
greater than 1. A straight-forward proof was given in [6, Corollary 3]. In the case when
α is not an integer, the problem becomes very hard. The following computation may give
us a clue. In the case when α > 1 is an integer, and suppose that f is an outer function,
f =
∑∞
n=0 anz
n and a0 = 1. Then one can compute that
‖f‖2αH2 − ‖f‖2αA2αα
=
1
2
∞∑
N=0
(
N + α− 1
N
)−1 N∑
k,l=1
∑
n1+···+nk=N,ni≥1
m1+···+ml=N,mi≥1
(
α
k
)(
α
l
)∣∣∣∣an1 · · · ank − am1 · · · aml∣∣∣∣2. (1.4)
This gives an alternative proof of Burbea’s result. For non-integer valued α, we have the same
equation (under some convergence assumption). However, the coefficients
(
α
k
)
and
(
α
l
)
may
2
be negative. Similar obstructions occur when one tries to extend other proofs of Burbea’s
result to a non-integer valued α.
In [6], the authors gave several related conjectures (including the Conjectures 1 and 2
above) and questions. In particular, in [6, Question 1], they asked whether ‖f‖2αA2αα is non-
increasing in the parameter α, for an outer function f with ‖f‖H2 = 1. A positive answer
to the question above will lead to a positive answer to Conjecture 2. In this paper, we
will mainly consider the following similar question, which allows us to drop the assumption
“‖f‖H2 = 1” (see Remark 2.6).
Question 3. Suppose that f is an outer function. For α > 1, denote
Nf (α) = ‖f‖A2αα =
(∫
D
|f(z)|2α(α− 1)(1− |z|2)αdµ(z)
) 1
2α
.
Is it true that
∂
∂α
Nf (α) ≤ 0
for all α > 1?
In Section 2, we will first show that a positive answer to Question 3 implies Conjecture
2. Then we will give a discrete formula of ∂
∂α
Nf (α) for a dense set of functions. Based on
the formula, in Section 3, we give some sufficient conditions for ∂
∂α
Nf (α) to be non-positive.
As an application, in Section 4, we obtain the following result.
Theorem 1.1 (Theorem 4.1 ). Suppose f ∈ H2 and f = ηF , where η is inner and F has
no zeros in D. Suppose
Fα = c1Kw1,α + c2Kw2,α.
for some α > 1, and c ∈ C2,w ∈ D2. Then for any 1 ≤ β ≤ α, we have
‖F‖A2αα ≤ ‖F‖A2ββ . (1.5)
Equality holds if and only if Fα = cKw,α for some c ∈ C and w ∈ D. As a consequence, we
have
‖f‖A2αα ≤ ‖f‖H2 . (1.6)
Equality holds if and only if f = cKw,1 for some c ∈ C and w ∈ D.
Some further remarks and numerical evidences are provided in Section 5.
2 A Discrete Formula
It is well-known that
lim
α→1+
‖f‖Apα = ‖f‖Hp (2.1)
for p > 0 and f ∈ Hp [16]. Similarly, we have the following lemma.
3
Lemma 2.1. Let O∗ denote the set of holomorphic functions f defined in some open neigh-
borhood of D such that f(z) 6= 0 for all z ∈ D. Then for any f ∈ O∗ and any p > 0,
lim
α→1+
‖f‖Aαpα = ‖f‖Hp . (2.2)
As a consequence, if f ∈ O∗ and ∂
∂α
Nf (α) ≤ 0, ∀α > 1, then ‖f‖A2αα ≤ ‖f‖H2, ∀α > 1.
Proof. Without loss of generality, we assume ‖f‖Hp = 1. Since f ∈ O∗, there exists C > c > 0
such that c ≤ |f(z)| ≤ C for z ∈ D. It is easy to find a constant M > 0 such that
|xα − x| ≤M(α− 1) for x ∈ [cp, Cp] and α ∈ (1, 2). By (2.1),
lim
α→1+
∫
D
|f(z)|p(α− 1)(1− |z|2)αdµ(z) = 1.
On the other hand, since |f(z)|p ∈ [cp, Cp] for all z ∈ D, we have∣∣∣∣ ∫
D
|f(z)|p(α− 1)(1− |z|2)αdµ(z)−
∫
D
|f(z)|αp(α− 1)(1− |z|2)αdµ(z)
∣∣∣∣
≤ M(α− 1)
∫
D
(α− 1)(1− |z|2)αdµ(z)
= M(α− 1)→ 0, α→ 1 + .
Therefore
‖f‖pα
Apαα
→ 1, α→ 1 + .
So limα→1+ ‖f‖Apαα = 1. The rest of the lemma is obvious. This completes the proof.
Remark 2.2. From Lemma 2.1, it is easy to see that a positive answer to Question 3 implies
Conjecture 2. The statement that ∂
∂α
Nf (α) ≤ 0 looks like a stronger statement than Con-
jecture 2. However, we are still optimistic enough to expect a positive answer. One of the
evidences is the following. In [6], the authors proved a lemma ([6, Lemma 2]) which implies
‖f‖A2kαkα ≤ ‖f‖A2αα for any positive integer k, and used this lemma to prove (1.3) in the case
when α > 1 is an integer. In Section 5, we will also provide some numerical evidences that
support a positive answer to Question 3.
Denote Logz the single-valued branch of log z on C\{z ∈ R : z ≤ 0} such that Log1 = 0.
By direct computation, we have
Proposition 2.3. If f ∈ O∗, then
∂
∂α
Nf (α) =
α− 1
2α
N1−2αf (α)
(
− 2
α− 1N
2α
f (α)LogNf (α) +
1
(α− 1)2N
2α
f (α) + If (α)
)
, (2.3)
where
If (α) =
∫
D
|f(z)|2α(1− |z|2)αLog(|f(z)|2(1− |z|2))dµ(z). (2.4)
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Suppose f is an outer function, then fα makes sense and is also an outer function. We
have the equation
‖f‖αA2αα = ‖fα‖A2α .
Also, from (2.3) and (2.4), we see that the value of ∂
∂α
Nf (α) depends only on the function
fα. This allows us to consider fα instead of f and take advantage of the reproducing kernel
Hilbert space structure of A2α.
The main goal of this section is to prove the following theorem.
Theorem 2.4. Suppose f ∈ O∗ and α > 1. Suppose there exists k points, w1, · · · , wk in D
and k numbers c1, · · · , ck ∈ C such that
fα(z) =
k∑
i=1
ci
1
(1− wiz)α , z ∈ D.
Then
∂
∂α
Nf (α) =
1
2α2
N1−2αf (α)Df (α), (2.5)
where
Df (α) =
k∑
i,j=1
cicj
1
(1− wiwj)α
(
log fα(wi) + log f
α(wj) + αLog(1− wiwj)− 2αLogNf (α)
)
.
(2.6)
For log fα(wi), we fix a holomorphic function g such that f
α(z) = eg(z) and let log fα(wi) =
g(wi). (since f
α is outer, such function g exists.)
Before proving Theorem 2.4, let us use an example to illustrate our idea.
Example 2.5. It is well-known (and also implied by the proof of [6, Corollary 3]) that for
integer-valued α, the equation in (1.3) holds if and only if f(z) = c
1−wz for some c ∈ C and
w ∈ D. Indeed, if f(z) = 1
1−wz , then one can compute directly that
∂
∂α
Nf (α) ≡ 0.
By Proposition 2.3, in order to compute ∂
∂α
Nf (α), one needs to find out If (α). Applying
the Mo¨bius transform λ = ϕw(z) =
w−z
1−wz , we get
If (α) =
∫
D
(
1− |z|2
|1− wz|2
)α
Log
1− |z|2
|1− wz|2 dµ(z)
=
∫
D
(
1− |λ|2
1− |w|2
)α
Log
1− |λ|2
1− |w|2 dµ(λ)
= (1− |w|2)−α
∫
D
(1− |λ|2)α−2Log(1− |λ|2)dm(λ)
pi
−(1− |w|2)−αLog(1− |w|2)
∫
D
(1− |λ|2)α−2 dm(λ)
pi
.
Here dm denotes the Lebesgue measure. Using the polar coordinates and applying an integra-
tion by parts, we have∫
D
(1− |λ|2)α−2Log(1− |λ|2)dm(λ)
pi
= −(α− 1)−2.
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Similar computations give ∫
D
(1− |λ|2)α−2 dm(λ)
pi
=
1
α− 1
and
N2αf (α) = (1− |w|2)−α.
Thus
If (α) = −(α− 1)−2(1− |w|2)−α − (α− 1)−1(1− |w|2)−αLog(1− |w|2).
From this and Proposition 2.3, it is easy to see that ∂
∂α
Nf (α) ≡ 0.
By Example 2.5, ∂
∂α
Nf (α) = 0 whenever f
α is a constant multiple of a reproducing kernel
of A2α. The linear span of reproducing kernels form a dense set in A
2
α. This explains our
reason of considering such functions in Theorem 2.4.
Next, let us give the proof of Theorem 2.4.
Proof of Theorem 2.4. Suppose f ∈ O∗ and
fα(z) =
k∑
i=1
ci
1
(1− wiz)α .
As in Example 2.5, in order to calculate ∂
∂α
Nf (α), we need to find out If (α) as defined in
(2.4). Compared with Example 2.5, the main difficulty here is that we can not use the Mo¨bius
transform. We will get around by applying the Stoke’s Theorem and the Residue Theorem.
Let
II =
1
α
∫
D
|fα(z)|2(1− |z|2)αLog|fα(z)|2dµ(z) (2.7)
and
III =
∫
D
|fα(z)|2(1− |z|2)αLog(1− |z|2)dµ(z). (2.8)
By (2.4), it is easy to see that
If (α) = II + III. (2.9)
Taking advantage of the fact that log fα(z) is a holomorphic function in D, we have
II =
2
α
Re
(∫
D
|fα(z)|2(1− |z|2)α log fα(z)dµ(z)
)
=
2
α(α− 1)Re
k∑
j=1
cj
∫
D
1
(1− wjz)αf
α(z) log fα(z)(α− 1)(1− |z|2)αdµ(z)
=
2
α(α− 1)Re
k∑
j=1
cjf
α(wj) log f
α(wj)
=
1
α(α− 1)
k∑
i,j=1
cicj
1
(1− wiwj)α
(
log fα(wi) + log f
α(wj)
)
. (2.10)
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Next, we calculate III.
III =
∫
D
|fα(z)|2(1− |z|2)αLog(1− |z|2)dµ(z)
=
k∑
i,j=1
cicj
∫
D
1
(1− wiz)α
1
(1− zwj)α (1− |z|
2)αLog(1− |z|2)dµ(z)
=
k∑
i,j=1
cicjIIIij. (2.11)
Here
IIIij =
∫
D
1
(1− wiz)α
1
(1− zwj)α (1− |z|
2)αLog(1− |z|2)dµ(z). (2.12)
For i, j = 1, · · · , k, define
IVij =
∫
D
1
(1− wiz)α
1
(1− zwj)α (1− |z|
2)αLog
1− |z|2
|1− zwj|2 dµ(z) (2.13)
and
Vij =
∫
D
1
(1− wiz)α
1
(1− zwj)α (1− |z|
2)αLog|1− zwj|2dµ(z). (2.14)
Then
IIIij = IVij + Vij. (2.15)
Since Logz = Logz, we have
Vij =
∫
D
1
(1− wiz)α
1
(1− zwj)αLog(1− zwj)(1− |z|
2)αdµ(z)
+
∫
D
1
(1− wiz)α
1
(1− zwj)αLog(1− wjz)(1− |z|
2)αdµ(z)
=
1
α− 1
(
1
(1− wiwj)αLog(1− wiwj) +
1
(1− wiwj)αLog(1− |wj|
2)
)
=
1
α− 1
1
(1− wiwj)α
(
Log(1− wiwj) + Log(1− |wj|2)
)
. (2.16)
It remains to calculate IVij. Let
ϕij(z) =
1
α− 1
1
wj − z
(1− |z|2)α−1
(1− zwj)α
1
(1− wiz)α , z ∈ D, z 6= wj.
and
ψij(z) = Log
1− |z|2
|1− zwj|2 .
By direct computation, we have
∂¯ϕij(z) =
1
(1− wiz)α
(1− |z|2)α−2
(1− zwj)α
7
and
∂¯ψij(z) =
wj − z
(1− |z|2)(1− zwj) .
Therefore
IVij =
1
pi
∫
D
∂¯ϕij(z)ψij(z)dxdy. (2.17)
For any ε > 0 sufficiently small, define
Dε,j := {z ∈ D : |z − wj| > ε}.
Define the one-form ω = ϕij(z)ψij(z)dz. Then
dω = −(∂¯ϕijψij + ϕij ∂¯ψij)dz ∧ dz¯ = 2
√−1(∂¯ϕijψij + ϕij ∂¯ψij)dx ∧ dy.
Applying the Stokes’s Theorem on Dε,j, we get
1
pi
∫
Dε,j
(∂¯ϕijψij + ϕij ∂¯ψij)dx ∧ dy
=
1
2pi
√−1
(∫
T
ϕijψijdz −
∫
{z:|z−wj |=ε}
ϕijψijdz
)
= − 1
2pi
√−1
∫
{z:|z−wj |=ε}
ϕijψijdz.
The second equality is because ϕijψij = 0 on the unit circle T.
Therefore
IVij = lim
ε→0
1
pi
∫
Dε,j
∂¯ϕijψijdx ∧ dy
= − lim
ε→0
(
1
pi
∫
Dε,j
ϕij ∂¯ψijdx ∧ dy + 1
2pi
√−1
∫
{z:|z−wj |=ε}
ϕijψijdz
)
= −
∫
D
1
α− 1
(1− |z|2)α
(1− wiz)α(1− zwj)αdµ(z)
− lim
ε→0
1
2pi
√−1
∫
{z:|z−wj |=ε}
1
α− 1
1
wj − z
(1− |z|2)α−1
(1− zwj)α−1
1
(1− wiz)αLog
1− |z|2
|1− zwj|2 dz
= − 1
(α− 1)2
1
(1− wiwj)α + V Iij, (2.18)
where
V Iij = − lim
ε→0
1
2pi
√−1
∫
{z:|z−wj |=ε}
1
α− 1
1
wj − z
(1− |z|2)α−1
(1− zwj)α−1
1
(1− wiz)αLog
1− |z|2
|1− zwj|2 dz.
To calculate V Iij, notice that
(1− |z|2)α−1
(1− zwj)α−1
1
(1− wiz)αLog
1− |z|2
|1− zwj|2 → −
1
(1− wiwj)αLog(1− |wj|
2), z → wj.
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Standard estimates will give us
V Iij =
1
α− 1
1
(1− wiwj)αLog(1− |wj|
2)Res(
1
wj − z , wj)
= − 1
α− 1
1
(1− wiwj)αLog(1− |wj|
2). (2.19)
By (2.18) and (2.19), we have
IVij = − 1
(α− 1)2
1
(1− wiwj)α −
1
α− 1
1
(1− wiwj)αLog(1− |wj|
2). (2.20)
By (2.15), (2.20) and (2.19), we get
IIIij = − 1
(α− 1)2
1
(1− wiwj)α +
1
α− 1
1
(1− wiwj)αLog(1− wiwj). (2.21)
Then combining (2.9), (2.10), (2.11) and (2.21), we have
If (α) =
1
α(α− 1)
k∑
i,j=1
cicj
1
(1− wiwj)α
(
log fα(wi) + log f
α(wj)
)
− 1
(α− 1)2
k∑
i,j=1
cicj
1
(1− wiwj)α
− 1
α− 1
k∑
i,j=1
cicj
1
(1− wiwj)αLog(1− wiwj)
=
1
α(α− 1)
k∑
i,j=1
cicj
1
(1− wiwj)α
(
log fα(wi) + log f
α(wj)− αLog(1− wiwj)
)
− 1
(α− 1)2N
2α
f (α). (2.22)
The last equality is because
N2αf (α) = ‖fα‖2A2α = 〈fα, fα〉A2α =
k∑
i,j=1
cicj
1
(1− wiwj)α . (2.23)
Finally, plugging in (2.22) and (2.23) into (2.3), we get (2.5) and (2.6). This completes
the proof.
Remark 2.6. In [4], the authors raised the question whether Nf (α)
2α = ‖f‖2αA2αα is non-
increasing in α given that ‖f‖H2 = 1. Using our method, we can also compute the derivative
∂
∂α
Nf (α)
2α. In fact, by direct computation, we get
∂
∂α
Nf (α)
2α = (α− 1)−1Nf (α)2α + (α− 1)If (α).
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By (2.22), if f ∈ O∗ and fα(z) = ∑ki=1 ci 1(1−wiz)α , we have
If (α) =
1
α(α− 1)
k∑
i,j=1
cicj
1
(1− wiwj)α
(
log fα(wi) + log f
α(wj)− αLog(1− wiwj)
)
− 1
(α− 1)2N
2α
f (α).
Thus
∂
∂α
Nf (α)
2α =
1
α
k∑
i,j=1
cicj
1
(1− wiwj)α
(
log fα(wi) + log f
α(wj)− αLog(1− wiwj)
)
. (2.24)
Using (2.24), one can easily check that if we drop the condition ‖f‖H2 = 1, then there exists
f such that Nf (α)
2α is increasing.
An immediate consequence of Theorem 2.4 is the following.
Theorem 2.7. Suppose f ∈ O∗, α > 1 and fα = ∑ki=1 ci 1(1−wiz)α . Suppose further that set
of points {w1, · · · , wk} belong to a single real line, and that ci ≥ 0, i = 1 · · · , k. Then
∂
∂α
Nf (α) ≤ 0.
Proof. The proof simply an application of the Jensen’s inequality. Note that under our
assumption,
cicj
1
(1− wiwj)α ≥ 0, f
α(wj) =
k∑
j=1
ci
1
(1− wiwj)α ≥ 0, ∀i, j = 1, · · · , k.
Without loss of generality, let us assume that Nf (α) = 1. That is
k∑
i,j=1
cicj
1
(1− wiwj)α = 1.
Then by the Jensen’s inequality, we have
Df (α) =
k∑
i,j=1
cicj
1
(1− wiwj)αLog
(
fα(wi)f
α(wj)(1− wiwj)α
)
≤ Log
( k∑
i,j=1
cicjfα(wi)f
α(wj)
)
= LogN4αf (α)
= 0. (2.25)
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The second equality is because
k∑
i=1
cifα(wi) =
k∑
i=1
ci
k∑
j=1
cj
1
(1− wiwj)α = N
2α
f (α).
By (2.23) and (2.25), we have ∂
∂α
Nf (α) ≤ 0. This completes the proof.
From the proof of Theorem 2.7 we know that the inequality ∂
∂α
Nf (α) ≤ 0 holds true if we
can “formally” apply the Jensen’s inequality. However, in general, the coefficients involved
are not positive, and one needs to find other ways.
3 Sufficient Conditions
In this section, we give some other sufficient conditions for ∂
∂α
Nf (α) to be non-positive. We
want to consider the right hand side of (2.6) under a suitable general setting. For this, let
us first discuss about how Theorem 2.4 can be used to answer Question 3.
In (2.6), the term log fα(wi) depends on the fact that f is an outer function: the imaginary
part of log fα(wi) depends on the formula (assuming f(0) > 0)
log f(z) =
1
2pi
∫ pi
−pi
eiθ + z
eiθ − zLog|f(e
iθ)|dθ. (3.1)
However, it is unclear how this formula could enter the estimates. Things are relatively easy
if we are able to apply the single-valued branch Logz to all fα(wi). It turns out that such
special cases are enough for our purpose (See Proposition 3.3). Before going into details, let
us fix some notations.
Notations:(1) In the rest of this paper, we use k to denote a positive integer. If not otherwise
specified, c denotes a k-tuple of complex numbers, and w denotes a k-tuple of points in D.
that is, c = (c1, c2, · · · , ck), ci ∈ C, w = (w1, w2, · · · , wk), wi ∈ D. Given c, w and α > 0,
we use Wα to denote the k× k matrix with entry 1(1−wiwj)α in the i-th row and j-th column.
Thinking of c as a row vector, we reserve the notation fα = (f1,α, · · · , fk,α) for the row vector
defined by fα = cWα. Denote Nα = cWαc
∗ =
∑k
i,j=1 cicj
1
(1−wiwj)α . If α is specified, then we
drop the subscription α.
(2) It is well-known that for α > 0 and w ∈ D, the functions
Kw,α(z) =
1
(1− wz)α , w ∈ D
define a unique reproducing kernel Hilbert space on D [1]. If α > 1, the space is A2α; if
α = 1, it is H2 = A21. In this paper, for any α > 0, we use A
2
α to denote the uniquely defined
reproducing kernel Hilbert space determined by {Kw,α : w ∈ D}.
We find it convenient to consider the following general setting.
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Definition 3.1. (1) Let H := {z ∈ C : Rez > 0} denote the right half plane. Suppose α > 0,
c ∈ Ck and w ∈ Dk satisfies fi,α ∈ H, i = 1, · · · , k, where fα = (f1,α, · · · , fk,α) is defined as
above. Define
Dα(c,w) =
k∑
i,j=1
cicj
1
(1− wiwj)α
(
Logfi,α + Logfj,α + αLog(1− wiwj)
)
−NαLogNα
(3.2)
= 2Re
k∑
i=1
cifi,αLogfi,α + α
k∑
i,j=1
cicj
1
(1− wiwj)αLog(1− wiwj)−NαLogNα.
(3.3)
(2) For any α > 0 and 0 < ε ≤ 1, define
Λα,ε =
{
(c,w) : c ∈ Ck,w ∈ (−ε, ε)k, fi,α ∈ H, i = 1, · · · , k, k is a positive integer.
}
and
Kα,ε =
{ k∑
i=1
ci
1
(1− wiz)α : (c,w) ∈ Λα,ε
}
.
We use Λα, Kα to denote Λα,1, Kα,1.
(3) Define
Γ =
{
(c,w) : c ∈ Rk,w ∈ (−1, 1)k, k is a positive integer
}
.
For (c,w) ∈ Γ and α > 0, define
Dα(c,w) = 2
k∑
i=1
cifi,αLog|fi,α|+
k∑
i,j=1
cicj
1
(1− wiwj)αLog(1− wiwj)
α −NαLogNα. (3.4)
Note that since xLogx tends to 0 as x tends to 0, the definition above makes sense even if
fi = 0 for some i = 1, · · · , k. It is also easy to see that (3.4) coincides with (3.2) when
fi,α > 0,∀i = 1, · · · , k.
Remark 3.2. Suppose (c,w) ∈ Γ and fα(z) = ∑ki=1 ciKw,α(z) ∈ O∗, then by (2.6) and (3.4),
it is easy to see that Df (α) = Dα(c,w). If (c,w) ∈ Λα and fα =
∑k
i=0 ciKw,α ∈ O∗, then
it is not necessarily true that Df (α) = Dα(c,w). However, if one knows that {w1, · · · , wk}
is contained in a connected open subset Ω of D which is mapped, by fα, into H, then by
standard argument, the function Logfα(z)|Ω differs from the function given in (3.1), by an
integer multiple of 2pii. Then from the expression of (2.6) one can see that Df (α) = Dα(c,w).
We will use this fact later.
It turns out that we only need to consider the case when fα ∈ Kα,ε for ε small enough.
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Proposition 3.3. Suppose for any α > 1 there exists 0 < ε ≤ 1 such that Dα(c,w) ≤ 0 for
all (c,w) ∈ Λα,ε. Then ∂∂αNf (α) ≤ 0 for all f ∈ O∗. As a consequence, Conjecture 2 holds.
The proof is based on the following two lemmas.
Lemma 3.4. Suppose α > 1 and 0 < ε ≤ 1. Then for any g ∈ O∗ such that g(0) = 1, there
exists 0 < δ ≤ ε and a sequence {gn} ∈ Kα,δ such that gn converges uniformly on D to g.
Moreover, gn(z) ∈ H for all n and all z ∈ D with |z| < δ.
Proof. Since g(0) = 1, we can choose 0 < δ ≤ ε such that Reg(z) > 1
2
for any z ∈ D with
|z| < δ. Choose r > 1 such that g is defined on {z ∈ C : |z| ≤ r}. Define
gr(z) = g(rz), z ∈ D.
Obviously, gr ∈ A2α. The subspace
span{Kw,α : w ∈ (−δ, δ)}
is dense in A2α. Choose a sequence {g˜n} ⊂ span{Kw,α : w ∈ (−δ, δ)} such that g˜n → gr in A2α
norm. Then g˜n converge uniformly to gr on {z ∈ C : |z| ≤ 1r}. Define
gn(z) = g˜n(
z
r
), n = 1, 2, · · · .
Then gn converge uniformly to g on D. By construction, each g˜n is of form
g˜n =
kn∑
i=1
cn,iKwn,i,α,
where wn,i ∈ (−δ, δ), ∀i. Therefore
gn(z) =
kn∑
i=1
cn,i
1
(1− wn,i
r
z)α
=
kn∑
i=1
cn,iKwn,i
r
,α
.
Since r > 1 we have
wn,i
r
∈ (−δ, δ). Also, since gn converge uniformly to g and Reg(z) > 12 if|z| < δ, by passing to a subsequence, we have gn(z) ∈ H for any n and any z with |z| < δ.
In particular, gn(
wn,i
r
) ∈ H. Therefore gn ∈ Kα,δ for any n. This completes the proof.
The following lemma is simply a consequence of the fact that, for f ∈ H2, fr(z) := f(rz)
converges to f in H2 norm as r → 1−.
Lemma 3.5. Suppose f is an outer function in H2. Then there exists a sequence {fn} ⊂ O∗
such that fn tends to f in the Hardy norm ‖ · ‖H2.
Proof of Proposition 3.3. Assume that for some α > 1 and 0 < ε ≤ 1 we haveDα(c,w) ≤
0 for all (c,w) ∈ Λα,ε. For any f ∈ O∗, we want to show ∂∂αNf (α) ≤ 0. Without loss of
generality we can assume f(0) = 1. By Lemma 3.4, there exists 0 < δ ≤ ε and a sequence
{gn} in Kα,δ such that gn converges uniformly to fα on D and gn maps {z ∈ D : |z| < δ}
13
to H. Also, since |fα| is bounded away from 0 on D, for n large enough, gn is outer and we
can define fn = g
1/α
n . By Remark 3.2, we have ∂∂αNfn(α) = Dα(cn,wn) ∈ Λα,δ, where gn
corresponds to (cn,wn). In particular, we have
∂
∂α
Nfn(α) ≤ 0 for n large enough.
On the other hand, since |f | is bounded away from 0 we also have Log|fn| converging
uniformly to Log|f | on D. By (2.3) and (2.4) it is easy to see that ∂
∂α
Nfn(α)→ ∂∂αNf (α) as
n tend to infinity. Thus ∂
∂α
Nf (α) ≤ 0. Then by Lemma 2.1, we have ‖f‖2αAα ≤ ‖f‖H2 for all
f ∈ O∗. By Lemma 3.5, the inequality also holds for all outer functions. Suppose f = ηg
where η is inner and g is outer. Then ‖f‖A2αα ≤ ‖g‖A2αα ≤ ‖g‖H2 = ‖f‖H2 . This completes
the proof.
Now we are ready to give some sufficient conditions for Dα(c,w) to be non-positive.
Theorem 3.6. Suppose α > 0 and (c,w) ∈ Λα ∪ Γ satisfy the following conditions.
(1) w1 < w2 < · · · < wk, where k is the number of entries in w;
(2) either {c2, · · · , ck} or {c1, · · · , ck−1} are real and have the same sign.
Then we have Dα(c,w) ≤ 0.
We will need the following lemma in the proof of Theorem 3.6.
Lemma 3.7. Suppose α > 0, c ∈ Ck and A = [aij] is semi-positive definite, aij > 0. Let
f = cA and N = cAc∗. Then for any x1, · · · , xk ≥ 0 we have
k∑
i,j=1
xixjaijLog
|fifj|
aijN
≤ 0. (3.5)
Proof. The proof is, again, an application of the Jenson’s Inequality. If some fi equals zero
then the left hand side is −∞ and the inequality always holds. Assume fi are all non-zero.
Without loss of generality, we can also assume that
∑k
i,j=1 xixjaij = 1. Applying the Jenson’s
Inequality, we get
k∑
i,j=1
xixjaijLog
|fifj|
aijN
≤ Log
( k∑
i,j=1
xixjaij
|fifj|
aijN
)
≤ Log
(∑
i xi|fi|
)2
N
. (3.6)
Choose ei ∈ C such that |ei| = 1 and eifi = |fi|. Then the right hand side of (3.6) becomes
Log
(∑k
i,j=1 xieicjaij
)2
∑k
i,j=1 cicjaij
, which is less than or equal to Log
∑k
i,j=1 xieixjejaij by the fact that A is
semi-positive definite. Since xi ≥ 0 and aij > 0, we have
∑k
i,j=1 xieixjejaij ≤
∑k
i,j=1 xixjaij =
1. Therefore the left hand side of (3.5) is less than or equal to 0. This completes the proof.
Proof of Theorem 3.6. We will prove the theorem in the case when (c,w) ∈ Λα. The
proof when (c,w) ∈ Γ is similar. First, we notice that if we let −w = (−w1, · · · ,−wk), then
Dα(c,w) = Dα(c,−w). From this, it is easy to see that it suffices to consider the case when
w1 < w2 < · · · < wk and {c2, · · · , ck} are real and have the same sign.
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Let us further reduce the cases. Suppose w1 < w2 < · · · < wk. Let zi = −ϕw1(wi),
i = 1, · · · , k. Then it is easy to check that 0 = z1 < z2 < · · · < zk. Suppose (c,w) ∈ Λα. Let
di =
ci(1−ziw1)α
(1−w21)α/2
and consider the pair (d, z). Write W = [ 1
(1−wiwj)α ], Λ = [
1
(1−zizj)α ], f = cW
and g = dΛ. Using the well-known formula
1
1− ϕa(z)ϕa(w)
=
(1− za)(1− aw)
(1− |a|2)(1− zw) , z, w, a ∈ D,
it is easy to check that
g = fdiag
(
(1− w21)α/2
(1− ziw1)α
)
.
Then (d, z) ∈ Λα. From the equation above, it is also straight-forward to check that
Dα(c,w) = Dα(d, z). Therefore, in order to prove Theorem 3.6, we only need to consider
the case when 0 = w1 < · · · < wk and {c2, · · · , ck} are real and have the same sign.
Assume that (c,w) ∈ Λα, 0 = w1 < · · · < wk and ci ≥ 0, ∀i = 2, · · · , k. The case when
c2 = · · · = ck = 0 is trivial. Thus we can assume that ci > 0 for some i = 2, · · · , k. Define f
and W as before. The idea is to find a non-increasing function that takes value Dα(c,w) at
α and 0 at 0.
For 0 ≤ t ≤ α, define aij,t = 1(1−wiwj)t , i, j = 1, · · · , k. Define Wt = [aij,t], Nt = cWtc∗
and ft = cWt. Since only c1 may have imaginary part, the signs of the imaginary part of
each fi,t depend only on that of c1. Assume, without loss of generality, that Imc1 ≥ 0. Then
Imfi,t ≥ 0,∀i = 1, · · · , k. Define
Dt = 2Re
k∑
i=1
cifi,tLogfi,t −
k∑
i,j=1
cicjaij,tLogaij,t −NtLogNt, 0 ≤ t ≤ α.
Notice that since w1 = 0, we have
d
dt
fi,t =
∑k
j=2 cj
1
(1−wiwj)tLog
1
1−wiwj > 0,∀i = 1, · · · , k. So
the points t such that fi,t = 0 for some i, are isolated. Also, zLogz → 0 if z tends to 0. From
this we can see that Dt is a continuous, piecewise differentiable function.
Next, we show that Dt is non-increasing. By the previous argument, it suffices to show
that d
dt
Dt ≤ 0 at the points where each fi,t is non-zero. By direct computation, we get
d
dt
Dt =
k∑
i,j=1
cicj
(
d
dt
aij,t
)(
Logfi,t + Logfj,t − Log(aij,tNt)
)
.
Since w1 = 0 and ci ≥ 0,∀i = 2, · · · , k, we have
d
dt
Dt =
k∑
i,j=2
cicj
1
(1− wiwj)tLog
( 1
1− wiwj
)(
Logfi,t + Logfj,t − Log(aij,tNt)
)
=
k∑
i,j=2
cicjaij,t
( ∞∑
n=1
1
n
wni w
n
j
)
Log
|fi,tfj,t|
aij,tNt
=
∞∑
n=1
1
n
k∑
i,j=2
ciw
n
i cjw
n
j aij,tLog
|fi,tfj,t|
aij,tNt
≤ 0.
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Here the last inequality is by Lemma 3.7. If {c2, · · · , ck} are all non-positive, simply replace
ci with −ci in the above argument. Thus in either case we have that Dt is non-increasing.
It is obvious that Dα = Dα(c,w). By straight-forward computation it is also easy to
show that D0 = 0. Therefore Dα(c,w) = Dα ≤ D0 = 0. This completes the proof.
Theorem 3.8. Suppose α > 0, c ∈ C2, w ∈ D2 and (c,w) ∈ Λα ∪ Γ. Then
Dα(c,w) ≤ 0.
Moreover, Dα(c,w) = 0 if and only if c1 = 0, or c2 = 0, or w1 = w2.
Proof. The proof is similar as that of Theorem 3.6. Define W = [aij] = [
1
(1−wiwj)α ] as before.
For 0 ≤ t ≤ 1, define
aij,t =
{
(1− t)a11 + ta
2
12
a22
, i = j = 1
aij, otherwise.
Write Wt = [aij,t], Nt = cWtc
∗ and ft = cWt. It is easy to check that the following hold.
(i) f1,t = (1− t)f1 + ta12a22f2, f2,t ≡ f2;
(ii) d
dt
a11,t ≤ 0;
(iii) each Wt is semi-positive definite;
(iv) W1 has rank 1.
By (i), the paths f1,t and f2,t stay in H. Define
Dt := 2Re
2∑
i=1
cifi,tLogfi,t −
2∑
i,j=1
cicjaij,tLogaij,t −NtLogNt,
Then Dt is a differentiable function on (0, 1). From (iv) it is easy to compute that D1 = 0.
By direct computation, we have
d
dt
Dt = |c1|2
(
d
dt
a11,t
)
Log
|f1,t|2
a11,tNt
.
Since Wt is positive definite, by Lemma 3.7, it is easy to see that
d
dt
Dt ≥ 0. Thus Dα(c,w) =
D0 ≤ D1 = 0. Equality holds if and only if ddtDt ≡ 0. This always holds when w1 = w2. If
w1 6= w2, then ddta11,t 6= 0. Thus either c1 = 0 or |f1,t|
2
a11,tNt
≡ 1. In particular, if c1 6= 0, then
|f1,0|2 = |cW0e∗1|2 = a11,0N0 = (e1W0e∗1)(cW0c∗).
Here e1 = (1, 0, · · · , 0). Since W0 is positive definite, this occurs only when c2 = 0. This
completes the proof.
In terms of ∂
∂α
Nf (α), we summarize our results as follows.
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Theorem 3.9. Suppose f ∈ O∗, α > 1, fα = ∑ki=1 ciKwi,α and (c,w) ∈ Λα ∪ Γ. Suppose
one of the following holds.
(1) ci ≥ 0, i = 1, · · · , k.
(2) w1 < · · · < wk, and either {c2, · · · , ck} or {c1, · · · , ck−1} are real and have the same
sign.
(3) k = 2.
Then we have ∂
∂α
Nf (α) ≤ 0.
4 Norm Inequalities for Linear Combinations of Two
Reproducing Kernels
Recall that in Lemma 2.1, we showed that if ∂
∂α
Nf (α) ≤ 0,∀α > 1, for some f ∈ O∗, then
Conjecture 2 holds for f . In this section, we provide an alternative way of proving results on
Conjecture 2, using results obtained in Section 3. As a consequence, we prove the following
theorem.
Theorem 4.1. Suppose f ∈ H2 and f = ηF , where η is inner and F has no zeros in D.
Suppose
Fα = c1Kw1,α + c2Kw2,α.
for some α > 1, and c ∈ C2,w ∈ D2. Then for any 1 ≤ β ≤ α, we have
‖F‖A2αα ≤ ‖F‖A2ββ . (4.1)
Equality holds if and only if Fα = cKw,α for some c ∈ C and w ∈ D. As a consequence, we
have
‖f‖A2αα ≤ ‖f‖H2 . (4.2)
Equality holds if and only if f = cKw,1 for some c ∈ C and w ∈ D.
The proof is based on a different way of viewing Dα(c,w). Recall that in Definition 3.1,
for α > 0 and (c,w) ∈ Λα ∪ Γ, we defined Wα = [ 1(1−wiwj)α ] and fα = cWα. Then Dα(c,w)
is defined using fα and Wα. In the case when {wi : i = 1, · · · , k} are distinct points, the
matrix Wα is invertible. Therefore we have c = fαW
−1
α . This means we can define Dα(c,w)
using fα.
Definition 4.2. Suppose α > 0, k is a positive integer, and w ∈ Dk is such that {wi : i =
1, · · · , k} are distinct. Define Wα as usual. Suppose either f ∈ Hk or w ∈ (−1, 1)k, f ∈ Rk.
Let cα = fW
−1
α . Define
D̂α(f ,w) = Dα(cα,w). (4.3)
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Definition 4.3. Suppose w ∈ Dk, {w1, · · · , wk} are distinct, and α > 0. Define
Kw,α = span{Kwi,α : i = 1, · · · , k} ⊂ A2α
and Pw,α the orthogonal projection from A
2
α onto Kw,α. For f ∈ A2α, if we denote f(w) =
(f(w1), · · · , f(wk)), then it is easy to compute that
‖Pw,α(f)‖2A2α = f(w)W−1α f(w)∗.
Proof of Theorem 4.1. It is easy to see that (4.2) follows from (4.1). Thus we only need
to prove (4.1).
(1) First, we prove (4.1) under the following conditions.
(i) Fα = c1 + c2Kw,α, w ≥ 0;
(ii) There is a connected open neighborhood Ω, of {0, w}, such that Fα(Ω) ⊂ H.
Assume the above, then we can choose logFα such that logFα|Ω = LogFα|Ω. As a conse-
quence, F β|Ω ⊂ H for any β ∈ [1, α].
For 1 ≤ β ≤ α, consider
Nβ :=
(
F β(w)W−1β F
β(w)∗
)1/β
= ‖Pw,βF β‖2/βA2β ,
where F β(w) = (F β(w1), F
β(w2)). Then by straight-forward computation, we have
d
dβ
Nβ =
1
β2
N1−ββ D̂β(F
β(w),w) ≤ 0.
The last inequality is because of Theorem 3.8. Therefore we have
‖F‖A2αα = ‖Fα‖1/αA2α = N
1/2
α ≤ N1/2β = ‖Pw,βF β‖1/βA2β ≤ ‖F
β‖1/β
A2β
= ‖F‖A2ββ .
If we assume that w 6= 0, then by Theorem 3.8, we also know that the equality holds if and
only if for each β, either c1,β = 0 or c2,β = 0. In particular, either c1 = 0 or c2 = 0. On the
other hand, if either c1 = 0 or c2 = 0, then it is easy to check that the equality in (4.1) holds.
This completes the proof for case (1).
(2) Next, we consider the case when Fα = c1 + c2Kw,α, w ∈ D, c1, c2 ∈ C. Choose θ ∈ [0, 2pi]
so that eiθw ≥ 0. Let Fθ(z) = F (e−iθz). Then Fαθ = c1 + c2Keiθw,α. Inequality (4.1) for F
follows from (4.1) for Fθ. Thus we may assume that w ≥ 0 in the beginning. Suppose F has
no zeros in D and Fα = c1 + c2Kw,α with w ≥ 0. We will show that after multiplying F by
a non-zero constant, the condition (ii) in case (1) will be satisfied. This will lead to (4.1) for
case (2). We may as well assume that Fα = 1 + cKw,α with w ≥ 0. It is easy to see that Fα
maps the interval [0, w] onto the (complex valued) interval between 1 + c and 1 + c
(1−|w|2)α ,
which we denote by I. Since F has no zeros in D, 0 /∈ I. Thus I must be contained in some
half plane eiθ1H. By standard trick we can find a connected open neighborhood Ω of [0, w]
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such that Fα(Ω) ⊂ eiθ1H. Therefore (e−iθ1/αF)α(Ω) ⊂ H. This completes the proof for case
(2).
(3) In general, suppose F has no zeros in D and Fα = c1Kw1,α + c2Kw2,α. Denote
kw,β(z) =
(1− |w|2)β/2
(1− wz)β , w ∈ D, β > 0.
Let G = F ◦ ϕw1 · kw1,1. Then G also has no zeros in D and Gβ = F β ◦ ϕw1 · kw1,β. It is
standard to check that ‖Gβ‖A2β = ‖F β‖A2β , ∀β ∈ [1, α]. Notice that (4.1) is equivalent to
‖Fα‖1/αA2α ≤ ‖F
β‖1/β
A2β
, β ∈ [1, α].
So it suffices to prove
‖Gα‖1/αA2α ≤ ‖G
β‖1/β
A2β
, β ∈ [1, α],
which is in turn, equivalent to ‖G‖A2αα ≤ ‖G‖A2ββ , β ∈ [1, α]. By straight-forward computation
we have
Gα =
c1
(1− |w1|2)α/2 + c2
(1− |w1|2)α/2
(1− w2w1)α Kϕw1 (w2),α.
Thus G satisfies case (2). This completes the proof of (4.1) in the general case. Tracing back
to the proof of (1), we also see that the equality in (4.1) holds if and only if Fα = cKw,α for
some c ∈ C and w ∈ D. Then (4.2) follows immediately. This completes the proof.
In terms of Conjecture 1, (4.2) becomes the following.
Corollary 4.4. Suppose 0 < p ≤ 2 and α = 2
p
. Suppose f ∈ Hp, f = ηF , where η is inner
and F has no zeros in D. If
F = c1Kw1,α + c2Kw2,α,
then
‖f‖A2
2/p
≤ ‖f‖Hp .
Equality holds if and only if f = cKw,α for some c ∈ C and w ∈ D.
5 Remarks and Numerical Evidences
5.1 Some Further Remarks
(1) In Proposition 3.3, we give a sufficient condition for Conjecture 2 to hold. In its most
general form, we list the conjecture below.
Conjecture 4. Suppose α > 0 and (c,w) ∈ Λα. Then Dα(c,w) defined as in (3.2) and (3.4)
is non-positive.
Another interesting question to ask is the following.
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Question 5. Suppose Conjecture 4 holds. Does it imply that the norms ‖fα‖1/αA2α are non-
increasing for α > 0, for some set of functions f?
(2) An immediate observation from (3.2) is that Dα(c,w) is the bi-linear form cWα ◦Bc,wc∗,
where Bc,w =
[
Logfi + Logfj − Log(aij,αNα)
]
i,j=1,··· ,k
and A ◦ B denotes the Hadmadard
product of A and B. Thus a sufficient condition of Conjecture 4 would be that −Bc,w is
semi-positive definite. However, this is not true, even in the simplest case. Take, for example,
c1 = c2 = 1, w1 = 0, and w2 ∈ (0, 1) such that 1(1−w22)α = 1.1.
(3) In Section 4, we also defined the function D̂α(f ,w). Then Conjecture 4 is equivalent to
the following.
Conjecture 6. Suppose α > 0, w ∈ (−1, 1)k and f ∈ Hk. Then D̂α(f ,w) ≤ 0.
(4) There is , yet another way of looking at (3.2). Suppose A = [aij] is a semi-positive definite
k× k matrix, aij ∈ H, and c ∈ Ck is such that each entry of f := cA belongs to H. Then we
can define N(c,A) = cAc∗ and
D˜(c,A) = 2Re
k∑
i=1
cifiLogfi −
k∑
i,j=1
cicjaijLogaij −N(c,A)LogN(c,A).
Then we can ask whether D˜(c,A) ≤ 0. In the proofs of Theorem 3.6 and Theorem 3.8, we
are secretly using this definition: we let the matrix A to vary from Wα to a rank 1 matrix.
Then we used the fact that if A has rank 1, then D˜(c,A) = 0. An interesting observation is
the following: if we define A˜ = [a˜ij] to be the block matrix
A˜ =
[
cAc∗ f
f∗ A
]
,
and c˜ = (−1, c), then A˜ is semi-positive definite and D˜(c,A) = D˜(c˜, A˜). Moreover, D˜(c˜, A˜)
has the simple expression
D˜(c˜, A˜) = −
∑
c˜ic˜j a˜ijLoga˜ij.
In general, we ask the following question.
Question 7. Suppose A = [aij] is semi-positive definite and Reaij ≥ 0, ∀i, j = 1, · · · , k.
Suppose c ∈ Ck is such that cA = 0. Do we have
D˜(c,A) = −
k∑
i,j=1
cicjaijLogaij ≤ 0?
5.2 Numerical Evidences
One of the advantages that Theorem 2.4 offers is that we can now test Question 3 using
numerical methods. We have tested for a wide range of values of c and w. We list a few
graphs for the interested readers.
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Figure 1: k = 4, c,w as indicated
(1) In the proof of Theorem 3.6, we showed that Dα(c,w) is non-increasing in α under the
given conditions. However, Figure 1 shows that this is not always true.
(2) If we adopt the definition D̂α(f ,w), then by fixing f2 and f3 and let f1 vary, we get
Figures 2 and 3.
Figure 2: k = 3, Imf1, f2, f3 and w as indicated
(3) In the special case when all entries of c are real, we can use the definition (3.4). By
letting one of the coefficients vary, we get Figure 4.
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Figure 3: k = 3, Ref1, f2, f3 and w as indicated
Figure 4: k = 3, c1, c2 and w as indicated
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