Many applications in decision making under uncertainty and probabilistic risk assessment require the assessment of multiple, dependent uncertain quantities, so that in addition to marginal distributions, interdependence needs to be modelled in order to properly understand the overall risk. Nevertheless, relevant historical data on dependence information are often not available or simply too costly to obtain. In this case, the only sensible option is to elicit this uncertainty through the use of expert judgements. In expert judgement studies, a structured approach to eliciting variables of interest is desirable so that their assessment is methodologically robust. One of the key decisions during the elicitation process is the form in which the uncertainties are elicited. This choice is subject to various, potentially conflicting, desiderata related to e.g. modelling convenience, coherence between elicitation parameters and the model, combining judgements, and the assessment burden for the experts. While extensive and systematic guidance to address these considerations exists for single variable uncertainty elicitation, for higher dimensions very little such guidance is available. Therefore this paper offers a systematic review of the current literature on eliciting dependence. The literature on the elicitation of dependence parameters such as correlations is presented alongside commonly used dependence models and experience from case studies. From this, guidance about the strategy for dependence assessment is given and gaps in the existing research are identified to determine future directions for structured methods to elicit dependence.
Introduction
In decision making under uncertainty it is vital that dependencies between uncertain variables are appropriately modelled, as otherwise the model may not be fit for purpose. Dependent uncertainty may arise either directly be-5 pert judgements. When performed rigorously, the elicited quantities, often aggregated from multiple experts, offer reliable information for model quantification. Nevertheless, there are several different broad approaches and many choices to be made by the analyst, all of which can affect 20 the elicitation burden for experts and ultimately also the reliability of the outcome.
While research and reviews that offer guidance exist for methods addressing the elicitation of univariate quantities (European Food and Safety Authority (EFSA), 2014; 25 French, 2011; O'Hagan et al., 2006; Jenkinson, 2005; Ouchi et al., 2004; Cooke, 1991) , and while dependence modelling is an active research area (Kurowicka & Cooke, 2006) , little guidance exists about the elicitation of dependencies.
The exceptions are Bayesian (Belief) nets (BNs), though 30 also for these modelling and elicitation challenges remain, as shown later. In fact, developing defensible elicitation processes for multivariate quantities is still much under development despite its fundamental importance for decision as well as risk analysis (Smith & Von Winterfeldt, 2004;  35 Moskowitz & Bunn, 1987) . Some of the first studies that elicit dependence are Cooke & Kraan (1996) , Keeney & von Winterfeldt (1991) , Kunda & Nisbett (1986) , Gokhale & Press (1982) and Kadane et al. (1980) . Since then more ways for quantifying multivariate distributions and models 40 through experts have been investigated, yet on the actual elicitation only little discussion and guidance is available.
References that introduce some aspects are Daneshkhah & Oakley (2010 ), citetKurowickaCooke2006, O'Hagan et al. (2006 and Garthwaite et al. (2005) . However, a complete 45 and systematic way of comparing different dependence parameters as elicited quantities, and reflecting their use in dependence models in the form of a literature review has been non-existent so far. Therefore, research and applications of several dependence measures in models and their 50 elicitation methods are presented. With a practical focus, case studies are discussed whenever available. This paper addresses elicitation processes for dependence information and aims at providing understanding of their use in applications. It offers guidance on making robust choices 55 about which summary of expert knowledge on multivariate distributions should be elicited, and how they might be used within a dependence modelling context, as these are key decisions within the overall elicitation process. This is achieved by outlining how much is understood about the 60 complexity of approaches to dependence modelling and the cognitive assessment burden for experts.
Throughout this paper we use the word "dependence" in a general sense (in contrast to specific association measures) to refer to situations where there are multiple uncer- tities. This definition relates to Lad (1996) who reminds us 75 that in a subjective probability context one expert's (in-) dependence assessment might not be shared with another expert possessing a different state of knowledge.
The definition of dependence as we use it here relates directly to the scope of this review. A first comment on 80 the scope is that the word "dependence" is used in many ways within Operational Research (OR) and related fields, and it is worth clarifying how its use here differs from its meaning in other OR contexts. The underlying framework adopted is that of subjective probability (as afore-85 mentioned), which plays a key role within expected utility maximisation for decision making. Dependence then, refers to the way we model and assess the probability dependence structure required for such decision support processes. We do not consider non-probabilistic represen-90 tations of uncertainty, nor do we consider approaches to represent dependence between criteria used to model the preferences of the decision maker as discussed widely in the multi-criteria decision analysis (MCDA) literature.
The foundations of subjective probability are drawn from 95 a wide literature, in which Savage (1954) provides one of the most sophisticated accounts. In this account, probabilities can be assessed through preferences over lotteries, and there are implied consistency rules for preferences which can be empirically validated. It is well known that there is 100 a distinction between normative and empirical validation, so the degree to which researchers choose to be led by normative or empirical consistency has led to many different approaches. For instance, Dubois et al. (2001) provide a theoretical framework which attempts to tie these strands 105 together in the context of possibility theory, and the implications of this are discussed in detail by Cooke (2004) .
The modelling of dependence between attributes in MCDA is the subject of a wide literature, and as discussed above, is outside the scope of this review. Facilitative approaches 110 within multi-attribute utility theory provide a variety of models, for which (whenever possible) problem structuring is used to ensure preference independence (Von Winterfeldt & Fasolo, 2009; Wallenius et al., 2008) , while other approaches have been inspired by issues such as assessing 115 the range of preferences within a stakeholder group (Flari et al., 2011; , or trying to model preferences based on a limited number of attributes or limited resolution of attribute measurement. For the latter, in particular interaction among criteria in complex systems 120 and dependence of attributes is modelled. This is done for instance to assess the aggregated importance of correlated criteria or further investigate dependent attributes for predictive modelling. Common methods in the OR literature are: non-additive aggregation models such as Choquet and
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Sugeno integrals (Angilella et al., 2004; Marichal, 2004; Grabisch, 1996) , Robust Ordinal Regression (Greco et al., 2014; Figueira et al., 2009) Greco et al., 2004 Greco et al., , 2001 . Another interesting approach in this regard is Abbas (2009) who constructs a multiattribute utility function through a copula, a dependence model that is introduced later for modelling probabilistic dependence. A frequently considered empirical area for
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MCDA-based approaches is financial portfolio optimisation (Ehrgott et al., 2004) .
A last comment on the scope is that while we discuss the cognitive complexity of assessing dependence in various ways, such as offered by Kruskal (1958) , and insights 140 from psychological studies are mentioned, corresponding research streams for causal and association judgements are not reviewed exhaustively. Normative and descriptive models for causal reasoning or mental conceptualisation of correlations, which origin is often attributed to Smedslund 145 (1963) , are found for instance in Mitchell et al. (2009) , Gredebäck et al. (2000) , Beyth-Marom (1982) and Allan (1980) . An overview and introduction to these areas is given in Hastie (2016) and Shanks (2004) .
The paper is organised as follows. Section 2 discusses the 150 extent to which findings from eliciting univariate quantities apply to the elicitation of multivariate ones in order to provide the reader with an indication for the scope of the overall topic. Section 3 introduces the modelling context which shows how modelling and eliciting dependence 155 are related. This offers an overall structure to the research problem. Then, Section 4 discusses how elicitation is approached for quantifying various dependence models.
Section 5 presents dependence parameters that are commonly elicited together with its implications for experts' 160 assessment burden before Section 6 briefly reviews findings on mathematical aggregation of dependence assessments.
Section 7 provides an overview of the empirical contributions in the literature based on which Section 8 formulates directions for future research and concludes the paper. We 165 refer to Appendix B (Supplementary material) whenever a technical term needs a more detailed explanation, how-ever the original references should be considered for an extended introduction.
Generalisations of Univariate Elicitation Pro-

cesses for Eliciting Dependence
Structured processes for the elicitation of dependence follow historically from findings made when eliciting univariate quantities. In the early days of uncertainty modelling, formal processes for eliciting univariate uncertain-175 ties, such as marginal probabilities, were developed to ensure a methodologically robust approach to parameter quantification in the face of lacking relevant historical data.
From these, methods to elicit dependence followed given the need of accounting for relationships between uncertain-180 ties. Cooke (2013) discusses the historical development of expert judgement in uncertainty analysis and its achievements in more detail.
This development is not surprising as univariate quantities are (typically) more intuitive to experts and their speci-185 fication is required (at least implicitly) prior to eliciting dependent distributions for two or more uncertain quantities.
In this section we discuss some main foci of structured expert judgement studies and evaluate the extent to which 190 findings for univariate quantities are generalisable in the multivariate case. This discussion outlines where in a process adjustments are necessary when eliciting multivariate uncertainty and therefore provides an indication for the scope of dependence elicitation. Given the overall focus 195 of the paper, we outline only the relevant considerations for the elicited dependence parameters and the aggregation of judgements. However, it should be noted that an elicitation process is much more complex and other decisions in it, such as how to design the statistical training 200 for experts prior to an elicitation, might vary as well considerably when eliciting multivariate uncertainty.
Already the earliest expert judgement studies for univariate quantities have shown that assessment outcomes can differ greatly depending on the use of directly or indi-205 rectly elicited query formats (Spetzler & Stael von Holstein, 1975) . As a result, an extensive literature on heuristics and biases is available on the matter of framing elicitation questions and choosing a form for the query variable. Further, recommendations are made on the theo-210 retical suitability of the elicited format, e.g. objections are made to non-observable quantities (Kadane & Wolfson, 1998) . For eliciting multivariate quantities on the other hand, the same conclusions are not readily applicable. As will be seen, the effect of direct and indirect elici-215 tation approaches is less well-understood and findings are often conflicting. The objection to non-observable quantities is less clear and indeed we show later that eliciting non-observable quantities performs well in terms of empirical accuracy and mathematical coherence. Similarly, for 220 heuristics and biases only some extensions for the multivariate case exist, such as "illusory correlation" (Chapman & Chapman, 1969) , stemming from the availability bias, Once the dependence information has been elicited in the 230 form of some dependence parameter (which is thoroughly addressed in the following sections), a well-researched topic for univariate uncertainty, which generalisation would be desirable for multivariate elicitation, is the use of scoring rules. Roughly, a scoring rule is a numerical evaluation of 235 a probability assessment based on observations. In expert judgement studies, they are typically used for two reasons, first to present an incentive for truthful assessment and second to measure the quality of an assessment after the elicitation, usually to inform a weighted combination 240 of the judgements. In other words, they are used to define desirable properties of the assessment itself and they serve as a reward structure when evaluating an assessment.
While an incentive is given by using (strictly) proper scoring rules which ensure that experts achieve their maximal expected score if and only if stating their true belief, a main property of measuring the quality of an assessment is its calibration, i.e. the statistical accuracy after observing an event of interest. Suppose an expert provides a probability distribution P over a set of n mutually exclusive 250 events i. Then, after observing the events of interest, we can construct the sample distribution S with S(i) equal to the number of times that i is observed divided by n.
While it appears reasonable to state at first thought that an expert is not well calibrated if S = P , this might be 255 false if we suppose that true values represent independent samples from a random variable with distribution P . In this case, P relates to "reality", but we will never have S = P due to statistical fluctuations. Loosely, an expert is therefore said to be well-calibrated if the true values of 260 the uncertain quantities can be regarded as independent samples of a random variable with distribution P (Cooke, 1991) .
When evaluating experts' performance, we have to distinguish between scoring rules for individual variables and 265 scoring rules based on sets of assessments together with sets of realisations. The first, assigning scores to each individual assessment and summing these scores over a set of variables, is often suggested in the literature for the purpose of rewarding, yet it is not a sensible approach. A main 270 issue is that the resulting scores cannot be interpreted in a meaningful way without knowing the number of quantities assessed and their overall sample distribution. This is due to the possible additive decomposition of these types of scores into a "calibration" and "resolution" term (DeGroot 275 & Fienberg, 1983) . Resolution measures how well experts partition the variables into statistically distinct categories while not considering whether the distributions assigned to these categories correspond to the experts' assessment.
This becomes problematic when high resolution overpow-280 ers low statistical accuracy. A more detailed presentation of this drawback and some intuitive examples are given in Cooke (2014 Cooke ( , 1991 . Therefore, scoring rules for average probabilities are highly encouraged for evaluating and combining experts. While some main properties of scoring 285 rules are applicable in the multivariate case, others cannot be readily used. Jose et al. (2009) a uniform by default), and which reward according to a measure of distance between the assessed distribution and the baseline distribution. Of interest for multivariate elicitation is the derivation of a weighted scoring rule that is closely related to the Hellinger distance which is a mea-300 sure of divergence that has been used in the calibration of experts' multivariate assessments (Section 6).
Guide to Modelling and Elicitation Context
The main purpose of eliciting dependence is to quantify a multivariate stochastic model when this cannot be 305 done wholly by conventional statistical estimation (which, in our view is a common situation). This section discusses broad approaches to dependence modelling in order to provide a clear structure for the next sections by highlighting the link between dependence modelling and expert judge- we can use methods (from c) that allow propagating our uncertainty from one project about which we have information backwards in order to make inference about the distribution of the activities (S) and hence the distribution for overall costs (T ).
445
The common objective is to find a good model for the uncertainties relating S and T . Conceptually, we can only ever specify part of the required information for this model, so that in practice our model is always underspecified (though this point is often not appreciated because modellers of-450 ten adopt low-dimensional parametric families of models early on). Approaches b and c provide complementary approaches to specify further information about the model.
Dependence Models and Expert Judgement
Before presenting and reviewing dependence parame-
455
ters as elicited quantities explicitly, in this section we first discuss expert judgement for common dependence models.
This includes main challenges when using experts to quan- common modelling framework is a BN (Darwiche, 2009; Pearl, 2000) . A random variable is described by a node When using expert judgement, French (2011) views eliciting BNs as an obvious approach for obtaining dependence information. However, while more has been written about eliciting the qualitative dependence structure (the arrows in the BN) (Nadkarni & Shenoy, 2004; Max, 1989) ,
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eliciting dependence quantitatively has been recognised as a main issue when constructing BNs (Renooij, 2001; Druzdel & Van Der Gaag, 2000) . Identified difficulties are the elicitation for high dimensional models and the assessment burden due to an exponentially growing number of 495 probabilities to assess (in discrete BNs). Therefore, some alternative modelling approaches have been developed to be used in conjunction with expert judgement methods.
While in the low dimensional, discrete case, experts provide information in form of conditional probabilities to 500 populate conditional probability tables, in higher dimensions this is intractable and too time-consuming. An alternative approach is to model continuous distributions and to elicit dependence information through (un-) conditional rank correlations. These models are known as non-
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parametric BNs for which a review of applications can be found in Hanea et al. (2015) . produce an effect on the child independently of other parents (with a certain probability -hence noisy rather than deterministic). A leaky noisy-OR gate includes a background probability that represents the influence of nonmodelled causes. From this, Zagorecki & Druzdzel (2004) , 535 building onto Druzdzel & Van Der Gaag (1995) , introduce the elicitation of leaky and non-leaky noisy-OR parameters as alternatives to conditional probabilities. They use parameters introduced by (Max, 1989) and (Diez, 1993) and a potential framing (for the BN in Figure 2 ) is:
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"What is the probability that X is present when Y 1 is present and all other causes of X (addition for leaky case:
including those not modelled explicitly) are absent?"
In an experimental setting, Zagorecki & Druzdzel (2004) elicit leaky and non-leaky noisy-OR parameters together as the latter will become unmanageable. More generally, noisy-OR methods belong to the group of canonical models (Pearl, 1988) . For these, assumptions on the underlying probabilistic relationship are made so that a conditional probability noisy-OR method is the noisy-MAX method (Diez, 1993) .
Within the same group of methods is also the ranked nodes approach (Fenton et al., 2007) . As shown in Section 7, the use of expert judgement for BNs is considered in a variety of empirical areas given the 595 popularity of this dependence model itself.
Copulas
In certain situations of context (a), a multivariate distribution can also be modelled by a copula rather than by the "marginal-and-conditional approach" (Clemen & Reilly, 1999) , presented for BNs before. While an exten-sive introduction to copulas can be found in Durante & Sempi (2015) and Joe (2014) , recall first that for a continuous random variable X with distribution function F X , the random variable U = F X (X) is uniformly distributed.
If we have two continuous random variables X and Y , then the distribution of the vector (F X (X), F Y (Y )) is supported on the unit square and has uniform marginals. Any such distribution is called a (bivariate) copula. This construction can be reversed: Any set of univariate distribution functions combined with a copula represents a multivariate distribution as a result of Sklar (1959) . The notion of a copula is easily extended to greater than two dimensions.
Often a one-parameter copula family is used,
that can be indexed by a parameter θ related to a rank correlation such as those of Spearman or Kendall (see Appendix B). In fact, both can be expressed in terms of the copula: Spearman's correlation is
and Kendall's τ is
Within a chosen family of copulas (see Appendix B), expert elicitation can be used to determine the correlation and hence specify the dependence. Whenever the family is uncertain, information on how copulas differ for upper or lower tail concentration, i.e. tail (in-)dependence (see Appendix B), needs be elicited additionally. For this, upper (or lower) asymptotic tail dependence is of interest. The asymptotic upper tail dependence parameter is defined as:
when a limit λ U ∈ [0, 1] exists. In this case, X and Y are defined as dependent in the upper tail when λ U > 0, whereas whenever λ U = 0, they are tail independent (Joe, 600 2014). In other words, for the former case, it is more likely to observe high values for Y given high values for X. Following naturally from the concept of tail dependence, the tail concentration function distinguishes various copula formats and is defined for any u in (0, 1) as
leads to the tail dependence coefficient in form of
The review results presented later show limited experience for expert judgement within a copula modelling frame- again. They consider this as a non-asymptotic approximation of λ U (X, Y ). The elicitation is as follows: in a first step, all non-negligible causes for X to be "extremely large" denoted as events j, j = 1, 2, . . . , J, are listed.
Then, experts assess P (event j|X = "extremely large"), so 640 the likelihood that the chosen event is present if X is in the tail of its distribution. Lastly, experts are queried P (Y = "extremely large"|event j), i.e. the probability that the corresponding event affects Y with the implied magnitude. All assessments are then combined by λ U (X, Y ) ≈ 645 J j=1 P (Y = "extremely large"|event j)P (event j|X = "extremly large"). The proposed framing is:
"Given that an extremely bad outcome is observed in X, what is your estimate of the probability that Y will experience an extremely bad outcome?"
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According to the authors (whose experts were actuaries) this method was perceived as cognitively easy.
Another option that is being researched further by several co-authors of this review but has not been published so far is querying conditional exceedance probabilities for 655 chosen quantiles from experts to fit a parametric copula. This is done by plotting elicited values for each considered quantile together with candidate copula choices and after a first "eyeballing", use conventional goodness-of-fit tests for the distance to parametric families. Figure 3 shows 660 simulated conditional exceedance probabilities for several parametric copulas with given rank correlations. With the assessment of the probability that Y exceeds its u th quantile given that X exceeds its u th quantile for a certain number of thresholds u, a sensible copula choice that rep-665 resents the experts' beliefs can be estimated. We address the details of eliciting conditional exceedance probabilities in the next section.
As a non-standard parametric alternative, Meeuwissen & Bedford (1997) discuss using a minimally informative cop-670 ula with given rank correlation. A copula is modelled by asking experts to provide a dependence constraint between two random variables, and taking the copula which is minimally informative with respect to the uniform (independent) copula. This is further developed in Bedford et al.
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(2016) and Bedford (2002) . Here, experts assess the expectation of functions for the two underlying variables. From that a (min inf) joint probability is constructed which satisfies the expected value constraint. An advantage is that in this approach it is easier to relate a copula parameter 680 to an observable quantity than it is for common parametric families. An example is given for the dependence of failure times between machine components. Minimal informativeness also served as motivation for Kotz & Van Dorp (2010) who consider a sub-family of generalized diagonal 685 band (DB) copulas which require a dependence parameter.
It is specified by experts through conditional exceedance probabilities (given the median value). Van Dorp (2005) regards DB copulas as advantageous when using expert judgement as a dependence parameter that relates to its 690 one copula parameter can be defined. We will introduce this dependence parameter in the next section when we address forms of elicited dependence parameters explicitly.
Besides some empirical work in maintenance optimisation (Bunea & Bedford, 2002) , the majority of experiences for 695 eliciting copulas, such as the first approach presented above, comes from banking and insurance (Shen et al., 2015; Arbenz & Canestraro, 2012; Regis et al., 2011; Böcker et al., 2010) , an area in which the popularity of copulas has increased lately (Genest et al., 2009) . Here, expert judge-700 ment is typically used to assess conditional and joint probabilities of (extreme) loss events. These studies might be helpful for other areas where copulas are gaining increased interest, such as hydrology (Genest & Favre, 2007) . For the common parametric assumption of a multivariate normal or t distribution, the elicitation aims at quantifying the mean vector, µ, and the covariance matrix, Σ.
Instead of determining the variables of interest directly,
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even though this has been attempted through interactive graphical methods (Chaloner et al., 1993) , typically hyperparameters that follow from distributional assumptions on the form of µ and Σ and therefore specify (or index) the multivariate distribution of interest are determined. In While we explain this approach below (for Dirichlet distri-780 butions), it is noteworthy here that a main advantage is that observable quantities can be used. Further, he proposes to elicit fewer quantiles than unknown hyperparameters and use interaction of experts for further adjustments.
A different problem for which a multivariate distribution 785 needs to be specified is whenever an event can take one of k possible outcomes (k > 2) and the probability of the A more flexible method that avoids experts' belief to fit 815 a pre-specified parametric family is presented in Moala & O'Hagan (2010) . While the focus of the elicitation is laid on the analyst who seeks to identify the probability density function for a multivariate vector, the posterior distribution is based on the prior distribution as specified by an (Goldstein & Wooff, 2007) . It differs by using expectation as basis and is able to represent more com-845 plex problems through adjusting beliefs by linear fitting.
Without distributional assumptions all required parameters are first and second moments (Farrow, 2003) . Hence, eliciting dependence information concerns beliefs about the covariance of parameters (rather than joint probabili-ties). While not much experience on the actual elicitation is found in the literature, Revie et al. (2011 Revie et al. ( , 2010 and Revie (2008) these and the moments needs to be derived. A possibility is through Pearson & Tukey (1965) , further developed in Keefer & Bodily (1983) , who propose eliciting from three to five percentiles to obtain means and variances.
Hence, with the 5 th , 50 th and 95 th quantiles specified as the mode rather than an arithmetic average or median might be elicited due to the potential skewness of the distribution.
In a similar manner, parameters can be elicited for (multiple) linear regression models. Garthwaite & Dickey (1991) propose a model of the form:
where again β denotes the regression coefficient and
the prior distribution of β by assessing hyperparameters.
To do so, the authors introduce design points, values at which a prediction is made after hypothetical data are given. Likewise, Kadane et al. (1980) elicit fractiles for a predictive distribution with specified values at design 930 points, using a bisection method (see Appendix B).
Regression elicitation is further explored in Choy et al. are however lacking which is why no indication of specific application areas can be given.
Forms of Elicited Dependence Parameters
This section reviews the proposed forms of dependence parameters for elicitation, i.e. association measures or 975 summary types of an expert's joint distribution that are used in an elicitation question. As well, the corresponding framing of elicitation questions is presented. In addition to outlining the main elicited forms, an evaluation regarding desirable properties is given whenever possible. Chosen 980 desiderata allow for guidance on the suitability of elicited dependence parameters from different perspectives.
Desiderata for Elicited Dependence Parameters
A first perspective concerns theoretical feasibility whereas a common desideratum for expert judgement is that the 985 elicited forms are observable and physically measurable.
This allows assessments to be credible and defensible (Cooke, 1991 are categorised into one of the groups. Approaches that do not fit in any of these classifications can be found in Section 5.3.
Probabilistic Methods
In the selected literature popular variables to elicit are 1040 of probabilistic nature. This popularity can be attributed to the firm foundation (in probability theory) and the (potential) observability of the elicited variables which accompany this choice.
Forms of Probabilistic Dependence Parameters
Conditional (Exceedance) Probabilities. In the context of probabilistic measures of dependence, conditional probability might be the best known one. A common way to elicit conditional probabilities is to provide an expert with the information that the conditioning variable is observed 1050 above (or below) its median value (marginal probabilities are elicited first or are known from data) before the probability that the target variable lies above (or below) its median value is enquired. A possible framing of the question is:
1055 "Consider the pair of variables, X and Y . Suppose now that Y has been observed to be above its/your median value for it. What is the probability that X lies also above its/your median value for it?"
This might be extended to any quantile defining for the pair of random variables X and Y the elicited form for a conditional probability as P CP (x i , y i ) := P (X ≥ x i |Y ≥ y i ) where i = 0.5 refers to the median value, but i might take any other quantile. Experts assess independence between X and Y as P CP (x i , y i ) = P (X ≥ x i ) implying 1065 that learning about P (Y ≥ y i ) does not add any information. For a (strong) negative relationship experts state their belief as P CP ∈ [0, P (X ≥ x i )) while for a (strong)
positive it is P CP ∈ (P (X ≥ x i ), 1]. Given the above form, a conditional probability is sometimes also called 1070 conditional exceedance probability. In contrast, another way to elicit a conditional probability is by P CP (x i , y i ) := 
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In order to transform a conditional probability into a prod- of several values to condition on is recommended (Cooke & Kraan, 1996) .
In the case-study literature (Section 7), the elicitation of conditional probabilities is nevertheless favoured as it of- An alteration to the elicitation of conditional probabilities which is also closely related to concordance probabilities (see below) is presented in Fackler (1991) . Experts are asked to assess the median deviation concordance 1115 probability which is also known as quadrant probability (Kruskal, 1958) . It is defined as the probability of the two variables, X and Y , falling both either below or above their medians, i.e. P QP (x, y) := P ((X − x 0.5 )(Y − y 0.5 ) > 0) with x 0.5 and y 0.5 being the respective medians. This could 1120 be asked for as follows:
"Consider the pair of variables X and Y . You have indicated that there is a 50/50 chance of X being above or below x 0.5 and Y being above or below y 0.5 . What is the probability that X and Y both will either be above or below 1125 their medians?"
The above formulation is a slightly altered version of the original reference to offer a general framing. While the conditional probability cannot be fully represented with a quadrant probability, the author claims that the de-
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pendence elicitation concentrates on events that experts "should be capable of making most informed judgements about" (Fackler, 1991) . According to Kruskal (1958) Under the assumption of bivariate normality, a relation to the correlation coefficient, ρ, is given by (2/π arcsin ρ).
Given the advantages from a modelling together with elicitation perspective and as pointed out by a reviewer of an 1155 earlier version of this paper, the quadrant probability and Blomqvist β deserve more attention when eliciting dependence.
Conditional ( (2010), where the elicited probability takes the form P JP (x, y) :=
. It is concluded that this alternative is able to capture the most important features of an expert's distribution with a good accuracy and by just making use of a small amount of data.
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Eliciting joint probability directly however is seen as rather cognitively complex and (even) assessing independence in such a way is regarded as non-intuitive (Garthwaite et al., 2005) . A systematic bias for this kind of assessment is that experts tend to overestimate the probability of con-
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junctive events and underestimate that of disjunctive ones (O'Hagan et al., 2006) . This might be due to the requirement that certain knowledge of probability theory is necessary for this method. (Clemen et al., 2000) found that when elicited joint probabilities are transformed to corre-1260 lations, the obtained values tend to be out their feasible bounds rather frequently. Further, it was the least accurate method when compared to empirical data.
Concordance Probabilities. A further way to think probabilistically about dependence is by considering concordance (and discordance) of random variables. The concept of concordance probabilities is closely related to the earlier introduced quadrant probability and it is limited to a frequency or cross-sectional interpretation for the pair of variables in question, i.e. it requires a population to draw from (Clemen & Reilly, 1999) . The question can be framed as: Exemplary populations for a and b might be height and weight of some specified group of people. Formally, the probability of concordance between two random variables, X and Y , considering n independent draws (x a , y a ) to (x b , y b ) is given by: and ρ * = 2 sin(πρ/6) (Kruskal, 1958) . Nevertheless, a (transformed) product moment correlation matrix that is 1275 positive definite is not guaranteed (Kraan, 2002) .
Within the psychological literature of causal learning, the concordance probability relates to the term degree of relatedness. In the classical experimental design, participants are presented with information about the presence or ab- tions the aim is to formulate descriptive rules for inferring causal strength (Shanks, 2004) .
In Clemen et al. (2000) , this technique performed reasonably accurate in comparison to other methods and only rarely incoherent assessments were made. Similarly, Garth-1290 waite et al. (2005) , Kunda & Nisbett (1986) and (Gokhale & Press, 1982) come to the conclusion that this method is reasonably accurate and might be preferred if a population is given. Yet the importance of an expert's familiarity with the population is emphasized. 
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If F Y (y) is above its median, the values close to the minimum refer to a (strong) negative relationship, and the values close to the maximum indicate a (strong) positive one.
For independence, experts assess E(F X (x)|Y = y ( q i )) = 0.5. A closely related method is predictive assessment 1320 which was mentioned in the context of hyperparameters.
It should be noted that this dependence parameter has certain characteristics which would have similarly justified listing it among the statistical approaches which are presented in Section 5.2.1, after the general discussion on the 1325 assessment burden of probabilistic methods. 
Assessment Burden of Probabilistic Methods
Despite the limited empirical evidence available for experts' intuitive understanding of different assessment methods, Morales Nápoles et al. (2008) and Clemen et al. (2000) 1330 conclude that probabilistic statements are not perceived as cognitively easy. Conditional as well as joint probability assessments were rated by experts as most difficult among all other methods presented to them. In particular, when moving towards higher dimensions, the growing condition-
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ing sets for conditional exceedance probabilities were met with accordingly growing concern. Additionally, for conditional quantiles (fractiles/percentiles) the expert must understand these location properties of distributions quite well together with the notion of regression towards the 1340 mean which might induce cognitive difficulties (Clemen & Reilly, 1999) . A possible advantage of these techniques is that the assessment burden can be decreased for most probabilistic methods by re-framing the questions. For instance, it is often possible to express their forms as rela-tive frequencies which are a more natural way of thinking about probabilities. Such framings were found to have a positive effect both on assessment burden and accuracy in the univariate case (Hoffrage et al., 2000) .
Recognition of the cognitive burden of assessing depen-
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dence has existed at least since Kruskal (1958) , who supports probabilistic methods, in particular the quadrant probability, due to its intuitive decision analytic interpretation in comparison to statistical methods.
Statistical Methods
Despite some objections to the direct elicitation of moments of distributions or even cross moments, such as nonobservability (Kadane & Wolfson, 1998) (Reilly, 2000) .
1385
An obvious precondition for this type of dependence parameter to be intuitive is a certain level of familiarity with statistical measures. Therefore, several (conflicting) conclusions have been made from research on this query variable. Some studies, such as Kadane & Wolfson (1998) , (2010), Clemen et al. (2000) and Clemen & Reilly (1999) concluded that eliciting a correlation coefficient is more accurate than other dependence variables (in relation to empirical data) as well as more coherent. The better per-
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formance in comparison to other methods is primarily attributed to sufficient normative expertise of the experts.
Ratios of (Rank) Correlation. When considering higher orders of dependence, a direct way to elicit this information from experts is through ratios of (unconditional) 1410 rank correlations. In this method, experts assess the "rel- served in empirical studies using this method. Moreover, the method is intuitive which makes it popular. In the area of human reliability analysis, Swain & Guttmann (1983) introduce the Technique for Human Error Rate Prediction (THERP) which uses a verbal scale for assigning the 
Assessment Burden for Statistical Methods
1510
Overall, the direct/statistical methods are seen as intuitively accessible for experts and enjoy favourable feedback in terms of assessment burden (Revie et al., 2010; Clemen et al., 2000) . Especially verbal scales are seen as directly applicable and have therefore enjoyed further considera-1515 tion. Clemen et al. (2000) report that for statistical methods training and feedback for follow-up studies improved accuracy. This is confirmed by expert studies with frequent feedback on correlation assessments, such as weather forecasters (Bolger & Wright, 1994 With regards to the complexity of problems for which experts might assess a correlation directly, Kruskal (1958) offers perhaps one of the most detailed discussions. He addresses the cognitive complexity required for assessing cor- 
Other Methods
In the following, methods that do not fit the categories above (for reasons which will be explained) are considered.
One such method is proposed by (Abbas et al., 2010) who elicit joint probabilities through univariate distributions 1560 and isoprobability contours. In other words, dependence is elicited indirectly. We present this approach separately because experts express preferences over binary gambles with identical payoffs rather than providing probabilistic (or numerical) responses directly.
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Loosely, an isoprobability contour is a collection or set of points which have the same cumulative probability. In order to elicit the 50 th percentile of a contour for two variables of interest, X and Y , experts assess first the common quantiles for X, e.g. the median, x 0.5 , the 75 th quantile, x 0.75 , and so forth. Then, the experts are offered two gambles, for which the authors propose the framing of:
A: You receive a fixed amount, z, if the outcome of variable X is less than x 0.5 and variable Y takes any value (short: (x 0.5 , y max )). Y is less than y 1 (with y 1 < y max ; short: (x 0.75 , y 1 )).
The formulation has been altered to fit the wording of the earlier framings for elicitation questions in this review.
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The value for y 1 is specified and depending on the response of an expert, y 1 is adjusted until the expert is indifferent between the two gambles. If no indifference is achieved, the process ends after a pre-determined number of iterations and upper and lower bounds for y 1 are specified to lying on its isoprobability contour. The joint probability assessment reduces then to a univariate problem through
This approach was tested with graduate students who as-1600 sessed the joint probability of weight and height relationships within their university cohort. A monetary incentive was offered for obtaining honest and accurate answers.
The authors conclude that this method is sensible with respect to difficulty, monotonicity and accuracy, but still 1605 discuss some possible assumptions that might ease the assessment burden. As a main advantage over conventional methods they mention the flexibility in analysing the results by deriving various dependence measures from the elicited outcomes.
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Another method that has been proposed for specifying dependence through expert judgements and which fits into this sub-section is Papathomas & O'Hagan (2005) . They consider a Bayesian updating procedure for dependent binary random variables. Again, dependence assessments 1615 are not made directly, but a threshold copula approach is used to fully determine the dependence structure.
Aggregation of Dependence Assessments
As we typically elicit judgements from more than one expert in order to obtain a broader perspective on the still is a correlation matrix, conditional independencies, such as specified in a BN, will not be preserved.
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When combining experts' assessments mathematically, mainly two methods are considered: Bayesian aggregation which might account for biases (e.g. overconfidence) and pooling methods which are seen as more robust and easier to use (Hora & Kardeş, 2015) . The latter are discussed in more Yet, unless independence is justified on structural grounds as well (e.g. through a graphical dependence representation) and is therefore not purely accidental, this normative requirement is questionable (Bradley et al., 2014) .
As shown, often dependence parameters are elicited in a decreased as the number of experts increased.
Linear Pooling: Performance-Based Weighting. In the same study, Winkler & Clemen (2004) show that taking the average of only the top performing cohort of experts as measured by the MAE reduces the overall error considerably (calculated when averaging the entire set of estimates).
This finding is consistent with expert judgement studies for univariate quantities (Cooke & Goossens, 2008) (Cooke, 1991) . For two bivariate copulas, f C (a copula model used for calibration purposes) and f E (a copula as estimated by expert opinions), the Hellinger distance H is then:
In Abou-Moustafa et al. (2010) an overview of different distances between distributions is given. If the distributions are Gaussian, these distances can be written in terms of the mean and covariance matrix, i.e. the parameters of the Gaussian distribution. Under the Gaussian copula assumption, H might be parametrized by two correlation matrices:
where Σ C is a correlation matrix used for calibration purposes and Σ E the matrix derived from experts' assess-ments. The dependence calibration score is then:
The score is 1 if an expert's assessment corresponds to the calibration model exactly. Conversely, it differs from 1 as the expert's assessment differs from the calibration model.
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Under the Gaussian assumption, i.e. when using H G , the score approaches 1 as Σ E approximates Σ C elementwise and the score decreases as H G differs from H C element- This was refined by including key words for specific dependence modelling techniques and dependence parameters. For dependence parameters per aggregation method an apparent finding is that performance-based methods are used mainly together with conditional (exceedance) probabilities (through quantile assessments). This might not be 1770 surprising given that the authors for these studies come from the same expert judgement school that emphasises the use of performance-based combination and quantile (rather than point) assessment. In total performancebased weighting is used in 22.03% of all case studies, just 1775 more than equal weighting which is used in 18.64% of all references. Most significant however is that for 37.28% of all case studies the aggregation method is not described or mentioned at all.
When clustering the experts' domains and substantive ex- 
Conclusions and Further Research
1820
We have argued that multivariate decision models under uncertainty are becoming more and more prevalentwhether as BNs (continuous or discrete), as parametric multivariate models, or as separate specifications of univariate distributions together with copulas to model the 1825 dependencies. We also argued that this immediately leads to the need for elicitation techniques to quantify these models.
The biggest challenge in the use of expert judgement to quantify dependence is in the way we manage the elicita-1830 tion burden for experts. Implicit in our discussion above is that the elicitation burden has two key dimensions:
• The required quantity of information -there is a danger that large amounts of information required from experts will burden them too much in terms of time 1835 and the prolonged intensity of the task.
• The complexity of the required information -there is a danger that the experts might not be able to hold all the required information in the forefront of their minds while considering complex scenarios in which 
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The literature review illustrates clearly the challenge faced in finding better ways to elicit multivariate uncertainties:
In many cases the reported studies use students instead of (costly) experts. Often, when experts are used, they are asked to only provide guidance on parameters, but the 1865 justification for the chosen parametric family is not given.
Clearly, for purposes of validity and verification we need to evolve better practices in selecting such families. Otherwise we are not in a strong position to challenge poor operational practice, such as the prevalence of the Gaus-1870 sian copula used widely in financial modelling prior to the recent crash, and almost certainly still in equally wide use (Salmon, 2009 ).
Finally, in the paper we have focused on the use of expert assessment in quantifying multivariate distributions.
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However, the revolution in data analytics is using machinelearning and expert systems rather than human experts. It is therefore worth reflecting on the relative benefits, similarities and complementarities of these approaches. An individual human expert may be considered analogous to 1880 a particular machine-learning model, and the empirical result that machine-learning model averaging typically gives better results than any one of the models on their own, reflects older observations in the use of expert judgement that weighted averages of expert assessments are better 1885 calibrated than individual experts. However, the human expert may be able to provide simplifications through parametric model choices, and insights into model "phase changes" that the machine-learning models struggle with, because the data does not go far enough into the tail. The research 1890 challenges we have set out above will help us find a more satisfactory approach to combining human and machine expert judgements for uncertainty modelling. In Reliability and Maintainability Symposium, 2008 . RAMS 2008 . IEEE.
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