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Abslmet-The hit error probability of the multistage lin- 
ear successive interference canceller (LSIC) in a long-code 
code division multiple access (CDMA) system is analyzed 
with a graphic approach in this research. The receiver de- 
cision statistic is modelled as a Gaussian random variable, 
whose conditional mean and variance are related to the m- 
ments of functions of matrix L, where L is the strict lower 
triangular part of the correlation matrix of the signature 
sequences. The complexity of calculating these moments in- 
cremes rapidly with the growth of the stage index. A graph- 
ical representation of moments is developed here to facilitate 
their computation. For the multistage linear parallel inter- 
ference canceller (LPIC), we showed in [lI that its moment 
calculation can be decomposed into several well known prob- 
lems in graph theory. Besides graphic tools developed in [l], 
we introduce a new tool, i .e .  the chromatic polynomial of a 
directed graph, to carry out the current task. It is shown 
that analytic results match well with simulation results in 
the bit error probability of the LSIC. 
I. INTRODUCTION 
The direct sequence-code division multiple access (DS- 
CDMA) system suffers from the problems of multiple ac- 
cess interference (MAI) and the near-far effect. In the past 
decade, several approaches have been pmposed to address 
these issues [Z]. Among them, the successive interference 
cancellation (SIC) scheme 131 has received much attention 
recently due to the feasibility of its practical implementa- 
tion. The performance of the multistage lincar SIC (LSIC) 
detector in the long-code CDMA system in terms of the bit 
error probability (BEP) is analyzed in this work. 
The performance analysis of various multistage interfer- 
ence cancellers has been conducted by many researchers 
for both long-code and short-code systems [4-91. However, 
the analysis was carried out either under some invalid as- 
sumptions or for only one stage of interference cancellation 
. In the former case, these invalid assumptions include: 
(i) tentativedeci sions of different users are uncorrelated, 
and (ii) tentative decisions and Gaussian noise are uncor- 
related [7]. In the latter case, where the assumptions were 
not employed, the signal model became very complex and 
the analysis could be performed only for one interference 
cancellation stage. 
In this paper, we consider statistic relations among all 
factors in the received signal and investigate the perfor- 
mance for any arbitrary stage by using matrix algebra. We 
show that the performance of the LSIC receiver can be ex- 
pressed by moments of L's functions, where L is the strict 
lower triangular part of the correlfztion matrix R of signa- 
tiire sequences. In our previous work [I], we used graph 
theory t;o calculate high-order moments of (R - I).  In this 
research, graph theory is also employed to compute high- 
order moments of functions of the matrix L. Besides the 
four well-known techniques (i.e. the coloring, Eulcr tour, 
graph decomposition and finding biconnected components) 
in graph theory [I], we need one additional tool, i.e. the 
chromatic polynomial of a directed graph (or digraph), in 
deriving the performance of the LSIC receiver. 
The rest of the paper is organized as follows. The system 
model is presented in Section 11. The conditional mean and 
variance of the decision statistic are derived in Section 111. 
A graphical representation is introduced to facilitate calcu- 
lation of the conditional mean and variance of the decision 
statistic in Section N. A method of computing the chro- 
matic polynomial of a digraph is presented in Section V. 
Simulation results are shown in Section VI, and concluding 
remarks are given in Section VII. 
11. SYSTEM MODEL 
Let us consider a synchronous DS-CDMA system with 
K users. For the kth user, a binary data bit bk E 
{+l, -1) with bit duration T is spread by the binary ran- 
dom signature rectangular waveform ak(t) with chip du- 
ration T, and spreading ratio N = TIT,. The received 
signal at the base station can be expressed as r ( t )  = 
E,"==, a b k a k ( t )  cos(w,t+&)+n(t), where Pk and 0 k  are 
the received power and the carrier phase of user k, respec- 
tively, wc is the carrier frequency, and n(t)  is the additive 
white Gaussian noise (AWGN) with the single-sided power 
spectral density No. 
Let y denote a column matrix whose elements are the 
output of the K matched filters. That is, y = RWb + n, 
where R is a matrix whose (k,l)th element is equal to 
pk.1  cos&,^, pk.1 is the normalized cross-correlation be- 
tween ak(t) and al ( t ) ,  &,, = & - 01, W is the diago- 
nal matrix whose kth diagonal element is m T ,  b = 
[b, ,  bz , .  . . , b ~ ] ~ ,  n = [El, € 2 , .  . . ,[K]~, and 6 is the scalar 
term due to  the contribution of AWGN. From [lo], a recur- 
sive matrix relation for the LSIC receiver's decision statistic 
can be derived as 
where z('") = [Z;", Z:", . . . , Zk!)lT denotes the column 
vector of user k's decision statistic at the mth stage, k = 
1 , .  . . , K ,  and L is the strict lower triangular part of R. 
111. CALCULATION OF CONDITIONAL MEAN AND 
VARIANCE 
By assuming the equal priori probability of bk and that 
Zi" is a Gaussian random variable, the BEP of user k at 
the mth stage is given by 
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where Q ( x )  = j," e-'2/2/&dy. The goal of this section 
is to obtain E[Zf'"br;] and Var[ZL'")lbk] for arbitrary m 
and k. 
By defining M = (I + L)-'LT, the recursion in (1) can 
be expressed as a oneshot matrix filter [lo]  
z('")= [I - (-M)"']R-'y = F,y. (3) 
From (3),  we have 
E[z("')lbk] = E[(I  - (-M)"')R-'(RWb + n)lbk]. 
The conditional mean EIZLm)lbk] of user k's decision statis- 
tic at stage m is equal to the kth element in E[z('")lbk]. 
Therefore, we obtain 
E[ZL'")lbk]= m T b k [ l  - ( - l ) "X(m,  k ) ] ,  (4) 
where X ( m ,  k )  = E[(M"')*,k] and Ai,j denotes the ( i , j ) th  
element in matrix A. 
Similarly, Var[Zi"'Ibk] can be obtained from the condi- 
tional covariance matrix of dm) given by 
Ka(m)lbk = E[z("')~("')~lbk] - E[~("')Ibli]E[z(")Ibk]~, (5) 
since VaT[ZL"')lbk] is equal to (Kz(-)1bk)k,k. By using (4), 
the  kth diagonal element of the second term in the right- 
hand side of (5) is ( m T ) ' [ I  - ( - l ) " X ( m ,  k)]' while 
the first term can be expanded as 
EIF,yyTFzlbk] = E[F,RW2RFz] + E[F,nnTFz]. 
The kth diagonal element of the first term in the righthand 
side of (6) can he evaluated as 
(6) 
( m T ) ' -  ?(-I)" ( m T ) ' X ( m ,  k )  + Y ( m , k ) ,  
where Y(m,  k)= E[(MmW2N"')k,k] and N = M T .  The 
kth diagonal element of the second term in the righthand 
side of (6)  is given by 
NOT 
-x ( - l ) ' [ V ( i , O , k )  - ( - l ) " 'V ( i ,m ,k ) ] ,  
4 i=o 
where V ! i , m , k )  = E[(M' ( I  + L)-lNm)k,k] .  To sum up, 
we get the conditional variance of the decision statistic of 
user k at stage m as 
Var[Zl")lbk] = Y ( m , k ) -  ( m T ) 2 X 2 ( m , k )  
NOT 
4 
+- C ( - l ) ' [ V ( i , O , k )  - (-l)"'V(i,m,k)]. (7) 
i=O 
As given in (4) and (7), it is clear that E[ZL"")bk] 
and Var[Z:"')lbk] are determined by X ( m ,  k ) ,  Y (m ,  k )  and 
{ V ( i ,  0 ,  k ) ,  V ( i ,  m, k)li = 0 , .  . . , m  - l}, which are related 
to the moments of matrices (I + L)-' ,  M ,  and N .  In the 
remaining of this section, X ( m ,  k )  is used as an example to 
Fig. 1. Digraphs used to interpret (a) X(m,k), (b) Y(m, k ) ,  and (c) 
V ( i , m , k ) .  
explain the computation of these moments. By expanding 
the matrix multiplications, X ( m ,  k )  can be written as 
x(% k )  = EKM"')li,kI (8) 
K K  K 
= ... E[Mb,t ,Mt, , t , . . .Mt _ ~ , , t l .  
Since L is strict lower triangular, (I + L)-I = 
C&'(-L)'and the (r, 3)th element in M can he expressed 
1,=1tz=: 1,-1=1 
as 
K - l  
M , ,  = ((I + L ) - ' L ~ ) ~ , .  = ( - I ) ~ ( L ~ L ~ ) ~ , ~  (9)
i=O 
i , < - j x < j ,  
, .<a 
(cose,,j, COSejr.jz ...cosej,,s) 
By inserting (9) in (a), we see that the computation of 
X ( m ,  k )  requires the grouping of indices ti's and j l ' s  ac- 
cording to index values, the fulfillment of the inequality 
constraints, and the calculation of the expected cosine and 
cross-correlation terms for each group. As the complexity 
of these operations grows very rapidly with the increase 
of stage index m and the number of users K ,  we intro- 
duce a graphical representation to  facilitate the evaluation 
of X ( m ,  k ) ,  Y ( m ,  k )  and V( i ,  m, k )  in the following section. 
Iv. GRAPHICAL APPROACH TO MOMENT CALCULATlilN 
Digraphs used to interpret X ( m , k ) ,  Y ( m ,  k )  and 
V ( z , m : k )  are given in Fig. 1. Except for vertex I ,  
the remaining vertices t l , t z , .  . . represent the summation 
variables, e.g. in (8 ) .  Each of them takes an i n t c  
ger from 1 to K ,  while vertex 1 always takes the in- 
teger k. In Fig. I(a), arcs represent elements in ma- 
trix M .  In Fig. I (b) ,  arcs {(I,t,),...,(t,-l,t,)} and 
{(t,,t ,+l),.-.  , ( t2m-l ,  I )}  represent elements in M and 
N ,  respectively. In Fig. l(c), {(l,tl),...,(t;-~,t;)}, 
(t , , t;+l),  and ( ( t i+ l , t ,+z) , .  . . ,(t;+,,l)} are elements in 
M ,  ( I  + L)-', and N, respectively. More specifically, let 
$(r)  be the integer taken by vertex r ,  arc ( T , s )  represents 
the ($(r),$(s))th element io the corresponding matrix. 
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Fig. 2. The detailed digraph or mixed graph for an arc (r, 8 )  in Fig. 1, 
which represents the (7, s)th element in (a) M, (b) N, or (c) (I+L)-' 
Arcs in Fig. 1, signifying elements in M, N,  and (I+L)-', 
can be represented by detailed digraphs in Figs. 2(a) and 
2(b) and a detailed mixed graph in Fig. 2(c), respectively. 
Fig. 2(c) is a mixed graph since it contains one edge. Let us 
take Fig. 2(a) as an example. I t  can be seen from (9) that  
each path from vertex r to s represents a specific value of i 
(0 5 i 5 K - 1). The rightmost path corresponds to i = 0 
while the leftmost one i = K - 1. There is a sign associated 
with each path from r to s. The sign comes from the factor 
term (-1)'. Also, the directions of arcs reflect the inequal- 
ity constraints on the summation variables j,,j,, . . . , j ;  in 
(9). Each vertex in Fig. 2 takes an integer from 1 to K .  
An arc (U,.) in Fig. 2 represents the ($(u),$(w))th el- 
emcnt in L, which is equal to p+(uj,*(vj . cos9+(uj,*(u) if 
$(U) > $(U) and 0 otherwise. Thus, the direction of arc 
(U, U) in Fig. 2 indicates that $(U) should be larger than 
$(U) to yield a nonzero value Sor this arc. On the other 
hand, the edge in Fig. 2 ( c )  represents the identity matrix I 
in ( I+  L)-' = I - L + .  . . + ( -L)K- ' .  Thus, the edge has 
value 1 if $(T) = $(s) and 0 otherwise. 
Digraphs in Fig. 1 are called macro representations of 
X(m,  k ) ,  Y(m,  k )  and V ( i , m , k ) ,  since their arcs represent 
elements in M, N and (I + L)-'. The complete repre- 
sentations of X(m, k ) ,  Y(m,  k )  and V(i ,  m, k )  can be o b  
tained by replacing each arc of these macro representations 
with the corresponding detailed digraph or mixed graph in 
Fig. 2. By doing so, for each arc ( r , s )  in a macro repre- 
sentation, there are K paths between vertices T and s in 
its complete representation. Therefore, if there are n arcs 
in a macro representation, the complete representation is 
equivalent to the summation of K" subgraphs, which have 
only one path between each ( r , s ) .  Thesc K"sub graphs 
are called sub-representations. Each sub-presentation has 
a sign associated with it, which is equal to the multiplicity 
of the signs OS paths within it. 
The values of X ( m , k ) ,  Y(m,k) and V(i ,m,k)  can 
be obtained by summing the contribution of each sub- 
representation. The contribution of a sub-representation 
can he computed by the following steps. 
1.  Find out all possible ways of vertex mergence in the sub- 
representation under the constraint that the two vertices of 
an arc must not he merged together, and the two vertices of 
an edge must be merged together'. Each digraph yielded 
by vertex mergence is called an evolved digraph2 of the 
'An arc ( U ,  U) is equal to zero if +(U) = +(U), and an edge (U,.) is 
%rice ventice3 connected by edges are merged together, there are 
equal t o  zero if $ ( U )  # +(U). 
no edges after vertex mergence. 
sub-representation. 
2. For each evolved digraph, except that thc vertex corre- 
sponding to vertex 1 in the macro representation is assigned 
with the integer k ,  assign each vertex a unique integer i, 
where { l  5 i< K,i# k } ,  such that $(U) > $(U) if there 
exists an arc from vertex U to U .  
3. For the underlying graph of each evolved digraph, eval- 
uate the corresponding expectations of the p and cosine 
terms by using the method developed in [l]. 
4. Let { G I ,  G2,. . . , G,,} denote the set of evolved digraphs 
of a sub-representation, P(G;, K )  the  total number of valid 
integer assignments for Gi obtained in Step 2, Ep(Gi) and 
E,(Gi) expectations of the p and cosine terms for Gi ob- 
tained a t  Step 3, respectively. Then, the contribution of 
the sub-representation is given by 
" 
C;P(Gi, K)EP(Gi&(G;),  (10) 
i=1 
where c is the sign associated with the sub-representation, 
Ci = 1 if the current sub-representation is for X(m, k )  or 
V( i ,  m, k ) ,  and Z, = ( m T )  if the sub-representation 
is for Y(m,  k ) ,  where j is the integer value taken by the 
vertex in Gi corresponding to the vertex t ,  in the macro 
representation. 
The second step is different from the computation of 
X ( m )  and Y ( m )  in [l], where we dealt with the evolved 
undirected graphs whose each vertex was assigned an in- 
teger different from those of all other vertices. On the 
other hand, in the current context, the integer assigned 
to a vertex should not only be distinct, but also satisfy 
the constraints given by arc directions. The calculation 
of P(G,, K )  is equivalent to finding the chromatic poly- 
nomial of a digraph G, with K colors, where the color- 
ing problem for a digraph G = ( V , A )  is defined to be 
f : V .  - {1,2, . .  . , K }  such that f(u) > f (u)  for every 
arc (U, U) E A. 
V. CHROMATIC POLYNOMIAL OF A DIGRAPH 
2 
Before describing t,he computation of the chromatic poly- 
nomial of an arbitrary digraph, let us start with a specific 
type of digraphs: forests composed of directed trees (or 
ditrees), where a ditree is a connected acyclic digraph with 
each vertex having in-degree at  most one. The root of a 
ditree is the vcrtcx with in-degree equd t o  zero. For sim- 
plicity, unless otherwise stated, a forest indicates a forest, 
composed of ditrees below. Also, a ditree is considered as 
a forest with one component. 
Definition 1: Assume that there are n ditrees, G,,Gz, 
. . . , G,, from left to right in a forest G. The right siblings of 
a non-root vertex D are vertices that share the same parent 
vertex with D and lie in the right side of U. The right siblings 
of the root vertex of Gi are defined as the  root vertices of 
Gj's (i < j 5 n). The descendant number of a vcrtex is 
the number of descendants of the vertex3. The right-sum 
descendant number of a vcrtcx is the sum of the descendant 
numbers of the vertex itself and its right siblings. 
Proposition 1 Let. t (u)  a$ T ( u )  denote the descen- 
dant number and the right-sum descendant number of a 
3Note that a vertex is a descendant of itself. 
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vertex U ,  respectively. Also, let P(G, K)dcnot e the chro- 
matic polynomial, which represents the number of coloring 
methods for a forest G using K colors with the following 
two constraints: (i) each vertex U should be assigned with a 
distinct color or integer $(U) E [l, K],  and (ii) $(U) should 
be larger than $(U) if there exists an arc (U, U )  in G. Then, 
P(G, K) is given by 
where Nu is the number of vertices in G. 
By Proposition 1, it is easy to obtain the chromatic poly- 
nomial of a forest. The following proposition, which is a 
generalization of the Birkhoff's Reduction Theorem, en- 
ables us to obtain the chromatic polynomial of any digraph 
by decomposing the digraph into several forests. 
Proposition 2: Let a; be the arc obtained by inverting 
the direction of arc a;, G - a; be the digraph obtained by 
removing a;fr om a digraph G, and G-a;+Ti;b e the digraph 
obtained by inverting the direction of a; in G. Then, wc 
have P(G, K) = P(G - a,, K) - P(G - a;+ 7i;, K).  
By Proposition 2, the decomposition can be represented 
with sequence notations, e.g. G + (G - ai, G - a; + z) + 
(G - a; - aj ,G - a; - a j  + q , G  - a ;  +?i- aj,G  a; + 
ai - aj+ rr;) + . . .. In the above notation, each digraphs 
collection between +'s is called a sequcnce. A sequence 
whose each element is a forest or a digraph containing a 
directed cycle is called a reduced sequence. Note that we 
need not decompose a digraph containing a directed cycle, 
since its chromatic polynomial is 0. 
Proposition 3: There exists a finite reduced sequence 
for any digraph. 
As mentioned in Section N, vertex 1 of each digraph in 
Fig. 1 takes a fixed integer k .  Moreover, the computation 
of Y ( m , k )  requires to divide all contributions into groups 
according to the color $(t,) of vertex t ,  in the macro r e p  
rescntation, multiply each group by (d=T)', and 
then sum them together. Therefore, to calculate X(m,k) 
and V( i ,  m, k ) ,  we have to consider the chromatic polyno- 
mials of digraphs with one of the vertices assigned a fixed 
integer; for Y(m, k ) ,  two vertices are assigned with prede 
termined integer valucs. The chromatic polynomial of a di- 
graph with fixed assigned integers is called thc constrained- 
n chromatic polynomial, if there are n assigned values. To 
obtain the constrained-n chromatic polynomial, Proposi- 
tion 2 can he applied recursively to make verticcs with 
h e d  colors the root vertices, and then employ the following 
corollary. 
Corollary 1: Let G be a forest composed of p ditrecs 
G1,...,G,withrootsrl,...,r . Thef i r s tn roo t s r l , . . . , r ,  
(n 5 p) are already assigned with colors $ ( T I ) ,  . . . ,$(m) 
such that q9(r1) < . . . < q9(rn). If there are K available col- 
ors, then the number of coloring methods for G under this 
constraint, called the constrained-n chromatic polynomial 
of G, is given by 
P( IJ Gi,  K-CC(T;)).ITP(Gi-r;,d(Ti)-l-Ce(Tj)), 
where P (H,K) i s  the chromatic polynomial of digraph H 
using K colors, and ~ ( r i )  is the descendant number of T; .  
- 
P " n i-1 
;="+I ;=I ;=I j=1 
<.I ,b, cc3 
Fig. 3. Analytic and simulated results for hormalised E[Z:'"'lbk = I], 
m=1,2,3: ( a ) k = l  (thefirstuser);(b)k= LK/zJ+l(themedium 
user); and (c) k = X (the last user). 
VI. SIMULATION RESULTS 
Numerical simulations are performed under an environ- 
ment of synchronous transmission, coherent detection, bi- 
nary random signature waveforms, and the AWGN channel. 
There are K users in the system. To consider the situ- 
ation of imperfect power control, users are assigned with 
three different received power levels PI, P1f2, and P1/4. 
Since the LSIC receiver sorts users in a descending order 
according to their received powers, it is assumed that PI is 
assigned to users 1 to LK/3]; P,/Z to users LK/3] + 1 to 
[2K/31; and P1/4 to users L2K/3] + 1 to K .  The signal to 
noisc ratio (SNR) is lOdB for the first user, and the spread- 
ing ratio N is set to 31 throughout the simulation. The 
BEP performances of the first, the medium (( LK/Z] + 1)th) 
and the last (Kth)  users are analyzed and compared with 
experimental results. 
Fig. 3 compares analytic and simulated results for the 
normalized E[Z:'")lbk = I], k = 1, LK/Z] + 1, K, at 
three stages. The normalization is done by a factor of 
m T .  In this test, the second-order approximation, 
(I + L)-' zz I - L + L2, is used for the detailed repro 
sentation of M when computing X(m, k)'s ,  which means 
that only the three rightmost paths are taken in Fig. 2(a). 
I t  is observed that the analytic and simulated results match 
each other well. Also, note that there is no bias effect for 
the conditional mean of the first user's decision statistic, 
while the normalized conditional means for the medium 
and last users are negativcly biased from 1. This can be 
seen from (4). In all sub-representations of X(m, k ) ,  thc 
out-degree of vertex 1 is larger than 0. But, when comput- 
ing X ( m ,  l), vertex 1 is constrained to be colored with the 
smallest color indcx 1. Therefore, X(m, 1) = 0. The non- 
existence of bias for the first user can also be explained 
in terms of thc receiver structure. The bias effect occurs 
if the estimates of interfering signals are correlated with 
the desired user's signal. However, since interferences are 
cancelled serially, the signal from the first user is cancelled 
perfectly for the other users a t  all stagcs. Consequently, 
when ZLm-l), k = 2 , .  . . , K, are used as the estimates of 
interfering signals at stage m > 1, they are not correlated 
with the signal from the first user, and no bias occurs. 
Fig. 4 compares the analytic and simulated results for 
the normalized Var[ZLm)lbk = 11, k = 1, LK/Z] + 1,  K, 
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Fig. 4. Analytic and simulated results for normalized Vor[Zi'")lbk 
I], m = 1 ,2 ,3 ,  when SNR=lOdB for the first user: (a) k = 1. ( 
k = LK/2] + 1, (c )  k = K. 
, 
Fig. 5. Analytic and simulated results of the BEP from the 1st t o  
3rd stages when SNR=lOdB for the first user: (a) the first user, (b) 
the medium user, and (e) the last user. 
at  various stages. The normalization is performed by using 
the factor ( m T ) 2 .  The approximation (I + L)-' s= 
I - L + L2 is used, if there are less than or equal to four 
arcs in the macro representation. Otherwise, the first-order 
approximation (I + L)-' s= (2a - a2)I - a2L is used with 
the value of a optimized for minimizing the LZ distance. 
We see that, except for the cases of K = 25 in Fig. 4(c), 
analytic results match very well with simulated ones. In 
this case, the discrepancy comes from the approximation 
error for the matrix inversion. Moreover, since there are 
two arcs leaving vertex 1 in the complete representation 
of Y(m,  k), the chromatic polynomial of Y(m,K)yiel ds a 
larger value than those of Y(m,  1) and Y(m,  [K/ZJ + 1). 
It  follows that Y(m,K)has the largest approximation er- 
ror. Moreover, as shown in our simulation data, all users of 
LSIC at  stages 2 and 3 suffer from the same noise enhance- 
ment problem as the decorrelating detector, which is clearly 
shown in Fig. 4(c) due to the small residual interference of 
the last user. 
In Fig. 5, we present analytic and simulated BEP per- 
formances. Analytic BEPs are obtained by inserting the 
conditional mean and variance data in Fig, 3 and Fig. 4 
into (2). It is seen that analytic and simulated BEPs match 
well, except for the last user with K = 25,  and the first user 
a t  thc second and third stages. The former case is due to 
the inaccurate analytic result for Var[ZLm)IbK = 11 when 
K = 25. The latter case can he explained in the following 
way. By expanding the matrix multiplication in (3), it can 
be realized that the t e r m  within ZL" are not all indepen- 
dent of each other, since cosOi,j's and p;,j 's are not jointly 
independent. The Central Limit Theorem for m-dependent 
sequence can be applied in this case to guarantee the con- 
vergence of Z!" to a Gaussian random variable. The con- 
vergence speed is inversely proportional to the stage index 
due to the structure complexity. Therefore, the accuracies 
of BEPs at  stage 1 are better than those at stages 2 and 3. 
Also, the number of terms within Zj" is less than those 
in Z:E)2,+l and ZLm). Hence, analytic BEPs for the first 
user a t  stages 2 and 3 are not so accurate as those for the 
medium and the last users, because less number of terms 
result in slower convergence. 
VII. CONCLUSION 
In this paper, we derived the analytic BEP performance 
of the multistage LSIC receiver in a synchronous long-code 
DS-CDMA system. It  was shown that the analytic formula 
for the conditional mean and variance of the decision statis- 
tic are related to the moments of the matrix (I + L)-'LT 
and (I + L)-'. We adopted a graphical approach to facili- 
tate the calculation of these moments. Besides the graphic 
tools developed in [I], we developed a new cool, i.e. the 
chromatic polynomial of a digraph, to analyze the LSIC re- 
ceiver. Simulations were performed to verify the correctness 
of our theoretical derivation of the BEP and the conditional 
mean and variance of the decision statistic. 
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