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singular fractional integro-differential equation with m-point boundary condition. Also,
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1. Introduction and Preliminaries
Many researchers have been investigated distinct fractional differential equations
and inclusions which have been applied in modeling of different problems in some sci-
ences. There are many papers on the existence of solutions (or positive solution) for
some singular fractional differential equations (see for example, [1]-[3], [10], [12], [14], [17],
[18] and [19]). In 2013, the existence and uniqueness of positive solutions for the frac-
tional differential equation −Dαu(t) = f(t, u(t)) + g(t, u(t)) with the boundary conditions
u(0) = u′(0) = u′′(0) = u′′(1) = 0 or u(0) = u′(0) = u′′(0) = 0, u′′(1) = βu′′(η) investigated,
where 0 < t < 1, 3 < α ≤ 4 and Dα is the Riemann-Liouville fractional derivative ([21]).
By using idea of the work and some another published works such [4], [8], [9] and [16], we
investigate the singular fractional integro-differential equation
Dαu(t) + f(t, u(t),
∫ t
0
γ(t, s)h(t, s, u(s), Dβ1u(s), . . . , DβLu(s))ds,




γ(t, s)h(t, s, u(s), Dβ1u(s), . . . , DβLu(s))ds,
Dµ1u(t), . . . , DµNu(t)) = 0 (1.1)
with m-point boundary conditions Dµiu(0) = Dβju(0) = 0 for 1 ≤ i ≤ N and 1 ≤ j ≤ L,
DµN+1u(0) = · · · = DµN+3u(0) = 0 and DµN+3u(1) =
∑m−2
j=1 ajD
µN+3u(ξj), where 0 < t <
1, n ≥ 5, n − 1 < α ≤ n, 0 < µ1 < · · · < µN , 0 < β1 < · · · < βL ≤ µN , 4 < α − µN ≤ 5,




j < 1, γ : [0, 1] × [0, 1] →
[0,∞), h : [0, 1] × [0, 1] × RL+1 → [0,∞) and f, g : (0, 1] × RN+2 → [0,∞) are continuous
mappings, D is the Riemann-Liouville fractional derivative, limt→0+ f(t, ., ., . . . , .) = +∞
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and limt→0+ g(t, ., ., . . . , .) = +∞, that is, f , g are singular at t = 0. As you know, the
Riemann-Liouville fractional integral of order α > 0 for a function f : [0,∞) → R is defined
by Iαf(t) = 1Γ(α)
∫ t
0
(t−s)α−1f(s) ds for t > 0 provided the integral exists ([7], [13] and [15]).
Also, the Riemann-Liouville fractional derivative of order α > 0 for a continuous function





(t− s)n−α−1f(s) ds for t > 0, where n
is the smallest integer greater than or equal α ([7], [13] and [15]).
Lemma 1.1. ([7], [13]) If u ∈ C(0, 1) ∩ L1(0, 1) with Dαu ∈ C(0, 1) ∩ L1(0, 1), then
IαDαu(t) = u(t) + c1t
α−1 + c2t
α−2 + · · ·+ cntα−n,
where c1, . . . , cn are some real numbers and n is the smallest integer greater than or equal
α.
Lemma 1.2. ([7], [13]) If u ∈ L1[0, 1] and ρ > σ > 0, then IρIσu(t) = Iρ+σu(t),
DσIρu(t) = Iρ−σu(t) and DσIσu(t) = u(t). If ρ > 0 and ν > −1, then Dρtν = Γ(ν+1)Γ(ν−ρ+1) t
ν−ρ.
Also, Iαu ∈ C[0, 1] for all α > 0 and u ∈ C[0, 1].
By using Lemma 1.2, one can easily conclude next result.
Lemma 1.3. Let v ∈ C([0, 1]) and u(t) = IµN v(t). Then (1.1) reduces to the problem
Dα−µN v(t) + f(t, IµN v(t),
∫ t
0
γ(t, s)h(t, s, IµN v(s), IµN−β1v(s), . . . , IµN−βLv(s))ds,




γ(t, s)h(t, s, IµN v(s), IµN−β1v(s), . . . , IµN−βLv(s))ds,
IµN−µ1v(t), IµN−µ2v(t), . . . , IµN−µN−1v(t), v(t)) = 0 (1.2)
with boundary conditions v′′′(1) =
∑m−2
j=1 ajv
′′′(ξj) and v(0) = v
′(0) = v′′(0) = v′′′(0) = 0,
where 0 < t < 1. Moreover if v ∈ C([0, 1]) is a positive solution of the problem (1.2), then
u(t) = IµN v(t) is a positive solution for the problem (1.1).




j ̸= 1. If y ∈ C(0, 1], then the





















where G(t, s) = 1Γ(α−µN ) t
α−µN−1(1 − s)α−µN−4 − (t − s)α−µN−1 whenever 0 ≤ s ≤ t ≤ 1,
G(t, s) = 1Γ(α−µN ) t





α−µN−4(1 − s)α−µN−4 − (t − s)α−µN−4) whenever 0 ≤ s ≤






0 ≤ t ≤ s ≤ 1.
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Proof. By using Lemma 1.1, the solution of this problem is
w(t) = −Iα−µN y(t) + c1tα−µN−1 + c2tα−µN−2 + c3tα−µN−3 + c4tα−µN−4 + c5tα−µN−5,
where c1, c2, c3, c4, c5 ∈ R are some constants. By using the boundary conditions, we get

































































































































This completes the proof. 
One can check that G is a continuous function on [0, 1] × [0, 1], G(t, s) ≥ 0 and
H(t, s) ≥ 0 for all t, s ∈ [0, 1] and G(t, s) > 0 for all t, s ∈ (0, 1). Also,
1
Γ(α− µN )
s(s2 − 3s+ 3)(1− s)α−µN−4tα−µN−1 ≤ G(t, s)










(β(1 − σ, α − µN − 3) −
β(1− σ, α− µN )) and ∫ 1
0
H(η, s)s−σds =
(α− µN − 1)(α− µN − 2)(α− µN − 3)
Γ(α− µN )
(ηα−µN−4 − ηα−µN−σ−3)β(1− σ, α− µN − 3)



































β(1− σ, α− µN − 3)− β(1− σ, α− µN )
]
.
By using some calculations, one can prove next key result.




j ̸= 1 and F : (0, 1] → R
be a continuous function with limt→0+ F (t) = ∞. Suppose that tσF (t) is a continuous
function on [0, 1]. Then the functions defined by L(t) =
∫ 1
0











H(ξj , s)F (s)ds are continuous on [0, 1].
Let (X, ∥.∥) be a real Banach space which has a partially order by using a cone P ⊂ X.
A nonempty closed convex set P ⊂ X is a cone whenever x ∈ P and λ ≥ 0 implies λx ∈ P
and P ∩ (−P ) = {0} ([5] and [20]). A cone P is called solid whenever interior of P is
nonempty. Each cone P defines the order ≤ on X by x ≤ y if and only if y−x ∈ P ([5] and
[20]). A cone P is called normal if there exists a constant N > 0 such that θ ≤ x ≤ y implies
∥x∥ ≤ N∥y∥ ([5] and [20]). In this case, least number N is called the normal constant of P
([5] and [20]). Define x ∼ y whenever there exist λ > 0 and µ > 0 such that λx ≤ y ≤ µx.
Then, ∼ is an equivalence relation on X ([5] and [20]). For each k ≥ θ with k ̸= θ, define
Pk = {x ∈ X : x ∼ k}. One can check that Pk ⊂ P for all k ∈ P ([5] and [20]).
Theorem 1.2. ([6]) Let (X, d) be a complete metric space, ≤ an order on X, T : X → X
an increasing map and xn ≤ x for all n whenever {xn} is an increasing sequence in X with
xn → x. Suppose that there exists a continuous and increasing function ψ : [0,∞) → [0,∞)
such that ψ is positive on (0,∞), ψ(0) = 0 and d(T (x), T (y)) ≤ d(x, y) − ψ(d(x, y)) for all
x ≥ y. If there exists x0 ∈ X with x0 ≤ Tx0, then T has a fixed point. If for each x, y ∈ X,
there exists z ∈ X which is comparable to x and y, then T has a unique fixed point.
Let X be a real Banach space, P a cone in X and 0 ≤ γ < 1 a real number. An
operator A : P → P is said to be γ-concave whenever A(tx) ≥ tγAx for all t ∈ (0, 1) and
x ∈ P ([20]). Also, A : P → P is called homogeneous whenever A(λx) = λAx for all λ > 0
and x ∈ P ([20]). Finally, A : P → P is said to be sub-homogeneous whenever A(tx) ≥ tAx
for all t ∈ (0, 1) and x ∈ P ([20]). In 2011, Zhai and Anderson proved next result.
Theorem 1.3. ([20]) Let P be a normal cone in a real Banach space X, A : P → P an
increasing γ-concave map and B : P → P an increasing sub-homogeneous operator. Assume
that there is h > θ such that Ah ∈ Ph and Bh ∈ Ph. Also, there exists δ0 > 0 such that
Positive solutions for a sum-type singular fractional integro-differential equation with m-point boundary conditions93
Ax ≥ δ0Bx for all x ∈ P . Then the operator equation Ax + Bx = x has a unique solution
x∗ in Pk. Moreover, the sequence yn = Ayn−1 + Byn−1 (n ≥ 1) with initial value y0 ∈ Pk
converges to x∗.
Note that last result holds whenever B is a null operator. In this paper, we use the
Banach space X = C([0, 1]) with the partial order x ≤ y if and only if x(t) ≤ y(t) for
all t ∈ [0, 1] and x, y ∈ C([0, 1]). It has been proved (C([0, 1]),≤) has this property that
xn ≤ x for all n whenever {xn} is an increasing sequence in C([0, 1]) with xn → x ([11]).
Moreover, max{x, y} ∈ C([0, 1]) for all x, y ∈ C([0, 1]), that is, for each x, y ∈ C([0, 1])
there exists z ∈ C([0, 1]) which is comparable to x and y. We consider the normal cone
P = {x ∈ C([0, 1]) : x(t) ≥ 0 for all t ∈ [0, 1]} with normal constant 1.
2. Main Results
Now, we are ready to state and prove our main result.
Theorem 2.1. Suppose that f, g : (0, 1] × RN+2 → [0,∞) are continuous mappings with
f(t, ., ., . . . , .), g(t, ., ., . . . , .) → +∞ as t→ 0+, 0 < σ < 1, the maps tσf(t, x1, x2, . . . , xN+2)
and tσg(t, x1, x2, . . . , xN+2) are continuous on [0, 1]×RN+2, tσf(t, ., ., . . . , .), tσg(t, ., ., . . . , .)
and h(t, s, ., . . . , .) are increasing with respect to their components on [0,∞) for each fixed t
and s in [0, 1] and also tσg(t, 0, 0, . . . , 0) ̸≡ 0. Also, assume that
tσg(t, λx1, λx2, . . . , λxN+2) ≥ λtσg(t, x1, x2, . . . , xN+2),
h(t, s, λy1, λy2, . . . , λyL+1) ≥ λh(t, s, y1, y2, . . . , yL+1) and there exists a constant γ ∈ [0, 1)
such that tσf(t, λx1, λx2, . . . , λxN+2) ≥ λγtσf(t, x1, x2, . . . , xN+2) for all t, s ∈ [0, 1], λ ∈
(0, 1) and xi, yj ∈ [0,∞) (1 ≤ i ≤ N + 2, 1 ≤ j ≤ L + 1). If there exists δ0 > 0 such
that tσf(t, x1, x2, . . . , xN+2) ≥ δ0tσg(t, x1, x2, . . . , xN+2), for all t ∈ [0, 1] and xi ∈ [0,∞)
(1 ≤ i ≤ N+2), then the problem (1.2) has a unique solution u∗ ∈ Pk, where k(t) = tα−µN−1



















f̃(s, un(s)) + g̃(s, un(s))
]
ds
converges to u∗ for each initial value u0 ∈ Pk.


































for all t ∈ [0, 1]. It is easy to check that u is a solution for the problem (1.2) if and only if
u = Au+Bu. From the assumptions and Theorem 1.1, we know that the operators A and
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×f̃(s, v(s))ds = Av(t)
for all t ∈ [0, 1]. Hence, Au ≥ Av. Similarly, we can show that Bu ≥ Bv. Now, we show




































































for all t ∈ [0, 1]. Hence, A(λu) ≥ λγAu for all λ ∈ (0, 1) and u ∈ P and so the A is
a γ-concave operator. By using similar calculations, we can show that the operator B is










































































































−σsσ f̃(s, 0)ds := l1k(t)
for all t ∈ [0, 1]. By using the assumptions, we get
sσ f̃(s, 1) ≥ sσ f̃(s, 0) ≥ sσf(s, 0, 0, . . . , 0) ≥ δ0sσg(s, 0, 0, . . . , 0) ≥ 0.
Since sσg(s, 0, 0, . . . , 0) ̸≡ 0,∫ 1
0
sσ f̃(s, 1)ds ≥
∫ 1
0
sσ f̃(s, 0)ds ≥ δ0
∫ 1
0
sσg(s, 0, 0, . . . , 0)ds > 0
and so l1 > 0 and l2 > 0. Thus, l1k(t) ≤ Ak(t) ≤ l2k(t) for all t ∈ [0, 1] and so Ak ∈ Pk.
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×H(ξj , s)
]
































× g̃(s, u(s))ds = δ0Bu(t).
Hence, Au ≥ δ0Bu for all u ∈ P . Now by using Theorem 1.3, the operator equation
Au+Bu = u has a unique solution u∗ ∈ Pk. Moreover, the sequence un = Aun−1 +Bun−1
for n ≥ 1 with initial value u0 ∈ Pk converges to u∗. This implies that the problem (1.2)
has the unique positive solution u∗ ∈ Pk. Thus, IµNu∗ is a unique positive solution for the
problem (1.1). 
Here, We list another similar result by using different conditions and Theorem 1.2
which we omit its proof.
Theorem 2.2. Suppose that g = 0, β0 = 0, 0 < σ < 1, f : (0, 1] × RN+2 → [0,∞) is
continuous, limt→0+ f(t, ., ., . . . , .) = +∞ and the map tσf(t, y1, y2, . . . , yN+2) is continuous
on [0, 1]× RN+2. Assume there exist positive constants ϑ1, . . . , ϑL such that




for all t, s ∈ [0, 1] and xj , yj ∈ [0,∞) with xj ≥ yj (0 ≤ j ≤ L). Then the problem (1.1)













, 0 < θ1 ≤ Γ(µN + 1), 0 < θi+2 ≤
Γ(µN−µi+1) for 1 ≤ i ≤ N−1 and 0 < θN+2 ≤ 1 such that 0 ≤ tσ
(
f(t, u1, u2, . . . , uN+2)−




i=1 piϕ(θi(ui − vi)) for all t ∈ [0, 1] and ui, vi ∈ [0,∞) with
ui ≥ vi (1 ≤ i ≤ N + 2), where ϕ : [0,∞) → [0,∞) is a nondecreasing continuous map
such that ψ : [0,∞) → [0,∞) is nondecreasing, ψ(0) = 0 and ψ is positive on (0,∞). Here,
ψ(t) = t− ϕ(t).
Now, we give the following example to illustrate our main result.







|u(t)| 12 + p(t)
(
|φu(t) + u(t)|










|D 109 u(t)|3 + |D 3110u(t)|
) 1
12
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bi ≥ 0 (1 ≤ i ≤ 4),
∑4
i=1 αi ≤ 1, p > 0, α =
36
5 , N = 3, µ1 =
1





10 , L = 3, β1 =
1
7 , β2 =
4
3 , β3 =
21
10 , a1 =
π
4 , a2 =
1
17 , a3 =
e−3





21 , ξ1 =
1
13 , ξ2 =
1
7 , ξ3 =
3
4 , ξ4 =
5
6 , ξ5 =
7


















12 + a(t) + π2 + c
]
,





























ln(1 + |y1)|) + |y1|α1 |y2|α2 |y3|α3 |y4|α4 +




for all xi, yj ∈ R (1 ≤ i ≤ 5, 1 ≤ j ≤ 4) and
t, s ∈ [0, 1]. Let σ = 12 , γ =
1
2 , rmax = max{r(t) : t ∈ [0, 1]}, smax = max{s(t) : t ∈ [0, 1]}
and 0 < c ≤ b2 . It is easy to check that the maps t
σf(t, ., ., . . . , .), tσg(t, ., ., . . . , .) and
h(t, s, ., ., . . . , .) are increasing with respect to their components on [0,∞) for all t, s ∈ [0, 1]
and tσg(t, 0, 0, . . . , 0) = b− c > 0. Also, we have

































= λtσg(t, x1, x2, x3, x4, x5),












































= λγtσf(t, x1, x2, x3, x4, x5) and
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= λh(t, s, y1, y2, y3, y4) for all t, s ∈ [0, 1], λ ∈ (0, 1) and xi, yj ∈ [0,∞) (1 ≤ i ≤ 5, 1 ≤ j ≤
4). If δ0 belongs to (0,
c
rmax+smax+b−c ], then we get















12 + a(t) +
π
2
+ c ≥ π
2
+ (x34 + x5)
1
12 + c




rmax + smax + b− c
× (rmax + smax + b− c)
≥ δ0
(

















σg(t, x1, x2, x3, x4, x5).
Now by using Theorem 2.1, we get the problem (2.1) has a unique positive solution.
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