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Kurzfassung
Innerhalb des Projektes „Neuronaler Silizium-Hybrid-Netzwerksensor zum Monitoring neu-
ronaler Aktivitätszustände und Substanzwirkungen“ erfolgten am Institut für Gerätesy-
steme und Schaltungstechnik der Universität Rostock umfangreiche Untersuchungen zur
Einbindung eines neuartigen neuronalen CMOS (Complementary Metal Oxide Semicon-
ductor)-Sensors in ein entsprechendes Messsystem. Dieser Sensor umfasst neben einem
MEA (Multielektrodenarray) auch mehrere FET (Field Effect Transistor)-basierte Sensoren
zur Erfassung unterschiedlicher Parameter einer Zellkultur. Die Arbeiten wurden in enger
Zusammenarbeit mit dem Lehrstuhl für Biophysik der Universität Rostock durchgeführt.
Zusätzlich wurden diese Anstrengungen durch Industriepartner vor allem im Bezug auf die
angewendete Chiptechnologie unterstützt.
Neben dem Test und der Inbetriebnahme des eigentlichen Neuro-Sensors wurden parallel
dazu externe Schaltungskomponenten zur Versorgung, Konfiguration und Überwachung
dieses Sensors sowie für den Messdatentransfer per USB (Universal Serial Bus) 2.0 entwor-
fen und realisiert. Zusätzlich fand eine Algorithmenentwicklung statt, die die gewonnenen
Sensorsignale aufbereitet und archiviert. Ziel war die Schaffung eines CMS® (Cell Monito-
ring System) unter Verwendung dieses Silizium-basierten Neuro-Chips. Aufgrund der relativ
großen Anzahl von Sensoren auf dem Neuro-Chip wurde ein deutlich höheres Niveau der
Automatisierung angestrebt, um die Nutzung des Sensorsystems zu vereinfachen.
Damit ergaben sich zwei Schwerpunkte dieser Arbeit: Die Inbetriebnahme des neuronalen
Sensorchips, die Entwicklung und die Validierung der entwickelten externen Sensorumge-
bung sowie weiterhin der Entwurf, der Test und die Implementierung von Algorithmen der
digitalen Signalverarbeitung. Einerseits wurde also die Sensorumgebung getestet und er-
weitert. Hier waren Signalkonditionierung und anschließende Datenakquisition von großer
Bedeutung. Andererseits erfolgte die Entwicklung von Verfahren zur Detektion, Clusterung
und Klassifizierung der gewonnenen Sensorsignale. Dabei wurden verschiedene Ansätze
der Mustererkennung verfolgt und getestet.
Summary
The monitoring of excitable or electrogenic cells has been a research topic for several
decades. Additionally to fundamental research scientific efforts in this context are fo-
cused on neurology, substance screenings, environmental monitoring or the development
of prostheses. With the help of a semiconducter manufacturer a new hybrid CMOS (Com-
plementary Metal Oxide Semiconductor) sensor chip has been developed at the University
of Rostock. Beside a MEA (Multi Electrode Array) and varying types of FET (Field Effect
Transistor) sensors this device also provides the means for on chip signal conditioning and
multiplexing.
Within the scope of this work the neuronal sensor chip has been incorporated into a so
called CMS® (Cell Monitoring System) to allow the in-vitro evaluation of cell network ac-
tivities and substance effects. The system consists of the actual sensor chip, an external
hardware platform for data acquisition and digital signal pre-processing and a computer.
The platform transfers the measured data via USB (Universal Serial Bus) 2.0 onto the host
for storage and later analysis. In close cooperation between the Institute of Electronic Ap-
pliances and Circuits and the Biophysics Institute of the University of Rostock appropriate
hardware modules and software algorithms for the monitoring system have been designed
and implemented.
The following documentation includes results of the operation procedures with regard to
the silicon based neuronal sensor chip. Several hardware components of the developed
external hardware platform ensure the data acquisition and the chip’s power supply, con-
figuration and control. In parallel algorithms for the analysis of the sensor signals have
been developed and tested. These methods include measures for signal filtering and de-
tection based on the coefficients of the discrete Wavelet transform and different approaches
of pattern recognition. For the sensor signal classification mainly template matching based
procedures were examined. All techniques aim at the establishment of automatic and
adaptive data acquisition to increase the efficiency of the sensor usage.
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1 Einleitung
Die Zelle stellt die kleinste selbsterhaltende biologische Einheit dar. Aufgrund verschie-
dener Interaktionen zwischen einzelnen Zellen lassen sich bestimmte Phänomene mes-
stechnisch erfassen. Zellsensoren können zur Messung der Adhäsion, zur Untersuchung
des Metabolismus oder auch der Elektrophysiologie einer Zelle oder eines Zellverbandes
genutzt werden. Vor allem biologische, neuronale Netze erweisen sich als sehr sensibel ge-
genüber Änderungen ihrer chemischen Umgebung. Die Reaktion dieser fehlertoleranten
und spontan aktiven Netzwerke ist dabei oft substanz- und konzentrationsabhängig [11].
Seit mehr als 20 Jahren werden Neuronen und Herzmuskelzellen für nicht invasive, extra-
zelluläre Messungen erfolgreich auf Multielektrodenarrays kultiviert. Neben portablen Sen-
soransätzen existieren Versuche zur Parallelisierung der MEA-Messungen für Screening-
Anwendungen in der Pharmaindustrie [12].
Biologische, neuronale Netze nutzen stereotype, also in der Regel gleich bleibende, elek-
trische Signale zur Informationsverarbeitung. Dabei werden komplexe Informationen in
elektrische Signale umgesetzt, deren Bedeutung von der Verschaltung einzelner Neuro-
nen abhängig ist. Die elektrischen Signale entsprechen Potentialänderungen, die aufgrund
erregungsabhängiger Ionenströme durch die Zellmembran entstehen. So genannte lokale
Potentiale mit kurzer Reichweite können ein Aktionspotential auslösen, welches als regene-
rativer Impuls große Entfernungen zurücklegen kann. Dieser Spannungsimpulse besitzen
eine Amplitude von etwa 100 mV und eine Länge von ca. 1 ms Dauer. Vor allem die Anzahl
dieser Aktionspotentiale pro Zeiteinheit und die Länge einer solchen Pulsfolge lassen einen
Rückschluss auf die Reizung der tierischen Zellkultur zu. Die Form der Impulse bleibt dabei
relativ konstant [13].
Mit Patch Clamp-Messungen können die Ströme einzelner Ionenkanäle der Zellmembran
gemessen werden [14]. Die elektrische Aktivität kann in-vivo z. B. mit Mikroelektroden
im zentralen Nervensystem erfasst werden [15]. Alternativ werden bei Untersuchungen in-
vitro primäre Neuronen auf Multielektrodensystemen zur extrazellulären Signalerfassung
kultiviert. Dabei entwickeln sich spontan aktive Netzwerke mit definierter, stabiler elektri-
scher Aktivität. Neuroaktive Substanzen bzw. externe elektrische Stimuli können die Netz-
werkparameter charakteristisch beeinflussen. Diese Methodik kann in der neurobiologi-
schen Grundlagenforschung für die klinische Diagnostik und für pharmakologische Tests
angewendet werden [16]. Das gewonnene Aktivitätsmuster kann dabei zur Substanzbestim-
mung mit einer Reihe von Parametern beschrieben und anschließend mit einer Datenbank
abgeglichen werden. Dieser „Fingerabdruck“ könnte auch zur Klassifikation unbekannter
Wirkstoffe verwendet werden [17].
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Ergänzend zu den traditionellen MEA (Multielektrodenarray), die meist auf einem Glassub-
strat aufgebracht sind, existieren auch Halbleiter-basierte Elektrodenarrays. Diese Chips
können mit standardisierten CMOS (Complementary Metal Oxide Semiconductor)-Prozes-
sen hergestellt werden, wobei neben einer Verkleinerung der Sensorchipfläche auch eine
Integration zusätzlicher Sensortypen wie z. B. CPFETs (Cell Potential Field Effect Transi-
stors), ISFETs (Ion Sensitive Field Effect Transistors), Sauerstoffsensoren und Temperatur-
dioden erreicht werden kann. Darüber hinaus kann mit dieser Technologie eine Signal-
konditionierung direkt auf dem Chip untergebracht werden, was zu einer Vereinfachung
des Gesamtaufbaus des Messsystems beiträgt. Die parallele nicht invasive messtechnische
Erfassung mehrerer Zellparameter verbessert das Verständnis von Prozessen auf der Zelle-
bene [6, 18].
Eine vereinfachte Handhabung der Sensorsysteme und geeignete Verfahren der Signalver-
arbeitung ermöglichen einen Einsatz dieser Systeme z. B. zur Detektion von Gesundheitsri-
siken [12]. Verschiedene Forschungsarbeiten an der Universität Rostock dienen der Kombi-
nation von metabolischen und elektrophysiologischen Messungen auf einem CMOS-Sen-
sorchip. Im Rahmen dieser Arbeiten wurden bereits unterschiedliche Cell Monitoring Sy-
stems (CMS®) entwickelt und getestet [19]. Diverse Funktionalitäten sowohl im Bereich der
Sensorik als auch bei der Datenverarbeitung und Visualisierung müssen für eine breitere
Anwendung optimiert werden. Aus diesem Grund konzentrieren sich die weiteren Ausfüh-
rungen auf eine planare MEA-Struktur, welche in einem neu entwickelten Silizium-basier-
ten Neuro-Sensor integriert ist. Es werden verschiedene Ansätze zur Automatisierung der
Datenakquise sowie Untersuchungen zur Datenverarbeitung beschrieben. Diese Maßnah-
men sollen eine vereinfachte und effektivere Nutzung des Sensorchips in elektrophysiolo-
gischen Experimenten ermöglichen.
2 Problemstellung
2.1 MEA-Chips und deren Anwendungen
Die erste erfolgreiche MEA-Messung an kultivierten Herzmuskelzellen wurde von Thomas
bereits 1972 veröffentlicht [20]. Wegweisende Arbeiten von Gross [21] und Pine [22] ermög-
lichten seit Ende der siebziger bzw. Anfang der achtziger Jahre die Etablierung der MEA-
Technologie bezüglich neuronaler Zellkulturen. Neben der Messung an diesen Netzwerken
stand zunehmend auch die elektrische Stimulation im Zentrum der Arbeiten. Es kamen
dabei in der Regel Glassubstrat-basierte Chips mit aufgebrachten, passiven Metallelektro-
den zum Einsatz. Diese Elektrodenarrays umfassten bis zu 64 Sensoren, an denen parallel
gemessen werden konnte. Das neuronale Gewebe fötaler Mäuse wurde dabei direkt auf der
Sensoroberfläche kultiviert. Die messbare Neuroaktivität wie auch das SNR (Signal to Noise
Ratio) waren und sind dabei abhängig von Zelldichte sowie von der Zelladhäsion auf der
Chipoberfläche [23].
Für langfristige Messungen ist ein geschlossenes System für die Lebenserhaltung der Zell-
kultur auf dem Chip notwendig. Eine externe Signalkonditionierung bereitet die Messsigna-
le vor der Digitalisierung auf. Neben einer mikroskopischen Kontrolle der Zellkultur dient
auch die Datenvisualisierung der Überwachung des Experimentes. Da mehrere Neuronen
bzw. „Units“ in eine Elektrode einkoppeln können, werden diese unterschiedlichen Kur-
venformen verschiedenen Klassen zur besseren Beschreibung der Netzwerkaktivität zuge-
ordnet. Ein Template Matching-Algorithmus kann zur Klassifizierung der aufgezeichneten
Spike-Aktivität benutzt werden [24]. Da nicht jede MEA-Elektrode eine eindeutige neurona-
le Aktivität aufweist, werden zur Optimierung der Klassifikation nur Sensorsignale oberhalb
eines bestimmten Signalrauschverhältnisses für die Analyse ausgewählt.
Neben klassischen Glas-MEAs können auch halbleiterbasierte MEA-Chips zur Anwendung
kommen. Auch hier werden die ermittelten Sensorsignale so abgetastet, dass eine Auswer-
tung von Form und Auftreten der einzelnen Aktionspotentiale ermöglicht wird. Zwischen 30
bis 100 Neuronen des gesamten Netzwerkes können so pro MEA-Experiment erfasst, deren
Signale aufgezeichnet und ausgewertet werden. So können feine Änderungen der elektri-
schen Aktivität und ihre Abhängigkeit von der Konzentration eines zugegebenen Wirkstof-
fes analysiert werden. Die entstehenden Dosis-Wirkungskurven ergeben einen „Fingerab-
druck“, der die Substanzwirkung beschreiben kann. Mithilfe einer möglichst umfangrei-
chen Referenzdatenbank und geeigneten Klassifizierungsverfahren kann dann die aktuelle
Testsubstanz einer bestimmten Wirkungsgruppe zugeordnet werden [25].
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Zur Realisierung multiparametrischer Messungen von Zellreaktionen wurden bereits in
den Gruppen um Wolf und Baumann an den Universitäten Freiburg und Rostock zusätzli-
che Sensortypen mit Standardprozessen in Sensorchips integriert. In Kooperation mit dem
Halbleiterhersteller Intermetall bzw. Micronas GmbH (Freiburg) konnten diese Chips u. a.
mit ISFETs, CPFETs, IDESs und Temperatursensoren versehen und gefertigt werden [26, 27].
Es wurde ein modulares Sensorsystem entwickelt, welches verschiedene metabolische Mes-
sungen mit den Möglichkeiten der Lichtmikroskopie kombiniert [28]. Unter Nutzung die-
ser Erfahrungen entstehen seitdem an der Universität Rostock ebenfalls zusammen mit
der Micronas GmbH verschiedene CMS® (Cell Monitoring System), die metabolische und
elektrophysiologische Messungen auf einem Siliziumchip vereinen [6, 19].
Im Mittelpunkt dieser Arbeit steht der jüngste CMOS-Sensorchip, der an der Universität
Rostock in Kooperation mit der Micronas GmbH entwickelt wurde. Dieser Chip BISC (Bio-
sensor Typ C) 02 besitzt neben Sensoren für elektrophysiologische und metabolische Mes-
sungen auch eine integrierte Elektronik für eine Signalkonditionierung direkt auf dem Chip.
Diese zusätzliche Integration einer Signalaufbereitung erlaubt einen vereinfachten Mes-
saufbau, da die externe Hardware auf ein Minimum reduziert werden kann. Verschiedene
Betriebsmodi erlauben neben der eigentlichen Messung u. a. auch die Möglichkeit der
elektrischen Stimulation der Zellkultur [29]. Mit der zunehmenden Sensorvielfalt ist zwar
eine umfangreichere Beschreibung der Netzwerkreaktion möglich. Jedoch stellt die erhöhte
Sensorzahl auch größere Anforderungen an die zeitkritische Erfassung und Auswertung der
anfallenden Daten.
Die Inbetriebnahme und die Verifizierung dieses Neurosensors sowie der Entwurf und die
Evaluierung der erforderlichen externen Sensorumgebung bilden daher einen wesentlichen
Schwerpunkt der Arbeiten. Das Verhalten des Sensors muss unter vielfältigen Messbedin-
gungen und Betriebsmodi beschrieben und Parameter für einen optimale Sensoranwen-
dung identifiziert werden. Zudem gilt es die mittels Multiplexer ausgegebenen Signale des
Elektrodenarrays verlustfrei zu erfassen, zu verarbeiten und zu archivieren. Besonders bei
einer kontinuierlichen Speicherung der anfallenden Messdaten müssen in Abhängigkeit
der verwendeten Abtastrate z. T. erhebliche Datenmengen verwaltet werden. Zusätzlich
zum Mixed Signal Design der externen Hardware müssen deshalb auch die erforderlichen
Ressourcen für die parallele, zeitkritische Datenverarbeitung bereitgestellt werden. Das Ziel
ist die Schaffung eines möglichst kompakten Messsystems, welches einfach zu handhaben
sein muss. Die Messdatenerfassung muss dabei ohne Interaktionen durch den Anwender
auskommen.
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Mit der zunehmenden Anzahl und Vielfalt der eingesetzten Sensoren erhöhen sich auch
die Anforderungen an die Aufbereitung und die Analyse der anfallenden Datenmengen.
Die Verarbeitung der metabolischen Sensorinformationen wie z. B. die des pH-Wertes, des
Sauerstoffgehaltes, der Temperatur oder der Anhaftung der Zellkultur ist zunächst unkri-
tisch, da sich diese Zellparameter lediglich innerhalb von Minuten bzw. Stunden ändern
[6, 30]. Eine echtzeitfähige Analyse dieser Messwerte ist daher relativ einfach realisierbar.
Elektrophysiologische Messungen stellen aufgrund ihrer deutlich höheren Dynamik und
Parallelität bei MEA-Messungen größere Anforderungen an die Leistungsfähigkeit der ver-
wendeten Hard- und Software.
Aufgrund der Notwendigkeit einzelne Aktionspotentiale mit wenigen Millisekunden Länge
zu erfassen, muss die Abtastfrequenz im Vergleich zu metabolischen Messungen wesentlich
erhöht werden. Allerdings beträgt die Datenmenge bereits bei der Nutzung einer modera-
ten Abtastfrequenz von 20 kHz pro Sensorelektrode und einer Auflösung von 16 Bit pro
Abtastwert bei einem Array von 64 Elektroden 147 MByte pro Minute. Mehrstündige Mes-
sungen erfordern deshalb sehr schnell Methoden zur Reduzierung des Datenaufkommens
bzw. Verfahren zur Datenkompression, um die archivierten Dateien nutzen zu können. Ei-
ne gängige Methode stellt in diesem Zusammenhang die Detektion und Extraktion der zu
untersuchenden Aktionspotentiale dar. Auf diese Art und Weise kann die unnötige Speiche-
rung von Sequenzen ohne erkennbare neuronale Aktivität vermieden werden. Es müssen
allerdings Verfahren zur Verfügung stehen, die eine zuverlässige Detektion der Spikes er-
möglichen.
In früheren Ansätzen wurden Verfahren der Spike-Detektion mit einer so genannten Signal-
integration kombiniert, um eine weitere Reduktion der elektrophysiologischen Messdaten
zu erreichen. Trotz der Tatsache, dass eine Sensorelektrode Signale mehrerer Zellen erfas-
sen kann, wurden die gemessenen Aktionspotentiale zu einem Signal zusammengefasst
und anschließend integriert. Die bei der Integration dieser Folge von Aktionspotentialen
entstehende Fläche konnte zur Beschreibung der neuronalen Netzwerkaktivität genutzt
werden. Diese starke Vereinfachung verhindert allerdings eine detaillierte Auswertung der
Aktivitätsmerkmale [31]. Aus diesem Grund werden in aktuellen Ansätzen die jeweils re-
gistrierten Signalformen bestimmten Neuronen bzw. allgemeiner so genannten Units zu-
geordnet. Dieser auch als Unit-Separation bezeichnete Prozess erlaubt eine umfassendere
Datenanalyse [32].
Ohne gezielte Vorbehandlung der Sensoroberfläche kann zu Beginn der Zellkultur keine
Vorhersage bezüglich der zu erwartenden Zellverteilung auf dem Chip getroffen werden.
Die Lage der elektrisch aktiven Zellen relativ zu den Sensoren und somit die Zell-Sensor-
Kopplung beeinflussen jedoch die Anzahl der messbaren Aktionspotentiale unterschiedli-
cher Zellen. Zusätzlich werden die Form und die Amplitude dieser Signale auch von den
Elektrodeneigenschaften, also der Elektrodenimpedanz, selbst beeinflusst [33]. Die Zell-
dichte der Kultur sowie die konkreten Anwachsbedingungen können die Messsignale zu-
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sätzlich beeinflussen [23]. Die bisherige Vorgehensweise bei der Detektion und Unit-Sepa-
ration umfasst deshalb meist die zeitaufwändige manuelle Untersuchung jedes einzelnen
Messkanals des MEA-Experimentes.
Diese Prozedur erfordert einen erfahrenen Experimentator, der in jeder Situation eine op-
timale Auswertung und Nutzung der Messsignale ermöglichen muss. Trotz etablierter, un-
terstützender Werkzeuge wie z. B. eine zeitnahe Datenvisualisierung, die Nutzung von Zeit-
Spannungsfenster, so genannten Trigger Boxes und z. B. die Anwendung der PCA-Analyse
ist die Detektion und Klassifizierung der neuronalen Signale von einer hohen Subjektivi-
tät geprägt. Es existiert keine Standardisierung der allgemeinen Vorgehensweise bei der
manuellen Unit-Separation. Besonders bei unterschiedlichen Signalrauschabständen kann
es aufgrund der geringen visuellen Unterscheidung der einzelnen Spike-Klassen bei ver-
schiedenen Nutzern, die denselben Datensatz auswerten, zu unterschiedlichen Ergebnis-
sen kommen. Diese Tatsache beeinflusst auch die Interpretation der gewonnenen und klas-
sifizierten neuronalen Daten [34].
Zur Vereinfachung bisheriger und Ermöglichung neuer Anwendungen ist zunächst die Au-
tomatisierung der Datenakquise bei MEA-Experimenten erforderlich. Der hier bislang not-
wendige Einsatz von geschultem Personal, die zeitaufwändige Vorbereitung und die Durch-
führung der Messungen sind entscheidende Hindernisse für den verbreiteten Einsatz der
MEA-Technologie. Zur Kompression der erfassten Daten müssen effektive Methoden zur
Detektion neuronaler Aktivität genutzt werden. Eine Signalkonditionierung, die eine Rausch-
reduzierung und die Entfernung von Gleichanteilen beinhaltet, kann diese Detektion wir-
kungsvoll unterstützen. Idealerweise müsste eine automatisierte Klassifikation der gewon-
nenen Aktionspotentiale die Messanordnung ergänzen. Trotz jahrzehntelanger Forschung
auf diesem Gebiet konnten diesbezüglich allerdings noch keine allgemein gültigen Verfah-
ren gefunden werden.
Die genutzten Zelltypen, die Vorgehensweise bei der Zellkultur sowie die Art der verwen-
deten Sensorarten können große Auswirkungen auf Ergebnisse eines MEA-Experimentes
haben. Variierende Signalrauschabstände, in Aussehen und Amplitude schwankende Akti-
onspotentiale, das mögliche zeitgleiche Auftreten mehrerer Spikes an einer MEA-Elektro-
de, eine Signalformänderung in Phasen hoher neuronaler Aktivität sowie sich ändernde
Klassenmerkmale während des Experimentes stellen eine große Herausforderung für jedes
Klassifikationsverfahren dar. Im Rahmen dieser Arbeit können deshalb nur mögliche An-
sätze der Mustererkennung und deren Vor- und Nachteile skizziert werden. Generell ist in
diesem Zusammenhang eine online Klassifikation wünschenswert, da eine zeitnahe Beur-
teilung des Netzwerkzustandes die Gestaltung des weiteren Experimentverlaufes erlauben
kann. Somit könnten eine deutliche Reduzierung der Messdatenmenge und eine potenti-
elle Nutzung in parallelisierten Messanordnungen möglich sein.
3 Stand der Technik
Zell-basierte Biosensoren nutzen die natürlich entwickelte Sensitivität lebender Zellen ge-
genüber biologischen oder biologisch aktiven Substanzen. Die verwendeten Sensoren er-
möglichen u. a. die Untersuchung des Zellstoffwechsels und die Erfassung elektrischer Po-
tentiale. Bei einer extrazellulären, also nichtinvasiven Untersuchung an Zellen und Zell-
netzwerken sind die Signalfortpflanzung und die Zellkopplung über einen längeren Zeit-
raum beobachtbar. Neben dissoziierten Zellen werden auch Hirnschnitte bei Experimenten
in-vitro genutzt. Parameter wie z. B. die Amplitude von Aktionspotentialen und die Burst-
Rate können zur Klassifizierung neuroaktiver Substanzen genutzt werden. Einschränkun-
gen dieser Sensortechnologie bestehen jedoch hinsichtlich der Datenanalyse, der Repro-
duzierbarkeit und dem Vertrauen auf primären, von Tieren gewonnenen Zellen [35].
3.1 Sensorsysteme
Zunächst sollen die für diese Arbeit relevanten Sensorentwicklungen verschiedener For-
schergruppen in Bezug auf die Erfassung metabolischer und elektrophysiologischer Sen-
sorsignale von kultivierten neuronalen Zellnetzwerken in-vitro übersichtsartig vorgestellt
werden. Es erfolgt dabei eine Konzentration auf planare Sensorchipsysteme zur extrazellu-
lären Messung dieser Parameter in-vitro, die die Zellaktivität charakterisieren können. An-
schließend werden Ansätze zur Aufbereitung und Verarbeitung der aufgenommenen Sens-
ordaten erläutert. Methoden der Signaldetektion, der Merkmalsextraktion, der Clusterung
und der Klassifizierung von einzelnen Aktionspotentialen werden skizziert. Zudem sollen
grundsätzliche Unterschiede in der online bzw. der offline Datenanalyse herausgearbeitet
werden. Eine Darstellung frei verfügbarer und kommerzieller Lösungen sowie eine vorläu-
fige Bewertung einzelner Prozeduren schließt diese Ausführungen ab.
3.1.1 Erfassung metabolischer Parameter
Chip-basierte Sensorsysteme können derzeit im Wesentlichen vier Zellparameter erfassen.
Neben den Änderungsraten der Ansäuerungsleistung und des zellulären Sauerstoffaustau-
sches, können auch Änderungen der Zellform und damit verbunden der Zell-Zell-Kontakt
sowie die elektrophysiologische Zellaktivität gemessen werden. Für die Untersuchung der
einzelnen Parameter können sowohl die pH-empfindlichen ISFET (Ion Sensitive Field Effect
Transistor) als auch das LAPS (Light Addressable Potentiometric Sensor)-System, planare
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Sauerstoffsensoren, Impedanzsensoren wie z. B. IDES (Interdigitated Electrode Structure)
und im letzten Fall Mikroelektrodenarrays bzw. PatchClamp-Chips zur Anwendung kom-
men. Neben einigen multiparametrischen Ansätzen erfolgt auf einem Chip meist nur die
Untersuchung eines der genannten Parameter. Die extrazelluläre Ansäuerung sowie der
zelluläre Sauerstoffaustausch stellen die wichtigsten Größen zur Beschreibung des Zellme-
tabolismus dar. Weitere Verfahren basieren auf der Detektion der Stoffwechselwärme sowie
dem Nachweis von Glukose und Laktat in der Zellkultur in-vitro [36].
Bei der Nutzung von ISFETs zum Nachweis der Ansäuerung kommen Feldeffekttransistoren
mit einer Ionen-sensitiven Gate-Beschichtung zur Anwendung. Diese Beschichtung bin-
det selektiv Protonen, was zu einer pH-abhängigen Gate-Source-Spannung UGS an diesem
Transistor führt. Bei der Verwendung von Siliziumnitrid als Gate-Isolator kann eine pH-
Sensitivität von 40 mV/pH bis zu 58 mV/pH bei 37 °C erzielt werden. Die Messung der An-
säuerung erfolgt in einem Stop and Go-Pumpmodus, wobei die Testsubstanz während der
Pumpphase zugegeben wird. Die eigentliche Messung der pH-Wertänderung findet unter
Nutzung eines akkumulierenden Effektes ohne Pumpe statt. Mit der nächsten Pumppha-
se wird das Zellmedium erneuert. Alternativ zu pH-sensitiven ISFETs können auch LAPS-
Systeme mit vergleichbarer Sensitivität und Drift eingesetzt werden [6, 36].
Prinzipiell können ISFET mit alternativen, Ionen-selektiven Gate-Isolatoren auch zum Nach-
weis anderer Ionen verwendet werden [11]. Neben der Ansäuerungsrate ist auch der Sau-
erstoffverbrauch in einer Zellkultur von Interesse. Der Sauerstoffaustausch kann z. B. mit
Clark-Elektroden bzw. mit einer Kombination aus ISFET und Elektrode in einem zur pH-
Messung vergleichbaren Stop and Go Modus gemessen werden. Zusätzlich zu Untersu-
chungen des Zellmetabolismus können auch Parameter wie das Zellwachstum oder die
Änderung der Zellmorphologie bzw. die Zelladhäsion von Interesse sein. Die Impedanz
einer Zellkultur, die mithilfe verschiedener Elektrodenanordnungen, Elektrodenstrukturen
und Wechselspannungen kleiner Amplitude gemessen werden kann, liefert ein weiteres
Maß für wirkende Umwelteinflüsse [11, 36].
An den Universitäten Freiburg und Rostock konnte die Gruppe um Prof. Wolf wichtige Un-
tersuchungen zu metabolischen Sensoren durchführen. Diese Arbeiten werden von den
Gruppen um Wolf bzw. Baumann an der Technischen Universität München bzw. an der
Universität Rostock fortgeführt. Neben Sensoren zur Ermittlung der Zelladhäsion [30] wur-
de u. a. ein modulares System entwickelt, welches diskrete pH- und Sauerstoffsensoren
sowie die IDES-Struktur mit der Mikroskopie kombiniert [37]. Dieses PhysioControl-Micro-
system wurde an der Universität Rostock zu einem Silizium-basierten, multiparametrischen
Cell Monitoring System erweitert [6]. Vielfältige, separat entwickelte Sensortypen lassen sich
in das CMS® einfügen [38]. Zusätzlich werden z. B. integrierte Sauerstoff- und Temperatur-
sensoren auf Hybrid-Chips [39], Impedanzsensoren auf Keramiksubstrat [40] bzw. kombi-
nierte metabolische und elektrophysiologischen Messungen [41] untersucht.
Die Gruppe um Martinoia beschäftigt sich ebenfalls mit Sensorchips, die Parameter des
Zellmetabolismus erfassen können. Es wurden Chips entworfen, die mittels ISFET-Arrays
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örtliche Variationen des pH-Wertes einer Zellkultur detektieren können. Diese Arrays wur-
den entweder mit Temperatur- und Leitfähigkeitssensoren bzw. mit konventionellen Metal-
lelektroden kombiniert. Im letztgenannten Fall sollten ISFET-Sensoren sowohl die Ansäue-
rungsleistung als auch die elektrische Zellaktivität erfassen können [42]. Für metabolische
Messungen wurde eine Sensorchip, welcher ein integriertes ISFET-Array, Temperatursenso-
ren und Leitfähigkeitssensor besaß, mit einem weiteren Chip zur Signalaufbereitung kom-
biniert [43]. In zahlreichen Modellentwürfen und Simulationen wird zudem das Verhalten
von ISFET eingehend untersucht [44–46].
3.1.2 Erfassung der elektrophysiologischen Netzwerkaktivität
Verschiedene Daten zeigen, dass die Eigenschaften und das Verhalten einzelner Zellen
durch die Struktur und Aktivität des umgebenden Netzwerkes dynamisch beeinflusst wer-
den. Das Verständnis des Zusammenspiels einzelner Zellen in kleinen und doch komplexen
Netzwerken in-vitro könnte die Vorhersagbarkeit von Substanzwirkungen auf den intakten
Organismus verbessern. Die elektrophysiologischen Messmethoden in-vitro umfassen die
Beobachtung von z. B. Spike-Aktivitäten und niederfrequenten Potentialen in neuronalen
Netzwerken. Zusätzlich können MEA auch zur Stimulation des neuronalen Netzwerkes ver-
wendet werden. Gegenwärtig existieren zwei verschiedene, technische Methoden zur Rea-
lisierung von MEA. Diese können mit passiven, planaren Metallelektroden oder alternativ
mit integrierten FET (Field Effect Transistor) aufgebaut werden. Das MEA-System gilt als
etabliertes, zuverlässiges Werkzeug, welches auch kommerziell für verschiedene Anwen-
dungen erhältlich ist [47].
Planare Mikroelektrodenarrays bestehen allgemein aus einem Glas-, Plastik- oder Silizium-
substrat auf dem ein leitfähiges Material wie z. B. Gold, Platin oder ITO (Indium Tin Oxide)
in Form von Elektroden und Leiterbahnen aufgebracht wurde. Eine darüber befindliche
Schicht aus z. B. Fotolack, Polyimid bzw. Siliziumdioxid isoliert die elektrisch leitfähigen
Materialien des MEA mit Ausnahme der Elektroden vom Kulturmedium. In Abhängigkeit
der Elektroden- und Zellgröße können dann einzelne Zellen oder Zellpopulationen un-
tersucht werden [48]. Im Gegensatz zur traditionellen Verwendung von Mikropipetten zur
Untersuchung einzelner Zellen eignen sich die meist matrixartig angeordneten Array-Elek-
troden oder FET zur gleichzeitigen Ermittlung der elektrischen Aktivität mehrerer Zellen.
Bei diesen nichtinvasiven Langzeituntersuchungen können die Elektroden auch zur Stimu-
lation des Netzwerkes genutzt werden. Die MEA-Technologie wird seit den 1970er Jahren
angewendet und stetig weiterentwickelt [49].
Bis vor wenigen Jahren hat jedes interessierte Forschungslabor diese MEA selbst entwickelt,
produziert und angewendet. Kommerziell erhältliche MEA mehrerer Hersteller mit an-
gepasstem, elektronischem Equipment vereinfachen die Anwendung dieser Technologie
deutlich. Diese MEA besitzen meist ein Glassubstrat mit aufgebrachten Goldelektroden.
Diese Elektroden können entsprechend der zu untersuchenden Zellen einen Durchmesser
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von 10 µm bis 100 µm aufweisen. Zur Erhöhung des messbaren Sensorsignals wird die Elek-
trodenimpedanz oft mit einer Black Platin-Beschichtung reduziert. Die Haltbarkeit dieser
porösen Schicht kann mittels Ultraschallbehandlung erhöht werden. Generell muss bei den
verwendeten Materialien strikt auf Biokompatibilität geachtet werden [49].
MEA eignen sich nicht nur zur Kultivierung verschiedener Arten von neuronaler Zellen.
Sie können auch zur Analyse von Herzmuskelzellen und der Retina angewendet werden.
Bei der Nutzung von nicht mit Oberflächenstrukturen versehenen bzw. nicht oberflächen-
behandelten MEA kann eine Elektrode mehrere Neuronen gleichzeitig erfassen bzw. unter
ungünstigen Umständen keinerlei Aktivität messen. Dies macht im ersten Fall die Ent-
wicklung von Klassifikationsalgorithmen erforderlich. Verschiedene Beschichtungsverfah-
ren sowie ein verbessertes Verständnis der Kopplung von Zelle und Elektrode können die
Ausbeute eines MEA-Experimentes verbessern. Derzeit existiert aber im Bezug auf die Si-
gnalwandlung noch keine definitive Theorie, die die Interpretation oder Vorhersage der mit
MEA beobachteten Signale ermöglichen würde [50].
Verschiedene Parameter wie z. B. der Abstand von Elektrode und Zelle oder die Unter-
schiede in der Art und Dichte der Ionenkanäle der Zellmembran lassen sich während eines
Experimentes nur eingeschränkt quantifizieren oder kontrollieren. Daher besitzt nicht nur
die Signalform sondern auch der Zeitpunkt eines Ereignisses, der so genannte Zeitstem-
pel, eine Bedeutung. Neben dem Entwurf traditioneller MEA für bestimmte Anwendun-
gen existieren eine Reihe von Arbeiten, die mit verschiedenen z. B. mechanischen oder
geometrischen Maßnahmen die Kopplung von Elektrode und Zelle und damit den Signal-
rauschabstand zu verbessern suchen [50].
Die meisten der bisher verwendeten MEA weisen etwa 60 Sensorelektroden auf, welche
für eine vollständige Untersuchung von Netzwerken mit vielen Tausend Neuronen nicht
ausreichend sind. Jedoch stellt die Entwicklung leistungsfähiger, in Echtzeit einsetzbarer
Software zur Detektion und Klassifizierung von Aktionspotentialen noch ein wesentliches
Hindernis bei der Vergrößerung der Sensorzahl dar. Gleiches gilt für die echtzeitfähige Er-
kennung und Analyse von zeitlichen und räumlichen, neuronalen Aktivitätsmustern. Die
praktische Integration dieser deutlich größeren Sensorzahl sowie die Handhabung der re-
sultierenden, sehr großen Datensätze stellen weitere Herausforderungen dar [49].
Die Forschergruppe um Guenter Gross gilt neben der um Jerome Pine als eine der wich-
tigsten Wegbereiter der MEA-Technologie. Für die extrazelluläre Erfassung elektrophysiolo-
gischer Signale verschiedener Neuronenarten werden MEA unterschiedlicher Geometrien
auf Glassubstrat entwickelt und eingesetzt. Die passiven Metallelektroden bestehen meist
aus ITO, welches ggf. mit Gold beschichtet wird. Diese Spezialisierung auf Glaschips er-
möglicht den Einsatz der Durchlichtmikroskopie. Neben der rein messtechnischen Aktivi-
tätserfassung werden auch Stimulationsexperimente durchgeführt. Die selbstentwickelten
MEA-Chips werden auch kommerziell angeboten, siehe auch Abschnitt 3.1.3. Eine kleine
Auswahl dieser Chips ist in Tabelle 3.1 aufgelistet.
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Substrat MEA-Elektroden Stimulation Quelle
Material Anzahl ∅/µm Abstand/µm
Glas Au 36 12 90 . . . 200 ja [21, 51]
Glas Au auf ITO 50 10 25 . . . 200 – [52]
Glas Au auf ITO 64 8 . . . 10 40 . . . 200 ja [23, 53]
Tabelle 3.1: Einige MEA-Entwicklungen der Gross-Gruppe
Unabhängig von Gross konnte auch Pine frühzeitig zeigen, dass MEA zur extrazellulären
Messung an bzw. zur Stimulation von neuronalen Zellkulturen geeignet sind [22]. Speziell
entwickelte Multielektrodenarrays wurden auch zu Untersuchungen der Retina verwendet
[54]. Neben der Entwicklung klassischer MEA werden auch Techniken zur Verbesserung des
Signalrauschverhältnisses extrazellulärer Ableitungen untersucht. So wurde das Aufsetzen
einzelner Elektroden auf ausgesuchte Neuronen getestet [55] bzw. ein „Käfig“ um das zu
untersuchende Neuron konstruiert [56, 57]. In enger Kooperation mit Potter führen Wis-
senschaftler der Pine-Gruppe auch weiterhin Untersuchungen an neuronalen Zellkulturen
mit traditionellen Glas-MEA durch [58, 59].
Substrat MEA-Elektroden Stimulation Quelle
Material Anzahl Maße/µm Abstand/µm
∅ L x B
Glas Pt auf Au 32 – 8 x 10 250 ja [22]
Glas Pt auf ITO 32 . . . 64 10 – 30 . . . 70 optisch [54]
Si Pt auf Au 16 – 8 x 8 100 ja [60]
Tabelle 3.2: Einige MEA-Entwicklungen der Pine-Gruppe
Wissenschaftler des Naturwissenschaftlichen und Medizinischen Institutes der Universität
Tübingen (NMI) und der Universität Freiburg zählen zu den führenden Entwicklern und
Anwendern von Glas-basierten MEA und entsprechender externer Messtechnik zur Un-
tersuchung elektrisch aktiver Zellen. Neben Herzmuskelzellen werden auch Retinae und
Hirnschnitte im Bezug auf lokale Feldpotentiale und Spike-Aktivität mit selbst entworfenen
MEA untersucht [47, 61, 62]. Zur Verbesserung der Nährstoffzufuhr, der Zellanhaftung und
des Signalrauschabstandes wird auch mit perforierten MEA-Substraten und dem Einsatz
von Mikrofluidik experimentiert [63]. Ein weiteres Forschungsgebiet umfasst die Automa-
tisierung von Patch Clamp-Untersuchungen [64]. Über eine Firmenausgründung werden
diese Glas-MEA in vielfältigen Ausführungen mit der dazugehörigen Messtechnik vertrie-
ben, siehe auch Abschnitt 3.1.3.
Neben den bereits im Abschnitt 3.1.1 vorgestellten Arbeiten zur Analyse metabolischer Pa-
rameter wertet die Gruppe um Martinoia auch die elektrophysiologische Aktivität von Zell-
kulturen aus. Sie experimentiert ebenfalls mit MEA-Entwürfen zur Optimierung des SNR
und der Nährstoffversorgung bei Messungen an Hirnschnitten [65, 66]. Bei Arbeiten an dis-
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soziierten Neuronen werden sowohl Glas-Chips des NMI genutzt [67] als auch eigene Glas-
MEA mit strukturierter Oberfläche getestet. Mit diesen Strukturen kann die Verteilung des
neuronalen Netzes und die Interaktionen zwischen den einzelnen Teilnetzwerken kontrol-
liert werden [68]. In Kooperation mit anderen Wissenschaftlern wird auch an einem Array
hoher Elektrodendichte geforscht. Die CMOS-Technologie ermöglicht hier die Integration
einer Signalkonditionierung und einer Ausleselogik direkt auf dem Chip. Allerdings können
die verwendeten Verstärker ein relativ großes Rauschen aufweisen [69].
Die Gruppe um Kovacs entwickelte zunächst auch ein Silizium-MEA, welches Stimulations-
und Messmöglichkeiten für Experimente an Hirnschnitten bot [70]. In Kooperation mit der
Gruppe um Stenger wurde zudem ein Sensorsystem geschaffen, das aus einem Halblei-
ter-basierten MEA und einem separaten CMOS-Chip für die Signalkonditionierung und
Stimulation bestand. Das System konnte erfolgreich bei Messungen an Herzmuskelzellen
eingesetzt werden [71]. Auch im Hinblick auf mögliche militärische Anwendungen wurde
die Entwicklung eines portablen MEA-Systems vorangetrieben. In diesem Zusammenhang
kommen entweder selbst entwickelte Halbleiter-MEA [72, 73], CMOS-Zellkartuschen mit
integriertem MEA und Signalkonditionierung [74] oder Glas-MEA der Gross-Gruppe zum
Einsatz [75].
Basierend auf Arbeiten von Meister erfolgt in der Gruppe um Litke und Dabrowski eine
Sensorentwicklung speziell für Experimente an Retina-Gewebe. Das Gesamtsystem besteht
aus einem passiven Glas-MEA und einem VLSI (Very Large-Scale Integration)-Chip zur Si-
gnalkonditionierung und Datenerfassung [76, 77]. Zusätzlich kann die Datenauswertung
mit einer Kamera unterstützt werden [78]. Bemerkenswert ist die schrittweise Erhöhung
der Elektrodendichte bzw. die Verkleinerung der Elektrodengröße auf unterschiedlichen
MEA. Neben Chips, die zwischen 61 und 519 Sensoren besitzen, existiert auch eine Mach-
barkeitsstudie bezüglich eines MEA mit bis zu 2000 passiven Elektroden auf Glas-Substrat
[79, 80]. Externe, mehrkanalige ASIC (Application Specific Integrated Circuit)-Schaltkreise
dienen der parallelen Aufbereitung der ausgekoppelten MEA-Signale [81, 82].
Die Entwicklung CMOS basierter MEA ist auch ein Forschungsschwerpunkt der Gruppe
um Baltes und Hierlemann. Ein modulartig aufgebautes MEA aus zunächst 16 Elektroden,
integrierter Signalkonditionierung, AD (Analog-Digital)- und DA (Digital-Analog)-Wandler,
Multiplexer und Temperatursensor kann bei Bedarf skaliert werden, um eine größere Sen-
soranzahl zu realisieren [83, 84]. Dieses anspruchsvolle Design kann sowohl zur Ableitung
der Zellaktivität als auch zur Stimulation elektrisch aktiver Zellen eingesetzt werden. An
einem 128 Sensorelektroden umfassenden Chip konnten umfangreiche Funktionstests be-
züglich der Signalkonditionierung, des Rauschverhaltens und der Elektrodenimpedanz so-
wie elektrophysiologische Messungen an Herzmuskelzellen erfolgen [85].
Zusätzlich zu den Arbeiten mit metabolischen Sensorchips, siehe auch Abschnitt 3.1.1, wid-
men sich die Gruppen um Wolf und Baumann auch der Anwendung und Entwicklung von
MEA-Chips. Neben der Nutzung von MEAs aus dem Gross-Labor und Arbeiten an Mini-
Glaschips (MOGS) [86] werden für verschiedene CMS® auch eigene Sensorchips auf Sili-
ziumbasis eingesetzt. Ein Schwerpunkt bildet dabei die multiparametrische Erfassung des
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Zellverhaltens [87]. Neben Sensoren für elektrophysiologische Analysen sind deshalb auch
metabolische Sensoren mittels CMOS auf den Chips integriert, siehe auch Tabelle 3.3. Auf-
grund des auch bei anderen Forschergruppen auftretenden CPFET (Cell Potential Field
Effect Transistor)-Rauschproblems [36] wird die elektrische Zellaktivität meist mit passiven
Elektroden aufgezeichnet. Zur Vereinfachung des Messaufbaus besitzt der aktuelle neuro-
nale Sensorchip zudem eine Signalkonditionierung und Multiplexer on chip.
Elektroden CPFET TDi ISFET O2FET NH4+FET on chip Elektronik Quelle
9 24 1 – – – nein [16, 36]
58 8 1 2 2 2 nein [16, 88]
68 14 – 2 – – ja [89]
Tabelle 3.3: Einige MEA-Entwicklungen der Wolf/Baumann-Gruppe
Es existieren viele weitere, vergleichbare Entwicklungen von Multielektrodenarrays, wie
z. B. [90–92]. Interessante Ansätze integrieren u. a. Mikrofluidik in diese Chips [93, 94]
oder realisieren die Adressierung individueller Sensorelektroden mittels Laser [95]. Zahl-
reiche Entwürfe streben eine Verbesserung des Signalrauschabstandes einer Messung an.
Zu diesem Zweck kann ein kleines MEA gezielt über der Zellkultur positioniert [96], die
MEA-Oberfläche strukturiert [97], Mikrofluidik angewendet [98] oder spezielle Elektroden-
formen konstruiert werden [99]. Eine Oberflächenbehandlung des MEA kann zudem die
Zell-Sensor-Kopplung verbessern [100]. Die Gruppe um Curtis beschäftigt sich nicht nur
mit MEA-Entwicklungen [101, 102] sondern untersucht auch den Einfluss verschiedener
Substratoberflächen auf die Reaktion der darauf kultivierten Zellen [103–105].
Die von einigen Forschergruppen eingesetzten Feldeffekttransistoren stellen eine Alterna-
tive zu Elektroden-basierten MEA-Ansätzen dar. Fromherz und seine Mitarbeiter betrieben
zunächst Grundlagenforschung an einzelnen Neuronen und Transistoren. Ersatzschaltbil-
der und Kontaktmodelle zur Beschreibung des Übergangs Zelle-Transistor dienten der Ve-
rifikation der beobachteten Signalverläufe [106–108]. Bei Messungen an neuronalen Zellen
mittels FET-Array zeigte sich jedoch, dass der Effektivwert des Transistorrauschens in der
Größenordnung der zu erwartenden Amplitude der Aktionspotentiale liegen kann [109].
Zur Optimierung weiterer Transistorarrays wurde die Kopplung zwischen Chip und Zellen
einzeln bzw. paarweise an Neuronen eingehend analysiert und beschrieben. Bei Untersu-
chungen an kleinen Netzwerken wurden dabei relativ große Neuronen von Wirbellosen z. T.
mittels Strukturen auf der Chipoberfläche immobilisiert, um optimale Bedingungen für die
Signalaufzeichnung zu schaffen [110, 111].
Ein bemerkenswertes Resultat dieser Arbeiten ist ein Sensorchip mit einem Array aus 16384
FET, welche in 128 Reihen angeordnet sind. Über eine integrierte Ausleselogik, Verstärkern,
Multiplexern und Treibern werden die Sensorsignale ausgegeben. Die Neuronen werden al-
lerdings nicht mehr direkt auf dem Gate des Transistors kultiviert. Es kommt vielmehr eine
Kombination aus Elektrode und darunter liegendem Feldeffekttransistor zum Einsatz [112].
Trotz des überarbeiteten FET-Designs weist auch dieser Chip im Vergleich zu möglichen
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Spike-Amplituden von Säugetierneuronen ein relativ hohes Rauschniveau von etwa 280 µV
effektiv auf [113]. Ein weiterer Ansatz mit Arrays aus Kapazitäten und FETs dient der Un-
tersuchung der elektrischen Aktivität von Hirnschnitten. Nach der Stimulation bestimmter
Areale können lokale Feldpotentiale gemessen und so die Aktivität einzelner Hirnregionen
beurteilt werden [114].
Die Gruppe um Offenhäusser setzt ebenfalls FET zur Erfassung der elektrophysiologischen
Zellaktivität ein. Mit einem FET-Array und parallelen Patch Clamp-Messungen konnte ge-
zeigt werden, dass elektrische Signale von Säugetierneuronen prinzipiell gemessen werden
können. Das Eigenrauschen der eingesetzten Transistoren kann aber auch hier ein Problem
darstellen [115, 116]. Zur Verringerung des Rauschens wurde der FET-Ansatz deshalb eben-
falls zu einer Anordnung aus Sensorelektrode und FET abgeändert [117, 118]. Auch dieses
Verfahren weißt somit gewisse Ähnlichkeiten zu klassischen MEA-Ansätzen auf, in denen
passive Elektroden mit externen Verstärkern verbunden werden. Aufgrund des dennoch
vorhandenen FET-Rauschniveaus kann dieses Verfahren etablierte Methoden zumindest
ergänzen [119]. Weiterhin wird die Zell-Transistor-Kopplung [120, 121] oder die Optimie-
rung des FET-Designs untersucht [122]. Das im letzten Fall angewendete Floating Gate-
Verfahren kann allerdings relativ anfällig für Störsignale sein, wie sie z. B. durch Aufladun-
gen und Substanzzugaben während eines Experimentes entstehen können.
3.1.3 Kommerzielle Lösungen
3.1.3.1 Metabolische Sensoren
Verschiedenen Arbeiten der Gruppen um Wolf und Baumann haben zu Firmenausgrün-
dungen geführt, die die erzielten Forschungsergebnisse vermarkten [123, 124] . Ein aus
diskreten Sensorelementen und Sensorchips bestehendes Messsystem wurde eine Zeit lang
von der Physikalisch-Technischen Studien GmbH angeboten [6, 35]. Das aus dem Lehrstuhl
für Biophysik der Universität Rostock heraus gegründete Unternehmen Bionas® konzen-
triert sich auf den Vertrieb eines kompletten Analysesystems zur nichtinvasiven Erfassung
verschiedener metabolischer Zellparameter. Es können so die Adhäsion, der Sauerstoffge-
halt und die Ansäuerungsleistung einer Zellpopulation ermittelt werden [125–127].
Die Firma Molecular Devices ermöglichte mit dem Cytosensor Microphysiometer die Er-
mittlung der stoffwechselabhängigen Ansäuerungsleistung einer Zellkultur. Die pH-Mes-
sung findet in diesem Fall in einer Durchflusskammer statt, deren Boden von einem Light
Addressable Potentiometric Sensor-Element gebildet wird. Dabei beeinflusst die Wasserst-
offionenkonzentration in der Messkammer das Oberflächenpotential des Sensorelementes,
welches so einen Rückschluss auf den pH-Wert ermöglicht [128, 129].
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3.1.3.2 Elektrophysiologische Sensoren
Einer der führenden kommerziellen Anbieter von Glas-basierten Multielektrodenarrays ist
die Multi Channel Systems MCS GmbH. Neben planaren standardisierten MEA mit Titani-
umnitrid-Elektroden werden auch MEA für Untersuchungen an Retinae und Hirnschnitten
mit einer unterschiedlichen Elektrodendichte vom Naturwissenschaftlichen und Medizi-
nischen Institut der Universität Tübingen hergestellt, wobei die Substrate entsprechend
den Anforderungen flexibel, besonders dünn oder perforiert ausgeführt werden können. In
Ergänzung dazu kann von diesem Anbieter umfangreiche Hardware und Software zur Mes-
sung von Aktionspotentialen und lokalen Feldpotentialen bezogen werden [130–132].
Die Firma Ayanda Biosystems bietet ebenso zahlreiche Glas-basierte MEA an, die an die
Messtechnik von Multi Channel Systems angeschlossen werden können. Diese MEA weisen
unterschiedliche Elektrodenmaterialien und Geometrien auf [133]. Die Firma Panasonic
vertreibt gleichfalls MEA, welche das Kernstück des so genannten MED64-Systems bilden.
Diese ebenfalls Glas-basierten Multielektrodenarrays können entsprechend der Anwen-
dung unterschiedliche Geometrien aufweisen und besitzen meist mit Platin beschichtete
ITO-Elektroden. Ergänzende externe Module u. a. zur Signalaufbereitung und Digitalisie-
rung werden ebenfalls angeboten [134, 135]. Über das Gross-Labor [136] können gleichfalls
Glas-basierte MEA unterschiedlicher Geometrien bezogen werden. Hier beschränkt sich
das weitere Angebot auf Zubehör für die Zellkultur. Zur Datenakquise werden Geräte der
Firma Plexon Inc. empfohlen.
Weitere Anbieter wie z. B. ELume Inc. und ALA Scientific Instruments ermöglichen zudem
die Fertigung von Multielektrodenarrays in kleinen Stückzahlen nach Kundenwünschen
[137, 138]. Neben den bereits genannten MEA-Herstellern gibt es eine relativ große Aus-
wahl weiterer Anbieter, die ergänzende Hardware zur externen Signalaufbereitung sowie
Software zur Systemkonfiguration und zur weiteren Analyse der Messsignale anbieten. Ei-
ne Auswahl dieser Firmen wird in den Abschnitten 3.1.3.3 bzw. 3.2.7 vorgestellt.
3.1.3.3 Datenerfassung
Es existiert eine Reihe von Herstellern, die neben konkreten Sensoren auch ergänzende
Hardware-Komponenten zum Aufbau kompletter elektrophysiologischer Messarbeitsplät-
ze anbieten. Multi Channel Systems entwickelt und vertreibt neben Multielektrodenarrays
auch Module für die externe Konditionierung und Digitalisierung der Messsignale, die Zell-
stimulation, ggf. die Mikrofluidik, die Temperaturkontrolle und die Spannungsversorgung
[132]. Plexon Inc. ist ein weiterer Anbieter von Systemen zur extrazellulären Messung und
Analyse neuronaler Aktivität. Hier kann z. B. der so genannte MAP (Multichannel Acquisiti-
on Processor) zur messtechnischen Erfassung von Aktionspotentialen und lokalen Feldpo-
tentialen zum Einsatz kommen [139]. Zusätzliches Equipment zur Erfassung des Verhaltens
von Versuchstieren ist ebenso erhältlich [140].
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Auch das so genannte MED64-System der Firma Panasonic umfasst neben den eigentlichen
MEA zusätzliche Gerätetechnik für die Vorverstärkung und Digitalisierung der Messdaten
sowie für die Stimulation von elektrisch aktiven Netzwerken [141]. Zu weiteren Anbietern
von Hardware-Komponenten gehören in diesem Zusammenhang u. a. Alpha Omega En-
gineering Ltd. [142], Cambridge Electronic Design Ltd. [143], Neuralynx [144], Tucker-Da-
vis Technologies [145] und Molecular Devices. Eine Übersicht mit weiteren Firmen ist un-
ter [146] zu finden. Software-Werkzeuge zur Aufbereitung und Analyse der gewonnenen
Messdaten werden im Abschnitt 3.2.7 vorgestellt.
3.2 Signalauswertung und Mustererkennung
Systeme zur Mustererkennung umfassen vier wichtige Bestandteile: Die Erfassung und
Sammlung von Daten, die Gewinnung und Repräsentation von Merkmalen, die Ermitt-
lung von Ähnlichkeiten und der Entwurf eines Musterklassifikators sowie die Bewertung
des Verfahrens. Zudem können diese Methoden in einem gewissen Ausmaß anhand von
Beispielen lernen und sich anpassen. Das Problem der Mustererkennung kann allgemein
als eine Suche nach einer Näherungsfunktion aufgefasst werden, welche die Wahrschein-
lichkeit der Fehlklassifikation verringert. Das Ziel ist die Entwicklung eines mathematischen
Zusammenhangs zwischen den vorhandenen Eingangsdaten und ihrer möglichen Klassen-
zugehörigkeit. Die Auswahl einer geeigneten Merkmalsmenge ist eine der schwierigsten
Aufgaben beim Design eines Klassifikators. Die große Menge an Merkmale verhindert eine
systematische Untersuchung aller Interaktionsmöglichkeiten [147].
Aus diesem Grund wird meist anhand eines als geeignet angesehenen Verfahrens eine Teil-
menge der möglichen Merkmale für die Klassifikation ausgesucht. Da allgemein 2N Teil-
mengen für N Merkmale existieren, werden diese Merkmale oftmals mit einem zweckmä-
ßigen Kriterium nach ihrem Rang sortiert und nur die wichtigsten für die weitere Analyse
genutzt. Diese Verfahrensweise kann jedoch zu einer suboptimalen Klassifikation führen.
Nach Abschluss der Merkmalsgewinnung kann der Klassifikator entworfen werden. Neben
der Wahl eines Modells umfasst dies auch die Auswahl eines Entfernungs- bzw. Ähnlich-
keitsmaßes. Untersuchungen zur Bewertung von Klassifikatoren sind relativ selten, da sie
eine bestimmte Kooperation unter den verschiedenen Forschergruppen besonders in Be-
zug auf geeignete Datenbanken und Bewertungsverfahren erfordern [147].
Im Zusammenhang mit elektrisch aktiven Zellkulturen stehen bei der Signalauswertung
die Erfassung und die Klassifikation so genannter Aktionspotentiale im Vordergrund. Diese
oftmals auch als Spikes bezeichneten Kurven stellen einen wichtigen Bestandteil der neu-
ronalen Zellaktivität dar und weisen für ein bestimmtes Neuron relativ ähnliche Verläufe
auf. Bei MEA-Experimenten können mit einer Sensorelektrode eine oder mehrere Zellen
gleichzeitig erfasst werden, siehe z. B. [148], wobei diese Anzahl von der Größe der Elek-
trodenfläche und vom Neuronentyp abhängig ist. Deshalb wird in der englischsprachigen
Literatur eine solche Messung häufig als Multi-Unit Recording bezeichnet.
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Zur Reduzierung der erfassten MEA-Sensordaten wurde in früheren Verfahren, trotz der
Möglichkeit mehrerer Units in der Nähe einer Elektrode, das aufgezeichnete Signal inte-
griert, wobei die resultierende Fläche die erfasste neuronale Aktivität repräsentierte. Diese
deutliche Vereinfachung gestattet aber keine eingehende Analyse der Aktivitätsmerkmale
[31]. Vor allem bei einem deutlich unterschiedlichen Verhalten der einzelnen Neuronen
eines Netzwerkes kann eine Zuordnung der neuronalen Aktivität zu bestimmten Zellen
die Aussagekraft bzw. den Informationsgehalt einer Messung erhöhen [149]. Speziell in der
Grundlagenforschung kann diese Aktivitätszuordnung Einblicke z. B. in die Kommunikati-
on, die Datenverarbeitung und die Informationsspeicherung eines biologischen Netzwer-
kes ermöglichen.
Die vorhandenen Variationen der Amplitude und der Form eines Aktionspotentials werden
durch den Typ und die Größe der untersuchten Zellen, durch die Lage der Sensorelek-
trode bezüglich der Zelle und z. B. durch die Zellaktivität selbst beeinflusst. Somit kann
mittels einer geeigneten Merkmalsextraktion eine Zuordnung bzw. eine Klassifikation der
einzelnen Aktionspotentiale durchgeführt werden. Spikes einer Klasse werden dabei einer
bestimmten Zelle bzw. anonym einer Unit des Netzwerkes zugeordnet. Dieser auch als
Unit-Separation bezeichnete Vorgang erlaubt Einblicke in den zeitlichen und räumlichen
Verlauf der Aktivität eines biologischen neuronalen Netzes.
Nach der Detektion der Aktionspotentiale können zu Beginn der Messung wichtige Para-
meter für die spätere Klassifikation identifiziert werden. Dazu gehören u. a. die Extraktion
geeigneter Signalmerkmale der Spikes und die Feststellung der Anzahl der vorhandenen
Klassen pro Sensorelektrode. Zu diesem Zweck können verschiedene Cluster-Methoden
auf die ermittelten Merkmalsvektoren angewendet werden. Anschließend kann die Klassi-
fizierung des restlichen Datensatzes bzw. der nachfolgend erfassten Spikes unter Nutzung
der gefundenen Templates und bestimmter Distanzmaße durchgeführt werden. Dabei wird
die Kurvenform wenn möglich einer existierenden Klasse zugeordnet und das verwendete
Template aktualisiert, um kleineren Veränderungen während des Experimentes Rechnung
zu tragen. Falls erforderlich kann eine neue Klasse eingerichtet werden, um eine Klassifi-
zierung zu ermöglichen [150].
3.2.1 Verfahren zur Extraktion von Aktionspotentialen
Bereits sehr frühzeitig wurden Aktionspotentiale mittels Amplitudenschwellen detektiert.
Bei einer Überschreitung des vorgegebenen Schwellwertes durch die aufgezeichnete Span-
nungsamplitude erfolgt die Extraktion eines definierten Signalabschnittes, der in der Regel
einen Bereich vor und nach dem Triggerpunkt umfasst [151]. Die Schwellendetektion ist
am weitesten verbreitet und relativ einfach in Hardware oder Software implementierbar.
Meist erfolgt eine visuelle Kontrolle des gewählten Schwellwertes. Besonders bei geringem
Signalrauschabstand kann die neuronale Aktivität mittels Schwellendetektion nicht perfekt
vom Hintergrundrauschen separiert werden. Es muss deshalb ein Kompromiss bezüglich
der Schwellenhöhe gefunden werden [152].
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Der Schwellwert sollte so niedrig sein, dass kein Spike verpasst wird, auch False Negative
genannt, bzw. so hoch sein, dass keine Hintergrundaktivität detektiert wird, auch False Po-
sitive genannt. Zusätzliche Fehler können durch sich überlagernde Aktionspotentiale ent-
stehen, da dann die Größe der gemessenen Spike-Amplitude deutlich variieren kann [152].
Darüber hinaus kann z. B. die Spannungsdifferenz zwischen Maximum und Minimum ei-
nes potentiellen Spike innerhalb eines Zeitfensters zur Detektion genutzt [153] oder das
Rauschniveau eines Datensegmentes ohne neuronale Aktivität zur Bestimmung einer po-
sitiven bzw. negativen Detektionsschwelle verwendet werden [154].
Die Detektion und auch die Klassifizierung von Aktionspotentialen mittels Template Mat-
ching ist besonders in Fällen geeignet, in denen aufgrund des Hintergrundrauschens nicht
zuverlässig mit herkömmlichen Detektionsschwellen gearbeitet werden kann. Ausgehend
von einer Bibliothek an Modellaktionspotentialen oder Templates wird die Ähnlichkeit die-
ser Templates mit dem Signal der Sensorelektrode berechnet. Wenn diese Ähnlichkeit zu
einem Zeitpunkt groß genug ist, kann das AP (Aktionspotential) detektiert und extrahiert
werden. Die Templates können auf vielfältige Weise z. B. mittels der Hauptkomponenten
der PCA (Principal Component Analysis) [155] oder mittels der Abtastwerte der Modell-
Spikes [156] gebildet werden.
Ein vergleichbarer, weit verbreiteter Detektions- und Klassifikationsansatz basiert auf so
genannten Trigger Boxes. Mittels einfacher Schwellendetektion werden potentielle Aktions-
potentiale gefunden. Diese Kurvenverläufe werden aber erst dann als Spikes identifiziert
und extrahiert, wenn sie geeignet platzierte Zeit-Spannungsfenster passieren. Trotz einfa-
cher Implementierung des Verfahrens müssen diese Fenster für jede Sensorelektrode auf-
wändig manuell gesetzt werden. Bei einem geringen Signalrauschabstand treten ähnliche
Probleme wie bei der einfachen Schwellendetektion auf [157]. Das ISI (Inter-Spike Inter-
val) kann dann zur Überprüfung der Qualität der Unit-Separation genutzt werden, da die
meisten Zellen eine Refraktärzeit von mindestens 1 ms besitzen [152].
Mithilfe der Wavelet-Transformation können Ausgangsdaten in mehrere Stufen unterschied-
licher Auflösung zerlegt werden. Das genutzte und unterschiedlich skalierte Mutter-Wavelet
wird dabei mit dem Datensatz korreliert. Aufgrund der ggf. vorhandenen Ähnlichkeit von
Wavelet und Aktionspotenial kann diese Transformation u. a. auch zur Detektion von Spikes
genutzt werden. Eine Signalaufbereitung bzw. Filterung ist ebenso möglich [158]. Vielfäl-
tige Lösungsansätze sowohl zur Spike-Detektion als auch zur Klassifizierung mittels Wa-
velet-Transformation werden in der Literatur beschrieben [159–164]. Diese Methode kann
auch bei kleinem SNR angewendet werden [165, 166]. Bei Verwendung von geeigneten
DWT (Diskrete Wavelet-Transformation)-Varianten und Modellen ist eine Detektion auch
ohne vorherige Kenntnis der Kurvenformen möglich [167, 168].
Alternativ kann die Spike-Detektion auch durch die Auswertung der Signalenergie erfol-
gen [169, 170]. Mit dem so genannten TEO (Teager Energy Operator) kann sehr effektiv
eine Abschätzung der Signalenergie im Zeitbereich erfolgen, indem bei einer kurzzeitigen
Erhöhung von Amplitude und Frequenz des Messsignals auf eine Änderung der Signal-
energie geschlossen wird [171]. Die Detektion erfolgt anschließend durch den Vergleich
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mit einer bestimmten Schwelle [172, 173]. Eine Detektion von Aktionspotentialen ist auch
mittels KNN (künstliches neuronales Netz) nach entsprechendem Training möglich, wo-
bei aber die Rauschcharakteristik und das Aussehen der zu detektierenden Kurvenformen
bekannt sein müssen [154]. Weitere Verfahren zur Detektion analysieren die mathemati-
schen Ableitung des Signals [174–176] bzw. berechnen den Mittelwert und die Variabilität
der Signalamplitude des Messsignals [177].
Traditionelle Verfahren zur Bestimmung einer Detektionsschwelle mittels Effektivwertbe-
rechnung innerhalb eines Zeitfensters favorisieren Aktionspotentiale mit großer Amplitu-
de. Zudem ist die Rauschcharakteristik z. B. in Abhängigkeit des Experimentverlaufes nicht
notwendigerweise konstant. Eine adaptive Detektionsschwelle kann in diesem Zusammen-
hang bei einer zunehmenden Anzahl von Sensorelektroden gegenüber einer manuellen
Einstellung vorteilhaft sein. Unter der Annahme von bandbegrenztem und Gauß-verteiltem
Rauschen kann der Effektivwert bzw. die Standardabweichung des Hintergundrauschens
durch die Auswertung der Frequenz der Überschreitung der Detektionsschwelle bestimmt
werden. Mittels Rückkopplung kann die eigentliche Detektionsschwelle aufgrund dieser
Rauschabschätzung dann variiert werden [178, 179].
Die Ausrichtung von detektierten Spikes bezüglich ihrer größten Auslenkung ist besonders
bei stärkerem Rauschen problematisch und fehlerbehaftet. Die Ergebnisse der nachfolgen-
den Signalverarbeitung, wie z. B. der PCA, können deshalb beeinträchtigt werden. Eine
Überabtastung bzw. eine Interpolation zwischen den Abtastwerten kann die Genauigkeit
der Ausrichtung der Aktionspotentiale verbessern [180–182]. Bei einer Untersuchung der
extrahierten Aktionspotentiale im Frequenzbereich können Ausrichtungsfehler und damit
eine geringere Cluster-Kompaktheit bei der nachfolgenden PCA vermieden werden. Bei
Nutzung der Amplitudeninformation der DFT (Diskrete Fourier-Transformation) bzw. bei
Anwendung der verschiebungsinvarianten DWT und einer Unterdrückung der Phasenin-
formation kann eine Verbesserung der anschließenden Projektion bzw. Clusterung erzielt
werden [183].
Neben programmtechnischen Lösungen existieren auch Hardware-Ansätze zur Detektion,
Ausrichtung und Klassifizierung von Aktionspotentialen, die z. T. bereits bekannte Verfah-
ren unter dem Gesichtspunkt eines besonders geringen Energieverbrauchs der Schaltung
implementieren. Beispielsweise können Aktionspotentiale mittels Detektionsschwelle und
Überabtastung extrahiert und nachfolgend unter Verwendung unterschiedlicher Verfahren
ausgerichtet werden. Die dabei gewonnenen Informationen lassen sich auch bei einer spä-
teren Klassifizierung nutzen [181, 184]. Zudem lassen sich Template Matching Methoden
zur Klassifizierung von Spikes in CMOS realisieren [185].
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3.2.2 Merkmale zur Klassifikation von Aktionspotentialen
Bei in-vivo Untersuchungen am kortikalen Gewebe können pro Sensorelektrode durch-
schnittlich zwei bis drei Neuronen bzw. Units identifiziert werden [186]. Auch unter in-
vitro Bedingungen können Elektroden eines MEA ein oder mehrere Units aufzeichnen, wo-
bei allerdings etwa nur die Hälfte der Elektroden eine neuronale Aktivität registrieren [32].
Die Zuordnung einzelner Spikes zu bestimmten Neuronen gestattet es, einen wesentlichen
Teil der Information eines solchen Multi-Unit-Signals zu erhalten. Dies trifft vor allem dann
zu, wenn die beteiligten Neuronen ein klar unterscheidbares Verhalten aufweisen. Dagegen
unterscheidet sich der Informationsgehalt einer Messung mit sich ähnlich verhaltenden
Neuronen vor bzw. nach einer Klassifizierung weniger stark [149].
Template Matching wurde bereits sehr früh zur Klassifikation von Spikes eingesetzt. Es
wurde manuell ein bestimmtes Aktionspotenial oder die Mittelung mehrerer ähnlicher Ak-
tionspotentiale als Standard bzw. Template ausgewählt und mit den verbliebenen Kurven-
formen einer Messung verglichen. Als Ähnlichkeitsmaß wurde die quadrierte Differenz oder
die Summe der absoluten Differenzen zwischen den Abtastwerten des Template und des
aktuell untersuchten Aktionspotentials ermittelt oder das Ergebnis einer Kreuzkorrelation
genutzt. Zudem gab es Ansätze, die aus einem Datensatz automatisch eine bestimmte An-
zahl von Templates extrahierten, wobei diese Templates vorgegebene Anforderungen z. B.
hinsichtlich ihrer Amplitude und Länge erfüllen mussten [151].
Auch so genannte Matched Filter bzw. Optimalfilter, die im weitesten Sinne den Template
Matching-Verfahren zugeordnet werden können, wurden bereits zur Klassifikation neu-
ronaler Daten genutzt. Unter der Annahme, dass das Rauschspektrum und die Form der
Aktionspotentiale genau geschätzt werden können, wird für jedes Spike-Modell ein Filter
entworfen, das nur auf dieses Modell maximal reagiert. Die neuronalen Messdaten werden
dann mit einem Satz dieser Filter gefaltet und entsprechend der größten Filterantwort klas-
sifiziert [152]. Dieser Ansatz kann gut bei Mehrkanalmessungen eingesetzt werden, in de-
nen einzelne Units auf wenigstens zwei unterschiedlichen Kanälen aufgezeichnet werden.
Es kann auch zur Trennung von sich überlagernden Aktionspotentialen genutzt werden
[154] [151]. Die zusätzliche Einbeziehung der Aktivitätsstatistiken der untersuchten Units
kann zu einer Verbesserung der Klassifizierung führen [151, 187].
Es wurde zudem frühzeitig erkannt, dass nicht alle Abtastwerte eines Aktionspotentials für
eine zuverlässige Klassifizierung benötigt werden und somit auch eine Reduzierung des Re-
chenaufwandes erzielt werden kann. Es wurden daher verschiedene Ansätze verfolgt, die
eine Merkmalsminimierung anstrebten. Dazu zählten u. a. Histogrammuntersuchungen,
die Anwendung von Schwellen oder die Nutzung einer Kostenfunktion zur Identifizierung
von Abtastpunkten, die sich bei verschiedenen Spikes möglichst deutlich voneinander un-
terschieden. Die PCA wurde und wird als ein weiteres, diesmal automatisiertes Verfahren
der Merkmalsreduzierung genutzt. Meist wird ein Spike dann durch die skalierbare Summe
der ersten zwei bis drei Hauptkomponenten dargestellt [151].
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Ähnlich wie bei der Detektion wurde auch bei der Klassifizierung früh die Spike-Amplitude
als ein mögliches Kriterium genutzt. Neben der Auswertung des Maximums des Aktions-
potentials wurden auch die Spannungsdifferenz zwischen Maximum und Minimum, die
Spike-Polarität, das zeitliche Auftreten und der Abstand der Extrema, die Länge der Spikes
und mögliche Nulldurchgänge analysiert. Auch hier wurden z. T. Histogramme genutzt, um
eine bestmögliche Klasseneinteilung vornehmen zu können. Weitere Klassifizierungsansät-
ze nutzten z. B. die Koeffizienten einer Fourier-Reihe bzw. die einer Kurvenanpassung, die
Fläche unter einem Aktionspotential, den Effektivwert eines Spike, die Geschwindigkeit ei-
nes Aktionspotentials entlang der Nervenfaser oder ein Toleranzband um den eigentlichen
Kurvenverlauf [151]. Es existieren des weiteren Verfahren zur Klassifizierung von Spikes im
Frequenzbereich [48], die auch geeignet sind, mögliche zeitliche Verschiebungen einzelner
Aktionspotentiale zueinander zu tolerieren [188].
Alternativ können statistische Verfahren nach Bayes zur Klassifizierung angewendet wer-
den. Die Information zu möglichen Kurvenformen und Aktivitätsraten, auch Firing Rate
genannt, der einzelnen Units kann dabei zur Minimierung der Wahrscheinlichkeit von Klas-
sifikationsfehlern genutzt werden. Nach Abschätzung der Firing Rates der einzelnen Units
wird die Wahrscheinlichkeit für das Auftreten von Aktionspotentialen einzelner Neuronen
sowie die Wahrscheinlichkeit der zeitlichen Überlappung dieser Spikes bestimmt. Basie-
rend auf diesen Einschätzungen kann das Neuron ausgewählt werden, welches die aktuell
untersuchte Kurvenform am wahrscheinlichsten generiert hat. Zudem können Ausreißer
aufgrund ihrer Unwahrscheinlichkeit ausgeschlossen werden [152, 153]. Allerdings kann es
aufgrund der Variation der Firing Rate problematisch sein, bestimmte Aussagen zu den
Wahrscheinlichkeiten einzelner Spikes zu machen [189].
In bestimmten Situationen können zwei verschiedene Neuronen mit ähnlicher Morpho-
logie und vergleichbarem Abstand zur Sensorelektrode Aktionspotentiale mit ähnlichem
Verlauf generieren. In diesen Fällen kann der Einsatz von Mehrfachelektroden, also z. B.
Stereotroden und Tetroden etc., sinnvoll sein, da die Neuronen dann mit größerer Wahr-
scheinlichkeit einen ungleichen Abstand zu den einzelnen Elektroden besitzen. Die mit
diesen Einzelelektroden gemessenen Aktionspotentiale einer Unit weisen folglich jeweils
eine unterschiedliche Amplitude auf. Diese Tatsache kann auch zur Positionsbestimmung
des untersuchten Neurons innerhalb des Netzwerkes genutzt werden. Aufgrund der zusätz-
lichen Informationen kann die Klassifizierung verbessert und zeitliche Überlappungen von
Spikes aufgelöst werden. Viele Klassifikationsansätze für Einzelelektroden können auch auf
Mehrfachelektroden übertragen werden [152]. Bei Verwendung von Mehrfachelektroden
kann zudem das Signalrauschverhältnis des Messsignals durch Reduzierung des korrelier-
ten Hintergrundrauschens verbessert werden [190, 191].
Die Independent Component Analysis stellt einen neueren statistischen Ansatz zur Klas-
sifikation von Aktionspotentialen dar. Das ursprünglich für die Blind Source Separation
entwickelte Verfahren benötigt keine Informationen über die Formen der zu untersuchen-
den Aktionspotentiale. Allgemein sollen N unabhängige Signale gewonnen werden, die mit
unbekannten Wichtungen auf N Kanälen bzw. Elektroden linear überlagert wurden. Die zu-
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grunde liegenden Signalquellen werden als statistisch unabhängig angenommen. Das Ziel
ist die Bestimmung der Wichtungen mit denen die beste Separation der einzelnen Signa-
le erzielt werden kann. Eine weitere Annahme für das Verfahren besteht darin, dass die
Anzahl der Kanäle bzw. der Elektroden mit der Anzahl der Signalquellen übereinstimmen
muss. Diese Bedingung ist für Einfachelektroden nicht gewährleistet. Zudem kann nicht
immer von einer linearen Überlagerung der Signale ausgegangen werden [152]. Dieses Ver-
fahren kann jedoch bei in-vivo Messungen mit Mehrfachelektroden erfolgreich angewendet
werden [192, 193].
Speziell in in-vitro Situationen unter Verwendung von MEA-Systemen kann eine ergänzen-
de optische Untersuchung der Netzwerke zur verbesserten Klassifizierung beitragen. Bei
Nutzung von Kalzium- bzw. spannungsabhängigen Farbstoffen sind entsprechende Akti-
vitäten im neuronalen Netzwerk optisch registrierbar. Allerdings bestehen teilweise Ein-
schränkungen aufgrund der relativ kleinen optischen Signale und der Giftigkeit der ver-
wendeten Farbstoffe. Dennoch ist eine optische Kontrolle von Netzwerkstimulationen auf-
grund der dann deutlich größeren elektrischen Spannungen möglich. Klassifikationsansät-
ze können durch die gleichzeitige optische und elektrische Erfassung der Netzwerkaktivität
evaluiert werden, da der Aktivitätszeitpunkt und die Position der untersuchten Zelle erfasst
werden können [49].
Neben der Verwendung der DWT zur Signaldetektion ist auch eine Nutzung zur Klassifi-
zierung möglich. Die mehrstufige, unterschiedlich skalierte Zerlegung des Eingangssignals
erlaubt die Untersuchung der Signalenergie in bestimmten Frequenzbändern zu bestimm-
ten Zeitpunkten, da die Wavelet-Basisfunktionen im Frequenz- wie auch im Zeitbereich
lokalisiert sind. Die Analyse der Variabilität der entstandenen Wavelet-Koeffizienten kann
aufzeigen, welche Koeffizienten bestimmte Spike-Formen am effektivsten repräsentieren.
Durch eine geeignete Veränderung der Koeffizienten kann auch die Signalqualität und so-
mit das Klassifikationsergebnis verbessert werden [163, 194]. Mittels Wavelet Packet-Ansatz
können vergleichbare Ergebnisse erzielt werden [160, 161]. Die DWT kann auch zur Klas-
sifizierung von sich überlappenden Spikes genutzt werden [195]. Man kann zudem zeigen,
dass das Wavelet Packet-Verfahren in überarbeiteter Form den möglichen zeitlichen Versatz
von Aktionspotentialen bei der Klassifikation tolerieren kann [196].
Ein künstliches neuronales Netz kann gleichfalls zur Unit-Separation sowie zur Trennung
von sich überlagernden Aktionspotentialen verwendet werden. Das Training des KNN kann
mit einzelnen sowie überlagerten Templates, welche zuvor klassifiziert wurden, durchge-
führt werden. Ein wiederholter Vergleich des Ausgabewertes des künstlichen neuronalen
Netzes mit dem gewünschten Ergebnis kann ggf. zur Korrektur von Parametern während
einer Lernphase genutzt werden [154, 197]. Die Qualität des Trainingsdatensatzes ist da-
bei von entscheidender Bedeutung für das Klassifikationsergebnis [172]. Neben den meist
Software-basierten Methoden existieren auch Arbeiten, die u. a. PCA-basierte Klassifikati-
onsverfahren in Hardware implementieren [198–200]. Dabei können dann Anforderungen
z. B. bezüglich der Leistungsaufnahme berücksichtigt werden.
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3.2.3 Ansätze zur Clusterung
Je mehr Merkmale für Klassifizierung zur Verfügung stehen, desto besser können die ein-
zelnen Spike-Formen unterschieden werden. Grafische Darstellungen von Punktwolken
einzelner Merkmale, so genannte Scatter Plots, können Aufschluss über die Eignung ein-
zelner Merkmale für die Klassifizierung geben. Die Bestimmung der Clustergrenzen kann
problematisch sein, wenn die Cluster nicht besonders ausgeprägt sind. Für die manuel-
le bzw. automatische Bestimmung der Bereichsgrenzen gelten ähnliche Überlegungen wie
bei der Festlegung einer Schwellenhöhe zur Detektion von Aktionspotentialen, siehe auch
Abschnitt 3.2.1. Bei der offline Analyse kann die Festlegung der Clustergrenzen nach der
grafischen Auswertung eines Teils oder der Gesamtheit der bis dahin gesammelten Da-
ten erfolgen. Die Clusterung kann bei stabilen Clustern auch in einer online Analyse, also
während der Messung, durchgeführt werden [152].
Nach der Identifikation geeigneter Klassifikationsmerkmale ist es notwendig, zweckmäßige
Verfahren für die Auswertung der erfassten Daten auszuwählen. Idealerweise sollen durch
eine Clusterung bzw. allgemeiner durch eine Klassifizierung der extrahierten Spike-Merk-
male die Anzahl der gemessenen Units pro Sensorelektrode ermittelt werden. Zunächst
wird dabei vorausgesetzt, dass eine Gruppe von ähnlichen Aktionspotentialen auch ei-
nem Neuron bzw. einer Unit zugeordnet werden kann. Der Literatur lassen sich zahlrei-
che Clusterverfahren entnehmen, wie z. B. Nearest Neighbour [201, 202], K-Means, ISODA-
TA (Iterative Self-Organizing Data Analysis Technique) [189, 203–205], Bayes-basierte Clu-
sterung [206, 207], Expectation Maximization [77, 180, 208, 209], hierarchische Clusterung
[188, 210, 211] und Fuzzy C Means [212, 213].
Unter Clusterung versteht man generell eine Gruppierung von Daten, so dass sich in den
Gruppen bzw. Clustern eine geringe Intra-Clustervarianz und zwischen den Gruppen ei-
ne hohe Inter-Clustervarianz ergibt. Im Unterschied zur Klassifizierung liegt bei der Clu-
sterung für die untersuchten Muster keinerlei Information zur Klassenzugehörigkeit vor.
Einzige Grundlage für die zu ermittelnde Gruppierung während der Clusterung ist das ge-
nutzt Distanzmaß zwischen den Objekten. Je nach Aufgabenstellung kann die Anzahl der
Cluster vor der Clusterung gegeben werden oder erst das Ergebnis dieses Vorganges sein
[214]. Die Klassifikation wendet man im Gegensatz zur Clusterung bei einer bekannten An-
zahl von Mustergruppen an. Das Ziel der Klassifizierung ist die Zuordnung neuer Muster
zu den bereits bekannten Clustern. Bei der Clusterung werden keine Annahmen bezüg-
lich einer möglichen Anzahl oder der Struktur der Gruppen in einem Datensatz gemacht
[215]. Bei der Klassifizierung kann zudem in den einzelnen Untergruppen die Grundlage
der Klassifikation, wenn erforderlich, geändert werden. Dagegen verwendet die Clusterung
alle Objekte in gleicher Weise [216].
In der Literatur werden nur Klassifikationsverfahren, die nicht überwacht Objekte exklusiv
zu einer bestimmten Gruppe zuordnen, als Clusterverfahren bezeichnet. Die so genann-
ten Muster- und Nachbarschaftsmatrizen stellen die Grundlage eines jeden Clusterverfah-
rens dar. In der Mustermatrix, auch Pattern Matrix genannt, erfolgt die Darstellung der zu
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Klassifikationsarten
Nicht exklusiv
(Überlappend)
Exklusiv
Extrinsisch
(Überwacht)
Intrinsisch
(Nicht überwacht)
Hierarchisch Partitionell
Abbildung 3.1: Klassifikationsarten nach [1]
untersuchenden Objekte mittels ihrer Attribute oder Merkmale. So steht für jedes Objekt
ein mehrdimensionaler Merkmalsvektor zur Verfügung. Werden die einzelnen Objekte als
Punkte im mehrdimensionalen Raum dargestellt, so kann die Nachbarschaft oder die Nähe
zwischen diesen Punkten mit einem Distanzmaß, z. B. als paarweise Euklidische Distanz,
ausgedrückt und in der Nachbarschaftsmatrix, auch Proximity Matrix genannt, erfasst wer-
den. Alternativ könnten für diesen Zweck auch Korrelationskoeffizienten von paarweisen
Mustervergleichen genutzt werden [1].
d(i ,k)=
(
d∑
j=1
∣∣xi j −xk j ∣∣r
) 1
r
(3.1)
d(i ,k)= (xi −xk)TC−1(xi −xk) (3.2)
Es werden verschiedene Arten der Klassifikation unterschieden, siehe auch Abbildung 3.1.
Zunächst erfolgt die Einteilung in exklusive und nicht exklusive also überlappende Klas-
sifizierung. Im Gegensatz zur exklusiven Klassifizierung kann bei nicht exklusiver Klas-
sifizierung ein Objekt mehreren Klassen zugeordnet werden. Die exklusive Klassifikation
kann weiter in extrinsische und intrinsische Klassifizierung aufgegliedert werden. Die in-
trinsische bzw. nicht überwachte Klassifizierung nutzt lediglich die Nachbarschaftsmatrix
als Grundlage für die Klassifikation. Da dieser Ansatz keine a priori Informationen für die
Einteilung einzelner Objekte verwendet, spricht man in diesem Fall auch vom nicht über-
wachten Lernen.
Im Gegensatz dazu benutzt die extrinsische Klassifizierung neben der Nachbarschaftsma-
trix auch die a priori bekannten Klassenkennzeichnungen einer Lernmenge. Sie ist also
auf einen „Lehrer“ angewiesen. Die wirklich interessante exklusive, intrinsische Klassifi-
kation, also die eigentliche Clusterung, kann dann weiter in eine hierarchische und eine
nicht hierarchische Klassifizierung unterteilt werden. Bei einem hierarchischen Ansatz ent-
steht eine verzweigte Reihenfolge von Aufteilungen aller Objekte. Dagegen erfolgt bei der
nicht hierarchischen Klassifizierung lediglich eine einzige Aufteilung aller Objekte entspre-
chend den gewählten Klassifikationsmerkmalen. Im Folgenden werden lediglich exklusive,
intrinsische Klassifikationsansätze betrachtet. Es stehen hierfür verschiedene Implementa-
tionsmöglichkeiten zur Verfügung.
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So kann die hierarchische Klassifizierung zunächst agglomerativ realisiert werden, indem
jedes Objekt einem separaten Cluster zugeordnet wird. Anschließend werden diese Cluster
schrittweise zu einem einzigen Cluster vereinigt. Das divisive Verfahren beginnt dagegen
mit einem Cluster, der alle Objekte enthält. Diese Objekte werden nachfolgend Teil-Clu-
stern zugewiesen. Weiterhin können die zu klassifizierenden Objekte einzeln nacheinander
oder alle gleichzeitig untersucht werden. Gleiches gilt für die auszuwertenden Merkmale
der einzelnen Objekte. Schließlich kann der Cluster-Algorithmus mit Hilfe der Graphen-
theorie bzw. mittels Matrix-Algebra dargestellt werden. In der Graphentheorie erfolgt zur
Bewertung der Clusterung eine Untersuchung der Konsistenz des Dendogramms. Alterna-
tiv kann z. B. ein bestimmtes Fehlermaß algebraisch ausgewertet werden [1].
ρ( j ,r )=
1
n
n∑
i=1
(xi j −m j )(xi r −mr )
s j sr
(3.3)
Meist dient die Minkowski Metrik als Ähnlichkeitsmaß, um die Distanz d zwischen zwei
Punkten für alle Merkmalsdimensionen zu berechnen, siehe Gleichung 3.1. Der Exponent
der Metrik erfüllt r Ê eins. Die gebräuchlichste Minkowski Metrik wird als Euklidische Di-
stanz bezeichnet und ergibt sich aus r = 2. Bei r = 1 vereinfacht sich die Metrik zur Manhat-
tan- bzw. City Block-Distanz. Die Mahalanobis Distanz zwischen zwei Mustern xi und xk ,
siehe Gleichung 3.2, kann auch für die Clusteranalyse genutzt werden. Dabei entspricht C
der Kovarianzmatrix, d. h. die Korrelation zwischen den einzelnen, dann statistisch standar-
disierten Merkmalen wird berücksichtigt. Der Korrelationskoeffizient ρ zweier Merkmale,
siehe Gleichung 3.3, bzw. der Kosinus des Winkel zwischen zwei Merkmalsvektoren ent-
spricht einem nicht metrischen Ähnlichkeitsmaß [217].
dmin(Di ,D j )= min
x ∈Di
y ∈D j
∥∥x− y∥∥ (3.4)
dmax(Di ,D j )= max
x ∈Di
y ∈D j
∥∥x− y∥∥ (3.5)
Hierarchische Clustermethoden als Vertreter der exklusiven und nicht überwachten Ver-
fahren transformieren die Proximity Matrix in eine Sequenz ineinander verschachtelter
Cluster. Das Ergebnis dieser Aufteilung lässt sich als Dendogramm visualisieren und aus-
werten. In dieser verzweigten Baumstruktur werden die Cluster bzw. Knoten durch Linien
verbunden. Die Länge dieser Linien gibt Aufschluss über den Abstand der Cluster. An ge-
eigneter Stelle kann das Dendogramm aufgetrennt werden, um eine begründbare Menge
von einzelnen Clustern zu gewinnen. Während dieser Clusterung können unterschiedliche
Methoden zur Aktualisierung der Clusterabstände genutzt werden [1].
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Es stehen verschiedene Ansätze zur Verfügung, um den Abstand zwischen zwei Clustern
zu erfassen. Diese Ansätze können zu unterschiedlichen Ergebnissen führen, wenn keine
kompakten, gut separierten und hypersphärische Cluster vorliegen. Somit können glei-
che Clustermethoden zu abweichenden Resultaten führen, da es u. U. zu einer anderen
Verschmelzung der einzelnen Cluster kommen kann. Beim Single Link-Ansatz wird der
Clusterabstand als kürzeste Distanz zwischen beliebigen Elementen der jeweiligen Cluster
erfasst, siehe Gleichung 3.4. Die Complete Link-Methode geht dabei vom größten Abstand
aus, siehe Gleichung 3.5. Ebenso könnte der gemittelte Abstand der Clusterelemente, auch
Average Link siehe Gleichung 3.6, bzw. der Abstand der Clusterzentren, siehe Gleichung 3.7
genutzt werden [218].
davg (Di ,D j )= 1
nin j
∑
x∈Di
∑
y∈D j
∥∥x− y∥∥ (3.6)
dmean(Di ,D j )=
∥∥mi −m j∥∥ (3.7)
Die nicht hierarchische Clusterung, auch Partitional Clustering, als weiterer nicht über-
wachter Ansatz, nimmt eine einzige Aufteilung der Objekte vor. Dabei soll die natürliche
Gruppierung der Daten gefunden werden. Die Daten sollten hierfür in der Pattern Ma-
trix vorliegen. Es wird eine Aufteilung der Objekte gesucht, bei der die Muster innerhalb
eines Cluster ähnlicher als im Vergleich zu anderen Clustern sind. Ein lokales oder globa-
les Kriterium ist für diese Clusterung erforderlich. Bei einem lokalen Kriterium wird die
lokale Datenstruktur wie z. B. Regionen höherer Dichte genutzt. Bei einem globalen Krite-
rium wird jeder Cluster durch einen Prototypen repräsentiert. Eine Zuordnung der Objekte
erfolgt dann aufgrund ihrer Ähnlichkeit mit diesen Prototypen. Mögliche Schwierigkeiten
umfassen die Auswahl eines geeigneten Clusterkriteriums, die Untersuchung aller mög-
lichen Aufteilungen der Muster in eine Anzahl Cluster sowie die dafür erforderlichen Res-
sourcen. Aufgrund des Fehlens einer präzisen Definition bezüglich der Form und der Größe
möglicher Cluster existiert kein einzelnes, am besten geeignetes Kriterium [1].
Die am häufigsten genutzte Strategie für die partielle Clusterung beruht auf dem Kriteri-
um des quadratischen Fehlers. Das Ziel ist das Finden der Aufteilung von Objekten, die für
eine feste Clusterzahl den quadratischen Fehler minimiert. Die Minimierung des quadra-
tischen Fehlers bzw. die Reduzierung der Variation innerhalb eines Clusters ist identisch
mit der Maximierung der Variation zwischen den verschiedenen ermittelten Clustern. Der
quadratische Fehler für einen Cluster Ck ergibt sich gemäß Gleichung 3.8 aus der Summe
der quadrierten Euklidischen Distanzen zwischen jedem Clusterelement und dem Cluster-
zentrum. Alternativ wird auch die Mahalanobis Distanz genutzt. Der quadratische Fehler
der kompletten Clusterung ergibt sich aus der Summe der quadratischen Fehler der ein-
zelnen Cluster [217]. Verwandte Clusterkriterien werten die Varianz bzw. die Streuung der
einzelnen Cluster aus [218].
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Die populäre K-Means-Clustermethode wendet das Kriterium des quadratischen Fehlers
an. Nach Festlegung von K Startpunkten werden die verbleibenden Muster entsprechend
des Fehlerkriteriums dem nächsten Clusterzentrum zugeordnet. Durch wiederholte Clu-
sterung bei unterschiedlicher Lage der gewählten Startpunkte kann die Konvergenz des
Verfahrens verbessert werden. Das ISODATA-Verfahren wendet ebenso das quadratische
Fehlerkriterium an. Nach vorgegebenen Parametern können mit diesem Ansatz unter be-
stimmten Bedingungen Cluster neu geschaffen bzw. miteinander vereint werden [217].
e2k =
nk∑
i=1
(xik −mk)T (xik −mk) (3.8)
Es existieren zudem eine Reihe wahrscheinlichkeitsbasierter Verfahren zur Clusterung von
Daten. Ein Ansatz für die nicht hierarchische und nicht überwachte Clusterung beruht auf
der Parameterabschätzung von Verteilungsdichten der zu untersuchenden Muster, wobei
die Formen und die Anzahl der zugrunde liegenden Populationsdichten bekannt sind. Bei
dem auch als Mixture Decomposition bezeichneten Verfahren soll ein Muster der passenden
Population zugeordnet werden. Die Wahrscheinlichkeitsdichtefunktionen p(x|ωi ,θi ) der
einzelnen Klassen ωi überlagern sich zur Mischverteilung p(x|θ) gemäß Gleichung 3.9.
p(x|θ)=
k∑
i=1
p(x|ωi ,θi )P (ωi ) (3.9)
Mithilfe der noch nicht klassifizierten Muster, den bekannten Klassenwahrscheinlichkeiten
P (ωi ) für alle k Klassen und den vorhandenen, klassenabhängigen Wahrscheinlichkeits-
dichten p(x|ωi ,θi ) sollen nun die unbekannten Parametervektoren θi abgeschätzt werden,
um die Mischverteilung p(x|θ) in ihre einzelnen Komponenten zu zerlegen [217]. Unter der
Voraussetzung, dass die einzelnen Wahrscheinlichkeitsdichten identifiziert werden können,
ist eine nicht überwachte Schätzung des unbekannten Parametervektors θ z. B. mittels Ma-
ximum Likelihood-Verfahren oder dem Bayes-Ansatz im Prinzip möglich. Man kann den
K-Means-Algorithmus als ein angenähertes Verfahren zur Abschätzung der maximal wahr-
scheinlichen, unbekannten Mittelwerte einer Mischverteilung auffassen [218].
Eventuell vorhandenes a priori Wissen kann bei Maximum Likelihood-Ansätzen genutzt
werden, um geeignete Ausgangspunkte für die Parameterschätzung zu identifizieren. Ei-
ne Alternative dazu stellt das Bayes-basierte, nicht überwachte Verfahren dar. In diesem
Fall wird θ als eine Zufallsvariable mit einer bekannten Verteilung p(θ) aufgefasst. Mit
einer nicht klassifizierten Menge D von Mustern wird nun die Dichte p(θ|D) berechnet.
Dieser Ansatz ist eng mit dem überwachten Bayes-Lernen verwandt. Unter Nutzung der
Klassenwahrscheinlichkeit P (ωi ) und den klassenabhängigen Wahrscheinlichkeitsdichten
p(x|ωi ,D) ergibt sich die Merkmalswahrscheinlichkeit P (ωi |x,D) gemäß Gleichung 3.10.
Der unbekannte Parameter θ wird dabei gemäß Gleichung 3.11 berücksichtigt [218].
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P (ωi |x,D)= p(x|ωi ,D)P (ωi )k∑
j=1
p(x|ω j ,D)P (ω j )
(3.10)
p(x|ωi ,D)=
∫
p(x,θ|ωi ,D)dθ (3.11)
Expectation Maximization entspricht einer Klasse verwandter Algorithmen zur Schätzung
maximal wahrscheinlicher Parameterschätzungen, siehe auch Maximum Likelihood-Ver-
fahren. Ausgehend von einem unvollständigen Datensatz X wird ein vollständiger Daten-
satz Z = (X ,Y ) mit einer Dichte- und Wahrscheinlichkeitsfunktion angenommen. Zunächst
kann mittels der beobachteten Werte X und der momentanen Parameterschätzung θ(i−1)
der Erwartungswert E der logarithmierten Wahrscheinlichkeit des gesamten Datensatzes
hinsichtlich der unbekannten Werte Y bestimmt werden, siehe auch Gleichung 3.12. Die
neuen Parameter θ werden anschließend optimiert, um gemäß Gleichung 3.13 Q zu erhö-
hen. Die beiden Schritte können falls erforderlich wiederholt werden. Nach jedem Schritt
konvergiert der Algorithmus in Richtung des lokalen Maximums der Wahrscheinlichkeits-
funktion [219].
Q(Θ,Θ(i−1))= E
[
log
{
p (X , Y |Θ)∣∣X ,Θ(i−1)}] (3.12)
Θi = argmax
Θ
Q
(
Θ,Θ(i−1)
)
(3.13)
pˆn(x)= kn/n
Vn
(3.14)
Ein weiteres Clusterverfahren beruht auf der nicht parametrischen Abschätzung der Dichte
im Musterraum. Mithilfe der Dichteschätzung und der anschließenden Auswertung, auch
Mode Seeking, können Regionen hoher Dichte identifiziert werden. Diese Regionen kön-
nen dann als Clusterzentren für die weitere Klassifizierung dienen. Das Ergebnis der Wahr-
scheinlichkeitsdichteschätzung pˆn(x) an einem Punkt x ist dabei proportional zur Anzahl
der Muster kn die in ein bestimmtes Volumen Vn um diesen Punkt x fallen, siehe auch
Gleichung 3.14. Die Variable n entspricht der Gesamtanzahl der untersuchten Muster. Die
kritische Wahl des Volumens Vn kann mittels Parzen Window- bzw. Nearest Neighbour-
Methode erfolgen. In beiden Fällen ist Vn umgekehrt proportional zu
p
n. Dieser Ansatz
kann unimodale Cluster mit beliebiger Form erkennen. Es müssen aber genügend Muster
zur Verfügung stehen. In Abhängigkeit der gewählten Volumengröße können die Dichteab-
schätzungen zudem sehr rauschbehaftet bzw. übermäßig geglättet sein [217].
Beim Partitional Clustering mittels Graphentheorie werden im Gegensatz zur hierarchi-
schen Clusterung die zu untersuchenden Objekte als Punkte im Raum dargestellt. Der zu
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konstruierende Graph verbindet die Knoten, also die Objekte, mittels Kanten. Die Kan-
ten können dabei als Distanz zwischen den einzelnen Objekten interpretiert werden. Die
Struktur des Graphs kann nun auf Gruppierungen der Knoten hin untersucht werden. Ge-
eignete Methoden zerlegen dazu den Graph in einzelne Komponenten bzw. Cluster indem
inkonsistente Kanten entfernt werden. Dieses Verfahren ist eng mit der Nearest Neighbour-
Methode verwandt. Zwei Muster können demnach als ähnlich angesehen werden, wenn sie
sich ihre Nachbarn teilen. Ein Objekt sollte sich dann in gleichen Cluster wie sein nächster
Nachbar befinden.
Bei kompakten Clustern kann die eindeutige, exklusive Zuordnung von Objekten zu be-
stimmten Clustern relativ einfach erfolgen. Im Falle sich berührender oder überlappen-
der Clustergrenzen kann diese Zuordnung problematisch werden. Mittels Fuzzy-Klassifi-
katoren kann in diesem Fall jedem Muster einen Grad der Mitgliedschaft in bestimmten
Clustern zugewiesen werden. Im Gegensatz zu wahrscheinlichkeitsbasierten, statistischen
Klassifikationsverfahren können die Muster bei einem Fuzzy-Ansatz gleichzeitig mehreren
Clustern angehören [217].
Speziell bei der online Clusterung können unter der Annahme einer Clusterzahl und eines
Kriteriums instabile, driftende Cluster entstehen. Das Verfahren muss dann adaptiv aus-
gerichtet sein, um ggf. die Einrichtung neuer Cluster zu ermöglichen. Andererseits kann
die Interpretation einer instabilen Clusterung schwierig sein. Dieses Problem ist unter der
Bezeichnung Plasticity-Stability-Dilemma in der Literatur bekannt. Mit dem Verfahren des
Competitive Learning kann die Instabilität reduziert werden, da nur noch der Cluster ak-
tualisiert wird, welcher dem letzten Muster am ähnlichsten war. Verfahren der künstlichen
neuronalen Netze können hier Anwendung finden [218].
Die potentiell unbekannte Anzahl von Clustern in einem Datensatz ist ein weiteres zen-
trales Problem für die online Clusterung. Einmal kann ein bestimmtes Problem unter der
Berücksichtigung einer unterschiedlichen Clusterzahl wiederholt untersucht und die Lö-
sung ausgewertet werden. Speziell für eine online Implementierung ist die Nutzung einer
Schwelle zur Einrichtung eines neuen Clusters geeigneter. Dieses Verfahren kann aber in
Abhängigkeit der Reihenfolge der präsentierten Daten zu unterschiedlichen Ergebnissen
führen. Zudem kann das Finden einer geeigneten Schwelle problematisch sein, da dafür
keine allgemeinen Richtlinien existieren. Das Vereinigen von ausreichend ähnlichen Clu-
stern stellt eine weitere Herausforderung dar [218].
Eine Bewertung bestimmter Clusteransätze in Bezug auf ihre Eignung ist relativ schwierig.
Vergleichende Studien betrachten eine unterschiedliche Anzahl und Arten von Verfahren,
die zudem unterschiedlich implementiert sein können. Die künstlichen Datensätze wurden
außerdem verschiedenartig generiert. Ein theoretischer Vergleich von Clusteralgorithmen
ist meist nicht möglich, da diese Verfahren nicht in geeigneter Form mathematisch mo-
delliert werden können. Die Schwierigkeit einer generellen Clusterdefinition sowie unter-
schiedliche Namen für identische Clustermethoden bereiten zusätzliche Probleme. Da es
keinen besten, allgemein gültigen Clusteransatz gibt, sollten mehrere Verfahren auf einen
gegebenen Datensatz angewendet und ausgewertet werden [217].
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3.2.4 Verfahren zur offline Klassifikation
Eine online Detektion mit einer Speicherung der Spikes für die nachfolgende offline Analyse
kann sinnvoll sein, da so die User-Interaktion während des Experimentes reduziert werden
kann. Prinzipiell können damit auch eine höhere Anzahl von Sensorelektroden untersucht
werden. Nach Abschluss der Messungen können Sortieralgorithmen auf die Datensätze an-
gewendet werden. Die Merkmale des gesamten Datensatzes können ermittelt werden und
müssen nicht aus einer zeitlich begrenzten Lernphase abgeschätzt werden. Dieser Ansatz
erfordert aber eine größere Bandbreite für den Datentransfer und umfangreichere Speicher
zur Archivierung [220]. Alternativ können auch Kompressionsalgorithmen zur Datenredu-
zierung genutzt werden. Die DWT bietet sich in diesem Zusammenhang an. In Abhängig-
keit von der gewählten Kompressionsrate kann aber der Informationsverlust eine Detektion
von Aktionspotentialen erschweren [221].
Unabhängig von der Art der Realisierung eines Verfahrens, z. B. offline, online, überwacht
oder nicht überwacht, wird bei den meisten Ansätzen eine Gliederung der Analyse in eine
Lernphase, die Detektion und die eigentliche Klassifizierung berücksichtigt. Eine Kombi-
nation von Detektion und Klassifizierung ist möglich. Nach der Identifizierung von Akti-
onspotentialen kann innerhalb der Lernphase die Bestimmung der detaillierten Klassifika-
tionsparameter erfolgen. Hierbei können im Gegensatz zu online Verfahren die Informa-
tionen des gesamten Datensatzes genutzt werden. Es können alle potentiellen Units erfasst
werden. Eine Analyse aller Messwerte in mehreren Durchgängen ist möglich.
Bei Template Matching erfolgt innerhalb der Lernphase die Bestimmung der Templates
und ihrer Toleranzen [169, 188, 222–225] bzw. eine Abschätzung der zu nutzenden Clu-
stergrenzen [54, 226–228]. Eine ähnliche Verfahrensweise wird ebenso beim Training eines
KNN [223, 229] angewendet. Auch bei der Benutzung von wahrscheinlichkeitsbasierten
Bayes-Klassifikatoren findet zunächst eine Abschätzung der Form, der Häufigkeit und der
Verteilung der einzelnen Spikes statt [153, 206–208, 230]. Durch den möglichen iterativen
Ansatz können bereits klassifizierte Signale aus dem Datensatz bzw. aus der gewählten
Darstellungsform entfernt werden, um die Klassifizierung von Spikes anderer Amplitude
[54, 188, 227], die Auflösung von zeitlich überlappenden Kurvenformen [188, 206], die Ana-
lyse des Hintergrundrauschens zu ermöglichen [207] bzw. generell Berechnungsfehler bei
der Klassifikation zu minimieren [211].
Während der Lernphase können automatisierte Verfahren bei der Bestimmung der eta-
blierten Klassifikationsparameter helfen, eine abschließende Bewertung dieser Parameter
erfolgt dann aber meist durch den Anwender. Speziell bei Verfahren des Template Matching
lässt sich die Template-Generierung relativ einfach mittels Ähnlichkeitsmaßen und vorge-
gebenen Grenzwerten automatisieren [222, 223]. Alternative, automatisierte Ansätze für die
EM (Expectation Maximization)-Klassifikation existieren ebenfalls [180, 206]. Das Aufstel-
len allgemeiner Richtlinien zur optimalen Wahl von Klassifikationsparametern ist aufgrund
der unterschiedlichen Herangehensweise einzelner Labore schwierig. Selbst wenn nur we-
nige Parameter für eine Klassifikation erforderlich sind, entsteht schnell eine große Vielfalt
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an Kombinationsmöglichkeiten einzelner Parametergrößen, die eine umfangreiche Inter-
aktionen durch den Anwender [228] bzw. entsprechende Ressourcen für die automatisierte
Auswahl einer optimalen Parameterkombination für das konkrete Klassifikationsproblem
erfordern können [231].
Generell erfolgt die Auswertung der Klassifizierung unter der Annahme, dass eine Klasse
von ähnlichen Aktionspotentialen auch einer Unit entspricht. Besonders bei komplexen
Bursts oder veränderlichem Rauschen trifft diese Annahme nicht mehr zu. Aufgrund der
im Vergleich zu online Verfahren größeren Datenmenge können nun auch umfangreiche-
re Auswertungen erfolgen. Neben der Form der Aktionspotentiale kann man zusätzliche
Informationen wie ISI-Histogramme nutzen, um die Beziehungen der einzelnen Klassen
zueinander zu bestimmen. Falls erforderlich können dann einzelne Spike-Klassen zu ei-
ner Gruppe zusammengefasst und als eine Unit interpretiert werden. Es können so auch
allgemeinere Clusterformen untersucht werden, in dem man nicht mehr von den oftmals
vorausgesetzten sphärischen Cluster ausgeht [152, 210, 232].
3.2.5 Verfahren zur online Klassifikation
Die Anwendung von Verfahren der online Klassifikation ermöglicht eine starke Reduzierung
der anfallenden Daten und gestattet somit eine einfachere Verwaltung und eine Reduzie-
rung der benötigten Ressourcen. Es erfolgt eine zeitnahe Rückmeldung bezüglich des Ver-
laufes eines Experimentes z. B. mittels Informationen zum Verhalten der sortierten Units.
Allerdings besteht die Gefahr eines potentiellen Datenverlustes, wenn nur das Klassifika-
tionsresultat gespeichert wird. Aussagen zu möglichen Driften, zum Rauschverhalten und
zum Entstehen von neuen bzw. dem Verlust bereits erfasster Units während des Expe-
rimentes können dann problematisch werden. Zudem erfordert die manuelle Kontrolle
der einzelnen Sensorelektroden eines MEA einen enormen zeitlichen Aufwand. Aus diesen
Gründen kann die Evaluation der Ergebnisse einer online Klassifikation von in der Regel
aufwändigen Experimenten schwierig sein [220]. Dennoch ist es wünschenswert das Resul-
tat eines Experimentes schnellstmöglich auswerten zu können. Diese Rückmeldung kann
zur zügigen Anpassung des Verlaufes einer Messung genutzt werden. Besonders bei Lang-
zeitmessungen und Stimulationsexperimenten ist eine online Analyse der Messergebnisse
entscheidend [233].
Analog zu den Ausführungen im Abschnitt 3.2.4 werden auch online Verfahren in eine
Lernphase, die Detektion und die eigentliche Klassifizierung unterteilt. Eine Kombination
einer offline durchgeführten Lernphase mit der nachfolgenden online Detektion und Klas-
sifizierung von Aktionspotentialen nach dem Prinzip des Template Matching ist durchaus
möglich [155]. Innerhalb einer Lernphase können die geeigneten Merkmale bzw. Templates
bestimmt werden, die für die nachfolgende Detektion und Klassifizierung besonders qua-
lifiziert sind. Es können entweder alle Abtastwerte eines Aktionspotentials [201, 234, 235],
eine reduzierter Auswahl geeigneter Abtastwerte [189, 204, 205], besondere Merkmale des
Aktionspotentials wie Amplitude und Zeitdauer [159] oder als Ergänzung die PCA [186]
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genutzt werden. Es existieren auch Parallelen bei alternativen Ansätzen wie z. B. der Ver-
wendung von KNN. Zur Vorbereitung der Sortierung von Spikes muss das KNN in einer
Lernphase mit geeignetem Datensatz trainiert [154, 172, 236] bzw. die notwendigen Klassi-
fikationsparameter ermittelt werden [237].
Zur Optimierung der Klassifikationsphase wird meist eine manuelle Überprüfung der Hö-
he der Detektionsschwelle, der gewählten Templates und ihrer Toleranzen [24, 32, 186, 235,
238–240], der Clustergrenzen [155, 201, 241], der Vorgabe der Größe [189, 204] bzw. der Ele-
mente [159] des Merkmalsvektors bzw. die Vorgabe eines Trainingsdatensatzes [154] in der
Lernphase notwendig. Eine deutliche Verbesserung dieses Prinzips kann durch halbauto-
matische Methoden zur Template-Generation mit reduzierter Anwenderinteraktion erzielt
werden [176, 182, 240, 242]. Nach Abschluss der Lernphase und der Bestimmung der benö-
tigten Klassifikationsparameter erfolgt in der Regel eine automatische Unit-Separation der
nachfolgend detektierten Aktionspotentiale. Bei kleinem SNR kann aber auch eine Über-
wachung der Klassifikationsphase sinnvoll sein [172].
Die Anwendung einer Lernphase kann auch zu bestimmten Problemen führen. Prinzipiell
können in der einfachsten Form nur Units klassifiziert werden, die während der Lernpha-
se auch aktiv sind. Weiterhin können Klassifikationsfehler auftreten, wenn sich die Form
der Aktionspotentiale im Verlauf des Experimentes ändert. Eine Lösung kann hier die Be-
rechnung eines Distanzmaßes zwischen allen bereits vorhandenen Templates und dem ak-
tuellen Spike sein. Ein Vergleich dieser Distanz mit rauschabhängigen Schwellwerten ent-
scheidet, ob und wie das Aktionspotential klassifiziert wird. Möglicherweise kann auch die
Einrichtung einer neuen Klasse erforderlich sein. Ferner kann die Aktualisierung des ge-
nutzten Template nach einer Einordnung zu Schwierigkeiten führen. Die Beurteilung der
so entstandenen Cluster beruht erneut auf teilweise subjektiven Kriterien [182]. Mit zu-
nehmender Leistungsfähigkeit der eingesetzten Hardware und Software für die Signalver-
arbeitung kann die Anzahl der parallel erfassten Sensoren stetig erhöht werden. Dennoch
können die für eine online Auswertung benötigten Ressourcen z. B. bei in-vivo Anwendun-
gen enorm sein [243].
3.2.6 Frei verfügbare Ansätze
In zunehmenden Maße stellen Software-Entwickler die Ergebnisse ihrer Forschungsarbei-
ten bezüglich der Analyse neuronaler Daten auch anderen Anwendern zur Verfügung. In
diesem Zusammenhang können eine ganze Reihe möglicher Verfahren zur Datenverwal-
tung und Visualisierung sowie zur Clusterung und Klassifikation genutzt werden. Neben
einigen speziellen Lösungen z. B. für die Detektion von Spike-Formen [244] und für die
Klassifizierung von Aktionspotentialen [160, 208] stehen auch ganze Programmpakete für
verschiedene Aufgaben zur Verfügung. Einzelne Verfahren können auch unter den Bedin-
gungen von OpenSource bezogen und weiterentwickelt werden. Diese Übersicht erhebt
keinen Anspruch auf Vollständigkeit.
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MEA-Tools ist ein MATLAB® (MATrix LABoratory)-basiertes, speziell für MEA-Anwendun-
gen entwickeltes Software-Paket zur Analyse von Aktions- und Feldpotentialen sowie von
kontinuierlicher neuronaler Aktivität. Neben der Verwaltung und Visualisierung von Daten
gestattet es auch eine offline Klassifikation von Aktionspotentialen [245]. Der Spike-Mana-
ger ist ein ähnliches für MATLAB® entworfenes Programm, welches speziell für eine offline
Spike- und Burst-Detektion in MEA-Daten gedacht ist. Die Aktionspotentiale können aus
einem Datenstrom extrahiert und anschließend verschiedene Aktivitätsparameter für eine
statistische Auswertung gewonnen werden. Neben einer Verwaltung der Daten ermöglicht
der Spike-Manager auch die Visualisierung der Ergebnisse [246]. Mit dem EEGLAB wur-
de eine weitere MATLAB®-Toolbox speziell zur Untersuchung von EEG (Elektroenzephalo-
gramm)-Daten geschaffen [247].
Mit SpikeOMatic steht ein freies Software-Paket für die offline Detektion und Klassifikati-
on von Aktionspotentialen zur Verfügung. Die Klassifikation mittels statistischer Ansätze
beruht auf der Annahme einer Gauß-Mischverteilung der Daten bzw. auf der Anwendung
von Hidden Markov-Modellen. SpikeOMatic besteht aus einer Kombination von C-Code
und Routinen für die freie, statistische Datenanalyseumgebung R [248]. Das C/C++-Pro-
gramm neurALC für die Analyse von Multielektrodendaten ermöglicht die offline Untersu-
chung einzelner Sensorelektroden bzw. die Analyse eines mehrkanaligen Datensatzes. Die
Klassifikation nutzt die Zeitinformationen des PSTH (Post-Stimulus Time Histogramm), die
PCA sowie das nicht überwachte Clusterverfahren KlustaKwik. Alternativ kann die Software
NEV2lkit für die Unit-Separation genutzt werden [249, 250].
Die Umgebung NEV2lkit stellt ein Werkzeug zur Vorverarbeitung von intrazellulären und
extrazellulären Messdaten dar. Es gestattet die offline Detektion von Spikes aus einer konti-
nuierlichen Messung. Die offline Klassifizierung der Daten beruht auf einer Dimensionsre-
duzierung mittels PCA und der Anwendung des KlustaKwik-Verfahrens zur Merkmalsclu-
sterung [251]. Das Echtzeit-fähige LINUX-basiertes Programmpaket MEABench ermöglicht
die kontinuierliche Datenerfassung in Echtzeit für die anschließende offline Klassifizierung.
Wichtige Schwerpunkte sind dabei die online Unterdrückung von Stimulusartefakten sowie
die Visualisierung der Daten in Echtzeit. Neben einer Exportfunktion für MATLAB® besitzt
es auch Schnittstellen zur Funktionserweiterung [233, 252].
Das Paket DataMunch kann zum Austausch und zur Verwaltung von neurophysiologischen
Daten unterschiedlichen Ursprungs genutzt werden. Neben der Visualisierung der neuro-
nalen Aktivität und des Verhaltens des Versuchstieres kann auch eine statistische Auswer-
tung der Messungen mit einer offline Analyse vorgenommen werden [253]. Das Konsortium
Neuroshare hat sich die Entwicklung von offenen Programmbibliotheken, Dateiformaten
sowie von Software zur Datenverwaltung zum Ziel gesetzt. Auch der Datenaustausch mit
etablierten Analyseprogrammen, wie z. B. MATLAB®, LabVIEW® (Laboratory Virtual In-
strumentation Engineering Workbench) oder NeuroExplorer, sowie die Bereitstellung von
Klassifikationsmöglichkeiten wird angestrebt. Das Projekt befindet sich noch in der Ent-
wicklungsphase [254].
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Eine von R.C. Electronics Inc. entwickelte MATLAB®-Toolbox namens Neuromax erlaubt
die offline Analyse mehrkanaliger Multielektrodensignale. Der angestrebte Umfang um-
fasst die Spike-Klassifikation, die Identifizierung von sich überlagernden Aktionspotentia-
len, die Auflösung dieser Überlagerungen, die metrische Bestimmung und die Auswertung
der Klassifikationsgenauigkeit. Zudem soll der Datenaustausch zwischen verschiedenen
Forschergruppen erleichtert werden. Derzeit erfolgt noch die Testung [255]. Die Programm-
bibliothek BioSig wurde speziell für die Verarbeitung von z. B. Elektroenzephalogram-
men und Elektrokardiogrammen entworfen. Die Bibliothek kann unter Octave, MATLAB®,
C/C++ und Python genutzt werden und ermöglicht neben der Datenverwaltung auch eine
Merkmalsextraktion und eine offline Klassifikation [256].
Das Programm DATA-MEAns dient der offline Analyse von elektrophysiologischen Daten,
welche mittels Multielektrodensystemen aufgenommen wurden. Die Software wurde in
Delphi implementiert, wobei auch MATLAB®-Funktionen aufgerufen werden. Neben der
Klassifikation von Spikes kann auch die Darstellung zeitlich-räumliche Netzwerkaktivität
erfolgen. Die Klassifikation nutzt dabei NEV2lkit zur PCA-basierten Unit-Separation [257].
Der in C entwickelte Spiker ermöglicht die offline Analyse von extrazellulären Tetroden-
messungen. Nach der Spike-Detektion kann eine manuelle Clusterung basierend auf der
Amplitude der Aktionspotentiale folgen. Eine Weiterentwicklung bzw. Portierung der Soft-
ware kann allerdings problematisch sein, da die verwendete Plattform-unabhängige Ent-
wicklungsumgebung nicht mehr erhältlich ist [258].
Neben den bisher vorgestellten Entwicklungen existieren auch Verfahren, die sich auf die
Clusterung von Daten konzentrieren. KlustaKwik ist eine für einen Vergleichstest entwickel-
te Cluster-Software zur automatischen, nicht überwachten Sortierung von neuronalen Ak-
tionspotentialen [170]. Das Verfahren beruht auf der Annahme einer Gaußschen Mischver-
teilung der Daten und kann die Anzahl der Mischkomponenten ermitteln. Es können auch
Parameter z. B. bezüglich der erwarteten Clusterzahl übergeben werden. Durch eine regel-
mäßige Überprüfung eines geeigneten Teilens oder Verschmelzens von gefundenen Clu-
stern versucht die Software z. B. lokale Minima zu vermeiden und die Anzahl notwendiger
Neustarts pro Datensatz zu verringern. Dieser C-Code kann auch auf größere Datenmengen
angewendet werden [259].
Klusters gestattet die manuelle bzw. halbautomatische Klassifizierung von Spikes, die mit
Mehrfachelektroden aufgenommen wurden. Es wurde in C realisiert. Neben der Visualisie-
rung und der Datenverwaltung können auch externe Sortierprogramme wie KlustaKwik
aufgerufen werden [260]. NeuroScope kann zur Visualisierung von Feldpotentialen, von
neuronalen Spikes und von Informationen zum Verhalten des Versuchstieres genutzt wer-
den. NDManager wiederum dient der Datenverwaltung und -verarbeitung [261]. MClust ist
ein MATLAB®-Programm, mit dem Daten manuell in Cluster eingeteilt werden können. Ein
nachträgliches Trennen bzw. Verschmelzen von Clustern ist möglich. Eine teilautomatische
Clusterung ist unter Nutzung von KlustaKwik bzw. BubbleClust möglich [262]. Der S- bzw.
R-Ansatz MCLUST nutzt mehrere statistische Clusteransätze, wurde aber nicht speziell für
neuronaler Daten entwickelt [263, 264].
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3.2.7 Kommerzielle Lösungen
Ein wichtiger kommerzieller Anbieter von Software-Lösungen zur Konfiguration des Mes-
saufbaus, zur interaktiven Auswertung und Visualisierung der Messdaten sowie zur Daten-
verwaltung ist die Firma Multi Channel Systems [132]. Plexon Inc. stellt Software für die
Klassifikation von Aktionspotentialen sowohl während [265] als auch nach der neurona-
len Messung [266] zur Verfügung. Die jeweils manuell und interaktiv durchgeführte Unit-
Separation basiert meist auf geeignet platzierten Triggerschwellen und Zeit-Spannungsfen-
stern. Zusätzliche Anwendungen gestatten die Synchronisation von Videodaten und dem
gemessenen neuronalen Aktivitätszustand. Vergleichbare Lösungen bieten auch die Fir-
men Panasonic [141], Alpha Omega Engineering Ltd. [142], Cambridge Electronic Design
Ltd. [143], Neuralynx [144], Tucker-Davis Technologies [145] an. Vielfach sind diese Appli-
kationen nicht nur auf in-vitro Multielektrodenexperimente beschränkt. Eine Liste weiterer
Anbieter kann man unter [146] finden.
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3.3.1 MEA-Entwicklungen
Bereits seit mehreren Jahrzehnten wird die Herstellung integrierter Schaltkreise, ergänzt
um weitere Prozesse, zur Schaffung von z. B. MEMS (Microelectromechanical System), µTAS
(Micro Total Analysis System), Lab on a Chip und anderer Mikrosysteme genutzt. Diese
Systeme werden u. a. in der Biologie, Biochemie und Medizin angewendet. Neben der Mi-
niaturisierung und der Integration von Elektronik kann mit diesem Ansatz ein hoher Test-
durchsatz, High Throughput, bei kleinem Probenvolumen realisiert werden. Messungen
können parallelisiert werden. Die geometrische Struktur dieser Systeme kann in weiten
Bereichen präzise beeinflusst werden. In Abhängigkeit der Komplexität können lange Ent-
wicklungsperioden zur Systemrealisierung erforderlich sein. Des Weiteren können Struktu-
ren oder verwendete Materialien für bestimmte Anwendungen ungeeignet sein [267].
Aufgrund des bisherigen Mangels geeigneter optischer Verfahren zur Beschreibung meta-
bolischer und elektrophysiologischer Zellgrößen scheint eine Ergänzung durch mikroelek-
tronische Ausleseverfahren sinnvoll zu sein. Neben der Silizium-basierten Halbleitertech-
nologie wurden auch Keramik- und Glas-Substrat basierte Dünnschichtmethoden bei der
Realisierung von Sensorchips entwickelt. Der Einsatz von Dünnschicht- und Siebdruck-
verfahren ist besonders bei Anwendungen mit hohen Stückzahlen sinnvoll. Glas-Substrate
ermöglichen zudem den kontrollierenden Einsatz von Mikroskopen. Mit der Halbleiter-
technologie können dagegen eine hohe Sensordichte und kleine Sensorstrukturen erzielt
werden. Aufgrund des relativ großen Aufwandes kann die Herstellung Halbleiter-basierter
Sensorchips auch bei großen Stückzahlen relativ kostenintensiv sein [268].
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Lab on Chip-Systeme erlauben die Erfassung komplexer Zellreaktionen. Aufgrund der Mi-
niaturisierung dieser Sensoren werden vergleichsweise wenige Zellen und geringe Mengen
an Testsubstanzen benötigt. Vielfältige Sensortypen mit Signalkonditionierung können in
diese Chips integriert werden. Bei längeren Messungen ist ein Mikrofluidiksystems für die
Lebenserhaltung der Zellkultur erforderlich. Es kann gleichzeitig zur Applizierung von Test-
substanzen dienen. Bei der Herstellung Silizium-basierter Chips kann eine Abweichung von
standardisierten Herstellungsprozessen z. B. zur Verbesserung der Zellanhaftung und zur
Gewährleistung der Biokompatibilität nötig sein. Die Langzeitstabilität integrierter Senso-
ren kann problematisch sein [36]. Speziell für die Messung elektrophysiologischer Signale
kommen neben passiven Mikroelektroden auch FET-Sensoren zum Einsatz, deren Rausch-
niveau aber deutlich höher ausfallen kann [113, 119].
Typische MEA-Systeme bestehen aus einem Sensorarray mit externer Signalkonditionie-
rung und Systemkontrolle. Diese diskrete Elektronik verstärkt die Sensorsignale und be-
grenzt gleichzeitig die mögliche Arraygröße. Die Integration von zusätzlicher Elektronik auf
dem Chip ist für größere MEAs zwingend. Chips mit einer hohen Sensorendichte können
aufgrund der begrenzten Fläche für die Verstärker aber ein relativ hohes Rauschniveau
besitzen [269]. Die Messung extrazellulärer Potentiale mittels planarer MEA benötigt eine
Elektrodengröße, welche vergleichbar zur Größe der verwendeten Zellart ist. Wenn eine
Elektrode deutlich größer als die zu untersuchende Zellen ist, kommt es aufgrund der Elek-
trodenfläche, die Kontakt zum leitenden Medium besitzt, zu einer Spannungsteilung und
damit zu einer Reduzierung des Messsignals. Das Signal zu kleiner Elektroden wird dage-
gen von Johnson-Rauschen dominiert [270]. Der durchschnittliche Anteil von Elektroden
eines MEAs mit messbarer neuronaler Aktivität liegt bei ca. 29,5 % [47].
Auf MEAs werden oft Zellen kultiviert, die eine zusammenhängende Zellschicht, so ge-
nannte Monolayer, ausbilden. Diese können das ganze Array mit Zellen bedecken. Em-
bryonale und Tumorzellen eignen sich deshalb besonders [271]. Es lassen sich vielfältige
neuronale Gewebe auf MEAs kultivieren. Meist werden jedoch dissoziierte primäre Neu-
ronen verwendet [270]. Dissoziierte primäre Herzmuskelzellen bilden meist mechanisch
und elektrisch miteinander verbundene Zellschichten aus, weshalb sich wandernde Depo-
larisationsfronten über dem Array beobachten lassen. Das synchrone Verhalten der Herz-
muskelzellen produziert zusammengesetzte Aktionspotentiale mit größeren Amplituden.
Neuronale Aktionspotentiale stammen gegen von individuellen Zellen [270]. Neben einzel-
nen Herzmuskelzellen lassen sich auch deren Aggregate kultivieren. Auch sie können sich
zu einer Schicht verbinden, in der sich dann ein Pacemaker durchsetzt [272].
Einzelne Elektroden eines MEA können beträchtliche Unterschiede bezüglich ihrer Impe-
danz, der Zellanhaftung und des Langzeitverhaltens aufweisen, wodurch die Messung der
neuronalen Aktivität beeinflusst werden kann [102]. Eine bedeutende Variation der Zell-
Elektroden-Kopplung kann nicht nur von Experiment zu Experiment sondern auch bei un-
terschiedlichen Chipchargen, einzelnen Chips einer Charge und Elektroden eines Chips
auftreten. Die angewendeten Zellkulturtechniken sowie die bei der Kultur genutzten Ober-
flächen können einen zusätzlichen Einfluss auf die Messung haben. Robuste Verfahren der
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Signalauswertung besitzen aufgrund dieser Variabilität eine besondere Bedeutung [270].
Messergebnisse können mit bestimmten Elektrodenformen [273], der Beeinflussung der
Zell-Elektrodenkopplung mittels Substratbeschichtung [92] bzw. mittels Oberflächengestal-
tung [274, 275] verbessert werden.
Theoretische Untersuchungen zeigten, dass das extrazellulär an einer Nervenzelle gemes-
sene Signal in leitendem Medium nahe der aktiven Zellmembran der zweiten Ableitung des
intrazellulären Spannungssignals bezüglich der Zeit zugeordnet werden kann. Das Messsi-
gnal kann durch die Impedanz des Zell-Elektroden-Interface in der Praxis so beeinflusst
werden, dass es Ähnlichkeit mit der dritten Ableitung nach der Zeit aufweist [101]. Ob-
wohl das extrazelluläre Signal synchron zum Aktionspotential auftritt, stimmt es nicht mit
seiner Form überein. Die Ursachen dafür sind noch nicht vollständig geklärt [276]. Bei Ein-
beziehung der gesamten Oberfläche des Neurons lassen sich die mit einem planaren MEA
messbaren Aktionspotentiale als eine Zusammensetzung aus dem intrazellulären Spike,
seiner ersten und zweiten Ableitung nach der Zeit modellieren. Schichten von Gliazellen
können weitere Ableitungen dieses Signals verursachen [277].
Nervenzellen einiger invertebrater Tiere sind im Vergleich zu vertebraten Tieren größer und
einfacher handhabbar. Gedächtnis und Lernfähigkeit sind aber eher mit Wirbeltieren asso-
ziiert, welche ein zentrales Nervensystem und ein Gehirn aufweisen. Die Messung extrazel-
lulärer Signale dieser vertebraten Neuronen besonders in schwach besetzten Netzwerken
ist deutlich schwieriger. Neben der Unkenntnis der optimalen Wachstumsbedingungen die-
ser Netzwerke wäre auch die Möglichkeit der Migration von Ionenkanälen in Richtung der
Zelloberseite bei der Kultivierung von Neuronen auf festen Substraten ein Grund für die
schwache Kopplung von Elektroden und Zellen [276].
Die meisten Untersuchungen mittels MEA-Chips in-vitro erfolgen in künstlichen zweidi-
mensionalen Zellkulturen. Die erhaltenen Ergebnisse müssen vorsichtig interpretiert und
u. a. mit in-vivo Experimenten bestätigt werden. Weitere Forschung zur verbesserten Si-
mulation von in-vivo Bedingungen ist erforderlich [278]. Die Nutzung so genannter Zell-
Sphäroide könnte in diesem Zusammenhang ein Ansatz sein [279]. Die Pflege der Zell-
kultur stellt bei Zell-basierten Biosensoren eine nicht zu unterschätzendes Problem dar,
da ohne entsprechende Kontrolle der extrazellulären Umgebung die erzielten Ergebnisse
u. U. nicht reproduzierbar sind. Obwohl Neuronen aufgrund ihrer elektrischen Signale und
ihrer Empfindlichkeit gegenüber Neurotoxinen für Sensoranwendungen geeignet erschei-
nen, stellt die Zellkultur von Neuronen besonders in kritischen Umgebungen eine große
Herausforderung dar [278]
Bei vergleichenden Untersuchungen unter Verwendung von Herzmuskelzellen sowie von
MEA- und FET-basierten Sensoren konnte festgestellt werden, dass sich die ermittelten Si-
gnalformen nicht wesentlich unterscheiden. Es konnte allerdings gezeigt werden, dass die
Eingangsimpedanz der verwendeten Verstärker einen großen Einfluss auf die Signalform
hat. Zuverlässige Messungen können nur mit hohen Eingangsimpedanzen der Verstärke-
relektronik erfolgen. Ein wesentlich besseres Modell zur Signalinterpretation ist für eine
sinnvolle Bewertung der gemessenen Signalform notwendig [280].
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3.3.2 Detektionsverfahren
Die Detektion von Aktionspotentialen mit Schwellen ist relativ einfach in Echtzeit im-
plementierbar. Dieser Ansatz ist aber rauschanfällig und erfordert oft eine vorgegebene
Schwellenhöhe. Überlappende Spikes können weitere Probleme bei dieser Detektion be-
reiten. Template Matching als eine zweite Detektionsmethode benötigt vorab den Verlauf
der zu detektierenden Spikes. Deshalb muss der Anwender diese Kurvenverläufe oft für
die Template-Bildung identifizieren. Schwelldetektion wie auch Template Matching haben
Probleme, wenn das SNR klein ist. Besonders Wavelet-basierte Ansätze sind geeignet, wenn
neben der Filterung und der Detektion auch eine Klassifizierung erfolgen soll. Bei alleiniger
Detektion könnte dieser Ansatz aber zu aufwändig sein [281].
Energie-basierte Detektionsansätze können aufgrund ihrer Einfachheit schnell realisiert
werden. Variationen dieses Ansatzes sind zudem in der Lage, den Detektionsfehler zu ver-
kleinern sowie die Robustheit gegenüber dem Rauschen zu verbessern. Unter Beachtung
einer Kostenfunktion, die die korrekte Detektion, die benötigte Datentransferrate und die
Echtzeitfähigkeit berücksichtigt, wurden drei Detektionsansätze bewertet. Die gleichzeitige
Anwendung einer positiven und negativen Schwelle, der Energiedetektor wie auch Matched
Filter erzielten vergleichbare Resultate. Die Eignung bestimmter Schwellenhöhen wurde
aber nicht untersucht. Die Daten dieser Studie deuten darauf hin, dass eine Verbesserung
des SNR wichtiger als der Detektionsansatz selbst ist [281].
In einer weiteren Untersuchung verschiedener Template-, Energie-basierter und anderer
Detektionsverfahren schnitt die einfache Schwellendetektion mittels Amplitude am schlech-
testen ab. Die Summation und die Berechnung der kumulativen Energie eines Signalaus-
schnittes erreichten die besten Ergebnisse im Test. Bemerkenswert ist bei den letzten bei-
den Verfahren, dass sie ohne Templates auskommen und somit für automatisierte Ansätze
geeignet sind. Unter den Template-basierten Verfahren erzielte die Berechnung des Eukli-
dischen Abstandes zwischen Signal und Template die beste Detektionsrate. Im Vergleich
dazu weisen Matched Filter allerdings einen kleineren Detektionsfehler auf [282].
Das Matched Filter-Verfahren schneidet im Vergleich zu Amplituden- und Energie-basier-
ter Spike-Detektion bei farbigem Rauschen besser ab. Zum Erreichen einer vergleichba-
ren Detektionsquote benötigten die beiden letzteren Ansätze einen deutlich besseren Si-
gnalrauschabstand. Im Falle von weißem Rauschen konnte nur der Matched Filter-Ansatz
sein Detektionsergebnis verbessern [169]. Die Leistungsfähigkeit der Amplitudendetektion
nimmt bei kleiner werdendem SNR stark ab. Die Detektion symmetrischer Templates mit
einer Schwelle erzielt aufgrund der geringeren Redundanz leicht bessere Ergebnisse als der
gemeinsame Einsatz einer positiven und einer negativen Schwelle. Das Setzen von Trigger
Boxes kann nur manuell und damit zeitaufwändig erfolgen [164].
Die Auswertung der Signalenergie zur Detektion von Aktionspotentialen ist zwar der ein-
fachen Amplitudendetektion überlegen. Bei einem kleinen SNR arbeiten die beiden letz-
ten Verfahren aber ähnlich schlecht. Der alternative Einsatz eines Energieoperators wurde
unter definierten SNR und realistischem Rauschen getestet. Der NEO (Nonlinear Energy
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Operator)-Ansatz konnte dabei bestenfalls ein ähnliches Ergebnis wie konventionelle Me-
thoden erzielen. Das Matched Filter-Verfahren zur Detektion von Spikes basiert letztlich auf
Template Matching und ist deshalb für eine nicht überwachte Implementierung ungeeig-
net, da entsprechende Templates erstellt werden müssen. Ähnliches gilt für die klassische
Principal Components-Methode. Eine Detektion mittels Wavelet-Transformation kann da-
gegen nicht überwacht implementiert werden [164].
Verwandte Detektionsmethoden bzw. kombinierte Detektions- und Klassifikationsansät-
ze werden auch bei der Spike-Analyse in EEG-Daten angewendet. Aufgrund des Fehlens
geeigneter Standarddaten ist auch hier die Bewertung und der Vergleich einzelner ana-
lytischer Methoden unklar, siehe Abschnitt 3.3.3. Bedingt durch Artefakte, Rauschen und
niederfrequenten Driften ist eine Datenaufbereitung vor der Analyse sinnvoll. Das Fehlen
einer exakter Spike-Definitionen führt auch bei der manuelle Analyse eines Datensatzes
durch mehrere Experten zu deutlich unterschiedlichen Ergebnissen. Problematisch ist zu-
dem die häufige Detektion vermeintlicher Spikes, auch False Positives [283]. Ähnliche Aus-
wertemethoden kommen auch bei der Untersuchung von EMG (Elektromyograph)-Signa-
len zum Einsatz. Aufgrund des nicht stationären Signalcharakters, variabler Kurvenformen
und verschiedener Rauschquellen treten bei dieser Signalanalyse vergleichbare Probleme
auf [284].
3.3.3 Klassifikation
3.3.3.1 Notwendigkeit
Bei der messtechnischen Erfassung mehrerer Neuronen mit einer Sensorelektrode entste-
hen so genannte Multiunit-Signale. Die Sicherung des Informationsgehaltes dieser Signale
kann durch die Separation bzw. die Klassifizierung der einzelnen neuronalen Reaktionen
erfolgen, wozu allerdings entsprechende Algorithmen und Ressourcen erforderlich sind.
Zum Nachweis der Notwendigkeit der Klassifikation wurden in einer Untersuchung zwei
bis drei Units pro Sensorelektrode simuliert. Es zeigte sich, dass bei einer Kombination
dieser Aktionspotentiale zu einem Signal, also bei einer unterlassenen Klassifikation, nicht
zwangsläufig Information verloren geht. Entscheidend ist dabei, wie die betreffenden Neu-
ronen reagieren [285].
Die Größe des Informationsgehaltes hängt von der Ähnlichkeit der Information der einzel-
nen Unit-Reaktionen ab. Unter Berücksichtigung eines realistischen Klassifikationsfehlers
von 15 % enthält ein klassifizierter Datensatz mit zwei Units die gleiche Information wie der
nicht separierte Datensatz, wenn eines der beiden Neurone unabhängig vom untersuchten
Stimulus reagiert. Kleinere Klassifikationsfehler können zwar mit komplexen, überwachten
Verfahren erreicht werden. Dagegen dürften die Fehler in einem vollständig, nicht über-
wachten Klassifikationsansatz größer sein. Sollten die neuronalen Reaktionen der Units
allerdings zueinander korreliert sein, dann bleibt diese Information trotz der Zusammen-
fassung der einzelnen Stimulationsantworten erhalten [285, 286].
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Weisen zwei Units einen ähnlichen Informationsgehalt auf und generieren ihre Spikes sti-
mulusunabhängig, so besitzt das kombinierte Spike-Signal einen größeren Informations-
gehalt als eine Unit allein [285]. Vergleichbare Resultate liefert auch [149]. Ob speziell bei
der Anwendung von Neuroprothesen auf die Klassifikation verzichtet werden kann, hängt
von zwei Faktoren ab. Einmal ist es entscheidend, wie benachbarte Neuronen einen Stimu-
lus kodieren. Dies könnte redundant bzw. unabhängig von einander geschehen. Weiterhin
ist zu beachten, wie der Klassifikationsfehler den Informationsgehalt des Messsignals be-
einflusst. Allerdings muss bei dieser Anwendung nach wie vor ermittelt werden, ob der
Informationsverlust aufgrund der Kombination der einzelnen neuronalen Reaktionen den
Aufwand der Spike-Klassifikation rechtfertigt [285].
Besonders auf dem Gebiet der Neuroprothetik zeigt sich, dass die Aufzeichnung einer Sin-
gle-Unit-Aktivität nur schwer zu erreichen ist. Entsprechende in-vivo Sensorelektroden
müssen für erfolgreiche Aufzeichnungen in ihrer Geometrie an die zu untersuchenden
Neuronen angepasst und in deren Nähe positioniert werden. Bewegungen dieser Elektro-
den im Gewebe können das Signalrauschverhältnis und die Form der aufgezeichneten Akti-
onspotentiale dramatisch ändern, was zu weiteren Herausforderungen hinsichtlich der Da-
tenverarbeitung führen kann [287]. In diesem Zusammenhang kann gezeigt werden, dass
sich entsprechende Prothesen mit klassifizierten als auch mit nicht klassifizierten Units
gleichermaßen effektiv ansteuern lassen [288].
3.3.3.2 Ausgewählte Clusterverfahren
Eine Detektion und Clusterung bzw. Klassifikation mittels benutzerdefinierter Zeit-Span-
nungsfenster, so genannten Trigger-Boxes, und mit Hilfe wahrscheinlichkeitsbasierter EM-
Clustermethoden liefern bei rauscharmen Signalen ähnliche Ergebnisse. Die Resultate von
automatisierten EM-Methoden können bei einem größeren Rauschanteil des untersuchten
Signals gegenüber der manuell aufwändig abgestimmten Fenstermethode deutlich besser
ausfallen, da die Trigger-Boxen dann nur mit zunehmender Schwierigkeit platziert werden
können [289]. Allerdings können statistische Verfahren, speziell EM-Ansätze, bei verschie-
denen Startwerten bemerkenswert unterschiedliche Clusterergebnisse liefern. Eine geeig-
nete Initialisierung des Clusterverfahrens ist daher besonders wichtig [209].
Mit synthetischen Daten wurden das K-Means- und ein EM-Verfahren bezüglich ihrer Klas-
sifikationsfehler verglichen. Da die Bestimmung der tatsächlich vorhandenen Cluster ein
großes Hindernis für viele Verfahren darstellt, wurde bei dieser Analyse nur mit zwei Klas-
sen gearbeitet. Eine Klasse entsprach der markantesten Unit, während alle anderen Units
in die zweite Klasse eingeordnet werden sollten. Die Clusterung erfolgte anhand der ersten
beiden PCA-Komponenten. Im Durchschnitt konnte K-Means bessere Ergebnisse als das
EM-Verfahren erzielen. Die Zuordnung zu lediglich zwei Klassen führte bei beiden Verfah-
ren zu den größten Klassifikationsfehlern. Der EM-Ansatz war nur dann K-Means überle-
gen, wenn er mit der wirklichen Unit-Anzahl des Datensatzes initialisiert wurde. Dieses
Vorgehen ist jedoch in der Praxis nicht realisierbar [290].
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Unter Berücksichtigung von MEA-typischen Bedingungen wurden Spike-Daten syntheti-
siert, welche anschließend zum Vergleich der Verfahren KlustaKwik, sowie SPC (Suprapa-
ramagnetic Clustering ) genutzt wurden. Diese Testdaten enthielten zwei Units sowie un-
korreliertes bzw. korreliertes Rauschen mit bekannter Charakteristik. KlustaKwik dient der
nicht überwachten Clusterung mehrdimensionaler Daten unter der Annahme einer Gauß-
schen Mischverteilung. SPC stellt einen nicht überwachten, statistischen Clusteransatz dar,
der ohne Annahmen der vorliegenden Verteilungen auskommt. Es wurden die ersten drei
Hauptkomponenten der PCA bzw. zehn Wavelet-Koeffizienten von extrahierten Aktionspo-
tentialen zur Clusterung genutzt [277].
KlustaKwik konnte nur für fünf der zehn Wavelet-Koeffizienten die Daten in zwei Cluster
trennen. Für die Clusterung der PCA-Daten musste die Höchstzahl der Cluster auf fünf be-
schränkt werden, da KlustaKwik sonst die korrekte Clusterzahl nicht selbstständig finden
konnte. Der SPC-Ansatz konnte lediglich für die Wavelet-Daten genau zwei Cluster iden-
tifizieren. Meist wurden von beiden Verfahren mehr als zwei Cluster gefunden. Bei gutem
SNR lieferte die Clusterung der PCA-Daten bessere Ergebnisse. Dabei arbeiteten KlustaK-
wik und SPC auf ähnlichem Niveau. Bei kleinerem SNR lieferte die Clusterung der PCA-
und Wavelet-Daten vergleichbare Resultate. SPC tendiert dann dazu, Spikes nicht zu klas-
sifizieren. Dagegen tritt bei KlustaKwik eine Tendenz zur falschen Klassifizierung der Daten
auf. Bei sehr ähnlichen Units liefert die Clusterung der Wavelet-Koeffizienten im Vergleich
zu den PCA-Daten deutlich bessere Ergebnisse [277].
3.3.3.3 Klassifikationsverfahren
Der Klassifikationserfolg hängt von der Einhaltung der getroffenen Annahmen ab. Es ist
z. T. schwierig, eine Aussage über die Gültigkeit dieser Annahmen zu machen. Viele Ver-
fahren gehen von einer zeitlich konstanten Form der Aktionspotentiale aus. In einem Burst
entstehen aber Spikes mit variablen Formen und einer Amplitudenänderung um bis zu
80 %, die einen wesentlichen Grund für Klassifikationsfehler darstellen. Die Cluster einer
Unit können so „verschmieren“ oder sich „verlängern“. Mit einer multivariaten Gauß-Clu-
sterung kann man das Problem lösen, wenn die Variationen nicht zu stark sind und die
einzelnen Spikes sicher detektiert werden können. Feuern aber mehrere Neuronen einer
Region gleichzeitig in Bursts, dann versagt auch diese Alternative [152, 291].
Die Konstanz des Hintergrundrauschens stellt eine weitere, häufige Annahme dar. Ändert
sich das Rauschen während des Experimentes nicht, liefert eine Klassifikationsmethode
gleich bleibende Ergebnisse. Bei einer Änderung bzw. Erhöhung des Rauschpegels wird es
dagegen vermehrt zu Fehlklassifikationen kommen. Aufgrund der Komplexität eines zeit-
lich veränderlichen Rauschmodells wird meist von einem unveränderlichen Rauschverhal-
ten ausgegangen. Die Ausrichtung der erfassten Aktionspotentiale kann für die Genauig-
keit der Klassifikation ebenfalls wichtig sein. Meist werden die Spikes bezüglich ihres Maxi-
mums ausgerichtet. Bei einer ungünstigen Abtastung der Kurvenformen führt dieser Ansatz
aber nicht immer zur akkuraten Ausrichtung [152].
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Für einige Anwendungen kann die Auflösung von sich überlappenden Aktionspotentia-
len zur Verringerung von Klassifikationsfehlern sinnvoll sein. Aufgrund unterschiedlicher
Überlappungsgrade und Kombinationsmöglichkeiten können diese Verfahren jedoch re-
chenintensiv sein. Speziell in in-vivo Experimenten kann es zudem während der Messung
zu einer Veränderung der Elektrodenposition im neuronalen Gewebe kommen, die dann
zu einer sukzessiven Formveränderung der detektierten Aktionspotentiale führt. Verfah-
ren zur Behandlung der Amplitudenvariationen in Bursts können auch auf dieses Problem
angewendet werden, indem für einen bestimmten Zeitabschnitt Merkmale extrahiert bzw.
Templates gebildet und diese dann langsam nachgeführt werden [152].
Die Spike-Amplitude wurde früh als einfachstes Klassifikationsmerkmal genutzt. Gemein-
sam mit der Ausbreitungsgeschwindigkeit eines Spike kann sie in rauschfreien Messungen
wirksam zur Unit-Separation genutzt werden. Die Spike-Breite, die Zeit bis zum Nulldurch-
gang oder die Zeitdauer zwischen Maximum und Minimum eigneten sich weniger für die
Klassifikation. Template Matching kann bei gutem SNR anderen Verfahren überlegen sein.
Bei erhöhtem Rauschen und in Burst-Analysen sind Hauptkomponentenmethoden vor-
teilhafter. Stehen bei einer Messung nicht genügend Sensorelektroden zur Verfügung, ist
Optimal Filtering weniger erfolgreich. Klassifikationen anhand nur eines Merkmal eignen
sich nur für relativ rauscharme Messungen, minimal zwei bis drei Merkmale sollten bei der
Verwendung von linearen Filtern genutzt werden [292].
Bei einem ausreichend großen Unterschied in der Amplitude der Aktionspotentiale kann
ein einfacher Schwellendetektor zum Erkennen und Klassifizieren der Kurvenformen einge-
setzt werden. Diese einfachen und auch zuerst eingesetzten Methoden zur Unterscheidung
von Spikes bezüglich ihrer Höhe und Breite sind aufgrund des Hintergrundrauschens und
möglicher Spike-Überlagerungen relativ ungenau. Der Experimentator muss zudem Rand-
bedingungen definieren, die eine Entstehung von Clustern basierend auf der Schwelldetek-
tion ermöglichen. Diese Methode kann bei stabilen Clustern online angewendet werden.
Andernfalls kommt dieses Verfahren nur für die offline Analyse in Betracht [293].
Die Klassifizierung mittels Fourier-Koeffizienten ist nur wenig besser als die alleinige Aus-
wertung von Maximum und Minimum eines Spikes. Die PCA lieferte bei einer Untersu-
chung die besten Ergebnisse [151]. In einer weiteren Analyse erfolgte die gemeinsame Be-
wertung von Detektion, Ausrichtung und Klassifikation. Nach erfolgter Schwellendetek-
tion werden verschiedene Template Matching-Ansätze zur Ausrichtung und Klassifikation
der Aktionspotentiale verwendet. Unter Berücksichtigung der Komplexität der Algorithmen
und der ermittelten Klassifikationsfehler schnitt die Auswertung der Flächen der einzelnen
Spike-Phasen gegenüber der PCA-Klassifikation und der Klassifikation mittels Amplituden-
werten am besten ab. Allerdings wurde nicht erläutert, wie die einzelnen Klassifikationspa-
rameter konkret ermittelt wurden [181].
Das Template Matching anhand aller Abtastwerte und der Spike-Fläche kann der Ampli-
tudenauswertung bzw. der Klassifizierung mittels Zeit-Spannungsfenstern überlegen sein
[234]. Die Auswertung der Varianz einzelner Abtastwerte ist der Klassifikation mittels Trig-
ger-Boxes überlegen. Im Vergleich zu PCA-Verfahren erzielt dieser Ansatz bei geringerer
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Komplexität vergleichbare Resultate [204, 294]. Eine Analyse von Template-Verfahren, der
Clusterung nach Bayes sowie des Programms Brainwaves zeigt, dass bei gut separierbaren
Clustern ähnliche Ergebnisse erzielen werden. Der Bayes-Ansatz ist dagegen deutlich ge-
nauer, wenn ähnliche Spike-Formen existieren. Das Bayes-Verfahren liefert auch in Bursts
und bei Elektrodendrift gegenüber Template-basierten Methoden bessere Ergebnisse und
kann zur Auflösung von Spikes-Überlagerung genutzt werden [206, 210].
Es ist vorteilhaft, die Zahl der erwarteten Units höher als erwartet anzusetzen. Es sind dann
aber Verfahren erforderlich, die die entstandenen komplexeren Cluster zusammenfassen
oder aufteilen. Alternativ können in einem Bayes-Ansatz die Wahrscheinlichkeiten einer
bestimmten Clusterzahl und Klassenzuordnung gegeben sein. Zusätzliche Informationen
wie das Inter-Spike Interval und Aktivitätsstatistiken können in das Clustermodell einge-
bracht werden. Der Bayes-Ansatz ist jedoch relativ rechenintensiv und könnte deshalb nur
für eine offline Analyse von Signalen kurzer Dauer geeignet sein. Auch die Verwendung
optimaler Filter in Kombination mit Mehrfachelektroden kann einen größeren Rechenauf-
wand verursachen. Es ist bei längeren Experimenten aber wünschenswert, eine Filterung
und Detektion in Echtzeit durchzuführen [295, 296]
Der Einsatz von Mehrfachelektroden gilt als viel versprechend. In Kombination mit einfa-
chen Clustermethoden kann die Anzahl identifizierbarer Units erhöht werden. Eine Mes-
sung mit Einfachelektroden und Schwellendetektion ist zwar relativ einfach und schnell
umsetzbar. Die Suche nach gut isolierbaren Neuronen kann aber zeitaufwändig sein. Zu-
dem kann dann die Klassifikation durch Spikes mit großen Amplituden, die aber nicht
notwendigerweise für das gesamte neuronale Netz repräsentativ sind, beeinflusst werden.
Die offline Datenanalyse mit verschiedenen Programmen kann u. a. durch die Automatisie-
rung einiger Aspekte die Klassifikationsergebnisse verbessern. Die Klassifikation von sich
überlappenden Aktionspotentialen in Bursts stellt ein großes Problem dar [152].
Bei Spikes ohne Überlappungen können ein künstliches neuronales Netz und das Templa-
te Matching-Verfahren vergleichbare Klassifikationsresultate erreichen. Bei Überlagerung
erzielt ein KNN deutlich bessere Ergebnisse, da Template Matching die Überlappungen
nicht auflösen kann. Das Klassifikationsergebnis des KNN ist vom Grad der Überlagerung
abhängig. Beide Klassifikationsansätze zeigen Probleme, wenn sich die Amplitude der Ak-
tionspotentiale z. B. in Bursts ändert. KNN reagieren relativ unempfindlich auf die Spike-
Ausrichtung [154, 197]. Ähnliche Aussagen konnten bei einem weiteren Vergleich von KNN,
Template Matching und K-Means-Verfahren getroffen werden [297]. Es entsteht bei KNN
aber ein relativ großer Trainingsaufwand [197]. Die Klassifikation mittels KNN ist bei ei-
nem geeigneten Trainingssatz robuster gegenüber Amplitudenvariationen von Spikes und
kann dann Template Matching und PCA überlegen sein [229].
Eine Auswertung der Wavelet-basierten Klassifizierung anhand künstlicher Daten und ma-
nueller Clusterung zeigte, dass diese Methode der klassischen PCA bzw. dem Ansatz mit
einem reduziertem Satz an Merkmalen überlegen ist [194]. Vergleichbare Ergebnisse kön-
nen mit der DWT und automatisierten Clusterverfahren erzielt werden [163]. Unter Ver-
wendung realer in-vitro Daten kann gezeigt werden, dass der Wavelet Packet-Ansatz spe-
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ziell bei Units kleinerer Amplitude bessere Klassifikationsergebnisse als die PCA erreichen
kann [160, 161]. Aufgrund der Verschiebungsvarianz der DWT kann es bei einer online Clu-
sterung von neuronalen Daten mittels Wavelet-Koeffizienten zu Problemen aufgrund der
möglichen Phasenverschiebung des detektierten Zeitsignals kommen [298].
Eine auf der Wavelet-Transformation basierende Klassifikation ist nur dann der PCA über-
legen, wenn das Wavelet und die Koeffizienten für die Klassifikation passend gewählt wer-
den. Sonst sind die Klassifikationsergebnisse der Wavelet-Transformation bestenfalls mit
denen der PCA vergleichbar. Die ersten zwei bis drei Hauptkomponenten der PCA sind
zur Darstellung der Varianz der Kurvenform optimal geeignet. Sie sind aber zur Repräsen-
tation kleinerer Unterschiede zwischen einzelnen Units ungeeignet. In diesem Fall kann
es gegenüber der Wavelet-basierten Klassifikation zu vermehrten Fehlern kommen. Auf-
grund der Multi-Skalensignalanalyse der Wavelet-Transformation können diese kleineren
Merkmalsunterschiede bei geeigneter Parameterwahl besser ausgewertet werden. Beson-
ders in Messungen mit vielen aktiven Neuronen, die deutlich unterscheidbare wie auch
relativ ähnliche Spikes generieren, kann der Wavelet-Ansatz trotzdem zu problematischen
Klassifikationsergebnissen führen [299].
Daher kann eine Kombination beider Verfahren die Fehler der Klassifikation reduzieren.
Die PCA dient zunächst der Dimensionsreduzierung. Nach der Clusterung der Hauptkom-
ponenten entsprechen die jeweiligen Schwerpunkte der Cluster den gemittelten Verläufen
potentieller Spikes. Danach kann die Wahl eines Wavelets erfolgen, welches Ähnlichkeiten
mit den vorläufig bestimmten Kurvenformen besitzt. Anschließend können diese Kurven-
formen mit der Wavelet-Transformation analysiert werden. Als nächstes erfolgt die Aus-
wahl der Wavelet-Koeffizienten, die sich bei den repräsentativen Kurvenformen maximal
unterscheiden. Basierend auf diesen Ergebnissen können endlich die einzelnen Spikes des
Datensatzes klassifiziert werden. Mit dieser Methode kann eine bessere Clusterseparati-
on erzielt werden. Es werden so diejenigen Klassifikationsfehler reduziert, die durch sich
überlappende Clusterbereiche entstehen [299].
Das Vorhandensein von statistischen Unterschieden zwischen Spikes verschiedener Neu-
ronen ist eine Grundvoraussetzung für eine erfolgreiche Klassifikation dieser Signale. Der
Unterschied kann die Amplitude und oder die Form der aufgezeichneten Spikes betreffen.
Wird trotz des Fehlens dieses statistischen Unterschiedes z. B. aufgrund einer unerwartet
hohen Spike-Frequenz das Vorhandensein mehrerer Units vermutet, so kann lediglich mit
einer Änderung der Elektrodenposition bezüglich der untersuchten Neuronen eine bessere
Klassifikation ermöglicht werden [293].
Die Anzahl der detektierten Aktionspotentiale beeinflusst die ermittelte Spikes-Form selbst.
D. h. in der Praxis muss eine ausreichende Anzahl von Spikes vorliegen, um eine robuste
Abschätzung der Kurvenform vornehmen zu können. Speziell bei einer online Analyse kön-
nen Ansätze wie Noisy Interpolation oder Glättung nützlich sein, da damit eine genauere
Abschätzung der Kurvenform mit deutlich weniger Daten erfolgen kann [152]. Auch die ge-
wählte Abtastrate kann einen Einfluss auf die Streuung der Merkmalscluster haben. Mittels
Interpolation von Abtastwerten kann die Erfassung von Spike-Merkmalen, die Ausrichtung
3.3 Vorläufige Bewertung und Probleme 45
der extrahierten Spikes und die Kompaktheit der ermittelten Cluster verbessert werden.
Allerdings muss ein Kompromiss bezüglich der Hardware für die Datenakquise und der
Berechnungszeit getroffen werden [300–302].
Im Verlauf einer online Klassifikation kann nur auf die bereits vorhandene Information
der einzelnen Klassen zurückgegriffen werden. Während eines Experimentes können sich
Spike-Formen aber ändern und neue Klassen bzw. Units auftreten, die während einer Lern-
phase noch nicht präsent waren. Eine iterative Aktualisierung und Ergänzung des Klassifi-
kationsmodells während der Messung könnte hier Abhilfe leisten. Gleichzeitig können so
zuvor getrennte Cluster aber verschmelzen. Besonders bei stärkerem Rauschen ist es mög-
lich, dass nicht jeder der so gefundenen Cluster einer Unit entspricht. Die Analyse von
Bursts erschwert die Klassifikation weiter. Daher kann eine zusätzliche statistische Aus-
wertung mit möglicher Auftrennung, Verschmelzung bzw. Auflösung der Cluster und eine
visuelle Überprüfung, auch im Anschluss an die Messung, notwendig sein [182].
Eine alternative Vorgehensweise bei der Echtzeitklassifikation wird in [240] vorgeschlagen.
Das vorgestellte Template Matching-Verfahren wertet den im Vergleich zu möglichen Am-
plitudenänderungen relativ konstanten zeitlichen Abstand zwischen dem Maximum und
dem Minimum eines Aktionspotentials, den Effektivwert der Amplitude sowie das Maxi-
mum und das Minimum aus. Es werden auch hier die erste detektierte Kurvenform als
erstes Template verwendet und im Bedarfsfall weitere Klassen geschaffen. Jedoch werden
diese Templates zur Vermeidung einer Clustermigration nicht nachgeführt bzw. gemittelt.
Es erfolgt aber ein zweiter Test der gemittelten Aktionspotentiale einer Klasse, um die Klas-
sifikation des aktuell untersuchten Spike abzuschließen. Bei der Anwendung des Template
Matching zur Echtzeitanalyse könnte eine Bibliothek von bei vorherigen Experimenten er-
mittelten Spike Templates zusätzlich genutzt werden [303].
Die Genauigkeit der Unit-Separation beeinflusst die nachfolgende Analyse ganzer Spike
Trains, also einer Folge von Aktionspotentialen. Zahlreiche Verfahren für die Sortierung
von Spikes werden derzeit angewendet. Jedoch besteht kein Konsens bezüglich des besten
Ansatzes. Die Anwendung unterschiedlicher Verfahren der Klassifikation auf einen Daten-
satz führt auch zu unterschiedlichen Klassifikationsergebnissen. Oftmals liegen instabile
Cluster, Schwierigkeiten bei der Bestimmung der tatsächlichen Neuronenanzahl sowie ei-
ne teilweise Überlappung der Wahrscheinlichkeitsverteilung der einzelnen Spike-Klassen
vor, welche die Klassifizierung erschweren. Zudem erfordern unterschiedliche Anordnun-
gen und Geometrien von Elektroden meist unterschiedliche Sortieralgorithmen [304].
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3.3.3.4 Fazit
Trotz einer großen Bandbreite an Cluster- und Klassifikationsansätzen lassen sich keine
universell überlegenen Methoden identifizieren. Allenfalls besteht ein Effizienzunterschied
der einzelnen Verfahren. Die Auswahl eines Algorithmus beruht vielmehr auf dem Klassifi-
kationsziel, dem vorhandenen Hintergrundwissen der Messung und den konkreten Bedin-
gungen des Experimentes [305]. Zudem eignen sich Klassifikationsmethoden für verschie-
dene Datensätze unterschiedlich gut. So gibt es z. B. keine universell gültige Auswahl von
am Besten für die Klassifizierung geeigneten Wavelet-Koeffizienten. Es lassen sich immer
Gegenbeispiele finden, in denen andere Koeffizienten zu besseren Ergebnissen führen wer-
den. Im Vergleich zur PCA muss die Klassifikation mittels DWT somit nicht zwangsläufig
besser ausfallen [299]. Die PCA kann zur Kompression genutzt werden. Allerdings kann die
Clusteranalyse der Hauptkomponenten bei zu vielen isotropisch verteilten Clustern oder
bei Vorhandensein von Ausreißern problematisch sein [306].
Das Fehlen objektiver Maßstäbe erschwert generell die Beurteilung von Klassifikations-
methoden verschiedener Forschergruppen und die Interpretation der erzielten Ergebnisse
[291]. Die Art der genutzten Testdaten kann bei der Begutachtung wichtig sein. Künstliche
Datensätze besitzen zwar eine bekannte Zahl von Units. Allerdings kann u. U. mit diesen
Daten nur eine eingeschränkte Annäherung an tatsächlichen Messbedingungen möglich
sein [307]. Bei der Verwendung von realen Daten kann der Ergebnisvergleich aufgrund
der unbekannten, wirklichen Anzahl von Signalklassen im Datensatz problematisch sein.
Die oft angewendete manuelle Sortierung selbst durch erfahrene Anwender kann bedingt
durch die Subjektivität zu deutlich unterschiedlichen Ergebnissen führen [34]. Zur objek-
tiveren Bewertung von Klassifikationsansätzen kann eine gleichzeitige intra- und extrazel-
luläre Messung von Aktionspotentialen sinnvoll sein [170, 308]. Dieser Ansatz dürfte aber
nur für eine relativ kleine Neuronenzahl praktikabel sein.
Ein systematischer Vergleich von Verfahren der Unit-Separation unter Berücksichtigung
der größer werdenden Elektrodenzahl, der unterschiedlichen Elektrodenkonfigurationen,
der vorhandenen Messbedingungen sowie gegebenenfalls unter Beachtung bestimmter
Hirnregionen ist erforderlich [304]. Speziell bei MEA-Anwendungen ist aufgrund des ge-
ringen Signalrauschabstandes der Messungen das Vorhandensein von definierten und zu-
gleich realistischen Testdaten zur Bewertung von Detektions- und Klassifikationsverfahren
erforderlich. Eine Reihe von Methoden zur Datengenerierung basiert auf bereits vorhan-
denen neuronalen Messungen, welche Aktionspotentiale enthalten. Diese Spikes können
neu kombiniert und mit Rauschen versehen bzw. zur Synthese von vergleichbaren Da-
ten genutzt werden. Alternativ werden Simulationsprogramme, wie z. B. GENESIS (General
Neural Simulation System), zur Datengeneration genutzt. Es existieren auch aktuelle An-
sätze zur Synthese von realistischen Spike-Daten ohne bekannte Struktur des neuronalen
Netzes. Ein Ersatzschaltbild kann dann den Einfluss der Zellgeometrie des Neurons und
den Abstand zur MEA-Elektrode simulieren [277, 309].
4 Aufgabenstellung
Die Ausführungen in Kapitel 2 und 3 lassen zwei große Aufgabenkomplexe erkennen. Zum
einen soll die Verifizierung eines multiparametrischen Neurosensors auf Siliziumbasis er-
folgen. Dazu müssen verschiedene externe Schaltungsmodule für diesen neuartigen Sensor
entworfen und evaluiert werden. Basierend auf mehreren Arbeiten [5, 310, 311] sollen ne-
ben klassischen Schaltungskomponenten wie Spannungsversorgung, Temperaturkontrolle
und externer Signalkonditionierung zusätzliche Komponenten zum Auslesen und zur Kon-
figuration des Sensorchips entwickelt werden. Die dabei gewonnenen Erkenntnisse werden
in eine Weiterentwicklung vergleichbarer Sensorsysteme einfließen.
Neben den Eigenschaften des Sensorchips sind die Signalaufbereitung mittels mehrkana-
liger, analoger Schaltungstechnik und die anschließende Digitalisierung von zentraler Be-
deutung für die nachfolgende Signalauswertung. Die Bandbreite und das Rauschverhal-
ten der Signalkonditionierung bzw. das Rauschen des gesamten Messsystems haben einen
großen Einfluss auf das erzielbare Signalrauschverhältnis, da die Amplituden der Aktions-
potentiale und das Sensorrauschen sich u. U. in einer ähnlichen Größenordnung befinden
können. Eine Untersuchung des Neuro-Sensors zusammen mit der entworfenen Testum-
gebung stellt somit eine wesentliche Grundlage für die Signalanalyse dar.
Der zweite wichtige Aufgabenkomplex umfasst die automatisierte Datenakquise, die online
Detektion und die Archivierung der erfassten Sensordaten. Die gewünschte Erhöhung der
Sensoranzahl eines MEA-Chips steht im Widerspruch zum immer noch notwendigen, rela-
tiv hohen manuellen Anteil der Datenanalyse. Eine Automatisierung dieser Analyse könnte
die Vorbereitung und Durchführung der MEA-Experimente vereinfachen. Aufgrund zahlrei-
cher Veröffentlichungen zum Thema und den darin geschilderten Problemen, siehe auch
Abschnitte 3.2.1, 3.2.2 sowie 3.2.3, ist die Entwicklung eines allgemein einsetzbaren, vollau-
tomatischen Verfahrens zur Signalauswertung und Klassifizierung von Aktionspotentialen
im Rahmen dieser Arbeit nicht zu erwarten.
Jedoch kann z. B. eine Teilautomation die bisherige Verfahrensweise bei MEA-Experimen-
ten reproduzierbar und zuverlässig vereinfachen. Mit Verfahren der Mustererkennung kön-
nen Templates für die Signalklassifizierung identifiziert werden. Die Literatur legt allerdings
nahe, dass die zunächst unbekannten Spike-Formen der einzelnen Units ggf. eine manu-
elle Bewertung der ermittelten Templates erfordern. Die hier untersuchten Verfahren zur
Clusterung und Klassifizierung von Aktionspotentialen und ihre Bewertung können aber
Impulse für weitere Untersuchungen liefern. Zusätzlich soll ein Interface die Konfiguration
des Messsystems und eine verlustfreie Datenerfassung ermöglichen. Die Messdaten sollen
in einem zu anderen Systemen kompatiblen Datenformat abgelegt werden.
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Abbildung 5.1: Prinzip der Datenakquise bei
MEA-Messungen nach [2]
Prinzipiell kann die bei der Datenakquise
neuronaler Aktivität benötigte Messanord-
nung in vier unterschiedliche Bereiche un-
terteilt werden, siehe Abbildung 5.1. Dies
sind die Bereiche der Elektroden, der ana-
logen Signalverarbeitung, der digitalen Si-
gnalvorverarbeitung sowie der Bereich der
Computersteuerung. Die meist in Arrays an-
geordneten Elektroden ermöglichen die Er-
fassung der durch Ionenströme in den neu-
ronalen Zellen entstandenen Aktionspoten-
tiale. Diese analogen Rohsignale werden vor
der Digitalisierung konditioniert, d. h. sie
werden verstärkt und gefiltert. Nach der Di-
gitalisierung können die Messsignale auf ei-
nem PC (Personalcomputer) gespeichert und
visualisiert werden [2].
In einem Ersatzschaltbild lassen sich die fre-
quenzabhängigen Elektrodeneigenschaften
darstellen. Die Impedanz der Elektrode be-
einflusst die Bandbreite und den thermischen
Rauschanteil des Messsignals. Dabei ist zu
beachten, dass die Signalenergie eines Ak-
tionspotentials sich hauptsächlich im Fre-
quenzbereich von 0,2 kHz bis 5 kHz befin-
det. Zudem beeinflusst die Elektrodengröße
die Anzahl der gleichzeitig erfassbaren Neu-
ronen. Die Größe der Elektrode hat auch
Einfluss auf die messbare Amplitude der Aktionspotentiale, da diese aufgrund eines mög-
lichen Nebenschlusses zwischen der Elektrode und dem extrazellulären Medium reduziert
werden kann. In der analogen Signalverarbeitung erfolgen die Impedanzwandlung sowie
die Verstärkung des Messsignals für die nachfolgenden AD-Wandlung. Weiterhin wird hier
eine Filterung des Signals durchgeführt, um das Rauschen und eventuelle Störungen zu
minimieren und um das Nyquist-Kriterium einzuhalten [2].
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Die Messung der neuronalen Aktivität erfolgt bezüglich einer Referenz nahe des Elektro-
denarrays. Nach der Digitalisierung kann zusätzlich gefiltert werden. Neben einer konti-
nuierlichen Datenerfassung mit nachfolgender offline Detektion kann die Signalvorverar-
beitung bei entsprechenden Ressourcen auch zur online Signaldetektion genutzt werden.
Dabei kann eine parallelisierte Vorverarbeitung mittels DSP-Modulen die Verarbeitungszeit
reduzieren und die Anzahl der nutzbaren Elektroden erhöhen. Auf dem Computer werden
schließlich die Datenverwaltung, die Visualisierung, die Signalauswertung und das Benut-
zer-Interface realisiert. Bei einer neuronalen Datenerfassung kann die Vorbereitung eines
Experimentes schwierig und zeitaufwändig sein, da für jede Sensorelektrode die Spike-
Detektion manuell angepasst werden muss. Bei steigender Anzahl untersuchter Neuronen
verschärft sich diese Situation [2].
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Abbildung 5.2: Aufbau eines Systems unter Verwendung eines Hybridsensors nach [3]
Ein vergleichbarer Systemaufbau zur neuronalen Signalanalyse kann bei der Verwendung
hybrider Netzwerksensoren in in-vitro Untersuchungen zur Anwendung kommen. Erkennt-
nisse der Mikrosystemtechnik lassen sich im Bezug auf die Sensorentwicklung einbringen.
Neuronen und Gliazellen werden zunächst auf einem Siliziumsubstrat kultiviert. Unter Nut-
zung von im Siliziumsubstrat eingebetteten Sensoren kann dann das Verhalten des biolo-
gischen Netzwerkes aufgezeichnet werden. Eine Stimulation bzw. elektrische Reizung des
neuronalen Netzes ist ebenso möglich. Die prinzipielle Darstellung eines möglichen Sy-
stemaufbaus ist in Abbildung 5.2 zu sehen [3]. Neben der Aufbereitung und Analyse der
neuronalen Signale kann z. B. auch ein Datenaustausch mit künstlichen analogen bzw.
digitalen neuronalen Netzen [3, 312] oder wie in [49, 233, 313, 314] eine Ansteuerung ei-
nes Roboters mit geschlossener Signalkette erfolgen. Neben klassischen Anwendungen wie
Substanztests lassen sich so auch neue Aufgabengebiete erschließen.
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5.1 Neuro-Sensor BISC 02
Abbildung 5.3: BISC 02
Im Zentrum der Untersuchungen steht der in Abbildung 5.3 dar-
gestellte Neurosensor BISC 0202 der Firma Micronas GmbH (Frei-
burg, Breisgau). Dieser Sensor auf CMOS-Basis besitzt 68 Palla-
dium-Elektroden für elektrophysiologische Messungen, zwei IS-
FET-Sensoren für die Ermittlung der Änderungsrate der Ansäue-
rung des Mediums durch Zellen sowie 14 CPFET-Sensoren zur
alternativen Erfassung der neuronalen Zellaktivität. Das neuro-
nale Netzwerk wird direkt auf der Oberfläche des Siliziumsen-
sors innerhalb eines Verkapselungsteils bzw. Trogs kultiviert. Der
Sensor weist im Gegensatz zu Vorgängermodellen eine zusätz-
lich integrierte Signalkonditionierung auf, welche die externe Sensorbeschaltung reduziert.
64 der 68 Sensorelektroden, die in einem 8 x 8 Array angeordnet sind, können diese Elek-
tronik nutzen. Die Konditionierung umfasst eine Verstärkung sowie eine Tiefpassfilterung
des Messsignals. Nach dem Passieren einer Multiplexerstufe und des sich anschließenden
Pad-Treibers steht das Signal an einem Ausgangspin des Chips zur Verfügung. Die verblei-
benden vier Elektroden können für Vergleichsmessungen genutzt werden. Sie sind jeweils
direkt, also ohne kapazitive Kopplung, an einem Pin des Chips abgegreifbar [315].
5.1.1 Prinzipieller Aufbau
Der Signalfluss für die 64 MEA-Signale ist in der Abbildung 5.4 detaillierter dargestellt.
Ein Signal dieses Arrays erreicht zuerst eine Schaltergruppe, welche die Elektrodenkon-
figuration beeinflussen kann. Der nachfolgende, nicht invertierende Verstärker kann das
Messsignal nominell bis auf das Tausendfache verstärken, siehe besonders hierzu auch Ab-
schnitt 5.1.3.2. Der sich anschließende Butterworth-Tiefpass zweiter Ordnung besitzt eine
Grenzfrequenz von ca. 6 kHz. Dieser Tiefpass dient der Bandbegrenzung und der Anti-Alia-
sing-Filterung. Zusammen mit einer optionalen, kapazitiven Elektrodenkopplung gestattet
das Filter auch eine Bandpassfilterung des Sensorsignals. Das Messsignal erreicht dann
einen Multiplexer, der jeweils aus einer Gruppe von acht Elektroden ein Signal nach außen
führt. Es sind acht MUX auf dem Chip vorhanden. Aufgrund des Ron des analogen Multi-
plexers sowie der Pad-Kapazität ist eine Pufferung des Sensorsignals vor der Signalausgabe
notwendig. Diese Aufgabe übernimmt der folgende invertierende Pad-Treiber (v =−1). Die
große Verstärkung des Eingangsverstärkers am Anfang des Signalweges ermöglicht eine
günstige Beeinflussung der Rausch-, Drift- und Offset-Größen.
Alle aktiven Komponenten des Sensorchips verfügen über eine Offset-Kompensation so-
wie über einen Zugang zu dem analogen Testbus des Chips. Dieser Bus ermöglicht die
Testung der einzelnen Verstärker, Filter bzw. Pad-Treiber. Die Chipkonfiguration erfolgt
5.1 Neuro-Sensor BISC 02 51
Schalter-
gruppe
8:1
MUX
Externe
Signalver-
arbeitung
Testbusin
Testbusout
M
u
xC
lk
M
u
xS
ta
rt
St
im
u
lu
s
Sw
it
ch
B
ia
s
Verstär-
kung
8 x 8
Elektrodenarray
Analoger Testbus des Sensorchips
Offset-
Kompensation
Eingangspin des Sensorchips
Ausgangspin des Sensorchips
64 64 64 64 88
1
1
81164646411
Offset-
Kompensation
Offset-
Kompensation
Abbildung 5.4: Prinzipdarstellung des BISC 0201 bzw. 0202
mittels I2C (Inter Integrated Circuit)-Bus. Die I2C-Register des Chips können in vier Grup-
pen unterteilt werden. Ein Registertyp übernimmt die Konfiguration der Eingangsschalter-
gruppe sowie des Eingangsverstärkers. Eine zweite Gruppe kontrolliert die Filteroptionen.
Schließlich existieren noch Register für die MUX-Steuerung sowie für die Bias-Konfigu-
ration des Chips. Gleichzeitig können acht verschiedene, aufbereitete Signale des Multi-
elektrodenarrays durch Zeitmultiplexbetrieb an acht Ausgangspins abgegriffen werden. Die
Dimensionierung der Pad-Treiber ermöglicht eine ausreichend hohe Abtastung der MEA-
Elektrodensignale. Zusätzlich können die verbleibenden vier Elektroden für Vergleichsmes-
sungen direkt abgegriffen werden. Zur Ansteuerung der auf dem Chip befindlichen ISFET-
und CPFET-Sensoren ist externe Hardware erforderlich.
Eine auf dem Sensor integrierte Bandgap-Stufe stellt für alle aktiven Komponenten des
Chips das analoge Bezugspotential AGND (Analog Ground) von ca. +3,8 V zur Verfügung
und ermöglicht trotz unipolarer Betriebspannung eine Verarbeitung der bipolaren Mess-
signale. Zudem wird die Bandgap-Stufe für die Bias-Stromgenerierung benötigt. Diese Strö-
me sind für die Einstellung der Arbeitspunkte sowie für die Konfiguration der Offset-Kom-
pensation der Verstärker, Filter und Pad-Treiber erforderlich. Über die Arbeitspunkte lassen
sich nicht nur Kennlinienverläufe sondern auch die Stromaufnahme des Sensors beeinflus-
sen. Zusätzlich kann mittels Bias-Strom die Größe des aktiven Widerstandes im so genann-
ten Rbias-Modus beeinflusst werden, siehe dazu auch Abbildung 5.5. Grundsätzlich kön-
nen die 64 Elektroden des Sensors über ihre jeweilige Schaltergruppe für unterschiedliche
Betriebsmodi konfiguriert werden.
Diese Elektroden werden standardmäßig über die Schaltergruppe mittels Koppelkonden-
sator und aktivem Widerstand, auch AKTR, mit den nachfolgenden Komponenten verbun-
den. Diese auch als Rbias-Modus bezeichnete Hochpass-Ankopplung blockiert den Gleich-
anteil, unterdrückt mögliche niederfrequente Störungen des Elektrodensignals und ver-
meidet elektrochemische Vorgänge auf dem Chip. Alternativ kann der mittels FET reali-
sierte AKTR durch einen getakteten Taster ersetzt werden. In dieser als Switchbias-Modus
bezeichneten Betriebsart wird der Eingang des nicht invertierenden Verstärkers aufgrund
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eines externen Taktes auf AGND getastet. Weiterhin kann ein extern bereitgestelltes Sti-
mulationssignal im Stimulus-Modus zur Reizung der Zellkultur auf die Elektroden gegeben
werden. Weitere Betriebsarten ermöglichen die direkte Elektrodenkopplung ohne Koppel-
kapazität, die Umgehung des Eingangsverstärkers sowie die alternative Nutzung des analo-
gen Testbusses zur Signaleinspeisung.
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Abbildung 5.5: Prinzipdarstellung der Schaltergruppe des BISC 0201 bzw. 0202
Neben den Möglichkeiten der Elektrodenankopplung können die einzelnen Signalwege zu-
sätzlich durch das Umgehen von aktiven Komponenten variiert werden. So können z. B.
der Verstärker, das Filter oder der Pad-Treiber einzeln bzw. gemeinsam für jede Sensor-
elektrode aktiviert bzw. deaktiviert werden. Somit kann die Signalqualität und ergänzend
auch die Stromaufnahme des Sensors variiert werden. Aufgrund der vielfältigen Sensorbe-
triebsarten, der optionalen Variationen der Signalwege, der Arbeitspunkteinstellung und
der Offset-Kompensation ist die Chipkonfiguration mittels Benutzerinterface und I2C von
zentraler Bedeutung für die praktische Nutzung des Sensors [310].
5.1.2 Erste Sensortestumgebung
Wie in Abschnitt 5.1.1 dargestellt, muss für die Nutzung des Neurosensors BISC 02 eine
Hardware-Umgebung geschaffen werden. Zur Durchführung von Wafer-Tests während der
Inbetriebnahme des CMOS-Sensors wurde deshalb zunächst auf einem Nadelkartenadap-
ter eine entsprechende Schaltung realisiert. Diese Schaltung umfasste neben der Bereit-
stellung der digitalen und analogen Betriebsspannung, eine externe Stabilisierung der auf
dem Chip generierten Bandgap-Spannung, eine Anschlussmöglichkeit für den I2C-Bus so-
wie Zugriffsmöglichkeiten auf Steuersignale des Sensors. Zudem können externe Signale
für den Switchbias-Modus, für den analogen Testbus sowie für Stimulusexperimente an-
geschlossen werden. Diese Testumgebung gestattete auch die Auswertung einer Reihe von
Kontrollsignalen, wie z. B. die MuxInPins. Für eine störungsfreie Kommunikation musste
die I2C-Zuleitung dabei so kurz wie möglich ausfallen [310].
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Basierend auf diesem Adapter erfolgte die Realisierung einer Schaltung zum Test aufge-
bauter Chips. Das Silizium wurde hierzu in einem 68 poligen CLCC (Ceramic Leadless
Chip Carrier)-Standardgehäuse integriert. Schaltungstechnisch wurde zunächst die externe
Bandgap-Stabilisierung der neuen Testumgebung für einen höheren Laststrom optimiert.
Zusätzlich wurden Spannungsfolger zum optionalen Auskoppeln von Sensorsignalen inte-
griert. Zur Untersuchung einzelner Signale kann die Messschaltung mittels Jumper auf-
getrennt werden. Eine galvanische Trennung des I2C-Busses zwischen PC und BISC 02
gewährleistet nun eine zuverlässige Chipkonfiguration. Speziell für diese Messumgebung
wurde eine Spannungsversorgung mit geringer Restwelligkeit entworfen und realisiert. Ent-
sprechend der analogen und digitalen Betriebsspannung des Sensorchips steht neben der
analogen Masse eine getrennte DGND (Digital Ground) zur Verfügung. Somit können die
analogen und digitalen Schaltungsteile des Sensors getrennt versorgt werden [316].
Mögliche Offsets der Eingangsverstärker des Neurosensors können bei einer größeren Ver-
stärkung zu einer Übersteuerung der nachfolgenden analogen Chipkomponenten führen.
Daher ist eine effektive Offset-Kompensation für den Sensorbetrieb wichtig. Das aus einer
Bandgap gewonnene Referenzpotential AGND des Sensors kann massefreie bzw. Floating
Ground Signalgeneratoren oder Signalanpassungen erfordern, um analoge Testsignale ge-
eignet in den Testbus des Sensors einzuspeisen. Eine solche Konditionierung kann z. B.
mittels Spannungsteiler, kapazitiver Signalkopplung oder OPV-Schaltungen erfolgen [316].
Diese besondere Signalein- und -auskopplung ist auch zur Vermeidung von Kurzschlüssen
zu beachten [5, 310, 316].
Aufbauend auf diesen ersten Sensortestumgebungen wurde eine Hardware entwickelt, wel-
che zusätzlich eine externe Konditionierung und Digitalisierung der MEA-Signale sowie
die Auswertung der FET-Sensoren des BISC 02 innerhalb eines Cell Monitoring System er-
möglicht. Diese auch als Neuromessadapter bezeichnete Hardware wird in Abschnitt 5.2
mit ihren wesentlichen Komponenten vorgestellt. Der NMA gestattet zusammen mit ei-
nem FPGA- und einem USB-Modul auch den Transfer von Sensordaten per USB 2.0 auf
einen Messrechner. Die hierfür notwendige Software-Implementierungen werden im Ab-
schnitt 5.3 beschrieben. Eine Darstellung des Gesamtsystems ist in Anhang B enthalten.
5.1.3 Messergebnisse
Zunächst erfolgte die grundlegende Inbetriebnahme des Sensors. Dazu gehörte u. a. die
Realisierung einer ersten Sensorumgebung mit der Möglichkeit der I2C-Konfiguration. Im
Anschluss wurde die Verifikation der Sensorfunktionen durchgeführt, wozu z. B. das Er-
mitteln von Kennlinien der aktiven Chipkomponenten und die Bestimmung der Elektro-
denimpedanzen gehörte. Die verwendeten Testsignale wurden dabei entweder direkt über
eine Referenzelektrode und PBS (Phosphate Buffered Saline) bzw. über den analogen Test-
bus des Sensors eingespeist. Aufbauend auf diesen Ergebnissen wurden die notwendigen
Hardware-Komponenten für einen kompakten Messaufbau, dem Neuromessadapter, ent-
worfen und realisiert, siehe dazu auch Abschnitt 5.2.
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5.1.3.1 Elektrodenarray
Da meist die Elektroden des Mikroelektrodenarrays für Messaufgaben verwendet wurden,
kam der Untersuchung der Elektrodeneigenschaften, speziell der Impedanz, eine beson-
dere Bedeutung zu. Wie in Abbildung 5.6 vereinfacht dargestellt, fällt die Spannung eines
extrazellulär gemessenen Aktionspotentials über einem Spannungsteiler bestehend aus der
Elektrodenimpedanz und der Impedanz des nachfolgenden Verstärkereingangs ab. Durch
eine gegenüber der Verstärkereingangsimpedanz möglichst kleinen Elektrodenimpedanz
kann die Dämpfung des gemessenen Aktionspotentials reduziert werden.
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Abbildung 5.6: Ersatzschaltbild für die Messung der elektrischen Aktivität einer Zelle
Die verwendete Messanordnung zur Erfassung der Elektrodenimpedanz ist in Abbildung 5.7
dargestellt. Zur Vermeidung eventueller Einflüsse aktiver Chipkomponenten wurde nur die
Impedanz der direkten Elektroden ohne on chip Elektronik ermittelt. Da alle MEA-Elektro-
den des Sensorchips mit der gleichen Technologie gefertigt wurden, lassen sich die so er-
mittelten Impedanzen auch auf die 64 MEA-Elektroden mit on chip Signalkonditionierung
übertragen. In der Abbildung 5.8 sind die Ergebnisse dieser Untersuchungen für jeweils
eine Elektrode von drei ausgewählten Chips zusammengefasst.
Die Impedanzmessung erfolgte mittels Solartron 1260 [317]. Das Sinussignal des Solar-
tron-Generators hatte während der Impedanzmessung eine Spitzenspitzenspannung von
170 mV bzw. eine Effektivspannung von 60 mV und wurde in seiner Frequenz von 1 Hz
bis 100 kHz verändert. Die Einspeisung erfolgte über eine Ag/AgCl-Referenzelektrode und
PBS. Diese Referenzelektrode wies dabei eine Länge von ca. 28 mm, einen Durchmesser
von 0,5 mm und somit eine resultierende Oberfläche von ca. 90 mm2 auf. Die im Array
angeordneten Mikroelektroden besaßen eine Oberfläche von jeweils ca. 133 µm2.
Eine Beschichtung der Elektroden mittels Platin ermöglicht eine Verringerung der Elektro-
denimpedanz, da diese poröse Schicht bei gleicher Grundfläche der Elektrode deren Ober-
fläche vergrößern und somit die Impedanz reduzieren kann. Das Beschichtungsprinzip ist
in Abbildung 5.9 zu sehen. Ein über LabVIEW® angesteuertes Multifunktionsmodul [318]
gab ein Spannung aus, welche eine externe Stromquelle ansteuerte. Deren Strom wurde
über eine Platinreferenzelektrode in eine mit Wasser im Verhältnis 5:1 verdünnte Platin-K-
Lösung [319] eingespeist. Die zu beschichtende Elektrode wurde über einen Schutzwider-
stand von 1 MΩ auf Masse referenziert. Während der Beschichtung wurden die Spannung
über der Beschichtungsstrecke und der angewendete Strom überwacht [320].
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Abbildung 5.7: Prinzip der Elektrodenimpedanzmessung
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Abbildung 5.8: Impedanzen einzelner Elektroden ausgewählter Chips
Chip- und Elektrodenbezeichnung Beschichtung Wert der Impedanz bei 1 kHz
Name direkte Elektrode (Black Pt) Betrag / MΩ Phase / °
YBA 025 65 nein 12,9 -89,8
YAA1 12 68 ja 1,1 -76,4
YAA1 29 66 ja 2,6 -80,1
Tabelle 5.1: Elektrodenimpedanz unterschiedlicher Chips bei einer Frequenz von 1 kHz
und einem Elektrodendurchmesser von 13 µm
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Abbildung 5.9: Prinzip der Elektrodenbeschichtung mit Platin
Das bipolare Rechtecksignal zur Ansteuerung der Stromquelle besaß eine Amplitude von
2,4 V. Die Dimensionierung der Stromquelle ermöglichte damit die Ausgabe eines Stromes
von 2,4 µA. Das Rechtecksignal besaß ein Tastverhältnis von 1:3 und eine Frequenz von
249 Hz. Vor der Elektrodenbeschichtung wurde die Chipoberfläche für jeweils 5 min mit
20 µl 1 M NaOH aktiviert. Nach einer Reinigung mit Reinwasser und der Zugabe von 20 µl
0,1 % NaOAc und 180 µl verdünntem Platin-K konnte die Beschichtung durchgeführt wer-
den. Anhand der Abbildung 5.8 kann man erkennen, dass sich die Elektrodenimpedanz
mit dieser Beschichtungsmethode um eine Größenordnung reduzieren ließ. In der Tabel-
le 5.1 sind die Impedanzen einzelner Elektroden exemplarisch für eine Frequenz von 1 kHz
aufgeführt. Aufgrund der Variation der Elektrodeneigenschaften sowohl von Elektrode zu
Elektrode als auch von Chip zu Chip sollten die absoluten Messwerte vorsichtig interpre-
tiert werden.
5.1.3.2 Aktive Sensorkomponenten
Mithilfe der Sensortestumgebung konnten alle Komponenten des BISC 02 angesprochen
und ausgemessen werden. Zunächst wurde die stufig änderbare Verstärkerung der Ein-
gangsverstärker des Chips erfasst. Anschließend wurde das Verhalten der Schaltergruppe
zwischen Elektrode und Elektronik auf dem Chip getestet. Hierzu wurde ein Testsignal mit-
tels Messspitze direkt auf die Elektroden des MEA eingekoppelt. Dieses Signal gelangte
im Rbias-Modus über einen Eingangshochpass gemäß Abbildung 5.18 zur nachfolgenden
Konditionierung auf dem Chip. Weiterhin wurde der Switchbias- und Stimulus-Modus mit
der entsprechenden Konfiguration der Schaltergruppe, siehe auch Abbildung 5.5, in seiner
Funktion überprüft. Eine systematische Untersuchung der letztgenannten Modi unterblieb
aus Zeitgründen.
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Weiterhin wurde die Kennlinie der on chip Filter bestimmt. Gemeinsam mit dem Eingangs-
hochpass kann dieser Tiefpass zur Bandbegrenzung des Messsignals genutzt werden. Der
Bandpass lässt sich mittels Chip-Bias verändern. Schließlich wurde die Bandbreite und das
Einschwingverhalten des Pad-Treibers untersucht. Das Einschwingverhalten dieses Trei-
bers beeinflusst die maximal mögliche Schaltfrequenz des vorherigen Multiplexers und
somit die maximale Abtastfrequenz des Signals. Neben diesen ersten Messungen erfolgten
auch Untersuchungen zur Offset-Kompensation der auf dem Chip vorhandenen OPV (Ope-
rationsverstärker). Die Ergebnisse flossen in die Überarbeitung einiger Details des Neuro-
sensors ein. Der Nachfolger BISC 0202 wurde in ähnlicher Weise in Betrieb genommen, wo-
bei diese Resultate das Verhalten des BISC 0201 bestätigen konnten. Diese Untersuchungen
wurden bereits in [310] beschrieben.
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Abbildung 5.10: Verlauf des Amplitudengangs des on chip Verstärkers für die Verstärkun-
gen 1, 5, 10, 50, 100, 200, 500 und 1000
In der Abbildung 5.10 sind die gemittelten Amplitudengänge der Verstärker des BISC 0202
für alle Verstärkungen dargestellt. Es lassen sich acht Verstärkungen zwischen nominal eins
und tausend auswählen. Die gemessene Verstärkung ist gerade bei großen nominellen Wer-
ten kleiner als die gewählte Einstellung und beträgt maximal rund 400. Dieses Verhalten ist
aus technologischen Gründen erwartet worden. In der Abbildung 5.11 ist der gemittel-
te Amplitudengang des Tiefpassfilters zu sehen. Der Butterworth-Filter zweiter Ordnung
weist dabei eine Grenzfrequenz von ca. 5 kHz auf. Die projektierte Grenzfrequenz liegt da-
gegen bei 6 kHz. Der gemittelte Verlauf des Amplitudenganges des Pad-Treibers wird in
der Abbildung 5.12 gezeigt. Aufgrund der höheren dynamischen Anforderungen besitzen
die Pad-Treiber gegenüber den Verstärkern bzw. Filtern eine deutlich größere Bandbreite.
Somit kann deren Ausgangssignal schneller einschwingen.
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Die Signalein- und -ausgabe während dieser Untersuchungen erfolgten über den analogen
Testbus des Sensorchips. Nicht benötigte Chipkomponenten wurden deaktiviert und um-
gangen. Die Messung erfolgte bei der Bias-Standardeinstellung des Chips. Die Verstärker-
und Filterkennlinien wurden bis zu einer Frequenz von 100 kHz ausgemessen. Die Pad-
Treiber wurden bis 10 MHz untersucht. Bei diesen Messungen kam erneut das Solartron
1260 zur Anwendung. In einer weiteren Messung wurde der Rbias-Modus des Chips un-
tersucht. Dabei wurde das Testsignal mittels Ag/AgCl-Referenzelektrode und PBS auf die
MEA-Elektroden gegeben, eine Verstärkung von v = 1 gewählt sowie Filter und Multiple-
xer des BISC 02 aktiviert. Eine direkte Kontaktierung des MEA der aufgebauten Chips war
aus verfahrenstechnischen Gründen nicht möglich. Die Eigenschaften des PBS sowie die
Elektrodenimpedanz haben daher einen zusätzlichen Einfluss auf die Kennlinien.
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Abbildung 5.11: Verlauf des Amplitudengangs des on chip Tiefpasses (v =−1)
Im Rbias-Modus wird das Elektrodensignal über einen Hochpass ausgekoppelt, dessen
Charakteristik über die Bias-Einstellungen des dazugehörigen, aktiven Widerstandes vari-
iert werden kann. Dieser Widerstand wird durch einen FET realisiert, der im Widerstands-
bereich seiner Kennlinie betrieben wird. Gemeinsam mit dem nachfolgenden Tiefpass kann
eine Bandbegrenzung des Messsignals erfolgen. Das Signal wurde über den analogen Test-
bus ausgegeben und mit dem Solartron 1260 ausgewertet. In Abbildung 5.13 sind die Am-
plitudengänge der Rbias-Messung dargestellt. Es wurde hier exemplarisch eine MEA-Elek-
trode eins Chips bei minimaler, standardmäßiger und maximaler Bias-Konfigurationen un-
tersucht. In Abhängigkeit dieser Einstellung lässt sich die Grenzfrequenz des Hochpasses
innerhalb eines Bereiches von 200 Hz bis 600 Hz ändern. Die Grenzfrequenz des Tiefpasses
verbleibt dagegen unverändert bei etwa 5 kHz. Die Bandbreite eines MEA-Elektrodensi-
gnals variiert so zwischen etwa 4,4 kHz und 4,8 kHz.
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Abbildung 5.12: Verlauf des Amplitudengangs des on chip Pad-Treibers (v =−1)
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Abbildung 5.13: Exemplarischer Amplitudengang des Elektrodensignals im Rbias-Modus
mit anschließender Tiefpassfilterung für unterschiedliche Bias-Optionen,
YAA1-02, Kanal 1
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Ausgehend vom Amplitudengang des Pad-Treibers und seiner Grenzfrequenz von etwa
350 kHz kann seine Einschwingzeit entsprechend Abbildung 5.14 abgeschätzt werden. Die
theoretisch kürzeste Einschwingzeit des Treibers ergibt sich nach der Gleichung te = pi/ωg
[4] und beträgt 1,43 µs. Dieser Schätzwert stimmt gut mit den tatsächlich ermittelten Ein-
schwingzeiten te gemäß Tabelle 5.2 überein. Bei dieser Messung wurden unterschiedliche
Signalamplituden über den analogen Testbus auf die Multiplexer des Chips gegeben. Die
Verstärker und Filter des Sensors waren dabei aktiv. Unter der Annahme, dass das über
MUX und Pad-Treiber ausgegebene Sensorsignal innerhalb der Hälfte des für die Digitali-
sierung zur Verfügung stehenden Zeitfensters eingeschwungen sein soll, könnte jede MEA-
Elektrode mit bis zu 46,6 kHz abgetastet werden.
t t
U (t) = (t)e s U (t) = a(t)a
1 1
t = /e gp w0 0
Abbildung 5.14: Sprungantwort und Einschwingzeit eines Tiefpasses nach [4]
Chipbezeichnung Bias-Einstellungen
YAA1 04 Minimal Standard Maximal
te / µs 5,4 1,66 1,34
2te / µs 10,8 3,32 2,68
fMUX / kHz 92,6 301,2 373,1
fMUXch / kHz 11,6 37,7 46,6
Tabelle 5.2: Exemplarische Einschwingzeiten und mögliche Abtastraten für den Sensorchip
YAA1 04 unter Berücksichtigung unterschiedlicher Bias-Einstellungen
Chipbezeichnung Bias-Einstellungen
YAA1 04 Minimal Standard Maximal
I / mA 22,0 55,5 71,6
P / W 0,18 0,44 0,57
Tabelle 5.3: Exemplarische Strom- und Leistungsaufnahme für den Sensorchip YAA1 04
Die Stromaufnahme des Sensorchips lässt sich ebenfalls über die Bias-Einstellungen vari-
ieren, wobei keine Abhängigkeit zum extern angelegten Multiplexer-Takt auftritt. Die in Ta-
belle 5.3 dargestellte Messreihe wurde exemplarisch an dem Chip YAA1 04 aufgenommen.
Alle aktiven Komponenten des Chips wurden dabei in Betrieb genommen und die I2C-
Register regelmäßig ausgelesen. Über den analogen Testbus wurde an jeden zweiten Ein-
gangsverstärker des Sensors eine Gleichspannung von 5 mV angelegt und v = 10 gewählt.
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Die restlichen Kanäle verblieben auf AGND, um den Einfluss der MUX-Umschaltungen auf
die Stromaufnahme zu untersuchen. Die Ergebnisse zeigen, dass die Leistungsaufnahme
des Chips unabhängig vom Multiplexerbetrieb ca. 0,6 W nicht überschreitet.
5.1.3.3 Abschätzung des Rauschens
In einem Vorgriff auf den Abschnitt 5.2 wurde in einer weiteren Untersuchung das Rau-
schen des gesamten Sensorsystems abgeschätzt. Das System bestand dabei aus dem Neuro-
chip BISC 02, einer externen Hardware zur zusätzlichen Signalkonditionierung und Digita-
lisierung sowie einem FPGA (Field Programmable Gate Array)-Board, welches den Transfer
der Messdaten auf einen Rechner realisierte, siehe auch Abbildungen 5.18 für eine Prin-
zipdarstellung der Anordnung. Die bekannten Verstärkungen auf dem Chip und auf der
externen Hardware sowie der Eingangsspannungsbereich und die Auflösung der genutz-
ten AD-Wandler gestatteten eine korrekte Skalierung des digitalisierten Zeitsignals für die
weitere Verarbeitung. Bei der Analyse des Rauschsignals erfolgte keine zusätzliche digitale
Filterung. Die Resultate dieser Rauschuntersuchung werden auch in die Auswertung von
Detektions- und Klassifikationsverfahren im Abschnitt 6.3 einfließen.
Es wurden insgesamt drei Chips in zwei verschiedenen Betriebsmodi getestet. Zunächst
wurden die Chips im Standardmodus Rbias verwendet. Die Signale der MEA-Elektroden
wurden dabei mittels RC-Hochpass ausgekoppelt, on chip verstärkt, mittels Tiefpass gefil-
tert, extern verstärkt, digitalisiert und per USB kontinuierlich auf den Messrechner übertra-
gen und gespeichert. Somit kann das Chipverhalten mit MEA und Signalkonditionierung
sowie der Einfluss der externen Elektronik erfasst werden. In einem weiteren Modus wur-
de der analoge Testbus des BISC 02 zur direkten Signaleinspeisung genutzt. Unter Umge-
hung der MEA-Elektroden und des Hochpasses wurde an den Eingangsverstärker des Chips
AGND angelegt. Die nachfolgenden on chip Filter und Multiplexer waren aktiv. Hier wurde
ausschließlich der Einfluss der Chip-Elektronik und der Einfluss der externen Hardware un-
tersucht. In beiden Fällen befand sich PBS im Chiptrog, welches über eine Platinelektrode
auf AGND referenziert wurde. Der Chip selbst war abgedunkelt. Die Messungen erfolgten
im Default Bias und bei Raumtemperatur.
Vor jeder Messung wurde automatisch eine Offset-Kompensation auf dem Chip durchge-
führt und ggf. die Verstärkung einzelner Sensorkanäle angepasst. Ein Signalausschnitt von
jeweils 10 s wurden in MATLAB® eingelesen und skaliert. Da die Offset-Kompensation auf
dem Chip nur in Stufen erfolgen kann, wurden jeweils vor der Ermittlung des Effektiv- und
des Spitzenspitzenwertes (Peak-Peak) des Zeitsignals eventuell vorhandene Offsets oder
Driften rechnerisch entfernt. Das Amplitudenspektrum des Rauschens wurde exempla-
risch aus einem 120 s langen Signalausschnitt mittels gefensterter STFT (Short Time Fourier
Transformation) berechnet und gemittelt. Zur Nutzung eines möglichst großen Teils des
Eingangsspannungsbereiches der AD-Wandler von 2,5 V wurde die größte Chipverstärkung
von real ca. 400 und die elffache Verstärkung der externen Hardware zur Datenakquise
genutzt. Die Signale wurden mit 33,3 kHz abgetastet und mit 14 Bit quantisiert.
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Chip Kanal Uspi t zespi t ze / µV Ue f f / µV
YAA1 29 5 174,2 19,6
YAA1 29 16 183,3 21,2
YAA1 34 36 121 13,4
YAA1 34 50 132,2 15,7
YAB1 35 11 181,8 20
YAB1 35 44 154,8 17,9
Tabelle 5.4: Exemplarische Rauschspannungen im Rbias-Modus
Chip Kanal Uspi t zespi t ze / µV Ue f f / µV
YAA1 29 5 75 9,9
YAA1 29 16 99 11,8
YAA1 34 36 64,7 7,1
YAA1 34 51 75,9 8,7
YAB1 35 11 87,3 10,5
YAB1 35 44 74,2 9,6
Tabelle 5.5: Exemplarische Rauschspannungen im Testbus-Modus
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Abbildung 5.15: Exemplarisches Amplitudenspektrum des Sensorrauschens im Rbias- und
Testbus-Modus, YAA1-34, Kanal 2
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Abbildung 5.16: Exemplarische Verteilungsdichte der Messwerte, µˆ = 0, σˆ = 17,1 µV, einer
Rbias-Rauschmessung, YAA1-34, Kanal 2, und Quantil-Quantil-Plot un-
ter Nutzung dieser Messung und simulierten, normalverteilten Daten. Die
Dauer der Rauschmessung betrug bei einer Abtastrate von 33,3 kHz 120 s.
Mittels Fit dieser Messdaten wurden die Parameter der korrespondieren-
den Normalverteilung geschätzt, welche zur Simulation der Vergleichsda-
ten genutzt wurde.
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Abbildung 5.17: Exemplarische Verteilungsdichte der Messwerte, µˆ = 0, σˆ = 8 µV, einer
Testbus-Rauschmessung, YAA1-34, Kanal 2, und Quantil-Quantil-Plot un-
ter Nutzung dieser Messung und simulierten, normalverteilten Daten. Die
Dauer der Rauschmessung betrug bei einer Abtastrate von 33,3 kHz 120 s.
Mittels Fit dieser Messdaten wurden die Parameter der korrespondieren-
den Normalverteilung geschätzt, welche zur Simulation der Vergleichsda-
ten genutzt wurde.
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In den Tabellen 5.4 und 5.5 sind exemplarisch die Spitzenspitzen- und die Effektivspannun-
gen für jeweils zwei analysierte Kanäle der drei Chips dargestellt. Die Spitzenspitzenspan-
nungen ergaben sich dabei als maximale Auslenkung des Signals. Die Effektivspannungen
wurden als Euklidische Norm berechnet, welche durch die Wurzel der untersuchten Fen-
sterlänge geteilt wurde. Da eingangs ein möglicher Offset rechnerisch entfernt wurde, ent-
spricht die Effektivspannung in diesem Fall auch der Standardabweichung σ des Signals.
Man kann erkennen, dass sich im Testbus-Modus die Spannungswerte gegenüber dem Rbi-
as-Modus nahezu halbieren. Das im Testbus-Betrieb gemessene Rauschen lässt sich auf
die on chip Elektronik der Signalkonditionierung und die verwendete externe Hardware
zurückführen. Die im Rbias-Modus ermittelten größeren Rauschspannungen lassen ver-
muten, dass der Bias-Widerstand des RC-Hochpasses sowie die MEA-Elektroden in dieser
Betriebsart wichtige Rauschquellen des Messsystems darstellen. Die besten Resultate der
exemplarischen Rauschmessungen, z. B. Chip YAA1-34, Kanal 36, lassen sich mit Messer-
gebnissen der Literatur annähernd vergleichen [48, 321].
Die Abbildungen 5.16 und 5.17 zeigen die Verteilungsdichten der zur Rauschabschätzung
aufgenommenen Messwerte und deren Vergleich zur Normalverteilung. Dabei wurden ex-
emplarisch für einen Chipkanal die Messreihen mit einer Länge von 120 s für eine Rbias-
und eine Testbus-Messung in MATLAB® eingelesen und wie beschrieben skaliert. Anschlie-
ßend wurde die Verteilungsdichte der Messwerte mittels Histogramm geschätzt, wobei die
Breite und die Anordnung der verwendeten Klassen nach dem Freedman-Diaconis-Krite-
rium in Abhängigkeit des Datensatzes automatisch gewählt wurden. Basierend auf diesen
Rauschmessungen wurden in einem weiteren Schritt mittels Fit die Parameter der ent-
sprechenden Normalverteilungen geschätzt. In den Abbildungen 5.16(a) und 5.17(a) ist die
gute Übereinstimmung der Messwertverteilung mit einer Normalverteilung zu erkennen.
Die weitgehend vorhandenen Winkelhalbierenden der Quantil-Quantil-Plots unter Nut-
zung der Rauschmessungen und simulierter, normalverteilter Daten bestätigt dieses Er-
gebnis, siehe Abbildungen 5.16(b) und 5.17(b).
Die zwei Spektren in Abbildung 5.15 wurden mittels STFT berechnet, wobei die jeweils
verwendeten 32768 Abtastwerte zuvor mit einem Hamming-Fenster gewichtet wurden. Die
untersuchten Signalausschnitte wiesen dabei eine Überlappung von 50 % auf. Die so ent-
standenen 242 Spektren wurden gemittelt und als Amplitudenspektrum skaliert. Aufgrund
der erzielten Frequenzauflösung wurden die Spektren erst ab einer Frequenz von 10 Hz
abgetragen. Die Amplitudenspektren für die untersuchten Betriebsmodi weisen bis zu ei-
ner Frequenz von etwa 100 Hz das für CMOS-Operationsverstärker typische 1/ f -Rauschen
auf. Im Rbias-Modus geht der Verlauf des Amplitudenspektrums oberhalb von 100 Hz in
weißes Rauschen über. Dieses Rauschen wird bei etwa 2 kHz bereits deutlich gedämpft,
da die verwendeten Eingangsverstärker des BISC 02 bei ihrer maximalen Verstärkung eine
Grenzfrequenz von 2 kHz besitzen und ihrer Übertragungsfunktion dann mit 20 dB/Dekade
abfällt, vergleiche dazu auch Abbildung 5.10. Der Verlauf des Rbias-Amplitudenspektrums
wird dann ab etwa 5 kHz zusätzlich gedämpft, da der on chip Butterworth-Tiefpass zweiter
Ordnung nun seine Grenzfrequenz erreicht, siehe auch Abbildung 5.11.
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Der Verlauf des Testbus-Amplitudenspektrums weist bis etwa 2 kHz das typische 1/ f -Rau-
schen auf, welches anschließend entsprechend stärker gedämpft wird. Der Widerstand des
RC-Hochpasses als offensichtliche Rauschquelle des Messsystems ist im Rbias-Modus di-
rekt an den on chip Eingangsverstärker angeschlossen. Seine Rauschspannung wird somit
nicht Hochpass-gefiltert. Auch das Rauschen der on chip CMOS-Komponenten entsteht
erst nach dem Hochpass des Rbias-Modus. Da auch die externe Signalkonditionierung auf-
grund des Multiplex-Betriebes auf dem Neurochip BISC 02 zur Gewährleistung eines opti-
malen Einschwingverhaltens keine weiteren Filter besitzt, weisen die Amplitudenspektren
in der Abbildung 5.15 kein Hochpassverhalten auf. Die zusätzlich exemplarisch berechnete
AKF (Autokorrelationsfunktion) des Rauschsignals weist mit ihrem symmetrischen Verlauf
auf einen stationären Rauschprozess hin. Der Wert der AKF erreichte für die Verschiebung
τ = 0 wie erwartet den Wert der Varianz bzw. des Quadrats der Standardabweichung des
Rauschens und nahm für wachsende τ rasch ab [322]. Die Untersuchungen zeigen auch,
dass die externe Signalweiterverarbeitung die Bandbreite des Messsystems durch ihr Über-
tragungsverhalten wie angenommen nicht einschränkt.
5.2 Externe Signalaufbereitung und Digitalisierung
Aufgrund der vielfältigen Anbieter von Hardware zur externen Erfassung von Sensorsigna-
len, siehe auch Abschnitt 3.1.3.3, wurde früh eine Zusammenarbeit mit einem lokalen Part-
ner angestrebt, um eine externe Signalaufbereitung, eine Digitalisierung und eine digitale
Vorverarbeitung der BISC-Sensorsignale in einem kompakten Aufbau zu realisieren [323].
Zu einem späteren Zeitpunkt musste diese Entwicklung aber eigenständig fortgesetzt wer-
den. Aufbauend auf den ersten Untersuchungen zum Neurosensor und ersten Entwürfen
einer Sensortestumgebung gemäß Abschnitt 5.1.2 erfolgte eine schrittweise Entwicklung
einer kompletten Hardware-Plattform, welche alle Sensorsignale erfassen und digitalisie-
ren kann. Neben der Aufbereitung der MEA-Signale wurden auch die CPFET- und ISFET-
Sensoren in die Hardware-Entwicklung mit einbezogen. Zudem wurde eine Temperatur-
messung integriert sowie eine Option zur Stimulation der Zellkultur auf dem Sensorchip
geschaffen [5].
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Abbildung 5.18: Prinzip der Signalverarbeitung für 64 MEA-Elektroden nach [5]
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Teile der ersten Sensortestumgebung, die Spannungsversorgung und das I2C-Interface wur-
den übernommen, ggf. abgeändert und ergänzt. Die externe Schaltungsentwicklung für
den BISC 02 vereinfachte sich gegenüber seinem Vorgänger SC1000N [324, 325], da eine
erste analoge Signalkonditionierung für 64 der 68 Palladium-Elektroden bereits auf dem
Sensorchip vorgenommen werden konnte. Zudem erfolgt die Ausgabe dieser aufbereiteten
Elektrodensignale per Zeitmultiplexbetrieb, wodurch eine weitere Verringerung der exter-
nen Beschaltung erreicht wurde. Die Signale der 64 MEA-Elektroden verlaufen symmetrisch
zu AGND. Dabei ist eine Signalverschiebung vor allem aufgrund des Offset der Verstärker
des Neurosensors möglich. Zudem ist zu beachten, dass eine Filterung auf dem Chip das
Einschwingverhalten der externen, analogen Schaltung beeinflussen kann [5].
Angesichts des Verstärkungsbandbreiteproduktes der externen NMA-Verstärker ist ein Kom-
promiss bezüglich des Eingangsruhestroms, des Offset-Verhaltens und der Dynamik bei
der OPV-Auswahl erforderlich. Die Elektrodensignale werden nach der Ausgabe durch den
Neurosensor extern auf dem NMA mittels Impedanzwandler quasi belastungsfrei ausge-
koppelt und infolge möglicher Rausch- und Offset-Größen nur relativ geringfügig verstärkt.
Schließlich erfolgt die Anpassung der Signalsymmetrie an den Eingangsspannungsbereich
der eingesetzten AD-Wandler. Zur Vereinfachung der Schaltungsstruktur und des Daten-
transfers werden serielle Wandler eingesetzt, siehe auch Abbildung 5.18. Die vier vom Sen-
sorchip direkt ausgegebenen Elektrodensignale werden zusätzlich mit einer externen ana-
logen Signalkonditionierung versehen [5].
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Abbildung 5.19: Prinzip der externen Signalverarbeitung der direkten Elektroden nach [5]
Die externe Beschaltung der vier direkten MEA-Elektroden basiert auf der vorherigen Sen-
sorchipgeneration. Das MEA-Signal wird dabei mittels RC-Hochpass ( f Grenz = 3,4 Hz) aus-
gekoppelt. Aufgrund des Messprinzips und der relativ hohen Elektrodenimpedanz, siehe
u. a. Abbildung 5.6 und Tabelle 5.1, muss die externe Schaltung des NMA eine deutlich hö-
here Eingangsimpedanz aufweisen, was sich auf das Rauschverhalten der Schaltung auswir-
ken kann. Nach einer Impedanzwandlung und der Anwendung eines verstärkenden Filters
(v = 11) werden die vier Elektrodensignale zu einem Zeitmultiplexsignal zusammengefasst.
Zuvor wird das bei dieser Signalaufbereitung entstandene Offset reduziert. Die Ansteuerung
des externen Multiplexers erfolgt mit einer 2 Bit-Adresse. Nach diesem MUX existieren im
Vergleich zu den verbleibenden 64 Elektroden identische Bedingungen, sodass deren ex-
terne Signalaufbereitung übernommen werden kann, siehe auch Abbildung 5.19 [5].
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Auf dem BISC-Sensorchip befinden sich zudem ISFET-Sensoren zur Erfassung der stoff-
wechselbedingten Änderungsrate der zellulären Ansäuerungsleistung. Dieser Parameter lässt
einen Rückschluss auf den pH-Wert der Zellkultur zu. Die Wasserstoffionenkonzentration
wird mit einer ionensensitiven Gate-Beschichtung von FETs bestimmt. Diese Messung ist
temperaturabhängig und wird durch eine Langzeitdrift des Sensors beeinflusst. Durch Vor-
gabe einer einstellbaren, konstanten Drain-Source-Spannung UDS und des Drain-Source-
Stromes IDS sowie einer konstanten Substratspannung UBS wird der Arbeitspunkt des IS-
FET-Sensors vorgegeben. Die Ionenkonzentration ist dann als zusätzlicher Anteil der Gate-
Source-Spannung UGS messbar [6], siehe auch Abbildung 5.20.
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Abbildung 5.20: Messaufbau zur Erfassung des pH-Wertes nach [6]
Die ISFETs des BISC 02 besitzen ein Si3Ni4-Gate und ermöglichen so bei 20 °C in der Regel
eine maximale pH-Empfindlichkeit von ca. 58 mV/pH. Eine Verunreinigung oder Oxidation
der Gate-Fläche verringert diese Empfindlichkeit. Vor einer pH-Messung kann deshalb eine
Aktivierung der Gates mittels NaOH sinnvoll sein. In einer Voruntersuchung der ISFETs des
BISC 02 konnte diese Größenordnung der pH-Empfindlichkeit bestätigt werden. DA- und
AD-Wandler dienten dabei der Vorgabe der Arbeitspunkte und dem Einlesen der Messer-
gebnisse, vergleiche auch Abbildung 5.21 [5].
Trotz einer externen Temperaturregelung kann eine zusätzliche Temperaturmessung auf
dem Neurosensor z. B. zur Kontrolle der Temperaturregelung oder zur Erfassung der Ei-
generwärmung des Sensorchips aufgrund der elektronischen Komponenten sinnvoll sein.
Ein CPFET im Innenbereich des Sensorchips wird hierzu als Temperaturdiode TD beschal-
tet und gestattet die Auswertung der temperaturabhängigen Strom-Spannungskennlinie
dieses pn-Übergangs. Die in diesem Fall zu erwartende Temperaturabhängigkeit liegt im
Bereich von -3,5 mV/K bis -2 mV/K. Der Arbeitspunkt der Diode wird mit dem Flussstrom
ITD und der Kathodenspannung UKathode vorgegeben. Die temperaturabhängige Durch-
lassspannung UF kann dann ausgewertet werden. Auch hier werden DA- und AD-Wandler
zur Vorgabe des Arbeitspunktes und zum Erfassen des Messergebnisses genutzt [5].
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Abbildung 5.21: Prinzip der ISFET-Messung nach [5]
Für eine elektrische Reizung der auf dem Chip kultivierten Zellkultur kann ein externes
Stimulussignal auf eine beliebige Anzahl von Elektroden des MEA gegeben werden. Zu-
nächst müssen die zu den gewünschten Elektroden gehörenden Schaltergruppen auf dem
Sensorchip mittels I2C-Register für den Stimulusmodus konfiguriert werden. Anschließend
kann der Stimulus per BNC-Buchse bzw. mittels DA-Wandler eingespeist werden. Diese
beliebige Signalform wird nach der Konditionierung symmetrisch zu AGND ausgegeben.
Da bisher noch keine Charakterisierung des zu verwendenden Stimulussignals erfolgt ist,
wurde unter Berücksichtigung der Eigenschaften von Aktionspotentialen ein DA-Wandler
mit einer maximalen Umsatzrate von 100 kHz gewählt. Die Amplitude des Stimulus kann
dabei bis zu 2,5 V betragen [5].
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Abbildung 5.22: Prinzip der Temperaturmessung nach [5]
Der schaltungstechnische Prototyp des NMA ermöglicht die Anbindung des Neurochips
BISC 02, die Erfassung der Elektrodensignale, eine Temperaturmessung, die pH-Messung,
sowie eine Stimulation der Zellkultur. Optional können die im Rahmen dieser Arbeit nicht
näher untersuchten CPFET mittels Aufsteckplatine angesteuert und deren Signale ausge-
wertet werden. Zusätzlich erlaubt das Messsystem eine I2C-Kommunikation zur Konfigura-
tion des Sensorchips, stellt die externe AGND-Stabilisierung sicher und setzt die Pegel der
digitalen Bus- und Steuersignale, wo erforderlich, zwischen 3,3 V und 5 V um. Eine defi-
nierte Schnittstelle zwischen dem NMA und der externen, digitalen Signalvorverarbeitung
gestattet den Transfer der Messsignale. Dieser Prototyp wurde in ein standardisiertes Ge-
häuse integriert, wobei er an die vorhandene Temperaturregelung sowie den Heizaufsatz
des Vorgängersensors SC1000N der Firma Bionas angepasst wurde [126, 324].
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Abbildung 5.23: Prinzip der Generation des Stimulussignals nach [5]
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Ergänzend zu den Arbeiten am Neuromessadapter wurde auch ein Modul zur digitalen Si-
gnalvorverarbeitung entwickelt, um die mittels NMA erfassten Sensorsignale des BISC 02
bereits vor einem Transfer auf einen Messrechner zu analysieren. Zur Verringerung des
dafür notwendigen Entwicklungs- und Kostenaufwandes wurde ebenfalls frühzeitig eine
Kooperation mit einem regionalen Industriepartner angestrebt [326]. Schließlich musste
auch diese Entwicklungsarbeit selbstständig unter Nutzung von Evaluationboards durch-
geführt werden. Ein FPGA vom Typ Virtex-II der Firma Xilinx [327] bildet das Kernstück
dieses Prototypen. Das FPGA kann in diesem Modul um einen DSP der Firma Texas Instru-
ments ergänzt werden [328, 329]. Die USB (Universal Serial Bus)- und I2C-Kommunikation
zwischen PC und Sensor wird mittels eines USB-Moduls realisiert [330], welches ebenfalls
durch das FPGA angesteuert wird. Diese Komponenten werden mit einer Interface-Platine
an den NMA angeschlossen [331], siehe auch Anhang B.
5.3 Software-Konzept und Abläufe
Mit dem Modul zur digitalen Signalvorverarbeitung kann der Messrechner hinsichtlich der
digitalen Signalauswertung entlastet werden. Die Zwischenspeicherung, die Vorverarbei-
tung und der Transfer der Messdaten werden auf dem FPGA realisiert bzw. vorbereitet.
Auf dem DSP können zusätzliche Algorithmen implementiert werden. Ein mit dem FPGA
verbundenes USB-Modul ermöglicht den Datentransfer auf einen Computer [315]. In Ab-
bildung B.1 ist der Gesamtaufbau des entworfenen Systems bestehend aus Neurosensor,
NMA (Neuromessadapter) sowie FPGA-, DSP- und USB-Modul zu sehen. Mittels USB-Mo-
dul und der darin integrierten I2C-Schnittstelle können das FPGA und der Sensorchip über
einen PC konfiguriert werden. Nach dieser Konfiguration können die Messdaten der MEA-
Elektroden erfasst, digitalisiert und schließlich analysiert werden. Prinzipiell können diese
Daten entweder permanent aufgezeichnet oder nur Abschnitte mit neuronaler Aktivität auf
einen Computer transferiert und gespeichert werden.
5.3.1 FPGA Programmierung
Es wird ein Virtex-II™ V2MB1000 Development Board der Firma Memec Design, jetzt AV-
NET Electronics Marketing, Phoenix, USA, verwendet, welches zur Zwischenspeicherung,
Vorverarbeitung und zum Transfer der Sensormessdaten des BISC 02 genutzt wird [327].
Der Datenaustausch zwischen Neuromessadapter und Virtex-FPGA, die Konfiguration des
FPGA mittels I2C und die USB 2.0-Kommunikation wird durch eine spezielle Interface-
Platine ermöglicht, welche die einzelnen Module miteinander verbindet [331]. Das FPGA-
Development Board stellt einen externen 100 MHz Takt zur Verfügung, der auf dem FPGA
intern in einen 48 MHz und einen 24 MHz Takt geteilt wird. Der 48 MHz Takt wird für die
Wavelet-Transformation und die digitale Filterung der Messdaten auf dem FPGA benötigt.
Dagegen wird der 24 MHz Takt zur Datenerfassung, zur Spike-Detektion und zur Zwischen-
speicherung der Messdaten für den USB-Transfer genutzt [332].
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Darüber hinaus wird der 24 MHz Takt auch für die Ansteuerung der AD-Wandler des Neuro-
messadapters und für die Taktung des USB-Transfers eingesetzt [332]. Ein USB High Speed
Interface Modul 2.5 der Firma Braintechnology realisiert die eigentliche USB-Verbindung.
Das Herzstück dieses USB-Moduls bildet der Chip CY7C68013 der Firma Cypress. Bei ei-
ner externen Taktung dieses Bausteins mit 24 MHz können die Messdaten mit einer Burst-
Datenrate von 48 MByte/s auf den PC übertragen werden [333]. Das USB-Modul gestattet
auch eine I2C-Kommunikation zwischen PC und Messsystem, welche mit einer Taktrate
von bis zu 400 kHz ausgeführt werden. Die I2C-Konfiguration des Sensorchips umfasst un-
terschiedliche Betriebsarten, variable Signalwege, verschiedene Verstärkungen, Variationen
der Bias-Einstellungen und der Signalausgabe sowie eine Offset-Kompensation.
5.3.1.1 Streaming Modus
Diese Betriebsart ermöglicht die kontinuierliche Erfassung von Messsignalen des neuro-
nalen Sensorchips. Alle Daten werden gepuffert und für den Datentransfer per USB 2.0
vorbereitet. Diese Daten werden als Block an das USB-Modul übergeben und anschließend
auf den PC übertragen. Aufgrund der relativ hohen Datenrate des Sensors, die bereits bei ei-
ner Abtastrate pro Sensorelektrode von 20 kHz insgesamt etwa 2,44 MByte/s beträgt, müssen
bei Langzeitmessungen relativ große Datenmengen bewältigt werden, vergleiche auch die
Tabellen 5.6 und 5.7. Dieser Datendurchsatz kann deshalb die Archivierung und besonders
die effektive Auswertung eines Experimentes erschweren.
AD-Auflösung/Bit 12 14 16 (Int)
Daten pro MEA-Elektrode / Bits 240.000 280.000 320.000
Daten pro MEA-Elektrode / Bytes 30.000 35.000 40.000
Daten pro MEA / Bytes 1.920.000 2.240.000 2.560.000
Daten pro MEA / MBytes 1,83 2,14 2,44
Tabelle 5.6: Datenraten bei kontinuierlichem Transfer und einer Abtastrate von 20 kHz
AD-Auflösung/Bit 12 14 16 (Int)
Daten pro MEA-Elektrode / Bits 399.600 466.200 532.800
Daten pro MEA-Elektrode / Bytes 49.950 58.275 66.600
Daten pro MEA / Bytes 3.196.800 3.729.600 4.262.400
Daten pro MEA / MBytes 3,05 3,56 4,06
Tabelle 5.7: Datenraten bei kontinuierlichem Transfer und einer Abtastrate von 33,3 kHz
Die realisierte VHDL-Implementierung auf dem FPGA-Modul stellt die für das System er-
forderlichen Takte zur Verfügung, steuert die Multiplexer des Sensorchips BISC 02 und die
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acht AD-Wandler des Neuromessadapters an, realisiert eine Zwischenspeicherung der stan-
dardmäßig 14 Bit breiten Abtastwerte und überträgt diese Daten direkt an das USB-Modul.
Wie im Abschnitt 5.3.1.2 dargestellt, erfolgt bei einer Spike-Detektion zusätzlich noch eine
Signalzerlegung mittels diskreter Wavelet-Transformation. Nach einer optionalen Filterung
und Signalrekonstruktion erfolgt anschließend die Detektion von Aktionspotentialen.
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Abbildung 5.24: Prinzip des Streaming-Modus parallel für acht MEA-Elektroden nach [7]
Auf dem Sensorchip BISC 02 befinden sich acht analoge Multiplexer, die zu jedem Zeit-
punkt je ein Signal der insgesamt 64 MEA-Elektroden ausgeben. Alle acht Multiplexer wer-
den auf dem Sensorchip über einen externen, vom FPGA bereitgestellten Takt angesteuert.
Dieser Takt hängt von der gewünschten Abtastfrequenz der Sensorsignale ab. Bei einer
Abtastfrequenz von 20 kHz erfolgt eine MUX-Ansteuerung mit einem Takt von 160 kHz.
Dieser Takt erhöht sich auf 267 kHz, falls mit 33,3 kHz abgetastet wird. Vor Beginn jeder
Messung wird eine Synchronisation zwischen Sensorchip und FPGA durchgeführt, um ei-
ne eindeutige Datenzuordnung zu gewährleisten. Das Einlesen der durch die AD-Wandler
digitalisierten Werte erfolgt seriell mit 24 MHz auf acht Kanälen gleichzeitig.
Die standardmäßig 14 Bit breiten Abtastwerte werden auf dem FPGA in einem 18 Bit breiten
Speicher abgelegt. Bei der Datenerfassung werden in einem Zyklus insgesamt 8192 Werte,
also 128 Samples für jede der 64 MEA-Elektroden, abgelegt. Zusätzlich werden Zeitmar-
ken und Blocknummern in einem Statusspeicher gesichert. Mit diesen Zusatzinformatio-
nen werden je Zyklus 8196 jeweils 16 Bit breite Werte im Streaming-Modus ohne Filterung
und Detektion direkt zum USB-Modul transferiert und auf den Arbeitsrechner übertragen.
Für die Zwischenspeicherung der Messdaten werden auf dem FPGA zwei Speicherbereiche
genutzt, die wechselseitig das Einlesen der Daten bzw. deren Übertragung ermöglichen
[7, 332]. Die Funktionsweise des Streaming-Modus ist in Abbildung 5.24 dargestellt.
5.3.1.2 Spike-Detektion
In dieser Betriebsart erfolgt auf dem FPGA-Modul zusätzlich eine Datenvorverarbeitung,
die aus einer mehrstufigen Signalzerlegung mit anschließender Filterung und Signalde-
tektion besteht. Diese Datenanalyse ermöglicht eine deutlich Reduzierung der benötigten
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Bandbreite des USB-Transfers, da nur noch detektierte Aktionspotentiale auf dem Messrech-
ner gespeichert werden. Neben der speichereffizienten Archivierung kann so auch die Da-
tenauswertung vereinfacht werden. Es werden wieder 8192 Werte, also 128 Abtastungen für
jede der 64 MEA-Elektroden, in einen 18 Bit breiten Speicher eingelesen, da diese Speicher-
breite in der Virtex-Architektur bezüglich der FPGA-Multiplizierer optimiert ist.
Nach Abschluss des Einleseprozesses erfolgt die Zerlegung der Messsignale mittels diskre-
ter Wavelet-Transformation entsprechend [334]. Die jeweiligen Ergebnisse werden als 18 Bit
Integerwerte im Zweierkomplement abgelegt. Mittels Detailband d1 dieser Transformation
wird der Rauschpegel des Signals und damit die Höhe der benötigten Detektionsschwel-
le berechnet. Anschließend erfolgt die Kalkulation der inversen Wavelet-Transformation.
Das resultierende Zeitsignal wird unter Verwendung der zuvor ermittelten und in einem
Schwellwertspeicher abgelegten Detektionsschwelle auf Spikes untersucht. Dieses Verfah-
ren wird in Abschnitt 6.1 näher vorgestellt.
Während der Detektion von Aktionspotentialen wird auf dem FPGA ein 160 x 16 Bit breiter
Arbeitsspeicher genutzt. Zudem werden die letzten 2048 Werte des vorherigen Datensfen-
sters in einem History-Speicher abgelegt, um auch Spikes erfassen zu können, die bereits
vor Beginn des aktuell untersuchten Datenfensters starteten. Im Falle einer Detektion wer-
den insgesamt 32 Abtastwerte aus dem Messsignal extrahiert, acht Samples vor der Über-
bzw. Unterschreitung der Schwelle und 24 nachfolgende Abtastwerte. Diese Werte werden
als Spike inklusive Zeitstempel, Kanalnummer und Rauschniveau in einen FIFO (First In
First Out)-Speicher des FPGA für den späteren USB-Transfer geschrieben. Das Prinzip des
Spike-Modus wird in Abbildung 5.25 veranschaulicht.
Eine Spike-Detektion ohne Wavelet-Zerlegung ist ebenfalls möglich. Hier käme dann eine
vorgegebene feste Detektionsschwelle zum Einsatz. Der FIFO-Speicher ist für insgesamt
55 Spikes inklusive ihrer Zusatzinformationen ausgelegt. Diese Spikes müssen zunächst
ausgelesen und mittels USB übertragen werden, bevor neue Signalformen erfasst werden
können. Ab sechs im FIFO enthaltenen Spikes erhält das USB-Modul das Signal zum Be-
ginn des Datentransfers. Zur Ermöglichung eines Testregimes ohne angeschlossenem Sen-
sorchip existiert ein Testmustergenerator auf dem FPGA, der im entsprechenden Betriebs-
modus anstatt der AD-Werte des MEA-Sensors definierte Kurvenformen bereitstellt. Diese
eindeutigen Muster können unabhängig von biologischen Messungen zum Systemtest ge-
nutzt werden [8, 332, 335, 336].
5.3.2 Datenerfassung auf Messrechner
Praktisch werden alle aktuellen Computer mit einer vorinstallierten Windows-Version und
USB-Schnittstellen ausgeliefert. Der aktuelle Standard USB 2.0 bietet mit einer möglichen
Datenrate von 480 MBit/s, also 60 MByte/s, eine für den neuronalen Sensorchip ausreichend
große Bandbreite für die Datenübertragung. Eine Verwendung z. B. des alternativen Fi-
rewire-Protokolls erfordert dagegen eine zusätzliche Installation von Hardware. Vor dem
Hintergrund einer möglichst einfachen Installation und Nutzung des Messsystems wurde
5.3 Software-Konzept und Abläufe 73
D
at
en
sp
ei
ch
er
 3
8k
 x
 1
8 
B
it
D
P
 B
lo
ck
 R
A
M
D
at
en
sp
ei
ch
er
 2
8k
 x
 1
8 
B
it
D
P
 B
lo
ck
 R
A
M
D
at
en
sp
ei
ch
er
 1
8k
 x
 1
8 
B
it
D
P
 B
lo
ck
 R
A
M
D
at
en
sp
ei
ch
er
 0
8k
 x
 1
8 
B
it
D
P
 B
lo
ck
 R
A
M
St
at
u
ss
p
ei
ch
er
 3
16
 x
 1
6 
B
it
D
P
 D
is
tr
. R
A
M
St
at
u
ss
p
ei
ch
er
 2
16
 x
 1
6 
B
it
D
P
 D
is
tr
. R
A
M
St
at
u
ss
p
ei
ch
er
 1
16
 x
 1
6 
B
it
D
P
 D
is
tr
. R
A
M
St
at
u
ss
p
ei
ch
er
 0
16
 x
 1
6 
B
it
D
P
 D
is
tr
. R
A
M
D
ig
it
al
is
ie
ru
n
g
vo
n
 8
 a
n
al
o
ge
n
K
an
äl
en
 p
ar
al
le
l,
A
b
ta
st
u
n
g 
m
it
 je
20
 k
H
z 
/ 
33
,3
 k
H
z
Se
ri
el
l e
s 
E
in
le
se
n
d
er
 S
am
p
le
s  
m
it
24
 M
H
z
U
SB
-I
n
te
rf
ac
e
24
 M
H
z 
ex
te
rn
e
Ta
kt
u
n
g
Ü
b
er
tr
ag
u
n
g 
vo
n
m
in
d
.6
 S
p
ik
es
22
2 
x 
16
 B
it
p
ro
 B
lo
ck
Te
st
m
u
st
er
-
ge
n
er
at
o
r,
 R
O
M
2k
 x
 1
6 
B
it
B
lo
ck
 R
A
M
W
av
el
et
-
Tr
an
sf
o
rm
at
io
n
Z
er
le
gu
n
g 
u
n
d
o
p
t.
 F
ilt
er
u
n
g
18
 x
 1
8 
B
it
 M
u
lt
p
l.
In
te
ge
r,
 Z
w
ei
er
-
K
o
m
p
le
m
en
t
In
ve
rs
e
W
av
el
et
-
Tr
an
sf
o
rm
at
io
n
Sc
h
w
el
lw
er
t-
sp
ei
ch
er
je
 K
an
al
 4
 x
 1
6 
B
it
in
sg
. 2
56
 x
 1
6 
B
it
D
P
 B
lo
ck
 R
A
M
Sp
ik
e-
D
et
ek
ti
o
n
im
 Z
ei
ts
ig
n
al
 m
it
zu
vo
r 
er
m
it
te
lt
en
Sc
h
w
el
lw
er
te
n
A
rb
ei
ts
sp
ei
ch
er
16
0 
x 
16
 B
it
D
is
tr
. R
A
M
H
is
to
ry
-S
p
ei
ch
er
2k
 x
 1
6 
B
it
B
lo
ck
 R
A
M
F
IF
O
 fü
r 
 m
ax
.
55
 S
p
ik
es
2k
 x
 1
6 
B
it
B
lo
ck
 R
A
M
Abbildung 5.25: Prinzip des Spike-Modus parallel für acht MEA-Elektroden nach [8]
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das Windows-Betriebssystem und USB 2.0 zur Ansteuerung und zum Auslesen des neuro-
nalen Messsystems ausgewählt. Das in Abschnitt 5.3.1 vorgestellte USB-Modul wird über
eine DLL (Dynamic Link Library) in dieses System mit eingebunden [337].
Das Datenaufkommen pro Sensorchip kann für die 64 MEA-Elektroden je nach Abtastra-
te und Auflösung bis zu 4,06 MByte/s betragen, siehe auch die Tabellen 5.6 und 5.7. Dies
entspricht bis zu 244 MByte/min. Prinzipiell kann der neuronale Sensorchip deshalb in zwei
unterschiedlichen Betriebsmodi betrieben werden. Unabhängig von den konkreten Chip-
konfiguration können die erfassten Sensordaten kontinuierlich bzw. ausschnittsweise ge-
speichert werden, vergleiche dazu auch die Abschnitte 5.3.1.1 und 5.3.1.2. Für die Mes-
sungen wurde aufbauend auf [338] eine PC-Software entwickelt und zur Konfiguration des
Messsystems sowie zur Speicherung der Sensordaten eingesetzt.
Aus Kompatibilitätsgründen werden die Messungen des BISC 02 im Plexon-Format gespei-
chert. So können die Messdaten mit bereits bestehenden Systemen verglichen und ent-
sprechende, frei verfügbare Analysewerkzeuge genutzt werden. Die Dateiformate von Ple-
xon Inc., USA, sind gut dokumentiert und können relativ einfach umgesetzt werden [339].
Im Continuously Digitized Data-Format werden die kontinuierlich im Streaming-Modus
erfassten Messdaten abgelegt. Nach einem Header werden die Abtastwerte je Sensorka-
nal fortlaufend gespeichert. Im so genannten PLX-Format werden dagegen nur einzelne
Aktionspotentiale archiviert. Da lediglich Phasen neuronaler Aktivität gespeichert werden,
kann die Dateigröße deutlich reduziert werden. Zu den einzelnen Spikes selbst werden
dann zusätzliche Informationen in entsprechenden Header-Strukturen gesichert.
5.3.2.1 Streaming Modus
Das C/C++ -Programm Bisc Recorder wurde entworfen, um neben der eigentlichen Messda-
tenarchivierung auch das FPGA und den Sensorchip konfigurieren zu können, da beide
Komponenten über den I2C-Bus für verschiedene Betriebsarten initialisiert werden kön-
nen. Wie in Abbildung 5.26 veranschaulicht, wird mit dieser Software zu Beginn einer jeden
Messung im Streaming-Modus eine Initialisierung des Systems vorgenommen. Dies betrifft
zunächst die USB- und die I2C-Kommunikation. Anschließend wird der Sensorchip konfi-
guriert und eine entsprechende Einstellung in das FPGA geladen. Für die nachfolgende
Messung wird zudem ausreichend Speicher für die Datenverarbeitung auf dem Messrech-
ner reserviert.
Danach wird eine automatische Offset-Kompensation aller 64 Sensorkanäle des Multielek-
trodenarrays durchgeführt. Falls erforderlich erfolgt auch eine Anpassung der Verstärkung.
Schließlich wird eine DDT-Datei angelegt in die sämtliche Messdaten abgespeichert wer-
den. Eine Synchronisation der Einstellungen von FPGA und Sensorchip gewährleistet die
eindeutige Zuordnung der über die Multiplexer des Sensors ausgegebenen Daten. Im An-
schluss findet die eigentliche kontinuierliche Erfassung und Archivierung der Sensordaten
statt. Wie in Abschnitt 5.3.1.1 erläutert werden die Sensordaten fortlaufend Block-weise per
USB 2.0 übertragen, auf dem PC in das DDT-Format konvertiert und abgespeichert.
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Nach Abbruch der Datenakquise wird diese DDT-Datei geschlossen. Der Neurosensor und
das FPGA-Modul werden zurückgesetzt und der bislang durch den BISC Recorder genutzte
Speicher wird freigegeben. Die automatische Offset-Kompensation wie auch die kontinu-
ierliche Datenspeicherung wurden als Threads implementiert, die allerdings nacheinander
ausgeführt werden. Einmal konnte so die Priorität der Programmausführung detailliert ge-
steuert werden. Zudem besteht für den Anwender die Möglichkeit, bei einer zukünftigen
Programmerweiterung auch während einer laufenden Sensormessung mit dem BISC Re-
corder zu arbeiten. Die Thread-Realisierung orientierte sich dabei an [340].
5.3.2.2 Spike Modus
Der BISC Recorder kommt auch bei der Erfassung der Spike-Daten wie in Abbildung 5.27
dargelegt zur Anwendung. Analog zum Streaming-Modus erfolgt auch zu Beginn einer
Spike-Messung die Initialisierung des Messsystems. Erneut wird der erforderliche Speicher
für das Programm reserviert. Für diesen Betriebsmodus werden die Offset- und Verstärker-
einstellungen der kontinuierlichen Messung übernommen. Nach dem Anlegen einer PLX-
Datei und der erforderlichen Synchronisation zwischen Sensor und FPGA wird die eigent-
liche Datenerfassung gestartet.
Es werden jeweils wie in Abschnitt 5.3.1.2 beschrieben sechs Spikes mit ihren Zusatzin-
formationen vom USB-Modul übernommen, anschließend auf dem PC in das PLX-For-
mat konvertiert und abgespeichert. Zusätzlich können diese Daten bei Bedarf auch als
binäre Rohdaten für Debug-Zwecke in einer separaten Datei gesichert werden. Nach Ab-
bruch der Datenakquise werden die Datenspeicherung abgeschlossen und der Sensor so-
wie das FPGA-Modul zurückgesetzt. Falls zuvor ausgewählt, werden die binären Rohdaten
dann zusätzlich auch als lesbare ASCII (American Standard Code for Information Inter-
change)-Spike-Datensätze abgelegt. Die Datenerfassung und nachfolgende Binärdatenkon-
vertierung wurden ebenfalls in eigenen Threads gemäß [340] implementiert.
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Initialisierung des Messsystems:
Kommunikation:
USB2.0 480 MBit / s
I C 100 kHz
Sensorchip (Beispielkonfiguration):
Rbias, alle Kanäle aktiv
Verstärkung=1,Filter und Mux an
FPGA (Beispielkonfiguration):
Streaming der Daten
Abtastung 33 kHz, Auflösung 14 Bit
!
#
#
!
#
#
!
#
#
2
Abruf der Daten von USB-Modul:
8200 short Werte  pro Blocktransfer
8196 Sensor-Abtastwerte
Zeitstempel
Blocknummer
!
#
#
#
Vorbereitung der Datenspeicherung:
Anlegen einer DDT-Datei
Header-Information
!
!
Speicherreservierung Streaming:
USB-Puffer: 8200 short Werte
DDT-Puffer: 8192 short Werte
Offset-Komp.: 64 x 4k short Werte
!
!
!
Offset-Kompensation und ggf. auch
Verstärkungsanpassung für alle 64
Kanäle  des MEA auf dem Sensorchip
Synchronisation von BISC und FPGA
Start
Stop
Abbruch der
DAQ?
Konvertierung in DDT-Format und
Speicherung in die DDT-Datei
Schließen der DDT-Datei
Reset von Sensorchip und FPGA
Freigabe des reservierten Speichers
nein
ja
Abbildung 5.26: Konfiguration des Messsystems und Datenarchivierung im Streaming-Mo-
dus mit Hilfe des Bisc Recorder Rev. 29
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Initialisierung des Messsystems:
Kommunikation:
USB2.0 480 MBit / s
I C 100 kHz
Sensorchip (Beispielkonfiguration):
Rbias, alle Kanäle aktiv
Verstärkung=1,Filter und Mux an
FPGA (Beispielkonfiguration):
Spike-Mode mit DWT und Filterg.
Abtastung 33 kHz, Auflösung 14 Bit
!
#
#
!
#
#
!
#
#
2
Abruf der Daten von USB-Modul:
222 short Werte  pro Blocktransfer
6 Spikes à 37 short Werte inkl.:
Zeitstempel
Kanalnummer, Rauschwert
32 Abtastwerte pro Spike
!
#
"
"
"
Vorbereitung der Datenspeicherung:
Anlegen einer PLX-Datei
Header-Information
Ggf. Datei für Rohdaten
!
!
!
Speicherreservierung Streaming:
USB-Puffer: 222 short Werte
PLX-Puffer: 60 x 40 short Werte
Ggf. Rohdaten: 60 x 46 short Werte
!
!
!
Synchronisation von BISC und FPGA
Start
Stop
Abbruch der
DAQ?
Konvertierung in PLX-Format und
Speicherung in die PLX-Datei
Ggf. zusätzliche Abspeicherung als
binäre Rohdaten in separate Datei
Schließen der PLX-Datei
Reset von Sensorchip und FPGA
Freigabe des reservierten Speichers
nein
ja
Ggf. Aufbereitung der Spike-Rohdaten
Abbildung 5.27: Konfiguration des Messsystems und Datenarchivierung im Spike-Modus
mit Hilfe des Bisc Recorder Rev. 29
6 Digitale Signalverarbeitung
Die automatisierte Aufbereitung und die Detektion von Sensorsignalen stellen die Grund-
lagen für die effiziente Anwendung des vorgestellten Messsystems dar. Unter Verwendung
der Wavelet-Transformation wird das MEA-Signal mehrstufig zerlegt und anhand der Koef-
fizienten optional gefiltert. Das rekonstruierte Zeitsignal kann nun auf Besonderheiten des
Signalverlaufs hin untersucht werden. Basierend auf einer adaptiven Detektionsschwelle ist
es möglich, Aktionspotentiale aus einem kontinuierlichen neuronalen Messsignal zu extra-
hieren. Neben der automatisierten Detektion von Aktionspotentialen ist eine weitgehend
autonome Klassifikation der Sensordaten wünschenswert.
Das Ziel ist die Zuordnung der extrahierten Aktionspotentiale zu bestimmten Neuronen der
Zellkultur. Diese zeitliche und räumliche Zuordnung ermöglicht eine genauere Beschrei-
bung des Netzwerkverhaltens. Da die Neuronen im Allgemeinen nicht lokalisiert werden
können, wird diese Zuordnung oftmals auch als Unit-Separation bezeichnet. Grundsätz-
lich wird die Klassifizierung dadurch erschwert, dass weder das Aussehen dieser Spikes
noch die Anzahl der zu erwartenden Klassen vor einer Messung bekannt sind. Die Klassifi-
zierung kann also nur auf den Messdaten selbst basieren. Wie im Abschnitt 3.1.2 dargelegt
stellt der Mangel an effektiven, möglichst nicht überwachten Verfahren der Klassifikation
eine wichtige Einschränkung bei der Nutzung von MEA-Systemen dar.
In den Abschnitten 3.2 und 3.3.3 wurden bereits zahlreiche Ansätze zur Klassifikation von
Aktionspotentialen mit ihren Vor- und Nachteilen vorgestellt. Im Rahmen dieser Arbeit
stand deshalb auch nicht die Suche nach neuen Klassifikationsverfahren im Vordergrund.
Jedoch wurde das Ziel einer zügigen Implementierung bekannter, einfacher aber robuster
Methoden der Datenauswertung verfolgt. Diese Verfahren sollten in der Lage sein, den
Umfang der manuellen Interaktion während einer idealerweise in Echtzeit durchgeführ-
ten Klassifikation der Sensordaten zu reduzieren. Es wurde dabei auf bewährte Template
Matching-Verfahren zurückgegriffen.
Zusätzlich wurden verschiedene Methoden der Merkmalsgewinnung sowie alternative Merk-
malsvektoren hinsichtlich ihrer Eignung für die Mustererkennung untersucht. Die robuste
Identifikation der vorhandenen Klassen stellt dabei ein Problem dar. Erst mit dem Vorlie-
gen dieser Modell-Spikes oder Templates kann aber die eigentliche Klassifikation begin-
nen. Durch das Fehlen einer objektiven Unit-Definition kann die Bewertung der entstan-
denen Klassen selbst durch Experten sehr unterschiedlich ausfallen. In den nachfolgenden
Abschnitten erfolgt zunächst eine Darstellung der angewendeten Signalfilterung und der
Spike-Detektion. Neben Ansätzen zur Template-Generation wird dann auch ein Klassifika-
tionsverfahren vorgestellt.
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6.1 Signalaufbereitung und Detektion
6.1.1 Hintergrund
Im Abschnitt 3.2.1 erfolgte bereits eine Darstellung prinzipieller Ansätze zur Extrahierung
von Aktionspotentialen. Demnach lassen sich Extraktionsmethoden unter Verwendung von
Detektionsschwellen zwar relativ einfach implementieren. Die Wahl der optimalen Schwel-
lenhöhe zur bestmöglichen Trennung von neuronaler Aktivität und Rauschen kann bei die-
sem traditionellen Ansatz aber problematisch sein. Die Detektion mittels Schwellen eignet
sich jedoch aufgrund ihrer Einfachheit besonders für eine Echtzeitimplementierung.
Die Wavelet-Transformation kann die Energie des Sensorsignals nicht nur in unterschiedli-
chen Zeit- bzw. Frequenzauflösungen darstellen. Die Manipulation der Wavelet-Koeffizien-
ten kann auch zur effektiven Signalfilterung eingesetzt werden, u. a. [341–344]. Diese Filte-
rung, oftmals auch Denoising und Detrending genannt, kann den Signalrauschabstand des
untersuchten Messsignals verbessern und somit das Ergebnis der Spike-Detektion mittels
Schwellenansatz optimieren. Deshalb soll die Signalaufbereitung mittels Wavelet-Transfor-
mation und die anschließende Spike-Detektion anhand einer adaptiven Schwelle unter-
sucht werden.
Die Signalfilterung unter Anwendung einer nichtlinearen Schwellenoperation zur Modi-
fizierung von Wavelet-Koeffizienten wurde erstmals in [345] vorgestellt. Dieses Verfahren
zur Rauschreduzierung untersucht die gesamte Bandbreite des Signals. Diese als Wavelet
Shrinkage bezeichnete Methode benötigt keine Annahmen bezüglich des Charakters des
zu untersuchenden Signals und erlaubt Signalunstetigkeiten. Aufgrund der Orthogonali-
tät dieser Transformation wird das weiße Rauschen des Ausgangssignals wieder in weißes
Rauschen der gewonnenen Koeffizienten transformiert. Lediglich die Signalenergie wird in
Abhängigkeit der gewählten Wavelet-Familie in weniger Koeffizienten konzentriert. Daher
ist eine Trennung von Signal und Rauschen möglich [345, 346].
X (t )= S(t )+N (t ) (6.1)
WX [m,n]= 2
−m
2
∑
k
X [k]ψ
(
2−mk−n) (6.2)
Dieser Filteransatz arbeitet in Bezug auf die Abschätzung der Stetigkeit des untersuchten
Signals nahezu optimal. Die Methode umfasst drei Schritte, siehe Gleichungen 6.3 bis 6.5.
Ausgehend von realen Messdaten X (t ), siehe Gleichung 6.1, soll das wahre Signal S(t ) un-
ter Annahme eines additiven, Gauß-verteilten weißen Rauschens N (t ) abgeschätzt werden.
Nach der Digitalisierung des Messsignals kann eine diskrete Wavelet-Transformation WX
gemäß Gleichung 6.2 der Daten X [k] berechnet werden. Anschließend wird eine Schwelle λ
auf die Wavelet-Koeffizienten Y angewendet. Die Rücktransformation W−1X liefert eine Ab-
schätzung des diskreten Signals Sˆ[k]. Nach einer DA-Wandlung liegt dann Sˆ(t ) vor [346].
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Die Gleichung 6.6 beschreibt eine nichtlineare Operation D , bei der die Schwelle λ auf
die Wavelet-Koeffizienten angewendet wird. Es handelt sich hier um Soft Thresholding.
Die Wahl der Schwelle λ ist von entscheidender Bedeutung für das Shrinkage-Verfahren.
In diesem Falle muss das Verfahren gemäß den Gleichungen 6.3 bis 6.5 um einen vierten
Schritt zur adaptiven Abschätzung von λ ergänzt werden. Deshalb existieren zahlreiche
Varianten des Wavelet Shrinkage Denoising, die sich in der Implementierung der Wavelet-
Transformation und in der Wahl und Anwendung der Schwelle unterscheiden [346–348].
Y =W(X ) (6.3)
Z =D(Y ,λ) (6.4)
Sˆ =W−1(Z ) (6.5)
Bemerkenswert ist ein Denoising-Ansatz, welcher unter der Annahme von weißem, Gauß-
verteiltem Rauschen auf einer universellen Schwelle basiert, die datenunabhängig berech-
net wird, siehe Gleichung 6.7. Der Schwellwert λ hängt lediglich von der Standardabwei-
chung des Rauschens σ und der Menge n der untersuchten Abtastwerte ab. Diese globale
Schwelle wird auf alle Dekompositionsstufen der DWT angewendet [347]. Im Gegensatz zu
alternativen Schwellen vereinfacht sich die Berechnung, da die Anzahl n der untersuchten
Werte vorab bekannt ist. Speziell in der Bildbearbeitung wird die „visuelle“ Überlegenheit
dieser auch als VisuShrink bezeichneten Methode hervorgehoben [345, 347, 348].
D(Y ,λ)≡ sgn(Y )max(0, |Y |−λ) (6.6)
λ=σ
√
2loge (n) (6.7)
σˆ= Median
(∣∣Yd−1,k ∣∣ : 0≤ k < 2d−1)
0,6745
(6.8)
Empirische Untersuchungen zeigen, dass das feinste Detailband d1 der Wavelet-Dekompo-
sition eines mit weißem Rauschen überlagerten Signals von wenigen Ausnahmen abgese-
hen auch aus Rauschen besteht. Unter der Annahme der Normalverteilung wird daher zur
robusten Abschätzung der Standardabweichung des Rauschens σˆ die Gleichung 6.8 auf die
Koeffizienten Y in d1 angewendet. Das Verfahren Median Absolute Deviation eignet sich
dabei gut zur Abschätzung von mittelwertlosem, Gauß-verteiltem, weißem Rauschen. Die
Schwelle σˆ
√
2loge (n) wird dann auf alle Detailbänder angewendet. Die inverse Wavelet-
Transformation gestattet danach eine Abschätzung des rauschreduzierten Originalsignals
[347, 349]. Dieser universelle Ansatz kann mit geänderter Schwellenberechnung auch bei
nicht weißem Rauschen sowie nicht Gauß-verteilten Daten genutzt werden [348].
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6.1.2 Simulation und Implementierung
Neben der analogen, Hardware-basierten Filterung bieten sich zusätzliche digitale Filter für
die Aufbereitung von MEA-Signalen an. Bei einer Untersuchung von klassischen Verfahren
konnten lediglich FIR (Finite Impulse Response)-Filter überzeugen. Alternativ einsetzbare
IIR (Infinite Impulse Response)-Filter weisen bei vergleichbaren Spezifikationen zwar eine
kleinere Ordnung und somit einen geringeren Implementierungsaufwand auf. Infolge ihrer
nichtlinearen Phasenverläufe kommt es aber zu Signalverzerrungen [334].
Traditionell wird in einer Lernphase die Schwellenhöhe für die Spike-Detektion manuell
bestimmt und während eines Experimentes unverändert beibehalten, siehe z. B. [139, 266].
In Offline-Verfahren erfolgt dagegen die Ermittlung der Detektionsschwelle oftmals in Ab-
hängigkeit der Standardabweichung σ des gesamten Signals. Bei einer Echtzeitimplemen-
tierung kann die Höhe der Detektionsschwelle nur unter Berücksichtigung eines begrenz-
ten Teils der akquirierten Daten gewählt werden. Sie muss sich zudem in Abhängigkeit der
Signaleigenschaft ändern können.
Mit verschiedenen Verfahren kann die Standardabweichung eines Signalausschnitts abge-
schätzt und in Abhängigkeit dazu die Schwellenhöhe nachgeführt werden. Wird bei dieser
Abschätzung jedoch die gesamten Bandbreite des Messsignals genutzt, so kann z. B. auf-
grund von Burst-Aktivitäten im neuronalen Signal die Schwellenhöhe deutlich ansteigen
und so zu Detektionsfehlern führen [163, 350]. In diesem Zusammenhang kann die Wave-
let-Transformation angewendet werden, da aufgrund ihrer Mehrfachauflösung neben einer
effektiven Signalkonditionierung auch die Bestimmung einer gegenüber dem FIR-Ansatz
robusteren Detektionsschwelle ermöglicht wird [334].
Analysen mittels LabVIEW® an einem synthetisierten, nicht zusätzlich bandbegrenzten Si-
gnal zeigten, dass bereits bei der Verwendung des Spike-ähnlichen db21-Wavelets gegen-
über dem Haar-Wavelet bei vergleichbarem Implementierungsaufwand eine deutlich ver-
besserte Trennung von Signal- und Rauschanteilen erzielt werden konnte. Das db4-Wavelet
erreichte diesbezüglich eine weitere Verbesserung. Die Untersuchungen bestätigten auch,
dass das feinste Detailband d1 der Wavelet-Transformation zur robusten Abschätzung von
σˆ genutzt werden kann [334].
Aufgrund der weitgehenden Trennung von Signal- und Rauschanteilen mittels DWT und
geeignetem Wavelet bleibt σˆ des Detailbandes d1 im Allgemeinen unbeeinflusst von mög-
licher neuronaler Aktivität. Eine Schwelle zur Spike-Detektion kann bei einem nicht band-
begrenzten Signal also an σˆd1 gekoppelt und oberhalb des Signalrauschens positioniert
werden. Nach einer optionalen Signalfilterung mittels Thresholding der Wavelet-Koeffizi-
enten laut den Gleichungen 6.6 und 6.7 und der Rücktransformation des Signals kann im
untersuchten Datenfenster die Spike-Detektion durchgeführt werden [351].
1Generell werden die Wavelets der Daubechies-Familie mit dbN bezeichnet, wobei N der Ordnung des
Wavelet entspricht. Verschiedene Autoren nutzen jedoch die Bezeichnung 2N.
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Dieses Verfahren zur Rauschreduzierung und Spike-Detektion wurde zunächst auf einem
PCI-Board mit Xilinx Virtex E FPGA implementiert und anhand simulierter Sensordaten
getestet. Die diskrete Wavelet-Transformation wurde dabei unter Verwendung des Lifting
Scheme [352, 353] in Handel-C [354, 355] realisiert. Der Berechnungsaufwand konnte so
gegenüber dem FIR-Ansatz deutlich verringert werden. Die Berechnungen wurden mittels
Festkomma-Arithmetik ausgeführt und die Wavelet-Koeffizienten als Binärbrüche gespei-
chert. Es kam das db2-Wavelet zum Einsatz. Zur Bestimmung des Rauschniveaus im syn-
thetisierten Testsignal wurde das Detailband d1 analysiert [356].
MD = 1
n
n∑
i=1
|xi − x¯| (6.9)
MD =σ
√
2
pi
(6.10)
Zur Vereinfachung der Implementierung wurde σˆd1 im Unterschied zu Donoho et al. mit-
tels MD (Mean Absolute Deviation from the Mean) gemäß den Gleichungen 6.9 und 6.10
abgeschätzt. Dabei wurde in guter Näherung x¯ = 0 angenommen. Man kann zwar zei-
gen, dass MD als Streuungsmaß zur Beschreibung einer normalverteilten, fehlerbehafteten
Messung geeignet ist [357] und deshalb in vergleichbaren Detektionsansätzen auch zur An-
wendung kommt [177]. Allerdings kann diese vereinfachte σˆ-Abschätzung durch neuronale
Signalanteile beeinflusst werden, die zusätzlich im Detailband d1 enthalten sein könnten.
Der aufwändigere MAD-Schätzer liefert eine robustere Schätzung der Standardabweichung,
da der Median weniger anfällig für möglichen „Ausreißer“ ist [358].
Die auf dem Virtex E umgesetzte Signalkonditionierung beschränkt sich auf eine optionale
Hochpassfilterung mit Löschung des a5-Bandes. Diese Filterung entspricht bei FS = 20 kHz
einer Grenzfrequenz von ca. 312,5 kHz. Es wird jeweils ein Fenster von 128 Werten pro
Kanal mit der DWT in fünf Skalen zerlegt. Für die Denoising-Schwelle würde gemäß Glei-
chung 6.7 deshalb λ≈ σˆd1·3,11 bzw. λ≈ 3,9·MD gelten. σˆd1 wird aber nur zur Bestimmung
einer Detektionsschwelle für die Spike-Extraktion genutzt. Unter der Annahme einer Nor-
malverteilung wird die Größe des Rauschniveaus mit 3 · σˆd1 bzw. 3,76 ·MD angesetzt. Die
Detektionsschwelle ergibt sich dann als zweifaches Rauschniveau thrDet = 7,52 ·MD . Diese
Berechnung kann gerundet über Schiebeoperationen erfolgen [351].
Die Wirksamkeit dieses Ansatzes wurde mit simulierten Daten überprüft und bestätigt.
Diese Testdaten wurden anhand von Spike-Templates, weißem, Gauß-verteiltem Rauschen
und einem niederfrequenten Sinussignal erstellt. Die Spike-Detektion in realen Messdaten
erforderte dagegen in Abhängigkeit des realen Rauschens eine weitere Anhebung der De-
tektionsschwelle [334, 359, 360]. Das Verfahren wurde als nächstes auf einen Xilinx Virtex II
FPGA portiert [327], um den BISC 02 gemäß Abschnitt B.1 anzusprechen. Die Realisierung
erfolgte nun in VHDL. Für die Anbindung der FPGA-Plattform an den NMA des Neurosen-
sors wurde ein Interface entwickelt, welches auch die optionale Kommunikation mit einem
externen DSP (Digitaler Signalprozessor) ermöglicht, siehe auch Abschnitt B.2 [311, 361].
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In der aktuellen FPGA-Implementierung kann nun nach der Wavelet-Dekomposition ei-
ne Filterung durch das Löschen der gröbsten und der feinsten Koeffizienten a5 bzw. d1
erfolgen. Im Anschluss an die IDWT (Inverse Diskrete Wavelet-Transformation) des zerleg-
ten Signalausschnittes wird die eigentliche Detektion und Extraktion der Aktionspotentiale
wieder im Zeitbereich durchgeführt. Ein Aktionspotential wird erkannt, wenn der Absolut-
wert eines Sample oberhalb der Detektionsschwelle und sein Nachfolger nicht unterhalb
der Rauschschwelle liegt. Es werden dann unabhängig von der Abtastrate insgesamt 32 Ab-
tastwerte des erkannten Spike, acht Werte vor der Schwellenüberschreitung und 23 Nach-
folger, extrahiert. Diese Daten werden gemeinsam mit einem Header bestehend aus einem
Zeit-Offset, der Kanalnummer, einem Zeitstempel und dem Rauschwert in einen FIFO ab-
gelegt und per USB 2.0 auf den Messrechner übertragen [332].
6.2 Verfahren zur Template-Generation
Die Anzahl möglicher Klassen einer Unit-Separation, das Aussehen ihrer Templates sowie
ihre Distanzen zueinander sind zu Beginn der Messung unbekannt und müssen aus ei-
nem begrenzten Datensatz z. B. innerhalb einer Lernphase ermittelt werden. Während des
Experimentes gilt es dann die neu detektierten Signalausschnitte den gefundenen Klassen
zuzuordnen und diese Klassen falls gewünscht zu aktualisieren. Eine vollständige Auto-
mation dieser Verfahren erscheint nur eingeschränkt möglich, da oftmals eine manuelle
Interaktion zur Ergebnisbewertung benötigt wird. Diese Problematik bleibt auch bestehen,
wenn der eigentliche Klassifikationsansatz bzw. die untersuchten Merkmalsvektoren geän-
dert werden. Aus diesem Grund erfolgten die Untersuchungen weitgehend in MATLAB®.
Eine Auflösung möglicher Überlappungen von zeitgleich auftretenden Aktionspotentialen
an einer Sensorelektrode ist bei den untersuchten Verfahren nicht vorgesehen.
6.2.1 Dichteuntersuchung im Musterraum
Die traditionelle Auswahl potentieller Templates z. B. unter Beachtung ihrer Extrema er-
weist sich aufgrund der in der Regel erforderlichen manuellen Interaktion für ein auto-
matisiertes Verfahren als ungeeignet. Zudem ist die Anzahl der untersuchten Dimensio-
nen möglicher Mustervektoren bei der visuellen Auswertung der Daten auf meist drei be-
schränkt. Die Nutzung der Amplitude von Aktionspotentialen als Klassifikationsmerkmal
wird durch die Tatsache eingeschränkt, dass dieses nahe liegende Merkmal sich in kom-
plexen Spike Bursts zwischen 40 % und 80 % ändern kann und amplitudenbasierte Un-
terscheidungsmerkmale eine entsprechend große Toleranz bei der Klassifikation besitzen
müssten [240, 291, 362]. Nach der Festlegung der Merkmalsvektoren können bei der Suche
nach Ansätzen der automatisierten Template-Ermittelung auch Verfahren der Clusterana-
lyse angewendet werden.
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K-Means, K-Median und zahlreiche weitere Verfahren benötigen allerdings a priori eine
Abschätzung der Zahl und der ungefähren Lage der erwarteten Cluster. Ein interessanter
Ansatz zur nicht überwachten Abschätzung der Zahl und der Lage der Cluster im beliebig
dimensionierten Musterraum wird in [240] vorgestellt. Mittels einer mehrstufigen, statisti-
schen Auswertung der einzelnen Datenpunkte und ihrer Nachbarschaften werden diese in
Abhängigkeit der ermittelten Struktur in Cluster eingeordnet. Nach der Zusammenfassung
redundanter Cluster und einer Neuzuordnung der Datenpunkte aufgrund der identifizier-
ten Schwerpunkte des Datensatzes können die gefundenen Clusterzentren an einfach zu
implementierende K-Means-Algorithmen übergeben werden.
In diesem Zusammenhang könnte auch die nicht parametrische Abschätzung der Dichte
im Musterraum nach Gleichung 3.14 genutzt werden. Ein möglicher Ansatz wurde mittels
MATLAB® in einer verwandten Arbeit unserer Forschungsgruppe simuliert. Nach einer Di-
mensionsreduzierung der zuvor detektierten Aktionspotentiale mittels Hauptkomponen-
tenanalyse werden die ersten drei dieser Komponenten als Punktwolke dreidimensional
dargestellt. Im Anschluss wird diese Punktwolke in Volumina definierter Größe gleichmäßig
aufgeteilt, welche dann auf ihre Dichte hin untersucht werden. Die Zentren der Regionen
höherer Dichte können potentielle Templates bilden, die es zur Ermittlung der globalen
Extrema des Musterraums zu bewerten gilt [363, 364].
Vergleichbare Ansätze der Template-Generation mittels Dichteuntersuchung anhand der
ersten beiden Hauptkomponenten werden in [365, 366] für eine offline Klassifikation be-
schrieben. Problematisch könnte hier allgemein das Auffinden von lokalen anstatt der ge-
wünschten globalen Regionen größerer Dichte sein. Die selbstständige Bestimmung her-
ausragender Spike-Merkmale und die gleichzeitige Dimensionsreduzierung mittels Haupt-
komponentenanalyse in Kombination mit Verfahren der Dichteuntersuchungen dürften
z. B. im Vergleich zu amplitudenbasierten Ansätzen ein größeres Potential in Bezug auf die
gewünschte Verfahrensautomatisierung besitzen. Ähnliche Methoden der Unit-Separation
mittels Clusterung von PCA-Daten werden u. a. auch in [367] dargestellt.
Weitere Ansätze zur Template-Generation wurden nicht nur unter MATLAB® simuliert son-
dern auch auf DSPs implementiert [328, 368–370]. Es kamen hierbei zunächst nur Ressour-
cen schonende, einfache Amplituden- und formbasierte Verfahren zur Anwendung. Ange-
sichts der Unzulänglichkeiten dieser Methoden konzentrierten sich die weiteren Arbeiten
zur Template-Generation auf die Dichteuntersuchung im Musterraum gemäß [363]. Trotz
der Nutzung der umfangreichen Funktionsbibliotheken in MATLAB® für diese Auswertung
bestand aus Gründen der Performance und der Portierbarkeit der Wunsch, diese Verfah-
ren auch in externe C/C++ -Programme einzubinden. Deshalb wurden mittels MATLAB®
Compiler 4.0 M-Code zur Dichteauswertung als Stand Alone-Funktion exportiert [371, 372]
und zur offline Identifizierung von Templates genutzt. Bis zum zuverlässigen Einsatz dieser
Methodik scheinen weitere Analysen insbesondere zur Bewertung der Relevanz der identi-
fizierten Templates notwendig zu sein.
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6.2.2 Analyse von Koeffizienten der diskreten Wavelet-Transformation
Die digitale Aufbereitung der Messdaten im BISC-Sensorsystem umfasst u. a. eine Wave-
let-Transformation der MEA-Signale. Für die weitere Spike-Extraktion und Klassifizierung
wird das Signal allerdings wieder in den Zeitbereich zurück transformiert. Neben der be-
reits angewendeten Signalfilterung mittels Schwellenvergleich der gewonnenen Wavelet-
Koeffizienten würde eine weiter gehende Koeffizientenanalyse zur Mustererkennung ohne
eine Rücktransformation des Signals nahe liegen. Im Rahmen der Arbeiten an diesem Neu-
rosensor wurden in einer eigenständigen Arbeit an der HTWK (Hochschule für Technik,
Wirtschaft und Kultur) Leipzig deshalb Möglichkeiten untersucht, geeignete Wavelet-Koef-
fizienten und Clusterverfahren für die Klassifikation von Aktionspotentialen zu ermitteln,
siehe [373].
X (m,n)= 2−m2
∞∑
k=−∞
x(k)ψ∗(2−mk−n) (6.11)
Zunächst kann das abgetastete Aktionspotential x(k) mittels diskreter Wavelet-Transforma-
tion und eines Mutter-Wavelet ψ nach Gleichung 6.11 mehrstufig für eine Multiratenana-
lyse zerlegt werden. Dabei wird das verwendete Mutter-Wavelet, siehe Gleichung 6.12, in
unterschiedlich skalierten und verschobenen Versionen mit dem Zeitsignal korreliert, um
dessen Zeit- und Frequenzauflösung zu erfassen. Bei Implementierung der DWT werden
im unteren Bereich des Frequenzspektrums des zu analysierenden Zeitsignals die Varian-
ten des Mutter-Wavelet bis zur Skale m zu einer Skalierungsfunktion φ zusammengefasst,
siehe Gleichung 6.13, Gleichung 6.14 und Gleichung 6.15. Zudem begrenzt die Filterbank-
realisierung der DWT die Anzahl der benötigten Iterationen [374]. Die Wahl des Typs und
der Ordnung des verwendeten Mutter-Wavelet ist von großer Bedeutung für das Ergebnis
der Transformation. Je besser das untersuchte Signal mit einer skalierten und verschobe-
nen Version des Mutter-Wavelet übereinstimmt, desto effektiver kann dieses Signal mit
wenigen Wavelet-Koeffizienten X (m,n) dargestellt werden.
Die Grundlage der in [373] dargelegten Untersuchungen bilden die Veröffentlichungen
[194] und [163]. In [194] wird ein so genannter WSC (Wavelet Spike Classifier) für die offline
Klassifikation vorgestellt. Dabei werden zunächst potentielle Spikes aus einem neuronalen
Messsignal z. B. anhand einer Detektionsschwelle extrahiert und mittels DWT und Mutter-
Wavelets der Daubechies-Familie zerlegt. Anschließend wird die Streuung der so gewon-
nenen Wavelet-Koeffizienten mit Hilfe der Standardabweichung für alle Spikes untersucht,
um die Koeffizienten zu identifizieren, die eine bestmögliche Unterscheidung dieser Akti-
onspotentiale gewährleisten könnten. In einem weiteren Schritt wird eine bestimmte An-
zahl geeigneter Koeffizienten ausgewählt, die dann paarweise im zweidimensionalen Raum
als Punktwolke dargestellt werden. Die Clusterung der Punktwolken wird in dieser Veröf-
fentlichung manuell vorgenommen. Die Autoren sehen jedoch die Möglichkeit einer online
Implementation unter Nutzung einer automatisierten Clusterung.
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In der Publikation [163] werden mögliche Spikes erneut über eine Amplitudenschwelle
ermittelt. Nach der Extraktion wird die Wavelet-Transformation dieser Aktionspotentia-
le unter Nutzung eines Haar-Mutter-Wavelet berechnet. Mit Hilfe des KS (Kolmogorov-
Smirnov)-Tests wird dann eine kleine Anzahl von Koeffizienten für die anschließende, nicht
überwachte, super-paramagnetische Clusterung, auch SPC, ausgesucht und eine Klassifi-
zierung der Aktionspotentiale vorgenommen. In [373] werden nun die Standardabweichung
sowie der KS-Test genutzt, um geeignete Wavelet-Koeffizienten für eine Clusterung zu iden-
tifizieren. Anschließend erfolgt eine Bewertung der Verfahren K-Means, Growing K-Means
und SPC bezüglich ihrer Eignung zur Clusterung der vorher ausgewählten Koeffizienten.
Die Implementierung diese Algorithmen und die Auswertung der erzielten Ergebnisse er-
folgen mittels MATLAB®.
ψm,n(k)= 2−
m
2 ψ(2−mk−n) (6.12)
φm,n(k)= 2−
m
2 φ(2−mk−n) (6.13)
φ(k)= ∑
m,n
d(m,n)ψm,n(k) (6.14)
Bei der Auswahl geeigneter Wavelet-Koeffizienten für eine Clusterung können mittels der
offline berechneten Standardabweichung und dem online implementierten KS-Test ver-
gleichbare Ergebnisse erzielt werden. Die manuelle Clusterung des Datensatzes unter Ver-
wendung der ersten drei Hauptkomponenten dient in Bezug auf die Auswertung der un-
tersuchten Clusterverfahren als Referenz. Es zeigt sich, dass die Wahl der Ordnung der ver-
wendeten Daubechies-Mutter-Wavelets wie erwartet Auswirkungen auf die Separierbarkeit
der entstehenden Cluster hat. Das einfach zu implementierenden K-Means-Verfahren weist
bei der Clusterung der Koeffizienten die bekannten Probleme auf, wenn die genaue Cluster-
zahl vorab nicht bekannt ist und überlappende sowie nicht sphärische Cluster auftreten.
Die Methode Growing K-Means stellt eine Erweiterung des klassischen K-Means-Ansatzes
dar. Sie ist besser für die nicht überwachte Clusterung geeignet, da mittels Schwellenver-
gleich und Lernfaktor adaptiv neue Cluster angelegt werden können. Auch hier können
Probleme bei der Clusterung von sich überlappenden Clustern entstehen.
x(k)=∑
n
am [n]φm,n(k)+
−∞∑
l=m
∑
n
dl [n]ψl ,n(k) (6.15)
Der für das SPC genutzte Algorithmus basiert auf [375, 376] und wurde von diesen Autoren
in kompilierter Form für die Untersuchung zur Verfügung gestellt. Mit diesem nicht über-
wachten Verfahren konnten die von den Autoren mitgelieferten Datensätzen erfolgreich in
Cluster eingeteilt werden. Allerdings war es aufgrund einer problematischen Spike-Erken-
nung nicht möglich, diese Methode auch auf andere neuronale Daten anzuwenden [373].
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Dennoch dürfte dieses Verfahren gegenüber K-Means und Growing K-Means bei einer kor-
rekten Implementierung bessere Ergebnisse erzielen, da die Clusterzahl vorab nicht benö-
tigt wird und auch rauschbehaftete Daten klassifiziert werden können. Die entstehenden
Cluster können zudem auf ihre Stabilität untersucht werden, wobei sie auch unregelmäßi-
ge, nicht kugelförmige Formen annehmen können [377]. Prinzipiell können also Aktionspo-
tentiale mittels ihrer Wavelet-Koeffizienten klassifiziert werden. Allerdings sind hier weitere
Untersuchungen notwendig [378]. Dies betrifft insbesondere die anzuwendenden Wavelet-
Familien, die Auswahl geeigneter Koeffizienten sowie die Anwendung nicht überwachter
Cluster-Verfahren.
6.2.3 Analyse weiterer Merkmale möglicher Aktionspotentiale
Die Suche nach geeigneten, möglichst redundanzfreien Merkmalen zur Clusterung und
Klassifizierung von Aktionspotentialen ist eines der zentralen Themen bei der Analyse von
neuronalen Daten. Im Kontext dieses Sensorprojektes wurden deshalb zusätzlich die Koef-
fizienten einer Fourier-Reihe, siehe Gleichungen 6.16 und 6.17, die Koeffizienten der Kosi-
nus-Transformation, siehe Gleichung 6.18 und erneut die Koeffizienten der Wavelet-Trans-
formation, siehe Abschnitt 6.2.2, hinsichtlich ihrer Eignung bei der Klassifikation von Spikes
bewertet. Diese Arbeiten erfolgten in Kooperation mit der Mathematischen-Naturwissen-
schaftliche Fakultät der Universität Rostock. Nachfolgend sollen die wichtigsten Ergebnisse
dieser Untersuchung [379] vorgestellt werden.
f(k)=a02 +
m−1∑
n=1
[
an cos
(2pin
N k
)+bn sin(2pinN k)]+ am2 cos(pik) mit N gerade, m = N2 (6.16)
f(k)=a02 +
m∑
n=1
[
an cos
(2pin
N k
)+bn sin(2pinN k)] mit N ungerade, m = N−12 (6.17)
Die Koeffizienten werden erneut mit dem einfach zu implementierenden und ressourcen-
schonenden K-Means-Verfahren in Cluster eingeteilt. Zu Beginn des Verfahrens werden
zufällig k Schwerpunktvektoren aus dem zu partitionierenden Datensatz ausgewählt. An-
schließend werden die verbleibenden Vektoren mittels Distanzmaß dem nächstliegenden
Cluster zugeteilt und dessen Schwerpunkt aktualisiert. Oftmals werden mit diesem Ansatz
jedoch nur lokale Extrema gefunden. Mittels Mehrfachstarts des Algorithmus und geänder-
ten Schwerpunktvektoren kann das gewünschte globale Extrem mit höherer Wahrschein-
lichkeit berechnet werden. Zudem werden die Vektoren zur Verbesserung der Clusterung
normiert. Grundsätzlich benötigt aber K-Means vor der Partitionierung der Daten die An-
zahl der Cluster. Aus diesem Grund werden in [379] zwei Fehlermaße eingeführt, die zur
Bewertung der Qualität einer Clusterung und zur Abschätzung der Clusterzahl der unter-
suchten Datenmenge verwendet werden.
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In Gleichung 6.19 wird zunächst das Verhältnis v aus dem Gesamtfehler und der Summe
der Clusterabstände für die Menge M aller Merkmalsvektoren gebildet. Der Gesamtfehler
berechnet sich für alle k Cluster aus der Summe der Distanzen D der Vektoren xi eines
Clusters M j zu einem Repräsentanten PM j desselben Clusters und stellt somit ein Maß für
die Kompaktheit der ermittelten Partitionen dar. Die Summe der Clusterabstände ermittelt
sich aus der Summe der Distanzen zwischen dem Schwerpunkt des gesamten Datensatzes
SM und den Schwerpunkten SMi der k Cluster. Dieses Verhältnis wird zur Auswahl der
besten Clusterung herangezogen, um aus einer Reihe von K-Means-Durchläufen für eine
bestimmte Clusterzahl k die optimale Lösung zu finden.
X (n)= cn
N−1∑
k=0
cos
(
pin(2k+1)
2N
)
x(k) mit c0 = 1pN , cn =
√
2
N (6.18)
Die zweite Methode zur Abschätzung der Clusterzahl ist in Gleichung 6.20, Gleichung 6.21
und Gleichung 6.22 zusammengefasst. In der Abschätzung gilt es die Clusterzahl k so zu
wählen, dass der Ausdruck C (k) maximiert wird. Es gehen dabei die Anzahl |M | aller Merk-
malsvektoren x des Datensatzes, die Anzahl der Vektoren |Mi | in jedem Cluster und die
Schwerpunkte SM bzw. SMi in die Berechnung ein. Als weiterführende Literatur sei auf
[380, 381] verwiesen. Dieses Verfahren wird nach der Berechnung der Verhältnisse v ange-
wendet, indem nach der Vorauswahl der besten Clusterung für ein konkretes k diejenige
Clusterzahl gewählt wird, die C (k) maximiert. Nach Abschluss der Clusterung liegt eine
Trainingsmenge vor, in der die Zahl der Cluster und die Zugehörigkeit der Merkmalsvekto-
ren zu den einzelnen Clustern bekannt sind.
v =
k∑
j=1
∑
xi∈M j
D(xi ,PM j )
k∑
i=1
D(SM ,SMi )
(6.19)
C (k)= Sp(B)
k−1 /
Sp(W )
n−k (6.20)
Mit dieser Trainingsmenge wird nun ein Klassifikator modelliert, der anschließend auch
unbekannte Vektoren in Klassen einteilen kann. Es handelt sich dabei um ein Verfahren
des überwachten Lernens. Es soll eine Funktion f (x) konstruiert werden, die zusammen
mit z. B. der Euklidischen Distanz dafür sorgt, dass der Vektor x des Trainingsdatensat-
zes wie gewünscht der Klasse Ci zugeordnet wird. Die Herausforderung besteht darin, den
Klassifikator so zu entwerfen, dass nicht nur die Vektoren der Stichprobe sondern auch die
verbleibenden Vektoren korrekt zugeordnet werden. Ein Lösungsweg besteht darin, mög-
lichst einfache, z. B. lineare Funktionen mittels Trainingsdaten, heuristischen Argumenten
und der Fisher-Diskriminante zu identifizieren. Die genaue Vorgehensweise dabei wird in
[379] nicht beschrieben. Mit einer Programmbibliothek kann das Klassifikationsverfahren
dennoch zügig implementiert werden.
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Die maximale Clusterzahl wurde auf fünf festgelegt und die ersten 1000 Spikes einer Mes-
sung für die Clusterung genutzt. Die Erkennungsrate des Klassifikators bezüglich der Trai-
ningsmenge und eine optische Kontrolle des Clusterergebnisses werden zur Bewertung
der verwendeten Klassifikationsmerkmale genutzt. Die Auswahl möglicher Merkmalsko-
effizienten erfolgt manuell in mehreren Versuchen. Es werden hierzu acht Approximati-
onskoeffizienten der DWT, zehn Fourier-Koeffizienten und acht Koeffizienten der Kosinus-
Transformation untersucht. Aufgrund einer unterschiedlich guten Eignung einzelner Koef-
fizienten wird für die Klassifikation unbekannter Messreihen schließlich eine Kombination
aus zwei Fourier-Reihenkoeffizienten und einem DWT-Koeffizienten empfohlen. Eine Er-
gänzung dieses Merkmalsvektors um Koeffizienten der Kosinus-Transformation erbrachte
keine Verbesserung der Erkennungsrate [379].
B =
k∑
i=1
|M |(SMi −SM )(SMi −SM )T (6.21)
W =
k∑
i=1
|Mi |∑
j=1
(xi j −SMi )(xi j −SMi )T (6.22)
Anstelle der alleinigen Nutzung z. B. der klassischen Hauptkomponentenanalyse bzw. der
Wavelet-Transformation verwendet dieser Klassifikationsansatz eine Kombination von Merk-
malen. Zudem wird die Qualität der erzielten Clusterung objektiv mittels Fehlermaßen
bewertet und in diesem Sinne die optimale Clusterung ausgewählt. Die in dieser Unter-
suchung vorgenommene manuelle Auswahl möglicher Spike-Merkmale anhand von Heu-
ristiken könnte einer Automatisierung der Clusterung jedoch entgegenstehen. Die getrof-
fene Festlegung auf bestimmte Merkmale auch für eine zukünftige Klassifizierung scheint
aufgrund der Variabilität von MEA-Experimenten problematisch zu sein. Die Analyse der
statistischen Unabhängigkeit einzelner Spike-Merkmale in Abhängigkeit des Datensatzes
könnte deshalb ein interessanter Lösungsvorschlag sein [382]. Die Nutzung synthetisierter
Spike-Daten mit definierter Zusammensetzung könnte die Ergebnisbewertung der nach-
folgenden Klassifizierung vereinfachen.
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6.3 Klassifikationsbeispiel
6.3.1 Datensynthese
Der Vergleich von Detektions- und Klassifizierungsansätzen erfordert MEA-Daten mit be-
kannter Zusammensetzung. Zur genauen Bestimmung dieser Zusammensetzung sind Zell-
färbmethoden aufgrund der erforderlichen Zeitauflösung genauso ungeeignet wie die we-
nig praktikable gleichzeitige intra- und extrazelluläre Messung an einem Zellnetzwerk. Die
Wiederverwendung von neuronalen Messungen zur Bewertung eines Klassifikationsansat-
zes erfordert dagegen das Vorhandensein hierfür geeigneter Daten. Bisherige Simulationen
von neuronalen Datensätzen gehen zudem von stark vereinfachten Modellen aus. Ein al-
ternativer Ansatz nutzt ein Ersatzschaltbild zur Beschreibung der Geometrie des Neurons
in Bezug zur Elektrode und zur Erfassung des möglichen Einflusses von Gliazellen auf das
Messsignal. Mit vorgegebenen intrazellulären Spike-Templates wird der Signalweg vom Zel-
linneren bis zur MEA-Elektrode simuliert, wobei sowohl Neuronen in Elektrodennähe als
auch Neuronen mit größeren Abstand zum Sensor berücksichtigt werden. Das Ergebnis
dieser Synthese ist ein Signal sk(t ) gemäß Gleichung 6.23 [383, 384].
Bei der Betrachtung eines Neurons N j entspricht vk(N j , t ) den Spikes dieses Neurons. Der
Anteil vk(Np , t ) repräsentiert Aktivität, welche nicht durch die Spikes von N j verursacht
wurde. Das Rauschen der Messanordnung ist in n(t ) zusammengefasst. Das mit der MEA-
Elektrode detektierte Signal vk(N j , t ) berechnet sich aus der gewichteten Summe des intra-
zellulären Aktionspotentials und dessen ersten und zweiten Ableitung nach der Zeit, wo-
bei diese Signalanteile von verschiedenen Regionen der Neuronoberfläche stammen. Der
dominierender Teil der Störung vk(Np , t ) resultiert aus der korrelierten und der (relativ)
unkorrelierten Spike-Aktivität entfernter Neuronen. Der Rauschanteil n(t ) wird schließlich
durch vollständig unkorrelierte, externe elektromagnetische Störungen und die Verstärke-
relektronik verursacht. Zahlreiche Kenngrößen, wie z. B. der minimale Abstand zwischen
Spikes und die statistische Verteilung der Aktionspotentiale sowie die der korrelierten und
unkorrelierten Aktivität, lassen sich bei dieser Synthese definieren. Das beliebig skalierbare
Signal sk(t ) entspricht schließlich der linearen Überlagerung der gewichteten Signalanteile,
ihren ersten beiden Ableitungen sowie einem Rauschanteil n(t ) [277].
sk(t )= vk(N j , t )+
∑
p 6= j
vk(Np , t )+n(t ) (6.23)
SNR= Spitzenwert des Signals
Spitzenwert der Störung
(6.24)
Für die Untersuchungen in den nächsten Abschnitten wurden deshalb definierte MEA-
Daten generiert, welche jeweils zwei Target Units und Rauschen besitzen. Die benutzten
intrazellulären Spike-Templates wurden mit HHSim (Hodgkin Huxley Simulator) generiert
[385] bzw. der Literatur entnommen [386]. Für die Datensynthese wurden die Parameter
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der Simulationssoftware Noisy Spike Generator, wie z. B. die Wichtungen und die statisti-
sche Verteilung der Aktionspotentiale, aus [387] weitgehend übernommen. In die Synthese
gingen somit sieben korrelierte und 15 unkorrelierte Units ein. Für beide Target Units wur-
de das gleiche Template genutzt. Aufgrund einer unterschiedlichen Wichtung der einzel-
nen Signalanteile besitzen die Aktionspotentiale dieser Units aber verschiedene Verläufe.
Für die Untersuchungen wurde die SNR-Berechnung an die Definition von Smith et al.
gemäß Gleichung 6.24 angelehnt, da das sonst übliche Verhältnis von Signalleistung zur
Rauschleistung von der Spike-Rate der Units abhängig wäre. Problematisch an dem Ansatz
nach Smith et al. könnte jedoch sein, dass nur die korrelierte und die unkorrelierte Hin-
tergrundaktivität in der Umgebung der MEA-Elektrode, also die Störungen durch andere
Neuronen, in die SNR-Betrachtung einbezogen werden. Das Rauschen n(t ) des Sensor-
systems aufgrund der Signalkonditionierung kann zwar durch ein geeignetes Design und
einem zweckmäßigen Messaufbau reduziert aber nicht völlig beseitigt werden und sollte
deshalb mit berücksichtigt werden.
MEA-Messungen weisen neben dem biologischen Rauschen auch Elektrodenrauschen, elek-
tronisches Rauschen sowie Störungen externer Quellen auf. Studien zeigen, dass das Elek-
trodenrauschen auf die ohmsche Komponente der Elektrodenimpedanz zurückgeführt und
z. B. mit einer Platin-Beschichtung reduziert werden kann. Das Elektronikrauschen lässt
sich durch die sorgfältige Verstärker- und Filterwahl begrenzen. Eine Schirmung des Messsy-
stems kann externe elektromagnetische Störungen weitgehend vermeiden. Dennoch kann
das resultierende Rauschen gemessen und auf entsprechenden Rauschquellen, wie z. B.
Elektrodenimpedanz, Bias-Widerstand, Verstärker und externe Störungen, zurückgeführt
werden [48]. Eigene Rauschmessungen bestätigen diesen Zusammenhang. Weitere Arbei-
ten zeigen, dass das kortikale Rauschen im Bereich von 5 µV bis 10 µV effektiv liegen kann
[220] und MEA-Daten ein neuronales Hintergrundrauschen im Bereich von 10 µV bis 30 µV
effektiv aufweisen können. Bei Tests wurde dabei ein Rauschen des Messsystems ohne Zel-
len von 5,9 µV effektiv ermittelt [388, 389]. Das technische und das neuronale Rauschen
können somit in einer ähnlichen Größenordnung liegen.
Für die nachfolgenden Untersuchungen wurden deshalb die Daten einer realen Rausch-
messung mit berücksichtigt. Diese Messung ohne Zellkultur am Chip YAA1 34, Kanal 2,
wurde bereits im Abschnitt 5.1.3.3 detailliert im Zeit- und Frequenzbereich charakterisiert.
Das Rauschsignal wurde dem mittels Noisy Spike Generator synthetisierten Datensatz ad-
ditiv hinzugefügt. Dieses reale Rauschen ersetzt das (in der Standardeinstellung jener Soft-
ware vernachlässigbare) Gauß-verteilte weiße Rauschen n(t ). Die Effektivwerte des neuro-
nalen und des technischen Rauschens sind dabei identisch. Vor der Summation wurden
die einzelnen synthetisierten Signal- und Rauschkomponenten entsprechend den Ergeb-
nissen aus Abschnitt 5.1.3 gefiltert. Die Störung in Gleichung 6.24 ergibt sich nun aus der
Summe des korrelierten, des unkorrelierten und des technischen Rauschens. Mithilfe des
Noisy Spike Generator wurden zunächst Datensätze definierter Zusammensetzung für die
Signalcharakterisierung erstellt, da so Spikes und Rauschen vollständig separat untersucht
werden können. Schließlich erfolgte die Datensynthese für die eigentliche Klassifikation.
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6.3.2 Signalcharakteriserung und -aufbereitung
Es wurde bereits im Abschnitt 6.1.2 mittels Simulationen gezeigt, dass sich die Detektion
von Aktionspotentialen in einem neuronalen Signal mittels Amplitudenschwelle online rea-
lisieren lässt. Eine zuverlässige Detektion erfordert einen möglichst großen Signalrauschab-
stand, weshalb vor der Detektion das Sensorsignal mit der diskreten Wavelet-Transformati-
on entrauscht wurde. Gemäß Abschnitt 5.3.1 und 6.1.2 wurde das Daubchies db22-Mother
Wavelet für diese digitale Filterung verwendet, da es für die Zerlegung und die Rekonstruk-
tion eines Signals jeweils nur vier Koeffizienten benötigt und einen Spike-ähnlichen Verlauf
besitzt. Das mit dieser DWT abgeschätzte Rauschniveau des Sensorsignals wurde zusätz-
lich zur Berechnung der Höhe der Detektionsschwelle genutzt. Die Detektion erfolgte nach
dem Denoising und der Signalrekonstruktion im Zeitbereich.
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Herzmuskelzellen mittels BISC-Sensor
Abbildung 6.1: Vergleich der Amplitudenspektren eines synthetisierten, neuronalen Si-
gnals mit dem einer realen Messung an Herzmuskelzellen. Diese Messung
wurde entsprechend Kapitel 7 durchgeführt. Aufgrund der Skalierung sind
die Maßeinheiten der Amplituden willkürlich.
Diese Simulationen gingen von weißem, Gauß-verteiltem Rauschen gemäß [347] aus, wel-
ches gut mit dem feinsten Detailband d1 abgeschätzt werden kann. Bereits bei der Verwen-
dung von realen Messreihen musste die an das Rauschen gekoppelte Detektionsschwel-
le angehoben werden. Die Annahme von weißem Rauschen kann auch für das BISC-Sy-
stem nicht gelten, da dieser Neurosensor die MEA-Signale on chip bandbegrenzt, siehe
auch Abbildung 5.13. In der Abbildung 6.1(a) ist das Amplitudenspektrum eines gemäß
Abschnitt 6.3.1 synthetisierten, neuronalen Signals dargestellt, welches entsprechend des
BISC-Sensoraufbaus gefiltert wurde. Die mit realistischem Rauschen versehene Folge von
Aktionspotentialen wird aufgrund der on chip Signalkonditionierung in ihrer Bandbreite
begrenzt. Das trifft auch für das vollständig rauschfreie Spike-Signal zu. Zum Vergleich ist
2Es wird die Wavelet-Bezeichnung von MATLAB® genutzt
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in Abbildung 6.1(b) das Spektrum einer Messung an Herzmuskelzellen dargestellt, welche
mit dem BISC-System im so genannten Streaming-Modus entsprechend Kapitel 7 durch-
geführt wurde.
Die Abbildung 6.1(a) zeigt auch, dass die Signalenergie des neuronalen Signals sich in ei-
nem relativ schmalen Frequenzbereich konzentriert und die Bandbegrenzung rechtfertigt.
Da das d1-Band der DWT etwa dem Frequenzbereich zwischen einem Viertel und der Hälf-
te der Abtastfrequenz FS entspricht, wird eine Rauschabschätzung in d1 nach Donoho et
al. aufgrund der Bandbegrenzung aber zu niedrig ausfallen. Anstatt dieses globalen De-
noising-Verfahrens müsste nun eine skalenabhängige Schätzung und Unterdrückung des
Rauschens σˆi in jedem Detailband di erfolgen [390]. Diese alternative Schätzung für ein
nicht Gauß-verteiltes Rauschen wird aber durch die Aktivitätsrate der erfassten Units be-
einflusst, da bei einer DWT lediglich das Band d1 fast nur (hochfrequentes) Rauschen auf-
weist. Die Abbildung 6.1(b) zeigt auch, dass das Amplitudenspektrum des synthetisierten
und „analog“ gefilterten Neurosignals vergleichbar mit dem Spektrum einer realen Zell-
messung ist.
Zusätzlich kann bei einer online Wavelet-Transformation immer nur eine begrenzte Zahl
von Abtastwerten berücksichtigt werden. In den Abbildungen 6.2(a) und 6.2(b) ist deshalb
der Median bzw. das Maximum der Rauschabschätzung in den einzelnen DWT-Bändern
in Abhängigkeit der Transformationsgröße erfasst. Die Berechnung erfolgte anhand eines
synthetisierten Signals, FS = 20 kHz, 2 Units, SNR = 2, und einer sechsstufigen db2-DWT.
Bereits bei einer Transformation mit 26 Abtastwerten, der Mindestzahl für eine sechsfache
DWT, liefert die Schätzung σˆ im Detailband d3 als Median ein Ergebnis in der Nähe des
Rauschdatenfits σˆFi t . Die d3-Skala wird bei FS = 20 kHz von der analogen Signalkonditio-
nierung des BISC im Gegensatz zu d2 und d1 also weniger beeinflusst. Für größer werdende
Datenfenster reduziert sich die maximale Schätzung σˆd3 rasch. Die Tabelle 6.1 zeigt zudem,
dass sich σˆd3 unabhängig von der Unit-Zahl in der Größenordnung von σˆFit befindet. Ein
ähnliches Verhalten von σˆd3 lässt sich mit Einschränkungen auch für FS = 33,3 kHz zeigen,
siehe Abbildungen 6.3(a), 6.3(b) sowie Tabelle 6.2. Beide Abtastfrequenzen sind derzeit im
BISC-Sensorsystem implementiert.
Durch die geeignete Wahl eines Wavelet ist es möglich, die Energie des analysierten Signals
in wenigen Wavelet-Koeffizienten zu konzentrieren. In Bezug auf die Rauschunterdrückung
ist die Verteilung dieser Signalenergie auf die einzelnen Bänder der DWT interessant. Die-
se Verteilung wurde anhand synthetisierter, MEA-typischer Signale für FS = 20 kHz bzw.
FS = 33,3 kHz untersucht. Diese Daten wurden entsprechend des BISC 02 „analog“ gefiltert
und mittels db2-Wavelet fünf- bzw. sechsstufig zerlegt. Vor der Signalrekonstruktion wur-
den in mehreren Versuchen nacheinander jeweils ein Detailband und schließlich das gröb-
ste Approximationsband gelöscht. In Tabelle 6.3 ist die maximale prozentuale Abweichung
der rekonstruierten Signalform nach Gleichung 6.25 aufgrund des Löschens der einzelnen
Bänder aufgeführt. Bei einer Abtastfrequenz von FS = 20 kHz konzentriert sich die Signa-
lenerige der MEA-Signale im Wesentlichen in den Bändern d4 bis a5. Bei FS = 33,3 kHz
verschiebt sich die Signalenergie hin zu Bändern höherer Zerlegungsstufen.
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Abbildung 6.2: Synthetisierte MEA-Daten wurden mit db2-DWT sechsstufig zerlegt, 219
Abtastwerte bei FS = 20 kHz, 2 Units, SNR = 2. DWT-Länge wurde von 26
Samples (ca. 3,2 ms) bis 219 Samples (ca. 26,2 s) variiert. Rauschschätzung
in jedem DWT-Band gemäß σˆ = MAD(Yi )/0,6745 bzw. über Datenfit be-
stimmt. Die Maßeinheit für σˆ ist aufgrund der Skalierung willkürlich.
Units 1 2 3 4 5 6 7 8 (8)3
σˆd1 0,001 0,0022 0,0022 0,0021 0,0033 0,0047 0,004 0,0041 0,004
σˆd2 0,0031 0,0069 0,0071 0,0067 0,0106 0,0152 0,0128 0,0132 0,0125
σˆd3 0,0067 0,0155 0,0162 0,0152 0,0245 0,0349 0,0299 0,0307 0,0271
σˆd4 0,0114 0,0272 0,029 0,0271 0,0439 0,0638 0,0543 0,0563 0,0467
σˆd5 0,0202 0,0477 0,0528 0,0504 0,0809 0,115 0,0994 0,1054 0,0822
σˆd6 0,024 0,0567 0,0603 0,0598 0,0973 0,1329 0,1173 0,1262 0,097
σˆa6 0,0378 0,0846 0,0846 0,0797 0,1314 0,1849 0,1603 0,1667 0,1534
σˆFit 0,0074 0,017 0,0171 0,0165 0,0252 0,0364 0,0321 0,0328 0,0328
σˆcalc 0,0086 0,0189 0,0191 0,018 0,0286 0,0415 0,0349 0,0357 0,0357
Tabelle 6.1: Synthetisierte MEA-Daten wurden mit der db2-DWT sechsstufig zerlegt, FS =
20 kHz, DWT-Länge = 219 Samples (ca. 26,2 s), SNR = 2. Rauschschätzung in
jedem DWT-Band gemäß σˆ=MAD(Yi )/0,6745 bzw. über Datenfit oder direkte
Berechnung bestimmt. Die Maßeinheit für σˆ ist aufgrund der Skalierung will-
kürlich.
3Zum Vergleich wurde nur das Rauschen des Datensatzes mit acht Units ausgewertet.
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Abbildung 6.3: Synthetisierte MEA-Daten wurden mit der db2-DWT sechsstufig zerlegt, 220
Abtastwerte bei FS = 33,3 kHz, 2 Units, SNR = 2. DWT-Länge wurde von 26
Samples (ca. 1,9 ms) bis 220 Samples (ca. 31,5 s) variiert. Rauschschätzung
in jedem DWT-Band gemäß σˆ = MAD(Yi )/0,6745 bzw. über Datenfit be-
stimmt. Die Maßeinheit für σˆ ist aufgrund der Skalierung beliebig.
Units 1 2 3 4 5 6 7 8 (8)4
σˆd1 0,0005 0,0011 0,001 0,0011 0,0018 0,0017 0,0024 0,0021 0,0021
σˆd2 0,0018 0,0045 0,0038 0,0045 0,0071 0,0067 0,0095 0,0086 0,0083
σˆd3 0,0053 0,0133 0,0115 0,0134 0,0211 0,002 0,0283 0,0258 0,0241
σˆd4 0,0107 0,0274 0,024 0,0281 0,0444 0,0427 0,0601 0,0556 0,0487
σˆd5 0,0182 0,0472 0,0428 0,0495 0,079 0,0775 0,1055 0,0998 0,0835
σˆd6 0,0283 0,0748 0,0681 0,0803 0,1298 0,127 0,1708 0,166 0,1326
σˆa6 0,0436 0,1064 0,0905 0,1086 0,1745 0,1636 0,2354 0,217 0,197
σˆFit 0,0074 0,0185 0,0163 0,0185 0,0309 0,0295 0,0383 0,0358 0,0358
σˆcalc 0,0088 0,0216 0,0181 0,0214 0,0334 0,0316 0,0454 0,041 0,041
Tabelle 6.2: Synthetisierte MEA-Daten wurden mit der db2-DWT sechsstufig zerlegt, FS =
33,3 kHz, DWT-Länge = 220 Samples (ca. 31,5 s), SNR = 2. Rauschschätzung
in jedem DWT-Band gemäß σˆ = MAD(Yi )/0,6745 bzw. über Datenfit oder di-
rekte Berechnung bestimmt. Die Maßeinheit für σˆ ist aufgrund der Skalierung
willkürlich.
4Zum Vergleich wurde nur das Rauschen des Datensatzes mit acht Units ausgewertet.
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Diese Filtereigenschaft der DWT kann mit den Abbildungen 6.4(a) und 6.4(b) verdeutlicht
werden. Dort wurden die Wavelets mit Skalierungsfunktion und die entsprechende Filter-
bankcharakteristik für eine fünfstufige Signalzerlegung dargestellt. Da die Frequenzantwort
der Wavelet-Filterbank von der Abtastfrequenz FS abhängt, verschiebt sie sich direkt pro-
portional zu FS . Durch das Löschen einzelner Bänder der DWT kann eine zusätzliche Fil-
terung im rekonstruierten Neurosignal erzielt werden. Eine niederfrequente Hochpassfilte-
rung kann z. B. durch das Löschen des gröbsten Approximationsbandes realisiert werden.
In den Abbildungen 6.5(a) und 6.5(b) kann man erkennen, dass eine solche Hochpassfil-
terung durch das Einfügen einer weiteren Zerlegungsstufe in die Wavelet-Filterbank, db2,
FS = 20 kHz, weniger tieffrequente Anteile des synthetisierten Neurosignals unterdrückt.
Ein vergleichbarer Zusammenhang lässt sich auch für die Tiefpassfilterung höherer Signal-
frequenzen und für andere Abtastraten zeigen.
Da eine Filterung immer auch eine Formveränderung des Ausgangssignals verursacht, ist
in Tabelle 6.4 die maximale prozentuale Veränderung der rekonstruierten Signalform nach
Gleichung 6.25 aufgrund des Löschens einer Kombination von Detail- und Approximations-
bänder dargestellt. Man sieht, dass durch das Hinzufügen einer weiteren Zerlegungsstufe
der diskreten Wavelet-Transformation die Signalformveränderung aufgrund der Wavelet-
basierten Filterung um eine Größenordnung reduziert werden kann. Dieses Ergebnis ist
mit Hinblick auf das niederfrequente Sensorrauschen des BISC bemerkenswert, siehe auch
Abbildung 6.1(a). Neben einer Abschätzung und Unterdrückung des Rauschens anhand
der Detailkoeffizienten nach Donoho et al. kann somit auch eine Signalfilterung mittels
Zurücksetzen des gröbsten Approximationsbandes sinnvoll sein.
max. proz. Abweichung=max
(∣∣∣∣∣
−−−−−−−−−−−→
Originalsignal−−−−−−−−−−−−−→rekonstr. Signal
−−−−−−−−−−−→
Originalsignal
∣∣∣∣∣ ·100
)
(6.25)
Neuronale Aktionspotentiale von Ratten bzw. Mäusen können bei extrazellulärer Messung
Amplituden in der Größenordnung von einigen hundert Mikrovolt Spitze-Spitze aufwei-
sen [88, 112]. Der Eingangsspannungsbereich der AD-Wandler des Sensorsystems würde
dann die maximale on chip Verstärkung der MEA-Signale nahe legen. Die Kennlinien in
Abschnitt 5.1.3.2 zeigen, dass die Verstärker des BISC 02 in diesem Fall nur eine Bandbreite
von ca. 2 kHz aufweisen und somit die Abtastfrequenz im Vergleich zur aktuellen Realisie-
rung ohne Informationsverlust deutlich reduziert werden könnte. Die Simulationsergebnis-
se weisen zudem darauf hin, dass die höherfrequenten DWT-Bänder aufgrund der analo-
gen BISC-Signalaufbereitung nach der Rauschunterdrückung weitgehend gelöscht werden.
Eine kleinere Abtastfrequenz würde zudem geringere Echtzeitanforderungen an die im-
plementierte Signalvorverarbeitung stellen und eine verbesserte Rauschabschätzung mit-
tels d1-Band ermöglichen. Dieser etwas provokante Ansatz führt aber zu einer geringeren
zeitlichen Auflösung der digitalisierten Aktionspotentiale, welche bei einer Form-basierte
Klassifizierung problematisch sein könnte.
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(b) Amplitudengang der dyadischen db2 Wavelet-
Filterbank in Abhängigkeit der Samplingfrequenz FS
Abbildung 6.4: Für eine fünfstufige Daubechies db2-DWT wurden die skalierten Wavelets
und die Skalierungsfunktion dargestellt sowie der Amplitudengang dieser
Filterbank in Abhängigkeit von FS berechnet. Die Maßeinheiten der Ampli-
tuden bzw. der Sample-Index sind aufgrund der Skalierung willkürlich.
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(a) Prinzipieller Amplitdudengang einer dyadischen
db2 Wavelet-Filterbank für eine fünfstufige Signal-
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(b) Prinzipieller Amplitdudengang der dyadischen
db2 Wavelet-Filterbank für eine sechsstufige Signal-
zerlegung sowie das Spektrum eines synthetisierten
neuronalen Signals ohne Rauschen
Abbildung 6.5: Die Amplitudengänge der db2 Wavelet-Filterbank wurden für FS = 20 kHz
berechnet und gemeinsam mit dem Spektrum eines synthetisierten,
rauschfreien und „analog“ gefilterten MEA-Signals abgetragen (2 Units).
Die Maßeinheit der Amplituden ist aufgrund der Skalierung willkürlich.
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FS = 20 kHz FS = 33,3 kHz
Gelöschte Bänder Abweichung / % Abweichung / %
d1 0,03 0,01
d2 0,41 0,17
d3 5,13 2,3
d4 32,4 18,0
d5 51,3 48,6
a5 10,8 31,0
d6 9,57 27,18
a6 1,18 3,8
Tabelle 6.3: Maximale prozentuale Abweichung der Form des rekonstruierten Neurosignals
nach dem Löschen einzelner Detail- und Approximationsbänder der db2 DWT
nach einer fünf- bzw. sechsstufigen Signalzerlegung für unterschiedliche Ab-
tastfrequenzen FS . Die Bänder d6 und a6 liegen erst nach einer sechsstufigen
DWT vor.
FS = 20 kHz FS = 33,3 kHz
Gelöschte Bänder Abweichung%
Fg HP
Hz
Fg TP
Hz
Abweichung
%
Fg HP
Hz
Fg TP
Hz
d1, a5 10,8 312,5 5000 31,0 520,3 8325
d1, d2, a5 11,2 312,5 2500 31,2 520,3 4162,5
d1, d2, d3, a5 16,3 312,5 1250 33,5 520,3 2081,3
d1, a6 1,21 156,25 5000 3,81 260,2 8325
d1, d2, a6 1,62 156,25 2500 4,0 260,2 4162,5
d1, d2, d3, a6 6,75 156,25 1250 6,28 260,2 2081,3
Tabelle 6.4: Maximale prozentuale Abweichung der Form des rekonstruierten Neurosignals
nach dem Löschen mehrerer Detail- und Approximationsbänder der db2 DWT
nach einer fünf- bzw. sechsstufigen Signalzerlegung für unterschiedliche Abta-
straten FS . Zusätzlich sind die Grenzfrequenzen der durch die Koeffizientenlö-
schung entstehenden Hoch- und Tiefpassfilter angegeben. Das Band a6 liegt
erst nach einer sechsstufigen DWT vor.
6.3 Klassifikationsbeispiel 99
Die diskrete Wavelet-Transformation kann in jeder Skale als Faltung von Signal und Wave-
let mit anschließendem Downsampling angesehen werden. Bei jeder Faltung zeitlich be-
grenzter Signale ergeben sich an den Intervallgrenzen Berechnungsprobleme, die im Falle
der DWT in jeder Zerlegungsstufe auftreten [391]. Die einfachste Lösung besteht im Null-
setzen des Signals außerhalb des Definitionsbereiches. Da die Wavelet-Transformation gut
zur Detektion von Unstetigkeiten geeignet ist, führen diese künstlichen Singularitäten zu
erheblichen Fehlern bei der Signalrekonstruktion. Eine periodische Erweiterung ist meist
besser. Alternativ kann die Funktion symmetrisch erweitert werden, um die Kontinuität an
den Intervallgrenzen zu wahren. Jedoch weist dann die erste Ableitung der Funktion Un-
stetigkeiten auf [392]. Die Ergänzung eines Signals mit Nullen in Analogie zur FFT bzw.
die periodische Signalerweiterung ermöglichen eine exakte Signalrekonstruktion, wenn auf
eine Manipulation der ermittelten Wavelet-Koeffizenten verzichtet wird [393].
In der Tabelle 6.5 wurden die Signaldifferenz zwischen einer gefensterten, jeweils 128 Ab-
tastwerte umfassenden DWT/IDWT und der DWT/IDWT des Gesamtsignals in Abhängig-
keit der unter MATLAB® wählbaren DWT-Erweiterungsoptionen ausgewertet. Es wurde in
beiden Fällen das db2-Wavelet genutzt und eine sechsfache Signalzerlegung, eine Rausch-
unterdrückung in Abhängigkeit von σˆd3 und eine Hochpassfilterung vor der Signalrekon-
struktion durchgeführt. Als Vergleich diente die Transformation des gesamten Datensatzes,
ähnlich einer offline Verarbeitung. Jeder dieser DWT-Erweiterungsmodi gewährleistet bei
unveränderten Koeffizienten eine perfekte Signalrekonstruktion. In dieser Untersuchung
konnte im Mittel mit dem periodischen Erweiterungsmodus bei minimaler Koeffizienten-
anzahl die geringste Abweichung zwischen gefensterter und nicht gefensterter Signalver-
arbeitung erzielt werden. Ein Nachteil dieser periodischen Erweiterung ist das Einfügen
von Artefakten in das Signal, welche als mögliche Spikes detektiert werden können, sie-
he auch Abbildung 6.6. Aufgrund der besten Denoising-Ergebnisse wurde dieser Modus
trotzdem für die weiteren Untersuchungen verwendet. Mit einer strikteren Detektionsbe-
dingung kann die Extraktion dieser Artefakte weitgehend unterdrückt werden.
Das Sensorgesamtrauschen wurde in der Abbildung 6.7 analysiert. Dabei wurde simuliertes
neuronales Rauschen, korreliert und nicht korreliert, sowie mit dem BISC 02 real gemes-
senes Sensorrauschen des Rbias-Modus berücksichtigt. Für kleine Rauschamplituden ist
eine Normalverteilung erkennbar, die eine robuste Abschätzung mittels σˆ = MAD/0.6745
näherungsweise rechtfertigt. Die Ausläufer der Verteilung deuten auf neuronale Signalan-
teile hin. Infolge der Bandbegrenzung des Neurosensors und der Wavelet-Filterung der
MEA-Signale werden die Bänder d1 und d2 weitgehend gelöscht. Bei der IDWT fehlen
deshalb annähernd die Frequenzantworten der jeweiligen Hoch- bzw. Bandpässe der Wa-
velet-Filterbank laut Abbildung 6.4(b). Die Signalrekonstruktion weist daher eine Änderung
des höherfrequenten Amplitudenspektrums auf. Das Denoising führt auch zu einer gerin-
geren Amplitude, weshalb das Verfahren auch Shrinkage genannt wird, siehe dazu Abbil-
dung 6.8(a). In der Abbildung 6.8(b) ist zu erkennen, dass die Filterung auch Formverände-
rungen verursacht. Wichtig ist, dass die Wavelet-basierte Rauschunterdrückung nur auf das
analog gefilterte und anschließend digitalisierte Sensorsignal angewendet werden kann.
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DWT-Modus Signaldifferenz Signalergänzung
Max Mittel Min
symh 0,667 1,72 ·10−4 -0,7683 Symmetrisch
symw 0,65 8,04 ·10−5 -0,7087 Symmetrisch
asymh 0,3381 −8,72 ·10−3 -0,439 Anti-symmetrisch
asymw 1,0533 2,12 ·10−4 -1.1172 Anti-symmetrisch
zpd 0,3234 −5,88 ·10−3 -0,4154 Zero Padding
sp1 1,1461 1,64 ·10−4 -1,1795 Interpolation mit 1. Ableitg.
sp0 0,6635 1,26 ·10−4 -0,781 Konstant
ppd 0,4506 1,35 ·10−4 -0,432 Periodisch
per 0,3824 8,16 ·10−8 -0,4553 Periodisch mit min. Koeff.zahl
Tabelle 6.5: Anhand eines synth. MEA-Signals (2 Units, FS = 20 kHz, SNR = 4,6, 30 s lang,
Amplitudenskalierung [1,-1]) wurde die Signaldifferenz nach einer jeweils 128
Samples umfassenden db2-DWT/IDWT bei verschiedenen Erweiterungsmodi
erfasst. Als Vergleich diente die Verarbeitung des gesamten Datensatzes. Nach
der sechsfachen Signalzerlegung erfolgten eine Rauschunterdrückung und eine
Hochpassfilterung. DWT Mode-Bezeichnung gemäß MATLAB®.
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Abbildung 6.6: Ein synth. MEA-Signal (2 Units, FS = 20 kHz, SNR = 4,6) wurde mittels
DWT zerlegt (sechsstufig, db2). Die DWT wurde jeweils mit 128 Samples
berechnet, DWT-Modus „per“. Vor der Signalrekonstruktion erfolgten eine
Rauschunterdrückung und eine Hochpassfilterung. Artefakte aufgrund des
Erweiterungsmodus können als Spikes detektiert werden. Zusätzlich wurde
die Detektionsschwelle −4σˆd3 abgetragen.
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Abbildung 6.7: Anhand eines synthetisierten MEA-Datensatzes, FS = 20 kHz, 27 s, 2 Units,
SNR = 2, wurde das Gesamtrauschen analysiert. Es wurde simuliertes, neu-
ronales Rauschen sowie real gemessenes Sensorrauschen, Rbias-Modus,
berücksichtigt. Der Datensatz wurde entsprechend des BISC-Sensors „ana-
log“ gefiltert. Zu Vergleichszwecken wurden mittels Fit die Parameter ei-
ner korrespondierenden Normalverteilung geschätzt. Die Maßeinheiten der
Amplituden sind aufgrund der Skalierung willkürlich.
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Abbildung 6.8: Anhand des erstellten Datensatzes der Abbildung 6.7 wurde auch die Ände-
rung des Spektrums aufgrund der DWT-basierten Filterung untersucht. Es
wurde eine db2-DWT mit jeweils 128 Abtastwerten bei einer sechsfachen Si-
gnalzerlegung berechnet. Die Rauschunterdrückung erfolgte durch das Lö-
schen des gröbsten Approximationsbandes a6, die globale Rauschabschät-
zung im Band d3 und die Anwendung der Schwelle σˆd3
√
2loge(n) auf alle
Detailbänder mittels Soft-Thresholding. Zusätzlich ist die prinzipielle Form-
veränderung eines Spike infolge der analogen sowie der Wavelet-basierten
Filterung dargestellt. Die Maßeinheiten der Amplituden sind aufgrund der
Skalierung willkürlich.
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6.3.3 Zuordnung von Signalen mittels Kreuzkorrelation
Die Differenz zweier Signale s(n) und g (n) kann als Ähnlichkeitsmaß angesehen werden.
Besitzen diese Signale eine endliche Energie E gemäß Gleichung 6.26, so ist auch ihre Diffe-
renz ein Energiesignal. Diese Energie kann nach Gleichung 6.27 ebenfalls als Ähnlichkeits-
maß interpretiert werden und entspricht dabei der mittleren quadratische Abweichung der
Ausgangssignale. Die zu vergleichenden Signale können zudem so normiert werden, dass
deren Energien den Wert eins annehmen und das resultierende Abweichungsmaß unab-
hängig von der absoluten Amplitude oder der Energie wird. Als Norm des Signals wird
p
E
definiert. Das dann gemäß Gleichung 6.28 gefundene Maß wird als normierter Korrelations-
koeffizient für Energiesignale bezeichnet [394]. Die Definition des Korrelationskoeffizienten
setzt eine feste zeitlich Lage der zu vergleichenden Signale voraus [4].
E =
∞∑
n=−∞
s2(n) mit 0< Es <∞ (6.26)
Bei einer Änderung der Lage der Signale zueinander ändert sich auch der Korrelationsko-
effizient. Die Abhängigkeit des Korrelationskoeffizienten von der Signallage wird durch die
normierte Korrelationsfunktion entsprechend Gleichung 6.29 beschrieben. Bei Energiesi-
gnalen wird hierfür auch der Begriff normierte Impulskorrelationsfunktion verwendet [4].
Die Berechnung der Korrelation auf einem Rechner kann nur mit endlich vielen, zeitdis-
kreten Abtastwerten erfolgen mit denen die Korrelation geschätzt wird. Bei der Kreuzkor-
relation entspricht die Distanz zweier ggf. verschobener Signale der quadratischen Norm,
welche bei maximaler Ähnlichkeit minimal wird [395]. Matched Filter stellen einen mit der
Korrelation verwandten Template Matching-Ansatz dar [396].
E∆ =
∞∑
n=−∞
(
s(n)p
Es
− g (n)√
Eg
)2
= 2−2
∞∑
n=−∞
s(n)g (n)√
EsEg
(6.27)
psg = 1− E∆
2
=
∞∑
n=−∞
s(n)g (n)√
EsEg
(6.28)
Unter der Annahme eines mit weißem Rauschen additiv gestörten Signals kann ein Filter
mit der Impulsantwort h(t ) entworfen werden, welches zum Abtastzeitpunkt T ein maxi-
males Verhältnis aus der Augenblicksleistung des Nutzsignals Sa und der Augenblickslei-
stung des Störsignals N gemäß Gleichung 6.30 liefert. Der rechte Bruch in diesem Aus-
druck kann als Betragsquadrat des normierten Impulskorrelationskoeffizienten zwischen
h(t ) und s(T − t ) aufgefasst werden. Eine zum Nutzsignal zeitgespiegelte Impulsantwort
liefert hier ein maximales Signalrauschverhältnis, da das Betragsquadrat dann den Wert
1 annimmt. Ein solches Filter wird als Optimalfilter, Matched Filter oder Korrelationsfil-
ter bezeichnet. Das Signalrauschverhältnis am Ausgang dieses Filters hängt nur von der
Signalenergie Es und der Leistungsdichte N0 des Störsignals ab [4].
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Die Kreuzkorrelation wurde zeitig zur Detektion so genannter „Wavelets“ in EKG (Elek-
trokardiographie)-Signalen eingesetzt, wobei z. B. die verwendeten Templates schrittweise
nachgeführt wurden [397]. Die Kreuzkorrelation wurde ebenfalls zur Analyse von Aktions-
potentialen eingesetzt [151]. So ermöglicht der ermittelte Korrelationskoeffizient aus „ela-
stischem“ Template und gefensterter Kurvenform eine Verbesserung der Spike-Detektion
[211]. Mittels Korrelation kann vor einer Unit-Separation auch die Ausrichtung von Spike
und Template zueinander verbessert werden [222]. Die Korrelation wurde auch zur Klassifi-
kation von Aktionspotentialen genutzt, wobei die Untersuchungen entlang einer Nervenfa-
ser [398] oder im neuronalen Gewebe [399] stattfanden. Es ist zudem möglich, ganze Spike
Trains mittels Korrelation auszuwerten, siehe u. a. [400]. In Abschnitt 3.2 werden weitere
Form-basierte Klassifikationsansätze genannt, welche mit der Korrelation verwandte Ab-
standsmaße oder Matched Filter einsetzen.
psg (m)=
∞∑
n=−∞
s(n)g (n+m)p
EsEg
bzw. ϕsg (m)=
∞∑
n=−∞
s(n)g (n+m) (6.29)
Sa
N
= Es
N0
·
∣∣∣∣ ∞∫−∞ h(τ)s(T −τ)dτ
∣∣∣∣2
∞∫
−∞
|h(τ)|2dτ
∞∫
−∞
|s(T −τ)|2dτ
(6.30)
Entsprechend Abschnitt 5.2 können die mit BISC-System gemessene Aktionspotentiale eben-
falls als Energiesignale aufgefasst werden. Deshalb wurde untersucht, ob die Kreuzkorrela-
tion zur automatisierten Signalklassifikation einsetzen werden kann. In einer offline Lern-
phase lassen sich Templates, also die Modell-Spikes der einzelnen Klassen, mit gegebenen
Klassenschranken einfach ermitteln. Diese Template-Bibliothek kann dann für die online
Klassifizierung genutzt werden [401]. Eine Nachführung der Templates kann eine graduelle
Formänderung der Aktionspotentiale berücksichtigen. Es können neue Klassen geschaffen
werden, wenn sich Spikes nicht in die bestehenden Klassen einordnen lassen. Diese Aktua-
lisierung bzw. Ergänzung der Template-Bibliothek kann jedoch die Abgrenzung der Units
und die Interpretation des Klassifikationsergebnisses zunehmend erschweren [29, 402]. Die
meist subjektive Bewertung der so gewonnenen Templates stellt ein wesentliches Hindernis
für die Automatisierung dieses Ansatzes dar.
Es lassen sich bei diesem Verfahren in der Regel deutlich mehr als die zu erwartenden zwei
bis drei Klassen bzw. Units pro MEA-Elektrode finden [403]. Eine Vorgabe der Klassen-
grenzen erweist sich aufgrund der eingeschränkten Reproduzierbarkeit von MEA-Messung
als ungeeignet. Relevante Templates müssen in Abhängigkeit des Datensatzes, idealerweise
selbstständig, bestimmt werden. Die in den Abschnitten 6.2.1, 6.2.2 und 6.2.3 beschriebe-
nen Verfahren stellen hierzu einen ersten Schritt dar. Allerdings sind weitere Untersuchun-
gen bis zur zuverlässigen, nicht überwachten Nutzung dieser Ansätze erforderlich [364].
Für die Analysen im nächsten Abschnitt wurden deshalb die Templates der einzelnen Units
vorab bereitgestellt und während der Klassifikation nicht nachgeführt.
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6.3.4 Detektion und Klassifikation
Zur Objektivierung der Detektion und Klassifikation von Aktionspotentialen wurden nur
synthetisierte, eindeutig definierte Datensätze verwendet. Bei diesen simulierten, MEA-ty-
pischen Daten war im Gegensatz zur alternativen, manuellen Klassifizierung echter MEA-
Messungen die genaue Zusammensetzung, auch Ground Truth, bekannt. Es wurden vier
30 s lange Datensätze mit jeweils 2 Units und Rauschen generiert. Das Rauschen besaß
einen synthetisierten neuronalen Anteil, korreliert und nicht korreliert, sowie einen gemes-
senen technischen Anteil. Die Effektivwerte des neuronalen und des technischen Rauschen
waren gleich groß. Das Rauschniveau wurde für jeden Datensatz um den Faktor
p
2 bzw.
3 dB erhöht. Die Abtastrate betrug 20 kHz. Die Zeitpunkte des Auftretens der Aktionspo-
tentiale waren für die vier Datensätze identisch. Basierend auf dem Abschnitt 6.3.2 und in
Anlehnung an die aktuellen FPGA-Implementierung wurde für die Wavelet-Filterung eine
db2-DWT mit jeweils 128 Samples bei periodischer Erweiterung berechnet.
Es wurde aber eine sechsstufige Signalzerlegung durchgeführt, um bei der zusätzlichen
Hochpassfilterung eine geringere Signalformänderung zu erreichen. Nach der Zerlegung
wurde mittels d3-Band das globale Rauschen des neuronalen Signals abgeschätzt und mit
der Schwelle σˆd3
√
2loge(n) sowie Soft-Tresholding in allen Detailbändern unterdrückt.
Bei der gewählten Abtastfrequenz erfolgte diese Rauschschätzung etwa von 1,25 kHz bis
2,5 kHz und wurde von der analogen Signalkonditionierung des BISC 02 und der neurona-
len Zellaktivität relativ wenig beeinträchtigt. Diese Schätzung lieferte auch bei relativ kurz-
en DWT-Datenfenstern stabile Ergebnisse. Die Hochpassfilterung wurde über das Löschen
des gröbsten Approximationsbandes erreicht. Nach der Signalrekonstruktion erfolgt eine
Extraktion von Aktionspotentialen mit der Schwelle −4 · σˆd3 ähnlich [163, 277]. Bei einer
Detektion werden jeweils 22 Samples vor und 32 Samples nach der Triggerung gespeichert,
was bei FS = 20 kHz einem 2,7 ms langen Vektor entspricht. Die Detektionsschwelle wird
über 64 DWT-Fenster gemittelt.
Ein Spike wurde erkannt, wenn ein Abtastwert die negative Detektionsschwelle unterschritt
und seine drei Vorgänger und Nachfolger immer noch unterhalb von −σˆd3 lagen. Diese
zusätzliche Forderung war notwendig, um Artefakte aufgrund der periodischen DWT-Er-
weiterung weitgehend von der Detektion auszuschließen. Der Mindestabstand zweier auf-
einander folgender Spikes musste 80 % der Spike-Länge, also ca. 2,2 ms betragen, um noch
eine Zuordnung gewährleisten zu können. In Anlehnung an [163, 277] wurde ein Aktions-
potential richtig erkannt, wenn der Detektionszeitpunkt maximal 1 ms vom Zeitpunkt des
intrazellulären Target Peak entfernt lag. Andernfalls wurde ein Target Spike nicht detektiert
bzw. Rauschen o. Ä. fälschlich als Aktionspotential interpretiert. Die Tabelle 6.6 enthält eine
Übersicht der erzielten Ergebnisse. Bei den gewählten SNR, den Spike Templates und dem
DWT-Modus eignen sich die verwendeten Wavelets unterschiedlich gut zur Signalfilterung.
Diese Konditionierung beeinflusste auch die Detektion.
Im Vergleich zur offline Detektion von Aktionspotentialen nach [163, 277] können mit einer
geeigneten Wavelet-Wahl ähnlich gute oder bei kleinem Signalrauschabstand auch bes-
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Abbildung 6.9: Gegenüberstellung von synthetisierten, zunächst noch rauschfreien Ak-
tionspotentialen und einer Auswahl von Wavelets, die zur Rauschunter-
drückung eingesetzt werden könnten. Es wurden die orthogonalen Daube-
chies db2 und Symlet sym5 Wavelet-Funktionen dargestellt. Des Weiteren
wurden die Wavelet-Funktionen für die Signalzerlegung bzw. -rekonstruk-
tion des biorthogonalen Spline Wavelet bior1.5 und Reverse Spline Wavelet
rbio3.3 und rbio3.9 abgebildet. Die gewählten Maßeinheiten sind aufgrund
der Skalierung willkürlich.
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Signalqualität DSV Zuordnung Spikes nach der Detektion
Unit 1 Unit 2 Vermisst Eingefügt
Rauschfrei – 465 586 51 0
SNR = 4,6 db2 468 576 58 13
sym5 465 568 69 41
bior1.5 463 580 59 0
rbio3.3 418 531 153 201
rbio3.9 460 555 87 72
Smith et al. 433 548 121 69
SNR = 3,2 db2 462 581 59 10
sym5 468 578 56 14
bior1.5 448 575 79 0
rbio3.3 425 562 115 111
rbio3.9 458 573 71 53
Smith et al. 466 564 72 8
SNR = 2,3 db2 454 578 70 9
sym5 457 575 70 14
bior1.5 416 559 127 3
rbio3.3 407 558 137 66
rbio3.9 451 578 73 34
Smith et al. 459 561 82 36
SNR = 1,6 db2 343 520 239 23
sym5 395 553 154 15
bior1.5 194 309 599 0
rbio3.3 285 390 427 23
rbio3.9 392 532 178 13
Smith et al. 36 402 664 2
Tabelle 6.6: Die Spike-Detektion wurden an vier synth. MEA-Datensätze mit verschiedenen
Signalrauschabständen aber identischem Timing getestet, 2 Units mit 494 bzw.
608 Spikes, FS = 20 kHz, Länge 30 s. Korreliertes, nicht korreliertes und techni-
sches Rauschen wurde berücksichtigt. Die Filterung und Rauschunterdrückung
erfolgte Wavelet-basiert. Die Spikes wurden mit der Schwelle −4σˆd3 detektiert.
Die Anzahlen der korrekt detektierten, der vermissten sowie von zusätzlich er-
fassten Spikes sind angegeben. Überlagerungen von Aktionspotentialen beider
Units verhindern bereits im rauschfreien Signal die Detektion von 51 der insge-
samt 1102 Spikes, Wavelet-Bezeichnung gemäß MATLAB®. Zum Vergleich ei-
ne Detektion gemäß Smith et al. [163, 277]: offline Filterung mit Butterworth-
Bandpass vierter Ordnung 300 Hz–6 kHz, allerdings Detektion mit negativer
Schwelle −4 ·median(|Signal|/0,6745) zur besseren Vergleichbarkeit.
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sere Detektionsergebnisse erreicht werden. Die alternative offline Verarbeitung wurde an
zusätzlich generierten Daten getestet. Diese MEA-Datensätze weisen das gleiche Spike Ti-
ming und SNR aber eine andere Rauschzusammensetzung auf. Anstelle des gemessenen
Sensorrauschens wurde Gauß-verteiltes, weißes Rauschen hinzugefügt. Die Effektivwerte
des neuronalen und des Gauß-Rauschens sind erneut gleich groß. Das Gesamtsignal wur-
de anschließend im Bereich von 300 Hz bis 6 kHz Bandpass gefiltert. Es besitzt im Vergleich
zum synthetisierten BISC-Signal eine größere Bandbreite, welche sich auch auf die Höhe
der berechneten Detektionsschwelle auswirkt. Das Wavelet-basierte Filterergebnis ist ab-
hängig vom Grad der Übereinstimmung von Wavelet und Aktionspotential. Untersuchun-
gen, wie z. B. [299], legen nahe, dass sich bei anderen Spike-Formen u. U. andere Wavelets
besser zur Transformation eignen werden.
p(s, t )= C (s,t )p
C (s,s)C (t ,t )
mit C = cov(X ) (6.31)
pst (m)=

N−|m|−1∑
n=0
(
s(n+m)− 1N
N−1∑
i=0
si
)(
t∗n − 1N
N−1∑
i=0
t∗i
)
p∗t s(−m)
m ≥ 0
m < 0 (6.32)
Pˆst (m)=

N−m−1∑
n=0
s(n+m)t∗n
Pˆ∗t s(−m)
m ≥ 0
m < 0 (6.33)
Nach der Detektion von Aktionspotentialen erfolgte eine Klassifikation mittels korrelations-
basierter Ansätze. Zunächst wurde der Korrelationskoeffizient p(s, t ) gemäß Gleichung 6.31
berechnet, d. h. es wurde die normierte Ähnlichkeit zwischen Spike S und Template T ohne
Lageveränderung ermittelt. Weiterhin wurde mit Gleichung 6.32 die Kreuzkovarianz zwi-
schen S und T für die Signallänge N berechnet. Es erfolgte dabei eine Normierung dieser
Sequenz, sodass die Autokovarianzen bei Verschiebung Null den Wert eins annahmen. Dies
kann als Berechnung des Korrelationskoeffizienten bei einer schrittweisen Änderung der
Signallage aufgefasst werden. Schließlich wurde die Kreuzkorrelationsfunktion zwischen T
und S analog Gleichung 6.33 ermittelt. Es wurde aber auf zwei unterschiedlichen Wegen
normiert. Bei der Berechnung von Pˆst (m) wurde auf eine Normierung verzichtet. Während
P˜st (m) so normiert wurde, dass die Autokorrelationsfunktionen bei Verschiebung null den
Wert eins ergaben. Bei den lageabhängigen Ähnlichkeitsbestimmungen wurde jeweils das
Maximum der Übereinstimmung ausgewertet.
Der Klassifikationserfolg, also die Güte der Klassifikation, wurde gemäß [277] bewertet. In
dieser Veröffentlichung wird das Maß FoM (Figure of Merit) gemäß Gleichung 6.34 defi-
niert. N j entspricht der Spike-Anzahl von Neuron j , n gibt die Anzahl der Units an, hier
zwei. Schließlich gibt T j (i ) Auskunft über die Zahl der Spikes von Neuron j in Cluster
i . FoM gibt also an, wie gut die erkannten Cluster den vorhandenen Units entsprechen.
Dieses Maß erreicht die Größe eins, wenn sich alle Spikes einer Unit in genau einem Clu-
ster wiederfinden. Die Reihenfolge der Cluster ist dabei egal. Es werden aber Nicht- und
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Signalqualität DSV FoM FK NK
Rauschfrei p(s, t ) 0,1 465 0
pst (m) 0,99 4 0
Pˆst (m) 0,99 5 0
P˜st (m) 0,99 4 0
SNR = 4,6 p(s, t ) 0,09 314 307
pst (m) 0,94 31 0
Pˆst (m) 0,61 203 0
P˜st (m) 0,92 41 0
Smith 1 0,91 – –
SNR = 3,2 p(s, t ) 0,07 288 388
pst (m) 0,87 69 0
Pˆst (m) 0,44 288 0
P˜st (m) 0,9 54 0
Smith 1 0,86 – –
SNR = 2,3 p(s, t ) 0,02 382 246
pst (m) 0,44 283 0
Pˆst (m) 0,77 117 0
P˜st (m) 0,5 255 0
Smith 1 0,56 – –
SNR = 1,6 p(s, t ) 0,21 271 102
pst (m) 0,6 165 0
Pˆst (m) 0,7 126 0
P˜st (m) 0,67 138 0
Smith 1 0,19 – –
Tabelle 6.7: Ausgehend von den erzielten Detektionsergebnissen bei vorheriger Rauschun-
terdrückung mittels db2-Wavelet in Tabelle 6.6 wurde die Wirksamkeit unter-
schiedlicher Klassifikationsansätze ausgewertet. Für die einzelnen Verfahren
wurden jeweils die Klassifikationsgüte (Figure of Merit) sowie die Anzahlen der
fehlklassifizierten (FK) und der nicht klassifizierten (NK) Spikes bei verschiede-
nen Signalrauschabständen erfasst. Alle synthetisierten MEA-Datensätze besa-
ßen ein identisches Timing sowie zwei Units mit insgesamt 1102 Aktionspo-
tentialen. Zum Vergleich wurden die FoMs eines nicht überwachten Verfahrens
nach [277] angegeben.
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Fehlklassifikationen berücksichtigt. Die Templates für die Klassifizierung wurden manuell
dem gefilterten Signal entnommen. Diese Bibliothek an Modell-Spikes wurden während
der Klassifikation nicht aktualisiert bzw. ergänzt. Ein detektiertes Aktionspotential wurde
der Klasse zugewiesen, die die größte Ähnlichkeit zu diesem Spike aufwies. Zusätzlich wur-
de bei den normierten Verfahren für eine erfolgreiche Zuordnung mindestens eine Korre-
lationsstärke von 0,5 gefordert. Diese Größe steht laut [404] für eine schwache Korrelation.
Bei Nichterreichen dieses Wertes wurde die Kurvenform der Rauschklasse zugeordnet.
FoM = 1
n
n∑
j=1

max
i
[
T j (i )−
n∑
k=1k 6= j
Tk (i )
]
N j
 (6.34)
Die Klassifikationsergebnisse sind in Tabelle 6.7 zusammengefasst. Die Güte der Klassifi-
kation variiert in Abhängigkeit des Verfahrens und der Signalqualität deutlich. Man kann
bereits beim völlig rauschfreien Signal erkennen, dass die Lage von Spike und Templa-
tes bei der Form-basierten Klassifizierung berücksichtigt werden muss. Eine Detektion mit
Amplitudenschwelle kann zu Signalverschiebungen führen, da der „relative“ Detektions-
zeitpunkt nicht nur von der Schwellenhöhe sondern auch vom konkreten Kurvenverlauf
des Aktionspotentials abhängt. Eine nachträgliche Ausrichtung, auch Alignment, kann da-
her sinnvoll sein. Dies geschieht bei der Berechnung der normierten Kreuzkovarianz und
der Kreuzkorrelation, sodass hier nahezu ideale Ergebnisse erzielt werden können. Mit klei-
ner werdendem Signalrauschverhältnis nimmt der Klassifikationserfolg wie erwartet ab.
Die [277] entnommenen Klassifikationsergebnisse (Smith 1) in der Tabelle sollen nur als
Anhaltspunkte dienen. Sie wurden mit dem nicht überwachten Verfahren KlustaKwik, sie-
he Abschnitt 3.2.6, und den ersten drei Hauptkomponenten erzielt. Ein direkter Vergleich
erscheint deshalb nicht sinnvoll.
6.3.5 Fazit
Das ursprünglich angestrebte Ziel einer automatisierten Signalauswertung konnte nur an-
satzweise erreicht werden. Verschiedene Fragestellungen erfordern weiterführende Unter-
suchungen. Die Entwicklung eines allgemein einsetzbaren Verfahrens zur Datenauswer-
tung wurde zugunsten einer maßgeschneiderten Lösung für den vorgestellten Sensorpro-
totypen aufgegeben. Für andere Sensoren kann sich daher die Notwendigkeit der Anpas-
sung der hier vorgestellten Verfahren ergeben. Die Betrachtungen dieser Arbeit belegten die
Wichtigkeit von relevanten Templates für die Klassifizierung. Eine Dichteuntersuchung im
mehrdimensionalen Merkmalsraum erscheint in Bezug auf eine automatisierte Template-
Generation interessant. Die Detektion von Aktionspotentialen ist in rauscharmen Signa-
len problemlos möglich. Ein Wavelet-basierter Filteransatz kann zur Rauschunterdrückung
wirkungsvoll eingesetzt werden. Schließlich können Korrelationsverfahren zur Unit-Sepa-
ration eingesetzt werden.
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Das Synthesewerkzeug nach [277] ist aber nicht in der Lage, Bursts zu simulieren. Weitere
Untersuchungen zur Bewertung der Korrelationsverfahren scheinen deshalb erforderlich,
da sich die Amplitude und die Form von Spikes einer Unit bei erhöhter Aktivität deutlich
ändern können. Bezüglich der vorzugsweise nicht überwachten Auswahl möglicher Mother
Wavelets für die Filterung besteht Optimierungspotential. Gleiches gilt für die Auswahl von
für die Rauschabschätzung geeigneter Wavelet-Skalen. Auch in [405] wird das Problem der
Signalbandbegrenzung und der dann notwendigen Modifikationen der Wavelet-basierten
Rauschunterdrückung beschrieben, wobei σˆ mittels QQ-Plot offline geschätzt wird. Gene-
rell ist speziell das d1 Band für die Rauschabschätzung geeignet, da besonders hier die
Schätzung unabhängig von der Spike Rate ist.
Aus diesem Grund wird in einer weiteren Veröffentlichung das neuronale Signal nur Hoch-
pass-gefiltert. Es wird auch auf die notwendige Ähnlichkeit zwischen Mother Wavelet und
zu untersuchenden Aktionspotentialen hingewiesen [406]. In [298] wird das neuronale Si-
gnal aus gleichem Grund über ein relativ weites Frequenzband verstärkt, was auch hier das
Denoising über d1 ermöglicht. Beim Neurosensorchip BISC 02 müsste zu diesem Zweck die
Grenzfrequenz der on chip Filter erhöht werden. Das in Abschnitt 6.3.4 vorgestellte Filter-
verfahren löscht die Bänder d1 bis d3 aufgrund des Denoising weitgehend. Daher könnte
man zur Vereinfachung der Berechnung diese Skalen komplett löschen. Wird eine stärkere
Signalformänderung akzeptiert, kann aus ähnlichem Grund auf die sechste Zerlegungsstufe
der Wavelet-Transformation verzichten werden.
Allerdings wird in [407] auf die Wichtigkeit der Formerhaltung der Spikes für die weitere
Clusterung und Klassifizierung hingewiesen und die Überlegenheit von Wavelet-Ansätzen
im Vergleich zu IIR-Filtern hervorgehoben. Wie gezeigt können durch die abschnittsweise
Wavelet-Filterung von kontinuierlichen Daten Artefakte entstehen. Zwei phasenverschobe-
ne Verarbeitungseinheiten könnten in diesem Zusammenhang sicherstellen, dass die aus-
zuwertenden Spikes sich nur im Zentrum des Fensters befinden [408]. Schließlich könnte
bei vorheriger Zentrierung von Spikes und Templates, z. B. auf das erste Extrem, die Be-
rechnung der Korrelationsfunktion vereinfacht werden, da dann die Signalverschiebung
entfallen könnte. Prinzipiell ist weiterhin die Frage zu klären, welche alternativen Merkma-
le eines Aktionspotentials, außer Form und Amplitude, zur Klassifikation genutzt werden
könnten.
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7.1 Chipvorbereitung und Zellpräparation
Die von der Micronas GmbH hergestellten und in einem CLCC-Package aufgebauten sowie
gebondeten Chips wurden zunächst verkapselt. Dazu wurde auf das Package ein Trog auf-
gebracht, der die Zellkultur während der Präparation und der Messung aufnahm. Dieses
Formteil dichtete die Zellkultur auch gegenüber den Bond-Anschlüssen ab. Die aus PM-
MA (Polymethylmethacrylat) bzw. POM (Polyoxymethylen weiß) hergestellten Tröge wur-
den dabei mit dem Silikonkleber DC 96-083 der Firma Dow Corning [409] direkt auf das
Silizium geklebt. Anschließend wurden diese Chips bei 100 °C für zwei Stunden erwärmt,
um den Kleber auszuhärten. Nach einem erfolgreichen Funktionstest gelangten diese Chips
in die Zellpräparation [410].
Die primären neuronalen und Glia-Zellen wurden aus dem frontalen Cortex embryona-
ler NMRI (Naval Medical Research Institute, Outbreed White Mice Stem)-Mäuse gewonnen.
Die Präparation des Cortex-Gewebes erfolgte unter sterilen Bedingungen in einem D1SGH-
Puffer. Die Gewebefragmente wurden mechanisch sowie enzymatisch zerkleinert. Anschlie-
ßend wurde diese Fragmente in DMEM (Dulbecco’s Modified Eagle’s Medium) unter Zugabe
von 10 % Rinderserum, 10 % Pferdeserum sowie von 1 % L-Glutamin weiter vereinzelt. Zur
Vermeidung der Gliazellvermehrung wurden den Kulturen auf dem Chip in Abhängigkeit
der Zellkonzentration 100 µl DMEM-Lösung mit weiteren Zusätzen zugegeben [10].
Zur Entsorgung der Stoffwechselprodukte wurde dreimal pro Woche die Hälfte des Me-
diums jeder Zellkultur eines Chips mit frischer, vorgewärmter DMEM-Lösung ersetzt. Die
Kulturen wurden für 30 Tage bei 37 °C und 10 % CO2 (Kohlendioxid) aufbewahrt. Nach et-
wa vier Wochen gelten diese neuronalen Zellkulturen als ausgereift und können für Experi-
mente genutzt werden [10]. Die Präparation der primären Herzmuskelzellen embryonaler
Mäuse erfolgte in einer weitgehend identischen Vorgehensweise. Als Medium kam aller-
dings Ham’s F12 zur Anwendung. Zudem konnten bereits nach etwa vier bis fünf Tagen in
Kultur die Messungen an den präparierten Chips beginnen.
Die Chips wurden vor der Aussaat der Zellen mit Trypsin und Contrad®70 gesäubert und
anschließend mit deionisiertem Wasser gespült. Danach erfolgt eine Sterilisierung der Chips
in einem Autoklaven. Die aktive Oberfläche des Neurosensorchips wurde hydrophilisiert
und daraufhin erneut mit deionisiertem Wasser gespült. Eine Beschichtung der Chipober-
fläche mit 30 µl Poly-D-Lysin und 30 µl Laminin sicherte die Anhaftung der Zellkultur auf
dem Mikrosensor [10, 89].
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7.2 Messaufbau, Datenerfassung und Archivierung
Bei den Messungen an HMZ (Herzmuskelzellen) und Neuronen kam der in Kapitel 5 be-
schriebene Messaufbau zum Einsatz. Er bestand aus dem Silizium-basierten Sensorchip
BISC 02, dem externen Neuromessadapter, einem FPGA-USB-Modul zur Vorverarbeitung
und zum Transfer der Messsignale, einer Temperaturregelung, einer pH-Pufferung des Me-
diums mittels CO2-Begasung, einer Ag/AgCl (Silber/Silberchlorid)-Referenzelektrode und
einer Spannungsversorgung des Systems. Ein ähnlicher Aufbau, allerdings ohne Auswer-
teelektronik, wurde auch beim Vorgängerchip des CMOS-Sensors BISC 02 eingesetzt [411].
Bei den Zellmessungen wurden ausschließlich die Elektroden des Multielektrodenarray des
Sensors verwendet, deren Signale über RC-Hochpässe ausgekoppelt und anschließend on
chip verstärkt sowie Tiefpass gefiltert wurden.
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Abbildung 7.1: Aufbau des verwendeten Sensorsystems
Zeitgleich wurden acht der insgesamt 64 Elektrodensignale per Zeitmultiplex-Betrieb vom
Sensorchip ausgegeben und mit externer Hardware weiterverarbeitet. In Abhängigkeit der
erfassten Signalstärke wurde eine bis zu zweihundertfache Verstärkung auf dem Sensorchip
genutzt. Die on chip Tiefpassfilter zweiter Ordnung besaßen eine Grenzfrequenz von 5 kHz.
Die für die Digitalisierung der MEA-Signale verwendete Abtastfrequenz von 20 kHz bzw.
33,3 kHz erforderte jeweils eine Umschaltfrequenz der insgesamt acht Multiplexer des Sen-
sors von 160 kHz und 267 kHz respektive. Dieses Taktsignal wurde vom FPGA-Modul be-
reitgestellt und extern an den Sensorchip angelegt [412, 413].
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Mittels Neuromessadapter wurde der Sensorchip angesteuert und ausgelesen. Die vom
Chip bereitgestellten MEA-Signale wurden zunächst Impedanz gewandelt, extern zusätz-
lich elffach verstärkt sowie in ihrer Symmetrie an die nachfolgenden AD-Wandler des NMA
angepasst. Mit dem NMA wurden gleichzeitig acht analoge Elektrodensignale wahlweise
mit einer Auflösung von 12 Bit bzw. 14 Bit digitalisiert. Diese Abtastwerte wurden sowohl
nach einer Spike-Detektion als auch bei der kontinuierlichen Archivierung als 16 Bit-Fest-
kommawerte per USB 2.0 auf einen Messrechner übertragen. Deshalb ergeben sich bei der
fortlaufenden Datenübertragung und einer Abtastung von 20 kHz bzw. 33,3 kHz pro Sen-
sorchip eine Übertragungsrate von ca. 2,4 MByte/s bzw. von ca. 4,1 MByte/s.
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Abbildung 7.2: Messung an Herzmuskelzellen mit dem Chip YAB1 35
Bei einer kontinuierlichen Datenübertragung wurden jeweils Blöcke mit 64 mal 128 Werten
und zusätzlichen Zeitstempeln sowie Blocknummern auf den Computer übertragen und
dort im DDT (Continuously Digitized Data)-Format der Firma Plexon Inc., USA, abgespei-
chert. Die während einer Spike-Detektion detektierten Signale wurden unabhängig von der
gewählten Abtastrate mit jeweils 32 Abtastwerten pro Kurvenform erfasst und mit Zeitstem-
pel, Kanalnummer und Rauschniveau versehen. Diese dann auf den Messrechner transfe-
rierten Daten wurden dort in das Plexon konforme PLX-Format konvertiert und gespei-
chert. Die Datenanalyse erfolgte mit der Software Plexon Offline Sorter. Im Abschnitt 5.3.1
wird die Aufbereitung und Übertragung der Sensordaten detailliert beschrieben.
In mehreren Untersuchungen wurde die elektrische Aktivität von Herzmuskelzellen mit
den MEA-Elektroden des BISC 02 erfolgreich gemessen. Dabei wurden vorwiegend Zellag-
gregate auf dem Sensorchip kultiviert. Die bei den HMZ-Experimenten erfassten Potentiale
wiesen dabei Amplituden zwischen 0,5 mV und 1,2 mV und eine Wiederholrate zwischen
1,5 Hz und 2,8 Hz auf, siehe auch Abbildung 7.2. Diese Ergebnisse stimmen gut mit Veröf-
fentlichungen anderer Forschergruppen überein [414–416]. Im Rahmen dieser Messungen
konnten einzelne Sensorchips in Ergänzung zum ursprünglichen Projektziel auch mehrfach
für die Zellkultur und die verschiedenen Messkampagnen wiederverwendet werden.
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Aufbauend auf diesen Ergebnissen wurden in einer weiteren Messreihe neuronale Netz-
werke mit dem BISC 02 untersucht. Die im Vergleich zu Herzmuskelzellen deutlich längere
Kulturzeit der Neuronen stellte besonders in Bezug auf die Verkapselung und die Chip-
passivierung erhöhte Anforderungen an den BISC 02. Aufgrund dieser mechanischen so-
wie elektrischen Probleme wurde die Chipansteuerung und das Auslesen der Messdaten
erschwert. Eine elektrische neuronale Zellaktivität konnte deshalb nicht gemessen wer-
den. Die Wiederholung einer solchen Messung war während dieses Projektes aus zeitlichen
Gründen nicht mehr möglich.
Dennoch konnte mit den Experimenten an Herzmuskelzellen unter realistischen Bedin-
gungen das Funktionieren des Sensorchips BISC 02 und seiner externen Hardware nachge-
wiesen werden. Gleichzeitig wurde hinsichtlich der Chipstabilität und der Datenverarbei-
tung Optimierungspotential aufgezeigt. Eine Überarbeitung des vorliegenden Prototypen
eines Cell Monitoring System auch unter Beachtung der Resultate aus dem Abschnitte 5.1.3
und dem Abschnitt 6.3 wird eine umfassendere Nutzung des vorliegenden Sensorchips auf
Siliziumbasis ermöglichen.
8 Zusammenfassung
8.1 Elektronik-Konzept
8.1.1 Sensorchip
Der CMOS-Sensorchip BISC 02 umfasst 68 in einem MEA angeordnete Palladium-Elektro-
den, 14 CPFET und 2 ISFET. Jeweils 64 dieser MEA-Elektroden sind mit je einem Verstärker
und einem nachfolgenden Filter direkt auf dem Chip verbunden, wodurch der herkömm-
liche Messaufbau deutlich vereinfacht werden kann. Nach dieser Signalkonditionierung
werden mit insgesamt acht on chip Multiplexern und Pad-Treibern zeitgleich acht dieser
Elektrodensignale vom Chip ausgegeben. Jede dieser 64 Elektroden besitzt eine Schalter-
gruppe auf dem Chip, welche eine individuelle Konfiguration des Signalweges ermöglicht.
Neben der unterschiedlichen Signalkopplung ermöglichen diese Schaltergruppen auch die
Auswahl beliebiger Elektroden für die Netzwerkstimulation. In dem NMA lassen sich zu-
dem externe Elektronikbaugruppen zur Ansteuerung der FETs des Sensorchips zuschalten.
Die Signale der 64 MEA-Elektroden können in Stufen bis zu vierhundertfach on chip ver-
stärkt werden. Der externe NMA verstärkt diese Signale vor der Digitalisierung zusätzlich
elffach.
Zusammen mit einer RC-Kopplung und der anschließenden Tiefpassfilterung lassen sich
die Elektrodensignale des MEA von ca. 200 Hz bis maximal 5 kHz in ihrer Bandbreite be-
grenzen. Der dem MUX nachfolgende Pad-Treiber gestattet eine maximal mögliche Ab-
tastrate von rund 47 kHz pro Elektrode. Durch eine Verringerung der Anzahl der ausge-
gebenen Elektrodensignale kann die Abtastrate für die verbleibenden MEA-Signale weiter
erhöht werden. Die Leistungsaufnahme des Sensors von maximal 570 mW kann mit einer
Verringerung des Bias reduziert werden. Mittels Platin-Beschichtung konnte die Impedanz
der MEA-Elektroden um eine Größenordnung reduziert werden. Dieses Ergebnis stimmt
gut mit der Literatur überein [48, 84]. Allerdings besitzen die Elektroden des BISC 02 auch
nach der Platin-Beschichtung eine im Vergleich zu anderen Arbeiten deutlich größere Im-
pedanz.
Anhand der Literatur lässt sich auch zeigen, dass Aktionspotentiale von Herzmuskelzel-
len typischerweise Amplituden von 300 µVpp bis 400 µVpp besitzen. Die Dauer des bi-
phasischen Signalanteils kann je nach Quellenlage zwischen 1 ms und 100 ms variieren.
Bei der Datenerfassung konzentriert man sich hier meist auf einen Frequenzbereich von
1 Hz bis 3 kHz [74]. Spikes von neuronalen Zellkulturen der Maus können Amplituden von
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50 µVpp bis 200 µVpp aufweisen. Die gewöhnlich biphasigen Spikes besitzen dabei eine
Dauer von bis zu 1 ms [24]. Die Signalenergie von extrazellulär gemessenen Potentialen
konzentriert sich im Frequenzbereich von 100 Hz bis 4 kHz [75]. Der Silizium-basierte Sen-
sorchip BISC 02 ist somit gut für Messungen an elektrisch aktiven Herzmuskel- und Ner-
venzellen geeignet.
Insgesamt ermöglichen 138 I2C-Register die umfangreiche Konfiguration des Sensors. Ne-
ben der Veränderung der Signalwege und der Einstellung der Signalausgabe, der Variati-
on der Bias-Einstellungen und der Realisierung der Offset-Kompensation für die aktiven
Komponenten der Signalkonditionierung ermöglichen diese Register auch eine individu-
elle, in Stufen änderbare Signalverstärkung für 64 MEA-Elektroden. Während des System-
tests des Sensors wurden standardmäßig die MEA-Elektroden mit nachfolgender on chip
Konditionierung und Multiplexausgabe genutzt, wobei die Elektrodensignale zur Vermei-
dung von Driften und Gleichanteilen über einen RC-Hochpass an die Sensorelektronik ge-
koppelt wurden. Die Tiefpassfilterung auf dem Chip diente neben der Bandbegrenzung
des Rauschens auch der Anti-Aliasing-Filterung vor der Digitalisierung. Mittels analogen
Testbusses konnten bestimmte Komponenten des Chips separat untersucht werden. Die
Funktionalität der auf dem Chip befindlichen Feldeffekttransistoren wurde in Vorarbeiten
überprüft. Diese Komponenten wurden beim weiteren Systemtest aber nicht verwendet.
Ein vergleichbarer CMOS-Sensorchip mit Multielektrodenarray und integrierter Signalauf-
bereitung wurde nur noch von der Hierlemann-Gruppe der ETH Zürich entwickelt. Die
MEA-Signale können auf diesem Chip verstärkt, gefiltert und digitalisiert werden. Eine
Zellstimulation ist ebenso möglich [269]. Der Sensorchip BISC 02 wurde aufbauend auf
verschiedenen Vorentwicklungen der Gruppe um Baumann für die multiparametrische Un-
tersuchung elektrisch aktiver Zellverbände innerhalb eines CMS® entworfen und realisiert.
Dieser Chip besitzt deshalb eine vergleichsweise große Sensorvielfalt und eine Vielzahl von
Betriebsmöglichkeiten. Seine Struktur ermöglicht dennoch einen kompakten Messaufbau.
Der Sensor kann in Kooperation mit der Micronas GmbH industriell in gleich bleibend
hoher Qualität und in der erforderlichen Stückzahl gefertigt werden. Eine zusätzlich reali-
sierte externe Hardware gestattet die flexible Anbindung dieses Sensors an eine kompakte
Elektronik zur Datenerfassung.
8.1.2 Externe Hardware
Die 64 konditionierten MEA-Signale des BISC 02 werden über Multiplexer und Pad-Treiber
ausgegeben. Der externe Neuromessadapter ermöglicht eine zusätzliche Verstärkung dieser
zuvor impedanzgewandelten Signale. Nach einer Signalanpassung und der AD-Wandlung
können die Messdaten auf einem FPGA zwischengespeichert und gegebenenfalls bearbei-
tet werden. Der Neuromessadapter erlaubt zudem die Erfassung und Aufbereitung der ver-
bleibenden vier direkten MEA-Elektrodensignale, die bei neurophysiologischen Messungen
bisher noch nicht digitalisiert wurden. Eine Erweiterung des NMA zur Realisierung der Zell-
stimulation sowie zur Auswertung der Signale der ISFETs und der Temperaturdiode ist vor-
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gesehen. In der aktuellen Ausbaustufe ermöglicht die externe Sensorumgebung somit eine
Datenakquise von 64 der insgesamt 68 MEA-Elektroden des Sensors, welche mit maximal
33,3 kHz und einer Auflösung von bis zu 14 Bit abgetastet werden können.
Diese Messdaten können auf einem Computer gespeichert bzw. zusätzlich auf dem FPGA
vorverarbeitet werden. Im Streaming-Modus werden die MEA-Signale mittels NMA di-
gitalisiert, auf dem FPGA zwischengespeichert und anschließend per USB 2.0 im Bulk-
Transfer kontinuierlich auf den Messrechner übertragen. Dort können klassische offline Al-
gorithmen zur Analyse der Elektrodensignale herangezogen werden. Im Falle des Spike-
Modus erfolgt auf dem FPGA eine fünfstufige Zerlegung der erfassten Sensordaten mit-
tels diskreter Wavelet-Transformation und des db2-Wavelets. Nach der Bestimmung des
Signalrauschens, einer einfachen Signalfilterung und der Rücktransformation in den Zeit-
bereich können auf dem FPGA Aktionspotentiale aus dem Messsignal extrahiert und mittels
USB 2.0 auf einem Computer gespeichert werden.
Bereits früh wird für vergleichbare MEA-Anwendungen die Nutzung von externen Vorverar-
beitungsmodulen vorgeschlagen und beschrieben [417, 418]. Mittels Software und externer
Hardware sollte dabei eine Beschleunigung der Datenverarbeitung erzielt und der Host
bei der Anwendung von Klassifikationsverfahren entlastet werden [241, 294, 419]. Zur ef-
fektiven Aufnahme von neuronalen Messdaten könnte speziell entwickelte Hardware auch
aktuell noch erforderlich sein. Trotz bereits vorhandener, kommerzieller Alternativen kann
eine solche Hardware in besonderer Weise den konkreten Bedingungen der neuronalen
Datenakquise gerecht werden [420]. Eine derartige Hardware mit integrierter Signalverar-
beitung kann die Bandbreite der zu übertragenden Daten deutlich reduzieren [421, 422].
Zukünftig ist zudem mit einer weiteren Erhöhung der Sensoranzahl zu rechnen.
Ein vergleichbarer Systemaufbau bestehend aus einem MEA-Sensor, einem FPGA sowie ei-
ner USB-Anbindung wird nur von der Hierlemann-Gruppe beschrieben. Mittels gleitendem
Mittelwert und Varianz werden dort Datensegmente mit neuronaler Aktivität auf dem FPGA
identifiziert und für eine spätere Spike-Detektion und offline Analyse auf einem PC übertra-
gen [388]. Die alternative Anwendung des Ethernet-Protokolls zur Übertragung neuronaler
Daten wird in [423] skizziert. Zur Ermöglichung einer ressourcenschonenden Datenakquise
wurde für den BISC 02 eine kompakte Hardware-Umgebung mit integrierter Signalvorver-
arbeitung geschaffen. Neben der kontinuierlichen Datenerfassung gestattet sie die Spike-
Detektion bereits auf einem FPGA-Modul und erlaubt so eine deutliche Begrenzung der
zu transferierenden Datenmenge. Dieses laufzeitkritische Verfahren wurde Hardware-nah
auf einem FPGA implementiert. Die realisierten Hardware-Komponenten und die Ansätze
der Signalvorverarbeitung können modular erweitert werden, um eine Nutzung aller Sen-
sortypen des BISC 02 zu ermöglichen. Mit diesem Prototypen des Messsystems konnte der
„Proof of Concept“ erbracht werden.
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8.1.3 Software-Konzept
Das vorgestellte Software-Konzept zur Übertragung und Archivierung der Sensordaten ge-
stattet den kontinuierlichen bzw. abschnittsweisen Datentransfer mittels USB 2.0 auf einen
Messrechner. Mit der Detektion und Extraktion von potentiellen Spikes im kontinuierlichen
Datenstrom kann die erforderliche Bandbreite für die Signalübertragung deutlich reduziert
werden. Die in C/C++ geschriebene Software befindet sich noch im Prototypenstadium
und kann gemeinsam mit der Ansteuerung des USB-Interfaces auf der Sensorseite weiter
optimiert werden. Hier bietet sich z. B. auch die Nutzung modifizierter USB-Treiber an.
Die geplante online Klassifikation wurde nicht in das Sensorsystem integriert. Die Untersu-
chungen zu formbasierten Klassifikationsansätzen erfolgten in MATLAB® und gestatteten
so eine gründliche Untersuchung der Signalsynthese, der Detektion und der Spike-Zuord-
nung.
8.2 Signalverarbeitung
8.2.1 Detektion
Zunächst konnte in Simulationen bestätigt werden, dass mittels Wavelet-Transformation
und anschließender Auswertung der Koeffizienten im d1-Band die Standardabweichung σ
von Gauß-verteiltem Rauschen in einem MEA-Signal gut abgeschätzt werden kann. Eine
an die Schätzung σˆ gekoppelte Detektionsschwelle kann sich ohne User-Interaktion adap-
tiv an das Messsignal anpassen und ist prinzipiell zur Extraktion von Aktionspotentialen
auch bei erhöhter Zellaktivität geeignet. Nach der Filterung und der Signalrücktransforma-
tion wurde diese Detektionsschwelle im Zeitbereich angewendet. In Simulationen wurden
unterschiedliche Wavelets analysiert und das db2-Wavelet als ein Kompromiss bezüglich
Aufwand und Signal-Rausch-Trennung für die Implementierung ausgewählt.
Diese Spike-Detektion wurde in Handel-C, später auch in VHDL, auf FPGAs implementiert.
Dabei wurde das Elektrodensignal in einer fünfstufigigen DWT zerlegt. Die DWT wurde
mit Hilfe des Lifting Scheme umgesetzt. Sie kann so im Vergleich zu traditionellen Verfah-
ren deutlich effizienter berechnet werden. Bei einer Schwelltriggerung werden 32 Abtast-
werte um den Triggerzeitpunkt gespeichert und gemeinsam mit Zusatzinformationen per
USB 2.0 auf einen PC übertragen. Diese Daten können mittels offline Verfahren analysiert
werden. Weitere Analysen in MATLAB® belegten aber, dass aufgrund der Bandbegrenzung
der Sensorsignale auf dem BISC 02 eine Anpassung des klassischen Donoho-Ansatzes zur
Schätzung von σˆ erfolgen muss. Unter den Bedingungen des konkreten Sensorsystems sind
die d3-Detailkoeffizienten besser zur Rauschabschätzung geeignet. Andernfalls muss σˆd1
mit einem Offset beaufschlagt werden.
Das von Donoho et al. entworfene Verfahren zur Abschätzung und zur Reduzierung des
Rauschens eines Signals gehört inzwischen zu den Standardmethoden der Wavelet-basier-
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ten Signalaufbereitung. Neben der Rauschunterdrückung [342] und der Klassifizierung von
mehrkanaligen neuronalen Signalen [164] wird dieser Ansatz z. B. auch zur Analyse von
EKG-Signalen verwendet [424]. Es kann hier allerdings zu Variationen der verwendeten
Wavelets und der Schwellen kommen. Der Einsatz einer Schwelle für die effizienten Spike-
Detektion kann besonders in kompakten, mehrkanaligen Sensorsystemen auch gegenwär-
tig vorteilhaft eingesetzt werden [425]. Allerdings kann bei der traditionellen Abschätzung
des Hintergrundrauschens mittels Gesamtsignal die Schwellenhöhe für die Amplituden-
basierte Detektion von Spikes innerhalb von Bursts stark ansteigen [163].
Eine Hardware-nahe Implementierung von Verfahren auf einem FPGA ist in der Lage, die
Signalverarbeitung aufgrund der erzielbaren Parallelisierung zu beschleunigen und kann
so aufwändige Berechnungen von einem Host übernehmen [426]. Die Implementierung
einer DWT auf einem FPGA kann prinzipiell mittels Festkomma- bzw. Fließkomma-Arith-
metik erfolgen. Das Integer-Verfahren lässt sich einfacher realisieren und ist schneller in der
Ausführung. Allerdings lässt sich das Ausgangssignal aufgrund der erforderlichen Quanti-
sierungen nicht mehr perfekt rekonstruieren. Bei der Berechnung kann es zu Überläufen
kommen. Eine Fließkomma-Implementierung würde aber im Vergleich dazu einen höhe-
ren Hardware-Aufwand erfordern. Zudem reduziert der größere Platzbedarf die Paralleli-
sierbarkeit des Verfahrens [427]. Bei der Festkomma-Implementation einer Lifting-basier-
ten DWT kann die Integrität des neuronalen Ausgangssignals weitgehend erhalten werden.
Somit lassen sich die Vorzüge dieser Realisierung nutzen [428].
Die Signalzerlegung mittels Wavelet-Transformation wurde als Festkomma-Arithmetik im-
plementiert, um eine einfachere und schnellere Ausführung zu ermöglichen. Auswirkungen
dieser Implementierung z. B. hinsichtlich der reduzierten Genauigkeit aufgrund der Zwei-
erkomplementdarstellung und möglicher Überläufe wurden noch nicht umfassend analy-
siert. Einige Messreihen scheinen allerdings auf entsprechende Probleme hinzudeuten. Die
robustere Rauschabschätzung mittels Median und eine echte Rauschunterdrückung nach
einer Wavelet-Zerlegung entsprechend Donoho et al. wurden bisher im Interesse einer ein-
fachen Realisierung nicht implementiert. Eine zuverlässige Detektion von Aktionspoten-
tialen könnte deshalb in rauschbehafteten Messungen beeinträchtigt sein. Aus Kapazitäts-
gründen wurde die Spike-Extraktion unabhängig von der Abtastrate auf 32 Abtastwerte
begrenzt. Ein Proof of Concept war aber auch hier möglich. Die Implementierung kann für
ein Nachfolgesystem problemlos optimiert werden.
8.2.2 Template-Generation
Die Clusterung gehört zu den Standardverfahren der Mustererkennung. So kann die PCA
zur Merkmalsextraktion verwendet werden. Eine Dichteabschätzung der Hauptkomponen-
ten kann zur Lokalisierung potentieller Cluster und zur Gewinnung von Templates für
die nachfolgende Klassifizierung genutzt werden [365]. Diese Clusterung kann z. B. mit
K-Means berechnet werden, wobei die Euklidische Distanz zumindest bei klar trennba-
ren Clustern problemlos als Ähnlichkeitsmaß eingesetzt werden kann. Eine zunehmende
120 8 Zusammenfassung
Clusterüberlappung kann jedoch zu Fehlern führen [152]. Eine mehrfache Clusterung für
unterschiedliche angenommene Clusteranzahlen kann daher sinnvoll sein. Die objektive
Bewertung der erzielten Clusterqualität z. B. anhand des Abstandes der ermittelten Cluster-
zentren kann einen Hinweis auf den Erfolg der Clusterung geben [153]. Neben Ausreißern,
der Dimensionalität der Cluster und der erforderlichen Datenmengen ist auch die Tatsa-
che zu beachten, dass die ermittelte Klassenanzahl nicht notwendigerweise mit der Zahl
der Units übereinstimmen muss [152]. Weitere Merkmale wie z. B. ISI können klären, ob
das genutzte Clustermodell für den Datensatz Gültigkeit besitzt [210, 429].
8.2.2.1 Dichteuntersuchung im Musterraum
Basierend auf Arbeiten von [363] wurde ein Verfahren zur Dichteuntersuchung anhand
der ersten drei Hauptkomponenten der Hauptkomponentenanalyse implementiert. Dabei
wird die PCA von bereits detektierten Aktionspotentialen berechnet und pro Spike die er-
sten drei Komponenten dreidimensional abgetragen. Die entstehenden Punktwolken wer-
den daraufhin in regelmäßige Volumina unterteilt und auf Regionen größerer Dichte un-
tersucht. Die ermittelten Dichtezentren könnten anschließend als Templates für die Klas-
sifikation genutzt werden. Die Hauptkomponentenanalyse von Aktionspotentialen ist ein
traditioneller [155] aber immer noch gültiger Ansatz zur Untersuchung von neuronalen
Daten [299, 303, 365, 367, 430]. Dichteuntersuchungen haben den Vorteil auch unregel-
mäßige Cluster erfassen zu können. Eine Kombination beider Verfahren bietet sich daher
an [364, 366]. Neben dem Auffinden von globalen Dichtemaxima ist in weiteren Analysen
noch eine Bewertung der der Relevanz der ermittelten Templates nötig.
8.2.2.2 Koeffizienten der Wavelet-Transformation
Das Sensorsystem für den BISC 02 gestattet eine Signalzerlegung mittels DWT, um eine
Rauschabschätzung und eine Filterung der Messsignale zu ermöglichen. Es lag nahe, die-
se Wavelet-Koeffizienten auch hinsichtlich ihrer Eignung für die Klassifizierung zu bewer-
ten. Basierend auf verschiedenen Veröffentlichungen wurde untersucht, ob Koeffizienten
zur optimalen Unterscheidung von Aktionspotentialen ohne User-Interaktion identifiziert
werden können. Mehrere Mutter-Wavelets wurden auf die erzielbare Separierbarkeit der
entstehenden Cluster hin analysiert. Für die Clusterung wurden zunächst die einfach zu
implementierenden Verfahren K-Means und Growing K-Means implementiert, wobei die
bekannten Probleme bei sich überlappenden Clustern auch hier beobachtet wurden. Die
nicht überwachte SPC-Clusterung versprach in diesem Fall bessere Ergebnisse zu liefern.
Da dieser Ansatz nur in kompilierter Form vorlag, konnte er jedoch nur eingeschränkt
angepasst und verwendet werden. Dennoch konnte der Nachweis der prinzipiellen Klassi-
fizierbarkeit von Spikes mittels Wavelet-Koeffizienten erbracht werden.
Es sind aber weitere Untersuchungen bezüglich der zu nutzenden Wavelet-Familien, der
nicht überwachten Koeffizientenauswahl und der Clusterverfahren erforderlich. Die Ver-
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wendung der Wavelet-Transformation zur Rauschunterdrückung, Kompression und Klassi-
fizierung von neuronalen Signalen bzw. Spike Trains wird eingehend untersucht und viel-
fältig beschrieben [431–438]. Eine Kombination dieses Verfahren mit z. B. künstlichen neu-
ronalen Netzen ist möglich [439]. Speziell bei der Klassifizierung neuronaler Daten ist die
Shift-Varianz der DWT zu beachten [298], da die Energieverteilung der Koeffizienten mit
der Phase des Eingangssignals variiert [440]. Die DWT lässt sich aber hinsichtlich dieser
Shift-Varianz optimieren [441] und kann somit zur Spike-Klassifikation prinzipiell einge-
setzt werden [196]. Koeffizienten mit einer hohen Varianz lassen sich ohne a priori Kennt-
nisse bestimmen. Dichtezentren im entstandenen Musterraum können identifiziert und als
Templates genutzt werden.
8.2.2.3 Weitere Merkmale von Aktionspotentialen
Die Suche nach geeigneten Merkmalsvektoren zur effektiven Clusterung von Aktionspoten-
tialen stellt eine wichtige Grundlage bei der Klassifizierung neuronaler Daten dar. Aus die-
sem Grund wurden in einer weiteren Untersuchung zusätzlich die Koeffizienten der Fou-
rier-Reihe, der Kosinus-Transformation und erneut die Koeffizienten der Wavelet-Trans-
formation hinsichtlich ihrer Eignung zur Klassifikation von Spikes analysiert. Entsprechen-
de Koeffizienten wurden manuell ausgewählt und anschließend mit dem ressourcenscho-
nenden K-Means-Verfahren in Cluster aufgeteilt. Zur Vermeidung der bekannten Probleme
dieses Verfahrens erfolgte ein Mehrfachstart des Algorithmus mit geänderten Schwerpunkt-
vektoren. In den Klassifikationsarbeiten zum Neuro-Projekt wurde hier erstmals die erziel-
te Clusterqualität mit Hilfe zweier Fehlermaße mathematisch bewertet. Darauf basierend
wurde die jeweils optimale Clusterung zur Modellierung eines Klassifikators verwendet,
welcher auch zur Klassifizierung nachfolgender Datensätze genutzt wurde.
Es zeigt sich, dass bestimmte Koeffizienten bei verschiedenen Messreihen unterschiedlich
gut für die Klassifizierung geeignet sind. Schließlich wurde die Nutzung einer Kombination
aus Wavelet- und Fourier-Reihenkoeffizienten zur Clusterung empfohlen. Wie auch in den
Abschnitten 8.2.2.1 und 8.2.2.2 wurde das erzielte Ergebnis der Unit-Separation von ver-
schiedenen Glas-MEA-Messungen subjektiv bewertet. Die nicht überwachte Bestimmung
der Clusterzahl in einem Datensatz stellt ein grundlegendes Problem dar und ist deshalb
Gegenstand zahlreicher Untersuchungen [380, 442, 443]. Auch auf dem Gebiet der Klassi-
fizierung neuronaler Daten ist die Notwendigkeit der objektiven Bewertung der erzielten
Clusterergebnisse erkannt worden. Deshalb werden verschiedene Verfahren zur Einschät-
zung der Clusterqualität vorgeschlagen [182, 207, 444–446]. Diese Erkenntnisse sollten in
zukünftige Untersuchungen mit einbezogen werden. Interessant ist eine ergänzende Unter-
suchung, welche auf [379] aufbaut. Sie bestimmt statistisch unabhängige Spike-Merkmale,
die eine Datenauswertung effektiver gestalten könnten [382].
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8.2.3 Klassifikation
Relativ frühzeitig wurde eine Automatisierung der Detektion und Klassifizierung von neu-
ronalen Signalen angestrebt. Nach einer intensiven Konfiguration durch den Anwender
konnten so neben der einfachen Erfassung der Spike-Amplitude auch z. B. zwei beliebige
Abtastwerte [447] oder das Maximum und Minimum der Aktionspotentiale [448, 449] aus-
gewertet werden. Der zuletzt genannte Ansatz weist Ähnlichkeiten zum Verfahren der Trig-
ger Boxes auf. In [189] versuchte man, herausragende Abtastwerte zur effektiven Clusterung
von Spikes mit einer geringeren User-Interaktion zu bestimmen. Aufgrund der Einfachheit
ihrer Realisierung sind Fensterdiskriminatoren bzw. Trigger Boxes trotz der erforderlichen
manuellen Konfiguration oftmals immer noch Mittel der Wahl, wenn Aktionspotentiale on-
line detektiert und klassifiziert werden müssen. Allerdings können sie bei größerem Rau-
schen nur mit Schwierigkeit platziert werden [289]. Eine Berücksichtigung von Kurvenfor-
mänderungen ist ebenso nicht möglich.
Weitgehend autonom arbeitende Ansätze zur Klassifikation von Aktionspotentialen besit-
zen deshalb auch vor dem Hintergrund der angestrebten Screening-Verfahren eine zuneh-
mende Bedeutung [77, 176, 202, 450, 451]. Sinnvollerweise sollten aber vor der Entwick-
lung weiterer Klassifikationsansätze die vorhandenen Verfahren, siehe z. B. Abschnitt 3.2
und 3.3, unter definierten, objektiven Bedingungen hinsichtlich der erzielbaren Klassifika-
tionsergebnisse, des Implementierungsaufwandes und der erforderlichen User-Interaktion
verglichen werden. Neben der belastbaren Definition eines Signalrauschabstandes sollten
dabei auch einheitliche Testdatensätze genutzt werden. Mit [277, 309, 452] existieren bereits
Arbeiten, die die für Multielektrodenarrays typische Signalstruktur eingehend beschreiben
und somit die Synthese von definierten neuronalen Testdaten auch unter Berücksichtigung
eines realistischen Sensorrauschens ermöglichen.
8.2.3.1 Kreuzkorrelation
Nach einer Detektion von Aktionspotentialen in synthetisierten Datensätzen wurden in
dieser Arbeit Korrelations-basierte Verfahren angewendet, um die extrahierten Spikes zu
klassifizieren. Die bei dieser Klassifizierung genutzten Templates wurden zuvor manuell
aus dem gefilterten Sensorsignal extrahiert und während der Signalzuordnung nicht ak-
tualisiert oder ergänzt. Aufgrund der schwer reproduzierbaren Bedingungen einer MEA-
Messung hatten sich bei eigenen früheren Untersuchungen vordefinierte Klassenschranken
zur automatischen Template-Generation nicht bewährt. In diesem Zusammenhang wurde
mit der Dichteuntersuchung von PCA-Punktwolken ein interessanter Ansatz zur Ermittlung
von Templates getestet. Wie erwartet lässt sich die Korrelation bei gutem Signalrauschver-
hältnis zur Klassifizierung von Aktionspotentialen einsetzen. Bei kleinerem SNR nahm die
Güte der Klassifikation (Figoure of Merit) entsprechend ab. Dieser Effekt konnte bei al-
len untersuchten Korrelationsverfahren beobachtet werden. Es zeigte sich, dass bei einer
Form-basierten Klassifizierung die Signallage berücksichtigt werden muss.
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Diese Klassifikationsansätze wurden im Wesentlichen unter MATLAB® simuliert und aus-
gewertet. Teilweise erfolgte auch eine Implementierung auf zwei verschiedenen DSPs [328,
368]. Es bestätigte sich die Wichtigkeit von relevanten Templates für die Klassifizierung.
Als problematisch ist die manuelle Suche und Bereitstellung von Templates zu bewerten.
Trotz des prinzipiellen Proof of Concept muss die Anwendbarkeit der Korrelation zur Klas-
sifikation auch in Bursts, also bei erhöhter Zellaktivität, nachgewiesen werden. Von einer
Integration dieses Verfahrens in das Neuromesssystem des BISC 02 wurde abgesehen. Den-
noch ließen sich die Korrelations-basierten Verfahren relativ einfach implementieren. Es
werden in der Arbeitsgruppe derzeit alternative Verfahren zur Template-Gewinnung unter-
sucht [353, 363]. Sollten die Ergebnisse der Simulation u. a. bezüglich der Wavelet-Filterung
auf dem FPGA des NMA implementiert werden, so kann auch unter realistischen Bedin-
gungen eine effektive Rauschunterdrückung der MEA-Signale sichergestellt und z. B. die
Kreuzkorrelation zur Klassifizierung von Aktionspotentialen eingesetzt werden.
8.3 Anwendung des Chips
Nach der Verkapselung und der Präparation des Neurosensors BISC 02 konnten erfolg-
reiche MEA-Messungen an elektrisch aktiven Herzmuskelzellen durchgeführt werden. Der
Messaufbau bestand dabei neben dem eigentlich Chip aus dem externen Neuromessad-
apter, einem FPGA-USB-Modul, einer Temperaturregelung, einer pH-Pufferung des Nähr-
mediums mittels CO2-Begasung, einer Ag/AgCl-Referenzelektrode und einer Spannungs-
versorgung. Die Signale der MEA-Elektroden wurden mittels RC-Hochpässen ausgekoppelt
und anschließend auf dem Chip verstärkt, gefiltert und über Multiplexer und Pad-Treiber
ausgegeben. Die resultierende Bandpassfilterung wurde hier in einem Bereich von etwa
500 Hz bis etwa 5 kHz wirksam. Die Signale wurden standardmäßig mit 33,3 kHz und einer
Auflösung von 14 Bit digitalisiert.
Auf diese Weise stellte das Messsystem ca. 4,1 MByte/s an Daten zur Verfügung, welche im
einfachsten Fall kontinuierlich auf einem Messrechner per USB 2.0 transferiert wurden.
Die Daten konnten anschließend mit klassischen Werkzeugen der offline Analyse ausge-
wertet werden. Die abgeleiteten biphasischen Feldpotentiale der Herzmuskelkultur wiesen
eine Amplitude von bis zu 1,2 mV und eine Wiederholrate von bis zu 2,8 Hz auf und stim-
men gut mit vergleichbaren Messergebnissen überein [414–416]. Die Sensorchips wurden
während der Messungen routinemäßig mehrfach verwendet. Mit diesen Messreihen konn-
te die Funktion des Sensorchips BISC 02 erfolgreich getestet und das Konzept der externen
Sensorumgebung bestätigt werden.
9 Ausblick
Mit der erfolgreichen Messung an elektrisch aktiven Herzmuskelzellen konnte sowohl für
den Silizium-basierten Sensorchip BISC 02 als auch für die externe Sensorumgebung der
Funktionsnachweis erbracht werden. Unter Verwendung der passiven MEA-Elektroden des
Sensorchips, der on chip Signalaufbereitung und einer externen Datenerfassung konnten
extrazellulär gemessene Aktionspotentiale erfasst, konditioniert, digitalisiert und archiviert
werden. Zur Ermöglichung einer multiparametrischen Messung an einem Zellverband in-
nerhalb eines CMS® muss der externe Neuromessadapter erweitert werden. Entsprechen-
de Komponenten zur Ansteuerung der auf dem Sensor zusätzlich vorhandenen ISFETs und
CPFETs sind bereits im NMA vorgesehen. Diese Strukturen können modular in Betrieb ge-
nommen und in das Messsystem integriert werden. Neben der Hardware-Ergänzung gilt es
auch die implementierte Signalvorverarbeitung zu überarbeiten.
Diese Verfahren sind mittels VHDL auf dem FPGA des Neuromessadapters realisiert. Ne-
ben einer flexibleren Spike-Extraktion und einer besseren Rauschabschätzung sollte dabei
auch eine Rauschunterdrückung auf allen Skalen des mittels DWT zerlegten Messsignals
erfolgen. Aufgrund dieser Filterung kann die Schwellen-basierte Detektion von Aktions-
potentialen dann effektiver angewendet werden. Schließlich sollte die Software auf dem
Messrechner so erweitert werden, dass neben der Datenarchivierung auch eine zeitnahe
Beobachtung der Zellreaktionen möglich wird. Weiterhin könnte die Zellstimulation in das
Sensorsystem integriert und das Verhalten des Chips in alternativen Betriebsmodi unter-
sucht werden. Neben Auswirkung von Stimulusartefakten könnten so die verbleibenden
Betriebsparameter für den Sensor ermittelt werden.
Zusätzlich scheint es sinnvoll zu sein, eine breitere Auswahl von bereits vorhandenen An-
sätzen zur zeitnahen Spike-Klassifizierung unter definierten Bedingungen hinsichtlich ih-
rer Leistungsfähigkeit und ihres Implementierungsaufwandes zu bewerten. Aufbauend auf
den erzielten Testergebnissen gilt es dann besonders geeignete Ansätze der Unit-Separa-
tion zu identifizieren. Da bereits seit mehreren Jahrzehnten weltweit Forschergruppen an
entsprechenden Klassifikationsmethoden arbeiten, scheint es nicht unwahrscheinlich, dass
anstatt völlig neuer Ansätze eine Kombination bereits bewährter Methoden zum Ziel füh-
ren könnte. Zusammenfassend lässt sich sagen, dass auch mit dieser vorliegenden Arbeit
gezeigt werden konnte, dass portable neuronale Sensorsysteme geschaffen werden kön-
nen. Allerdings kann diese Sensortechnologie erst dann ihren Durchbruch erzielen, wenn
die automatische Datenerfassung und hier vor allem die nicht überwachte Signalklassifi-
zierung zuverlässig arbeiten.
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Anhang A
Neurosensor BISC 02
Das prinzipielle Sensor-Layout des BISC 0201/0202 ist in Abbildung A.2 dargestellt. Ne-
ben den zentral angeordneten Sensoren lässt sich die zusätzlich integrierte Chip-Elektronik
erkennen. Diese Elektronik umfasst das I2C-Interface zur Chip-Konfiguration, die Vorver-
stärker und Filter zur Signalkonditionierung sowie die Multiplexer und Pad-Treiber zur
Signalausgabe. Sowohl passive Palladium-Elektroden als auch verschiedene FET-Sensoren
befinden sich innerhalb des sensitiven Bereiches des Sensorchips. Dieser Bereich entspricht
dem Innendurchmesser des Chiptroges und der ringförmigen Struktur, die im Layout er-
kennbar ist. Die Elektroden sind einmal als ein Multielektrodenarray mit 64 Elektroden und
als eine einzelne Gruppe von vier Elektroden angeordnet. Die Abmessungen der Elektroden
in beiden Gruppen sind identisch und in der Abbildung A.1 zusammengefasst.
6,5µm
25µm
35µm
100µm
Abbildung A.1: Abmessungen der passiven Elektroden des BISC 02 nach [9]
Die FETs lassen sich in CPFET- und ISFET-Sensoren unterteilen. Die CPFETs sind in drei
Gruppen, zwei mit je vier und eine mit sechs Transistoren, angeordnet. Die CPFETs ei-
ner Gruppe besitzen einen gemeinsamen Drain-Anschluss. Die CPFETs weisen eine varia-
ble Gate-Geometrie auf. Die beiden ISFETs sind separat angeordnet. Ein einzelner CPFET
kann als Diode beschaltet und so der Temperaturmessung auf dem Chip dienen. Das I2C-
Interface gestattet die Chipkonfiguration. Diese umfasst die MEA-Signalauskopplung, die
Signalkonditionierung, die Signalausgabe sowie die Lage der Arbeitspunkte der auf dem
Chip befindlichen OPV und damit das dynamische Verhalten und die Stromaufnahme des
Chips. Die MEA-Sensoren können bestimmten Regionen der Zellkultur zugeordnet werden
und erlauben z. B. auch eine gezielte Stimulierung [310].
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Abbildung A.2: Anordnung der wichtigsten Funktionseinheiten des Neurosensorchips
Abbildung A.3: Detailansicht der Sensorgruppe des BISC 02 nach [9]
Anhang B
Sensorumgebung
B.1 Gesamtsystem
Für erste Inbetriebnahmetests des Neurosensors BISC 0201/0202 wurde ein Nadelkarte-
nadapter entworfen, welcher die direkte Kontaktierung der Pads auf dem Siliziumwafer
ermöglichte. Neben der Betriebsspannung ist eine externe Pufferung der intern generier-
ten Bandgapspannung erforderlich. Diese Stabilisierung kann mit zwei komplementären
Darlington-Stufen realisiert werden. Der I2C-Bus erlaubt die gewünschte Konfiguration des
Sensors. Mittels Trigger, Reset, MuxClk, Test2, Atest und Stimulus können unterschiedliche
externe Signale für verschiedene Aufgaben an den Sensor in den entsprechenden Betriebs-
modi angelegt werden. Die Signale der vier direkten Elektroden repräsentieren die nicht
konditionierten Signale der direkten Elektroden 65-68. Mittels der Biscout-Ausgänge kön-
nen die aufbereiteten Signale der verbleibenden 64 Elektroden des Sensorarrays nach dem
Multiplexverfahren abgegriffen werden [310, 316].
Bustreiber sowie eine galvanische Trennung des I2C-Busses zwischen Messrechner und
Neurosensor mittels Optokoppler gewährleisten die zuverlässige Konfiguration des Sen-
sorchips. Aufbauend auf der Inbetriebnahme-Hardware erfolgte die Realisierung einer kom-
plexeren Sensorplattform, siehe auch Abbildung B.1. Mit diesem NMA erfolgt die Ansteue-
rung des Neurosensors, die analoge Konditionierung und die Digitalisierung der MEA-Si-
gnale. Level Shifter gestatten die Ansteuerung der 5 V -Logik des BISC 02 durch die 3,3 V -
Ausgänge des FPGA. Nach der DSV auf dem FPGA-Modul werden die Daten per USB 2.0 auf
einen PC übertragen. Diesen Transfer und die I2C-Kommunikation übernimmt ein Modul
von Braintechnology [330]. Während eines Experimentes muss die Zellkultur auf konstant
37 °C gehalten werden. Diese Temperaturregelung im NMA erfolgt mit dem Gerät TR100
der Firma Bionas® [453] sowie einem speziellen Heizaufsatz. Der externe Temperatursen-
sor vom Typ PT100 befindet sich direkt unter dem Neurochip und gestattet so eine genaue
Temperaturmessung. Die Regelung basiert auf dem PID-Regler CN8201 der Firma Omega
Engineering [454].
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Abbildung B.1: Vereinfachte Darstellung des vollständigen Hardware-Konzeptes
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B.2 FPGA und DSP Interface-Schaltung
Zusätzlich wurde die Möglichkeit geschaffen einen DSP an das FPGA-Modul anzuschlie-
ßen. Das realisierte Interface kann zur experimentellen Implementation ausgewählter Al-
gorithmen verwendet werden und gestattet einen Datenaustausch zwischen einem DSP-
Evaluationboard für den TMS320C6713 von Texas Instruments [328, 329] und einer FPGA-
Entwicklungsumgebung für den Virtex-II [327] nach [455, 456]. Zur Erhöhung der zur Verfü-
gung stehenden Ein- bzw. Ausgänge wurden die LVDS (Low-Voltage Differential Signalling )-
Pins des FPGA-Board modifiziert, wodurch diese nun als einfache Ein- bzw. Ausgabe-Pins
zur Verfügung stehen. Das Interface ermöglicht sowohl einen asynchronen als auch einen
synchronen Datenaustausch nach [456]. Das steuernde FPGA-Modul spricht den Neuro-
messadapter bzw. den DSP an. Weiter gehende Hinweise zur Nutzung dieses Interfaces
können [338, 353] entnommen werden. Eine allgemeine Beschreibung der Struktur ist be-
reits im Abschnitt 5.2 enthalten.
Neuromessadapter
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Level-Shifting
Sensorsteuerung
Daten-
Transfer
Daten
Steuerung
Daten
Steuerung
Strg
Daten
Konfiguration
Steuerung
Reset für FPGA,
DSP und BISC
Abbildung B.2: Prinzipieller Aufbau des FPGA-DSP-Interface zur Steuerung des BISC 02
und zur Sensordatenerfassung
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Thesen der Dissertation
1. Generell stellt die Zelle die kleinste selbsterhaltende biologische Einheit dar. Es ist
möglich, die Reaktion von elektrisch aktiven, biologischen Zellverbände mit Multi-
elektrodenarrays (MEAs) zu erfassen. Vor allem biologische, neuronale Netze erwei-
sen sich in diesem Zusammenhang als sehr sensibel gegenüber Änderungen ihrer
chemischen Umgebung. Die Reaktion dieser fehlertoleranten und spontan aktiven
Netzwerke ist dabei oft substanz- und konzentrationsabhängig.
2. Neben elektrophysiologischen Messungen liefern auch metabolische Untersuchun-
gen dieser Zellen einen Aufschluss über deren Zustand. Die parallele, nicht invasive,
messtechnische Erfassung mehrerer Zellparameter verbessert das Verständnis von
Prozessen auf der Zellebene.
3. An der Universität Rostock wurden bereits unterschiedliche Cell Monitoring Systems
entwickelt, welche die zeitgleiche Messung unterschiedlicher Zellparameter gestat-
ten. Die dabei eingesetzten Silizium-basierten Sensorchips besitzen jeweils eine pla-
nare MEA-Struktur, die mit anderen Sensoren on-chip kombiniert werden kann.
4. Diverse Funktionalitäten eines solchen Messsystems müssen sowohl im Bereich der
Sensorik als auch bei der Datenverarbeitung und Visualisierung für eine breitere
Anwendung optimiert werden. Neben einer vereinfachten Handhabung ist auch ei-
ne automatisierte Datenakquisition erforderlich, welche idealerweise um eine nicht
überwachte Datenauswertung ergänzt werden sollte.
5. Im Mittelpunkt dieser Arbeit steht der jüngste CMOS-Sensorchip, der an der Univer-
sität Rostock in Kooperation mit der Micronas GmbH entwickelt wurde. Dieser Chip
besitzt neben Sensoren für elektrophysiologische und metabolische Messungen auch
eine integrierte Signalkonditionierung. Diese zusätzliche Integration erlaubt einen
vereinfachten Messaufbau.
6. Die Inbetriebnahme und die Verifizierung dieses Neurosensors sowie der Entwurf
und die Evaluierung der erforderlichen externen Sensorumgebung bilden daher einen
wesentlichen Schwerpunkt dieser Dissertation. Zudem gilt es, die Sensorsignale ver-
lustfrei zu erfassen, zu verarbeiten und zu archivieren. Es müssen deshalb auch die
Ressourcen für die parallele, zeitkritische Datenverarbeitung bereitgestellt werden.
Das Ziel ist die Schaffung eines möglichst kompakten Messsystems, welches einfach
zu handhaben sein muss.
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7. Trotz kommerzieller Anbieter ist selbst entwickelte, externe Sensor-Hardware zur
Realisierung eines möglichst kompakten Messsystems sinnvoll. Sie gestattet die zu-
sätzliche analoge Konditionierung und die Digitalisierung der Sensordaten.
8. Ein Multielektrodenarray liefert bereits bei moderaten Abtastraten eine beträchtliche
Datenmenge. Es können deshalb Probleme bei der Verwaltung und der Auswertung
der Daten entstehen. Eine geeignete Extraktion von so genannten Aktionspotentialen
kann die erforderliche Bandbreite für für den Datentransfer deutlich reduzieren.
9. Eine mehrstufige Signalzerlegung mittels Wavelet-Transformation und die anschlie-
ßende Filterung (Detrending, Denoising ) vor der Signalrekonstruktion kann das Er-
gebnis einer einfach zu implementierenden Schwellendetektion deutlich verbessern.
Die kontinuierlich gewonnenen oder extrahierten Daten können per USB 2.0 auf ei-
nem Messrechner transferiert und gesichert werden.
10. Zur Klassifizierung von Aktionspotentialen können unterschiedlichste Merkmale, wie
z. B. Amplitude, Form oder zeitliches Auftreten, genutzt werden. Aufgrund einer von
Experiment zu Experiment, von MEA zu MEA und von Elektrode zu Elektrode variie-
rendenden Zell-Sensor-Kopplung existieren allerdings keine universell anwendbaren
Merkmalsvektoren für die Signalzuordnung. Diese Merkmale müssen z. B. während
einer Lernphase mit geeigneten, möglichst nicht überwachten Verfahren gewonnen
werden.
11. Die Gewinnung von geeigneten Klassifikationsmerkmalen wird u. a. durch eine mög-
liche Amplitudenänderung der Aktionspotentiale um bis zu 80 % bei erhöhter Zel-
laktivität, graduellen Formänderungen und veränderlichen Rauscheigenschaften er-
schwert. Die Anwendung selbstlernenender, nicht überwachter Verfahren erscheint
im Vergleich zu heuristischen Methoden vorteilhafter und flexibler.
12. Umfangreiche Forschungsarbeiten haben bereits eine Reihe möglicher Klassifikati-
onsansätze hervorgebracht. Aufgrund fehlender objektiver Standards wird ein Ver-
gleich dieser Verfahren erschwert. Erst eine gemeinsame Datenbasis und definierte
Rahmenbedingenen werden eine objektive Bewertung dieser Methoden ermöglichen.
Eine Kombination bereits existierender Verfahren könnte zur Klassifikation eingesetzt
werden.
13. Die Ethik wie auch gesetzliche Vorgaben erfordern einen Ersatz von Tierversuchen.
Die hier vorgestellte Technologie besitzt das Potential die Zahl der Tierversuche zu
reduzieren, da Substanzeffekte bereits auf Zellebene erfasst werden können. Aller-
dings müssen weitere, robuste Verfahren der Datenanalyse geschaffen werden, um
die Sensordaten effektiv, d. h. automatisch, auszuwerten. Nur so können die Senso-
ranzahl erhöht und die anfallenden Datenmengen analysiert werden.
Glossar
Aktionspotential Messbare Potentialdifferenz zwischen dem Inneren einer Nervenzelle und
ihrer Umgebung aufgrund von Ionenströmen durch die Poren der Zellmembran. Die
Form eines Aktionspotentials einer Zelle bleibt in der Regel stabil und kann somit
als Klassifikationsmerkmal genutzt werden. Oftmals wird der Begriff „Spike“ als Syn-
onym für „Aktionspotential“ genutzt. Seite 1
Bionas® Ausgründung im Umfeld der Arbeitsgruppen um Wolf und Baumann zusammen
mit der Micronas GmbH zur Vermarktung erzielter Forschungsergebnisse. Seite 14
Burst Unter einem Burst versteht das vermehrte Auftreten von Aktionspotentialen inner-
halb eines bestimmten Zeitraumes. Verschiedene Parameter können die Burst-Struk-
tur eines neuronalen Netzes beschreiben. Seite 7
Cell Monitoring System Das aktuelle CMS® wurde an der Universität Rostock, Fachbereich
Biowissenschaften, entwickelt und dient der multiparametrischen Beobachtung eines
Nervenzellnetzwerkes. Neben dem Stoffwechsel wird auch die elektrische Aktivität
erfasst. Seite 8
Cluster Punktmenge in einem mehrdimensionalen Raum, die durch die Nutzung bestimm-
ter Merkmale bei der Klassifizierung entstanden ist. Seite 17
Dendogramm Ein Dendogramm eine Baumstruktur zur Darstellung der Ergebnisse einer
hierarchischen Clusterung. Ein Dendogramm besteht aus Knoten, welche in mehre-
ren Ebenen angeordnet sind. Jeder Knoten repräsentiert einen Cluster. Die Länge der
Linien, die die Knoten eines Dendogramms verbinden, kann als Abstand zwischen
den einzelnen Clusters interpretiert werden. Seite 25
Elektrophysiologie Teilgebiet der Physiologie, das sich mit der Messung elektrischer Er-
scheinungen im Organismus, ihrer Entstehung und Veränderung bei Tätigkeit befasst;
z. B. Aktionspotentialmessung und Elektrokardiografie [457], siehe auch Physiologie.
Seite 1
False Negative Fehler bei der Detektion von Aktionspotentialen. Aufgrund einer zu hohen
Detektionsschwelle werden Spikes nicht erkannt. Siehe auch False Positive. Seite 18
False Positive Fehler bei der Detektion von Aktionspotentialen. Aufgrund einer zu niedri-
gen Detektionsschwelle wird die Hintergrundaktivität fälschlicherweise als Spike ei-
nes Neurons interpretiert. Siehe auch False Negative. Seite 18
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Firing Rate Maß zur Beschreibung der Aktivität eines Neurons innerhalb eines bestimm-
ten Zeitraums. Es gibt an wie oft ein Aktionspotential durch ein Neuron „abgefeuert“
wurde. Seite 21
Gliazellen Gliagewebe, Neuroglia, bindegewebeähnliches, aus Gliazellen bestehendes Stütz-
gewebe im Zentralnervensystem. Bei Wirbeltieren wird unterschieden zwischen Ma-
kroglia und Mikroglia. Die Makroglia, zu denen die Astrozyten und die Oligoden-
drozyten zählen, erfüllen v.a. Stütz- und Isolierfunktionen. Die Zellen der Mikroglia
dienen der Beseitigung von Fremdkörpern und abgestorbenen Nervenzellen [457].
Seite 49
Independent Component Analysis Verfahren zur Separation N unabhängiger Signale aus
einer linearen Überlagerung dieser Signale mit unbekannter Wichtung auf N ver-
schiedenen Kanälen bzw. Elektroden. Dieser Ansatz wurde ursprünglich für die Blind
Source Separation entwickelt. Seite 21
Inter Spike Intervall Zeitlicher Abstand zwischen aufeinander folgenden Aktionspotentia-
len. Dieses Merkmal kann zur Beurteilung des Klassifikationsergebnisses von Akti-
onspotentialen eingesetzt werden kann. Eine Klasse bzw. eine Unit sollte kein Inter
Spike Interval aufweisen, welches kleiner als die Refraktärzeit einer Zelle ist. Siehe
auch Refraktärzeit.
in-vitro Lateinisch vitrum „Glas“, im Reagenzglas ablaufend oder durchgeführt (z. B. bio-
logische Vorgänge, wissenschaftliche Experimente); Gegensatz: in vivo [457]. Seite 1
in-vivo Lateinisch vivus „lebendig“, am lebenden Objekt ablaufend oder durchgeführt (bio-
logische Vorgänge, wissenschaftliche Experimente); Gegensatz: in vitro [457]. Seite 1
Matched Filter Matched Filter, Optimalfilter bzw. angepasste Filter werden genutzt, um
ein bekanntes Muster mit z. B. aufgenommenen Daten zu vergleichen. Zu diesem
Zweck werden Muster und Daten gefaltet. Seite 20
Metabolismus Der Metabolismus bzw. der Stoffwechsel steht für die Gesamtheit der phy-
siologischen Vorgänge, die im lebenden Organismus ablaufen und dem Aufbau und
der Erhaltung der Körpersubstanz sowie der Aufrechterhaltung der Körperfunktionen
dienen [457]. Seite 1
Neuro-Sensor Silizium-Hybrid Netzwerksensor Sensor der die multiparametrische Erfas-
sung eines Zellverbandes ermöglicht. Neben der Messung physiologischer Parame-
ter können auch so genannte Aktionspotentiale, die einen Großteil der elektrischen
Zellaktivität charakterisieren, detektiert und aufgezeichnet werden. Siehe auch MEA
(Abkürzungsverzeichnis). Seite 2
offline Analyse Klassifizierung der gemessenen neuronalen Aktivität eines biologischen
neuronalen Netzwerkes nach der Beendigung des Experimentes. Für die Unit-Sepa-
ration können alle vorhandenen Messwerte des Experimentes ohne zeitliche Auflagen
ausgewertet werden. Somit können z. B. komplexere Algorithmen wiederholt ange-
wendet werden. Eine erneute Klassifikation unter anderen Gesichtspunkten zu einem
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späteren Zeitpunkt ist ebenfalls möglich. Je nach angewendetem Verfahren können
allerdings beträchtliche Datenmengen anfallen. Seite 23
online Analyse Klassifizierung der detektierten Aktionspotentiale erfolgt in Echtzeit wäh-
rend des Experimentes unter Berücksichtigung der bis dahin vorhandenen Informa-
tionen. Somit besteht die Möglichkeit den Verlauf eines Experimentes interaktiv zu
steuern. Die angewendeten Klassifikationsverfahren müssen die pro Zeiteinheit an-
fallenden Messwerte bearbeiten können. Bei diesem Verfahren kann die aufzuzeich-
nende Datenmenge deutlich reduziert werden, da im Bedarfsfall nur die Kurvenform,
deren Klassenzugehörigkeit und ein Zeitstempel erfasst werden. Dadurch besteht
auch das Risiko eines Datenverlustes. Seite 23
Optimal Filtering Klassifikationsmethode, welche im Gegensatz zum Template Matching-
Verfahren nicht im Zeit- sondern im Frequenzbereich angewendet wird. Ausgehend
von einem Template wird ein Filter entworfen, der nur auf dieses Template reagiert
und weitere Kurvenformen sowie Rauschen ignoriert. Seite 42
Patch Clamp Methode zur intrazellulären Messung der elektrischen Zellaktivität. Mittels
feiner Glaspipette wird die Zellmembran des zu untersuchenden Neurons geöffnet,
so dass eine direkte elektrische Verbindung zum Inneren des Zellkörpers besteht. Die
so durchgeführte Messung besitzt ein gutes Signalrauschverhältnis kann aber nur an
einzelnen Neuronen für relativ kurze Zeit durchgeführt werden. Seite 1
Pattern Matrix Die Pattern Matrix bzw. Mustermatrix repräsentiert jedes Klassifikations-
objekt mittels eines Merkmalsvektors. Dieser mehrdimensionale Vektor wird als Mu-
ster des Objektes interpretiert. Für jedes Objekt werden dabei die selben Merkma-
le ermittelt. Die Abtastwerte eines Aktionspotentials können diesen Merkmalsvektor
bilden [217]. Siehe auch Proximity Matrix. Seite 23
pH-Wert Lateinisch für potentia hydrogenii „Stärke (Konzentration) des Wasserstoffs“, von
dem dänischen Chemiker S. P. L. Sørensen 1909 eingeführte Maßzahl für die in Lö-
sungen enthaltene Konzentration an Wasserstoffionen, H+ (beziehungsweise Hydro-
niumionen, H3O+), das heißt für den sauren oder basischen Charakter einer Lösung.
Der pH-Wert wird als negativer dekadischer Logarithmus der Wasserstoffionenkon-
zentration c (H+) beziehungsweise der Wasserstoffionenaktivität a (H+) angegeben.
In reinem Wasser ergibt sich die Konzentration an Hydroniumionen aus der elektro-
lytischen Eigendissoziation des Wassers: 2 H2O ← H3O+ + OH- [457]. Seite 14
Physiologie Wissenschaft und Lehre von den normalen, auch den krankheitsbedingten Le-
bensvorgängen. Die Physiologie versucht mit physikalischen, chemischen und mole-
kularbiologischen Methoden die Reaktionen und Abläufe von Lebensvorgängen, wie
z. B. Wachstum, Entwicklung und Fortpflanzung, bei Organismen beziehungsweise
ihren Zellen, Geweben oder Organen aufzuklären [457], siehe auch Elektrophysiolo-
gie.
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Proximity Matrix Die Proximity Matrix bzw. Nachbarschaftsmatrix ist eine notwendige
Voraussetzung für die nachfolgende Klassifizierung. Die Einträge dieser Matrix kön-
nen als paarweises Maß der Nähe, der Ähnlichkeit oder der Verwandtschaft zwischen
einzelnen Mustern aufgefasst werden. Die Matrix ist symmetrisch. Die Matrixeinträge
können z. B. als Euklidische Distanz (Maß der Verschiedenheit) oder als Korrelations-
koeffizient (Ähnlichkeitsmaß) erfolgen [217]. Siehe auch Pattern Matrix. Seite 24
Refraktärzeit Zeitdauer zwischen zwei Aktionspotentialen eines Neurons, in der die Zelle
nicht mit neuen Aktionspotentialen auf einen Reiz reagiert. Diese Zeitdauer, auch
Refractory Period genannt, beträgt bei den meisten Zellen mindestens 1 ms. Siehe
auch Inter Spike Intervall. Seite 18
Spike Oft verwendetes Synonym für den Begriff Aktionspotenial. Seite 18
Template Schwerpunkt eines Clusters, der aufgrund der Klassifikation verschiedener Merk-
male entstanden ist. Seite 17
Template Matching Klassifikationsverfahren, bei dem ausgehend von bereits vorhande-
nen Mustern eine Klasseneinteilung des aktuellen Datensatzes vorgenommen wird.
Dabei können verschiedene Distanzmaße zur Anwendung kommen. Bei MEA-Expe-
rimenten sollte eine Klasse der Signalform eines Neurons entsprechen. Siehe auch
Unit-Separation. Seite 3
Unit Anonyme Bezeichnung eines Klasse von Aktionspotentialen, die einem Neuron des
Netzwerkes zugeordnet wird. Siehe auch Unit-Separation. Seite 18
Unit-Separation Da prinzipiell Signale mehrerer Neuronen mit einer MEA-Sensorelektro-
de aufgenommen werden können, erfolgt oft eine Zuordnung der einzelnen Signal-
formen zu dem Neuron, welches höchst wahrscheinlich das Signal generiert hat. Da
diese Neuronen in der Zellkultur physisch nur schwer lokalisiert werden können,
spricht man anonym von Units. Der Klassifikationsvorgang wird damit auch Unit-
Separation genannt. Siehe auch Template Matching . Seite 5
Wavelet Packet Variante der Wavelet-Transformation, bei der nicht nur der niederfrequen-
te Signalanteil, also die Approximation, sondern auch der hochfrequente Signalanteil,
die Detailinformationen, mehrstufig zerlegt werden. Seite 22
Wavelet-Transformation Transformation bei der die verwendeten Basisfunktionen, die so
genannten Wavelets, im Gegensatz zur Fourier-Transformation sowohl im Frequenz-
als auch im Zeitbereich lokalisiert sind. Bei dieser Methode werden die Ausgangsda-
ten mit unterschiedlich skalierten Wavelets in mehreren Stufen analysiert. Aufgrund
der unterschiedlich skalierten Basisfuntkionen spricht man auch von einer Multire-
solution Analysis. Seite 18
