Abstract. In this note we establish the large time non-negativity of the heat kernel for a class of elliptic differential operators on closed, Riemannian manifolds for large time values, and apply this result to a problem from conformal differential geometry.
Introduction
Let (M, g) be a connected, compact Riemannian manifold without boundary. The aim of this paper is to demonstrate that a maximum-principle-type result holds for a broad class of elliptic operators on M . The main importance of this result lies in the fact that this class contains operators P that are not second-order elliptic differential operators. The idea is to show that the heat kernels for these operators have to be non-negative after a long time has transpired, and this result in turn should be able to be extended to have consequences for principal eigenfunction for these operators.
The idea of looking at the heat kernel originated from the fact that there exists results concerning the sign of the heat kernel for elliptic differential operators of order greater than two. (See [Da] , [RT] .) Intuitively, the arguments proceed as follows: a positive lower bound is established on the diagonal of the heat kernel, and then the Holder continuity of the heat kernel forces the positivity to spread to non-diagonal elements as time passes. The relevance of this type of result to the principal eigenfunction of elliptic operators is that this function can be defined as the solution "at infinity" of a parabolic equation. It is tempting to make conclusions about the Green's function of these operators as well, but it should be noted, though, that it is known that there exists positive linear differential operators P on closed, Riemannian manifolds that don't possess a comparison property that P u > 0 implies u > 0, for smooth u [Ro] .
The main result of this paper is as follows:
Theorem 2.1. Let P ∈ σ(M, m) for some m > 0. Then K, the convolution kernel for the operator e −P t is non-negative at infinity.
Typeset by A M S-T E X
Here σ(M, m) is the class of 2mth order positive, elliptic, self-adjoint pseudodifferential operators on M , and the term "non-negative at infinity" is made rigorous via a definition in section 2. The arguments provided are non-local (by necessity), and follow almost completely from standard elliptic regularity results, as well as the compactness of the interior of M .
Geometric motivation for this result comes from conformal geometry. Let (M, g) be a closed, compact Riemannian manifold with n = dim(M ) ≥ 5. Let
be the Q-curvature, where R g is the Ricci scalar, Ric g is the Ricci curvature. Let
where a n = (n−2) 2 +4 2(n−1)(n−2) and b n = − 4 n−2 , be the Paneitz-Branson operator, a fourthorder, self-adjoint elliptic differential operator. It is known that (1.1)
which is called the Paneitz-Branson equation, where g u = u 4 n−4 g (see [Pa] , [Br] , and [DHL] ). Existence problems concerning the Paneitz-Branson equation naturally lead to the consideration of the family of functionals E[g] s defined for u ∈ W 2,2 (M ) as follows:
where all geometric quantities involved are with respect to the metric g. For s ∈ [2, q], where q = 2n n−4
, the infimum of E[g] s over W 2,2 (M ) is known to exist (see [Ra] ) and we will denote it by λ s [g]. It should be noted here, as well, that λ q [g] = λ q [h], for any two conformally equivalent metrics g and h. The connection of the above results from conformal geometry with the problem of whether or not an eigenfunction of P can be assumed to be positive, is that when λ q [g] = 0, it's minimizer corresponds to the minimizer of E[g] 2 , i.e. is the principal eigenfunction of P [g].
Non-negativity of a Class of Heat Kernels
Let (M, g) be a smooth, connected, compact Riemannian manifold of dimension n, and without boundary. Let σ(M, m) be the space of positive, self-adjoint, elliptic pseudo-differential operators of order 2m where m is a positive real number, on M . Let P ∈ σ(M, m) for some m > 0; it is well known that the set of eigenfunctions {ϕ i }, i = 1, 2, 3, ... form a complete basis for H m (M ) in the topology induced by the norm || · || P naturally induced by P : ||u||
. One can assume as well that this basis is orthonormal with respect to the inner product < ·, · >, where < ·, · > is the L 2 (M ) inner product. Since P n ∈ σ(M, nm), where n is a positive real number we have the following Lemma 2.1. Let x ∈ M . Then there exists a positive integer j such that ϕ j (x) = 0.
Proof. First note that if r is chosen sufficiently large, convergence in the norm induced by P r on H rm (M ) will imply convergence with respect to the sup-norm. Pick r large enough for this to be the case. Recall that P and P r will share the same eigenfunctions under the hypothesis given above, and rescale the family ϕ i so that they are orthonormal with respect to the norm naturally induced by P r . Now suppose that there exists an x ∈ M such that ϕ i (x) = 0 for all i. We will now see that this contradicts the completeness of eigenbasis in the norm naturally induced by P r . Let f = 1. Then the sequence of partial sums
for all positive integers m (here, and for the remainder of the proof we use the inner-product naturally induced by P r ). But Σ
Thus the eigenbasis can't be complete in the norm induced by P r , which contradicts our choice of r. This completes the proof of the lemma.
Next let us to consider the Schrodinger semi-group e −P t . Due to our hypotheses on P , e −P t (f ) defines a flow for all time on any function f ∈ L 2 (M ). Given our setting we have it that (2.1)
where λ i is the eigenvalue associated with ϕ i and < ·, · > denotes the L 2 (M ) inner product (this will be the case for the remainder of the section). The convolution kernel, K : M × M × (0, ∞) associated with e −P t (f ) can be expressed as follows:
and hence
Due to Lemma 2.1 and the observation made afterwards we have it that K(x, x, t) is a strictly positive function on M × (0, ∞). Since (2.1) can formally be viewed as a distributional solution of the initial value problem u t + P u = 0, u(x, 0) = f (here, and afterwards, · t denotes differentiation with respect to time), we will write K(x, y, t) = e −P t δ x , where δ x is the usual δ distribution supported at the point x, as is done in [D] . We are now in a position for the following Definition 2.1. The convolution kernel K is said to be "non-negative at infinity" if lim t→∞ e λ 1 t K(x, y, t), where λ 1 is the principal eigenvalue of P , is a non-negative function.
We will now use an argument similar in spirit to the one given in Theorem 6 of [D] to demonstrate that Theorem 2.1. Let P ∈ σ(M, m) for some m > 0. Then K, the convolution kernel for the operator e −P t is non-negative at infinity.
Proof. First note that it is sufficient in our setting to show that for any x ∈ M , there exists a T > 0 chosen independent of y such that K(x, y, t) > 0 if t ≥ T , and y ∈ M . Noting this, we will proceed to bound the right hand side of the inequality K(x, y, 2t) ≥ −|K(x, y, 2t)−K(x, x, 2t)|+K(x, x, 2t) term-wise, and then show that the first term on the right hand side of the inequality is smaller in magnitude than the second for large enough choices of t. So first, let us establish an upper bound on |K(x, y, 2t) − K(x, x, 2t)|: Let x ∈ M . Now let us define λ n to be the lowest eigenvalue such that the corresponding eigenfunction(s) φ n k is not equal to zero at x (the existence of this λ n is guaranteed by Lemma 2.1). Let y ∈ M . Pick the real number r so that 4r > n, and let H be the positive, elliptic differential operator defined as follows:Hu = (−∆ r u) + 1 for u ∈ C ∞ (M ). It follows from Theorem 27 of Appendix H in [Be] that ||H(P r − λ r n ) −1 || < C, where the operator norm is taken over functions in W 2r,2 (M ) that are orthogonal to eigenfunctions of P corresponding to λ n , with respect to the L 2 (M ) inner product. Now we can write
where
will be orthogonal to an eigenfunction corresponding to the eigenvalue λ n , so (P r −λ
−1 is a self-adjoint operator, we can write (2.1)
Now since 4r > n and M is compact we know that ||H −1 (δ x − δ y )|| 2 < ∞ and hence we can write (2.2) e 2λ n t |e
We will now let f = e −P t δ x . With this substitution in place we have it that
Notice that due to the definition of λ n , and the assumed positivity of P , we have it that ||g|| 2 → 0 as t → ∞. Noting that K(x, x, t) = e −P t δ x (x) and K(x, y, t) = e −P t δ x (y), we can now write (2.4)
where h(t) is a continuous function that tends to zero as t → ∞, and t is chosen to be sufficiently large for the above inequalities to hold. It follows that there exists a constant T such that K(x, y, t) > 0 if t > T . Furthermore, looking back we see that this choice of T can be made independent of y. As is noted at the beginning of the proof, it follows that K is positive at infinity.
We will now use Theorem 2.1 to prove an analogue of the Perron-Frobenius Theorem for positive elliptic pseudo-differential operators on closed manifolds. Theorem 2.2. Let P ∈ σ(M, m) for some m > 0, where M is a closed, Riemannian manifold. Then φ 1 , the eigenfunction associated to the principal eigenvalue λ 1 of P can be assumed to be non-negative.
Proof. First note that due to Theorem 2.1 we know that K, the integral kernel associated with e −P t , is positive at infinity. It follows that the solution of the initial value problem u t = −P u + λ 1 u, u(0) = f will converge to a non-negative function as t → ∞ provided that f ≥ 0. Making the ansatz u = Σ ∞ i=1 c i (t)φ i , we see that this is equivalent to saying that < f, φ 1 > φ is non-negative for all non-negative f . It follows then that φ can't change sign from positive to negative or vice versa. Hence we can assume that it is non-negative.
Corollary 2.3. Let P be a non-negative self-adjoint, elliptic pseudo-differential operator of positive real order on a closed, Riemannian manifold. Then the principal eigenfunction of P can be assumed to be non-negative.
Proof. The proof is trivial.
In the next section we will see that principal eigenfunction of the Paneitz-Branson operator must be positive if it's non-negative. We will also see the geometric consequences of this result.
3.Positivity of Minimizers of the Paneitz-Branson Functional
Let us now turn our attention to consider whether or not a non-negative solution u to the equation P [g]u = λu q , where P [g] is the Paneitz-Branson equation, and λ is a constant can vanish without being identically zero. Note that since P [g e ]r 2 = 0, where g e is the Euclidean metric, whether or not this type of vanishing can be ruled out in our case can't come from conformal covariance alone. With this in mind, we will see that if we consider minimizers of E[g] q (•) over W 2,2 (M ) we will be able to rule out this type of vanishing. Proof. First, suppose that u is not identically zero on M . Then, if u vanishes somewhere there will exist a point p ∈ M such that u(p) = 0 and such that every small ball around p will contain an open set such that u is positive on that set. We will demonstrate that we can use this to find a function v ∈ W 2,2 (M ) such that (DE[g] q (u))(v), the Gateaux derivative of E[g] q at u in the direction of v, is negative, and hence u can't be a minimizer. First note that the numerator of DE[g] q (u))(v) can be expressed as follows: (3.1)
here we've used the fact that a minimizer will be in C 5 (M ) due to a generalization of Lemma 2.1 of [DHL] , and we've used the assumption that u is non-negative to replace |u| with u. Since the denominator of
, will be positive if u is not the zero function, it suffices then to show that there exists a function v ∈ W 2,2 (M ) that makes the numerator given in (3.1) negative. To simplify ∆v near p we will use conformal covariance of P to change the background metric intog = w −4 n−4 g, where |g| = 1 on a small ball B 1 based at p and w is a smooth, positive function on M (the existence of such a metric was demonstrated in [Gu] ). The numerator is now
where all geometric quantities are in terms ofg. (Notice that uw is a minimizer of E[g] q by the conformal covariance property of P [g].) To construct a function v that makes (3.2) negative, we first note that there will exist a point m ∈ B 1 such that ∆u(m) > 0, for otherwise u ≡ 0 on B 1 which contradicts our hypothesis on p. Now, in anticipation of calculations to follow we will change into ndimensional spherical co-ordinates, {r, θ 1 , ..., θ n−1 } in a small ball B 2 ⊂ B 1 based at m (here r = x 2 1 + ... + x 2 n , where {x i }, i = 1, ..., n, is a normal co-ordinate system based at m). We can also assume, after rescaling the co-ordinates, that the n-dimensional spherical co-ordinate system applies for r < 2. We are now in a position to construct a not everywhere zero W 2,2 (M ) function v such that (3.7) is negative. The construction is as follows: let ǫ > 0 and δ > 0 be two small real numbers such that ǫ < 1 2 and δ ≤ 1 2 . Now define v δ : M → R as follows:
δ −ǫ if r < δ and v δ = −r 2−n−ǫ if δ ≤ r ≤ 1 and extend v δ to the rest of M such that v δ = f , where f is chosen independently of δ and v δ ∈ W 2, 2(M ). It is easy to verify that ( M ∆(uw)∆v δ ) → −∞ as δ → 0, while M a n R < ∇(uw), ∇v δ > +b n Ric(∇(uw), ∇v δ ) + quwv δ dvg and M (uw) q v δ dvg remains bounded independently of δ. It follows that for a sufficiently small choice of δ, (3.3)
Now take v to be v δ for a choice of δ for which (3.3) holds. Since v ∈ W 2,2 (M ), (3.3) implies that uw is not a minimizer, which contradicts our assumptions on u. This concludes the proof of the lemma.
We will now proceed to demonstrate that there exists a positive minimizer to E[g] q when λ 2 [g] = 0. In order to this we need to first demonstrate that there exists a metric g on M such that λ 2 [g] < 0.
Lemma 3.2. Let n ≥ 5. Then there exists a metric h on M , such that λ 2 [h] < 0.
Proof. Due to the definition of the Paneitz constant, it is sufficent to show that there exists a metric g ′ on M and a function u ∈ W 2,2 (M ) such that (∆u) 2 + a n R < ∇u, ∇u > +b n Ric(∇u, ∇u) + Qu 2 dv g ′ < 0 (here all geometric quantities are understood to be defined with respect to the metric g ′ ). Since we can always assume that our test function u is supported on an arbitrarily small ball around some point p in M , we actually only need to consider a local prescription problem for the Ricci tensor. Due to classical result by DeTurck (see [D] ), we know that given some point p ∈ M and a symmetric (2,0) tensor field defined on a neighborhood of p that is invertible at p, we can find a metric g ′ such that the Ricci tensor on a neighborhood of p is identical to that tensor field. In particular, if we use n-dimensional spherical co-ordinates, with p used as the origin, for this neighborhood, we can assume that we can always find a metric on this neighborhood such that a)the radial component of the Ricci tensor, Ric rr can be made as positive as one desires, and b)one can always choose the rest of the components such that the trace of the Ricci tensor on this neighborhood vanishes identically, i.e., R ≡ −∆R ≡ 0 on this neighborhood. Then, if we choose u ∈ W 2,2 (M ) to be a function that is radially symmetric with respect to the aforementioned co-ordinate system, and supported near p, we can take Ric r,r to be so large that M a n R < ∇u, ∇u > +b n Ric(∇u, ∇u) + Qu 2 dv g ′′ < − M (∆u) 2 dv g ′′ , where g ′′ is any metric on M obtained by extending g ′ to the rest of M and all geometric quantities are determined by the metric g ′′ . It follows that λ 2 [g ′′ ] < 0, so the proof is complete upon taking h to be g ′′ .
Remark 3.3. Since λ 2 [g] is continuous with respect to g, we know that if there exists a metric g such that λ 2 [g] > 0, then for some value of t ∈ (0, 1), the metric g * = (1 − t)g + th will be such that λ We can then apply Theorem 3.1 to conclude that u must be positive everywhere. Taking h = u 4 n−4 g, the theorem follows, for P [g]u = 0.
For conditions under which P [g] is known to be positive, the reader is directed towards [XY] and [Ra] .
