Abstract. Conjugate direction is a better direction of optimization. The three-seeking method and the six-seeking method based on conjugate direction have strong theoretical. Using the advantages of one-dimensional blind walking optimization algorithm, the optimal point was given on the given direction. Three optimization method, six optimization method and computer program for the blind walking algorithm for 3D design space were put forward. The given programs were of universal significance. The results show that the three-seeking method and the six-seeking method have better performance than the negative gradient method.
Introduction
The discipline of optimization method has a history of more than half a century. Since the 20th century in 60s by external punishment function method (mound method) has successfully solved the general optimization problem, optimization method has opened gradually in the world as an university course. The optimization method includes two aspects: algorithm and program verification. The algorithm needs mathematical, logic, thinking and other innovative ability. Validation requires talent, carefulness, and perseverance. There is no program to verify the algorithm is the tree without root, there is no algorithm to support the program is the water without source. In this paper, the program is designed based on the algorithm, and the algorithm and program are verified by an example.
Three-Seeking and Six-Seeking Method
From two different points, two optimal points is gotten by one-dimensional optimization along a given direction. The connection of two optimal points and the given direction are conjugated with the two-order partial derivative matrix [1] . This is one of the theoretical basic of the conjugate method in adjacent directions.
If the direction is optimized along the negative gradient direction, the last direction is the tangent of the objective function contour line at the optimal point, and the next direction is the normal. The adjacent two seeking directions are perpendicular to each other. Therefore, it is possible to find the direction which is conjugated with the last negative gradient direction about the two order partial derivative matrix of the objective function after two successive optimizations along the negative gradient direction. The best optimal point can be obtained by optimizing the conjugate direction. The algorithm is then executed taking the optimal point as the initial point until the termination condition is satisfied. This is the basic idea of the three-seeking method.
It is possible to find two directions which are conjugated with the last two negative gradient directions about the two order partial derivative matrix of the objective function respectively after three successive optimizations along the negative gradient direction. Two better optimal points can be obtained by optimizing along these two conjugate directions. Then, the one-dimensional optimization is carried out along these two optimal points, and the optimal point is obtained as the initial point of the next loop of optimization. Loop executes the above algorithm until the termination condition is satisfied. This is the basic idea of the six-seeking method. 
The contour of the objective function is shown in Fig. 1 . When the starting point x (k) and s (k) are determined, the points in the search direction can be expressed as
The objective function value is changed to ( ) ( )
According to the extreme condition
The optimal step size is obtained. , the objective function value is 230.54. The blind walking algorithm is effective. The negative gradient direction method is gone on. the objective function value the sequence optimal points are: 3.8973e+01, 9.4055e+00, 2.2254e+00, 1.9403e-01, -7.5999e-01, -1.2087e+00, -1.4203e+00, -1.5202e+00. The closer to the extreme point, the worse the search results.
The three-seeking method is carried out. After six loops, the optimal point [0.65625 0.40625 -0.21874] T is obtained. Its objective function value is -1.6094e+00. The optimization process is shown in Fig. 2(a) . The optimal point sequence of each loop is shown in Table 1 . The six-seeking method is carried out. After five loops, the optimal point [0.65625 0.40625 -0.21875] T is obtained. Its objective function value is -1.6094e+00. It is as same as the three search method. The optimization process is shown in Fig. 2(b) . The optimal point sequence of each loop is shown in Table 2 . 
