In this paper we study the nonchaotic and chaotic behavior of all 3D conservative quadratic ODE systems with five terms on the right-hand side and one nonlinear term (5-1 systems). We prove a theorem which provides sufficient conditions for solutions in 3D autonomous systems being nonchaotic. We show that all but five of these systems:(3.8a,b), (3.11b), (3.34)(A = ∓1), (4.1b),and (4.7a,b) are nonchaotic. Numerical simulations show that only one of the five systems, (4.1b), really appears to be chaotic. If proved to be true, it will be the simplest ODE system having chaos.
Introduction
It is well known that three-dimensional quadratic autonomous systems are the simplest type of ordinary differential equations in which it is possible to exhibit chaotic behavior. Lorenz equations (Lorenz, 1963) and Rössler system (Rössler, 1976) both with seven terms on the right-hand side do exhibit chaos for certain parameter values. Very interesting investigations on three-dimensional quadratic systems with less than seven terms and more than four terms on the right-hand side have been carried out by J. C. Sprott (1994 Sprott ( and 2003 . By computer simulation, Sprott found numerous cases of chaos in systems with six terms on the right-hand side with only one nonlinear (quadratic) term and numerous examples of chaotic five-term systems with two nonlinear terms. In a follow-up study Sprott examined five-term systems with only one nonlinear term and found two examples of chaotic systems.
Consider the ordinary differential equation systemẋ = f (x), where x ∈ R n and f : R n → R n is differentiable. We classify the systems as and system (1.1) is transformed into the " − " system.
Furthermore the " + " system and the " − " system are related by the following transfor-
We are interested in the asymptotic behavior of the systems for both τ → ∞ and τ → −∞.
But it is sufficient to study the solutions for both the " + " and the " − " systems as t → ∞.
For convenience (X, Y, Z) is replaced by (x, y, z) .
In section 2 we prove a theorem that provides sufficient conditions for 3D systems to be nonchaotic. At the end of Section 2 a conjecture is stated which attempts to pin down the absence of chaos in a more intuitive manner. Section 3 and Section 4 contain the specific proofs for 5-1 conservative systems to be nonchaotic. In section 5 for reader's convenience, we review some of the concepts on chaos and then present some numerical results for the simplest chaotic conservative system.
In all our numerical simulations we use Ermentrout's XPP (Ermentrout) with 4th order
Runge-Kutta method and step size ∆t = 0.01.
Nonchaotic Behavior
Consider the autonomous system x = f (x), x ∈ R N , t ∈ R (2.1) where = d dt , f : R N → R N is continuous. Let x(0) = x 0 , and x j , x 0j and f j , j = 1, 2, ..., N be the jth components of x, x 0 and f respectively. Here we define some terminology that will be used in the proof of the theorem.
We call a solution x(t) of system (2.1) bounded oscillatory if it is bounded and there exists an M 0 > 0 such that either for any ε > 0 there exist a t 1 and a t 2 with |t 1 − t 0 | < ε and |t 2 − t 0 | < ε such that |x j (t 1 ) − x j (t 2 )| > M 0 for some t 0 finite and some j ∈ {1, ..., N }, or for any T > 0 (T < 0) there exist a t 1 > T (t 1 < T) and a t 2 > T (t 2 < T) such that |x j (t 1 ) − x j (t 2 )| > M 0 for some j ∈ {1, ..., N }.
Therefore if x(t) is bounded oscillatory, there is a component x j such that x j changes sign infinitely many times and x j has no limit as t → ω, ω ∞.
We call a solution x(t) unbounded oscillatory if for a fixed M 0 > 0 and any M > 0, either for any ε > 0 there exist a t 1 and a t 2 with |t 1 − t 0 | < ε and |t 2 − t 0 | < ε such that |x j (t 1 )| > M and |x j (t 2 )| < M 0 for some t 0 finite and some j ∈ {1, ..., N } or for any T > 0(T < 0), there exist a t 1 > T(t 1 < T) and a t 2 > T(t 2 < T) such that |x j (t 1 )| > M and |x j (t 2 )| < M 0 for some j ∈ {1, ..., N }.
A fixed point of system (2.1) is isolated if it is also the connected component (Rudin, 1987, pg 197 ) of the set of fixed points of system (2.1) that contains the fixed point. Then we call the fixed point an isolated f ixed point.
Next we recall some concepts in algebra. Let P (x) = Σ α A α x α be a polynomial, where ..., α N ) , and each of the α i 's is a nonnegative integer,
N , the order of the multi-index α is denoted by |α| = α 1 + ... + α N and A α ∈ R. By the fundamental theorem of algebra, every polynomial in the above form can be factored as the product of irreducible polynomials with real coefficients. Therefore for some m |α|
where P j (x)'s are irreducible polynomials and the zero set {(x ∈ R N |P (x) = 0} of P (x) is the union of the zero sets of P j (x), j = 1, ..., m. The zero set of each of the P j (x) consists of a finite number of connected components and each of them has dimension at most N − 1 in R N . We call each connected component of an irreducible polynomial a simple surf ace, a connected component that consists of more than one component of irreducible polynomials a complex surf ace. In this paper we also call a connected component an isolated surf ace.
For N = 3 an isolated surface can consist of a finite number of two dimensional simple surfaces that are joined by a finite number of one dimensional curves and/or points. From now on we consider the case N = 3 and make the following assumptions on system (2.1):
(H1) System (2.1) is equivalent to
for some integer 1 j 3 and equivalent to
for some integer 1 j 3, where C ± are constants and G ± (y) 0, for all y ∈ R 3 .
(H2) Each of the functions f (y) in (2.1), F ± (y), G ± (y) in (2.3) and (2.4), y ∈ R 3 is either a polynomial or a rational expression such that each of the simple surfaces is homeomorphic to a plane or a sphere or a subset of a plane or a sphere. Let
where R ± (y), Q ± (y), r(y) and q(y) are polynomials. We assume that Q ± 0 (y) > q 0 > 0, |Q ± (y)| > Q 1 > 0, and |q ± (y)| > q 1 > 0 for some positive constants q 0 , Q 1 , and q 1 . Theorem 2.1 (Main Theorem) Let N = 3. Under hypotheses (H1) and (H2) system (2.1) has no bounded chaos.
Usually system (2.1) is equivalent to the following scalar equation of x j (t):
for some j ∈ {1, ..., N }, where Φ is a continuous function. Even though there are a large number of systems that satisfy (H1), there is no routine way to transform a system to (2.3) and (2.4). The following well known fact will be applied in the proof of the theorem.
Lemma 2.2 Let P 1 (x) and P 2 (x), x ∈ R 3 , be two irreducible polynomials where P 1 and P 2 are not proportional. Then the set {x ∈ R 3 |P 1 (x) = 0 and P 2 (x) = 0} has dimension zero or one.
Since we consider only bounded chaos in this paper, for convenience we call bounded chaos simply chaos.
Proof of Theorem 2.1: Chaotic behavior in system (2.1) can happen as t → ∞ and t → −∞.
We show that if (2.3) holds, then the system is not chaotic when t → ∞ and similarly if (2.4) holds, then the system is not chaotic when t → −∞. Since the proof for the case when t → −∞ is the same as that when t → ∞, we only prove the case when t → ∞. Without loss of generality we consider solutions for t 0. For simplicity we denote F + and G + as F and
For the latter case, (H2) implies that at least one of the x j , j = 1, 2, 3 is unbounded and therefore the solutions are not chaotic. For the first case we will show that the bounded solutions are not chaotic by checking all possible behaviors of the system. Here we classify the solutions by their initial conditions. We first define the following two sets of the initial conditions and consider the solutions in the two sets separately.
Then (H2) implies again that at least one of the x j , j = 1, 2, 3 is unbounded and therefore there can't be chaos in the system when t → ∞.
) ds is finite. We consider G 0 and G → 0 as t → ∞ in the following two sub cases.
Case 2.1 G 0 as t → ∞. (H2) and the fact G is unbounded imply that at least one of the x j , j = 1, 2, 3 is unbounded. Therefore the solutions are not chaotic. For convenience, we define the set Ω † 2 as
2 , i.e. G → 0, as t → ∞. Then we have:
. Now we define two sets according to the above limits:
Then by (H2)F (x) andG(x) are polynomials or rational expressions in x. Here we recall the distance between two sets θ 1 and θ 2 in R 3
where · is the Euclidian norm. From (2.6) for any solution x with
Since both S 1 and S 2 are close sets, S 1 ∩ S 2 is not empty and the solutions asymptote to an ω-limit set Ω ω ⊂ S 1 ∩ S 2 .
SinceF (x) andG(x) are polynomials or rational expressions, the connected components of S 1 ∩ S 2 is a collection of a finite number of points, a finite number of one dimensional curves closed or not closed, a finite number of disjoint two dimensional surfaces and a finite number of unions of one dimensional curves and two dimensional surfaces in R 3 . Let n be the total number of connected components of S 1 ∩ S 2 and denote each of the components I i , i = 1, ..., n.
We again classify the initial conditions x(0) ∈ Ω † 2 as:
(H2) implies that the one dimensional curves are intersections of the surfaces of irreducible polynomials. Therefore each solution in this case can only either approaches an equilibrium, or a limit cycle or goes to infinity. Therefore the solution can not be chaotic.
Without loss of generality, we consider whenF (x) andG(x) are polynomials. By the fundamental theorem of algebra,
whereFj(x)'s andG j (x)'s are irreducible polynomials. Then by (H2) and lemma 2.2 there exists an l such thatFĩ
We call the set {x ∈ R 3 |M (x) = 0} positively invariant under the flow
Here for each of the I i with dimension 2, we define
and
Clearly each of the solutions in this case will either be asymptotic to a curve which is an intersection of the zero sets of two irreducible polynomials or an equilibrium. Therefore they are not chaotic.
Then each solution approaches an I i for some i = 1, ..., n that contains a 2D invariant set which can be topologically equivalent to a torus or a more complicated surface on which there could be chaotic behavior. By (H2) such surfaces must be the union of the simple surfaces.
However if the zero sets of two irreducible polynomials are both invariant, their intersection is also invariant. By lemma 2.2, the intersection has dimension at most one. This means that solutions can't switch from the zero set of one irreducible polynomial to another. By the Poincaré-Bendixon Theorem on 2-manifolds (Hartman, 1964) , the solutions on the 2D surface can only be or approach an equilibrium, a periodic orbit or it is unbounded. Therefore they are not chaotic. Each of the solutions that approach the 2D surface will either stay on or approach only one of the zero set of an irreducible polynomial. By (H2) the solutions are not chaotic. This completes the proof of the theorem.
Note that by our theorem no chaotic 3D systems with polynomial right-hand sides satisfy both (H1) and (H2).
One of the goals of this paper is to attempt to develop a general method to determine if a nonlinear autonomous system is nonchaotic. It is well known that it is difficult to give a rigorous general definition for chaos in a mathematical sense for the solutions of dynamical systems because of the complexity of the topological structures of the chaotic solutions. Brown and Chua (Brown and Chua, 1996) listed nine definitions of chaos. As far as we know thirteen definitions have been given so far, but none of them can be the final version of a general definition. This means that nonchaotic behavior of solutions hasn't yet been defined in a satisfactory manner either. Nevertheless we can give the following criterion as a conjecture for recognizing nonchaotic behavior:
Conjecture 2.3 Criterion: An N dimensional system (2.1) with no cluster points in the set of isolated fixed points has no bounded chaos if for any of its solutions there are N −2 components (ii) It is periodic or asymptotic to a periodic function,
there exists an ω, |ω| < ∞ such that,
is bounded but does not have a limit, as t → ω, (vi) It is bounded and has a limit as t → ω but not defined at t = ω.
Note that the difference between (iii) and (iv) is that the solutions in (iii) are defined for all t 0 t < ∞ or −∞ < t t 0 while the solutions in (iv) are not defined at t = ω < ∞, |ω| < ∞.
For example (a) if x j (t) = sin( 1 t ) for some j ∈ {1, ..., N}, then x j (t) does not have a limit at t = 0 and it is bounded as t → 0 and it has a limit as t → ∞; (b) if x j (t) = e 1 t sin( 1 t ) for some j ∈ {1, ..., N }, then x j (t) does not have a limit at t = 0 and it is unbounded as t → 0, it is bounded oscillatory (see definition below) as t → ∞. (c) chaotic solutions of the Lorenz equations, which are proved to exist analytically by Hastings and Troy (1996) , do not satisfy our criterion 2.3. (d) If the Duffing equation is considered as a 3D autonomous system, the component t of the solution must go to infinity. It is proved by Ai and Hastings (2002) that Duffing equation with certain forcing has chaotic solutions.
For convenience, we don't make a distinction between the notationsẋ = x = dx dt in the next 2 sections.
3 Five-term conservative systems with one quadratic term and without constant terms.
All the systems without constant terms that need to be considered are the following 11 of the 19 systems mentioned in section 1.
where the " + " and " − " correspond to (3.xa) and (3.xb) respectively and x represents one of the positive integers 1, 2,..., 11.
Theorem 3.1 Systems (3.1)-(3.7a), (3.9), (3.10) and (3.11a) are not chaotic.
Proof : Systems (3.1)-(3.7a), (3.9)-(3.10) can be written as the following scalar equations.
(3.1)± ... z = ±ż 2 + Aż ± z, multiplied byz and integrating
.. y = 2yẏ ±ẏ + Ay, multiplied by y and integrating
... z =żz ±ż ± Az, multiplied by z and integrating
where A = 0 and C are arbitrary constants. Then systems (3.1) − (3.7a), (3.9), and (3.10) satisfy hypotheses (H1) and (H2). By theorem 2.1 none of them is chaotic.
Now we look at system (3.11a). If A = 1 we have that x − y = −(x − y), and x(t) = y(t) + Ce −t . Then
Therefore hypotheses (H1) and (H2) are satisfied and system (3.11a) is not chaotic for A = 1.
Therefore hypotheses (H1) and (H2) are satisfied and by theorem 2.1 system (3.11a) is not chaotic either for A = −1.
then we have
and thus
Integrate the above equation to get
where C is an arbitrary constant. Equation (3.13) satisfies hypotheses (H1) and (H2) and by theorem 2.1 the system is not chaotic when A = ±1. Hence system (3.11a) is not chaotic. This completes the proof of Theorem 3.1.
For (3.7b), we have the following proposition:
Proposition 3.2 The scalar equation in z +
A 2 of system (3.7b) with A ∈ R is linearly equivalent to the scalar equation in y of system (4.1b) with A < 0.
, and Z = Y and so
While the scalar equation of (4.1b) in y is y = y 2 − y + A. Hence it's equivalent to (4.1b) for A < 0.
then we have the following theorem:
Theorem 3.3 System (3.8a) has no chaos for A > 0.
We first prove the following lemmas.
Lemma 3.4 If
, then any bounded solutions to (3.8a) with z(t) oscillatory
where u = y − z.
P roof : Let u = y − z. Then u = z and the scalar equation in u can be written as:
Integrate (3.14) to get
z is bounded oscillatory and u = z imply that u and u are also bounded oscillatory. Then 
z(t) being bounded oscillatory implies that the right-hand side of (3.16) goes to ∞(−∞) but its left-hand side is bounded, a contradiction. This completes the proof of this lemma.
Note that from the above lemma if z ∈ C 1 (R) is bounded oscillatory, then z(t) crosses zero infinitely many times.
Proof of Theorem 3.3. Suppose p(t) is a bounded solution of (3.8a). If z(t) has a limit z * as t → ∞, then the solution approaches the plane z = z * and therefore the invariant set on z = z * . By the Poincaré-Bendixon Theorem the solution is not chaotic. If z(t) is oscillatory then by Lemma 3.4
An integration by parts gives thaṫ
We consider the following cases.
Case 1.1. There exists a T > 0 such that for all t > T |z(t) + A| > A 0 for some A 0 > 0.
a contradiction to (3.17).
Case 1.2. z(t) crosses −A infinitely many times
Then there exists an increasing sequence {t k } ∞ k=1 with t k → ∞ as k → ∞ such that z(t k )+A = 0, for k = 1, 2, .... Together with lemma 3.5 we have that for any M > ż(0) z(0)+A there exists a t * ∈ (t k , t k+1 ) for some k such thaṫ z(t * ) = 0, z(t * ) + A = 0, and
Case 1.3. There exists an increasing sequence {t k } such that z(t k ) + A → 0 as t k → ∞.
Then ∀ε > 0, ∃ N > 0, such that k > N implies that |z(t k ) + A| < ε. By lemma 3.5 z(t) must cross zero infinitely many times. Therefore there exists a t * > t N such thatż(t * ) = 0, z(t * ) > 0 and z(t * ) + A > 0. Using the same argument as in case 1.2, it follows that this is impossible.
Case 2. z(0) + A = 0.
By lemma 3.5 there exists a t 1 > 0 such that z(t 1 ) = 0. Then the proof in case 1 can be applied. Therefore z(t) can't be bounded oscillatory either in this case.
Then either z(t) is unbounded oscillatory or z(t) is bounded but at least one of x and y is unbounded. This completes the proof of the theorem.
Consider system (3.8b)
We have the following theorem:
Theorem 3.6 System (3.8b) is not chaotic for A < 0. 
Integrating (3.18) we have
If z(t) is bounded oscillatory then so are v, v and v because v = z. Therefore P roof of Theorem 3.6: Sincez = y(z + A) an integration by part leads tȯ 
then there exist no bounded oscillatory solutions in system (3.8b) for t 0. 
16 ϕ(t) 0 for t 0, and so the right-hand side of (3.23) goes to ∞. But the boundedness of u, u , u implies that Φ(t) is bounded for t 0, a contradiction.
is bounded for t 0, a contradiction. This completes the proof of the theorem.
For the case when A < 0 in system (3.8a), and the cases when 0 < A < 3 16 , p 0 ∈ R 3 and A > 3 16 , p 0 ∈ R 3 S 3 in system (3.8b), numerical simulations show that solutions can't be more complicated than the ones shown in figures 1 and 2. The solutions can be oscillatory at the beginning. They will eventually approach a limit or a stable periodic orbit or become unbounded. This suggests that there is no chaos in (3.8). Next we consider the following 5-1 systems which can be conservative and dissipative for different choices of the parameter A. Here we have the following theorem for any parameter A (Zhang and Heidel, 2006) .
Theorem 3.11 Systems (3.24) (3.33) are not chaotic.
where A = 0, and C is an arbitary constant, each of the above systems is asymptotic to a 2D surface which is topologically equivalent to a plane or a subset of a plane or unbounded.
Therefore there is no bounded chaos in these systems. Now we look at the remaining systems.
(3.27)± :
In system (3.30), let u = y − z,u = ±y. Then its scalar equation is
integrate to getü
... y = ∓y 2 ±ÿ + yẏ + A(ẏ ∓ẏ) or
...
By theorem 2.1, systems (3.27), (3.29), (3.30), (3.31), (3.32), and (3.33) are not chaotic either.
Consider system (3.34) for A = −1. Then the system
is conservative. The system has one equilibrium point (0, 0, 0) and two 1D invariant manifolds
Note that the system when A = −1 is linearly equvalent to the system when A = 1 by exchanging x and y. Differentiate the last equation to get z = z(x − y) and so All three-dimensional 5-1 conservative systems with one quadratic term and constant terms that needs to be considered are the 8 of the 19 systems mentioned in section 1. They are listed in the following:
where " + " and " − " correspond to (4.na) and (4.nb) respectively and n represents one of positive integers 1, 2, ..., 8.
Theorem 4.1 Systems (4.1a), (4.2) ∼ (4.6a), (4.8) are not chaotic.
Proof. The scalar equation of system (4.1a) in y is ... y = y 2 +ẏ +A. Multiply byẏ and integrate to getẏÿ
For system (4.6a) its scalar equation in z is the same as (4.9) with y replaced by z.
where A = 0 and C is an arbitrary constant. Since hypotheses (H1) and (H2) are satisfied, theorem 2.1 implies that system (4.1a), (4.6a) and (4.4) are not chaotic. The following systems can be integrated to:
where A = 0 and C are arbitrary constant. Assume that all the solutions of the four systems are bounded for all t 0. Since the left hand sides of (4.2), (4.3), (4.5), and (4.8) are polynomials and so they are bounded. But their right-hand sides go to infinity as t → ∞, a contradiction.
Hence system (4.2), (4.3), (4.5), and (4.8) are not chaotic. The proof is completed.
Remark 4.2 System (4.6b) has scalar equation
Clearly it is equivalent to (4.1b).
Consider system (4.7)
where A > 0 and C is arbitrary constant. For any bounded solution for t 0, the left-hand side stays bounded for t 0, but the right-hand side goes to infinity as t goes to infinity, a contradiction. Hence systems (4.7) is not chaotic.
Our study of system (4.7) for A < 0 indicates that it is a little more complicated than other systems except system (4.1b) due to its oscillatory pattern. We can not prove analytically if (4.7) when A < 0 is chaotic, but we show in the following two theorems that there are positively invariant regions in both (4.7a) and (4.7b) and if a solution of (4.7a) doesn't reach the invariant region for all t 0, it is either oscillatory or y(∞) = ±∞ with x(∞) = z(∞) = 0
and if a solution of (4.7b) doesn't reach the invariant region for all t 0, then it is either oscillatory or y(∞) = 1 with x(∞) = ∞(−∞) and z(∞) = ∞(−∞).
Let p(t) = (x(t), y(t), z(t))
denote solutions of (4.7a) and p 0 = p(0) be the initial values.
For (4.7a), i.e. the " + " system of (4.7), we define the 3D set
where ∂Ω denotes the boundary ofΩ, and Ω =Ω ∂Ω. 
will happen. We show that the only possible limits are as in (4.11) or p(∞) = (∞, ∞, ∞).
Then we show that if there exists a T > 0 such that p(T ) ∈Ω, then p(t) ∈Ω for all t T and p(∞) = (∞, ∞, ∞).
For the 27 cases, it is sufficient to consider the following cases as t → ∞:
Since the system has no fixed point, this is impossible.
Since |y | = |x + z| → ∞, |y| → ∞, a contradiction.
If y → ∞ and K 3 > 0 (K 3 < 0), then x = yz + A → ∞(−∞), and therefore |x| → ∞, a Up to now, we have proved that the solutions of the system do not go to a limit except in the two cases: 
Suppose that p(T ) ∈ ∂Ω.
If p(T ) ∈ S 4 , then at t = T , x > 0, y > 0, z > 0, x = zy+A = 0, and so x = yx+(x+z)z > 0.
This implies that x(T ) is a local minimum. Since y (T ) = x(T )+z(T ) > 0 and z
If p(T ) ∈ S 5 , then at t = T , x = 0, y > 0, z > 0, and x = zy + A > 0, and so y = x + z > 0,
This implies that z(T ) is a local minimum. Therefore there exists an
If p(T ) ∈ Γ, then at t = T , x = 0, y > 0, z > 0, and x = zy + A = 0, and so x = yx + (x + z)z = z 2 > 0. This implies that x(T ) is a local minimum.
are local minima. Therefore there exists an η > 0 such that x(t) > 0, y(t) > 0, z(t) > 0, and
Since for p(t) ∈Ω x 0, y 0 and z 0, the solutions have limits and it is easy to see that ∞, ∞) . This completes the proof of the theorem. For the unresolved cases in system (4.7a), numerical simulations indicate that there can't be more complicated solutions than the ones shown in figure 14 and figure 15 . The solutions can be oscillatory at the beginning. They will eventually either go to a limit or approach a periodic orbit. This suggests that the system has no chaos.
For (4.7b), ie. the " − " system, we define the set
where ∂Ω 1 denotes the boundary ofΩ 1 , and Ω 1 =Ω 1 ∂Ω 1 . Numerical simulations on system (4.7b) supports our claim that the only limit the solutions can go to is the limit in (4.12), see figure 10. Similar to system (4.7a), there can be solutions that approach a periodic orbit, see figure 11. However our numerical results suggest that (4.7b)
is not chaotic.
The simplest chaotic conservative system
The Logistic map x n+1 = µx n (1 − x n ) is one of the simplest dynamical systems that exhibit chaos. Despite its simplicity, for most µ ∈ (3.5699, 4], the sequence {x n } it generates appears at an initial point x 1 is defined as the limit
if it exists. For example when µ = 4, there are non-periodic orbits with Lyapunov exponent ln 2 (Proof of Theorem 3.13, Alligood et. al, 1996) .
For ordinary differential equationsẋ = f (x), where f : R n → R n is continuous, the solutions can be chaotic only when n 3 due to Poincaé-Bendixon theorem. We say the solution x(t) is chaotic if (a) it is bounded, (b) it has a positive Lyapunov exponent (c) it is not an equilibrium point, a periodic orbit or asymptotic to an equilibrium point or a periodic orbit. Chaotic dissipative systems usually have strange attractors while chaotic conservative systems do not.
We've shown analytically in this paper and in (Zhang and Heidel, 1997) and (Heidel and Zhang, 1999 ) that all of the 3D autonomous quadratic systems with four terms on the right hand side and all five term conservative system with one nonlinear term are not chaotic except for the systems
(3.11b), (4.7) and (3.8) for certain range of the parameter A and (4.1b). Analytic and numerical studies show that there is no chaos in systems (5.1), (3.11b), (4.7) and (3.8). Another evidence (Sprott, 2000) that the system has chaos is that it has positive Lyapunov exponent. System (4.1b) is linearly equivalent to Sprott's (2000) system No. 2 (Page 759)
An affine transformation
which is in the form of the scalar equation of system (4.1b). For B = −2.8 (A = −0.011388 in (4.1b)), (x, x , x ) = (∓0.5, −1, 1) using a fourth-order Runge-Kutta integrator with a step-size ∆t = 0.05 Sprott (2000) calculated the Lyapunov exponents and they are (0.002, 0, −0.002) base e.
In our numerical simulations of (4.1b) we use ∆t = 0.005 and they are shown in figures 12 to 14. Figure 12 is a trajectory with the parameter A = −0.0125. Figure 13 is a Poincaré section at x = 0 with 10 different initial conditions 0.01 x 0.12, y = −0.105714, z = −0.102325.
Most of them are quasi-periodic orbits and they are attracted to 2D tori. From figure 14 it appears that the trajectory fills a 3D space. But as t = 24658.66, x ∼ = 0, y = 0.1742977, z ∼ = 0 the calculation stopped. We think that our simulations confirm Sprott's result. Thus our study corroborates Sprott that this system is the algebraically simplest conservative chaotic system one can find.
The following 5-2 system (Sprott, 1994 Case A) is a less simple conservative chaotic system. 2 t, and A = −λ, and then (5.6) becomes (4.1b). Toland (1988) showed that for λ < 0(A > 0 in (4.1b) ) on an open interval, there exists a unique monotone heteroclinic orbit. Jones and Troy (1992) In the following, we prove that system (4.1b) has no chaos for all A > 0. The notation " " represents "be equivalent to" under linear transformation.
