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ABSTRACT
Native palms, such as the Sabal palmetto, play an important role in maintaining the
ecological balance in Florida. As a side-effect of modern globalization, new phytopathogens like
Texas Phoenix Palm Decline have been introduced into forest systems that threaten native palms.
This presents new challenges for forestry managers and geographers. Advances in remote
sensing has assisted the practice of forestry by providing spatial metrics regarding the type,
quantity, location, and the state of heath for trees for many years. This study provides spatial
details regarding the general palm decline in Florida by taking advantage of the new
developments in deep learning constructs coupled with high resolution WorldView-2
multispectral/temporal satellite imagery and LiDAR point cloud data. A novel approach using
TensorFlow deep learning classification, multiband spatial statistics and indices, data reduction,
and stepwise refinement masking yielded a significant improvement over Random Forest
classification in a comparison analysis. The results from the TensorFlow deep learning were then
used to develop an Empirical Bayesian Kriging continuous raster as an informative map
regarding palm decline zones using Normalized Difference Vegetation Index Change. The
significance from this research showed a large portion of the study area exhibiting palm decline
and provides a new methodology for deploying TensorFlow learning for multispectral satellite
imagery.
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INTRODUCTION
Florida is known for its beaches, sunshine, good weather, and palm trees. Palm decline in
Florida has had an esoteric understating regarding the quantification of its present impact; this is
impart due to the lack of research regarding the Florida iconic State Tree, the Sabal palmetto
(Cabbage Palm)(Fox 2015). There are many palm species in Florida that are susceptible to palm
decline that are comprised of native species and ornamental species (Harrison et al. 2008); the
Sabal palmetto has one of the highest Importance Values Indexes (IVI) with regard to ecological
service in Florida, ranking 2nd and 3rd when compared to 134 other tree species (Bryant et al.
2005; Fox 2015). These high values are attributed to the Sabal palmetto’s landscape dominance
due to fire resistance and the provision of food, nest materials, nest sites, and other habitat
facilitators for wildlife (Fox 2015; Leonard Jr and Stout 2006; McPherson and Williams 1998;
Miller and Miller 2005). The Sabal palmetto is a monocotyledon within the Arecaceae Family;
it is characterized as having a stem 20 m tall, 10-12 cm hastula long running along the leaf
blades to the petiole, and a costa extending the full length of the frond (Wunderlin and Hansen
2003).
Prior to 2008, the disease Lethal Yellowing (LY) was the only known pythoplasma
impacting palms in Florida (Harrison and Elliott 2009). In 2008, it was revealed that
Hillsborough and Manatee Counties, Florida were the origin for a new pythoplasma Texas
Phoenix Palm Decline (TPPD) (Harrison and Elliott 2009). The 16S RNA analysis of bronzing
palms confirmed TPPD presence; primarily affecting the Phoenix (date) species and the Sabal
palmetto (Harrison et al. 2008). The TPPD phytoplasma, similar to the LY Candidatus
1

phytoplasma palmae bacteria, is a member of the Mollicutes Class of bacteria and has no cell
wall; it has been classified as a 16S rDNA RFLP group 16SrIV, subgroup D (16SrIV-D)
pathogen (Harrison and Elliott 2009).
The susceptible native Florida palms could be facing massive declines with the onset of
the introduced terminal disease, possibly on a scale similar to the fungal Chestnut Blight.
Chestnut Blight affected North America in the early 1900’s, reducing the population of Chestnut
trees from 1-4 billion to the recent 600-800 trees (Anagnostakis 1987; Choi and Nuss 1992).
Other than IVI studies, it is uncertain how detrimental this phenomenon and its cascading effects
will be regarding the local ecology within Florida. It’s hard to imagine Florida without its
prolific State Tree.
While TPPD is an emerging disease in the state of Florida, it is not the only disease that
causes mortality in the Sabal palmetto. There are various fungal pathogens that are also lethal
and include, but are not limited to, Ganoderma spp., Phytophthora palmivora, Nalanthamala
vermoeseni, and Ceratocystis paradoxa (Downer et al. 2009). While it may not be feasible to
delineate the type of pathogen causing palm decline in Florida strictly using remote sensing,
general decline zones may be established isolating locations of increased probability regarding
TPPD outbreaks.
Remote sensing has been demonstrated as a cost-effective method for deriving forestry
analytics when logistical constraints preclude direct field methods (Fassnacht et al. 2016). In
order to elucidate quantifiable spatial metrics regarding the severity of the palm decline in
Florida, excluding direct anthropocentric activities such as development, advanced remote
sensing techniques were necessary. Additional information regarding the palm decline in Florida
can aid law makers, government agencies, forestry managers, and environmental advocacy
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groups regarding the severity of the decline. The purpose of this study is to provide spatial
details regarding the severity of palm decline within the Golden Aster Scrub preserve, Florida,
using advanced remote sensing and machine learning technologies and algorithms. At the time
of this thesis work, there were no known articles regarding specific palm decline spatial metrics
in Florida and the general use of an object-based approaches for multispectral deep learning.
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LITERATURE REVIEW
Object Based Image Analysis (OBIA) and Change Detection
OBIA is ideal for tree canopy delineation and is a highly accurate means of classifying
tree species superior to traditional pixel-based methods, as demonstrated in the following studies
(Howell and Petersen 2017; Immitzer et al. 2012; Li et al. 2015; Ma et al. 2017; Mustafa et al.
2015; Pu and Landry 2012; Santoso et al. 2016; Shojanoori et al. 2018; Yan et al. 2018). OBIA
can be divided into four categories point-based, edge-based, region-based and combined
(Blaschke 2010). Segmentation uses neighborhood, distance, and location metrics for pixel
delineation into segments based on homogony rules; this process also facilitates the merging of
other spatial data sets (Jensen 2016). Another benefit to the OBIA approach is that data set
features can be reduced with descriptive statistics resulting in reduced computational processing
requirements and pixilation.
There have been many studies regarding Land Use and Land Cover (LULC) based from
large conglomerations of vegetation/land use types and very few studies regarding tree
speciation level granulation. Of those, only three studies listed below utilized bi-temporal
imagery, two of those studies used the imagery to increase classification accuracy over a short
temporal range, and one to highlight change detection with OBIA.
Li et al. (2015) used WorldView-2 (WV2) and WV3 separated by three months to create
a 16-layer band stack to improve the accuracy of the classification with transformation feature
layers with OBIA, Random Forests (RFs), and Support Vector Machines (SVMs). The emphasis
of this study captured the senescence transition in the hardwood tree species during the
4

classification process (Li et al. 2015). Segmentation and classification was conducted on all
WV2 and WV3 pan-sharpened bands with transformation layers and repeated for the
independent image collections for comparison (Li et al. 2015). This method of creating a 16layer image stack increased the overall classification accuracy of tree species Paulownia
tomentosa, Populus tomentosa Carrière, Sophora japonica, Platanus acerifolia, and Ginkgo
biloba within two urban environments located at the Capital Normal University (CNU) and
Beijing Normal University (BNU) Beijing, China, by an average of 10.7% (Li et al. 2015). This
study focused on the sun illumination range and it was recommended that further studies take
into consideration shadow ranges (Li et al. 2015).
Madonsela et al. (2017) used two WV2 images, taken on the 19, April 2012 and 7,
March 2013, orthorectification, Spectral Angel Mapper (SAM), and RF methods to increase
classification accuracies within African arboreal environments. Increases in accuracies derived
from this study ranged from 2 - 16% when compared to the standalone image classification
while classifying four tree species Sclerocarya birrea, Acacia nigrescens, Combretum spp., and
Dichrostachys cinerea. This was conducted a relatively sparse arboreal African forest with a
preponderance of discrete tree crowns.
The Howell and Petersen (2017) study used 1 m resolution 4-band National Agriculture
Imagery Program (NAIP) Orthoimagery from 1995 to 2011 in a pure OBIA vs. pixel-based
classification scheme to assess Juniperus spp. growth and change. OBIA out performed pixel
classification in his study. It should be noted that this was conducted a relatively sparse area with
in a homogeneous predominate forest.
From the reviewed literature regarding tree species level OBIA change detection, more
research expanding the application should be conducted. Methods demonstrating the application
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of OBIA change detection within mixed forest communities highlighting vegetation health could
aid in remote sensing and forestry advancements.
Multi/Hyperspectral Imagery with Laser Imaging Detection and Ranging (LiDAR)
As with OBIA, LiDAR processing techniques coupled with high resolution
multi/hyperspectral imagery have become popular for vegetation classification accuracy
improvements within the remote sensing forestry communities (Dalponte et al. 2012; Ganivet
and Bloomberg 2019; Rizeei et al. 2018; Sačkov et al. 2017; Sankey et al. 2017; Ucar et al. 2018;
Wu et al. 2017; Yoga et al. 2017). Elevation metrics can be coupled with spectral data
increasing the ability to isolate target features, such as tree canopies demonstrated in the Rizeei
et al. (2018) study regarding oil palm tree counting. Digital Elevation Models (DEM) and Digital
Surface Models (DSM) can be readily produced from LiDAR data. Note, this study will be
using the USGS naming convention; a DEM is a representation of the bare-earth void of surface
features, such as trees and buildings, and a DSM is a representation of the surface first returns
from the sensor or the tops of all features (USGS 2019).
The Yoga et al. (2017) study compared the effectiveness of using a pure LiDAR
classification method with a combined LiDAR and multispectral classifier for determining living
or dead tree crowns located in the Montmorency Forest, Quebec CA. The multispectral data set
was taken form an airborne platform with four spectral bands with the use of four vegetative
spectral indices (Yoga et al. 2017). This study yielded a 2% increase in accuracy buy using
LiDAR with multispectral imagery for vegetation classification (Yoga et al. 2017). It should be
noted that this was implemented on a simple classification schema targeting dead or non-dead
trees in general, within a Balsam fir dominate forest. Lager gains in accuracy may have been
produced if more tree species were targeted during the study. They concluded that LiDAR with
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multispectral imagery can effectively discriminate between dead and living trees (Yoga et al.
2017).
The Sankey et al. (2017) study used an unmanned aerial vehicle (UAV) equipped with a
LiDAR and hyperspectral sensor to test the efficacy of LiDAR fused hyperspectral imagery
while classifying serval tree species. The hyperspectral sensor collected 272 spectral bands
ranging 400–1000 µm and the LiDAR sensor produced a density of 50 points m3 at study sites
located within the aired Arizona, US climate (Sankey et al. 2017). The study concluded that the
fusion of LiDAR with hyperspectral imaging increased vegetation species level classification
with the pixel based mixture-tuned matched filtering by 30% or more (Sankey et al. 2017).
The Ucar et al. (2018) study used DEMs and DSMs produced from the Northwest Florida
Water Management District (NFWMD) LiDAR and NAIP imagery at a 1 m GSD to classify
woody vegetation such as trees and shrubs, grass, and non-vegetation located in Tallahassee FL.
This method used a pixel based maximum likelihood classification (MLC) method and a
masking system based from DEM-DSM elevation change to isolate the vegetation (Ucar et al.
2018). It was concluded that the addition of the LiDAR data improved accuracies ranging from
16 to 24% (Ucar et al. 2018).
While LiDAR fused multi or hyperspectral imagery can increase vegetation classification
accuracies, expanded research using this data for temporal change detection should be
implemented as mentioned in the Sankey et al. (2017) study. Furthermore, the use of OBIA
coupled with DEM-DSM masking methods may add additional improvements to this data fusion
process.
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Transformation, Texture, and Spectral Index Features
Band math and manipulations to produce additional layer features have been widely
exploited to improve tree species level classification in modern remote sensing (Fassnacht et al.
2016; Pu and Landry 2012; Yan et al. 2018; Zhang et al. 2018b). Transformation layer features
typically consist of native image band mathematical manipulations and or applied indices. Some
of the popular vegetation indices for WV2 imagery used in this study are as listed in the
following equations: Normalized Difference Vegetation Index (NDVI) (Eq.(1)) (Jensen 2016),
Simple Ratio (SR) (Eq.(2)) (Birth and McVey 1968), and Anthocyanin Reflectance Index (ARI)
(Eq.(3)) (Oumar and Mutanga 2013). It should be noted that there is a heavy amount of
permutability when using spectral indices to create additional layers. A link for detailed listings
of 300 spectral indices curtailed to the WV2 sensor can be found in the Appendix A: Useful
Links & Resources section of this paper.
𝑁𝑁𝑁𝑁𝑁𝑁−𝑅𝑅𝑅𝑅𝑅𝑅

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 = 𝑁𝑁𝑁𝑁𝑁𝑁+𝑅𝑅𝑅𝑅𝑅𝑅

(1)

𝑆𝑆𝑆𝑆 = 𝑅𝑅𝑅𝑅𝑅𝑅/𝑁𝑁𝑁𝑁𝑁𝑁
1

1

𝐴𝐴𝐴𝐴𝐴𝐴 = 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝑛𝑛 − 𝑅𝑅𝑅𝑅𝑅𝑅 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸

Gray Level Co-occurrence Matrices (GLCM) are a kernel-based raster operator texture
features, initially developed in the Haralick et al. (1973) study. There have been several
adaptations to GLCM since the 1970’s, for detailed information see the Zhang et al. (2018b)
article. The open source software SNAP, developed for the European Space Agency (ESA),
comes with built-in modules for processing satellite imagery using serval variants of GLCMs.
While modern specific research regarding the direct comparison of the use of GLCM with and
without could not be found, the Li et al. (2015), Pu and Landry (2012), and Yan et al. (2018)
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(2)
(3)

studies made wide use of additional feature layers and had GLCM features ranking in the top ten
of their studies.
Expanding on the features used in the Li et al. (2015) study, a total of 138 features were
produced for the bitemporal WV2 and WV3 imagery 16 layer stack. Spectral indices such as
NDVI variants attributed to 10 of the features used, GLCM attributed to 72 of the features used,
and the remainder were mean and ratio derivatives (Li et al. 2015). The highest performing
features for the CNU study area were WV2 mean of band 3, WV3 mean of band 3, and WV2
mean of band 4 (Li et al. 2015). The top performers for the BNU study area were WV2 ratio of
band 6 divide by the mean of all bands, WV2 NDVI2 (B8-B6)/(B8+B6), followed by WV3 ratio
of band 6 divide by the mean of all bands.
In the Pu and Landry (2012) study comparing the effectiveness of the IKONOS and WV2
sensors, 56 features were produced for tree species classification within the City of Tampa, FL
using Linear Discriminate Analysis (LDA) and Classification And Regression Trees (CART)
classifiers with stepwise refinement masks. Trees classified were palm (species group
dominated by the Sabal Palmetto), camphor (Cinnamomum camphora), magnolia (Magnolia
grandiflora), pine (species group), live oak (Quercus virginiana), laurel oak (Quercus
laurifolia), and sand live oak (Quercus virginiana) separated by illumination levels
shadow/shade and sunlit (Pu and Landry 2012). Focusing on only the WV2 8 band operations
from the study, GLCM - Homogeneity (B8) ranked # 9 and GLCM – Standard Deviation (B7)
ranked #15 with the NDVI1 (B7-B5)/(B7+B5) resulting in the highest significance for the LDA
classification from the 23 listed (Pu and Landry 2012). The CART process benefited the most
from the NDVI5 (B6-B5)/(B6+B5) feature with 5 GLCM features ranking in the top 23 (Pu and
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Landry 2012). The overall accuracy produced by the LDA classification using the WV2 8 band
imagery outperformed the IKONOS imagery by 18.41%.
The Yan et al. (2018) study used a short multitemporal WV2 imagery set with 42 band
transformation features, illumination ranges, OBIA, RF, and CART for a broad classification of
deciduous trees, coniferous trees, grass land, impervious surfaces, and water in northwest
Beijing, China in order to improve classification accuracies. The method parsed the data set into
shadow and non-shadow areas, a series of stepwise refined masks, and CART decision processes
for classification with a second method introducing an NDVI change layer for phylogenic
differences over a three month collection period (Yan et al. 2018). The second method improved
overall classification accuracies by 8.8% and concluded that multitemporal seasonal change
collections of WV2 imagery should be used for vegetation classification when available (Yan et
al. 2018). The GLCM layers used in this study ranked in the top eight most important features
used in the standalone method with the ratio bands 2/3 having the highest importance. The
second operation resulted with the hue of the Red-Edge, NIR1 and NIR2 bands having the
highest significance (Yan et al. 2018).
When compared, there was a significate amount of variation in the top performing feature
candidates, indicating a level a variability depending on location, model architecture, and target
criteria. This indicates that independent feature development and testing should be conducted for
each scenario.
Data Sets by Illumination Range
Parsing data sets by illumination range, sun and shadow, prior to canopy classification is
a popular method for increasing accuracies used in the following studies (Pu and Landry 2012;
Puttonen et al. 2010; Yan et al. 2018). This is typically conducted by selecting the brightness of
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a feature containing an isolated canopy and sub setting it into two groups, sun and shadow prior
to classification. Most studies reviewed use a binary system.
The Puttonen et al. (2010) study used that fact that foliage of different tree species would
have different light scattering effects due to their general shape and leaf properties with airborne
multispectral imagery (RBGN) (Puttonen et al. 2010). A binary illumination parsing resulted in
four features for illuminated parts, four features for shadow parts, and four intensity ratios
(Puttonen et al. 2010). This was used with supervised parametric classification with the newly
developed, at the time of the study, Illumination Dependent Colour Channels (IDCC) method
located in Espoo city, southern Finland (Puttonen et al. 2010). This method of illumination
parsing resulted in a 10% increase in canopy classification for classifying birch, pine and spruce
trees.
It is apparent that illumination parsing can yield significant increases in vegetation
classification accuracy. It is indicative that additional illumination range bins may yield even
higher accuracies. This is by taking advantage of clustered sets and reducing some of the burden
on the classification mechanism.
Machine Learning (ML)
For classification, the RF ML method has been proven to consistently outperform the
mainstay Maximum Likelihood Classifier (MLC) and Decision Trees (DTs) in urban tree canopy
delineation, with Support Vector Machines (SVMs) coming in as a close second when reviewing
the following studies (Belgiu and Drăguţ 2016; Duro et al. 2012; Immitzer et al. 2012; Ma et al.
2017; Madonsela et al. 2017; Omer et al. 2015; Zhu et al. 2017b). The RF classifier is a nonparametric ‘ensemble learning’ algorithm that produces a multiple decision tree using a
randomly selected subset of training data and variables (Belgiu and Drăguţ 2016). The nodal
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splitting is determined by decreasing the Gini criterion (Eq.(4)) (Immitzer et al. 2012); were 𝑝𝑝𝑗𝑗 is
the frequency of class 𝑗𝑗 in 𝑇𝑇. A higher mean decreasing Gini value is associated with a purer
variable for decision making (Breiman 2002).

𝐆𝐆𝐆𝐆𝐆𝐆𝐆𝐆(𝐓𝐓) = 𝟏𝟏 − ∑𝐧𝐧𝐣𝐣=𝟏𝟏�𝐩𝐩𝐣𝐣 �

𝟐𝟐

(4)

The default of 500 trees is typically selected when using this method as additional trees
reach an asymptotic plateau in accuracy after 500 trees (Duro et al. 2012). RF uses the
combination of several boot strapped trees in order to delineate classifications (Räsänen et al.
2013). RFs are evaluated by using an ‘out-of-bag’ (OOB) cross validation error metric. About
two-thirds of the samples are used to train the forest, ‘in bag’, and one-third is used to evaluate
the model, validation errors are labeled OOB (Belgiu and Drăguţ 2016). Direct read of vector
shapefiles and raster sets can be readily processed using the caret package in R for executing
many ML classification methods, such as the popular Kaggle performer ‘XGBoost’ (Gaitan
2016). Detailed instructions for processing remotely sensed data with sample code can be found
in the Lawrence et al. (2017) manual.
The Ma et al. (2017) publication was a powerful review of 173 remote sensing journal
articles on object-based land cover classification and conclude that RF was the best classifier.
This makes RF an excellent benchmark for testing other classification methods as demonstrate in
the prior reviews as well. It should also be noted that the Ma et al. (2017) review concluded that
95.6% of the studies were conducted on areas less than 300 ha and suggested that larger areas be
used in the future.
Deep Learning (DL)
DL is a growing field of study within remote sensing community and is a subset of ML
(Figure 1). Unlike pure DT based classifiers, DL frameworks use Neural Networks (NNs) with
12

two or more hidden layers (Zhu et al. 2017a). A popular method for image classification is with
the use of Convolutional Neural Networks (CNNs). A CNN typically consists of an input,
convolution, pooling, rectified linear units (ReLUs) activation, and or fully connected dense
layers (Zhou et al. 2019; Zhu et al. 2017a). CNNs are typically limited to pixel-based
approaches. It should be noted that there is an endless amount of permutability and arrangements
when construing CNN layers. Convolution layers test and score the input layer using sub
features. The scored layer is then pooled and transformed to a normalized ReLU for
classification decision activation (Zhu et al. 2017a). Some techniques include drop out
parameters that enable the network to forget some of the neural connectivity during training in
order to reduce overfitting; see the ImageNet/AlexNet Krizhevsky et al. (2012) report for further
details.
As pointed out in the Zhu et al. (2017a) review on deep learning for remote sensing, one
of the current limitations of modern DL image classification networks is feature extraction. It
appears that most of the current DL methodologies for image processing primarily rely on the
CNN pixel-based methods and that there is a necessity to expand research regarding object-based
approaches.
One recent study was found using OBIA with DL in a fully connected architecture (Liu et
al. 2018a). The Liu et al. (2018a) study used an unmanned aircraft system (UAS) with an RGB
channel camera to classify invasive cogon grass, improved pasture, Serenoa repens palms,
broadleaf emergent marsh, graminoid freshwater marsh, hardwood hammock – pine forest, and
general shadow areas within a wetland located on a 35 ha area near Lake Okeechobee, FL (Liu et
al. 2018a). It should be noted that the ‘shadow’ standalone class should not be confused with
illumination parsing as previously mentioned. The study tested five different classification
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methods using OBIA with an added shadow class and without for comparison using RF, SVM,
CNN, and a fully connected NN (Liu et al. 2018a). Both the convolution and fully connected
methods used image patches derived from the segmentation processes as inputs diverting back to
an adaptive window pixel method with null values outside of the segmentation irregularities (Liu
et al. 2018a). The highest overall accuracy derived from all of the methods tested was the fully
connected NN with 3,500 training samples at 83.9% and Serenoa repens palms at 75.5% (Liu et
al. 2018a). In concurrence, it is noted that using OBIA with fully connected NNs is a relatively
unexplored area and that fully connected NNs should be used with OBIA for classifications (Liu
et al. 2018a).
It is suggested that the use of OBIA with fully connected NNs be explored with the use of
multitemporal/spectral satellite data sets in conjunction with data reduction techniques to avoid
null data processing. This can be aided with illumination parsing, elevation data, and feature
layers. Taking advantage of the high classification accuracies derived from NN process while
reducing the heavy computational loads associated with them.
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Figure 1. Published papers regarding deep learning in remote sensing. Raw data
taken on 28th of January 2019 from the Web-of Science (Clarivate-Analytics
2019).

Empirical Bayesian Kriging (EBK)
Kriging is a least squares regression type of geostatistical methodology for interpolating
continuous data points at unsampled locations that uses a semivariogram that estimates spatial
autocorrelation (Jensen 2016) (Figure2).
The semivariogram plot typically consists of a lag distance (x-axis), semivariance (yaxis), nugget variance (y intercept), range (max lag distance), sill (max for the modeled
semivariogram), and a partial sill (sill corrected for the nugget) (Jensen 2016). Empirical
Bayesian Kriging (EBK) considers the error by creating a set of simulated semivariograms using
synthetic data and is then tuned for error reduction regarding best fit (Krivoruchko 2012). EBK
is popular method for spatial socioeconomic modeling, soil/water analysis, and epidemiology
(Evans et al. 2019; Giustini et al. 2019; Thomas et al. 2017).
The Thomas et al. (2017) study used percent impervious surface, NDVI, annual average
temperature, annual mean rainfall, and rain in cold quarter as spatial metrics to build an EBK
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map regarding the damage inflicted by the Diaphorina citri spreading the Candidatus
Liberibacter spp. associated with huanglongbing (HBL), also known as citrus greening, in four
major cities in California (Thomas et al. 2017). Note that the Candidatus Liberibacter spp. is
similar to the Candidatus Phytoplasma palmae - subgroup 16SrIV-D TPPD bacteria. Time series
NDVI was computed form NAIP imagery aggregated to a 100 m GSD (Thomas et al. 2017).
This should not be confused with the change in NDVI, as in (𝑡𝑡1 − 𝑡𝑡2 ). The data points for the
species distribution model (SDM) were initially generated and evaluated using a generalized
additive model (GAM) form of regression and then converted to EBK for the final product.
Known Diaphorina citri locations, using serval thousand insect traps checked daily provided by
the California Department of Food and Agriculture (CDFA) and the United States Department of
Agriculture (USDA), were used for the response variable. The strongest predictor variable from
the study was percent impervious surface while static NDVI time series performed the lowest;
indicating a relationship with habitat fragmentation due to road development providing corridors
for the vector (Thomas et al. 2017).
EBK is a powerful tool for providing continuous raster maps using interpolation. EBK
has grown in popularity and can be found in many modern articles. The Thomas et al. (2017)
study could have seen improvements in their regression analysis if NDVI change was used. The
impact of the vector could have been highlighted factoring the onset of the tree health decline as
a predictor variable. It is also uncertain how diminished the NDVI layers were by increasing the
GSD resolution from 1 m to 100 m.
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Figure 2. General empirical semivariogram plot at
asymptote and before sample stochasticity.
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PROBLEM STATEMENT AND OBJECTIVES
The goal of this study is to provide spatial metrics regarding the severity of palm decline
within the Golden Aster Scrub Preserve, Florida, using advanced remote sensing with machine
learning technologies and algorithms.
Objectives:
1. Test the efficacy of a newly constructed TensorFlow NN algorithm in a
comparison with traditional RF classification for palm trees while using OBIA
tailored to WV2 imagery; a new object-based data reduction solution for deep
NNs.
a. Addresses knowledge gaps mentioned in the Zhu et al. (2017a) review and
expands on the Liu et al. (2018a) study.
2. Identify critical features/statistics by saturating the learning networks and ranking
them by their importance for further studies.
a. Addresses the disparities with feature layers / statistics used the Li et al.
(2015); Yan et al. (2018) and Pu and Landry (2012) studies for isolating
vegetation.
3. Isolate palms indicative to TPPD by masking anthropocentric disturbances with a
second coarse segmentation process coupled with NDVI Change while taking into
consideration seasonal precipitation changes.
a. No known publications regarding this specific process.
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4. Expand the utility of EBK mapping to produce phytopathological maps for
forestry using NDVI change as a health metric.
a. Addresses the utility of implementing NDVI change as a predictor
variable for tree decline from the Thomas et al. (2017) study.
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STUDY AREA AND DATASETS
Golden Aster Scrub Preserve
The Golden Aster Scrub Preserve is located within Hillsborough County Florida US
(Figure 3). The preserve is a 508-ha parcel consisting of scrub, pine flatwoods, wet prairie,
hardwood swamp, and freshwater marsh (Hillsborough County 2007). Dominate tree species
observed at the site consisted of palms: Sabal palmetto, Serenoa repens, oaks: Quercus virginia,
Q. geninata, Q. laevis, Q. laurifolia, and pines: Pinus clausa, P. palustris. Trees can be found in
open savannas, mono-clustered, and or mix-clustered canopies. The preserve is in the portion of
Florida designated as a humid subtropical climate (Collins et al. 2017). The area has a strong
annual variance in precipitation with about 60% of the average rain fall during the wet months
from June to September (Nilsson et al. 2013). The terrain is relatively flat with two small lakes.
The preserve was selected due to its proximity (approximately 6.4 Km) from the potential
epicenter of the TPPD outbreak and its mixed habitat with an abundance of the Sabal palmetto.
This area was also selected for the lower probability of heavy anthropocentric disturbances.
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Figure 3. The study area, Golden Aster Scrub Preserve, located in Hillsborough County Florida
USA. Shown in false color composite WorldView-2 (WV2) image bands 7, 5, 3 with respective
RGB color. Imagery taken on the 10th of January 2010.

Datasets
WorldView-2 (WV2) imagery
The DigitalGlobe WV2 satellite launched in 2009 and was the first high-resolution 8band multispectral commercial satellite (DigitalGlobe 2016). The general band specifications
and spatial resolution design are listed in (Table 1). The spectral bands provided by the WV2
sensor are ideal for vegetation mapping with the inclusion of the ‘Red-Edge’ and two Nearinfrared (NIR) bands.
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Table 1. Band specifications for the WV2 satellite (spatial resolution is reported in ground
sample distance (GSD) meters (DigitalGlobe 2016).
Band

Band

Spectral range

GSD nadir

GSD 20° off nadir

(type)

(name)

(nm)

(m)

(m)

Coastal

400 - 450 nm

Blue

450 - 510 nm

Green

510 - 580 nm

Yellow

585 - 625 nm
1.85

2.07

0.46

0.52

MSI

PAN

Red

630 -690 nm

Red Edge

705 - 745 nm

Near-IR1

770 - 895 nm

Near-IR2

860 - 1040 nm

Panchromatic

450 - 775 nm

Four WV2 images (DigitalGlobe, Inc. USA) were granted for the use in this study. Three
were used, listed in (Table 2).
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Table 2. WV2 images for palm decline study area. All data was supplied from
the DigitalGlobe, Inc. USA Foundation program.
Cloud

GSD

GSD

Sun

Image off-

Cover

Pan

MSI

Elevation

Nadir

(%)

(m)

(m)

(deg)

(deg)

2017-03-16

0

0.36

2.31

57.4

-23.8

2015-10-19

13

0.55

2.19

48.6

24.8

2010-01-19

1

0.51

1.9

38.3

19.5

Image Date
(yyyy-mm-dd)

Laser Imaging Detection and Ranging (LiDAR)
LiDAR point cloud data was collected from 12-20 January 2007. Coincidently, this
collection time was the most ideal for capturing a state of the forest pre or near pre-infection. The
collection was performed using an airborne Leica ALS-50 LiDAR system flown at 1,036 m
above mean terrain with a sensor rate of 72,600 pulse per second. All LiDAR frames were
vendor georeferenced in Florida State Plane West Zone (FIPS 0902), Units Feet, the North
American Datum (NAD) 1983/1999 HARN Horizontal Datum and North American Vertical
Datum of 1988 (NAVD 88). A Root Mean Square Error (RSME) of 0.094 m horizontal and
0.204 m vertical was derived from 20 control points. The LiDAR point spacing mean over the
study area was 0.522 m with a total of 2.4 million points.
Spectral library
Field spectral samples were collected with an ASD spectrometer (FieldSpec ® 3,
Analytical Spectral Devices, Inc. USA) on the 20th of March 2018. Samples of Sabal palmetto,
Serenoa repens, water and sand are shown in (Figure 4). All samples, excluding the water
sample were takin on site. Note the spectral similarities found in the Sabal palmetto and Serenoa
23

repens returns. The intersections of the healthy and infected Sabal palmetto returns are also in
alignment with the WV2 sensor thematic collection points, making spectral angle mapping
approaches problematic due to separability issues.
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Figure 4. Spectral returns reported as reflectance for healthy and infected Sabal palmetto, Serenoa repens, water and sand. All
samples taken on the 20th of March 2018 at the Godden Aster Preserve with the expectation of the water sample. Water sample
taken form the Pu and Landry (2012) study.
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METHODOLOGY
In order to delineate the canopy and isolate the palm decline zones outside of direct
anthropocentric disturbances at a high degree of accuracy, an in-depth methodology was
developed (Figure 5). This model takes into consideration elevation change for scrub delineation,
a comparative analysis of two classification schemes, one classical and one novel, a second
normalized difference vegetation index (NDVI) change based on a coarse segmentation process
for anthropocentric disturbance masking, the injection of temporal NDVI zonal statistics into the
palm only classified segments, and the production of a continuous raster map using EBK from
palm classified segments. This is a full cycle work flow.
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Figure 5. Workflow for the palm classification and decline quantification methods.
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Data Preprocessing
All data sets were converted to Universal Transverse Mercator (UTM) Zone 17 North
projection World Geodetic System (WGS) 1984 vertical / horizontal datum (EPSG 32617) in
order to provide uniformity and preserve the native pixel resolution of the multispectral imagery.
All data was processed on a Nvidia Titan Volta Graphics Processing Unit (GPU), provided by
the Nvidia® GPU grant program and an AMD 1950x TR Central Processing Unit (CPU).
The LiDAR data sets were merged, classified, and processed in ERDAS IMAGINE
2018® for the bare earth DEM and top of feature DSM creation. After merging the data set, it
was classified into ground and non-ground points. DEM production was executed at 0.5-m
resolution, native to the WV2 imagery, using the ground only points. The DSM was created from
the first returns of the unclassed LiDAR data set. The DEM and DSM were produced for the
masking portion of the study. It should be noted that direct vegetation extraction based from the
LiDAR returns were not used due to the phylogeny of the Sabal palmetto. The broad palm fronds
had a tenancy to mask penetrating returns, as demonstrated in preliminary attempts.
The WV2 imagery was empirically calibrated to ground surface reflectance using field
spectra of sand and water samples as recommend by Jensen (2016) for vegetation and NDVI
change analysis. This provided the ideal high and low returns for calibration. An ASD
spectrometer (FieldSpec ® 3, Analytical Spectral Devices, Inc. USA) was used for both
collections. The sand collection for the higher returns was in-stiu at the site and due to logistic
constraints, a similar neighboring water body sample was substituted from the Pu and Landry
(2012) study for the lower returns. After calibration the images were sharpened using the Gram
Schmitt Adaptive (GSA) method with the ‘PanFusion’ application (Vaiopoulos 2017; Vivone et
al. 2015). GSA was used due to its spectral and spatial retainability performance demonstrated in
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the Li et al. (2017) study. The GSA sharpening method also balances quality with computational
effort when compared to advanced two-stream fusion network (TFNet) and CNN methods (Liu
et al. 2018b).
Rational Polynomial Coefficient (RPC) orthorectification with GCPs on the WV2
imagery and DSM was necessary to mitigate the slivering effects derived from the off-nadir
imagery temporal comparisons and calculations; more information on slivering is described in
the Chen et al. (2012) Object Based Change Detection (OBCD) review. Ideally, imagery
collection with near nadir or low off nadir angles should be used for change detection (Jensen
2016); this however is not possible in some instances when searching historically archived image
library collections. Orthorectification was conducted using the photogrammetry tools in ERDAS
IMAGINE 2018®. A total of 14 GCP locations, on each image, were manually referenced to the
DSM to ensure spatial alignment with the elevation and imagery data sets. A subpixel RSME of
0.234 m (combined horizonal and vertical) was derived from the GCP placements.
Raster Masking and Canopy Isolation
NDVI and the DSM-DEM difference was used to produce a binary raster mask for
isolating the tree canopy prior to segmentation on only the 2010 January image, as the baseline.
An NDVI range of 0.4-1.0 was used to define the vegetated areas and an elevation deviation
from interpolated ground of 1-40 m was used to remove grass and low scrub from the NDVI
mask. Upper limits were established to remove any outliers. It should be noted that 1-m ground
interpolated difference was sufficient due to the DEM processing methods classifying the
majority of dense scrub as ground. The ranges were established using stepwise refinement
observations at 0.05 intervals for both NDVI and elevation. The elevation mask was also
necessary to delineate the Sabal palmetto from the Serenoa repens. Serenoa repens is lower
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growing scrub palm that spreads its stem/trunk across the ground in clustered areas (Wunderlin
and Hansen 2003).
Canopy segmentation
Segmentation provided by the ERDAS IMAGINE 2018® suite uses the Full LambdaSchedule (FLS) algorithm, initially proposed in the Robinson et al. (2002) study and uses
spectral returns in conjunction with texture, size, and shape for merging (Liu et al. 2011). Using
stepwise refinement at 0.05 intervals, the following parameters were set: a pixel segment ratio of
50 weighted from 10 to 2,000 pixels, a spectral weight of 40% and complementary texture
weight of 60%, a size weight of 60% and a complementary shape weight of 40%, and a
minimum pixel size of 10 with a maxim of 500 (Figure 6). The segmented raster was then
clumped at eight pixels and sieved at six pixels. The segmented raster was then transformed into
a vector shapefile resulting in 97,474 canopy segments.
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Figure 6. Intermediate results from the masking and segmentation process. Shown in true color
WV2 image bands 5, 3, 2 with respective RGB color. Imagery taken on the 10th of January 2010.

Spectral Indices and Zonal Statistics
Spectral band manipulations and statistical computation were conducted on the 2010
January image based from key variables described in the Yan et al. (2018) and Pu and Landry
(2012) studies. Both studies found significance in using GLCM texture features on bands 7 and
8. Contrast, homogeneity, energy, entropy, and variance were calculated for the thematic bands 7
and 8. GCLM layer formulas are found in (Table 3), were 𝑃𝑃𝑖𝑖,𝑗𝑗 is the element derived from the
GLCM kernel operations, and 𝑖𝑖, 𝑗𝑗 are the row column numbers in the spatial matrix (Jensen

2016). A smaller 7x7 GLCM kernel window was selected proportional to average tree canopy
size. Hue, intensity, and saturation were calculated from respective band combinations 2,3,5 and
6,7,8. Spectral indices NDVI1 (B7-B5)/(B7+B5), NDVI2 (B8-B6)/(B8+B6), NDVI3(B6-
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B5)/(B6+B5), and Anthocyanin 1/(B3-B5) for Quercus spp. separability was also calculated.
Ratios B2/B3, B5/B6, B7/B8 and each band divided by the mean of all bands were produced. A
final elevation change layer was added from the DSM-DEM calculation resulting in a 41-band
layer stack.

Table 3. GLCM feature layer list of equations
(Haralick et al. 1973; Jensen 2016)*.
Texture Feature

Contrast

Formula

� 𝑃𝑃𝑖𝑖,𝑗𝑗 ∗ (𝑖𝑖 − 𝑗𝑗)2

𝑖𝑖,𝑗𝑗=0

�

Homogeneity

𝑖𝑖,𝑗𝑗=0

𝑃𝑃𝑖𝑖,𝑗𝑗
1 + ‖𝑖𝑖 − 𝑗𝑗‖

2
� � 𝑃𝑃𝑖𝑖,𝑗𝑗

Energy

𝑖𝑖,𝑗𝑗=0

Entropy

2
� 𝑃𝑃𝑖𝑖,𝑗𝑗
∗ (− ln 𝑃𝑃𝑖𝑖,𝑗𝑗 )

𝑖𝑖,𝑗𝑗=0

Variance

� 𝑃𝑃𝑖𝑖,𝑗𝑗 ∗ (𝑖𝑖 − 𝜇𝜇)2

𝑖𝑖,𝑗𝑗=0

* Where 𝑃𝑃𝑖𝑖,𝑗𝑗 is the element derived from the GLCM
kernel operations, and 𝑖𝑖, 𝑗𝑗 are the row column
numbers in the image matrix.
Six zonal stats from each layer were computed generating a total of 175 statistics
representing each vector feature (Table 4).The abundance of statists were selected from top
performers in the Li et al. (2015); Pu and Landry (2012) and Yan et al. (2018) studies with the
addition of features readily available in the ERDAS IMAGINE ® 2018 Spatial Model Builder.
The kurtosis mean and standard deviation derived from the intensity layers were removed due to
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the low order of magnitude in the result. The DSM-DEM layer mean was removed to avoid
influencing the learning processes by capturing growth development stage high bias during the
training sampling collection process. In order to prepare the data for ML and DL each variable
set was independently normalized from 0-1 (Eq. (5)).
𝑋𝑋𝑛𝑛 −𝑋𝑋𝑚𝑚𝑚𝑚𝑚𝑚

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛0−1 (𝑥𝑥𝑛𝑛 ) = 𝑋𝑋

𝑚𝑚𝑚𝑚𝑚𝑚 −𝑋𝑋𝑚𝑚𝑚𝑚𝑚𝑚

(5)

The final band manipulation and statistical computations resulted in significant data
reduction, making DL training more practical for general workstation production. A comparison
of the file types and data sizes are listed below (Table 5). This represents the data sizes for the
study area and files that would be used in classification only; files such as reduced resolution
raster sets were not calculated.
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Table 4. Naming index for band math manipulation and statistics for zonal computations. Mean
Euclidian Distance (MED) was only calculated for native bands indicating the illumination value
distance between each band.
Band math
Type

Native

Band
(#)
1
2
3
4
5
6
7
8
9
10
11

HIS

12
13
14
15
16

Index
17
18
Ratio
Stat.
Ratio
Stat.

19
20
21
22
23
24

Band Name

Mean

B1
B2
B3
B4
B5
B6
B7
B8
Hue B6:B8
Intensity
B6:B8
Saturation
B6:B8
Hue B2, B3,
B5
Intensity B2,
B3, B5
Saturation B2,
B3, B5
NDVI1 (B7B5)/(B7+B5)
NDVI2 (B8B6)/(B8+B6)
NDVI3(B6B5)/(B6+B5)
Anthocyanin
1/(B3-B5)
B2/B3
B5/B6
B8/B7
Mean (B1:B8)
B1/Mean
(B1:B8)
B2/Mean
(B1:B8)

ST1
ST2
ST3
ST4
ST5
ST6
ST7
ST8
ST9

Statistics per feature (index)
Kurtosis
Std.
Kurtosis
MED
Std.
Mean
Dev.
Mean
Dev.
ST41
ST82
ST121
ST160
ST42
ST83
ST122
ST161
ST43
ST84
ST123
ST162
ST44
ST85
ST124
ST163
ST45
ST86
ST125
ST164
ST46
ST87
ST126
ST165
ST47
ST88
ST127
ST166
ST48
ST89
ST128
ST167
ST49
ST90
ST129

ST10

ST50

ST11

ST51

ST91

ST130

ST12

ST52

ST92

ST131

ST13

ST53

ST14

ST54

ST93

ST132

ST15

ST55

ST94

ST133

ST16

ST56

ST95

ST134

ST17

ST57

ST96

ST135

ST18

ST58

ST97

ST136

ST19
ST20
ST21
ST22

ST59
ST60
ST61
ST62

ST98
ST99
ST100
ST101

ST137
ST138
ST139
ST140

ST23

ST63

ST102

ST141

ST24

ST64

ST103

ST142
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MED
Std.
Dev.
ST168
ST169
ST170
ST171
ST172
ST173
ST174
ST175

Table 4 (Continued)
Band math
Type

Band
(#)
25
26
27
28
29
30
31
32
33
34
35

Texture
36
37
38
39
40
Elev.

41

Band Name
B3/Mean
(B1:B8)
B4/Mean
(B1:B8)
B5/Mean
(B1:B8)
B6/Mean
(B1:B8)
B7/Mean
(B1:B8)
B8/Mean
(B1:B8)
(B7) GLCM Contrast
(B7) GLCM Homogeneity
(B7) GLCM Energy
(B7) GLCM Entropy
(B7) GLCM Variance
(B8) GLCM Contrast
(B8) GLCM Homogeneity
(B8) GLCM Energy
(B8) GLCM Entropy
(B8) GLCM Variance
DSM-DEM

Mean

Statistics per feature (index)
Kurtosis
Std.
Kurtosis
MED
Std.
Mean
Dev.
Mean
Dev.

ST25

ST65

ST104

ST143

ST26

ST66

ST105

ST144

ST27

ST67

ST106

ST145

ST28

ST68

ST107

ST146

ST29

ST69

ST108

ST147

ST30

ST70

ST109

ST148

ST31

ST71

ST110

ST149

ST32

ST72

ST111

ST150

ST33

ST73

ST112

ST151

ST34

ST74

ST113

ST152

ST35

ST75

ST114

ST153

ST36

ST76

ST115

ST154

ST37

ST77

ST116

ST155

ST38

ST78

ST117

ST156

ST39

ST79

ST118

ST157

ST40

ST80

ST119

ST158

ST81

ST120

ST159
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MED
Std.
Dev.

Table 5. Data reduction during the OBIA
segmentation and zonal statistic processes
for 508 ha of ground coverage.
Type
Size (MB)
WV2 (8 Bands)
806
WV2 (41 Bands/Features)
4,314
Canopy Shape (w/ 175 Stat.)
493
Canopy .CSV (w/175 Stat.)
150

Machine and Deep Learning
All data was classified in using an Anaconda Navigator v1.9.6 (64) environment rtensorflow package consisting of Python v3.6.8, R v3.5.2, RStudio v1.1.456, TensorFlow
v1.10.0, and Keras v2.2.4.
The data was trained with 2,778 samples for three classes: palm, deciduous, and
coniferous (Table 6). The coniferous deciduous separation was conducted due to the 2010
January collection in the Florida dry session, when the Quercus spp. typically starts to exhibit
senescence and up regulates anthocyanin production (Kozhoridze et al. 2016). Samples were
confirmed using Google Earth® imagery observations. After creating a backup key column in
the canopy shapefile for reconsolidation joining, a comma-separated value (CSV) table was
exported from the shape file containing all records, with the addition of the training column; this
was to prepare the data for R import.
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Table 6. Training sample distribution by illumination
range.
Illumination

Class
Palm

Shadow Sun-Shadow
108
178

Sun
566

Total
852

Coniferous

207

413

289

909

Deciduous

261

438

318

1017

Total

576

1029

1173 2778

Naturally, trees of similar types tend to grow in clusters; clusters may have collective
distinct features that can cause spatial autocorrelation. Prior to training in R, it was necessary to
shuffle the row data in the tables or data frames to de-cluster the effects causing the spatial
autocorrelation from the sampling process. The data set was then parsed into three ranges, sun,
sun-shadow, and shadow using the mean illumination statistic (ST22) for respective percentile
ranks. This was to consolidate the similar sun angle effects on the canopy returns during training.
Random Forests (RF)
Due to the use of data reduction, the caret package was not used; the standard
randomForest package was used with the addition of ancillary utilities from the e1071 and
ggplot2 packages. Following the general guidance for classification (Breiman 2002), a good
starting point for the number of random variables tested at one time, the mtry values, in R is to
take the square root of the input variables. A value of 14 was used in this study for all three
illumination ranges. Each model was terminated at the ntree point, the depth of the trees used,
that obtained the lowest OOB error (Figure 7).
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Figure 7. RF training curves with respective illumination sets for palm, coniferous, and
deciduous classes. The OOB error refers to the one third of the samples used for validation.
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TensorFlow
The three datasets, parsed by illumination intensity, were classified using the same
hyperparameter architecture for uniformity. A total of eight layers were used: input, dense of 150
nodes and ReLU activation, dense of 512 nodes and ReLU activation, dropout at 0.01 rate, dense
of 2,048 nodes and ReLU activation, dropout at 0.1 rate, dense of 512 nodes and ReLU
activation, dropout at 0.01 rate, and the final three class output with SoftMax activation (Figure
8). Epoch’s of 100, 90, and 100 were established for the respective shadow, sun-shadow, and sun
illumination ranges before overfitting occurred (Figure 9). The training data was split 80% for
training and 20% for categorical crossentropy validation and Adamax was used as the optimizer;
these methods were selected for classification performance (Chollet and Allaire 2018; Géron
2017).

Figure 8. TensorFlow neural network architecture used for classifying palm, coniferous, and
delicious trees. The same architecture was used for all three illumination levels with tailored
epochs before overfitting.
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Figure 9. TensorFlow training curves for respective
illumination sets for palm, coniferous, and deciduous
classes. Train accuracy refers to the 80% used to train
the model, validation accuracy refers to the 20% for
validation, and the cross-reference accuracy refers to the
original total training sample within the model.
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Classification Accuracy Assessment
The final accuracy assessment was established by merging the non-palm classes to create
a binary classification scheme. A random subset was created with 650 features for ground truth
designation. Each feature, which could be identified with a high degree of certainty using Google
Earth® imagery, was then labeled as palm or non-palm until 500 ground truth reference samples
were recorded. The ground truths were then compared to the classifications within a set of
confusion matrices by type and illumination range. The random distribution of samples for
ground truths resulted in 16 palm and 177 non-palm for illumination range ‘shadow’, 16 palm
and 188 non-palm for illumination range ‘sun-shadow’, and 54 palm and 116 non-palm for
illumination range ‘sun’. It should be noted that 63% of the palm samples were found in the
‘sun’ illumination range. Error was calculated for user accuracy (commission), producer
accuracy (omission), overall accuracy, and Cohen’s Kappa coefficient (Eq. (6)) where 𝑛𝑛 is the

number of samples, 𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 represents the sum of diagonal agreement of the classes and

𝑃𝑃𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 represents the sum of the row and column products for each class (Jensen 2016).
NDVI Change

−𝐏𝐏𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜
� = 𝐧𝐧∗𝐏𝐏𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚
𝐊𝐊
𝐧𝐧𝟐𝟐 −𝐏𝐏
𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜

(6)

After classification, the WV2 standard NDVI (B7-B5)/(B7+B5) zonal statistics were
calculated for each of the time series and applied to the TensorFlow palm isolated polygons.
Precipitation plays an important role in NDVI calculations, an average precipitation rate
for the three months prior to each image collection was 2.57 in3 for 2010 January, 11.28 in3 for
2015 October, and 0.83 in3 for 2017 March (NOAA 2019). In order to incorporate the 2015
October imagery in the NDVI change calculations, a method of calibrating the distributions was
implemented. Mean NDVI was calculated from the upper 0.5-1 tier of ‘palm only’ classified
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areas for each image collection; 0.664 for 2010 January (dry), 0.690 for 2015 October (wet), and
0.666 for 2017 March (dry). The upper range of 0.5-1 was used as a stable basis for the trees; this
was to ensure that if a major portion of the tree population diminished in between collection
intervals it would not impact the biasing effect. The dry seasons were averaged and the global
NDVI change difference of 0.026 was subtracted from the wet season.
It should be noted that palm species do not experience senescence like a typical Quercus
spp.; the lowest fronds begin to desiccate and break from the stem as they are renewed
throughout the year from new spear leaf development at the top of the tree. From a remote
sensing perspective, the preponderance of frond mass when viewed from above remains green
throughout the year. NDVI change calculations, using deviation from the individual temporal
sample mean was feasible due to the sample consisting of a non-senescing monoculture of
similar plants. This is under the assumption that the population would exhibit collective growth
or decline within each collection time frame.
Post Processing
Anthropocentric disturbance segmentation and masking
After analyzing the preliminary results from the NDVI change layers, it was evident that
the study area experienced a significate amount of anthropocentric disturbance due to the
curation and maintenance practices at the preserve. The most evident was the prescribed burn in
2017 January that was apparent in the 2017 March collection. The burn can be viewed in (Figure
10), within the center spreading out to the western portion of the preserve. It should be noted that
the westerly portion of the preserve has an abundance of marsh wetlands that may be confused
with the burn areas in the dry season. The marsh areas are pronounced in the 2010 January
image.
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A course segmentation was applied to the NDVI difference raster using the 2010 January
NDVI minus the 2017 March NDVI. The segmentation parameters were set a default 50/50 splits
for spectral, texture, size, and shape, except for the lower pixel size limits were set to 250. This
was set large enough to capture enough ground or neighboring area so that an individual tree
declines would still be processed in the final results. An NDVI change value of 0.120 was used
to declare areas with an elevated NDVI change instability and were labeled as direct
anthropocentric disturbance zones used as a ‘no-data’ mask (Figure 10). The intersection of the
TensorFlow classified palms and the Anthropocentric disturbance mask resulted in 3834 palm
polygons removed from the set.
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Figure 10. Intermediate results from the anthropocentric disturbance masking and segmentation
process. Shown in false composite color WV2 image bands 6, 4, 2 with respective RGB color.
(a) 2010 January imagery showing the state of the persevere before prescribed burning, (b) 2017
March imagery showing the preserve post burn. Note the discoloration within the center of the
image, (c) an overlay of the continuous segment values from the NDVI change calculation, (d)
final anthropocentric disturbance mask using the ≥ 0.120 NDVI difference threshold used for
‘no-data’ areas.
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Empirical Bayesian Kriging (EBK) mapping
In order to establish potential infections zones, zonal statistics were calculated for NDVI
time changes (𝑡𝑡1 − 𝑡𝑡2 ) 2010Jan-2015Oct, 2015Oct-2017Mar, and 2010Jan-2017Mar on palm

only shapes minus anthropocentric disturbances. A continuous raster was produced for each time
interval using the NDVI change and the ArcPro Geostatistical Wizard® with the EBK model.
The data transformation method used ‘log-empirical’ with a K-Bessel semivariogram type. It
should be noted that before the data could be processed for EBK it had to be normalized from 01 with a 0.0001 start shift, no zero or negative values. The EBK raster values were normalized
with a 256-bin histogram and then averaged into one output raster. An elevated amount of detail
was apparent in the merged change raster compared to the strict 2010Jan-2017Mar change raster.
A set of 113 ground truth points of observable confirmed palm declines indicative to
TPPD symptoms were established using Google Earth® time series imagery (Figure 11). Points
were placed center mass of the tree crowns. The merged EBK raster values were then extracted
and applied to the point attributes. This was used to establish the bin criteria for decline zone
thresholds. The initial bin thresholds were aligned one standard deviation from the mean at 0.54
NDVI Change0-1 separating the data range into proposed susceptible and decline zones.
Subsequent thresholds were assigned at two evenly distributed break points in the decline zone.
The 113 decline points are a representation of the readily observable declines and are not all
encompassing, increased dwell times on area scans often yielded more decline observations.
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Figure 11. Method for determining ground truth palm decline points for EBK bin establishment.
The area is in the southwest portion of the preserve. Seven palm decline points are indicated by
the red arrows for time points t1, t2, t3, and t4 corresponding to Google Earth® imagery
collection dates: 2010 April, 2013 January, 2015 February, and 2017 January.
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RESULTS
After performing the RF classification, a list of the top twenty variables by mean
decreasing Gini was produced and sorted by the average of all three illumination ranges (Table
7). The ‘red-edge’ (B6) mean divided by the mean of all native bands (B1:B8) had the highest
purity rating from the 175 variables used, followed by the (B2/B3) ratio mean. The standard
deviation in feature elevation (DSM-DEM) also performed well, quantifying the variability of
the tree crown high. The GLCM variables held six rankings in the top twenty and unexpectedly
none of the kurtosis calculations performed well enough to make the list.
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Table 7. Average top twenty RF variables listed by mean decreasing Gini.
Statistic
Rank (index)

(layer)

(type)
Mean
Mean
Std. Dev.
MED
Mean
Mean
Mean
MED
Mean
Mean
Mean
Mean
MED
Mean
Mean
Mean
Mean
Mean
Mean

1
2
3

ST28
ST19
ST81

B6/Mean (B1:B8)
B2/B3
DSM-DEM

4

ST166

B7

5
6

ST16
ST11

NDVI2 (B8-B6)/(B8+B6)
Saturation B6:B8

7

ST167

B8

8
9
10

ST21
ST36
ST31

B8/B7
(B8) GLCM - Contrast
(B7) GLCM - Contrast

11

ST165

B6

12
13
14
15
16

ST9
ST23
ST1
ST34
ST33

17

ST32

18
19
20

ST39
ST14
ST24

Hue B6:B8
B1/Mean (B1:B8)
B1
(B7) GLCM - Entropy
(B7) GLCM - Energy
(B7) GLCM Homogeneity
(B8) GLCM - Entropy
Saturation B2, B3, B5
B2/Mean (B1:B8)

Mean Decrease Gini
Sun –
Shad.
Sun
Shad.
19.0
44.9
40.8
8.0
20.1
36.6
16.6
16.2
24.4

Ave.
34.9
21.6
19.1

11.0

18.1

27.3 18.8

12.6
11.6

21.4
22.1

19.5 17.9
17.7 17.1

9.1

17.6

23.3 16.7

7.7
7.1
10.6

21.2
19.9
17.6

18.6 15.8
7.8 11.6
6.1 11.4

4.0

16.7

10.4 10.4

3.6
2.7
4.2
3.2
3.4

8.5
7.0
12.3
12.7
11.6

15.0
17.0
8.1
3.7
3.7

9.0
8.9
8.2
6.5
6.2

Mean

3.3

11.1

4.2

6.2

Mean
Mean
Mean

3.3
1.5
2.6

9.0
3.4
3.0

5.2
12.5
11.5

5.8
5.8
5.7

The results from both classification methods are shown in (Figure12 and Table 8). The
proposed TensorFlow method out performed that standard RF method, increasing overall
accuracy by 10.8%. For comparison, the 18-vegetation based classification studies reviewed in
the Yan et al. (2018) study had and average classification accuracy of 85% when using the top
tier of the reported accuracy ranges. The RF ‘sun’ illumination range had a drop-in performance
(72% OAA) as it was anticipated that the shadow range would have been the most difficult to
classify. This may have been due to reflectance saturation or burn in from the strong returns
masking spectral variability critical to the RF process. Due to the random sample distribution, the
48

RF sun-shadow range had a high overall accuracy with a low kappa coefficient; the palm
distribution was factored into the final accuracy assessments for both methods.

Figure 12. Classification results before binary merging overlaid on true color WV2 image
bands 5, 3, 2 with respective RGB display colors. (a) TensorFlow classification results, (b)
RF classification results.
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Table 8. Confusion matrices for the classification methods by illumination range tested with ground truths*.
TensorFlow Shadow
Reference
Not
Palm
Palm
Palm
15
12
Not Palm
1
105
Sum
16
117
Classified
P.'s a. (%) 93.75
AA=

91.75%

Sum
27
106
133

89.74 Kappa =

OAA= 90.23%

Var.=

Random Forest Shadow
Reference
Not
Palm
Sum
Palm
Palm
11
8
19
Not Palm
5
109
114
Sum
16
117
133
Classified
P.'s a. (%) 68.75
AA=

80.96%

93.16 Kappa =

OAA= 90.23%

Var.=

U.'s a.
(%)
55.56
99.06

TensorFlow Sun-Shadow
Reference
Not
Palm
Sum
Palm
Palm
15
9
24
Not Palm
1
172
173
Sum
16
181
197
Classified

0.6439
0.1145

U.'s a.
(%)
57.89
95.61

P.'s a. (%) 93.75
AA=

OAA= 94.92%

Var.=

Random Forest Sun-Shadow
Reference
Not
Palm
Sum
Palm
Palm
7
22
29
Not Palm
9
159
168
Sum
16
181
197
Classified

0.5728
0.1357

94.39%

95.03 Kappa =

P.'s a. (%) 43.75
AA=

65.80%

87.85 Kappa =

OAA= 84.26%

Var.=

U.'s a.
(%)
62.50
99.42

TensorFlow Sun
Reference
Not
Palm
Sum
Palm
Palm
53
16
69
Not Palm
1
100
101
Sum
54
116
170
Classified

0.7230
0.1588

U.'s a.
(%)
24.14
94.64

P.'s a. (%) 98.15
AA=

92.18% OAA= 90.00%

0.7853

Var.=

0.0191

Random Forest Sun
Reference
Not
Palm
Sum
Palm
Palm
48
21
69
Not Palm
26
75
101
Sum
74
96
170
Classified

U.'s a.
(%)
69.57
74.26

0.2306
0.1488

86.21 Kappa =

U.'s a.
(%)
76.81
99.01

P.'s a. (%) 64.86
AA=

78.13 Kappa =

71.49% OAA= 72.35%

Var.=

0.4333
0.0063

Total number of samples = 500
Binomial accuracy probability (± 5%) = 97.87
TensorFlow total accuracy weighted by sample distribution (%)= 92.00%
Random Forest total accuracy weighted by sample distribution (%)= 81.80%

* P.'s a = Producer's Accuracy, U.'s a = User's accuracy, Var. = Variance and Shadow, Sun-Shadow, and Sun are illumination ranges
for the parsed data set.
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The EBK map calibrated with ground truth points resulted in a continuous raster noting
palm declines zones (Figure 13). Each bin in the histogram resulted in a natural incline in the
preponderance of palm declines based on severity of decline zones. The map shows that if there
is a palm located within one of the descriptive bins, its decline factor can be estimated and
should not be confused with the density of palm trees within an area. The continuous raster can
also serve as an estimator for low lying young Sabal palmetto palms not classified in the
masking process via interpolation. Final bin accuracy was calculated by using the ‘in-bin’
samples only. The total breakdown of palm polygons and area is shown in (Table 9). The
average radial palm tree crown from 40 samples was 9.8 m2.
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Figure 13. (a) EBK map of the Golden Aster Preserve palm decline zones. (b) break points for
the zone establishment using ground truth palm decline data and a 20-bin histogram.
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Table 9. Distribution of the palm decline areas.
Zones
Susceptible
Low
Decline
Med.
High
Totals

Polygons
(#)
8994
2710
2638
1839
16181

Area
(ha)
99.98
99.98
27.20
22.56
63.33
13.58
163.32
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Palm Forest
(%)
61.2%
38.8%
± 10.6%

DISCUSSION
During the preprocessing stages, a low RMSE derived from the GCPs during
orthorectification was paramount for establishing reliable results. The removal of the terrain
relief aliened most tree crowns within pixels if not directly overlapping. The pre-orthophoto from
the vendor had spatial deviations the would eclipse the entire tree crowns when overlaid within
the time series. It should be noted that DEM triangulation production is possible with multiple
images if supplemental elevation information is not available.
Part of the experimental design was to saturate the learning processes with statistical
features and weigh their significance. Ideally, the processing steps could then be truncated to key
features for expanded study areas or reduced work/computational load, noted in the top 20
features in the random forest’s results section (Table 7). Variable redundancy reduction may be
followed by hyperparameter reduction for improved efficiency. Unfortunately, DL methods often
get dubbed with the “black box” term (Zhang et al. 2018a); this referring to the process of
inputting into the black box and receiving outputs without the ability to draw significance from
the original variables. The pairing of the RF with TensorFlow was ideal to track the variable
significances while weighing the performance of each method.
The TensorFlow constructs used in this study were tuned but relativity generic, as a proof
of concept utilizing purely statistical features divorced from spatial relationships for data
reduction. The use of CNN and pooling layer hyperparameters, such as the ImageNET method
(Krizhevsky et al. 2012), may have increased accuracies from a pixel based approach but were
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not practical for this data reduction application. Additional class, increasing phylogenetic
diversity may have yielded improved accuracies as well.
Data shuffling prior to classification in TensorFlow was critical for successful results.
Preliminary trials resulted in an immediate and pronounced deviation in accuracy and validation
accuracy without shuffling. This was due to the skewed distribution in the set. As the rows were
created during the shapefile generation process, they were stacked sequentially by proximity;
therefore, training designations were stacked as well. The validation split in TensorFlow is by
row order; in this case the first 80% are used to train the network and the last 20% are used to
validate the training. Skewness in the distribution by row order was evident. After shuffling,
accuracy and validation accuracy demonstrated mirrored performance.
The 12 confirmed ground truth decline points that were ‘out-of-bin’ from the 113
samples were a result of nine miss classifications, two NDVI change errors, and one
anthropocentric masking error. The NDVI change error was a result of rapid reemergence of
neighboring tree canopies in densely vegetated areas over the five- and three-year spans. This
phenomena was more prevalent in the pure 2010Jan-2017Mar EBK map and was mitigated with
the addition of the 2015 October time frame. It is suggested that additional time layers at twoyear intervals would increase accuracies if image collections are available. Bin range
establishment was somewhat subjective to provide an informative EBK map. There is the
potential that the entire area is saturated; if so, bin range labeling would have to be adjusted to
reflect intensity of decline only.
The anthropocentric masking was necessary due to the prescribed burn between
collection periods, only three months before the 2017 March collection. Although the Sabal
Palmetto is a fire-resistant tree species (Fox, 2015), this was not adequate time for the palms to
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fully regenerate within the center of the burn areas. The added stress of the fire near the fringe
areas of the outside of the anthropocentric masking threshold may have contributed to the
reported NDVI decline change, in these areas alone, influencing the EBK process. Potential
future methods to mitigate or reduce the fringe area would be to increase the threshold of the
anthropocentric disturbance mask and or reassigned the palm polygon values to the sample
NDVI change mean if desired. The threshold used resulted in only one ‘out-of-bin’ error due to
the masking process and was considered an acceptable range before truncating other declines
observed at the site.
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CONCLUSIONS
Currently the Sabal palmetto holds no threatened or imperiled status at the local, state,
national, or global levels. It is my recommendation, based form the data presented in this study,
that the Sabal palmetto is elevated to an imperiled status so funding for treatment and or
mitigation strategies can be expedited. It may not be logistically practical to disperse a treatment
strategy to every potentially imperiled palm but treated sanctuary areas, seed banking (while
genetic diversity is still prevalent), and improved antibiotic solutions should be considered.
Pesticide based solutions targeting a vector should be avoided, as seen historically with the
negative impacts of wide spread use of dichlorodiphenyltrichloroethane (DDT) in the 1940’s and
50’s.
No direct connection between TPPD causation and the palm decline effects observed in
this study can be established until polymerase chain reaction (PCR) processing of stem/trunk
core samples are processed for disease detection. TPPD cannot be confirmed or denied with
aerial imagery alone. Although some declines observed maybe indicative to TPPD symptoms,
there are many environmental factors that could cause palms to prematurely as noted in the
introduction. It is recommended that further studies positively identify decline factors in-situ in
order to estimate the proportionality of the general decline, if logistics are available to support
the analysis. The proportionality can then be applied to the general decline model for specific
impact estimates.
There are several limitations to this model. This model does not take direct consideration
young low-lying Sabal palmetto palms due to the elevation masking of the Serenoa repens scrub
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palm and or palms masked by canopy overgrowth from other trees. New growth from 2007 and
beyond is not calculated; only the state of the forest near the point in time when TPPD was
known to the region and its decline after.
This model does capture medium to full adult palms that are visible from above with a
high degree of accuracy and interpolates an area representing potential decline if a palm is found
in that location, outside of direct anthropocentric disturbances. Definitive medium to mature
palm locations are also provided at higher mapping resolutions if needed. It also provides
methods for mitigating less than ideal historical imagery sets for change detection and parses a
large dense mixed canopy vegetation study area. The novel component of this study addresses
using high resolution multispectral WV2 imagery in conjunction with OBIA and DL while
elucidating palm decline metrics. It is recommended that this model is used for other forestry or
vegetation-based epidemics similar in scope as an aid for management strategies. The principals
outlined coupling of OBIA and the TensorFlow classification may be applicable to a wide scope
of remote sensing projects.
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APPENDICES
Appendix A: Useful Links & Resources:
DigitalGlobe® Foundation: http://foundation.digitalglobe.com/
Nvidia® GPU grant: https://developer.nvidia.com/academic_gpu_seeding
PanFusion® program: https://www.pansharp.com/applications/panfusion/
R remote sensing guide: http://remotesensing.montana.edu/documents/r-manual/RManual.pdf
EAS® SNAP download: http://step.esa.int/main/toolboxes/snap/
Index database for WV2 sensor: https://www.indexdatabase.de/db/s-single.php?id=40
R source code with complete variable Gini lists: TBA
ERDAS IMAGINE® 2018 spatial model gmdx file: TBA
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Appendix B: List of abbreviations and acronyms used in text:

Table 10. List of abbreviations and acronyms used in text.
ASD

Analytical Spectral Devices

NAD

CNN

Convolutional Neural Network

NDVI

North American Datum
Normalized Difference Vegetation
Index

CPU

Central Processing Unit

NIR

Near-infrared

DEM

Digital Elevation Model

NN

Neural Network

DL

Deep Learning

OAA

Over All Accuracy

DSM

Digital Surface Model

OBCD

Object Based Change Detection

DT

Decision Tree

OBIA

Object Based Image Analysis

EBK

Empirical Bayesian Kriging

OOB

out-of-bag

ESA

European Space Agency

OTC

Oxytetracycline Hydrochloride

FLS

Full Lambda-Schedule

ReLUs

Rectified Linear Units

GLCM Gray Level Co-occurrence Matrices

RF

Random Forest

GPU

Graphics Processing Unit

RMSE

Root Mean Square Error

GSA

Gram Schmitt Adaptive

RPC

Rational Polynomial Coefficient

GSD

Ground Sample Distance

SVM

Support Vector Machine

IVI
LiDA
R

importance values indexes
Laser Imaging Detection and
Ranging

TFNet

Two-stream Fusion Network

TPPD

Texas Phoenix Palm Decline

LY

Lethal Yellowing

UTM

Universal Transverse Mercator

MED

Mean Euclidian Distance

WGS

World Geodetic System

ML

Machine Learning

WV2

WorldView-2

MLC

Maximum Likelihood Classifier
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