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We measure the clustering of DES year 1 galaxies that are intended to be combined with weak lensing
samples in order to produce precise cosmological constraints from the joint analysis of large-scale structure
and lensing correlations. Two-point correlation functions are measured for a sample of 6.6 × 105 luminous
red galaxies selected using the REDMAGIC algorithm over an area of 1321 square degrees, in the redshift
range 0.15 < z < 0.9, split into five tomographic redshift bins. The sample has a mean redshift uncertainty
of σz=ð1þ zÞ ¼ 0.017. We quantify and correct spurious correlations induced by spatially variable survey
properties, testing their impact on the clustering measurements and covariance. We demonstrate the
sample’s robustness by testing for stellar contamination, for potential biases that could arise from the
systematic correction, and for the consistency between the two-point auto- and cross-correlation functions.
We show that the corrections we apply have a significant impact on the resultant measurement
of cosmological parameters, but that the results are robust against arbitrary choices in the correction
method. We find the linear galaxy bias in each redshift bin in a fiducial cosmology to be
bðσ8=0.81Þjz¼0.24 ¼ 1.40 0.07, bðσ8=0.81Þjz¼0.38 ¼ 1.60 0.05, bðσ8=0.81Þjz¼0.53 ¼ 1.60 0.04 for
galaxies with luminosities L=L > 0.5, bðσ8=0.81Þjz¼0.68 ¼ 1.93 0.04 for L=L > 1 and
bðσ8=0.81Þjz¼0.83 ¼ 1.98 0.07 for L=L > 1.5, broadly consistent with expectations for the redshift
and luminosity dependence of the bias of red galaxies. We show these measurements to be consistent with
the linear bias obtained from tangential shear measurements.
DOI: 10.1103/PhysRevD.98.042006
I. INTRODUCTION
Galaxies are a biased tracer of the matter density field. In
the standard “halo model” paradigm, they form in collapsed
over-densities (dark matter halos [1]), and the mass of the
halo they reside in is known to correlate with the luminosity
and color of the galaxy, with more luminous and redder
galaxies strongly correlated with higher mass. Therefore,
the galaxy “bias” depends strongly on the particular sample
being studied. Thus, in cosmological studies the galaxy
bias is often treated as a nuisance parameter—one that is
degenerate with the amplitude of the clustering of matter.
See, e.g., [2] and references therein.
The degeneracy can be broken with additional observ-
ables. This includes the weak gravitational lensing “shear”
field, which is induced by the matter density field.
Correlation between the galaxies and the shear field ([3];
often referred to as “galaxy-galaxy lensing”) contains one
factor of the galaxy bias and two factors of the matter field.
The galaxy autocorrelation contains two factors of the
galaxy bias and again two factors of the matter field. Thus,
the combination of the two measurements can break the
degeneracy between the two quantities, and it is a sensitive
probe of the late-time matter field (see, e.g., [4,5]).
The autocorrelation of the shear field alone includes no
factors of the galaxy bias and can thus be used directly as a
probe of the matter field. However, its sensitivity to many
systematic uncertainties related to the estimation of the
shear field differs from that of the galaxy-galaxy lensing
signal. As shown by [6–9], the impact of such systematic
uncertainties can be mitigated by combining the shear
autocorrelation measurements with those of galaxy cluster-
ing and galaxy-galaxy lensing. Thus there is substantial
gain to be obtained from a combined analysis.
Such a combined analysis is performed with the Dark
Energy Survey (DES [10]; [11]) year 1 (Y1) data ([12];
hereafter, Y1COSMO). DES is an imaging survey currently
amassing data over a 5000 deg2 footprint in five passbands
(grizY). When completed, it will have mapped 300 million
galaxies and tens of thousands of galaxy clusters.
In this work, we study the clustering of red sequence
galaxies selected from DES Y1 data using the REDMAGIC
[13] algorithm, chosen for its small redshift uncertainty. We
study the same sample used to obtain cosmological results
in the Y1COSMO combined analysis. In particular, we
study the large-scale clustering amplitude and its sensitivity
to observational systematics. Following previous studies
[14–17], we use angular maps to track the observing
conditions of the Y1 data in order to identify and correct
for spurious fluctuations in the galaxy density field. We
further determine the effect the corrections have on the
covariance matrix of the angular autocorrelation of the
galaxies. We present robust measurements of the clustering
amplitude of REDMAGIC galaxies as a function of redshift
and luminosity, thus gaining insight into the physical nature
of these galaxies and how they compare to other red galaxy
samples. The results of this paper are then used for the joint
DES cosmological analysis presented in Y1COSMO.
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This outline of this paper is: we summarize in Sec. II the
model we use to describe our galaxy clustering measure-
ments; we present in Sec. III the DES data we use; Sec. IV
presents how we measure clustering statistics and estimate
their covariance; Sec. V summarizes the results of our
observational systematic tests. We present our primary
results with galaxy bias measurements in Sec. VI and a
demonstration of their robustness in Sec. VII before
concluding in Sec. VIII.
In order to avoid confirmation bias, we have performed
this analysis “blind”: we did not measure parameter con-
straints or plot the correlation function measured from the
data on the same axis as any theoretical prediction or
simulated clustering measurement until the sample and all
measurements in Y1COSMO were finalized.
Unless otherwise noted, we use a fiducialΛCDM cosmol-
ogy, fixing cosmological parameters at Ωm ¼ 0.295,
As ¼ 2.260574 × 10−9, Ωb ¼ 0.0468, h ¼ 0.6881, ns ¼
0.9676. This is consistent with the latest cosmological data
from the Planck mission [18] and is used as the fiducial
cosmology for all the DES Y1 analyses used in Y1COSMO.
We use this cosmology to generate Gaussian mocks
in Sec. V for systematics testing.
After unblinding, we remeasure the galaxy bias, fixing the
cosmological parameters at themean of theDESY1COSMO
posterior, Ωm¼0.276, As¼2.818378×10−9, Ωb¼0.0531,
h ¼ 0.7506,ns ¼ 0.9939,Ων ¼ 0.00553 (note thatwe show
these values at a greater precision than can be measured
by DES). This cosmology was used for all bias measure-
ments in Sec. VI.
II. THEORY
Throughout this paper, we model REDMAGIC clustering
measurements assuming a local, linear galaxy bias model
[19], where the galaxy and matter density fluctuations are
related by δgðxÞ ¼ bδmðxÞ, with density fluctuations defined
by δ≡ ðnðxÞ − n¯Þ=n¯. The validity of this assumption over
the scales considered here is provided in [20] and shown in
simulations in [21].
The galaxy clustering model used in this paper matches
that used inY1COSMO.Thismodel includes three neutrinos
of degenerate mass.
We consider multiple galaxy redshift bins i, each
characterized by a REDMAGIC galaxy redshift distribution
nigðzÞ, normalized to unity in redshift, and a galaxy bias bi
which is assumed to be constant across the redshift bin
range. Under the Limber [22] and flat-sky approximation
the theoretical prediction for the galaxy correlation function
wðθÞ in a given bin is,
wiðθÞ¼ ðbiÞ2
Z
dll
2π
J0ðlθÞ
Z
dχ
×
½nigðzðχÞÞdz=dχ2
χ2
PNL

lþ1=2
χ
;zðχÞ

; ð1Þ
where the speed of light has been set to one, χðzÞ is the
comoving distance to a given redshift (in a flat universe,
which is assumed throughout); J0 is the Bessel function of
order zero; HðzÞ is the Hubble expansion rate at redshift z;
and PNLðk; zÞ is the three-dimensional matter power
spectrum at redshift z and wave number k (which, in this
Limber approximation, is set equal to ðlþ 1=2Þ=χ). Note
that, in Eq. (1), we have assumed the bias to be constant
within each bin, see Fig. 8 in [20] for a test of this
assumption. Again, all assumptions and approximations
mentioned here have been shown to be inconsequential in
[20,21]. To model cross-correlation between redshift bins
we simply change nigðzÞ2 → nigðzÞnjgðzÞ and ðbiÞ2 → bibj
in Eq. (1).
Throughout this paper, we use the COSMOSIS framework
[23] to compute correlation functions, and to infer cosmo-
logical parameters. The evolution of linear density fluctua-
tions is obtained using the CAMB module [24] and then
converted to a nonlinear matter power spectrum PNLðkÞ
using the updated Halofit recipe [25].
The theory modeling we use assumes the Limber
approximation, and it also neglects redshift space distor-
tions. For the samples and redshift binning used in this
paper, those effects start to become relevant at scales of
θ ≳ 1 deg [26–28]. In a companion paper [20], it is
explicitly shown that they have negligible impact in derived
cosmological parameters given the statistical error bars of
DES Y1. Concretely a theory data vector was produced
with the exact (non-Limber) formula including redshift
space distortions and was then analyzed with the baseline
pipeline assumed here, and also in Y1COSMO. Figure 8 in
[20] shows that including or not including these contribu-
tions makes negligible impact in parameters such as Ωm
and S8 for a LCDM universe or w in a wCDM one. We also
tested the impact of these effects on the fixed cosmology
bias measurements in Sec. VI and find them to be
negligible. Hence, in what follows, such terms are ignored
for speed and simplicity. However, future data analyses
may need to account for these effects due to improved
statistical uncertainty.
We model (and marginalize over) photometric redshift
bias uncertainties as an additive shift Δzi in the REDMAGIC
redshift distribution niRMðzÞ for each redshift bin i.
niðzÞ ¼ niRMðz − ΔziÞ ð2Þ
The priors on the Δzi nuisance parameters, are measured
directly using the angular cross correlation between the
DES sample and a spectroscopic sample. These values are
shown in Table II, and the method is described in full in
[29]. We use the same Δzi as Y1COSMO for all tests of
robustness of the parameter constraints.
We also compare the measurements of bi to the same
quantity measured by galaxy-galaxy lensing using the two-
point correlation function γt (see [30] for definition). We
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use the notation bi× for this measurement. The details of this
measurement are described in [30] (hereafter Y1GGL). In
order to take the off-diagonal elements of the covariance
matrix between the two probes into account, we produce
joint constraints from wðθÞ and γt at fixed cosmology (the
mean of the Y1COSMO posterior), using different bias
parameters for the two probes, and marginalizing over the
same nuisance parameters as were used in the fiducial
analysis of Y1COSMO (intrinsic alignments, source and
lens photo–z bias, and shear calibration). To test the
consistency between the two probes we use the parameter
r which is,
ri ¼ b
i
×
bi
: ð3Þ
If r ≠ 1, this indicates an inconsistency between the two
bias measurements and would thus suggest a breakdown of
our simple linear bias model. This test informs the choice of
fixing r ¼ 1 in the Y1COSMO analysis.
A combination of galaxy clustering and galaxy-galaxy
lensing, provides a measurement of galaxy bias and σ8 only
if you assume that r ¼ 1. This test provides a measurement
of r which informs the choice of fixing r ¼ 1 in the
Y1COSMO analysis. In principle, this test could also be
performed by including the shear-shear correlation which
also measures σ8.
III. DATA
A. Y1 gold
We use data taken in the first year (Y1) of DES
observations [31]. Photometry and “clean” galaxy samples
were produced with this data as outlined by [32] (hereafter
denoted ‘Y1GOLD’). The outputs of this process represent
the Y1 ‘Gold’ catalog. Data were obtained over a total
footprint of ∼1800 deg2; this footprint is defined by a
HEALPIX [33] map at resolution Nside ¼ 4096 (equivalent
to 0.74 square arcmin) and includes only pixels with
minimum exposure time of at least 90 seconds in each
of the g,r, i, and z-bands, a valid calibration solution, as
well as additional constraints (see Y1GOLD for details). A
series of veto masks, including among others masks for
bright stars and the Large Magellanic Cloud, reduce the
area by ∼300 deg2, leaving ∼1500 deg2 suitable for galaxy
clustering study. We explain further cuts to the angular
mask in Sec. III B. All data described in this and in
subsequent sections are drawn from catalogues and maps
generated as part of the DES Y1 Gold sample and are fully
described in Y1GOLD.
B. REDMAGIC sample
The galaxy sample we use in this work is generated by
the REDMAGIC algorithm, run on DES Y1 Gold data. The
REDMAGIC algorithm selects Luminous Red Galaxies
(LRGs) in such a way that photometric redshift uncertain-
ties are minimized, as is described in [13]. This method is
able to achieve redshift uncertainties σz=ð1þ zÞ < 0.02
over the redshift range of interest. The REDMAGIC algo-
rithm produces a redshift prediction zRM and an uncertainty
σz which is assumed to be Gaussian. This sample was
chosen instead of other DES photometric samples because
of its small redshift uncertainty, which is obtained at the
expense of number density.
The REDMAGIC algorithmmakes use of an empirical red-
sequence template generated by the training of the
REDMAPPER cluster finder [34,35]. As described in [35],
training of the red-sequence template requires overlapping
spectroscopic redshifts, which in this work were obtained
from SDSS in the Stripe 82 region [36] and the OzDES
spectroscopic survey in the DES deep supernova fields [37].
For the REDMAGIC samples in this work, we make use of
two separate versions of the red-sequence training. The first
is based on SExtractor MAG_AUTO quantities from the Y1
coadd catalogs, as applied to REDMAPPER in [38]. The
second is based on a simultaneous multiepoch, multiband,
and multiobject fit (MOF) (see Sec. 6.3 of Y1GOLD), as
applied to REDMAPPER (Mcclintock et al. 2017, in prepa-
ration). In general, due to the careful handling of the point-
spread function (PSF) and matched multiband photometry,
the MOF photometry yields lower color scatter and, hence,
smaller scatter in red-sequence photo-zs. For each version
of the catalog, photometric redshifts and uncertainties are
primarily derived from the fit to the red-sequence template.
In addition, an afterburner step is applied (as described in
Sec. 3.4 of [13]) to ensure that REDMAGIC photo-zs and
errors are consistent with those derived from the associated
REDMAPPER cluster catalog [13].
As described in [13], the REDMAGIC algorithm computes
color-cuts necessary to produce a luminosity-thresholded
sample of constant co-moving density. Both the luminosity
threshold and desired density are independently configu-
rable, but in practice higher luminosity thresholds require a
lower density for good performance. We note that in [13] the
co-moving density was computed with the central redshift of
each galaxy (zRM). For this work, the density was computed
by sampling from a Gaussian distribution zRM  σz, which
creates a more stable distribution near filter transitions. This
is the only substantial change to the REDMAGIC algorithm
since the publication of [13].
We use REDMAGIC samples split into five redshift bins
of width Δz ¼ 0.15 from z ¼ 0.15 to z ¼ 0.9. We define
our footprint such that the data in each redshift bin will be
complete to its redshift limit across the entire footprint. To
make this possible, we define samples based on a lumi-
nosity threshold. Reference luminosities are computed as a
function of L, computed using a Bruzual and Charlot [39]
model for a single star-formation burst at z ¼ 3 [See
Sec. 3.2 [35]]. Naturally, increasing the luminosity thresh-
old provides a higher redshift sample as well as decreasing
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the comoving number density. Using a different luminosity
threshold in each redshift bin allows us to maximize signal
to noise while also providing a complete sample in each
redshift bin. The details of these bins are given in Table I.
The five redshift bins were chosen so that the width of
the bins is significantly wider than the uncertainty on
individual galaxy redshifts, but smaller than the difference
between the maximum redshifts of the luminosity thresh-
olds used.
In addition to the primary REDMAGIC selection, we also
apply a cut on the luminosity L=L < 4 as this was shown
for DES Science Verification to reduce the stellar contami-
nation in the sample, although this is mostly superfluous for
Y1 Gold. During testing, we find that the observational
systematic relationships for the 0.5L sample, used for
z < 0.6, are minimized for the MAG_AUTO sample, with a
very minor impact on photo-z performance. For L ≥ 1.0,
used for z > 0.6, we instead find that the observation
systematic relationships are minimized for the MOF sample,
and that the photo-z performance is also improved.
Consequently, we use MAG_AUTO for our z < 0.6 sample
and MOF for z > 0.6. See Sec. V for further discussion.
We build the area mask for the REDMAGIC samples
based on the depth information produced with the
REDMAGIC catalogs. This information is provided by
the zmax quantity, which describes the highest redshift at
which a typical red galaxy of the adopted luminosity
threshold (e.g., 0.5L) can be detected at 10σ in the z-
band, at 5σ in the r and i-bands, and at 3σ in the g-band, as
described in Sec. 3.4 of [35]. The quantity zmax varies from
point to point in the survey due to observing conditions.
Consequently, we construct a zmax map, specified on a
HEALPIX map with Nside ¼ 4096. In order to obtain a
uniform expected number density of galaxies across the
footprint, we only use regions for which zmax is higher than
the upper edge of the redshift bin under consideration. The
footprint is defined as the regions where this condition is
met in all redshift bins. Thus, we only use pixels that satisfy
each of the conditions where the 0.5L sample is complete
to z ¼ 0.6, the 1.0L sample is complete to z ¼ 0.75, and
the 1.5L sample is complete to z ¼ 0.9. We also restrict
the analysis to the contiguous region shown in Fig. 1.
An additional 1.6% of the footprint is vetoed because it
has extreme observing conditions. The selection of these
cuts is detailed in Sec. V.
After masking and additional cuts, we obtain a total
sample of 653,691 objects distributed over an area of 1321
square degrees, as shown in Fig. 1. The average redshift
uncertainty of the sample is σz=ð1þ zÞ ¼ 0.0166. The
redshift distribution of each bin can be seen in Fig. 2. The
number of objects in each bin increases up to z ¼ 0.6 due to
the increase in volume, and decreases at higher redshift due
to the increased luminosity threshold.
TABLE I. Details of the sample in each redshift bin. Lmin=L
describes the minimum luminosity threshold of the sample, ngal is
the number of galaxies per square degree, and Ngal is the total
number of galaxies.
z range Lmin=L
ngal
(arcmin−2) Ngal Photometry
0.15 < z < 0.3 0.5 0.0134 63719 MAGAUTO
0.3 < z < 0.45 0.5 0.0344 163446 MAGAUTO
0.45 < z < 0.6 0.5 0.0511 240727 MAGAUTO
0.6 < z < 0.75 1.0 0.0303 143524 MOF
0.75 < z < 0.9 1.5 0.0089 42275 MOF
FIG. 1. Galaxy distribution of the REDMAGIC Y1 sample used in this analysis. The fluctuations represent the raw counts, without any
of the corrections derived in this analysis. We have restricted the analysis to the contiguous region shown in the figure. The area is 1321
square degrees.
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IV. ANALYSIS METHODS
A. Clustering estimators
We measure the correlation functions wðθÞ using the
Landy and Szalay estimator [40]
wˆðθÞ ¼ DD − 2DRþ RR
RR
; ð4Þ
where DD, RR and DR are the number of pairs of galaxies
from the galaxy sample D and a random catalog R. This is
calculated in 20 logarithmically separated bins in angle θ
between 2.5 arcmin and 250 arcmin to match the analysis in
Y1COSMO. We use 60 times more randoms than data. The
pair-counting was done with the package tree-corr
[41] available at https://github.com/rmjarvis/TreeCorr.
We also calculate wðθÞ on Gaussian random field
realizations which are described in a pixelated map format.
For these correlations we use a pixel-based estimator. Using
the notation of [17], the correlation between two maps N1
and N2 of mean values N¯1, N¯2 is estimated as
wˆ1;2ðθÞ ¼
XNpix
i¼1
XNpix
j¼i
ðNi;1 − N¯1ÞðNj;2 − N¯2Þ
N¯1N¯2
Θi;j; ð5Þ
where the sum runs through all pairs of the Npix pixels in
the footprint, Ni;1 is the value of the N1 map in pixel i, and
Θi;j is unity when the pixels i and j are separated by an
angle θ within the bin size Δθ. We have tested that the
difference between the estimators in Eqs. (4) and (5) is
negligible for this analysis.
B. Covariances
The fiducial covariance matrix we use for the wðθÞ
measurement is a theoretical halo model covariance,
described and tested by [20]. The covariance is generated
using CosmoLike [42], and is computed by calculating the
four-point correlation functions for galaxy clustering in the
halo model. Additionally, an empirically determined correc-
tion for the survey geometry’s effect on the shot-noise
component has been added. The presence of boundaries
and holes decrease the effective number of galaxy pairs as a
function of pair separation, which in turn raises the error
budget associated to shot noise over the standard uniform sky
assumptions. This same covariance is used for the combined
probes analysis and is detailed in Y1COSMO.
For the analysis of observational systematics and their
correlation with the data, we use a set of 1000 mock surveys
(hereafter ‘mocks’) based on Gaussian random field real-
izations of the projected density field. These are then used to
obtain an alternative covariance, which includes all the mask
effects as in the real data. The mocks we use were produced
using the following method. We first calculate, using CAMB
[24], thegalaxy clustering power spectrumCggi ðlÞ, assuming
the fiducial cosmology with fixed galaxy bias bi for each
redshift bin i; the galaxy bias values are listed in Table II. The
angular power spectrum is then used to produce a full-sky
Gaussian random field of δg. We apply a mask to this field
corresponding to the Y1 data, as shown in Fig. 1. This is
converted into a galaxy number count Ngal as a function of
sky position, with the same mean as the observed number
count N¯o in each redshift bin, using
Ngal ¼ N¯oð1þ δgÞ: ð6Þ
Shot noise is finally added to this field by Poisson sampling
the Ngal field.
In order to avoid pixels with δg < −1, which cannot be
Poisson sampled, we follow the method used by [20]:
before Poisson sampling, we multiply the density field by a
factor α, where α < 1; we then rescale the number density
ngal by 1=α2 in order to preserve the ratio of shot-noise to
sample variance; we then rescale the measured wðθÞ by
1=α2 to obtain the unbiased wðθÞ for each mock. This
procedure is summarized by
FIG. 2. Redshift distribution of the combined REDMAGIC
sample in 5 redshift bins. They are calculated by stacking
Gaussian PDFs with mean equal to the REDMAGIC redshift
prediction and standard deviation equal to the REDMAGIC red-
shift error. Each curve is normalized so that the area of each curve
matches the number of galaxies in its redshift bin.
TABLE II. Details of the fiducial parameters used for covari-
ance and parameter constraints. Here, bifid is the fiducial linear
galaxy bias for bin i applied to the Gaussian mock surveys we use
to construct the covariance matrices. The Δzi prior is a Gaussian
prior applied to the additive redshift bias uncertainty. These were
selected to match the analysis in (DES Collaboration et al.;
Y1COSMO).
z range bifid Δzi
0.15 < z < 0.3 1.45 Gauss (0.008,0.007)
0.3 < z < 0.45 1.55 Gauss (−0.005, 0.007)
0.45 < z < 0.6 1.65 Gauss (0.006,0.006)
0.6 < z < 0.75 1.8 Gauss (0.00,0.010)
0.75 < z < 0.9 2.0 Gauss (0.00,0.010)
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δg → αδg; ð7Þ
ngal → ngal=α2; ð8Þ
wðθÞ → wðθÞ=α2: ð9Þ
We then use these mocks to estimate statistical errors in
galaxy number density as a function of potential system-
atics. Alternatively we “contaminate” each of the 1000
mocks with survey properties as discussed in Sec. V to
assess the impact of systematics on the wðθÞ covariance.
Note that these mocks would not be fully realistic for wðθÞ
covariance and cosmological inference as they are basically
Gaussian realizations. These mocks allow us to quantify
significances (i.e., a Δχ2) to null tests, which are a
necessary step in our analysis. Further, given such a large
number of realizations we are able to obtain estimates of
both the impact of the systematic correction on the resulting
statistical uncertainty and any bias imparted by our meth-
odology to well below 1σ significance (e.g., given 1000
mocks, a 0.1σ bias can be detected at 3σ significance).
V. SYSTEMATICS
A. Survey property (SP) maps
The number density of galaxies selected based on their
imaging is likely to fluctuate with the imaging quality due
to fluctuations in the noise (e.g., Malmquist bias) and
limitations in the reduction pipeline. Such fluctuations can
imprint the structure of certain survey properties onto the
galaxy field, thereby producing a noncosmological signal.
In order to quantify the extent of these correlations and
remove their effect from the two-point function, maps of
DES imaging properties were produced using the methods
described in Ref. [43]. We consider the possibility that
depth, seeing, exposure time, sky brightness and airmass, in
each band griz, affect the density of galaxies we select.
In total, we consider 21 survey property maps. We refer
to these as SP maps from here on:
(i) depth: the magnitude limit at which we expect to be
able to detect a galaxy to 10σ significance;
(ii) seeing FWHM: the full width at half maximum of
the PSF of a point source;
(iii) exposure time: total exposure time in a given band;
(iv) sky brightness: the brightness of the sky, e.g., due to
background light or the Moon phase;
(v) airmass: the amount of atmosphere a source has
passed through, normalized to be 1 when pointing at
zenith.
Where relevant, we use the weighted average quantity over
all exposures contributing to a given area.
We also consider Galactic extinction and stellar con-
tamination (or obscuration [14]) as potential systematics.
The stellar density map was created by selecting moder-
ately bright, high confidence stars. Using the notation of
Y1GOLD, this selection is MODEST_CLASS ¼ 2 with
18.0<i<20.5, FLAGS_GOLD ¼ 0, and BADMASK ≤ 2.
We also include an additional color cut of 0.0<g−i<3.5
and g − r > 0. These stars were binned in pixels with
Nside ¼ 512 (equivalent to 47 square arcmin), and the
corresponding area for each pixel was computed at higher
resolution (Nside ¼ 4096) from the Y1 Gold footprint and
pixel coverage fraction, as well as the bad region mask.
Together, this yields the number of moderately bright stars
per square degree that can be used to cross-correlate
galaxies with stellar density. Using MODEST_CLASS to
select stars means this map could potentially contain DES
galaxies. For this reason, we test for correlations with the
astrophysical maps separately to the SP maps. As we find
no correlation between stellar density and galaxy density,
we do not take this contamination into account. For
Galactic extinction, we use the standard map from [44].
B. Systematic corrections
This section describes the method used to identify and
correct for observational systematics. We also discuss the
uncertainty on this correction and its impact on the wðθÞ
covariance. Our approach is to first identify maps that are
correlated with fluctuations in the galaxy density field at a
given significance. We then correct for the contamination
using weights to be applied to the galaxy catalog.
As demonstrated by [45], when testing a large number of
maps one expects there to be some amount of covariance
between the maps and the true galaxy density field due to
chance. Consequently, it is possible to over-correct the
galaxy density field using the type of methods employed
in this work. To limit this effect, we do not correct for all
possible maps, and limit ourselves to those maps that are
detected to be correlated with the galaxy density field at high
significance (above a given threshold).We test the robustness
of the results on our choice of threshold in Sec. VII A andwe
test for biases due to over-correction in Sec. VII C. The end
result of our procedure is a measurement of wðθÞ that is free
of systematics above a given significance (in our concrete
case a galaxy density free of two sigma correlations with SP
maps, as defined below, and visualized in Fig. 3) and that can
be directly utilized in combination with weak lensing
measurements for cosmological analyses.
We identify the most significant SP maps as follows.
First, given an SP map of some quantity s, we identify all
pixels in some bin s ∈ ½smin; smax. We then compute the
average density of galaxies in these pixels. By scanning
across the whole range of possible s-values for the SP map,
we can directly observe how the galaxy density field scales
with s. Examples of these type of analyses are shown in
Figs. 3–5.
We first remove regions of the footprint that display
either especially significant (>20%) changes in galaxy
density from the mean, or are poorly fit by a monotonic
function. These regions are defined from the cuts shown in
Fig 3. We remove regions of the footprint with i-band
FWHM >4.5 and i-band exposure time >500s. These cuts
remove 1.6% of the Y1 area.
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FIG. 3. Correlations of volume-limited REDMAGIC galaxy number density with seeing FWHM and exposure time before any survey
property (SP; see text for more details) cuts (illustrated with the red vertical lines) were applied to the mask. In the absence of systematic
correlations, the results obtained from these samples are expected to be consistent with no trend (the reference green dashed line). The
cuts removed regions with i-band FWHM >4.5 pixels and i-band exposure time >500s as these showed correlations that differed
significantly from the mean (>20%) or were not well fit by a monotonic function. No SP weights were used in this figure.
FIG. 4. Galaxy number density divided by the mean number density across the footprint for each redshift bin, split by the number density
of stars. The points with error-bars display the results for our 3Δχ2ð68Þweighted sample, the cyan curves display the results without these
weights. For theweighted sample, the χ2 of the lineNgal=hNgali ¼ 1with the data points shown for each bin is 24.9, 16.0, 13.1, 6.6 and 10.9
withNd:o:f ¼ 10. TheΔχ2 between the null signal and a linear best fit is 0.99, 0.95, 0.24, 0.013, and 0.082. This does not meet either of the
Δχ2 thresholds used in this analysis. We, therefore, see no evidence for stellar contamination or obscuration in this sample.
FIG. 5. Galaxy number density in the highest redshift bin, 0.75 < z < 0.9, as a function of two example SP maps, FWHM r-band and
FWHM i-band. The black points correspond to the 3Δχ2ð68Þ weighted sample, the cyan line is the unweighted sample. In this redshift
bin, the SP maps used in the 3Δχ2ð68Þweights were Airmass i and FWHM r. The left panel demonstrates the effect of the weights on the
FWHM r correlation. The right panel demonstrates that correlations with SP maps that were not included in the weights are still reduced
due to correlations among the SP maps. The full set of SP correlations for the maps in Table III are shown in Appendix A.
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After cutting the footprint, we determine which SP maps
most significantly correlate with the data by fitting a linear
function to each number density relationship. We minimize
a χ2model where the model is Ngal ∝ Asþ B. We determine
the significance of a correlation based on the difference in
χ2 between the best-fit linear parameters, and a null test of
Ngal=hNgali ¼ 1,
Δχ2 ¼ χ2null − χ2model: ð10Þ
The Δχ2 is then compared to the same quantity
measured on the Gaussian random fields described in
Sec. IV B. We then label each potential systematic to be
significant at 1σ if the Δχ2 measured on the data is larger
than 68% of the mocks respectively. We denote this
threshold as Δχ2ð68Þ and quote significances as
Δχ2=Δχ2ð68Þ; the square-root of this number should
roughly correspond to the significance in terms of σ.
Some examples of these tests for the observational
FIG. 6. The significance of each systematic correlation. The significance is calculated by comparing the Δχ2 measured on the data to
the distribution in the mock realizations. We find the 68th percentile Δχ2 value, labeling it Δχ2ð68Þ, for each map obtained from the
mock realizations. We quote the significance for the relationship obtained on the data as Δχ2=Δχ2ð68Þ. Weights are applied for the SP
map with the largest significance, with the caveat that we do not correct for both depth and the components of depth (e.g., exposure time,
PSF FWHM) in the same band. For example, in the bin 0.15 < z < 0.3, correcting for r-band depth (the most significant contaminant)
did not remove all the r-band correlations with Δχ2=Δχ2ð68Þ > 2, so is not included in the final 2Δχ2=Δχ2ð68Þ weights. This is
repeated iteratively until all maps are below a threshold significance, shown here for thresholds of 2Δχ2=Δχ2ð68Þ and 3Δχ2=Δχ2ð68Þ.
The x axis is shown in order of decreasing significance for the unweighted sample. The labels in bold are the SP maps included in the
2Δχ2=Δχ2ð68Þ weights. In the second redshift bin, 0.3 < z < 0.45, the 3Δχ2=Δχ2ð68Þ and 2Δχ2=Δχ2ð68Þ weights are the same
because correcting for only g-band depth removes all correlations with Δχ2=Δχ2ð68Þ > 2.
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systematics can be seen in Fig. 6. The full set of tests can
be seen in Appendix A. We see no significant correlation
with stellar density in the sample, as shown in Fig. 4.
Similarly, we find no correlations with Galactic extinc-
tion. Thus, our main tests are against SP maps, which are
particular to DES observations.
Once we identify the most significant contaminant SP
maps, we defineweights to be applied to the galaxy sample in
order to remove the dependency, following a method close to
that of the latestLSS survey analysis [5,46–48].Notehowever
that we identify systematics using a rigorous χ2 threshold
significance criteria, based on a large set of Gaussian
realizations, which to our knowledge was not done before.
For this method we apply the following steps to each
redshift bin separately. The correlation with a systematic s
is fitted with a function Ngal=hNgali ¼ FsysðsÞ.
For depth and airmass, the function used was a
linear fit in s. For exposure time and sky brightness, the
functionwas linear in
ﬃﬃ
s
p
, as this is how these quantities enter
the depth map. For the seeing correlations, we fit the model
Ngal=hNgali ¼ FsysðsFWHMÞ
FsysðsFWHMÞ ¼ A

1 − erf

sFWHM − B
σ

; ð11Þ
where sFWHM is the seeing full-width half-maxvalue, andA,B
and σ are parameters to be fitted. This functional form
matches that applied to BOSS [47,49]; we believe it is thus
the expected form when morphological cuts are applied to
reject stars (as this is what causes the relationship for BOSS).
Each galaxy i in the sample is then assigned a weight
1=FsysðsiÞ where si is the value of the systematic at the
galaxy’s location on the sky. This weight is then used when
calculating wðθÞ and in all further null tests.
In this sample, we find evidence of multiple systematics at
a significance of Δχ2=Δχ2ð68Þ > 3, some of which are
correlated with each other. To account for this, we first apply
weights for the systematic with the highest Δχ2=Δχ2ð68Þ.
Then, using the weighted sample, we remeasure the signifi-
cance of each remaining potential systematic and repeat the
process until there are no systematics with a significance
greater than a Δχ2=Δχ2ð68Þ ¼ 3 threshold. The final
weights are the product of the weights from each required
systematic. We also produce weights using a threshold of
Δχ2=Δχ2ð68Þ ¼ 2, allowing us to determine if using a
greater threshold has any impact on our clustering measure-
ments. We refer to these weights as the 3Δχ2ð68Þ and
2Δχ2ð68Þ weights respectively.
The final weights used in this sample are described in
Table III. The SP maps are either the depth or properties that
contribute to the depth (e.g., holding everything else fixed, a
longer exposure timewill result in an increased depth). Thus,
in binswheremultiple SPweightswere required,we avoided
correcting for both depth and SPs that contribute to the depth
in the same band. In these cases, we weight for only the SPs
that contribute to the depth. Fig. 13 shows the correlation
between the sample density and the SP maps used in
Table III, both with and without weights.
Fig. 6 summarizes the results of our search for contami-
nating SPs, for each redshift bin. The blue points show the
significance for each map, prior to the application of any
weights. The black and red points display the significance
after applying the 3Δχ2ð68Þ and 2Δχ2ð68Þ weights respec-
tively. In Sec. VII, we will test our results with both choice
of weights and whether to expect any bias from over-
correction from either choice.
When FsysðsÞ is a linear function, the method described
above, hereby referred to as the weights method, should be
equivalent to themethodused in [15,17]. This has been shown
in [5] for the DES science verification redMaGiC sample.
The impact of theSPweights on thewðθÞmeasurement can
be seen in Fig. 7. The dashed line displays the measurement
with no weights applied. One can see that in all redshift bins,
the application of the SP weights reduces the clustering
amplitude and that the effect is greatest on large scales. This is
consistent with expectations (see, e.g., Ref. [14]).
VI. RESULTS: GALAXY BIAS
AND STOCHASTICITY
In this section, we present measurements of galaxy bias
bi and stochastic bias ri. The amplitude of the galaxy
clustering signal is determined by the combination of
TABLE III. List of the maps used in the SP weights. Each of
these has been determined to impart fluctuations in our galaxy
sample at > 3Δχ2ð68Þ or > 2Δχ2ð68Þ significance. The weights
were applied serially for each map in the order shown, starting
from the top of the table. ‘FWHM’ refers to the full-width-half-
maximum size of the PSF. The photometric band of each SP map
is in parentheses.
z range
Maps included
in 3Δχ2ð68Þ weights
Maps included
in 2Δχ2ð68Þ weights
0.15 < z < 0.3 Depth (r) Exptime (i)
FHWM (z)
FWHM (r)
Airmass (z)
0.3 < z < 0.45 Depth (g) Depth (g)
0.45 < z < 0.6 FWHM (z) FWHM (z)
Exptime (g) Exptime (g)
FWHM (r) FWHM (r)
Skybright (z) Skybright (z)
Depth (i)
0.6 < z < 0.75 FWHM (gri) PCA-0 FWHM (gri) PCA-0
Skybright (r) Skybright (r)
FWHM (z) FWHM (z)
Exptime (i)
Exptime (z)
0.75 < z < 0.9 Airmass (i) Airmass (i)
FWHM (r) FWHM (r)
FWHM (g)
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parameters ðbiσ8Þ2. Equivalently the galaxy-galaxy lensing
signal γt is sensitive to bi×ðσ8Þ2. In the Y1COSMO
combined probes analysis, cosmic shear provides a meas-
urement of σ8 meaning that galaxy clustering and galaxy
lensing can each provide an independant measurment of
galaxy bias (and, therefore, one could measure r). In this
analysis, we fix σ8 at the mean of the Y1COSMO postierior
(σ8 ¼ 0.81) to measure biðσ8=0.81Þ from clustering and ri
from γt. This provides a cosmology dependent measure-
ment of bias from clustering alone, and test of the
assumption r ¼ 1 in Y1COSMO.
The wðθÞ autocorrelation functions of the REDMAGIC
galaxy sample are shown in Fig. 7. We show the autocorre-
lation calculated with and without a correction for observa-
tional systematics, as described inSecV.Aminimumangular
scale θimin has been applied to each redshift bin i. Thesewere
chosen to be θ1min ¼ 430, θ2min ¼ 270, θ3min ¼ 200, θ4min ¼ 160,
and θ5min ¼ 140 to match the analysis in Y1COSMO. These
minimum angular scales, varying with redshift, correspond
to a single minimum co-moving scale R ¼ 8 Mpc h−1 such
that θimin ¼ R=χðhziiÞ, where hzii is the mean redshift of
galaxies in bin i [20]. The scale was chosen so that a
significant nonlinear galaxy bias or baryonic feedback
component to the Y1COSMO data vector would not bias
the cosmological parameter constraints.
The angular correlation function has been calculated on
scales below θimin, but these were removed in all parameter
constraints.
Fixing all cosmological parameters, including Ωm, at the
Y1COSMO values, we measure the linear bias to be
b1 ¼ 1.40 0.07, b2 ¼ 1.60 0.05, b3 ¼ 1.60 0.04,
b4 ¼ 1.93 0.04, and b5 ¼ 1.98 0.07. These bias values
are shown in Table IV. The χ2 values of the combined fit
and the individual bins are shown in Table V. We note that
the bin with the smallest probability is bin 1.
The combined goodness-of-fit χ2 of the bias measure-
ments is χ2 ¼ 67 and the number of degrees of freedom is
ν ¼ 54 − 10 (the 10 parameters are bi, Δzi). These values
provide a probability to exceed of 1.4%. As in Y1COSMO,
we note that the formal probabilities of a χ2 distribution are
not strictly applicable in this case due to the uncertainty on
the estimates of the covariance. Further, because the fiveΔzi
are nuisance parameters with tight priors, we also consider
ν ¼ 49, which yields a probability to exceed of 4.5%. These
probabilities are very similar to thevalues obtained by the full
Y1COSMO data vector, of which this is one part.
We also note that the χ2 is sensitive to the inclusion of the
shot-noise correction applied to the covariance detailed in
FIG. 7. Two-point correlation functions for the fiducial analysis in each of the 5 redshift bins. These panels show the autocorrelation used
in Y1COSMO and the galaxy bias measurements presented in this work. A correction for correlations with survey properties is applied
according to themethodology in Sec. V. The grey dashed line is the correlation function calculatedwithout the SPweights. The black points
use the 2Δχ2ð68Þweights. We show correlations down to θ ¼ 2.50 to highlight the goodness of the fit towards small scales, but data points
within grey shaded regions have not been used in bias constraints or the galaxy clustering part of Y1COSMO. That scale cut has been set in
co-moving coordinates at 8 Mpc h−1. The solid red curve is the best-fit model using only the wðθÞ autocorrelations at fixed cosmology,
using Δzi priors from [29]. The solid blue curve is the best-fit model from the full cosmological analysis in Y1COSMO.
TABLE IV. The measurements of galaxy bias bi and the ratio of
bias from clustering and galaxy-galaxy lensing ri for each
redshift bin i, calculated with cosmological parameters fixed at
the mean of the Y1COSMO posterior, varying only bias and
nuisance parameters with lens photo–z priors from [29].
z range biðσ8=0.81Þ ri
0.15 < z < 0.3 1.40 0.072 1.10 0.08
0.3 < z < 0.45 1.60 0.051 0.97 0.06
0.45 < z < 0.6 1.60 0.039 0.91 0.08
0.6 < z < 0.75 1.93 0.045 1.02 0.13
0.75 < z < 0.9 1.98 0.070 0.85 0.28
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Y1COSMO whereas the bi values and uncertainty were
insensitive to this change.
For theL=L > 0.5 sample, the bias is nearly constant as a
function of redshift, though there is a decrease at low redshift
that has more than 2σ significance (the correlation in the
measured bias for bins 1 and 3 is only -0.04, sowe can safely
ignore it in this discussion). The difference between bin 1 and
bin 3 is less significant if we determine the expectation for a
passively evolving sample as in [50,51],whichpredicts a bias
of 1.52 at z ¼ 0.24 given a bias of 1.61 at z ¼ 0.53. The bias
increases for the higher luminosity sample, as expected. The
results are broadly consistentwith previous studies of thebias
of red galaxies at low redshift (see, e.g., [52] for a review) and
BOSS at intermediate redshifts (see, e.g., [53]). Further study
of the details of the REDMAGIC samples is warranted,
especially if one wishes to use wðθÞ at scales smaller than
those studied in Y1COSMO.
We compare these bias constraints to those measured
from the galaxy-galaxy lensing probe of the same
REDMAGIC sample, presented in Y1GGL.We parameterize
the difference between the two measurements with the
cross-correlation coefficients ri, which are presented in
Fig. 8. Beyond linear galaxy bias, r can deviate from 1 and
acquire scale dependences, and it must be properly mod-
eled to constrain cosmology with combined galaxy cluster-
ing and galaxy-galaxy lensing (e.g., [54]). We constrain ri
at fixed cosmology using the Y1COSMO covariance,
which includes the covariance between the two probes.
TABLE V. The χ2, and probability of obtaining a χ2 exceeding
this values for each redshift bin and for all bins combined. For the
combined χ2, the number of free parameters is 10 (5 bi and 5
Δzi). The individual z bin χ2 values are calculated using the best
fit to all z bins combined. The covariance between z bins is
sufficiently small that we can treat these as independent. We have,
therefore, considered each individual bin to have 2 free param-
eters. It is expected that measuring the bias in each bin separately
would have resulted in a smaller χ2.
z range χ2 Ndata prob
0.15 < z < 0.3 14.8 8 2.2%
0.3 < z < 0.45 6.9 10 55%
0.45 < z < 0.6 17.7 11 3.9%
0.6 < z < 0.75 11.0 12 35.9%
0.75 < z < 0.9 16.5 13 12.2%
wðθÞ all bins 67.2 54 1.4%
FIG. 8. Constraints on the ratio, r, of galaxy bias measured on wðθÞ and measured from the galaxy-galaxy lensing signal (see [30]
denoted Y1GGL in the text) in each redshift bin. The histograms show the posterior distributions of ri from an MCMC fit for each z in i.
The bottom-right panel displays the individual measurements for each bin (purple for our wðθÞ measurements and orange for those
obtained in Y1GGL). All cosmological parameters were fixed at the DES Y1COSMO posterior mean values, and all nuisance
parameters were varied as in Y1COSMO. The constraints were calculated using the full Y1COSMO covariance matrix, so the
covariance between the two probes has been taken into account. We see no significant evidence for r ≠ 1 within the errors.
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All the nuisance parameters discussed in Y1COSMO are
varied for this constraint. With our choice of scale cuts, we
see no evidence of tension between the two bias measure-
ments. This provides further justification for fixing r ¼ 1 in
the Y1COSMO analysis.
VII. DEMONSTRATION OF ROBUSTNESS
We apply a number of null tests to our weighted sample
to demonstrate its robustness. We do so by obtaining
constraints on the galaxy bias and Ωm. These parameters
are sensitive to both multiplicative and additive shifts in the
amplitude of wðθÞ and we, therefore, believe they should
encapsulate any potential systematic bias that could affect
the cosmological analysis of Y1COSMO. We thus perform
joint fits to the data in each redshift bin to obtain constraints
on the five bi andΩm. For these fits, we marginalize over an
additive redshift bias uncertainty described in Table II. All
other cosmological parameters are fixed at the Y1COSMO
cosmology and as such, this should not be interpreted as a
measurement of Ωm to be used in further analyses. Results
are obtained using the analysis pipeline described in [20].
We describe how wðθÞ is altered to perform each test
throughout the rest of this section.
A. Selection of threshold
We test two thresholds used to determine when to apply
weights based on a given SP map: 3Δχ2ð68Þ and a more
restrictive (i.e., more maps weighted for) 2Δχ2ð68Þ. After
reaching a certain threshold, we expect that the only effect
from adding extra weights would be to bias the measure-
ments (from over-correction) and add greater uncertainty.
We test for those effects in the following subsections. Here,
in order to demonstrate that our results are insensitive to the
choice in threshold, the change in the measured bi and Ωm
must be negligible compared to its uncertainty.
Figure 9 shows the difference between the 3Δχ2ð68Þ and
2Δχ2ð68Þ SP weights. Because the weights correction can
only decrease the wðθÞ signal, applying a stricter threshold
significance is expected to move the contours towards
smaller values of bi. Figure 9 shows that this impact is very
small compared to the overall Y1 uncertainty and we can
conclude that the choice between 3Δχ2ð68Þ and 2Δχ2ð68Þ
weights will have negligible impact on the Y1COSMO
parameter constraints (The final weights used in
Y1COSMO are the 2Δχ2ð68Þ weights).
Figure 9 also shows the impact of not including SP
weights on the parameter constraints. Ignoring the SP
correlations would have resulted in significantly biased
FIG. 9. Parameter constraints showing the impact of the SP weights, varying Ωm, 5 linear bias parameters bi, and 5 nuisance
parameters Δzi. Contours are drawn at 68% and 95% confidence level. These constraints use the same Δzi priors as Y1COSMO. The
blue contour shows the constraints on wðθÞ calculated with no SP weights. The gray and red contours use SP weights removing all
2Δχ2ð68Þ and 3Δχ2ð68Þ correlations respectively. In this parameter space, ignoring the correlations with survey properties would have
significantly biased the constraints from wðθÞ. As expected, the best fit when using the 2Δχ2ð68Þ weights is at smaller values of bi than
the 3Δχ2ð68Þ weights, although the difference is not significant compared to the size of the contour.
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constraints on bi and Ωm. In every redshift bin, the shift is
greater than 2σ along the major axis of the ellipses.
B. Estimator bias
We also test for potential bias in wðθÞ induced by over-
correcting with the weights method and from correlations
between the SP maps. This was done using the Gaussian
mocks described in Sec. IV B using the following method.
After thegalaxy over-density field has beengenerated in each
realization, we insert the systematic correlation usingFsysðsÞ
and the best-fit parameters for each of the systematics in
Table III at 2Δχ2ð68Þ significance. This is equivalent to
dividing each mock galaxy map by a map of the SP weights.
We then produced a galaxy number count as before, also
adding shot noise. We fit the parameters of FsysðsÞ to each
realization and apply weights to the maps using the same
method that is applied to the data.WemeasurewðθÞ using the
pixel estimator in Eq. (5) on mocks with systematic con-
tamination and correction, wweights, and on mocks with no
systematics added, wno sys. We define the bias in wðθÞ to be,
west bias ¼
1
N
XN
i¼1
wno sys;i −
XN
j¼1
wweights;j

ð12Þ
where N is the total number of realizations. We then add
west bias to the measuredwðθÞ andmeasure bi andΩm. This is
designed to test for any bias inwðθÞ induced by the estimator
when using weights.
This result can be seen in Fig. 10, where it shows
negligible impact on the parameter constraints.
C. False correlations
Given the large number of SP maps being used in the
systematics tests, it is possible that chance correlations will
appear significant and weights will be applied where no
contamination has occurred, biasing the measured signal. To
test this, we use the same Gaussian mocks as in Sec. VII B
with no added systematic contaminations. We measure the
correlation of each mock with each of the 21 SP maps in
Sec. VA, identifying any correlations above a 2Δχ2ð68Þ
threshold significance.
The false correction bias wfalse bias, is then defined as the
average difference between the wðθÞ measured with no
corrections, and the wðθÞ measured correcting for all
correlations above the threshold using the weights method.
We then add wfalse bias to the measured wðθÞ and test the
impact on bi and Ωm constraints.
This test is designed to test for any bias in wðθÞ induced
by falsely correcting for SP maps that were only correlated
with the galaxy density by chance.
This result is shown in Fig. 10, where wfalse bias for the
2Δχ2ð68Þ SP maps has been used. This shows a negligible
impact on the constraints. The wfalse bias for the 3Δχ2ð68Þ
FIG. 10. Parameter constraints showing the impact of the estimator bias,west and false correction biaswfalse. The fiducial data vector and
was calculated using the 2Δχ2ð68Þ weights on the data. The west and wfalse were measured on Gaussian mock surveys using a 2Δχ2ð68Þ
threshold significance.We see no evidence for significant bias in the bi,Ωm plane. These constraints use the sameΔzi priors asY1COSMO.
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SP maps is not shown as it has an even smaller impact. This
demonstrates that selecting a 2Δχ2ð68Þ threshold does not
induce a bias in the inferred bias parameters for the set of
SP maps used in this analysis.
D. Impact on covariance
Correcting for multiple systematic correlations can alter
the covariance of the wðθÞ measurement in various ways.
We expect that scatter in the best-fit parameters should
increase the variance, while the removal of some clustering
modes should decrease it. We test the significance of any
changes to the amplitude and structure of the covariance
matrix using the Gaussian mocks.
For this test we use the same mocks as in Sec. VII B which
are ‘contaminated’ with the same systematic correlations
found in the data. We fit the FsysðsÞ function to each mock
and correct using weights. We then measure the correlation
function wweights and calculate the covariance matrix of this
measurement.We alsomeasure the correlation onmocks with
no systematics added, wno sys, and calculate the covariance
matrix from each measurement. We calculate the galaxy bias
bi andΩm constraints for each covariancematrix and test if the
resulting contours are significantly different. This test deter-
mines whether this additional uncertainty needs to be con-
sidered in the Y1COSMO analysis by marginalizing over the
fitted parameters.
The results of this test are shown in Fig. 11. We show that
for the SP maps selected in this analysis, the impact on the
size of the contours is negligible. We have, therefore, not
included any additional parameters in the MCMC analysis
to account for the uncertainty in the correction.
VIII. CONCLUSIONS
We have presented the 2-point angular galaxy correlation
functions, wðθÞ, for a sample of luminous red galaxies in
DES Y1 data, selected by the REDMAGIC algorithm. This
yielded a sample with small redshift uncertainty, a wide
redshift range, and wide angular area. We split this sample
into five redshift bins and analyzed its clustering. Our
findings can be summarized as follows:
(i) We find that multiple systematic dependencies
between REDMAGIC galaxy density and survey
properties must be corrected for in order to obtain
unbiased clustering measurements. We correct for
these dependencies by adding weights to the gal-
axies, following [46,47].
(ii) We demonstrate both that our methods sufficiently
remove systematic contamination (no significant
differences are found between applying a 2Δχ2ð68Þ
and 3Δχ2ð68Þ threshold; see Fig. 9) and that any bias
resulting from our method removing true clustering
modes is insignificant (see Fig. 10). We further
FIG. 11. Parameter constraints showing the impact of the systematics correction on the covariance. Both contours use the fiducial
theory data vector. The blue contour uses the covariance from mock surveys with no contamination added (labeled “cov: no sys”). The
gray contour uses the covariance determined from mock surveys with the 2Δχ2ð68Þ contaminations added (labeled “cov: 2σ sys”).
These constraints use the same Δzi priors as Y1COSMO.
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demonstrate that our weighting method imparts neg-
ligible changes to the covariance matrix (see Fig. 11).
(iii) We find the redshift and luminosity dependence of
the bias of REDMAGIC galaxies to be broadly
consistent with expectations for red galaxies.
(iv) We find that the large-scale galaxy bias is consistent
with that determined by the Y1GGL galaxy-galaxy
lensing measurements. This is consistent with r ¼ 1
at linear scales, in agreement with basic galaxy
formation theory, and a key assumption in the
Y1COSMO analysis. (See Fig. 8.)
(v) Our results give an unbiased wðθÞ data vector to be
provided to the Y1COSMO analysis, and other DES
year 1 combined probes analyses.
The methods we have presented, both correcting for
systematic dependencies and ensuring the robustness of these
corrections, canbeused as a guide for future analyses. Possible
improvements to the work include incorporating image
simulations [55] and using mode projection techniques [16].
Our galaxy bias results can be extended to study
luminosity dependence within redshift bins and to use
smaller scale clustering in order to determine the HOD of
REDMAGIC galaxies. Already, our bias measurements can
be used to inform simulations (e.g., for the support of DES
Y3 analyses) and additional HOD information would be of
further benefit.
Finally, the results presented here have been optimized
for combination with other cosmological probes in
Y1COSMO and our work has ensured the galaxy clustering
measurements do not bias the Y1COSMO results. The
analysis followed a strict blinding procedure and has
yielded cosmological constraints when combined with
the other 2-point functions.
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APPENDIX A: SURVEY PROPERTY MAPS
In this Appendix, we present some examples of the
survey property maps used throughout the analysis. These
can be seen in Fig 12. In Fig 13, we show the correlations
between the galaxy density and all the SP maps listed in
Table III.
APPENDIX B: CROSS-CORRELATIONS
In this Appendix, we present the galaxy clustering signal
between redshift bins (Fig. 14). For these cross-correla-
tions, we use a covariance matrix calculated from log-
normal simulations described in [20]; the square root of the
diagonal of this covariance matrix yields the error bars
shown in the figure. These are the same simulations used to
validate the Y1COSMO covariance matrix.
We overplot the cross-correlation prediction both from the
best-fit bias values from the autocorrelations and the best-fit
cosmology and bias fromY1COSMO. The cross-correlation
measurementswere not used in the combined probes analysis
and so the robustness tests were not performed on these
measurements. We present these results to demonstrate that
there is a clustering signal in adjacent redshift bins (2,1),
(3,2), (4,3), and (5,4) and not as a robustness test; hence, we
do not include a goodness-of-fit for this measurement. The
amplitude of this signal is determined by the overlap in the
nðzÞ between redshift bins (see Fig. 2). These correlations
could be used in future analyses to constrain the redshift bias
parameters Δzi.
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