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Abstract
We introduce the polynomial Hamiltonian H(q1, q2,p1,p2) := (q22 + (q21 + q22 )2)p1 − q1q2p2 and we prove
that the associated Hamiltonian system is Liouville-C∞-integrable, but fails to be real-analytically integrable in
any neighbourhood of an equilibrium point. The proof only uses power series expansions, and is elementary.
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1. The result
A Hamiltonian system in n degrees of freedom is called Liouville-integrable (see e.g. [1]) if there are
n smooth first integrals which are in involution and independent on an open dense subset. A Liouville
integrable system is solvable by quadrature.
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the research in integrability and non-integrability has concentrated in analytic integrability. For example,
Taı˘manov proved in 1988 ([6], and the later [7]) that on analytic compact manifolds whose fundamental
group is not almost abelian there cannot be analytically integrable geodesic flows. See also Kozlov’s
paper [5].
Taı˘manov’s result left open the question whether those manifolds could have C∞-integrable geodesic
flows. Leo Butler has addressed the problem in a series of papers [2–4].
In particular, with Butler’s systems we have a positive answer to the question whether there exist
analytic Hamiltonian systems that are C∞-integrable but not analytically integrable. However the proof
of the non-analytic integrability part relies on Taı˘manov’s theorem, which uses advanced topological
methods.
The present paper answers the same question with a very simple example, for which the proof is totally
elementary, if perhaps a bit laborious. Our example is the following autonomous polynomial Hamiltonian
in R4:
(1)H(q1, q2,p1,p2) :=
(
q22 + (q21 + q22 )2
)
p1 − q1q2p2,
with its associated Hamiltonian system:
(2)


q˙1 = ∂H/(∂p1) = q22 + (q21 + q22 )2,
q˙2 = ∂H/(∂p2) = −q1q2,
p˙1 = −∂H/(∂q1) = p2q2 − 4q1(q21 + q22 )p1,
p˙2 = −∂H/(∂q2) = p2q1 − (2q2 + 4q2(q21 + q22 ))p1.
Examples like this are so simple that they could have been produced a long time ago, if only someone
had thought of looking for them.
Butler’s systems are on compact manifolds and enjoy rich ergodic properties. Our example is on the
noncompact set R4, and the Hamiltonian system (2) has non-globally defined solutions (an example is
q1(t) = −(3t)−1/3, q2 ≡ p1 ≡ p2 ≡ 0; Eq. (13) below gives a larger family). On the other hand, Butler’s
systems have no equilibria, while our system has. In fact, all the points (q1, q2,p1,p2) with q1 = q2 = 0
are equilibria.
There are analytic non-integrability theorems in the literature that use power series techniques around
an equilibrium point. Our example here suggests that those theorems may be somehow less significant
than it was thought, if they do not rule out integrability in the C∞ sense too.
Our result can be divided into two statements:
Theorem 1 (C∞ integrability). The following function
(3)F(q1, q2,p1,p2) :=
{
q2 exp −12(q21+q22 )
if (q1, q2) = (0,0),
0 if (q1, q2) = (0,0)
is of class C∞ on R4 and it is a first integral of system (2). Moreover, the gradients of F and of H
are linearly independent on the dense open subspace {(q1, q2,p1,p2): q1 = 0 or q2 = 0}. Hence the
Hamiltonian system (2) is C∞-integrable in the Liouville sense.
The theorem above is a straightforward computation that we leave to the reader. The main result is the
next one:
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tem (2). Suppose that g is analytic at the origin of R4. Then there exists a one-variable function ϕ,
analytic at 0 ∈ R, such that
(4)g = ϕ ◦H.
As a consequence, the Hamiltonian system cannot be analytically integrable in any neighbourhood of the
origin, because all analytic first integrals are functionally dependent of H.
In Section 2 we provide some background on how we came up with the Hamiltonian of formula (1).
Section 3 contains the proof of Theorem 2.
The referee of this paper has suggested that a Painlevé analysis of our system may be an interesting
direction for future developments.
2. Origin of the example
We start by making up a smooth non-analytic two-variable function whose gradient vanishes only at
the origin. Our choice was
(5)F(q1, q2) :=
{
q2 exp −12(q21+q22 )
if (q1, q2) = (0,0),
0 if (q1, q2) = (0,0),
the progenitor of the function F defined in (3). This F is a constant along the trajectories of the following
system:
(6)
{
q˙1 = q22 + (q21 + q22 )2,
q˙2 = −q1q2.
Fig. 1 superimposes a phase portrait of system (6) to a graph of F .
The following proposition will not be used later, but it is provided because its proof is a very simple
illustration of the techniques that will be employed in proving the main Theorem 2.
Proposition 3. The only first integrals of the two-dimensional system (6) that are real-analytic at the
origin are the constants.
Proof. Let a(q1, q2) be a first integral of system (6). The following relation holds:
(7)(q22 + (q21 + q22 )2) ∂a∂q1 − q1q2
∂a
∂q2
= 0.
Suppose that a is real-analytic and nonconstant around the origin. Then there exists an integer n 1 and
analytic functions an(q1), an+1(q1, q2) such that an is not identically 0 and a can be written as
(8)a(q1, q2) = a(0,0) + an(q1)qn2 + an+1(q1, q2)qn+12 .
Replacing this expression of a into (7) and collecting the powers of q2 we get
(9)0 ≡ (q41a′n(q1) − nq1an(q1))qn2 + higher order terms in q2.
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We deduce that an(q1) is a solution to the linear ordinary differential equation
(10)q41a′n(q1) − nq1an(q1) = 0.
But all solutions to this equation are of the following form:
(11)an(q1) =


c1e
−n/(2q21 ) if q1 > 0,
0 if q1 = 0,
c2e
−n/(2q21 ) if q1 < 0.
We see that an can be real analytic at the origin only if it vanishes identically, against our assumption.
We must conclude that a is constant. 
The next step is to look for a Hamiltonian H(q1, q2,p1,p2) for which the F defined in (3) is a first
integral of the associated Hamiltonian system. If one tries with a Hamiltonian that is linear in p1,p2, that
is, of the form H = α(q1, q2)p1 + β(q1, q2)p2, it will be seen that the condition on α,β is
(12)α(q1, q2)
β(q1, q2)
= −q
2
2 + (q21 + q22 )2
q1q2
.
The simplest polynomial choice of α,β leads to formula (1).
One could try with a Hamiltonian which is quadratic in p, but then after some calculations it can be
seen that the only possible choices are of the form γ (q , q )H2, where H is again given by (1). In par-1 2
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quadratic form, never definite.
3. Proof of Theorem 2
One key to our approach is the circumstance that the hyperplane q2 = 0 in R4 is an invariant man-
ifold for the Hamiltonian system (2). Moreover, the restriction of the system to this manifold has an
additional first integral (q1,p1,p2) → p2 exp 12q21 independent of H(q1,0,p1,p2) = q
4
1p1, and it can be
solved through elementary functions, namely:
(13)


q1(t) = q1(0)(1−3q1(0)3t)1/3 ,
q2(t) = 0,
p1(t) = p1(0)(1 − 3q1(0)3t)4/3,
p2(t) = p2(0) exp 1−(1−3q1(0)3t)2/32q1(0) .
Although we don’t use these solution formulas directly, they suggest that in that particular hyperplane
things may somehow be much easier. We will attack the problem by making power series expansions of
the relevant functions with respect to q2 first, so as to reduce as soon as possible to that special hyperplane.
We will then expand with respect to the other variables in turn, until we reach ordinary linear differential
equations whose power-series solutions can be computed easily.
The condition of being a first integral of (2) is equivalent to a partial differential equation of the first
order. We can reformulate Theorem 2 as follows.
Theorem 4. Let g(q1, q2,p1,p2) be a solution of the differential equation
0 = {H, g} = (p2q1 − p1(2q2 + 4q2(q21 + q22 ))) ∂g∂p2 +
(
p2q2 − 4p1q1(q21 + q22 )
) ∂g
∂p1
(14)− q1q2 ∂g
∂q2
+ (q22 + (q21 + q22 )2) ∂g∂q1
and suppose that g is analytic at the origin of R4. Then there exists a one-variable function ϕ, analytic
at 0 ∈ R, such that
(15)g = ϕ ◦H.
Proof. Let g0(q1,p1,p2) = g(q1,0,p1,p2). This g0 is an analytic solution of
(16)0 = p2q1 ∂g0
∂p2
− 4p1q31
∂g0
∂p1
+ q41
∂g0
∂q1
.
This equation is treated in Proposition 5: the result is that there exists a one-variable function ϕ, analytic
at the origin, such that
(17)g(q1,0,p1,p2) = g0(q1,p1,p2) = ϕ(p1q41 ) = ϕ
(H(q1,0,p1,p2)).
The function ϕ ◦H is also a solution of the differential equation (14) (it is obviously a constant of motion
for the Hamiltonian system defined by H), and it is analytic at the origin too. Hence also the difference
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done if we prove that g¯ vanishes identically.
Suppose the contrary. Expand g¯ into powers of y, and let n0  1 be the first exponent for which the
coefficient is not identically zero:
(18)g¯(q1, q2,p1,p2) =
∑
nn0
hn(q1,p1,p2)q
n
2 , with g¯n0 /≡ 0.
Using Proposition 8 with n = n0 and ϕn0−1 ≡ 0, we obtain that there exists an analytic ϕn such that
hn0(q1,p1,p2) ≡ ϕn(p1q41 )pn02 . But then we can apply again Proposition 8 with n = n0 + 1, to get that
hn0 vanishes identically, against our assumption. 
Proposition 5 (Base case). Let g0(q1,p1,p2) be a solution of the differential equation
(19)0 = p2q1 ∂g0
∂p2
− 4p1q31
∂g0
∂p1
− q41
∂g0
∂q1
,
and suppose that g0 is analytic at the origin of R3. Then there exists a one-variable function ϕ, analytic
at 0 ∈ R, such that
(20)g0(q1,p1,p2) ≡ ϕ(p1q41 ).
Proof. Expand g0 into power series with respect to p2, and let n be an exponent  1 such that the
coefficient of pk2 vanishes identically for all k such that 1 k < n, so that we can write
(21)g0(q1,p1,p2) = g0,0(q1,p1) +
∑
kn
g0,k(q1,p1)p
k
2.
Replace this expression into Eq. (19) and collect the powers of p2. Equating to 0 the coefficient of p02 we
get
(22)0 = −4p1q31
∂g0,0
∂p1
+ q41
∂g0,0
∂q1
.
This equation is studied in Lemma 6: the only solutions analytic at the origin are of the form
(23)g0,0(q1,p1) = ϕ(p1q41 ),
where ϕ is analytic at 0 ∈ R. The coefficient of pn2 leads to the equation
(24)0 = nq1g0,n − 4p1q31
∂g0,n
∂p1
+ q41
∂g0,n
∂q1
,
that has no solutions that are analytic at the origin, except for the null solution, as we see in Lemma 7.
We finally deduce by induction that g0,k ≡ 0 for all k  1. 
Lemma 6. Let f (q1,p1) be a solution of the differential equation
(25)0 = −4p1q31
∂f
∂p1
+ q41
∂f
∂q1
,
and suppose that f is analytic at the origin. Then there exists a one-variable function ϕ, analytic at the
origin, such that f (q ,p ) ≡ ϕ(p q4).1 1 1 1
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(26)f (q1,p1) =
∑
m∈N
um(q1)p
m
1 ,
insert into Eq. (25), and collect the powers of p1:
(27)0 =
∑
m∈N
(−4mq21um(q1) + q31u′m(q1))pm1 .
The ordinary differential equation
(28)−4mq21um(q1) + q31u′m(q1) = 0
can be solved explicitly:
(29)um(q1) =
{
cmq
4m
1 if q1 > 0,
c′mq
4m
1 if q1 < 0.
Since um is analytic, c′m must be the same as cm. Hence
(30)f (q1,p1) =
∑
m∈N
(cmq
4m
1 )p
m
1 = ϕ(p1q41 ), where ϕ(t) :=
∑
m∈N
cmt
m.
The series defining ϕ has positive radius of convergence because f is analytic at the origin. 
Lemma 7. Let c = 0 and f (q1,p1) be a solution of the differential equation
(31)0 = cf − 4p1q21
∂f
∂p1
+ q31
∂f
∂q1
and suppose that f is analytic at the origin of R2. Then f ≡ 0.
Proof. As in Lemma 6, expand f (q1,p1) into power series with respect to p1:
(32)f (q1,p1) =
∑
m∈N
um(q1)p
m
1 ,
insert into Eq. (31), and collect the powers of p1:
(33)0 =
∑
m∈N
(
(c − 4mq21 )um(q1) + q31u′m(q1)
)
pm1 .
The ordinary differential equation
(34)(c − 4mq21 )um(q1) + q31u′m(q1) = 0
can be solved explicitly:
(35)um(q1) = αq4m1 exp
c
2q21
(α can depend on the sign of q1). The only way for this solution to be analytic at the origin is for it to
vanish identically (α = 0). 
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pose that g¯ is of the form
(36)g¯(q1, q2,p1,p2) = ϕn−1(p1q41 )pn−12 qn−12 + hn(q1,p1,p2)qn2 + hn+1(q1, q2,p1,p2)qn+12 ,
where n 1 and the functions ϕn−1, hn, hn+1 are analytic at the origin in dimension 1, 3, 4 respectively.
Assume finally that ϕ0 ≡ 0. Then ϕn−1 ≡ 0 and hn(q1,p1,p2) is of the form
(37)hn(q1,p1,p2) = ϕn(p1q41 )pn2 ,
where ϕn is a one-variable function, analytic at the origin.
Proof. Replace formula (36) into Eq. (14) and collect the powers of y. The coefficient of qn2 is
−2(n − 1)p1pn−22 (1 + 2q21 )ϕn−1(p1q41 ) − nxhn(q1,p1,p2)
(38)+ pn2q41ϕ′n−1(p1q41 ) + p2q1
∂hn
∂p2
− 4p1q31
∂hn
∂p1
+ q41
∂hn
∂q1
.
This coefficient must be zero. Expand hn into power series with respect to p2:
(39)hn(q1,p1,p2) =
∑
k∈N
fn,k(q1,p1)p
k
2,
insert the expansion into (38), and collect the powers of p2. The coefficient of pn−22 when n 2 is
(40)−2(n − 1)(1 + 2q21 )ϕn−1(p1q41 )p1 − 2q1fn,n−2(q1,p1) − 4p1q31
∂fn,n−2
∂p1
+ q41
∂fn,n−2
∂q1
,
the coefficient of pn2 is
(41)q41ϕ′n−1(p1q41 ) − 4p1q31
∂fn,n
∂p1
+ q41
∂fn,n
∂q1
,
and the generic coefficient of pk2 for k ∈ N \ {n − 2, n} is
(42)(k − n)q1fn,k − 4p1q31
∂fn,k
∂p1
+ q41
∂fn,k
∂q1
.
Applying Lemma 9 to formula (40) we get that when n 2 both ϕn−1 and fn,n−2 vanish identically. Then
Lemma 6 applied to (41) implies that fn,n(q1,p1) = ϕn(p1q41 ). Finally, from Lemma 7 applied to (42)
we conclude that fn,k ≡ 0 when k is neither n nor n − 2. 
Lemma 9. Let ϕ(t), f (q1,p1) be functions that are analytic at the origin in R and R2 respectively.
Suppose that f solves the differential equation
(43)0 = c(1 + 2q21 )ϕ(p1q41 )p1 − 2q1f − 4p1q31
∂f
∂p1
+ q41
∂f
∂q1
,
where c = 0. Then both ϕ(t) and f (q ,p ) vanish identically.1 1
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(44)ϕ(t) =
∑
m0
rmt
m, f (q1,p1) =
∑
m0
um(q1)p
m
1 ,
replace into Eq. (43), and collect the powers of p1:
0 = q41u′0(q1) − 2q1u0(q1)
(45)+
∑
m1
(
cq
4(m−1)
1 (1 + 2q21 )rm−1 − 2(q1 + 2mq31 )um(q1) + q41u′m(q1)
)
pm1 .
Equating to zero the coefficient of p01 we get the differential equation
(46)q41u′0(q1) − 2q1u0(q1) = 0
whose general solution is u0(q1) = λe−1/q21 , which is analytic at the origin only when λ = 0. The coeffi-
cient of pm1 for m 1 is complicated enough to deserve its own Lemma 10. 
Lemma 10. Let u(q1) be a solution of the differential equation
(47)0 = cq4(m−1)1 (1 + 2q21 ) − 2(q1 + 2mq31 )u(q1) + q41u′(q1),
where c ∈ R, m ∈ N \ {0} are parameters. If u(q1) is analytic at the origin then c = 0 and u ≡ 0.
Proof. Expand u(q1) into power series:
(48)u(q1) =
∑
k0
akq
k
1 ,
replace in Eq. (47) and collect the powers of q1:
(49)0 = −2a0q1 − 2a1q21 + cq4m−41 + 2cq4m−21 +
∑
k3
(
(k − 4m − 3)ak−3 − 2ak−1
)
qk1 .
By equating most coefficients to 0 we obtain a recurrence formula:
(50)ak−1 = k − 4m − 32 ak−3 for k  3, k /∈ {4m − 4,4m − 2}.
The coefficient of q11 is −2a0, which must vanish. From this and the recurrence formula applied to
k = 3,5,7 . . . in succession we see that a2, a4, a6 . . . are all zero.
If m = 1 then the coefficients of q01 and q21 are respectively c and 2(c − a1). Hence c and a1 must
vanish. The recurrence formula (50) implies then that ai = 0 for all odd i. Hence c = 0 and u ≡ 0 as
desired.
Suppose from now on that m > 1. The coefficient of q21 in (49) is −2a1. Hence a1 = 0. Again, if m 3,
the recurrence (50) written for k = 4,6, . . . ,4m − 6 implies that a3 = a5 = · · · = a4m−7 = 0. We deduce
that all ai = 0 for all i odd between 1 and 4m − 7 inclusive.
Let us prove that a4m−3 = 0. Consider the recurrence (50) for even k  4m. Since k − 4m − 3 = 0
when k is even, if a were different from 0, then all coefficient a for odd i  4m − 3 would be = 0,4m−3 i
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(51)lim
k→+∞
k odd
ak−1
ak−3
= lim
k→+∞
k odd
k − 4m − 3
2
= +∞.
The radius of convergence of the power series (48) would then be zero, against the analyticity assumption.
Hence ai = 0 for all odd i  4m − 3.
Only a4m−5 and c are left to decide. If we equate the coefficients of the remaining terms q4m−41 and
q4m−21 to zero we get the system of two equations
(52)


0 = c + ((4m − 4) − 4m − 3)a(4m−4)−3 − 2a(4m−4)−1
= c − 7a4m−7 − 4a4m−5 = c − 4a4m−5,
0 = 2c + ((4m − 2) − 4m − 3)a(4m−2)−3 − 2a(4m−2)−1
= 2c − 5a4m−5 − 2a4m−3 = 2c − 5a4m−5,
which is solved with respect to c and a4m−5 to give
(53)c = a4m−5 = 0.
We conclude that c = 0 and u ≡ 0 also when m 2. 
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