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In traditional A/B testing, for instance on two webpages A and B, the objective is to decide which
of these two pages is the best. To do that, a frequentist test can be used in which each page is
randomly or alternatively chosen and applied to incoming website visitors for a given time. However,
one problem with this approach is the non-adaptivity of the test. For example, if one page quickly
appears as having a very stronger positive or negative impact than the other one, the test could be
stopped earlier. One way to avoid this is to apply a bandit-based algorithm. Such an algorithm is
able to automatically decides if a page should be chosen and applied more often than the other
one. This approach, called dynamic allocation, allows to add adaptivity to the A/B test. However,
bandit theory by traditional methods requires assumptions which are not always verified in reality.
This is mainly due to the fact that the subjects tested are not homogeneous. We present our new
method that finds the best variation for homogenous groups in a short period of time.
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1 INTRODUCTION
Evaluating the impact of a decision in regards to a quantifiable reward is a recurring problem
in many industrial, medical or other applications. For instance, introducing new tools or
new protocols in a production process often impacts the quality and/or quantity of the
production. In marketing, changing a specific page on a website can influence the visitor’s
behaviour. So when the decision consists in choosing between two or more variations, a way
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to evaluate the impact of the modification is to use A/B tests1. An A/B test begins with
an exploration phase which aims to compare the performance of each variation in order to
highlight the best ones (i.e., the optimal) according to a given criterion.
The objective is to evaluate the performance of different alternatives (called variations),
for example, of the same page of an e-commerce site. To do this, each visitor (called item) is
assigned to a variation (i.e., the web page that is presented to the visitor).
Then the result of the visit (called reward), for example a purchase, the amount of money
spent or the number of clicks, is observed. At the end of the exploration phase, the user
(e.g., the e-commerce company) takes a decision according to the rewards obtained using
a given criterion depending on the objective (e.g., Increasing of the cumulative purchase
value). The user can then proceed to the exploitation phase: setting the winning variation(s)
as default into production, for every visitor. Tab 1 gives some examples of such A/B tests.
User Item Variation Reward Objective
E-commerce compagny Visitor Webpages Purchase value Global value
Car compagny Car order Product chain Car quality Quality average
Medical protocol Patient Treatment Individual healing Healing rate
Table 1. Examples of A/B tests
Detecting and quantifying differences between variations is the main challenge of A/B testing.
One way to carry out the exploration phase is the frequentist approach. It is based on a static
allocation and defines explicit ratios of allocation of the items to the different variations.
However, a real-world exploration phase implies eventually assigning an item to a non-best
(referred as non-optimal) variation, automatically leading to a loss of earnings. The difference
between the potential reward from the optimal variation and the actual reward is called
regret. This means that each time an item is not assigned to the optimal variation, the
cumulative regret increases. Handling the cumulative regret in order to limit it, while ensuring
that the optimal solution is found, is the second challenge.
Experiments have shown that strategies based on dynamic allocation [36] that uses
probabilistic criteria based on the comparison of the empirical reward distribution of each
variation provide better results in terms of cumulative regret, as well as being faster at
determining the best variation. In this context, methods implementing such strategies have
been proposed and are mainly based on the bandit paradigm [17, 25, 33]. They have proved
their ability to find optimal variation in the general case. But they often fail when the reward
obtained by an item depends on both the variation and the item itself [28]. For instance, in
web marketing, visitors (test subjects) naturally tend to click and buy differently, according
to their own financial resources or their geographical localization. Consequently, contextual
bandits have been developed to consider items characteristics and improve the strategy of
dynamic allocation. Nevertheless, in a lot of cases, items belong to natural groups (e.g.,
social class, gender . . . ). And the reward distribution of a variation often differs according
to this belonging. For example, people belonging to a higher class (double income, home
owners,...) can easier purchase an expensive thing than unemployed people. So, people from
the first group can be impacted by the modification of the webpage whereas people from the
second group not.
1For simplicity we define an A/B test as a test that can have more than two alternatives.
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In [3] the author indicates that website visitors groups are generally persistent over the
time, and the choice of variation displayed seems to have a low impact even if it exists, on
the behavior.
In fact, sub populations may have different behavior, but when a sub population is too
small the specific effect may be hard to measure. For example, a visitor with a low interest
(or low financial resources) continues to no buy anything whatever version A or B of the
displayed page. Thus, the ratio of people impacted by the modification can be very low.
In this case, detect the very low decreasing or growing of cumulative reward appears as
difficult.
It is therefore interesting, if not essential, for the user to study the impact of the modifi-
cations on each of these groups independently. Unfortunately, these groups are difficult to
determine because they depend on the type of e-commerce: for example, "natural" groups
related to sport may be completely different from those related to arts or politics. A solution
to overcome this problem is to use data mining tools such as clustering or regression methods
for example, on the items using their characteristics. Note that considering that A/B test
users often perform several tests sequentially, extract these groups upstream seems more
relevant than start from scratch at each test. Finally, this segmentation of items into groups
can also help the user to define the modifications to be tested.
In this paper we propose an original A/B testing method, called Ctree-Ucb, which,
instead of using a contextual bandit, is based on the use of several non-contextual bandits,
each dedicated to a particular group of items. Our proposal consist to automatically create
homogeneous groups by a conditional inference method in a pre-processing step to the A/B
test (step 1).
These groups are created according to the objective of the test using information from
previous items already subjected to the original variation (A) supposed implemented before
the test. These information are obtained rewards, items characteristics, temporal information,
. . .
In the A/B test itself (step 2), the method defines as many non-contextual bandits as
there are groups. Each bandit aims to find the optimal variation associated to its group.
To do that, each new item is classified in a group before be transmitted to the associated
bandit.
The remainder of this paper is organized as follows. Section 2 presents the bandit model
with an illustrative example. Based on this example, Section 3 gives a comprehensive review
of the literature on the existing approaches and focuses on contextual strategies able to
take into account the characteristics of the items. Section 4.2 details the proposed methods.
Sections 5, 6 and 7 analyze and discuss the results obtained with this method on real data
from the company AB Tasty 2. Finally the conclusions of the study are done in Section 8.
2 A/B TEST AND BANDIT PARADIGM
2.1 A/B testing
Suppose that a marketing team has to decide whether the ‘picture A’ or ’picture B’ should
be used on a webpage. Traditional techniques (such as frequentist test) trial each version by
splitting incoming users into two groups during a given time. Each group only show a version
of the page (𝑃𝐴 or 𝑃𝐵). At the end of the test, the team can decide which version is the best
one. One problem with this approach is the non-adaptivity of the test [27]. For example, if
a version quickly appears as strongly better than the other one or if the behaviors of the
2https://www.abtasty.com
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visitors are the same independently of the shown version, the test could be concluded early.
As introduced in Section 1, a bandit model is a good way to solve this problem: each time 𝑡
a user 𝑐𝑡 arrives on the webpage, the bandit algorithm chooses an arm 𝑎 in 𝒜 := {𝑃𝐴, 𝑃𝐵}
and the reward 𝑋𝑐𝑡,𝑎=𝐴𝑡 is reaped (for instance, it equals to 1 if the user purchases the
product and 0 otherwise). The main characteristic of a bandit algorithm is that the ratio
of allocation of the items to the different versions is automatically adjusted: the algorithm
automatically decides when one version should be more often selected than the other one. It
is a real gain because the ability to provide an automatical stop can be directly added to the
A/B test. For instance, the test stops when the items are affected at 90% to a same version.
2.2 The bandit model
The notion of bandit was introduced by Lai and Robbins, [26] under the name of multi bandit
but we use here only the term bandit to simplify the reading. It’s defined as "a problem
in which a fixed limited set of resources must be allocated between competing (alternative)
choices in a way that maximizes their expected gain, when each choice’s properties are only
partially known at the time of allocation, and may become better understood as time passes
or by allocating resources to the choice" [18].
In concrete terms, by analogy with casino slot machines, it is a matter of choosing, for a
player, on a machine with several arms, the one presenting, for him, the best expectation of
gain. Then, after playing and reaping the gain, the player updates the gain estimates on
each arm of the machine. The player’s goal is to find the best arm, called optimal arm, with
as few tries as possible.
Let 𝒜 be a set of possible arms (with |𝒜| ∈ N+) and 𝑎* the optimal arm. The goal of a
bandit is to find the 𝑎* as quickly as possible in order to limit the cumulative regret. This
regret is the sum, for each item, of the difference between the rewards obtained with 𝑎*
and those observed with the chosen arm. Let 𝑋𝐴𝑡,𝑡 be the reward obtained by the arm 𝐴𝑡
selected at the iteration 𝑡 (corresponding to the 𝑡-th item). 𝑟𝑡 is the simple regret at iteration
𝑡, defined by:
𝑟𝑡 = max
𝑎∈𝒜
[𝑋𝑎,𝑡]−𝑋𝐴𝑡,𝑡 (1)
and 𝑅𝑛 is the cumulative regret after 𝑛 iterations, defined by:
𝑅𝑛 =
𝑛∑︁
𝑡=1
max
𝑎∈𝒜
[𝑋𝑎,𝑡]−
𝑛∑︁
𝑡=1
𝑋𝐴𝑡,𝑡 (2)
.
The challenge is to find the best dynamic allocation strategy 𝜋. However, this depends on
the application context, i.e. the potential rewards of each item on each arm. However, these
rewards distributions are unknown and will be estimated. The better these estimates, the
better the allocation. Concretely, with each new item 𝑐𝑡, only one arm 𝑎𝑡 ∈ 𝒜 is chosen, and
therefore only its reward distribution 𝜈𝑎𝑡 = P[𝑋|𝑎𝑡] : 𝑎𝑡 ∈ 𝒜 is updated.
It is for this purpose that the bandit updates the distributions according to the items
submitted to the arms and the rewards obtained. However, this update is tricky because it
can only be done on the selected arm.
Algorithm 1 summarizes a bandit algorithm. It considers an infinite stopping time. In
practice a stopping criterion is chosen according to the use case.
Recall that, since the best dynamic allocation strategy finds 𝑎* the quickest (and gets a
low cumulative convergent regret), the challenge here is to find it.
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Algorithm 1 Bandit algorithm
Require: Assign at least one item to each arm 𝑎 ∈ 𝒜
1: loop
2: Receive an item 𝑐𝑡
3: Assign 𝑐𝑡 to an arm 𝐴𝑡 depending on its distribution 𝜈𝐴𝑡 and a strategy 𝜋
4: Receive a 𝑋𝑐𝑡,𝐴𝑡 reward
5: Update 𝜈𝐴𝑡
Output: A sequence of arm choices and rewards
For the rest of the article the following notations will be used:
∙ Due to randomized reward from arm distribution, the regret 𝑅𝑛 may be re-written as:
𝑅𝑛 = 𝑛𝜇𝑎* −
𝑛∑︁
𝑡=1
[𝑋𝐴𝑡,𝑡] (3)
∙ E[𝑅𝑛] is the average regret [5], defined by:
E[𝑅𝑛] = E[
𝑛∑︁
𝑡=1
max
𝑎∈𝒜
[𝑋𝑎,𝑡]−
𝑛∑︁
𝑡=1
𝑋𝐴𝑡,𝑡] (4)
= 𝜇𝑎* − E[
𝑛∑︁
𝑡=1
𝑋𝐴𝑡,𝑡]
∙ 𝜇𝑎 is the (unknown) actual reward average of 𝑎 (under stationary hypothesis) and ?^?𝑎,𝑡
its average estimate at time (or iteration) 𝑡 corresponding to the 𝑡-th item tested.
∙ 𝑎* the optimal arm (to be determined) and 𝜇𝑎* its reward average.
∙ ∆𝑎 = 𝜇𝑎* − 𝜇𝑎 is the difference between the real average of 𝑎* and the real average of
𝑎.
∙ 𝑇𝑎 (𝑡) is the number of times where the arm 𝑎 is chosen at 𝑡.
The previous notations is used in the rest of the paper conditionally, i.e. for a group 𝑘 of
observed items. For instance, the notation 𝑅𝑛,𝑘 = 𝑛𝜇𝑎*,𝑘 −
∑︀𝑛
𝑡=1[𝑋𝐴𝑡,𝑡|𝑘] defines the regret
for a group 𝑘 of items.
Some proprieties. As the user is looking for the arm with the highest average 𝑎*, if the
probability distributions are identical it can lead to a simple non-zero regret although the
bandit systematically assigns 𝑎*. Cumulative regret increases over time, with the following
theoretical guarantees:
Theorem 2.1 (Agrawal et al (1989)). Let 𝑘 and 𝑘′ be some groups of item such as
𝑘 ∪ 𝑘′ = 𝒦 where 𝒦 represent the whole population of item and 𝑘 ∩ 𝑘′ = ∅. Assume 𝑘 is
the most represented group (can be considered as the true group) where 𝜈𝑎*,𝑘 = 𝜈𝑎*,𝑘′ and
𝑎*𝑘 , 𝑎
*
𝑘′ .
lim
𝑛→+∞
𝑅𝑛
log𝑛 ≥
∑︁
𝑎∈𝒜
𝜇𝑎*,𝑘 − 𝜇𝑎,𝑘
𝐾𝐿(𝜈𝑎,𝑘||𝜈𝑎,𝑘′ )
Where 𝐾𝐿(.||.) is the Kullback–Leibler divergence between two distributions.
In [37], Salomon and Audibert proposes an non asymptotic bound such as:
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Theorem 2.2 (Salomon and Audibert (2011)). Assume that 𝜈𝑎*,𝑘 , 𝜈𝑎*,𝑘′ and 𝑎*𝑘 , 𝑎*𝑘′
or ∃𝑎 ∈ 𝒜 : P[ 𝑑𝜈𝑎,𝑘𝑑𝜈𝑎,𝑘′ (𝑋 ) > 0] = 0. Then if 𝑎
*
𝑘∪𝑘′ is the only unique best arm in the environment
𝒦, then for any 𝛽 > 0 it holds for some positive constants 𝐶 and 𝐶′
∀𝑛∀𝑎 , 𝑎*𝑘∪𝑘′ P[𝑇𝑎 (𝑛) ≥
𝐶 log𝑛
min𝑎∈𝒜 ∆2𝑎,𝑘∪𝑘′
] ≤ 𝐶′𝑛−𝛽
We present in the following section different bandit strategies. Two approaches are possible,
the first one is a non-informative approach (only rewards are observed), the second is a
contextual approach (item characteristics are considered before the assignment).
3 STATE OF THE ART
3.1 Non informative strategy
The quickest way to find the find the best arm is to assume that this arm is the best for
the majority of items and so apply a non informative strategy which consists to choose the
allocated arm independently of the characteristics of the item.
A bandit strategy is defined in two parts. The first one assumes that the distribution of all
arm rewards follow the same law (like the Bernoulli distribution with Thompson sampling
Algorithm [38, 43] or the Gaussian law Ucb [2]) or otherwise makes no assumptions. The
other part of a bandit strategy is the mathematical model applied to limit regrets. Some of
them are greedy where the best arm (based on previous observations) is chosen according to
a predefined probability (such as Epsilon-Greedy Algorithm [42]) or adaptive (for example
Softmax exploration [44]). According to these two parts, a bandit strategy is defined.
The following section describes one of the most commonly used non-contextual approaches.
3.1.1 Ucb strategy. The Ucb method is a non informative method based on an optimistic
Bayesian strategy (upper bounds of estimate averages): The principle of its 𝜋 strategy is to
use an overestimation of the empirical average ?^?𝑎 for each arm 𝑎, the total number of items
and their allocation on the different arms, to assign a new item to an arm. Concretely, an
arm is chosen if it is promising (because its estimated average is high) or/and few explored.
In fact, the ?^?𝐴𝑡 estimators may be no relevant at the beginning of the test, due to the
small number of items considered [24]. To get around this difficulty, [2] proposes to calculate
an overestimation of this average, called the upper confidence bound, as the value most
probably higher than the real value of the average. The authors justify their proposition by
a policy known as "optimistic in the face of uncertainty" and offers good results.
This upper bound is the sum of the empirical average rewards obtained so far and an
exploration bonus (also known as the confidence interval). It depends on the number of
items assigned and observed. The more observations an arm makes, the more the arm bonus
decreases. If 𝜈𝑎 is Gaussian for all 𝑎, this bound always be upper than the real average.
Thus, the authors define the upper bounds of each arm by:
𝑈𝑝𝑝𝑒𝑟Ucb (𝑎, 𝑡) = 𝛼
√︃
2 * 𝑙𝑜𝑔(𝑡)
𝑇𝑎 (𝑡)
(5)
where 𝑇𝑎 (𝑡) is the number of times the arm 𝑎 has been chosen and 𝛼 is given by the user.
In the initial version of Ucb, 𝛼 = 1 but in practice it has been shown that the optimal
choice of this value depends on the arm distibutions [7].
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The 𝜋 algorithm consists in choosing the arm with the highest upper bound. After each
assignation, ?^?𝐴𝑡 is updated and its bound is reduced (see equation 5). As the confidence
interval depends of 𝑇𝑎 (𝑡), the higher 𝑇𝑎 (𝑡) the less the overestimation: the overestimation of
the chosen arm’s average decreases, to be equal to its real average. The upper bounds of the
unchosen arms remain unchanged.
Figure 1 shows an example of evolution of the confidence bound for five arms according
to the number of submitted items.
in Ucb how, over time, the adaptive arm bounds decrease with regard to the number of
items tested.
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The red points are the real averages. Black crosses are the estimated averages.
Fig. 1. Confidence bound evolution according to number of times an arm has been chosen by Ucb
The Ucb algorithm is reported in Appendix A and achieves an average regret defined by:
E[𝑅𝑡] =
∑︁
𝑎∈𝒜∖{𝑎*}
(𝜇𝑎* − 𝜇𝑎)E[𝑇𝑎 (𝑡)] (6)
To prove the logarithmic convergence of cumulative regret, in [2, 37], the authors define
the upper bound of average regret as:
E[𝑅𝑡] ≤ 12
∑︁
𝑎∈𝒜∖{𝑎*}
log (𝑡)
∆𝑘
(7)
which can by reformulated, using Cauchy Schwarz inequality, as:
E[𝑅𝑡] ≤ 12
∑︁
𝑎∈𝒜∖{𝑎*}
log (𝑡)
∆𝑘
E[𝑅𝑡] ≤
√︂
8|𝒜|𝑡(log 𝑡 + 𝜋
2
3 ) (8)
As refers in Equ. 8, for 𝑡 the total number of items given, an asymptotic bound of regret
is guaranteed over time. Requiring only the average of the arms and the number of items
assigned to each of them, this algorithm offers a low complexity and allows the user to obtain
a choice quickly. In [6], reader can found more details about properties of Ucb strategy.
Variants of the Ucb algorithm have been proposed to improve the theoretical bound in
[1, 15, 16].
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3.1.2 Limit of Ucb strategy. TheUcb algorithm is really efficient when the actual distribution
of rewards is Gaussian, assumption which can be checked retrospectively using a static
allocation. Unfortunately, experiments have shown that this assumption is rarely validated.
In fact, the upper bound is not reliable. Consequently, Ucb requires more items to find 𝑎*.
Moreover, if the reward can present extreme values, the convergence can be very long. But,
it is proved that the UCB finally find 𝑎*. And so, Despite these imperfections, as Ucb focus
on the reward average that leads to a low complexity and as it is generally well understood
by the user of an A/B test, it globally responds to the problems of interpretability and
limited computation time.
The remain problem is that 𝑎* can be not respond to the objective of the A/B test (find
which and for whom, as quickly as possible, is the best variation). Indeed, suppose that it
exists two sub-groups of items having different responses to the test. For instance, in the
medical field, an alternative treatment may be efficient for the elderly and not for young
people. In marketing, a page can be optimal only for smartphone users. In this case, the
𝜈𝑎 is very far from a Gaussian distribution. Thus, recent approaches assume that 𝜈𝑎 is a
mixture of Gaussian especially in contextual-based strategies. The idea of the contextual
strategy (presented below) is that reward 𝑋𝑐𝑡,𝐴𝑡 depends of both arm assigned and item’s
characteristics (covariates).
3.2 Contextual Strategy
Contextual approaches assume that it exists sub-groups of items presenting each a different
reward distribution. But, experiments show that it can be difficult to define such groups.
Asking the user to define them is often unproductive, as he/she often does not have a clear
vision of these different groups. To overcome this problem, it is assumed that there are
unknown a priori link between on one hand, the context of the items (i.e., the characteristic
vectors describing the items [47]) and the groups and on the other hand, the groups and the
averages of the rewards obtained. To fit this link, two approaches can be considered:
∙ In contextual bandit, this link is modelled by a unique regression function: the groups
and their associated average rewards are directly set by the bandit during the test (see
Section 3.2.1).
∙ In two step-based approaches, the groups are set using a preprocessing step to the
A/B test (see Section 3.2.2).
3.2.1 Contextual bandits. In this approach, rewards are supposed generated from a unknown
function depending on the items covariates (characteristics) and the arm chosen. The
objective is to fit this function during the test. Consequently, assumptions are made about
the type of function, such as linearity property. Some methods like Lin-Ucb are based on
this idea.
In bandits based on linear regression, the arms’ parameters are mostly calculated by a
matrix inversion, which can be very time consuming regarding to the number of item’s
covariates 𝑑 [27]. These approaches have shown their theoretical and practical performances
in reducing cumulative regrets [5]. In particular the Lin-Ucb algorithm is one of the most
popular of such methods due to its performance and interpretability. Figure 2 shows the
cumulative regret over time 𝑡 with simulated data generated with a linear reward function.
From this figure, one can see that the Lin-Ucb algorithm outperforms the Thompson
Sampling, uniform and Ucb ones.
If the linearity assumption is not established, some techniques coming from statistics
has been proposed. In [12] authors proposes a method based on Generalized Linear Model
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Fig. 2. Cumulative regret of four linear regret-based bandit algorithms on simulated data
(GLM), called GLM-UCB. This method allows to consider a wider class of problems, and in
particular cases where the rewards are counts or binary variables using, respectively, Poisson
or logistic regression. Like Lin-Ucb, GLM-UCB requires an matrix inversion and can be
very costly in terms of time response.
Recently, bandit algorithm based on tree regression was proposed with BanditForest
algorithm [14]. This algorithm uniformly assigns visitors to each arm until a tree forest
models the link function. This random forest is built with the joint distribution of contexts
and rewards. Thus, all past observations (context and rewards) are stored. The uniformly
assignment leads to excessive selection of sub optimal arms, causing the algorithm’s perfor-
mance suffers. Moreover, the main limitation of the algorithm is that it depends on four
parameters requiring strong domain expertise to be set: two parameters directly influence
the level of exploration, one controls the depth of the trees, and one determines the number
of trees in the forest [10]. In [10, 11, 13] the authors propose the tree bootstrap algorithm,
based on the similar approach but which requires no parameters and which automatically
chooses the depth in the trees. However, these algorithm only considers binary rewards,
which strongly limits its use.
The kernelized stochastic contextual bandit Kernel-Ucb [45] provides a non linear
modelization of the link reward function (like GLM-UCB). It use a reproducing kernel
Hilbert space (RKHS). Unfortunately, Kernel-Ucb requires a long latency to provide a
choice.
Moreover, in addition to having to make assumptions (e.g., Gaussian distribution, binary
reward . . . )) to remain understandable and implementable, these methods suffer from many
drawbacks identified in the literature:
∙ In [46] the authors explain that dynamic allocation does not provide more benefit
than a frequentist allocation when the assumptions (e.g., linear dependence between
characteristics and reward, independence between items, ...) have not been fulfilled.
∙ The choices made by the algorithm are not explicit (black box). While understanding
choices is not always necessary in a recommendation system, it is important for A/B
test as the user seeks to understand why and for whom one variation is better than
another.
∙ These methods often require large data set.
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∙ The CPU or memory resources required to carry out such algorithms can be significant,
especially since the differences between the versions is small.
3.2.2 Two step-based approaches . In the approach, it is assumed that it exists some
natural groups presenting each a Gaussian reward distribution and that these groups can be
determinated before the A/B test itself. The idea is to build these groups a priori. Then,
when a new item is submitted to the system, it classes it first into a group. The assignment
to an arm is only done after and taking into an account the group the item belongs to.
In [30], the authors propose the Single-K-UCB method and show that if groups are well
defined, the cumulative regret early converges asymptotically and the average regret falls
significantly. Indeed, intuitively, the cumulative regret is in this case, bounded by the sum of
the cumulative gaps between best arm and sub-optimal arms for each group (which is higher
than a gap on a non informative strategy). Authors assumes that reward distributions are
clustered and the clusters are determined by some latent variables. They assume that there
is a surjective function 𝑓 which to links each item (with a 𝑐𝑡 context) to a group 𝑘 such
as: 𝑓 (𝑐𝑡) = 𝑘 such that the reward distribution of a 𝑘 group applied to an arm 𝑎 : 𝜈𝑎,𝑓 (𝑐) is
𝜎-Gaussian (where 𝜎2 is the variance, known). Unfortunately, they do not specify how to
identify the 𝑓 function and how to obtain different relevant groups. They only studied the
problem in a context-free setting, and a very weak performance guarantee is provided when
the reward distribution is unknown in those clusters [34].
To address this problem, we propose a new method called Ctree-Ucb which is detailed
in the next section.
4 CTREE-UCB: A CONTEXTUAL APPROACH TO A/B TEST
Our contribution aims at addressing constraints and needs experienced by users in real-world
applications. Thus, in the first instance, we address cases where the system must respond in
a time the shorter as possible (ideally in real-time): for instance, the delay of respond must
be lower than the usual display time of a webpage. In the second instance, we consider that
the items submitted to the system can be very heterogeneous but clusterisable according to
a given criterion. Finally, we want to ensure that the results of the exploration phase are
understandable, and possibly reusable, by the user.
In this context, we propose an approach that consists of defining groups based on the
covariates (i.e., characteristics or features) of the items, each of these groups having the
most homogeneous population as possible. The main idea is that in a such group, the items
have a similar behavior regarding to the proposed version and thus that the distribution of
groups’ rewards can be modelled by a Gaussian distribution. Thus, each of these groups can
be supported by a non-contextual bandit. The general procedure is that each time a new
item is presented to the system, it is automatically assigned to a group according its own
covariates and then, through the associated bandit, an alternative is assigned to it. As the
complexity of this type of bandit is low, this ensure a satisfactory response time.
In summary, the proposed method Ctree-Ucb consists of two main steps:
∙ an offline process for creating groups.
∙ an online A/B test.
4.1 Groups identification
To construct these groups, we suppose that there are information describing performance of
the existing version i.e., a database (referred here as ℒ𝑛: ℒ) which contains, for each item,
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its context and the reward (conversion, number of clicks, survival, . . . ) produced on this
"original" version.
Thus, if the test to be carried out concerns the same type of reward and on a variation of
the original version (referred here as the arm 𝐴), using this information to build groups can
only be beneficial. To do that, a model can be learned using learning and validation sets
extracted from ℒ𝑛. This model is then used it to predict the group a new item belongs to
according to its context.
A lot of supervised methods exist to produce such model.
For instance, The decision trees-based algorithms likeC4.5 [35] orC.A.R.T. [4] have shown
their effectiveness in finding such homogeneous groups according a numeric/binary rewards
using an entropy measurement (C4.5) or with the Gini index (C.A.R.T.). Unfortunately,
they present two fundamental issues: an over-fitting and selection bias towards continuous
covariates [39]. In the same way, conditional inference trees approches have shown their
robustness compared to these previous algorithms [31]. Moreover these trees have a high
level of stability and robustness [29, 41]. More details will be given in the section 4.2. In
fact, this approach seems very interesting because the pre-process of group construction at
an A/B test and our method Ctree-Ucb based on its has shown good performance.
Moreover, we want the groups to be relevant for the user: they should be both fairly
general (and therefore in small numbers) but nevertheless specific enough to provide real
information to the user. However, too many groups slow down the exploration phase because
too many items will be required to learn on each groups.
4.2 Ctree-UCB process
The global scheme of our framework is given by Fig.3.
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Fig. 3. Ctree-Ucb: a contextual approach to A/B test
4.2.1 Step 1. In the this first step, performed offline, a conditional inference tree algorithm
(for instance the one described in [21, 22, 40]) called CTREE (Algo. 2) is applied to a
learning data set (refered here as ℒ𝑛) of 𝑛 items to identify homogeneous groups. It consists in
initially creating one group containing all the items. This group is associated to the root node
of the tree. Then, an recursive divisive process is applied from this node. An independence
hypothesis 𝐻0 between each 𝑗 ∈ {1, . . . , 𝑑} covariate and the reward distribution is evaluated
for all the items of the associated group. Then:
∙ If the hypothesis can be rejected, the group is split into two subgroups using the
covariate 𝑗* with the highest correlation with the reward, according to the value of
ACM Trans. Interact. Intell. Syst., Vol. , No. , Article . Publication date: 2019.
12 Claeys et al.
this covariate that maximizes the difference in distribution between two groups. The
algorithm is recursively applied on two new nodes associated to the two subgroups.
∙ If the hypothesis cannot be rejected, 𝐻0, at the predetermined risk level 𝜖, for any
covariate, the recursion stops.
To verify the correlation hypothesis, numerous tests exist in the literature (for example
A.N.O.V.A., Spearman test, Wilcoxon Man Witney, Chi2 . . . [21, 40] ). At the instantiation
of the Ctree-Ucb scheme, such correlation tests must be defined according to the covariate
types (continuous, binary, categorical . . . ) and reward type (continuous or binary) [23].
The conditional inference tree do not require a pruning process, which leads to avoid
the overfitting. Moreover, the selection of the value to split in is based on the univariate
p-values avoiding a variable selection bias towards caracteristics with many possible split
value. If a statistically significant observation may have actually arisen by "chance" because
of the size of the parameter space to be searched, a Bonneferoni correction can be apply
[9]. However, tests integrating categorial covariates can require very long computation time
when a Bonferroni correction is applied [20]. To reduce this time, it is possible to use a
Bonferroni correction by the Monte Carlo method [32]. Such a correction includes a random
part, which varies the tree structure.
At the end of Step 1, groups are described by a reward average and defined by one or
more covariates. Using these information, a predictive function 𝑓 is defined which link to
each new item to a group.
This function actually predicts a group 𝑘 defined by an expected reward according with
𝐴.
Thus, this function 𝑓 can be also considered as a non-linear regression function.
Algorithm 2 CTREE algorithm
Require: ∙ 𝜖 ∈]0, 1[
∙ A dataset of covariates 𝑌 and response 𝑋.
∙ An influence function ℎ depending on the scale of 𝑋.
∙ An appropriate function 𝑔𝑗 , which depends on the scale of the covariate 𝑌𝑗
1: Calculate the the test statistics 𝑠𝑗0 for the observed data
2: Permute the observation in the node
3: Calculate 𝑠 for all permutations
4: Calculate the p-values (number of test statistics 𝑠, where |𝑠| > |𝑠0|)
5: Correct p-values for multiples testing
6: if 𝐻0 not rejected (p-value > 𝜖 for all 𝑌𝑗) then
7: return
8: else
9: Select covariate 𝑌 *𝑗 with the strongest association (smallest p-value)
10: Search best split for 𝑌 *𝑗 (maximize test statistic 𝑠) and partition data
11: Apply CTREE for both of the new partitions
Output: An hierarchical partitioning
This regression is based on method described in [22] using the test statistic T which
is derived from [40]. Appendix B gives more details about this method. This function is
used during the A/B test (Step 2). As the step 1 is done offline, it does not delay the
computational time of Ctree-Ucb.
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Fig. 4 shows an example of obtained regression tree.
4.2.2 Step 2. The second step of section consist in the A/B test itself (online). It consists
in associating a Ucb bandit to each subgroup to identify the best arms to this group. So,
each time a new item is submitted, the 𝑓 function decides the group the item belongs to.
Then the associated Ucb bandit assigns the item to a arm.As the bandits are independent,
each of them can stops the exploration phase at any time and switch to the exploitation
mode. The test can then end either when all the bandits are in exploitation mode, or after a
given number of items, or a predefined duration. Algor. 3 refers Ctree-Ucb method.
In Appendix C the reader can find more details about theoretical guarantees of Ctree-
Ucb.
Algorithm 3 Ctree-Ucb algorithm
Require: 𝛼 > 0,L𝑛,𝜖 ∈ [0, 1],
1: Generate with ℒ𝑛 a conditional inference tree model : 𝑓 with an 𝜖 accepted error by
CTREE algorithm.
2: loop
3: 𝑐𝑡 ← a new item with a vector 𝑌𝑡 of covariates
4: Assign 𝑐𝑡 to group 𝑘 such as 𝑓 (𝑐𝑡) = 𝑘
5: if 𝑇𝑎,𝑘 (𝑡) = 0 then
6: 𝐴𝑡,𝑘 = 𝑎
7: else
8: 𝐴𝑡,𝑘 = argmax𝑎∈𝒜 {?^?𝑎,𝑘,𝑡 + 𝛼
√︂
2*𝑙𝑜𝑔(
∑︀
𝑎∈𝒜 𝑇𝑎,𝑘 (𝑡))
𝑇𝑎,𝑘 (𝑡)
}
9: Assign arm 𝐴𝑡,𝑦 to 𝑐𝑡
10: 𝑋𝑐𝑡,𝐴𝑡,𝑘 ← the arm 𝐴𝑡,𝑘 reward
11: Update ?^?𝐴𝑡,𝑘 and 𝑇𝐴𝑡,𝑘 (𝑡)
Output: A sequence of arm choices and rewards for each group 𝑘
4.3 Example on simulated data
Observations made on the data collected via A/B tests indicated that some of the link
functions between the rewards and the covariate can be modelled by a continuous function
per part. For example, the link between the price of a product and the quantity purchased.
If the site offers one item for every 3 items purchased, the linear modelling between the
covariate (quantity of item) and the reward no longer holds. In the medical field, if a
treatment is effective for young children and elderly people, but not deficient for adults,
linear modelling does not work either. However, by using a pairwise function, such cases
can be represented. In such a function, the link is linear only over an interval of values
taken by the covariate. When the link function between a covariate and a reward is linear or
continuous per part, the above-mentioned bandit methods have an increasing cumulative
regret. To validate our method, we first propose to simulate data from a pairwise function
(2000 covariate 𝑥 and 2000 rewards) and compare the results between Ctree-Ucb, Lin-Ucb,
Ucb and uniform (see Appendix C.3 for more details).
4.3.1 Offline step. We set 30% of the data at ℒ𝑛 (so the past rewards of 𝐴 are the only
ones observed), and the remaining 70% are used for the test. The regression tree correctly
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Fig. 4. Groups identification on simulated data
identifies each group where the link between the covariate and the reward is identical (each
final leaf is a group, represented by an estimated average, see Figure 4).
4.3.2 A/B test (Dynamic allocation). On the A/B test itself, a dynamic allocation is then
made for each group. Figure 5 shows the cumulativce regret over time, of different algorithms.
Figure 6 to 10 show the cumulative regret of Ctree-Ucb specific to each group. The
following section does the same comparison on real datasets.
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Fig. 5. Cumulative regret of Ctree-Ucb, Lin-Ucb, uniform and Ucb with a non linear reward
function
5 MATERIALS AND EXPERIMENTS SETTING
To evaluate the performance of Ctree-Ucb, we compare it to existing A/B methods: a global-
based bandit (Ucb), the Lin-Ucb and Kernel-Ucb bandits, as well as a uniform-based
algorithm which chooses the variations alternatively. The main criteria for this evaluation
are the cumulative and average regret. The experiments are carried out over three data sets.
The first one is from the movieLens movie database (small MovieLens, [19]) while the second
and third sets come from the company AB Tasty and correspond to an e-merchant A/B
tests.
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Fig. 8. Node 6
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Fig. 9. Node 8
0 50 100 150 200 250 300
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
Index
cu
m
u
la
tiv
e
 r
e
gr
et
 fo
r 
su
bg
ro
up
 9
Fig. 10. Node 9
Fig. 11. Cumulative regret of Ctree-Ucb for each group
All experiments are carried out using the R free open language3
5.1 Data
5.1.1 Small MovieLens data set. This dataset comes from the MovieLens public database4. It
contains movies described by 14 binary characteristics (Adventure, Action, Comedy, Drama,
Thriller, Romance, Sci-Fi . . . ) and their associated rates (from 0 to 500) given by film
reviewers.
To simulate an A/B test using this data, we define:
∙ movies as items: There are 9125 movies in the original database
∙ film reviewers as the variations: denoted by 𝐴, 𝐵, 𝐶, 𝐷 and 𝐸: the 5 reviewers.
∙ rates as the rewards: the reward of a movie 𝑐𝑡 is the rate 𝑋|𝑎, 𝑐𝑡 given by the reviewer
𝑎 ∈ {𝐴,𝐵,𝐶,𝐷,𝐸} associated to the variation. In case the film has not been rated
by this reviewer (which may appear mainly with recent films), the missing value is
evaluated by the global MovieLens average.
The objective is to obtain the best cumulative films evaluation.
5.1.2 AB Tasty datasets. These A/B tests are comparisons of a variation of a web-page with
its original state (referred here as 𝑃1 and 𝑃2, respectively).
These tests were performed in 2018 on AB Tasty’s servers for several e-merchant clients.
It consisted in using a static allocation with an equal distribution of visitors between the
two pages 𝑃1 and 𝑃2.
For each test, visitors who navigate on the tested web page (i.e., a potential customer)
are identified by an ID: the first time one visits the web page, a new visitor description (see
Tab. 2) and its associated ID are generated.
This description may vary depending on the data available to the user. Then a variation
(𝐴 or 𝐵) is allocated to it. A cookie memorizes the description, the ID and the allocated
version.
3They have been done on a Intel® Core™ i5-8250U CPU 8-processors running at 1.60GHz with 7.5 GB of
RAM on Ubuntu 17.10, 64 bits. All materials (including data, conditional tree regression framework CTREE
[23] and Ctree-Ucb) are available at: https://github.com/R-workshop-strasbourg/bandit4abtest
4These datasets change over time, last update was done in October 2016 but the version of database used in
out experiments is available at https://github.com/emmanuelleclaeys
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Each time they come back on the tested page, the same variation is shown. So, we assume
that no statistical association between visitors exist. We present the results of two A/B tests
performed on two different websites
Table 2. Item covariates of A/B Test Dataset
Type covariates (number of possible value or domain)
Integer Visits (N)
Categorial Navigator’s language (27), Navigator type (6), Device (3), Operating System (7)
All the actions of the visitors during their visits are stored. At the end of the test (i.e.,
after 𝑇 visitors) the reward is computed. According with the user’s objective, the reward
corresponds to a purchase value by the visitor during all of its visits regardeless the visit(s)
the purchase(s) have happened after the assignation. It is defined by cumulative sum if the
visitor 𝑡 has purchased on the web page.
Notations used throughout the paper. For 𝑁 variations 𝑉0, 𝑉1, . . . , 𝑉𝑁 , 𝑆𝑖 is the set of
items to which variation 𝑉𝑖 has been allocated, 𝑇𝑖 = |𝑆𝑖| and 𝑇 = 𝑇0 + 𝑇1 + · · · + 𝑇𝑁 where
|.| denotes the cardinalty of a set.
5.2 Existing methods to be compared
The performance of Ctree-Ucb is compared with four algorithms:
∙ Two algorithms with a non informative strategy which do not take into account the
item’s contexts:
– uniform which no require any parameter.
– The Ucb strategy described in Section 3.1.1.
∙ Two algorithms with a contextual strategy (see Section 3.2.1) :
– The Lin-Ucb strategy algorithm using linear reliability assumption.
– The Kernel-Ucb strategy algorithm without use of linear reliability assumption,
these policy estimate each variation’s reward as well as a kernel regression of charac-
teristics
Each algorithm will provide a sequence of choice. These sequence are compared with a
model who always chose the best variation (see section 2.2), trained with all data in the test
set, so the cumulative and average regret at the end of the A/B test (time T) is evaluated.
Note that Lin-Ucb and Kernel-Ucb require to transform categorical characteristic into
binary ones.
5.3 Experiment protocol
5.3.1 The A/B test parameters. All the algorithm (except uniform) are derived from the
standard Ucb algorithm which requires setting the confidence interval parameter defined
in Eq. 6, Section 3.1.1. To evaluate impact of the parameter on the results we have been
carried out experiments with different values of 𝛼 (from 0.25 to 2.5, values generally found
in the literature).
To limit the CPU time consumed by the Kernel-Ucb algorithm, we have limited the
numbers of items used in the kernel regression to 100.
5.3.2 A/B test simulation. The principle of simulation is to apply each algorithm on data
sets and to compare their obtained cumulative regrets. We compare the results with a
non-linear regression (CTREE) model that learns from all the data. Thus when assigning
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an item to a variation, regret is evaluated as the difference between the maximum prediction
(between all possible variations) and the prediction of the chosen one. This assessment can
be seen as a difference between conditional averages and is based on the theoretical definition
presented in section 2.
For Ctree-Ucbmethod, the offline step (see Section 5.3.3) consisting to learn a conditional
regression tree is firstly done. Then each item is submitted to this tree in order to determinate
the group it belongs to. Finally, the item is submitted to the classical UCB algorithm
associated to this group.
For each data set, we have considered each variation as a potential original variation. So,
for the Movie data set, five configurations have been tested corresponding each to a different
choice of movie rate as original variation. Indeed, since the tree is built on the original, the
choice of variation A assigns the rest of the process.
5.3.3 Ctree_ucb offline step. The Ctree-Ucb offline step which consists in defining the
item groups used in the contextual A/B test is crucial. It strongly impacts the A/B test
process. To produce these groups, we used the R conditional tree regression framework CTREE
[23] with ten-fold cross validation and different maximum error risk.
To assess this impact, we have carried out experiments with different configurations
depending the ratio between the number of items used to learn the regression tree and the
one used to simulate the A/B test
Additional notations. 𝐿 = |ℒ| where ℒ is the set used to learn the conditional regression
tree. 𝑇𝐴/𝐵 = |𝑆𝐴/𝐵 | where 𝑆𝐴/𝐵 is the set used to simulate the A/B test. 𝜖 is the error risk
parameter to CTREE
To respect the assumption that, before the A/B test, the user only knows the rewards
obtained by the original variation (referred here as 𝑉𝐴), the regression tree can only build
from the set of items 𝑆𝐴 to which variation 𝑉𝐴 has been allocated . So ℒ ⊂ 𝑆𝐴. Two
configuration have been tested:
∙ Conf30,70: ℒ = 30% of 𝑉0, 𝑆𝐴/𝐵 =
∑︀
𝑖{70% of 𝑆𝑖}
∙ Conf100,100: ℒ = 𝑉0, 𝑆𝐴/𝐵 =
∑︀
𝑖 𝑆𝑖
5.3.4 Experiment configurations. Tab. 3 summarizes all the parameters and their different
potential values.
Data set Algorithms Parameters
MovieLens Ucb, Lin-Ucb, Kernel-Ucb 𝛼 ∈{0, 0.25, 0.5, 1, 1.5, 2, 2.5}
Ctree-Ucb
𝑉𝐴 ∈ {𝑉𝑖}
AB Tasty dataset 1 Config. ∈ {Conf30,70, Conf100,100}
AB Tasty dataset 2 𝜖 ∈ {0.01, 0.05, 0.1}
𝛼 ∈ {0, 0.25, 0.5, 1, 1.5, 2, 2.5}
Table 3. Algorithm parameters
There are 441 combinations : 3× 3× 7 combinations for the 3 UCB-based algorithms and
(2× 2× 2× 3× 7) + (5× 2× 3× 7) for the Ctree-Ucb method
We report only 88 combinations in our experiments for more readability.
For each experiment, a table summarizes the cumulative and average regret of each
algorithm. The average regret allows to evaluate the evolution of the cumulative regret
compared to the set of tested items (𝑆). The best performances (cumulative regret / average)
appear in bold in these table.
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Ctree-Ucb
Lin-Ucb Kernel-Ucb Ucb uniform𝑉𝐴 : R1 𝑉𝐴 : R2 𝑉𝐴 : R3 𝑉𝐴 : R4 𝑉𝐴 : R5
Configuration 𝜖 = 0.05 𝜖 = 0.05 𝜖 = 0.05 𝜖 = 0.05 𝜖 = 0.05
Config.30,70
𝑅𝑇
E[𝑅𝑇 ]
19155
3
21628
3.39
28458
4.47
27894
4.37
19976
3.13
22378
3.50
21239
3.32
20650
3.23
22808
3.57
Config.100,100
𝑅𝑇
E[𝑅𝑇 ]
27875
3.05
34152
3.74
35679
3.91
35908
3.94
37679
4.13
68101
7.46
40848
4.48
31146
4.41
45643
5
Table 4. Influence of segmentation’s parameters on the cumulative regret 𝑅𝑇 and average regret E[𝑅𝑇 ]
with movieLens dataset (with 𝛼 = 1)
6 EXPERIMENTS
6.1 Movie data set
6.1.1 Offline step. On Fig. 12, each leaf is associated the mean and the variance of a group
(represented by a boxplot). There is 9 leafs.
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Fig. 12. Conditional inference tree on movieLens dataset (Config.30,70, 𝑉𝐴 : Reviewer 1, 𝜖 = 0.05)
6.1.2 A/B test (Dynamic allocation ). On MovieLens dataset, the last movies (with less
ratings) of the dataset gets generally the same ratings for all reviewers. That is due to
replacement of missing values by the average values. This can explain, for some movies, a
regret equal to zero whatever the variation chosen. So find the best variation with dynamic
allocation is thus difficult (see section 3.1.2). A such situation may decrease the performance
of observed bandits and the uniform algorithm gets equal performance in a such situation.
The results in terms of cumulative regret are little impacted by the value of the 𝜖 parameter,
and its impact on results are treated on the next experiments. So, for sake of readability, in
Tab. 4, we report only the classical value of the accepted risk of error, i.e. 𝜖 = 0.05. Ctree-
Ucb presents the lowest cumulative regret (in bold in Tab. 4). The Lin-Ucb algorithm
presents low performance. One of the explications could that the linearity hypothesis required
by this algorithm is not respected. Kernel-Ucb gets a cumulative regret comparable to
a frequentist allocation. One explanation can be than its require more data to make its
regression. Ctree-Ucb gets a better result with reviewer 1 (in bold) with Config.30,70 or
Config.100,100. The learning with reviewer 3 (on Config.30,70) or 5 (Config.100,100) decrease
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its performance. We suppose than they implies under or over fitting depending of the
configuration.
To obtain good results with Ctree-Ucb, whatever the parameter 𝑉0, the offline step
must be done on a population representative of the one to be tested.
However, Fig. 14 shows how 𝛼 impacts cumulative regret. Regardless the 𝛼 value, Ctree-
Ucb perform better then other methods and guarantees stable results. Opposite to other
algorithms, Kernel-Ucb performs differently according to 𝛼: Its cumulative regret seems
strongly dependent on this parameter. So choosing a sub optimal value for 𝛼 can make it
less efficient than uniform (Fig. 14).
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Fig. 13. Cumulative regret with movieLens dataset (𝑉𝐴 : R1, Conf30,70, 𝜖 = 0.05,𝛼 = 0.25)
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Fig. 14. Cumulative regret according to 𝛼 with movieLens dataset ( 𝑉𝐴 : R1, Conf30,70, 𝜖 = 0.05
6.2 AB tasty database 1
6.2.1 Offline step. The user have a clothing sales website and its objective is to increase
the value of purchase. On Fig. 15, each leaf is associated an expected reward (a purchase
value). On Config.30,70 2543 visitors are dedicated to Step 1 (learning step) and 5934 visitors
are tested (Step 2). On Config.100,100 steps 1 and 2 have 8477 visitors. There is 10 groups
identifed by the first Step. Number of past visits before see the tested page has the strongest
correlation with the purchase values. However, purchase value can increase or decrease
according to the visitor’s user agent or language.
ACM Trans. Interact. Intell. Syst., Vol. , No. , Article . Publication date: 2019.
20 Claeys et al.
Ctree-Ucb
𝑉𝐴 : 𝑃1 𝑉𝐴 : 𝑃2 Lin-Ucb Kernel-Ucb Ucb uniform
Configuration 𝜖 = 0.01 𝜖 = 0.05 𝜖 = 0.1 𝜖 = 0.01 𝜖 = 0.05 𝜖 = 0.1
Conf30,70
𝑅𝑇
E[𝑅𝑇 ]
100
1.68 * 10−2
100
1.68 * 10−2
100
1.68 * 10−2
355
5.59 * 10−2
355
5.59 * 10−2
355
5.59 * 10−2
364
6.11 * 10−2
592
9.97 * 10−2
408
6.87 * 10−2
6610
1.11
Conf100,100
𝑅𝑇
E[𝑅𝑇 ]
152
1.79 * 10−2
152
1.79 * 10−2
152
1.79 * 10−2
67
0.79 * 10−2
67
0.79 * 10−2
67
0.79 * 10−2
24
0.28 * 10−2
448
5.28 * 10−2
241
2.840.79 * 10−2
8148
0.96
Table 5. Influence of segmentation’s parameters on the cumulative regret and average with AB Tasty
dataset 1 (𝛼 = 1)
6.2.2 A/B test (Dynamic allocation). On Config.30,70, all results provided by Ctree-Ucb
(in bold) are the best. On AB tasty dataset 1, the Tabs 5 gives the cumulative regret
according to the different parameters (𝜖 and 𝑉𝐴). With all configuration the 𝜖 parameter
doesn’t modify the tree structure. However, the challenge in step 1 is to avoid overfitting
(to many groups as in Config.100,100, 𝑉_𝐴 : 𝑃_1 in Tabs. 5) or underfittig ( to less group
as in Config.30,70, 𝑉_𝐴 : 𝑃_2 in Tabs. 5). In fact, too few groups lead to performance
similar to that of a non-contextual strategy. On the other hand, too many groups slow
down the exploration period, but Ctree-Ucb results remain more effective than the Ucb
Kernel-Ucb and uniform.
In this test, variation A was the best for all, therefore (see Fig 16) all bandit algorithms
have a logarithmic cumulative regret It also appears that the exploration period would be
stop early (after 2000 visitors) with our method than a frequentist approach (uniform) and
consequently save money to the user.
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Figure 15. Tree on AB Tasty dataset 1 (Config.30,70, 𝑉 _𝐴 : 𝑃_1, 𝜖 = 0.05)
6.3 A/B tasty database 2
6.3.1 Offline step. The user owns a media website, and wants to optimize the purchase
values. 800 visitors are dedicated to Step 1 (learning step) and 1865 visitors are tested (Step
2). As the previous experiment, on Fig. 18, each leaf is associated an expected reward (a
purchase value). There is 7 groups discovered in the first Step. We note that characteristics
present in the previous experience (user agent, visits) have also an influence on groups. On
the other hand, there is a new one that appears: the browser (called name). Our hypothesis
is that since the sale concerns online videos, the user’s browser is likely to influence the
visual rendition displayed.
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Fig. 16. Cumulative regret according to 𝛼 with AB Tasty dataset 1 (Conf30,70 𝑉𝐴 = 𝑃1,𝜖 = 0.05)
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Fig. 17. Cumulative regret according to 𝛼 with AB Tasty dataset 1 ( 𝑉𝐴 : 𝑃1, Conf30,70, 𝜖 = 0.05 )
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Fig. 18. Tree on abtasty dataset 2 (Config.100,100, 𝑉𝐴 : 𝑃1, 𝜖 = 0.05)
6.3.2 A/B test (Dynamic allocation). Tabs 6 gives the cumulative regret according to
the different parameters (𝜖 and 𝑉𝐴). On 𝑉𝐴 : 𝑃1, Conf30,70 the tree structure is only
slightly modified (occurrence or avoidance of one/two groups maximum). On Conf100,100
with all configuration the 𝜖 parameter dosen’t modify the tree structure, see Figure 20.
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However, according to 𝑉𝐴 = 𝑃1 Ctree-Ucb gets the best results whatever the configuration.
Nevertheless, on 𝑉𝐴 = 𝑃2, best results will given by Lin-Ucb. Fig 19 gives the gives the
cumulative regret according to 𝛼 and spots the robust performance of Ctree-Ucb
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Fig. 19. Cumulative regret according to 𝛼 with AB Tasty dataset 2 ( 𝑉𝐴 : 𝑃1, Conf30,70, 𝜖 = 0.05 )
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Fig. 20. Cumulative regret with A/B tasty dataset 2 (Conf100,100 𝑉𝐴 = 𝑃1,𝜖 = 0.05,𝛼 = 1)
Ctree-Ucb
𝑉𝐴 : 𝑃1 𝑉𝐴 : 𝑃2 Lin-Ucb Kernel-Ucb Ucb uniform
Configuration 𝜖 = 0.01 𝜖 = 0.05 𝜖 = 0.1 𝜖 = 0.01 𝜖 = 0.05 𝜖 = 0.1
Conf30,70
𝑅𝑇
E[𝑅𝑇 ]
1251
0.67
1263
0.67
1265
0.67
3110
1.67
3110
1.67
3110
1.67
3092
1.67
4469
2.40
4284
2.30
4279
2.30
Conf100,100
𝑅𝑇
E[𝑅𝑇 ]
1994
0.75
1994
0.75
1994
0.75
3843
1.44
3843
1.44
3843
1.44
2457
0.92
7007
2.63
6114
2.30
6862
2.57
Table 6. Influence of segmentation’s parameters on the cumulative regret and average with ab tasty
dataset 2. (𝛼 = 1)
Groups analysis. The cumulative regret of Ctree-Ucb (see Fig. 20) is the sum of the
cumulative regret of each group, we propose a more detailed analysis of Ctree-Ucb results
by observing the cumulative regret of the 7 subgroups. The parameters of Ctree-Ucb are:
(Conf100,100 𝑉𝐴 = 𝑃1,𝜖 = 0.05,𝛼 = 1)
Note that the group names in Fig. 21 refer to the id of the leaf in the tree and not the
n-th group.
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∙ Figures 21b, 21c and 21e shows the cumulative regret of Group #5, Group #7 and
Group #11. In theses figures, the cumulative regret converges asymptotically. For
example in Group #7, the first half of the visitors tested produced 100% of the total
cumulative regret. For the last visitors their regret is always equal to zero. This result
shows for these groups, that Ctree-Ucb ends the exploitation in an optimal way.
This also suggests that these groups are homogeneous (see section 3.1.2).
∙ Figures 21a, 21f and 21g shows groups’ cumulative regret, almost equal throughout
the A/B test. Only few visitors belonging to this group were impacted by the A/B
test. These results shows that Ctree-Ucb separate unaffected visitors correctly, see
section 5.1.2).
∙ Figure 21d shows a case where the cumulative regret grows almost linearly throughout
the A/B test. For this group, the variation chosen for exploration require time or is not
the best for all visitors. There are different reasons may explain this: the gap between
variations’ average is really small, learning from the original page did not correctly
identify all possible groups existing in the test dataset, or the characteristics used are
not sufficient to give a reliable average for this group.
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Fig. 21. Cumulative regret for some groups with AB tasty Database (Conf100,100 𝑉𝐴 = 𝑃1,𝜖 = 0.05,
𝛼 = 1)
Time response. When the user requires a fast response time (for example for an A/B test
that chooses between two web pages, for each visitor the algorithm must give a choice in
less than a half millisecond)
The step one of Ctree-Ucb is computed before the ab test (offline), the user has the
time to compute it. thus, time allocated to step one is therefore not considered. Only
the computation time required for dynamic allocation, i.e. step 2 (online), is considered.
We report at Tab.7 a computation time required for Ctree-Ucb and compared it with
Lin-Ucb, Kernel-Ucb and Ucb on Config.100,100. We also include the longest calculation
time among all groups (max group). As the visitor groups are tested separately, it is possible
to distribute the computation time.
After several experiences, the response time per visitor for Ctree-Ucb is always less
than one millisecond. Kernel-Ucb, on the other hand, requires the longest computation
time. This is mainly due to the regression calculation of the kernel. However, Lin-Ucb and
Kernel-Ucb time response increases with the number of covariates 𝑑. Ctree-Ucb has a
short execution time and respects the response time required. .
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Ctree-Ucb Lin-Ucb Kernel-Ucb Ucb
Total time execution (second) 0.504 (max group : 0.226 ) 0.622 16.013 0.096
Time execution by visitor (millisecond) 0.18 (max group: 0.08) 0.23 6 0.03
Table 7. Total time calculation of each algorithm (Config.100,100) on A/B Tasty dataset 2
7 DISCUSSION
Our experiences have indicated that Ctree-Ucb responds to different A/B test issues. Our
results includes continuous or categorical characteristics, continuous reward and a number of
possible variations higher than two (A/B/C/. . . ). It shows the performance of Ctree-Ucb
for different types of tests.
Ctree-Ucb requires 3 parameters : Conf., 𝑉𝐴, 𝜖 and 𝛼. Our experiences conclude that:
∙ A partial dataset (Conf30,70) for step one is sufficient to obtain results comparable to
the total dataset (Conf100,100).
∙ By considering different original variation 𝑉𝐴, the results of Ctree-Ucb may be
different. However, Ctree-Ucb remain good compared to result of Lin-Ucb, Kernel-
Ucb and Ucb.
∙ 𝜖 parameter (associated with the accepted risk in the inference tree) get a lower
influence on its result. A 0.05 default value can be set
∙ an incorrect 𝛼 value can lead to a degradation of Ucb performance while Ctree-Ucb
is less sensitive to the alpha parameter.
The quality result from Ucb and Lin-Ucb are very different according to data type.
These algorithm can be equivalent than uniform when their assumptions (like linearity,
. . . ) are not verified, or when the 𝛼 value is not optimal.
Kernel-Ucb is difficult to use in practice. As Cesa-Bianch et al. [8] said "In particular,
when the number of kernel evaluations is bounded, there are cases where no algorithm
attains performance better than a trivial sub-sampling strategy, where most of the data
is thrown away. Also, no algorithm can work well when the regularization parameter is
sufficiently small or the norm constraint is sufficiently large."
On the other hand, furthermore, with AB Tasty’s datasets, Ctree-Ucb gets the best
results. Theses datasets corresponds to our main objective, the other one are mainly there
to provide results on public datasets.
8 CONCLUSION
We presented a new contextual algorithm Ctree-Ucb and compared it to synthetic and
real data. Ctree-Ucb gets a cumulative regret comparable to the best performance of other
state of the heart algorithms. We showed that Ctree-Ucb provides good results whatever
parameters are chosen and that a default setting is enough to obtain reliable results. We have
also shown that the computation time required for Ctree-Ucb allows its integration in an
industrial environment where a fast response time is necessary. Moreover, experiments have
shown that the conditional inference tree is a powerful method for achieving group definition,
leading to a decrease in cumulative/average regret. In practice, integrating Ctree-Ucb on
an A/B test platform for e-commerce websites has presented the following advantages:
∙ Conditional inference trees are easily interpretable by a user (usually a marketing
expert), which allows them to make assumptions for each group. The user identifies
"personas": i.e. a type of visitor. This makes it easier to imagine variations.
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∙ Conditional inference trees manage categorical data well and this is what is most
common on the web in practice. These characteristics can be provided by the visitor
(device, browser, etc...) or supplemented by external services (such as Data Management
Platform) that provides "marketing" information (focus, gender, age category, etc...).
Unlike comparative methods, it’s not required to transform categorical data into binary
one.
∙ Creating the tree on data from the original variation is reassuring for the user. There
is no feeling of risk since it is the original variation, already in production, that is
used. The variation (feared, for fear of losing money) will only be evaluated in a bandit
context.
∙ Sometimes the variation changes are minor; in practice, the test will have an impact
only on a few groups. Isolation of items producing so-called "extreme" or no possible
rewards in a group. Like a robot that generates many clicks or no purchase . . . Such
items can disrupt the exploration period. In fact, our method isolates extreme cases,
limiting their negative impact on the whole experience. As the opposite a Lin-Ucb
are strongly impacted by extreme values.
∙ The pre-process selection of characteristics correlated to the response excludes those
that are of no interest. Then we also use a non-linear regression approach before the
test. This is a trade-off between approaches that learn from scratch but can increase
regret and a global approach that limits the interpretation of the A/B test (only one
best variation is considered). That leads to a regret decreasing over the test.
∙ The group construction, performed offline, allows to obtain a response time comparable
to a non-contextual method and can be decreased with a distributed computing (like
one group per server). Thus, Ctree-Ucb has a very low response time compared to
traditional contextual methods. It can be implemented for an A/B e-marketing test or
any use case where the user needs a fast response.
The generation of groups by a conditional inference tree is based on statistical tests that
accept missing values. Missing data can happen in many practical cases and the use of
Ctree-Ucb is a solution to such situations.On the other hand, Ctree-Ucb does not require
a large number of items to learn, e.g., in small ( 30 items) to moderately sized samples
( 100k items), conditional inference trees ensure that the right-sized tree is grown without
additional (post-)pruning or cross-validation.
The good performance of Ctree-Ucb at identifying groups with different original variation
suggests a correlation between the distribution of variations. In practice, most of the times,
the changes provided by a variation are limited. So we can create groups on variation A and
assume that they are similar on variation B.
Our experiment on partial data (first 30%) or on the all dataset shows that the groups
are persistent over the time. Moreover, groups identification can help guide the user on the
composition of the test itself. If the test was irrelevant for a group, another test can be done,
more specific.
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A UCB ALGORITHM
Algorithm 4 Ucb algorithm
Require: 𝛼 > 0
Require: Assign at least one item to each arm 𝑎
1: loop
2: 𝑐𝑡 ← a new item
3: 𝐴𝑡 = argmax𝑎∈𝒜 {?^?𝑎,𝑡 + 𝛼
√︁
2*𝑙𝑜𝑔(𝑡)
𝑇𝑎 (𝑡)
}
4: Assign arm 𝐴𝑡 to 𝑐𝑡
5: 𝑋𝑐𝑡,𝐴𝑡 ← the arm 𝐴𝑡 reward
6: Update ?^?𝐴𝑡 and 𝑇𝐴𝑡 (𝑡)
Output: A sequence of arm choices and rewards
B TEST STATISTIC
Ctree-Ucb receives a set of 𝑑-dimensional covariates vector 𝑌 and associated responses
𝑋. The 𝑓 regression predicts an average representing a single group 𝑘. It is assumed that
the conditional mean of the response 𝑋 is related to the linear function of 𝑌 through a link
function ℎ where ℎ{𝐸 (𝑋|𝑌, I{𝑓 (𝑌 ) = 𝑘})} = 𝛼𝑘 + 𝛽⊤𝑘 𝑌 , with I{𝑓 (𝑌 ) = 𝑘}, the membership
variable that returns one if the item belongs to the 𝑘-th group and zero otherwise.
Theorem B.1 (Horthon et al, (2006)).
T𝑗 (ℒ𝑛, 𝑤) = vec
(︀ 𝑛∑︁
𝑖=1
𝑤𝑖𝑔𝑖 (𝑌𝑖𝑗ℎ(𝑋𝑖, (𝑋1, ..., 𝑋𝑛))
⊤)︀ ∈ R
The core of the test statistic can be a matrix. In that case, vec() operator vectorize the
matrix. Observation with are not in the current partition will get the weight 𝑤 = 0 and
otherwise 𝑤 = 1. 𝑔𝑗 is a transformation of the 𝑗− 𝑡ℎ covariate 𝑌𝑗 . ℎ is the influence function:
transformation of the response 𝑋. The function ℎ and 𝑔𝑗 stays the same for each partition,
so it is enough to choose them once before the first split.
Conditional expectation 𝜇𝑗 ∈ R and and covariance Σ𝑗 ∈ R of the T𝑗 under 𝐻0 given all
permutations 𝜎 ∈ 𝑆 (ℒ𝑛, 𝑤) of the responses are also derived by the framework from [40]:
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𝑛node =
𝑛∑︁
𝑖=1
𝑤𝑖
𝜇𝑗 = E(T𝑗 (ℒ𝑛, 𝑤)|𝑆 (ℒ𝑛, 𝑤)) = vec
(︀(︀ 𝑛∑︁
𝑖=1
𝑤𝑖𝑔𝑖 (𝑌𝑗𝑖)
)︀
E[ℎ|𝑆 (ℒ𝑛, 𝑤)]⊤
)︀
Σ𝑗 = V(T𝑗 (ℒ𝑛, 𝑤)|𝑆 (ℒ𝑛, 𝑤))
=
𝑛node
𝑛node − 1V[ℎ|𝑆 (ℒ𝑛, 𝑤)]⊗
(︀ 𝑛∑︁
𝑖=1
𝑤𝑖𝑔𝑖 (𝑌𝑗𝑖) ⊗ 𝑤𝑖𝑔𝑖 (𝑌𝑗𝑖)⊤
)︀
− 𝑛node
𝑛node − 1V[ℎ|𝑆 (ℒ𝑛, 𝑤)]⊗
(︀ 𝑛∑︁
𝑖=1
𝑤𝑖𝑔𝑖 (𝑌𝑗𝑖)
)︀⊗ (︀𝑤𝑖𝑔𝑖 (𝑌𝑗𝑖)⊤)︀
E(ℎ|𝑆 (ℒ𝑛, 𝑤)) = 𝑛−1node
𝑛∑︁
𝑖=1
𝑤𝑖ℎ(𝑋𝑖, 𝑋1 . . . 𝑋𝑛)) ∈ R𝑞
V(ℎ|𝑆 (ℒ𝑛, 𝑤)) = 𝑛−1node
𝑛∑︁
𝑖=1
𝑤𝑖 (ℎ(𝑋𝑖, (𝑋1 . . . 𝑋𝑛)) − E(ℎ|𝑆 (ℒ𝑛, 𝑤))) (ℎ(𝑋𝑖, (𝑋1 . . . 𝑋𝑛))−
E(ℎ|𝑆 (ℒ𝑛, 𝑤)))⊤
C THEORICAL BOUND OF CTREE-UCB
C.1 Variance reduction in Step 1
We firstly set a continuous regression model in step 1, where both the response 𝑋 and
the covariates 𝑌𝑗 (where 𝑗 = 1, ..., 𝑑) are measured on a numeric scale. We define 𝑛 as the
total size of observations. We assumes for simplicity than the influence function ℎ and the
transformation function 𝑔𝑗 is the identity function, which means the variable will not be
transformed at all. Thus ℎ = 𝑋𝑖 and 𝑔𝑗 = 𝑌𝑗 . The formulation
∑︀
𝑖∈node means sum over
all observation in the partition. This is the same as the sum over all observations with
additional weights, because only observation in the current node have weight 𝑤 = 1 the
other have weights 𝑤 = 0. This yields following the standardized test statistic:
T𝑗 (ℒ𝑛, 𝑤) =
𝑛∑︁
𝑖=1
𝑤𝑖𝑋𝑗,𝑖𝑌𝑖 =
∑︁
𝑖∈node
𝑋𝑗,𝑖𝑌𝑖
𝑛node :=
∑︀𝑛
𝑖=1 𝑤𝑖 is the number of observation in a node. ?^?node is the mean of in node node.
𝑌𝑗,node is the mean of 𝑌𝑗 in a node.
(Σ)𝑙𝑙 is the 𝑙-th diagonal entry of the co-variance matrix. Univariate test statistics 𝑠
mapping an observed multivariate linear statistic t ∈ R𝑑 into the real line. It can be done by
the maximum of the absolute values of the standardized linear statistics:
𝑠max(t,𝜇,Σ) = max
𝑙=1,...,𝑑
| (t− 𝜇)𝑙√︀
(Σ)𝑙𝑙
| = | t− 𝜇√
Σ
|
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𝜇𝑗 =
(︀ 𝑛∑︁
𝑖=1
𝑤𝑖𝑌𝑗𝑖
)︀
E𝑛𝑜𝑑𝑒[ℎ] = 𝑛𝑛𝑜𝑑𝑒𝑌𝑗,𝑛𝑜𝑑𝑒?^?𝑛𝑜𝑑𝑒
Σ =
𝑛𝑛𝑜𝑑𝑒
𝑛𝑛𝑜𝑑𝑒 − 1V𝑛𝑜𝑑𝑒 (ℎ)
𝑛∑︁
𝑖=1
𝑤𝑖𝑌
2
𝑗𝑖 −
1
𝑛𝑛𝑜𝑑𝑒 − 1V𝑛𝑜𝑑𝑒 (ℎ)𝑛
2
𝑛𝑜𝑑𝑒𝑌
2
𝑗,𝑛𝑜𝑑𝑒
=
1
𝑛𝑛𝑜𝑑𝑒 − 1
∑︁
𝑖∈𝑛𝑜𝑑𝑒
(𝑋𝑖 − ?^?𝑛𝑜𝑑𝑒)2
𝑛∑︁
𝑖=1
𝑌 2𝑗𝑖
− 1
𝑛𝑛𝑜𝑑𝑒 − 1
1
𝑛𝑛𝑜𝑑𝑒
∑︁
𝑖∈𝑛𝑜𝑑𝑒
(𝑋𝑖 − ?^?𝑛𝑜𝑑𝑒)2𝑛2node𝑌 2𝑗,node
=
1
𝑛𝑛𝑜𝑑𝑒 − 1
∑︁
𝑖∈𝑛𝑜𝑑𝑒
(𝑋𝑖 − ?^?𝑛𝑜𝑑𝑒)2) (
∑︁
𝑖∈𝑛𝑜𝑑𝑒
𝑌 2𝑗,𝑖 − 𝑛node𝑌 2𝑗,𝑛𝑜𝑑𝑒)
=
1
𝑛𝑛𝑜𝑑𝑒 − 1 (
∑︁
𝑖∈𝑛𝑜𝑑𝑒
(𝑋𝑖 − ?^?𝑛𝑜𝑑𝑒)2) (
∑︁
𝑖∈𝑛𝑜𝑑𝑒
(𝑌𝑗,𝑖 − 𝑌𝑗,𝑖)2))
Therefore:
𝑠 ∝
⃒⃒⃒ ∑︀
𝑖∈𝑛𝑜𝑑𝑒 𝑌𝑗𝑖𝑋𝑖 − 𝑛𝑛𝑜𝑑𝑒𝑌𝑗,𝑛𝑜𝑑𝑒?^?𝑛𝑜𝑑𝑒√︁
(
∑︀
𝑖∈𝑛𝑜𝑑𝑒 (𝑋𝑖,𝑗 − ?^?𝑛𝑜𝑑𝑒)2) (
∑︀
𝑖∈𝑛𝑜𝑑𝑒 (𝑌𝑖,𝑗 − 𝑌𝑗,𝑛𝑜𝑑𝑒)2)
⃒⃒⃒
(9)
The linear test statistic is proportional the the linear coefficient of correlation. The next
step is to calculate the test statistics (correlation coefficient multiplied by a constant). This
will be done with permutation test where if coefficient in eq 9 is very extreme compare to
coefficients from randomized permutations, the p-value will be very low.
The splitting critriea is the value where a partition 𝐸 or 𝐸 is made (inferior or equal for
numerical covariates, a set for categorical covariates) with selected covariate 𝑗*. It leads to
two different set of 𝑛𝐸 (resp: 𝑛𝐸) items for partition 𝐸 (resp: 𝐸). The statistics used to find
the best split is the following:
T𝐸𝑗* (ℒ𝑛, 𝑤) =
𝑛∑︁
𝑖=1
𝑤𝑖I{𝑌𝑗*,𝑖 ∈ 𝐸}𝑋𝑖 =
∑︁
𝑖:𝑌𝑗*,𝑖∈𝐸
𝑋𝑖 = 𝑛𝐸𝑋𝑖
𝜇𝐸𝑗* =
𝑛∑︁
𝑖=1
𝑤𝑖I{𝑌𝑗*,𝑖 ∈ 𝐸} 1
𝑛𝑛𝑜𝑑𝑒
𝑛∑︁
𝑖=1
𝑤𝑖𝑋𝑖 = 𝑛𝐸?^?𝑛𝑜𝑑𝑒 (10)
Σ𝐸𝑗* =
𝑛𝑛𝑜𝑑𝑒
𝑛𝑛𝑜𝑑𝑒 − 1
1
𝑛𝑛𝑜𝑑𝑒
𝑛∑︁
𝑖=1
𝑤𝑖 (𝑋𝑖 − ?^?𝑛𝑜𝑑𝑒)2
𝑛∑︁
𝑖=1
𝑤𝑖I{𝑌𝑗*,𝑖 ∈ 𝐸}2 (11)
− 𝑛𝑛𝑜𝑑𝑒
𝑛𝑛𝑜𝑑𝑒 − 1
1
𝑛𝑛𝑜𝑑𝑒
𝑛∑︁
𝑖=1
𝑤𝑖 (𝑋𝑖 − ?^?𝑛𝑜𝑑𝑒)2 (
𝑛∑︁
𝑖=1
𝑤𝑖I{𝑌𝑗*,𝑖 ∈ 𝐸})2
=
1
𝑛𝑛𝑜𝑑𝑒 − 1
∑︁
𝑖∈𝑛𝑜𝑑𝑒
(𝑋𝑖 − ?^?𝑛𝑜𝑑𝑒)2𝑛𝐸 (1− 𝑛𝐸
𝑛𝑛𝑜𝑑𝑒
)
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Note that (1− 𝑛𝐸𝑛𝑛𝑜𝑑𝑒 ) is actually the probability to be assign to 𝐸. Let 𝑍 a randomized
value according to a binomial distribution such as 𝑍 ∼ ℬ(𝑛𝑛𝑜𝑑𝑒, 𝑛𝐸𝑛𝑛𝑜𝑑𝑒 )
Equation 11 can be rewritten as
Σ𝐸𝑗* =
1
𝑛𝑛𝑜𝑑𝑒 − 1
∑︁
𝑖∈𝑛𝑜𝑑𝑒
(𝑋𝑖 − ?^?𝑛𝑜𝑑𝑒)2𝑛𝑛𝑜𝑑𝑒 𝑛𝐸
𝑛𝑛𝑜𝑑𝑒
(1− 𝑛𝐸
𝑛𝑛𝑜𝑑𝑒
) (12)
= 𝜎2𝑋𝑛𝑜𝑑𝑒𝜎
2
𝑍
Thus, the standardized test statistics is:
𝑠max (t𝐸𝑗* , 𝜇𝐸𝑗* , Σ𝐸𝑗* ) = max
𝑙
| (t
𝐸 − 𝜇)𝑙√︀
(Σ)𝑙𝑙
| = 𝑛𝐸 | ?^?𝐸 − ?^?𝑛𝑜𝑑𝑒√︁
𝜎2𝑋𝑛𝑜𝑑𝑒𝜎
2
𝑍
|
C.2 Final bound
If a group of items 𝑘 have a 𝜎𝑘-subgaussian distribution of reward for a 𝑠 number of trials
with 𝑠 ≤ 𝑛 and a given 1− 𝛿 probability, the real average reward of an arm 𝑎 is bounded by:
1
𝑠
𝑠∑︁
𝑡=1
𝑋𝑎,𝑡,𝑘 ≤ 𝜇𝑎,𝑘 +
√︃
2𝜎2𝑎,𝑘 log
1
𝛿
𝑠
(13)
with traditionally 𝛿 = 1
𝑛2𝑦
[2].
We assume the case where a prediction function assign items to a group 𝑘 where it’s
reward follows a 𝜎𝑘-gaussian distribution regardless of the arm applied. The experiences in
the next section indicate that this hypothesis can be confirmed in practice. Define a reward
at time 𝑡:𝑋𝑡 = 𝑋𝐴𝑡,𝑘 and 𝑇𝐴𝑡,𝑘 (𝑡) the number of time when the arm 𝐴𝑡 in group 𝑘 have
been played. By definition of regret:
𝑅𝑛,𝑘 =
∑︁
𝑎∈𝒜
∆𝑎,𝑘E[𝑇𝑎,𝑘 (𝑛)] (14)
.
The regret increase of ∆𝑎,𝑘 when
(𝑎) U.C.B𝑎,𝑎* (𝑘, 𝑡) > 𝜇𝑎*,𝑘
(𝑏) U.C.B𝑎=𝑎* (𝑘, 𝑡) < 𝜇𝑎*,𝑘
Let’s 𝐺𝑎,𝑘 the event of (𝑎) or (𝑏) define by a constant 𝑢𝑎,𝑦:
𝐺𝑎,𝑘 = {𝜇𝑎*,𝑘 < min
𝑡∈[𝑛]
U.C.B𝑎=𝑎* (𝑘, 𝑡)} ∩ {?^?𝑎,𝑘,𝑢𝑖 + 𝜎𝑘
√︂
1
𝑢𝑎
log 1
𝛿
< 𝜇𝑎*,𝑘}
where if 𝐺𝑎,𝑘 happens, the regret converge to a finite value and so if 𝐺𝑎,𝑘 occur, then
𝑇𝑎,𝑘 (𝑛) ≤ 𝑢𝑖,𝑘. Let 𝐺𝐶𝑎,𝑘 the complementary event.
E[𝑇𝑎,𝑘 (𝑛)] = E[I{𝐺𝑎,𝑘}𝑇𝑎,𝑘 (𝑛)] + E[I{𝐺𝐶𝑎,𝑘}𝑇𝑎,𝑘 (𝑛)]
≤ 𝑢𝑎,𝑘 + P[𝐺𝐶𝑎,𝑘]𝑛
Bound of complementary event 𝐺𝐶𝑎,𝑘 is done in two parts:
𝐺𝐶𝑎,𝑘 = {𝜇𝑎*,𝑘 ≥ min
𝑡∈[𝑛]
U.C.B𝑎=𝑎* (𝑘, 𝑡)} ∪ {?^?𝑎,𝑘,𝑢𝑎 + 𝜎𝑘
√︂
2
𝑢𝑎
log 1
𝛿
≥ 𝜇𝑎*,𝑘}
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{𝜇𝑎*,𝑘 ≥ min
𝑡∈[𝑛]
U.C.B(𝑘, 𝑡)} ⊂ ∪𝑠∈[𝑛]{𝜇𝑎*,𝑘 ≥ ?^?𝑎*,𝑘,𝑠 + 𝜎𝑘
√︂
2
𝑠
log 1
𝛿
}
P[𝜇𝑎*,𝑘 ≥ min
𝑡∈[𝑛]
U.C.B𝑎=𝑎* (𝑘, 𝑡)] ≤
𝑛∑︁
𝑠=1
P[𝜇𝑎*,𝑘 ≥ ?^?𝑎*,𝑘,𝑠 + 𝜎𝑘
√︂
2
𝑠
log 1
𝛿
]
≤ 𝑛𝛿
And so P[𝐺𝐶𝑎,𝑘] ≤ 𝑛𝛿 + P[?^?𝑎,𝑘,𝑢𝑎 +
√︁
2
𝑢𝑎
log 1𝛿 ≥ 𝜇𝑎*,𝑘]. We remind that ∆𝑎,𝑘 = 𝜇𝑎*,𝑘 − 𝜇𝑎,𝑘
Assume a positive constant 𝑐 where ∆𝑎,𝑘 − 𝜎𝑘
√︁
2
𝑢𝑎
log 1𝛿 ≥ 𝑐∆𝑎,𝑘:
P[?^?𝑎,𝑘,𝑢𝑎 + 𝜎𝑘
√︂
2
𝑢𝑎
log 1
𝛿
≥ 𝜇𝑎*,𝑘] = P[?^?𝑎,𝑘,𝑢𝑎 + 𝜎𝑘
√︂
2
𝑢𝑎
log 1
𝛿
≥ ∆𝑎,𝑘 + 𝜇𝑎,𝑘] (15)
= P[?^?𝑎,𝑘,𝑢𝑎 − 𝜇𝑎,𝑘 ≥ ∆𝑎,𝑘 − 𝜎𝑘
√︂
2
𝑢𝑎
log 1
𝛿
]
≤ P[?^?𝑎,𝑘,𝑢𝑎 − 𝜇𝑎,𝑘 ≥ 𝑐∆𝑎,𝑘]
≤ exp (−𝑢𝑎𝑐
2∆2𝑎,𝑘
2𝜎2𝑘
)
The last line of the equation 15 refers to a bounded error for a random variable following a
Gaussian distribution. So P[𝐺𝐶𝑎 ] ≤ 𝑛𝛿 + exp (−
𝑢𝑎𝑐
2∆2𝑎,𝑘
2𝜎2
𝑘
). We looking for 𝑢𝑎 that satisfy:
∆𝑎,𝑘 − 𝜎𝑦
√︂
2
𝑢𝑎
log 1
𝛿
≥ 𝑐∆𝑎,𝑘
𝑢𝑎 ≥
2𝜎2𝑘 log 1𝛿
∆2𝑎,𝑘 (1− 𝑐)2
If 𝛿 = 1
𝑛2
E[𝑇𝑎,𝑘 (𝑛)] ≤
2𝜎2𝑘 log 1𝛿
∆2𝑎,𝑘 (1− 𝑐)2
+ 1 + 𝑛 exp (−𝑢𝑎𝑐
2∆2𝑎,𝑘
2𝜎2𝑘
) (16)
≤ 2𝜎
2
𝑘 log 1𝛿
∆2𝑎,𝑘 (1− 𝑐)2
+ 1 + 𝑛−1+
𝑐2
(1+𝑐)2
The function −1 + 𝑐2
(1+𝑐)2 is strictly negative and for any 𝑐 <
1
2 . The equation 16 can be re
written as
E[𝑇𝑎,𝑘 (𝑛)] ≤ 2𝜎
2
𝑘 log𝑛2
∆2𝑎,𝑘
1
2
+ 2
For any group 𝑘 the regret is bounded by:
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𝑅𝑛,𝑘 =
∑︁
𝑎∈𝒜
∆𝑎,𝑘E[𝑇𝑎,𝑘 (𝑛)]
=
∑︁
𝑎∈𝒜
16𝜎2𝑘 log𝑛2
∆𝑎,𝑘
+ 2
∑︁
𝑎∈𝒜
∆𝑎,𝑘
This finally define the cumulative regret for any group 𝑘 based on past data from 𝑎 = 𝐴 (the
original variation to improve). If the conditional inference tree define a set of 𝒦 admissible
groups where ∀𝑘 ∈ 𝒦, 𝒩 (𝜈𝑘,𝑎=𝐴, 𝜎𝑘,𝑎=𝐴) is statistically different (with an accepted risk of 𝜖)
and |𝒦| = 𝐾, the cumulative regret during the A/B test is
𝑅Ctree-Ucb𝑛 =
∑︁
𝑘∈𝒦
𝑅𝑛,𝑘 =
∑︁
𝑘∈𝒦
(
∑︁
𝑎∈𝒜
16𝜎2𝑘 log𝑛2
∆𝑎,𝑘
+ 2
∑︁
𝑎∈𝒜
∆𝑎,𝑘 )
≤ 𝐾max
𝑘∈𝒦
[𝜎2𝑘](
∑︁
𝑎∈𝒜
16 log𝑛2
∆𝑎,𝑘
+ 2
∑︁
𝑎∈𝒜
∆𝑎,𝑦 )
C.3 Simulation
We report an example of a simulation to test the performance of Ctree-Ucb under real
assumptions. For each variation (A or B), 10000 rewards are generated by the following
function, related to a covariate 𝑥:
𝜃𝐴 = (2,−1, 1.5, 0)
𝜃𝐵 = (1.5,−0.5, 1.25, 0)
𝑋 =
⎧⎪⎪⎨⎪⎪⎩
if 1 ≤ 𝑥1 < 2 𝑋𝐴 = 𝜃𝐴[1] 𝑋𝐵 = 𝜃𝐵 [1]
if 3 ≤ 𝑥1 < 4 𝑋𝐴 = 𝜃𝐴[2] 𝑋𝐵 = 𝜃𝐵 [2]
if 𝑥1 ≥ 4 𝑋𝐴 = 𝜃𝐴[3] 𝑋𝐵 = 𝜃𝐵 [3]
if 𝑥1 < 1 𝑋𝐴 = 𝜃𝐴[4] 𝑋𝐵 = 𝜃𝐵 [4]
⎫⎪⎪⎬⎪⎪⎭
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