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Introduction
Let ( , , ) be a metric measure space, where ( , ) is a separable and compact metric space and is a positive Radon measure on . Let ∈ ]1, ∞[ be a real number and let { } be a eld of Carathéodory integrands over (see the beginning of Section 2.2 for more details) assumed to be both -coercive, see (2.12) , and of -polynomial growth, see (2.13) . Let ≥ 1 be an integer and let O( ) be the class of all open subsets of . In this paper, we are concerned with the problem of nding an integral representation for the "relaxed" variational functional : -functions from ℝ to ℝ or, more generally, the algebra of all Lipschitz functions from to ℝ (see Remark 2.1). The ( , )-Sobolev space 1, ( ; ℝ ) with respect to the metric measure space ( , , ) is de ned as the completion of A( ; ℝ ) with respect to the norm ‖ ‖ ( ;ℝ ) + ‖∇ ‖ ( ; × ) , where × is the space of all × matrices and ∇ , called the -gradient, is obtained from ∇ by projection over a suitable "normal space" to (see Section 2.1 for more details).
The present paper is a rst attempt to establish a general framework to deal with the problem of representing in the setting of metric measure spaces having in mind applications to hyperelasticity. In fact, the interest of considering a general measure is that its support can modeled a hyperelastic structure together with its singularities like for example thin dimensions, corners, junctions, etc. Such mechanical singular objects naturally lead to develop calculus of variations with metric Sobolev spaces.
In this paper, we nd under which conditions the "relaxed" variational functional has an integral representation of the form ( ; ) = (∇ ( )) ( ) (1.1)
for all ∈ 1, ( ; ℝ ) and all ∈ O( ) with : ( ) → [0, ∞], where ( ) is the -tangent space to at , i.e., × = ( ) ⊕ ⊥ ( ) with ( ) being the -normal space to at mentioned above. We also nd a representation formula for .
In the setting of euclidean measure spaces, i.e., when is the closure of a bounded open subset of ℝ , such representation problems were studied, on the one hand, in the convex case in [1, 2, 6, 11] and, on the other hand, in the non-convex case in [26, 27] when is a "super cial" measure restricted to a smooth manifold. Note also that the study of the lower semicontinuity of variational integrals of type (1.1) was treated in [15] (see also [28] ). In the present paper we prove the following two main integral representation results which extend and complete these previous works to the setting of metric measure spaces both in the convex and non-convex case.
Firstly, in the convex case, i.e., when the functionŝ : ( ) → . According to the classical theory of relaxation, we can say that this formula plays the role of the classical Dacorogna's quasiconvexication formula in the euclidean Lebesgue setting (see [13] for more details). It is then natural to call { } the -quasiconvexi cation (or the quasiconvexi cation with respect to ) of { }. The plan of the paper is as follows. In Section 2.1, Sobolev spaces with respect to a metric measure space are introduced by using the notion of "normal and tangent space" to a measure as developed in [6, Section 2] , [1, Section 7] and [27, Section 2] (see also [30, 31] ) in the setting of euclidean measure spaces. In Section 2.2, we state the main results of the paper, i.e., Theorem 2.14 in Section 2.2.1 for the convex case and Theorems 2.16, 2.19 and 2.21 in Section 2.2.2 for the non-convex case. These theorems can be applied in the setting of euclidean measure spaces mentioned above, but also in that of (non-euclidean) metric measure spaces endowed with Cheeger-Keith's di erentiable structure (see Section 2.3, Corollaries 2.27 and 2.29) whose examples are Carnot groups, glued spaces, Laakso spaces, Bourdon-Pajot spaces and GromovHausdor limit spaces (see [10, 19, 23] and the references therein). In Section 3, we recall two results, i.e., an interchange theorem of in mum and integral, see Theorem 3.5, and De Giorgi-Letta's lemma, see Lemma 3.6, that we use in Section 4 to prove the main results of the paper. The interchange theorem is the principal ingredient in the proof of Proposition 2.11 in Section 4.1, which is used, on the one hand, to prove Theorem 2.14 in Section 4.2 and, on the other hand, to establish, together with De Giorgi's slicing method, a more useful "relaxed" formula for the variational functional , see Lemma 4.8 (see also Lemma 4.5 
Some basic notation
The open and closed balls centered at ∈ with radius > 0 are denoted by ( ) := { ∈ : ( , ) < }, ( ) := { ∈ : ( , ) ≤ }.
For ∈ and > 0 we set ( ) := ( ) \ ( ) = { ∈ : ( , ) = }.
For ⊂ and > 0 we set − ( ) := { ∈ : dist( , ) ≤ },
where dist( , ) := inf ∈ ( , ). The symbol − ∫ stands for the mean-value integral
Main results
. Sobolev spaces with respect to a metric measure space Let ( , ) be a separable and compact metric space and let be a positive Radon measure on . Let ( ) be the algebra of all continuous functions from to ℝ and let A( ) be a subalgebra of ( ) such that 1 ∈ A( ). We assume that A( ) satis es the Uryshon property, i.e., for every ⊂ ⊂ with compact and open, there exists a function ∈ A( ) such that ( ) ∈ [0, 1] for all ∈ , ( ) = 0 for all ∈ \ and ( ) = 1 for all ∈ . Such a function ∈ A( ) is called a Uryshon function for the pair ( \ , ). -functions from ℝ to ℝ with compact support) is a subalgebra of ( ) which contains 1 and satis es the Uryshon property. More generally, the set Lip( ) of all Lipschitz functions from to ℝ is a subalgebra of ( ) containing 1 and verifying the Uryshon property.
Denote the class of all subsets of such that either = ( ), with an open subset of , > 0 and ∈ {−, +}, or = ( ), with ∈ , > 0 and ( ( )) = 0, by K( ). Let ≥ 1 be an integer and let : A( ) → ∞ ( ; ℝ ) be a linear operator such that:
for every ∈ A( ), every ∈ K( ) and every ∈ ℝ, if ( ) = for all ∈ , then ( ) = 0 for -a.a. ∈ . Then, for -a.e. ∈ , ( ) is a linear subspace of × that we call the -normal space to at . For -a.e. ∈ , the linear subspace
space to at and the orthogonal projection on ( ) is denoted by
Taking (2.4) and (2.2) into account we see that the linear operator
de ned, for -a.e. ∈ , by
with = ( 1 , . . . , ) (2.6) satis es the following properties:
for every ∈ A( ), every ∈ K( ) and every ∈ ℝ, 
Proof. If ∈ A( ; ℝ ) and if ∈ A then, for -a.e. ∈ , ∇( − )( ) ∈ ( ) and so ( )(∇( − )( )) = 0.
Noticing that ∇ = ∇ + ∇( − ) it follows that ( )(∇ ( )) = ( )(∇ ( )) for -a.a. ∈ , i.e., we have ∇ ( ) = ∇ ( ) for -a.a. ∈ . Since ‖∇ ‖ ( ; × ) ≤ ‖ ‖ 1, ( ;ℝ ) for all ∈ A( ; ℝ ), the linear map ∇ from A( ; ℝ ) to ( ; × ) has a unique extension to 1, ( ; ℝ ) which will still be denoted by ∇ and will be called the -gradient. [10, 17, 20] ). Remark 2.5. As A( ) is an algebra, we have ∈ A( ; ℝ ) for all ∈ A( ) and all A( ; ℝ ), and so ∈ 1, ( ; ℝ ) for all ∈ A( ) and all 1, ( ; ℝ ) because A( ) is a subclass of the algebra of all continuous functions from to ℝ and is a compact metric space. On the other hand, from (2.7) we see that ∇ ( ) = ∇ + ⊗ for all ∈ 1, ( ; ℝ ) and all ∈ A( ). The following makes clear the link between ( ) and ( , ).
Lemma 2.7. We have
On the other hand, let ∈ ( , ).
As is open we have ( ) ⊂ for some > 0. As A( ) satis es the Uryshon property, there exists a Uryshon function ∈ A( ) for the pair ( \ , ( )). Set := . Then ∈ A 0 because ( ) = 0 for all ∈ \ and ( ) = 0 for all ∈ supp( ) ∩ . On the other hand, using (2.4) we see that ∇ = ⊗ + ∇ , and so ∇ ( ) = ∇ ( ) since ( ) = 1 and ( ) = 0. Hence ∈ ( ).
The following lemma, which generalizes Lemma 2.3, is a consequence of Lemma 2.7.
Proof. If ∈ A( ; ℝ ) is such that ( ) = 0 for all ∈ supp( ) ∩ , then ∈ A 0 ( ), and so, for -a.e. ∈ , ∇ ( ) ∈ ( , ). But, by Lemma 2.7, ( , ) = ( ) for -a.a. ∈ , which means that ∇ ( ) ∈ ( ) for -a.a. ∈ . It follows that (∇ ( )) = 0 for -a.a. ∈ , i.e., ∇ ( ) = 0 for -a.a. ∈ .
. Integral representation theorems
Let ∈ ]1, ∞[ be a real number and let { } be a eld of Carathéodory integrands over , i.e., to -a.e. ∈ there corresponds a continuous function :
We assume that { } is -coercive, i.e., there exists a constant > 0 such that
and -a.a. ∈ , (2.12) and of -polynomial growth, i.e., there exists a constant > 0 such that
and -a.a. ∈ . Note that the variational integral is in general not "local", i.e., ( ) = ( ) for -a.a. ∈ does not imply ( ; ) = ( ; ) for all ∈ O( ). However, as it is stated in the following proposition, the variational functional can be rewritten as the "relaxed" variational functional of a "local" variational integral depending on the -gradient. Let̂ :
where, for -a.e. ∈ ,̂ : ( ) → [0, ∞] is given bŷ
Remark 2.9. It is easy to see that, on the one hand, if { } is -coercive, then also is {̂ }, i.e., ( ) ≥ | | for all ∈ ( ) and -a.a. ∈ with > 0 given by (2.12), and, on the other hand, if { } is of -polynomial growth, then also is {̂ }, i.e.,
with > 0 given by (2.13). Remark 2.10. If is continuous for -a.a. ∈ and if (2.12) holds, i.e., is -coercive, then̂ is continuous for -a.a. ∈ . Indeed, let ∈ ( ) and let { } ⊂ ( ) be such that | − | → 0. As is continuous and, for every ∈ ( ),̂ ( ) ≤ ( + ) for all ≥ 1, we have
and so lim
On the other hand, there is no loss of generality in assuming that
for all ≥ 1. As (2.12) holds, we see that the sequence { } is bounded, and so (up to a subsequence) we can assert that there exists ∈ ( ) such that | − | → 0.
From the continuity of we deduce that lim →∞̂ ( ) = ( + ) ≥̂ ( ), and the result follows. Proposition 2.11. If (2.13) holds, then
for all ∈ 1, ( ; ℝ ) and all ∈ O( ).
Remark 2.12. Taking (2.9) into account it is easy to see that the variational integral̂ is "local", i.e., if ( ) = ( ) for -a.a. ∈ , then one haŝ ( ; ) =̂ ( ; ) for all ∈ O( ). Thus, the variational func-
is well de ned with respect to the equality -a.e. We can then rephrase Proposition 2.11 as follows: the variational functional is the variational lower semicontinuous envelope ofÊ with respect to the strong convergence in ( ; ℝ ).
Remark 2.13.
When ∈ ]1, ∞[, the ( , )-Sobolev space 1, ( ; ℝ ) is re exive. Indeed, the linear operator
is a closed linear subspace of ( ; ℝ ) × ( ;
is re exive, and so is ( 1, ( ; ℝ )).
. . The convex case
The following theorem gives, under (2.12) and (2.13), an integral representation of the "relaxed" variational functional in the re exive and convex case. Theorem 2.14. If (2.12) and (2.13) hold and if̂ is convex for -a.a. ∈ , then
Remark 2.15.
If is convex for -a.a. ∈ , then also iŝ for -a.a. ∈ . Indeed, let ∈ ]0, 1[ and let ,̂ ∈ ( ) and consider
Fix any ≥ 1. As
.
is convex, and the result follows by letting → ∞.
However, the converse implication is not true. Indeed, if for -a.e. ∈ , : 
. . The non-convex case
In the non-convex case, i.e., when the functionŝ are not necessarily convex, the following theorem asserts that under (2.12) and (2.13) the variational functional has always a "general" integral representation. Theorem 2.16. If (2.12) and (2.13) hold, then
To re ne the "general" integral representation given by Theorem 2.16, we need the following three conditions: (C 0 ) The -gradient is closable in 1, ( ; ℝ ), i.e., for every ∈ 1, ( ; ℝ ) and every
for -a.a. ∈ , then ∇ ( ) = 0 for -a.a. ∈ . (C 1 ) supports a -Sobolev inequality, i.e., there exist > 0 and ≥ 1 such that
for all 0 < ≤ 0 , with 0 > 0, and all ∈ 
for all ∈ 1, ( ; ℝ ) and -a.a. ∈ .
In order to "localize in " the density formula given by Theorem 2.19 we need to consider the three assumptions below.
(A 1 ) For every ∈ 1, ( ; ℝ ) and -a.e. ∈ there exists an "a ne function" ∈ 1, ( ; ℝ ) such that
and lim 
,0 ( ( ); ℝ ) .
Remark 2.22. According to the classical theory of relaxation, we can say that this formula plays the role of the classical Dacorogna's quasiconvexi cation formula in the euclidean Lebesgue setting (see [13] for more details). It is then natural to call { } the -quasiconvexi cation (or the quasiconvexi cation with respect to ) of { }.
. Application to the setting of Cheeger-Keith's di erentiable structure
We begin with the concept of upper gradient introduced by Heinonen and Koskela (see [22] -norm de ned in (2.10) is called the -Cheeger-Sobolev space. In this framework, from Theorem 2.14 we obtain the following corollary. [21, 23] ), since is doubling and supports a weak (1, )-Poincaré inequality, we can assert that supports a -Sobolev inequality, i.e., there exist > 0 and > 1 such that for every 0 < ≤ 0 with 0 > 0,
Then, there exists a countable family
for all ∈ we see that for every , every ∈ 1, ( ; ℝ ) and -a.e. ∈ , ∇ ( ) = ∇ ( ) for -a.a. ∈ , where ∈ 1, ( ; ℝ ) is given by
( ) := ( ) − ( ) − ∇ ( ) ⋅ ( ( ) − ( ))
and is -di erentiable at , i.e., 
| ( ) − ( )| ( , ) .
But, since is doubling and supports a weak (1, )-Poincaré inequality, from Cheeger (see [10, Theorem 6 .1]) we have Lip ( ) = ( ) for -a.a. ∈ , where is the minimal -weak upper gradient for . Hence 
Auxiliary results . Interchange of in mum and integral
Let ( , ) be a locally compact metric space that is -compact, let be a positive Radon measure on and let be a separable Banach space.
. . The -essential supremum of a set of -measurable functions
Let M ( ; ) be the class of all closed-valued -measurable multifunctions¹ from to and let
The following proposition is due to Valadier (see [29, Proposition 14] ). Proposition 3.1. Let F be a nonempty subclass of M * ( ; ). Then, there exists ∈ M * ( ; ) such that:
Note that given by Proposition 3.1 is unique with respect to the equality -a.e. Valadier called it the -essential upper bound of F. Here is the de nition of the -essential supremum of a set of -measurable functions. De nition 3.2. Let H be a set of -measurable functions from to . By the -essential supremum of H we mean the -essential upper bound of {{ } : ∈ H}, where { } : ࿊྿ is de ned by { }( ) := { ( )}. Thus, if we denote the -essential supremum of H by , we have: (i) { ( ) : ∈ H} ⊂ ( ) for -a.a ∈ , (ii) if ὔ ∈ M ( ; ) and if { ( ) : ∈ H} ⊂ ὔ ( ) for -a.a ∈ , then ( ) ⊂ ὔ ( ) for -a.a. ∈ .
The following lemma gives a (classical) representation of the -essential supremum (see [8] ). 
. . Interchange theorem
In what follows, by a Urysohn function for a pair ( , ) of disjoint closed subsets and of we mean a continuous function : → ℝ such that ( ) ∈ [0, 1] for all ∈ , ( ) = 0 for all ∈ and ( ) = 1 for all ∈ . Let ≥ 1 be a real number and let H ⊂ ( ; ). The following de nition was introduced in [1] . De nition 3.4. We say that H is normally decomposable if for every ,̂ ∈ H and every , ⊂ with compact, open and ⊂ , there exists a Urysohn function for the pair ( \ , ) such that
Let { } be a eld of Carathéodory integrand over , i.e., to -a.e. 
iv) there exists a nite Radon measure on such that S( ) ≤ ( ) for all ∈ O( ).

Then, S can be uniquely extended to a nite positive Radon measure on which is absolutely continuous with respect to .
Proof of the main results . Proof of Proposition 2.11
We divide the proof into four steps.
Step Proof of Lemma 4.1. Fix ∈ 1, ( ; ℝ ) and ∈ O( ) and denote the right-hand side of (4.1) by E( ; ).
As ( ; ) ≥ E( ; ) for all ∈ A( ; ℝ ), we have ( ; ) ≥ E( ; ). Thus, it remains to prove that E( ; ) ≥ ( ; ). From now on, x ∈ A( ; ℝ ) and ∈ O( ). As { } is of -polynomial growth, i.e., (2.13) holds, and H ( ) is normally decomposable by Lemma 4.2, from Theorem 3.5 we deduce that
with ( ⋅ , ) : ࿊྿ × given by the -essential supremum of H ( ). for -a.e. ∈ , ∇ ( ) − ∇ ( ) ∈ ( ), and so ( ) ∈ ( ) + {∇ ( )} for -a.a. ∈ . Thus
Using (4.4) it follows that ( , ) ⊂ ( ) + {∇ ( )} for -a.a. ∈ .
Let : ࿊྿ × be the -essential supremum of H (which corresponds to H ( ) with = ). If ∈ H , then | ∈ H ( ), and so ( ) ⊂ ( , ) for -a.a. ∈ because, from Lemma 3.3, ( ) = cl{ ( ) : ∈ D } for -a.a. ∈ with D a countable subset of H . Hence, the proof is completed by showing that ( ) + {∇ ( )} ⊂ ( ) for -a.a. ∈ . (4.5)
For -a.e. ∈ , let ∈ ( ) + {∇ ( )}. Then ( )( − ∇ ( )) = 0, hence − ∇ ( ) ∈ ( ) and so there exists â ∈ H 0 (which corresponds to H with = 0) such that − ∇ ( ) =̂ ( ). Settinḡ := ∇ we then have = (̄ +̂ )( ) with̄ +̂ ∈ H . Thus ( ) + {∇ ( )} ⊂ { ( ) : ∈ H } for -a.a. ∈ , and (4.5) follows because, by de nition of the -essential supremum, { ( ) : ∈ H } ⊂ ( ) for -a.a. ∈ .
This completes the proof of Proposition 2.11.
. Proof of Theorem 2.14
Fix ∈ O( ) and de ne the increasing set F : with > 0 and > 0 given respectively by (2.12) and (2.13). Recalling that is nite and using the second inequality in (4.7) and the continuity of (see Remark 2.10), from Vitali's convergence theorem we deduce that F is continuous with respect to the strong convergence in 1, ( ; ℝ ). Hence, recalling that A( ; ℝ ) is dense in 1, ( ; ℝ ) with respect to the strong convergence in 1, ( ; ℝ ) and taking Proposition 2.11 into account, for all ∈ 1, ( ; ℝ ) there is a sequence { } ⊂ A( ; ℝ ) such that:
• → in 1, ( ; ℝ ) and so → in ( ; ℝ ),
Sincê is convex for -a.a. ∈ , the functional F is convex, and so F = F because F is strongly continuous in 1, ( ; ℝ ). On the other hand, consider ∈ 1, ( ; ℝ ) and { } ⊂ 1, ( ; ℝ ) such that → in ( ; ℝ ) and lim →∞ F( ) = lim →∞ F( ) < ∞. Using the rst inequality in (4.7) we deduce that sup ‖ ‖ 1, ( ;ℝ ) < ∞, hence (up to a subsequence) ⇀ in 1, ( ; ℝ ) because 1, ( ; ℝ ) is re exive (since ∈ ]1, ∞[, see Remark 2.13), and so lim
Thus F ≥ F and consequently F = F because F ≥ F . AsÊ( ⋅ ; ) ≥ F, we have ( ⋅ ; ) ≥ F by using Proposition 2.11, and the proof is complete.
Remark 4.4.
From the proof of Theorem 2.14 we can extract the following lemma which asserts that for ∈ O( ) and when (2.13) is satis ed, ( ⋅ ; ) is the lower semicontinuous envelope of F de ned in (4.6) with respect to the strong convergence in ( ; ℝ ). Lemma 4.5. If (2.13) holds, then
. Proof of Theorem 2.16
Fix ∈ 1, ( ; ℝ ) and de ne S :
Taking Lemma 4.5 into account and using the second inequality in (4.7) we see that
Thus, the condition (iv) of Lemma 3.6 is satis ed with = (1 + |∇ | ) (which is absolutely continuous with respect to ). On the other hand, it is easily seen that the conditions (i) and (ii) of Lemma 3.6 are satis ed. Hence, the proof is completed by proving the condition (iii) of Lemma 3.6, i.e.,
Indeed, by Lemma 3.6, the set function S can be (uniquely) extended to a ( nite) positive Radon measure which is absolutely continuous with respect to , and the theorem follows by using Radon-Nikodym's theorem and then Lebesgue's di erentiation theorem. To show (4.10) we need the following lemma. Lemma 4.6. If , , , ∈ O( ) are such that ⊂ and ⊂ , then
Proof of Lemma 4.6. Let { } and { } be two sequences in A( ; ℝ ) such that
and lim Setting := \ ( − ∪ + ) and using (2.4) and (2.2) we have
Noticing that
with ( ∪ ) ∩ − ⊂ , ∩ + ⊂ and := ∩ { ∈ : 3 < dist( , ) < 2 3
} we deduce that
for all ∈ {1, . . . , }. Moreover, from (2.13) we see that for each ∈ {1, . . . , },
with := 2
2
. Substituting (4.17) into (4.16) and averaging these inequalities, it follows that for every ≥ 1 and every ≥ 1, there exists an , ∈ {1, . . . , } such that
On the other hand, by (4.12) and (4.13) we have
Moreover, using (4.14) and (4.15) together with (2.12) we see that
Letting → ∞ (and taking (4.14) and (4.15) into account) we deduce that for every ≥ 1, for all ∈ 1, ( ; ℝ ).
Proof. Fix ∈ 1, ( ; ℝ ) and ∈ O( ) and denote the right-hand side of (4.19) by E( ; ). Taking Lemma 4.5 into account and noticing that Noticing that = − ∪ ∪ ( ∩ + ) we deduce that for every ∈ {1, . . . , }, . Substituting (4.24) into (4.23) and averaging these inequalities, it follows that for every ≥ 1 and every ≥ 1, there exists an , ∈ {1, . . . , } such that
On the other hand, by (4.21) we have
Moreover, using (4.22) together with the rst inequality in (4.7) we see that
Letting → ∞ (and taking (4.22) into account) we deduce that for every ≥ 1, 
. Proof of Theorem 2.19
The proof is adapted from [7 
. Proof of Theorem 2.21
Taking Theorem 2.19 into account it is su cient to prove that for every ∈ 1, ( ; ℝ ) and -a.e. ∈ , we have: We only give the proof of (4.34). As the proof of (4.35) uses the same method, its detailed veri cation is left to the reader.
Proof of (4.34)
Fix any > 0. 
