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Using Structural Bioinformatics to Model and Design Membrane Proteins
Abstract
Cells require membrane proteins for a wide spectrum of critical functions. Transmembrane proteins enable
cells to communicate with its environment, catalysis, ion transport and scaffolding. The functional roles of
membrane proteins are specified by their sequence composition and precise three dimensional folding.
The exact mechanisms driving folding of membrane proteins is still not fully understood. Further, the
association between membrane proteins occurs with pinpoint specificity. For example, there exists common
sequence features within families of transmembrane receptors, yet there is little cross talk between families.
Therefore, we ask how membrane proteins dial in their specificity and what factors are responsible for
adoption of native structure.
Advancements in membrane protein structure determination methods has been followed by a sharp increase
in three dimensional structures. Structural bioinfomatics has been utilized effectively to study water soluble
proteins. The field is now entering an era where structural bioinformatics can be applied to modeling
membrane proteins without structure and engineering novel membrane proteins.
The transmembrane domains of membrane proteins were first categorized structurally. From this analysis, we
are able to describe the ways in which membrane proteins fold and associate. We further derived sequence
profiles for the commonly occurring structural motifs, enabling us to investigate the role of amino acids within
the bilayer. Utilizing these tools, a transmembrane structural model was constructed of principle cell surface
receptors (integrins). The structural model enabled understanding of possible mechanisms used to signal and
to propose a novel membrane protein packing motif.
In addition, novel scoring functions for membrane proteins were developed and applied to modeling
membrane proteins. We derived the first all-atom membrane statistical potential and introduced the usage of
exposed volume. These potentials
allowed modeling of complex interactions in membrane proteins, such as salt bridges.
To understand the geometric preferences of salt bridges, we surveyed a structural database. We learned about
large biases in salt bridge orientations that will be useful in modeling and design. Lastly, we combine these
structural bioinformatic efforts, enabling us to model membrane proteins in ways which were previously
inaccessible.
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ABSTRACT
USING STRUCTURAL BIOINFORMATICS TO MODEL AND DESIGN
MEMBRANE PROTEINS
Daniel W. Kulp
William F. DeGrado, Professor, Biochemistry and Molecular Biophysics
Cells require membrane proteins for a wide spectrum of critical functions.
Transmembrane proteins enable cells to communicate with its environment, catal-
ysis, ion transport and scaffolding. The functional roles of membrane proteins are
specified by their sequence composition and precise three dimensional folding.
The exact mechanisms driving folding of membrane proteins is still not
fully understood. Further, the association between membrane proteins occurs with
pinpoint specificity. For example, there exists common sequence features within
families of transmebrane receptors, yet there is little cross talk between families.
Therefore, we ask how membrane proteins dial in their specificity and what factors
are responsible for adoption of native structure.
Advancements in membrane protein structure determination methods has
been followed by a sharp increase in three dimensional structures. Structural bioin-
fomatics has been utilized effectively to study water soluble proteins. The field is
now entering an era where structural bioinformatics can be applied to modeling
membrane proteins without structure and engineering novel membrane proteins.
The transmembrane domains of membrane proteins were first catagorized
structrually. From this anaylsis, we are able to describe the ways in which membrane
proteins fold and associate. We further derived sequence profiles for the commonly
occuring structural motifs, enabling us to investigate the role of amino acids within
the bilayer. Utilizing these tools, a transmembrane structural model was constructed
of principle cell surface receptors (integrins). The structural model enabled under-
standing of possible mechanisms used to signal and to propose a novel membrane
protein packing motif.
v
In addition, novel scoring functions for membrane proteins were developed
and applied to modeling membrane proteins. We derived the first all-atom membrane
statistical potential and introduced the usage of exposed volume. These potentials
allowed modeling of complex interactions in membrane proteins, such as salt bridges.
To understand the geometric preferences of salt bridges, we surveyed a structural
database. We learned about large biases in salt bridge orienations that will be useful
in modeling and design. Lastly, we combine these structural bioinformatic efforts,
enabling us to model membrane proteins in ways which were previously unaccessible.
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Chapter 1
Introduction
A lipid bilayer surrounds a cell and is host to a special class of proteins, trans-
membrane proteins. Transmembrane receptors, such as the aspartate receptor,1 are
responsible for recognition of ligands outside the cell and triggering an internal cellu-
lar response. Membrane-embedded enzymes are another type of membrane protein,
which can function in a variety of ways, such as modulating the lipid content.2
Aquaporins and ion channels provide the cell mechanisms to maintain the delicate
balance of ion gradients. Understanding the signal transduction process and molec-
ular recognition of membrane proteins require intimate knowledge of protein motion
and flexibility within the lipid bilayer.
Membrane proteins can accomplish their function by a wide variety of struc-
tural solutions. Membrane protein structures are commonly broken into three classes:
peripheral, β-barrel and α-helical. Peripheral membrane proteins sit on the surface
membrane, sometimes anchoring a hydrophobic helix into one leaflet. Their roles
are largely in processing, scaffolding and signal transduction. For example, Synap-
tobrevin homolog 1 protein is a membrane-associated protein involved in membrane
trafficking during cell elongation. One way membrane proteins can fully embed into
the bilayer is by forming a β-barrel. Interestingly, these proteins are only found
in outer-membranes of bacteria and in the mitochondrial membrane. A remarkable
1
protein from this class is the autotransporter which has a transmembrane β-barrel
domain whose purpose is to transport the functional domain across the membrane
through the middle of the β-barrel.3
The major class of transmembrane proteins and the focus of this disseration,
is the α-helical membrane protein. The reason for this fold being dominant stems
from the need to transition from an unfolded protein in water into a folded pro-
tein in the hydrophobic lipid bilayer. The dehydration of the polar backbone atoms
is partially compensated for by pairing the backbone carbonyls with backbone ni-
trogens in the folded state. The folding process can be thought of as a two-stage
event.4 First, an unfolded protein is inserted into the bilayer, using the translocon
complex.5 Second, independently folded helices associate to form the final three di-
mensional structures. The free energy of this final step can be quite complex, due
to contributions from helix-helix, helix-lipid, lipid-lipid, helix-water, lipid-water and
water-water. The difficulty in modeling membrane proteins requires improvements
in computational techniques.
Modeling and design are effective ways to study membrane proteins. There
are numerous ways in which one may approach modeling membrane proteins. Molec-
ular dynamics can be used to inspect the energetics and forces of membrane pro-
teins in a time-dependent manner. With the advancement in computer power, 100
nanosecond simulations in explicit lipids are common.6 This time range allows for
the simulation of many interesting phenomenan, for instance the complete folding
of the transmembrane helix (M2) of the influenza virus from water into the mem-
brane bilayer.7 Coarse grain models, which can access much longer times, have also
been quite successful in monitoring antimicrobial peptide effects on membrane bi-
layers.8 Despite these successes, convergence of the sampling of membrane proteins
in long atomic simulations has been questioned6 and complementary approaches can
therefore be utilized.
Another mechanism for modeling membrane proteins is ensemble-averaged
2
methods. The clustering of membrane proteins, for instance, has been studied using
Monte Carlo sampling algorithms.9 Monte Carlo methods have also been used to
model helix-helix configurations in membrane proteins.10–12 When the sampling
space can be reduced or approximated, exhaustive sampling of a parameter space can
be used. Coiled-coils are an excellent example.13 As shown in Chapter 4, coiled coils
are used to structurally model an oligomeric transmembrane peptide, MS1 and its
sequence variants. The parametrization is an appropriate estimate for MS1 because
it was designed from a soluble coiled coil, GCN4.14 Also, statistcal and probabilistic
methods can be used in protein design to estimate probablities of amino acids at
each position on a target backbone, as was done to solubilize the membrane-spanning
potassium channel KcsA.15
An interesting approach for modeling soluble proteins is structural bioin-
formatics. The conformational freedom of side chains has long been modeled using
bioinformatic approaches.16 Most protein design packages will include some form of
discrete side chain conformation sampling. In soluble proteins, potentials derived
from structural bioinformatics have been used to score properly folded proteins,
protein-DNA interactions and protein-ligand interactions.17–19 For structure predic-
tion and design purposes, backbone fragments from crystal structures have been used
to create models.20 From a more computational geometry viewpoint, a structural
analysis of tunnels and pores has recently been contributed to the understanding of
membrane protein structure.21 In the past limited numbers of membrane proteins
made it difficult to accomplish modeling and design tasks using structural bioinfor-
matics.
The new wealth of information available due to many new membrane protein
crystal structures and the knowledge gained from bioinformatic algorithms applied
to soluble proteins set the stage for the research described within this dissertation.
The approach is three fold. First, we compute distributions of observables which
allow us to quickly build intuition about the membrane protein systems we wish to
3
model and design. Second, we derive statistical scoring functions which enable us to
capture the essence of the observable for use in modeling membrane proteins. Third,
we analyze the statistical data in order to impose design and modeling restrictions,
which enable us to focus our efforts onto areas of dense information.
Before approaching modeling transmembrane proteins, we ascertain the in-
formation content available in crystallographic datasets by understanding the dis-
tributions of observables features. In Chapter 2, we excise pairs of α-helices from
complete membrane proteins and categorize the interactions between them. From a
structural viewpoint, we find a representative set of the common folds which mem-
brane proteins use to achieve their native structures. From a sequence viewpoint,
we analyze the dimeric interactions to discover features at the level of amino acid
that drive folding and specificity for given folds. In Chapter 6, we compute the
geometric distributions of salt bridges in order to understand preferences of neg-
atively charged residues around positively charged residues, enabling modeling of
membrane proteins containing these interactions. In Chapter 5, we look in detail at
atom-atom interactions and find the most critical ones for membrane protein folding
and specificity.
In each case, statistical biases can easily be turned into a scoring function
using a log-odds approach. By construction of a simple scoring function, we are able
to correlate amino acid populations across all positions in the membrane and discover
the pairs of co-populating amino acids (Chapter 2). In addition, using methods from
soluble proteins and deriving some novel approaches we present the first set of all-
atom statistical potentials for membrane proteins (Chapter 5). We then use these
potentials to score membrane proteins of varying sizes and conformations.
Lastly, we show how we can apply our structural bioinformatic knowledge to
model novel membrane proteins. The informatics enables us to focus our modeling
efforts on the ”hot spots” of structure and sequence space. To that end, we model
a family of cell adhesion receptors (integrins, Chapter 3). Our model is verified
4
by correlating our model with experimentally determined values for disruption and
are consistent with an NMR structure determined after our modeling was complete.
Further implications of our structural bioinformatic approach and future directions,
such as modeling the T-Cell receptor, are discussed in Chapter 7.
5
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Chapter 2
A Transmembrane Helix Pair
Library for Modeling and Design
2.1 Introduction
The combination of matured sequence methods for predicting transmembrane
regions and the limited number membrane proteins structures begs for advancement
in membrane protein structure prediction methods. Membrane proteins are used in
a wide spectrum of functionally important biological processes. Membrane proteins
provide cells an essential mechanism to communicate with their environment, by
receptors modulating signaling cascades. The functional roles of membrane proteins
are specified by their sequence composition and precise three-dimensional folding. By
dissecting membrane proteins into helix pairs, we begin to understand the sequence
and structure factors required for building accurate three-dimensional membrane
protein structures.
The α-helical membrane folding process can be viewed as two independent
events; first insertion into the bilayer and then association of α-helices.1 The com-
plicated insertion process uses the translocon membrane protein to locate regions of
protein sequence able to reside in the membrane.2 Here we study the second step, the
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final arrangement of the embedded α-helices placing residues into three-dimensional
localities, enabling proper function.
The association of membrane-embedded α-helices has been studied by a
battery of approaches, including structural, biophysical and computational3–6 . An
early important structural understanding of helix-helix interactions in membrane
proteins was achieved using the structure of the Glycophorin-A (GpA) homodimer.7–9
These studies showed both important structure and sequence features: the GpA
homodimer has an inter-helical crossing angle of -40◦, and two critical glycines are
spaced four residues apart (GxxxG). Other homo-oligomerization motifs were also
found to be mediated by small residues (SxxxSSxxT).6 In addition, polar residues
have been shown to play a role in association of designed membrane peptides.10
The marked increase in membrane proteins structures opens the door for
rigorous structural bioinformatic analysis of membrane protein folding and func-
tion. Previously membrane helix packing had been studied from a bioinformatic
approach.11,12 These studies explored the universe of packing geometries allowed
for helix dimers. Walters et al.11 clustered and described the four most populated
clusters using 2 geometric parameters (interhelical distance and crossing angle) and
1 sequence metric (glycine-alanine-serine propensities). However, to fully describe
the orientations of two helices more parameters are needed13 and there are numerous
sequence features still to be explored.
In the study, we intend to create a large, designable database of membrane
helix dimers and to develop a richer description of structure and sequence factors
involved in membrane protein folding. We first create a non-redundant library of
helix dimers and then investigate the structural motifs therein. We next parametrize
each helix motif by a set of translations and rotations and are able to ascertain the
differences in geometries between well-clustered helix pairs. The sequences of each
cluster are analyzed in turn, for single, double, or triple amino acid biases. After
cataloging helix interactions, we create a sequence scoring function based on the
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single amino acid biases, enabling us to effectively score sequences onto their native
structure. Finally, we discuss properties that will be useful for applying the library
to protein modeling and design studies.
2.2 Results and Discussion
Characterization of the pair library
The extent to which a helix pair library is useful in designing and modeling
membrane proteins depends on its size. Here we created a helix pair library with the
goal of maximizing unique pairs. First, individual helices are identified and excised
from their larger structure (see Methods). We generously define an initial helix pair
as two helices where the C-α atoms of closest approach are less than 12A˚. In total,
our library has 2251 transmembrane helix pairs. To avoid duplicate dimers, we define
chaingroups as a set of chains within a protein structure file that are > %99 identical.
There are 3 categories of dimers: inter-chaingroup, intra-chaingroup and inter-chain
(see Methods). In the supplement, Table 2.5 lists each PDB file with the number
of dimers in each category. Overall, we have 1568 inter-chain, 377 inter-group and
306 intra-group dimers. We filtered this complete library by sequence similarity
between chains. Table 2.1 shows the corresponding reduction in size of our library
with various homology cutoffs. For comparison, at 30% homology (where no pair of
chains has more than 30% sequence similarity), the library retains 1083 pairs, twice
the number of a previously constructed library.11
The essential feature of a helix pair library is its geometric coverage. Pre-
vious analysis of helix dimers described highly populated clusters of four different
helix crossing angles.11 Figure 2.1A shows the definition of the four crossing angles
(Anti-parallel Left, Anti-parallel Right, Parallel Left and Parallel Right). Helix win-
dows are defined as two blocks (one from each helix) of length 16, as depicted in
Figure 2.1B. Each helix pair has many possible such windows, which can represent
11
Homology # of Pairs # of interaction windows
30% 1083 58,622
50% 1478 77,414
70% 1687 90,606
90% 1869 97,688
All 2251 116,046
Table 2.1: Number of pairs of helices and windows for each chain homology cutoff.
Walters et al. used block sizes of 10, while sometimes extended to 14. Therefore, we
use a block size is 12 for defining the interaction window column.
different interaction geometries. The distribution of crossing angles from the helix
windows matches Walters et al.11 and is shown in Figure 2.2, with tight peaks for
anti-parallel left (-155◦), anti-parallel right (150◦), parallel right (-35◦) and a wider
distribution for parallel left (15◦).
Figure 2.1: Helix pair definitions. Crossing angle quadrants are shown in A. Our
definition of a helix window is shown in B (labeled helix interaction motif). Helix
parametrization scheme is outlined in C, where the blue helix is transformed onto
the red regions of helix A and B independently. We can vary the block size from
10-20, but the results here use block sizes of either 12 or 16.
After bilayer insertion, the formation of a helix pair can be thought of
as the primary membrane protein folding event. One key characteristic in protein
folding is burial of surface area. Herein, we analyze the solvent accessible surface
12
Figure 2.2: Interhelical crossing angle distribution of interaction windows. Each
color represents an angle range.
area(SASA) of the helix pairs. This gives us intuition for how surface area is used in
the interaction between transmembrane helices. Over the full helix dimers, the range
of buried area is 0 - 1500A˚2, which is within values reported elsewhere.12 Next we
analyze SASA of each window and Figure 2.3 shows multiple populations of residue
solvent accessibility (see Methods), an exposed population (< 50A˚2), a partially
buried population (between 50A˚2 and 300A˚2) and a more fully buried population
(peak at 500A˚2). We will use these categories to help select out windows that
have significant interaction surfaces, removing the exposed population from further
consideration.
Detailed Structure and Sequence Investigation of Helix Pairs
Engineering novel transmembrane proteins requires a finer investigation of the
distributions of helix pairs. To that end, we structurally cluster the pairs to discover
sub populations that are designable. This approach was successfully used to design
a transmembrane peptide to modulate the function of integrin cell adhesion recep-
tors.14,15 With a larger structural database, we envision an ability to target wider
ranges of transmembrane receptors, enzymes and transporters.
In order to structurally compare helix pairs, first we clustered all helix
pairs. Briefly, this process finds the lowest C-α RMSD between windows on different
13
Figure 2.3: Amount of area buried upon dimer formation of the interaction windows.
Notice 2 distinct peaks one near 0A˚2 and one centered at 500A˚2.
helix pairs. A cluster is defined by the helix pair (centroid) with the most matched
windows under 1.2A˚C-α RMSD. The helix pairs of the newly formed cluster are
removed and the process is repeated until no more pairs remain (see Methods for
detailed description). After clustering, we have multiple clusters, each containing a
helix pair centroid and structurally similar helix pair members.
The helix pairs within each cluster were next geometrically analyzed. The
helix windows used to define each cluster were then parametrized using the follow-
ing method. As depicted in Figure 2.1C, an ideal z-aligned helix (the blue helix)
is transformed to align on top of each 16-residue block (red squares). We setup
this problem as a sum-of-squares minimization routine, where we continually trans-
formed the ideal helix until we achieved a minimal RMSD value to each block (e.g.
Figure 2.4). The resulting fit defined three rotations, two translations and symmetry
rotation (see methods for more details).
Upon clustering, we have twelve clusters which describe geometries for
transmembrane helix dimerization. Initially, we used small blocks of size 10 and
12 residues to cluster, which made our clusters quite large. However, an important
14
Figure 2.4: Fitting ideal helices to α-helical dimers. For a set of anti-parallel left
dimers, helix A and helix B, we show the RMSD between the C-α atoms of a 16-
residue block and C-α atoms from an ideal 16-residue helix.
goal is to insure structural homogeneity, which was achieved by increasing the block
size to 16 residues, at the cost of reducing the number of members in each cluster.
Table 2.2, shows the overview of the geometric parameters for each cluster. For the
remainder of the study we will concentrate on clusters with at least ten members.
We have seven anti-parallel left helix dimers, five anti-parallel right, one parallel-left
and one parallel-right cluster.
A pair library can aid the design of membrane proteins by another mech-
anism, structurally specific sequence profiles. A sequence profile is a general term
used to describe the biases for certain types of amino acids at each position along
both helices in the dimer. In the approach similar in spirit to Yin et al,14 a target
membrane protein sequence can be searched across the sequence profiles of the clus-
ters. The helix pairs with matching sequence profiles can be confidently used as a
starting point for design. In addition, the sequence statistics can be used to propose
designable sequences for that window and also to derive primary scoring functions
15
Cluster Pairs ANGLE DIST MUTDIST MIN RMSD
0 71 -157.55 (6.25) 8.85 (0.91) -5.05 (5.75) 0.52 (0.19)
1 21 177.50 (1.94) 9.82 (0.64) 26.73 (45.44) 0.67 (0.21)
2 18 145.81 (6.68) 8.46 (0.52) -8.12 (1.85) 0.83 (0.32)
3 17 -177.74 (4.61) 11.06 (0.96) 42.71 (53.63) 0.81 (0.37)
4 11 -36.20 (5.07) 7.27 (0.82) -6.99 (1.61) 1.77 (0.29)
5 42 -155.66 (5.15) 8.23 (0.65) -6.81 (3.47) 0.51 (0.17)
6 11 -142.76 (6.98) 9.45 (0.39) -7.68 (2.11) 0.58 (0.17)
7 13 3.08 (8.05) 9.96 (0.75) 99.22 (162.35) 1.50 (0.30)
8 10 -134.12 (6.45) 10.63 (0.90) -7.14 (2.34) 0.91 (0.30)
9 11 151.35 (9.16) 9.08 (0.79) -7.11 (2.08) 0.81 (0.36)
10 20 -157.63 (6.57) 9.63 (0.89) -5.03 (4.54) 0.61 (0.17)
31 11 149.91 (8.15) 8.17 (0.34) -8.68 (1.04) 0.98 (0.37)
Table 2.2: Cluster Geometries. The columns represent the cluster identifier, the
number of pairs, the interhelical-crossing angle, the interhelical distance, the distance
to the mutual perpendicular of the two helix axis and the minimum RMSD (A˚) of
aligning block from helix A onto helix B, while aligning block from helix B onto helix
A. The crossing angle and interhelical distance can be computed from the X and Y
rotations of our fitted parameters.
within modeling and design algorithms.
The effective use of sequence statistics is dependent on the number of obser-
vations. Here, our structural clustering produced geometrically homogeneous groups
of helix dimers, yet in limited numbers. We addressed this by creating a ”fishing”
algorithm to enlarge the number of aligned dimers per cluster (see Methods). By
greatly growing the number of aligned sequences we increase our signal-to-noise ra-
tio. The sequence statistics have been increased by more than factor of ten in the
most cases. In Figure 2.5A, we see the number of amino acid observations per po-
sition along each helix for two related anti-parallel left clusters. The first feature
to notice is the length of the populated (> 100) positions (x-axis in Figure 2.5),
which is about 16 amino acids long. The populated position length is a conserved
feature over the clusters investigated thus far, which gives intuition of the nature of
structural windows in membrane proteins. Within this 16 amino acid block, we have
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more than 100 observations and if we narrow it to 10 residues many clusters have
well over 200, at each position along the helix. Upon ”fishing” clusters increase in
size by at least 3.5 times bigger, in some cases 10 times bigger (Figure 2.5B).
A question we can ask, given rich sequence statistics, is which amino acids
correlate, or tend to be found (or not found) at the same positions, across multi-
ple structural clusters. To answer this question, we developed a sequence scoring
function, built upon the observed amino acids at each position. Structurally specific
amino acid observations can be converted into a scoring function using Equation 2.1,
which scores a given amino acid i at a given position p. The N obs is the number of
observations of amino acid i at position p and N exp is the number of expected amino
acids (derived from the distribution of amino acids in membrane protein structures,
see Table 2.3). The α parameter is set to 0.5, because this value has been shown to
be work well for this potential form on membrane proteins(Chapter 5). The simplest
N obs is a single amino acid, however combining residue statistics has been shown to
be useful in identifying cluster characteristics.11
µi,p = − ln(
N obsi,p + α
√
N expi
N expi + α
√
N expi
) (2.1)
After tabulating the scores using Equation 2.1 of individual amino acids
at each position ( 500 unique positions), a matrix of correlation coefficients can
be produced. Figure 2.6 shows a heat map of the amino acids, where darker colors
correlate more strongly than lighter colors. The heat map can be though of as a sub-
stitution matrix. The correlation coefficient of two amino acids tells us that these
amino acids tend to either co-populate or not populate the same positions. The
strongest correlation is between glycine and serine, which is not surprising given the
large amount of literature on clustering of small residues at specific interface posi-
tions(Moore et al.?? and citations therein). We find that sulfur containing amino
acids also tend to cluster. Polar and charged residues can play catalytic or other
function roles in membrane proteins,16 but can also be critical for determining the
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Figure 2.5: Sequence Histograms. Panel A shows the #-of aligned residues for the
centroid structure of cluster 0 (top left,right) and for cluster 5 (bottom left,right).
Panel B shows a table of the number of original dimers matched when building the
cluster and the number of dimers resulting from our ”fishing” algorithm.
final folded transmembrane protein structure.10,17 There are many possible com-
binations of polar amino acids, but we find only a few tend to co-populate (e.g.
glutamine and histidine). The role of beta-branched amino acids, with their reduced
number of available side chain configurations, are known to play important roles in
helix interfaces, due to the minimal entropic cost of fixing a beta-branched side chain
upon dimer formation.8,9 We see that the beta branched amino acids isoleucine and
valine correlate, and valine and threonine correlate. These correlations can provide
intuition on substitutions when designing membrane proteins.
We now have the sequence tools to investigate biases at individual positions
in each cluster. To that end, we constructed a table for each position, helix and
cluster(Table 2.6). Each position along the interface was inspected for a sequence
bias. First we examined each position for single amino acid bias(SINGLE). From the
correlation matrix from Figure 2.6, we can select pairs of amino acids that correlate
well (non-white squares). These pairs are referred to as DOUBLES in Table 2.6.
Further, we looked at the average correlation of all combinations from the DOUBLES
and found biases involving three amino acids (TRIPLETS).
18
ID Counts Probability
ALA 1710 0.1165
ARG 323 0.0220
ASN 194 0.0132
ASP 183 0.0124
CYS 148 0.0100
GLN 260 0.0177
GLU 201 0.0136
GLY 1232 0.0839
HIS 324 0.0220
ILE 1441 0.0981
LEU 2384 0.1624
LYS 252 0.0171
MET 598 0.0407
PHE 1233 0.0840
PRO 377 0.0256
SER 662 0.0451
THR 821 0.0559
TRP 383 0.0260
TYR 495 0.0337
VAL 1456 0.0992
TOTAL 14677 1.0000
Table 2.3: Amino acid distribution over complete set of membrane proteins with
structures
Structural and Sequence Features of Anti-Parallel Helix Dimers
The simplest transmembrane dimers are connected by a short loop and are anti-
parallel.18 By far the largest helix pair cluster is anti-parallel, with 287 members
(Cluster 0, Table 2.2, Figure2.5B). The average distance between each helix (as
measured as the axis-to-axis distance) is 8.95 +/- 0.91A˚(Figure 2.7A). The angle
made by the helical axis is considered an anti-parallel left with a average value of
-157.0 +/- 6.25◦ (Figure 2.7B). Since the fitting procedure provides six degrees of
freedom, we can now analyze two other parameters: helix phase and helix shift
(or z-translation). The helical phase (or rotation around the helix axis) is tightly
19
Figure 2.6: Amino acid correlation coefficients in membrane proteins. Darker colors
represent stronger correlations than lighter colors. The x and y axis are the single
letter amino acid code. The values are the correlation coefficients between the two
amino acids.
clustered around 0◦ and -125◦ on helix A and helix B (Figure 2.7C, blue dots). The
Z-translation being linear shows that our windows are not offset from one another
along Z and therefore the 16-residue blocks are indeed interacting. We notice that
the point of closest approach lies within the window (values less than 0 are within
the window), as seen in Figure 2.7E, which indicates the lines made by the helix axis
of this window are parallel. In further evidence to a long, tight packing window, we
show the number of close ( < 9 A˚) contacts with in the window is mostly > 10.
Upon investigation of the sequence statistics for this cluster, the position
with the highest ratio of observed to expected frequencies is residue 71 on chain
A, with a large bias for aspartates (with a bias of 3.8, Table 2.6). Membrane pro-
teins containing transmembrane aspartates are rare and these residues are usually
important for function.17 Here, these membrane proteins are mostly distally related
rhodopsins from cow to bacteria to haloarchea. However, preprotein translocase SecY
(1rh5), bacterial cytochrome c oxidase (1m56) and beta2-adrenergic receptor (2rh1)
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also contain this window, which indicate a wider use of aspartate in anti-parallel left
helix pairs in membrane protein structures. An interesting feature of chain B, at
position 64, is that there are 91 beta-branched (ITV) amino acids. Figure 2.8 shows
how the beta branched amino acid, valine, can serve two purposes. In panel A, it
allows for the close approach and a small residue on the opposite chain. In panel B,
the beta-branched valine packs against an aromatic amino acid.
Anti-parallel transmembrane helices can approach with left handed cross-
ings in additional ways. Two closely geometrically related clusters (see Table 2.2,
clusters 5,10) have crossing angles and axial distances, yet show a different phase an-
gle(Figure 2.7C, green and red dots). For these clusters, we see a different sequence
profile. In cluster 5, chain A, we observe the small amino acid pattern (Small-
x7-Small), followed by a large residue on the next turn up. Table 2.6, also shows
cluster 10 contains a bias on each helix for a polar position, on helix A position
63 (aspartate/asparagine) and on helix B, position 64 (cysteine/threonine/serine).
Interestingly, the cysteines at position 64 are observed 3.6 times more than expected
and are located directly in the center of the interface.
The remaining anti-parallel left clusters all have shallower inter-helical cross-
ing angles (∼ -130, clusters 6,8,11). Two of these clusters have long inter-helical dis-
tances and can accommodate larger residues at the interface. Cluster 6 has a large-
xx-polar-xx-large window on both helices. The polar position is enriched in histidine
and serine over the other polar amino acids. Cluster 8 has only two significantly bi-
ased positions, one is for the interesting pair of amino acids, tryptophan/asparagine
(A,70) and the other is for beta-branched amino acids (B,65).
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Figure 2.7: Anti-parallel left cluster geometry (Cluster 0). In panel A, we show
the distribution of distances in Cluster 0. Panel B the interhelical crossing angle is
shown. Panel C the helical phase angle of helix A vs helix B is plotted, where the
colors represent different anti-parallel left clusters with similar distance and angle
distributions. Panel D shows the fitted parameter Z-translation. Panel E displays
the distance to the mutual perpendicular between the two helix axis. Panel F shows
the number of contacts (< 9A˚) for each helix pair.
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Figure 2.8: Beta branched amino acids play duel roles at interface positions in anti-
parallel left helix dimers. Panel A shows the allowance for tight fitting small residues.
Panel B shows valine packing against a large tryptophan residue.
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The role of small residues in membrane protein helix interactions has been
well studied,5,19 yet the role of large residues has not. Recently, some selection
experiments have found cation-pi interactions (involving large residues) to enhance
dimerization pointing to the importance of large residues mediating helix-helix inter-
actions.4 Here, we find a cluster that has a anti-parallel left-handed crossing angle,
yet a large inter-helical distance. This last category of anti-parallel left is found in
cluster 3, which has a crossing angle close to -170◦ and a large interhelical-distance
of 11.2A˚. This geometry creates an interface for large amino acids, as reflected by
the series of tyrosine/phenylalanine biased positions. Figure 2.9 shows how this
type of geometry can be stabilized by large residues like phenylalanine and/or other
aromatics in helix interfaces.
As helices pass back through the membrane to form anti-parallel interac-
tions, they can also approach each other with a right-handed crossing (∼ 150◦). The
three clusters that have an anti-parallel right crossing angle (2,9,31), also have sim-
ilar distance distributions(see Table 2.2). However, each has a unique set of phase
angles. Clusters 2 and 9 have one helix containing a strong small-x3-small signature,
while the only common feature of the other helix is a beta-branched bias. Clus-
ter 9 has an enrichment of glutamines (4.0x, chain B, position 63) and other polar
residues. Cluster 31 did produce sequence profiles under the strict cutoffs used to
generate Table 2.2).
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Figure 2.9: Large residues create interface in cluster 2
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Structural and Sequence Features of Parallel Helix Dimers
The well studied small-xxx-small window of GpA is known from NMR exper-
iments to have a right-handed parallel crossing angle7 and the geometry has been
identified as a general folding mechanism of membrane proteins.20 The small residues
create a broad surface on the helix enabling the backbones to fit together to both
maximize van der Waals packing and make ideal C-α hydrogen bonds. We indeed
find a cluster consistent with this geometry (Cluster 4). The crossing angle is tightly
clustered near -37◦ and the interhelical distance is focused at about 7.2A˚. There
were 81 dimers that matched this geometry. The positions along the helices in this
geometry are more biased than any other cluster. Both helices contain strong small-
x3-small windows, with position 64 on helix B being particularly strong (72% of the
amino acids are glycine,alanine or serine). Slightly off the interface, bracketing the
interaction are beta-branched amino acids, one on each chain. The residue follow-
ing the second small position has a weaker, but significant bias for small residues,
suggesting the ability of this window to rotate.
The identity of helix dimer as parallel left or parallel right can be ambiguous,
as indicated by the broad, overlapping angular distributions in Figure 2.2. Even
the sequence bias of small-xxx-small is not unique to the parallel-right family, as
evidenced by the Ff bacteriophage major coat protein.21 Interestingly the parallel
left cluster found in this analysis has a long interhelical distance (∼ 10A˚). Figure 2.10
shows the tight packing of larger aromatic residues between α-helices in a membrane
environment. The sequence statistics reflect the observation of larger interhelical
distances. There is a large bias on one helix for isoleucine-methoinine-aromatic-
xx-large, while the other helix has two polar positions with asp/his/asn at 61 and
cys/ser/thr at 64.
26
Figure 2.10: Parallel left tight packing of aromatic residues at the interface.
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Sequence Scoring Function Derived From Fishing Data
The ultimate goal in protein folding studies is to reliably predict the three-
dimensional structure of a folded protein, given only the primary sequence.22 Here
we make in-roads into developing such capabilities for membrane proteins using helix
dimers. As discussed earlier, there are notable sequence features present in specific
clusters. For each cluster of helix dimers, we attempt to extract these sequence
features by developing a log-odds scoring system to quantify propensities for each
amino acid to appear at each position along the transmembrane region of the helices,
as described above (Equation 2.1). For any given test sequence, this scoring function
allows us to assign a scalar score for various helix positions in each cluster. Given only
an amino acid sequence, we can understand possible structural details of a helical
dimer by locating the cluster and helix positions such that the scoring function is
minimized.
Given amino acid sequences for two transmembrane helices and the scoring
functions defined above, we compute scores for each possible threading on the clus-
ters. This threading process is described pictorially in Figure 2.11. Briefly, scores
are computed by summing the log-odds (Equation 2.1) for the 32 individual amino
acids at their corresponding positions (16 residues for each chain in the dimer). A
score can be computed for each cluster and each helix position.
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Figure 2.11: Sequence scoring scheme. Each dimer consists of two sequences, labeled
”Chain A” and ”Chain B”. Two arginine residues are added to the beginning and end
of each chain it is assumed that these residues lie just outside the transmembrane
region and arginine is a typically hydrophilic residue for this location.A unique 16-
residue window scoring function is used for each cluster and chain (as described in
the text); the scoring function includes propensities for every amino acid at each
position. This window center is shown here as a red box. The residues in each
16-residue contiguous block (including the ”edge” arginines) in the test sequence are
scored against the scoring function. Several such blocks for Chain B are shown as
brackets. All 16 residue scores are summed for each block, and the block with the
lowest total score is taken as the threading result. The green bracket represents the
correct threading in this example.
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To validate the clustering and scoring systems, we scored the sequence from
a helix dimer of each cluster (the centroid sequence), as described above. Ideally,
each of these sequences would find a minimal score in its ”home” cluster with the
proper threading. The results of these tests are summarized in Table 2.4. The
centroids for four clusters (4, 5, 7, and 8) were assigned to the correct cluster with
the correct threading. Most of the other dimer sequences were threaded correctly on
at least one chain in their ”home” cluster (1 or 2 in Threading Rank, Table 2.4).
As the only parallel-right cluster, Cluster 4 is arguably the most structurally
distinct group. Figure 2.12 shows scores for the centroid sequence with all threadings
in Cluster 4. The minimal score is found at Chain A and Chain B centered at
positions 62 and 63 respectively; these positions correspond the window centers in
the scoring function. In this cluster chain B has a strong propensity for alanine
at position 68. Several positions between 62 and 71 in Chain B of the test dimer
are alanine, allowing multiple threadings to benefit from the strong propensity at
position 68. This is reflected in the low scores for chain B threadings between
positions 64 and 69.
A bit more difficult task is to score a sequence known to form with anti-
parallel left geometry, because we have seven clusters with anti-parallel left crossing
angles. The sequence from cluster 5 was assigned to the correct cluster with the
correct threading. Figure 2.13 shows the scores with the centroid with all threadings
in cluster 5. In addition to minimal score for Chain B at position 66, threadings at
positions 60 and 67 also show low scores. Unlike the position 68 alanine discussed
above for Cluster 4, the scores for Cluster 5 are not dominated by a single strong
propensity at one position. The low scores at these other threadings may instead
reflect a general periodicity in several residue propensities.
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Cluster Assignment Rank Threading Rank
0 9 1
1 2 2
2 3 2
3 3 2
4 1 1
5 1 1
6 12 3
7 1 1
8 1 1
10 7 2
11 1 2
31 1 3
AVG 3.5 1.75
Table 2.4: Assignment of cluster and threading by log-odds scoring. The assignment
rank is the order in which a given sequence was scored (rank of 1 means when
the sequence was scored on each cluster, the lowest score came from its ”home”
cluster). Threading rank is 1 if both sequences(chains) were threaded onto the
proper locations, 2 if only one sequence was properly threaded and 3 means both
chains were incorrectly threaded.
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Figure 2.12: Two dimensional scoring of parallel-right a sequence. Threading is done
as defined by Figure 2.11. The darker the spot the stronger the correlation.
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Figure 2.13: Two dimensional scoring of an anti-parallel left sequence.Threading is
done as defined by Figure 2.11.Threading is done as defined by Figure 2.11.
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The Glycophorin A sequence has been analyzed using TOXCAT libraries23
and bioinformatics.9 The important sequence motif is LIxxGVxAGVxxT. Interest-
ingly, when the GpA sequence is scored with our function, it selects cluster 4, our
parallel right cluster. Further, the reason it scored well there is because each of the
GVxAG amino acids aligns along positions that are highly biased for these types
of amino acids (see Table 2.6, chain B positions 62,64,65. 61 is biased for small
residues, not shown). This is an interesting example of how we can take a sequence
not in our dataset and derive a structural model, while at the same time identifying
the important amino acids.
2.3 Conclusions
Engineering novel transmembrane proteins is one of the most intriguing av-
enues for studying protein structure and modulating function in the membrane. We
provide a computational platform for modeling and designing interfaces between
transmembrane helices. In addition we make observations about the nature of mem-
brane proteins, in terms of sequence and structural features. By constructing the
largest transmembrane pair library to date, we are able to explain in detail what
sequence features are driving the folding for the twelve most common interaction
windows in membrane proteins.
An interesting application of our sequence scoring function, is to predict
structures for unknown sequences. The proof of principle was described here, where
we were able to completely predict structures for four unique helix geometries and
we were able to predict the correct threading for a single helix in 10 out 12 cases.
This capability is good for two reasons; first we can now develop structural models
enabling the pursuit of many avenues of research and secondly, we can understand
which amino acids are critical for the threading.
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2.4 Methods
Dataset selection
In order to create a Membrane protein dataset, the complete set of protein
crystal structures from the PDB24 must be filtered. Here we start with a published
annotated data set of membrane protein, the Orientation of Proteins in Membranes
(OPM25). The reason for using OPM is three-fold: characterization and curation of
structure files make them easier to work with, constant synchronization with PDB
keeps our database up to date and it provides definitions of membrane-spanning
residues.
The proteins in OPM must be further filtered to be fit for our purpose. As
of October 13th 2009, there were 199 proteins characterized as ”helical transmem-
brane proteins”. We obtained the highest quality membrane protein structures by
removing structures with greater than 3.2A˚ resolution, structures solved by NMR
techniques and theoretical models (a total of 70 structures). There are a hand-
ful of membrane proteins that require large numbers of ligands to function (e.g.
light-harvesting complexes). These ligands commonly interdigitate many, if not all,
helix-helix interactions and therefore should not be used in this type of analysis (5
structures). When all totaled, we have 124 membrane proteins left.
In our selected set of proteins, we have many highly homologous structures
and therefore need to identify them before pursuing any sequence analysis. Upon
applying a homology cutoff, one must select a representative protein out of the set
of homologs. Interesting to note, is that the process of identifying homologous pro-
teins must be done at the chain level, due to incorporation of unrelated subunits in
protein crystal structures. Our first rule is to look for the highest resolution homol-
ogous protein chain. If the two protein chains have comparable resolutions, then the
number of non-protein atoms, the size of the structure and the organism source is
considered. For studying the nature of helix-helix interactions in membranes, clearly
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large numbers of non-protein atoms will complicate the analysis. In order to increase
the number of possible dimers, larger proteins are preferred. Many proteins in the
database are from unusual source organisms (e.g thermophiles), in the cases where
there is a choice between mesophile and thermophile, the mesophilic proteins are
selected.
In anticipation of the need to analyze this membrane protein set at different
levels of homology, we created the lists of pdb chains under the following levels of
homology: 30%,50%,70%, 90% and 100%.
Creating the pair library
With the ultimate goal of constructing a helix pair library, we developed
methodology for creating a unique set of transmembrane helix pairs. The starting
point is a full protein structure, which contains numerous chains where each chain
includes multiple helical passes through the membrane as well as varying length loops
or full soluble domains connecting them. Therefore, the first step is to define the
boundaries for the membrane portion of each protein chain. OPM uses a complex
scoring function based on octanol to water transfer energies, to orient each mem-
brane protein in a bilayer. This orientation defines the residues that will locate in
the hydrophobic bilayer environment. We must elaborate on this, because we are
only concerned with helices and further, helices that make a full pass through the
membrane. To insure helicity, we use a generous phi-psi filter of -90◦ phi -35◦;
-70◦ psi 0◦. In order to remove single leaflet helices, we require at least 15 helical
residues. Lastly, we allow for an extra turn in the N- and C- terminal directions on
individual helices.
After defining helices properly, the complete set of pairs can be generated,
but will contain duplicates. The duplicates come from multiple chains with the same
sequence being present in protein structure files. Counting pairs within two of these
chains will produce helix pairs with the same sequence and structure. Clearly not
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accounting for this would bias a helix pair library to those larger structures with
many identical chains. To deal with this source of redundancy, we categorize each
chain of a structure into a sequence chain group, where every chain in the group has
99% sequence identity. Then, we simply have 3 types of dimers: inter-chain(pairs
within a representative chain from each chain group), inter-group(pairs between
distinct chain groups) and intra-group (pairs between chains of the same group).
Structural Clustering
In order to generate clusters, where geometrically identical interactions can
be grouped, we perform an all-on-all structural alignment of helix pairs. First, for
each helix pair, we create a list of all possible windows (two continuous blocks of 16
amino acids, one per helix, see Figure 2.1B). For example, if there are N 16 amino
acid blocks on one helix and M 16 amino acid blocks on another helix, then this
helix pair has N*M possible helix windows. Next, we compare each helix pair to
every other helix pair by structurally aligning the listed windows. We structurally
align the C-α atoms of one window from one helix pair onto another set of C-α
atoms of another window from another helix pair. This process results in a table of
C-α RMSDs from each window on one helix pair to every other window on every
other helix pair. If we had two helix pairs, one with I windows and one with J
windows, then the RMSD table would have 2*(I*J) entries, because each window-
window alignment can be done in two ways (e.g. helixA of helix pair 1 can align
onto helixA of helix pair 2 OR helixA of helix pair 1 can align onto helixB of helix
pair 2)
Using the RMSD table, we group the helix pairs by the windows that match
the most other windows. We find the window (and therefore helix pair) with the
maximal number of windows from other helix pairs that have <= 1.2A˚C-α RMSD.
The helix pair associated with this window is considered the centroid of a new formed
cluster. The other helix pairs in the cluster are the helix pairs associated with the
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windows that matched the centroid, under the 1.2A˚C-α RMSD threshold. Once the
windows are clustered they are eliminated from further cycles of the algorithm. We
additionally eliminate windows close-by the clustered window in sequence (+/- four
residues). The algorithm then repeats until there are no helix pairs remaining.
Structural Fishing
The clustering algorithm described above produced distinct clusters without re-
lying on any a priori knowledge of the structural features of these clusters. This pro-
duced several dozen clusters. We examined the structural parameters of the largest
twelve clusters and found them to possess distinct structural features. However, the
disadvantage of this approach is that the structural and sequence information in all
dimers in the smaller clusters was essentially discarded.
The goal of the structural fishing experiment was to expand the dataset and
offer more robust statistics by bringing all dimers into one of the top twelve clusters
and to avoid discarding members of the small clusters. For the fishing operation, we
started with 12 bait dimers. Each bait structure was the centroid dimer from one of
the twelve largest original clusters; this assures that the baits for each fishing cluster
are structurally distinct. We extracted a central window of 16 residues from each
chain of the bait dimers. Next, we looped through all the dimers in the dataset.
For each of these test dimers, we superposed a sliding 12-residue window over all
possible 12-residue windows in each 16-residue bait structure. Each test dimer was
assigned to the cluster whose centroid matched most tightly. The result of the fishing
experiment was fewer and larger clusters.
Sequence Analysis
We generated sequence scoring functions from the enhanced statistics yielded
by the fishing operation. First, all the sequence positions were renumbered such
that the residues closest to the center of the membrane were labeled as roughly
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position 60. Given this numbering, all sequences for each chain and cluster were
aligned. The number of observations for each amino acid type was computed for each
position. These were combined with the expected amino acid probabilities according
to Equation 2.1 to generate scores for each amino acid type at all positions of interest
for chains A and B of each cluster. These scoring functions were saved in an XML
file.
To score a single sequence with a given threading, a contiguous block of
residues in the test sequence was scored against a specific window in the scoring
function. The scoring function window was a block of 16 residues centered on the
most populated position for the given chain and cluster. (Histograms of the popula-
tions were various positions are shown for two clusters in Figure 5.) Each test dimer
was scored against every cluster using all available threadings on both the A and B
chains. Furthermore, the calculation was expanded to support 2 threadings beyond
the start and end edges of the TM sequence data. Arginines were placed in the edge
positions for purposes of scoring, as shown in Figure 11. The cluster/threading com-
bination producing the lowest score was located; this optimal result is the structural
cluster assignment and threading predicted by the scoring system.
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Table 2.5:
PDB Inter-chain Inter-
chaingroup
Intra-
chaingroup
Sum
1ar1 39 0 5 44
1bcc 12 0 9 21
1dxr 8 0 9 17
1e12 12 4 0 16
1ehk 29 0 7 36
1eys 8 0 9 17
1gzm 17 0 0 17
1h2s 14 2 4 20
1h68 13 0 0 13
1hgz 0 2 0 2
1ifp 0 1 0 1
1j4n 5 11 0 16
1jb0 28 0 13 41
1kb9 12 2 8 22
1kf6 5 0 5 10
1kpl 36 9 0 45
1kqf 4 0 2 6
1l0l 12 0 11 23
1l7v 23 3 0 26
1ldf 9 11 0 20
1m0l 12 3 0 15
1m56 42 0 16 58
1nek 5 3 4 12
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PDB Inter-chain Inter-
chaingroup
Intra-
chaingroup
Sum
1okc 9 0 0 9
1orq 3 3 0 6
1ors 6 0 0 6
1ots 32 6 0 38
1p49 1 0 0 1
1pp9 13 2 9 24
1py6 12 0 0 12
1q16 5 2 0 7
1q90 6 2 25 33
1qle 36 0 16 52
1r3j 3 4 0 7
1rc2 8 10 0 18
1rh5 21 0 7 28
1rzh 8 0 9 17
1s5h 3 4 0 7
1sor 8 11 0 19
1su4 19 0 0 19
1t5s 19 0 0 19
1u7g 24 9 0 33
1v55 37 0 36 73
1vgo 12 0 0 12
1wpe 20 0 0 20
1wpg 19 0 0 19
1xio 12 0 0 12
1xl6 1 2 0 3
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PDB Inter-chain Inter-
chaingroup
Intra-
chaingroup
Sum
1yce 1 3 0 4
1yew 14 0 8 22
1ymg 5 11 0 16
1yq3 5 0 3 8
1z98 9 11 0 20
1zcd 20 0 0 20
1zoy 5 0 3 8
2a65 37 2 0 39
2a79 4 5 6 15
2agv 19 0 0 19
2ahy 3 3 0 6
2b2f 27 10 0 37
2b6o 7 10 0 17
2b6p 5 11 0 16
2bl2 6 3 0 9
2bs2 6 4 0 10
2bs3 6 4 0 10
2cfq 22 0 0 22
2d57 9 11 0 20
2e74 6 2 25 33
2ei4 12 2 0 14
2f2b 10 12 0 22
2fyn 12 2 7 21
2gif 28 9 0 37
2h8a 5 3 0 8
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PDB Inter-chain Inter-
chaingroup
Intra-
chaingroup
Sum
2hyd 8 3 0 11
2ic8 11 0 0 11
2j58 0 1 0 1
2j7a 0 1 0 1
2jln 27 0 0 27
2nq2 20 1 0 21
2nr9 8 0 0 8
2nwl 27 5 0 32
2onk 8 5 0 13
2qi9 18 2 0 20
2qks 3 4 0 7
2qts 2 1 3 6
2r6g 18 0 14 32
2r9r 9 7 0 16
2rh1 13 0 0 13
2uuh 5 3 0 8
2v50 29 4 0 33
2vpz 18 4 0 22
2vt4 13 0 0 13
2w2e 9 11 0 20
2wie 1 3 0 4
2z73 13 2 0 15
2zjs 20 0 4 24
2zt9 6 2 25 33
2zxe 20 0 4 24
43
PDB Inter-chain Inter-
chaingroup
Intra-
chaingroup
Sum
3b9b 19 0 0 19
3b9w 27 10 0 37
3b9y 27 10 0 37
3beh 6 7 0 13
3bkd 0 1 0 1
3c02 9 10 0 19
3cap 15 0 0 15
3d31 9 5 0 14
3d9s 6 10 0 16
3ddl 12 0 0 12
3dh4 30 3 0 33
3dqb 16 0 0 16
3e86 3 3 0 6
3eam 5 4 0 9
3eml 13 0 0 13
3gd8 5 11 0 16
3gia 31 0 0 31
3h90 6 2 0 8
3h9v 1 2 0 3
3hd6 29 12 0 41
3hqk 28 4 0 32
TOT. 1568 377 306 2251
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Table 2.6: Sequence biases for interface positions
IndexChainPos AAs Group Count Obs Exp RatioP-val
Cluster 0: 287 pairs
0 A 62 H SINGLE 12 0.05 0.02 2.4 0.00424
0 A 62 CHP TRIPLES 25 0.11 0.06 1.9 0.00228
0 A 62 GHS TRIPLES 49 0.22 0.15 1.5 0.00642
0 A 63 L SINGLE 64 0.25 0.16 1.6 0.00024
0 A 63 WL DOUBLES 72 0.28 0.19 1.5 0.00021
0 A 63 LH DOUBLES 71 0.28 0.18 1.5 0.00025
0 A 63 VL DOUBLES 93 0.37 0.26 1.4 0.00025
0 A 63 KL DOUBLES 64 0.25 0.18 1.4 0.00406
0 A 63 LR DOUBLES 64 0.25 0.18 1.4 0.00742
0 A 63 HLV TRIPLES 100 0.39 0.28 1.4 0.00016
0 A 63 LWV TRIPLES 101 0.40 0.29 1.4 0.00017
0 A 63 HLW TRIPLES 79 0.31 0.21 1.5 0.00020
0 A 63 DHL TRIPLES 74 0.29 0.20 1.5 0.00035
0 A 63 NLV TRIPLES 96 0.38 0.28 1.4 0.00041
0 A 64 GLV TRIPLES 124 0.44 0.34 1.3 0.00110
0 A 64 LWV TRIPLES 102 0.36 0.29 1.3 0.00694
0 A 66 I SINGLE 42 0.16 0.10 1.7 0.00113
0 A 66 DN DOUBLES 14 0.05 0.03 2.1 0.00874
0 A 66 NIV TRIPLES 74 0.29 0.21 1.4 0.00465
0 A 67 SA DOUBLES 55 0.23 0.16 1.4 0.00891
0 A 70 CA DOUBLES 36 0.20 0.13 1.6 0.00467
0 A 70 ACS TRIPLES 48 0.27 0.17 1.6 0.00137
0 A 70 ACT TRIPLES 48 0.27 0.18 1.5 0.00472
0 A 70 AST TRIPLES 54 0.30 0.22 1.4 0.00813
45
IndexChainPos AAs Group Count Obs Exp RatioP-val
0 A 71 D SINGLE 7 0.05 0.01 3.8 0.00285
0 A 71 MD DOUBLES 16 0.11 0.05 2.0 0.00897
0 A 71 DHL TRIPLES 43 0.29 0.20 1.5 0.00746
0 B 61 LTV TRIPLES 112 0.40 0.32 1.3 0.00306
0 B 61 HLT TRIPLES 87 0.31 0.24 1.3 0.00623
0 B 61 HLV TRIPLES 99 0.35 0.28 1.2 0.00953
0 B 62 L SINGLE 69 0.24 0.16 1.5 0.00072
0 B 62 WL DOUBLES 79 0.28 0.19 1.5 0.00036
0 B 62 VL DOUBLES 98 0.34 0.26 1.3 0.00304
0 B 62 LH DOUBLES 73 0.25 0.18 1.4 0.00369
0 B 62 LR DOUBLES 72 0.25 0.18 1.4 0.00480
0 B 62 KL DOUBLES 69 0.24 0.18 1.3 0.00884
0 B 62 DHL TRIPLES 82 0.29 0.20 1.5 0.00034
0 B 62 LWV TRIPLES 108 0.38 0.29 1.3 0.00135
0 B 62 HLW TRIPLES 83 0.29 0.21 1.4 0.00177
0 B 62 RLW TRIPLES 82 0.29 0.21 1.4 0.00232
0 B 62 LWY TRIPLES 85 0.30 0.22 1.3 0.00351
0 B 64 V SINGLE 45 0.18 0.10 1.8 0.00006
0 B 64 IV DOUBLES 75 0.30 0.20 1.5 0.00006
0 B 64 VT DOUBLES 61 0.25 0.15 1.6 0.00014
0 B 64 VQ DOUBLES 48 0.20 0.11 1.7 0.00016
0 B 64 VN DOUBLES 47 0.19 0.11 1.7 0.00036
0 B 64 VS DOUBLES 55 0.22 0.14 1.6 0.00100
0 B 64 ITV TRIPLES 91 0.37 0.25 1.5 0.00005
0 B 64 NIV TRIPLES 77 0.31 0.21 1.5 0.00016
0 B 64 NWV TRIPLES 55 0.22 0.14 1.6 0.00029
0 B 64 QTV TRIPLES 64 0.26 0.17 1.5 0.00032
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IndexChainPos AAs Group Count Obs Exp RatioP-val
0 B 64 NTV TRIPLES 63 0.26 0.17 1.5 0.00045
0 B 65 S SINGLE 21 0.10 0.05 2.2 0.00073
0 B 65 L SINGLE 49 0.23 0.16 1.4 0.00893
0 B 68 L SINGLE 31 0.29 0.16 1.8 0.00090
0 B 68 WL DOUBLES 34 0.32 0.19 1.7 0.00121
0 B 68 LR DOUBLES 32 0.30 0.18 1.6 0.00385
0 B 68 KL DOUBLES 31 0.29 0.18 1.6 0.00517
0 B 68 LH DOUBLES 31 0.29 0.18 1.6 0.00828
0 B 68 LKW TRIPLES 34 0.32 0.20 1.6 0.00577
0 B 68 RLW TRIPLES 35 0.33 0.21 1.6 0.00592
0 B 68 LWY TRIPLES 36 0.34 0.22 1.5 0.00705
0 B 68 HLW TRIPLES 34 0.32 0.21 1.5 0.00882
Cluster 1: 118 pairs
1 A 62 AGT TRIPLES 33 0.40 0.26 1.6 0.00351
1 A 62 GTV TRIPLES 31 0.38 0.24 1.6 0.00601
1 A 62 AGV TRIPLES 36 0.44 0.30 1.5 0.00772
1 A 63 IV DOUBLES 29 0.34 0.20 1.7 0.00251
1 A 63 NIV TRIPLES 33 0.38 0.21 1.8 0.00027
1 A 63 ITV TRIPLES 37 0.43 0.25 1.7 0.00042
1 A 63 NTV TRIPLES 25 0.29 0.17 1.7 0.00548
1 A 63 NWV TRIPLES 21 0.24 0.14 1.8 0.00750
1 A 64 G SINGLE 17 0.16 0.08 1.9 0.00814
1 A 64 GA DOUBLES 36 0.34 0.20 1.7 0.00090
1 A 64 ACG TRIPLES 36 0.34 0.21 1.6 0.00265
1 A 64 ANG TRIPLES 36 0.34 0.21 1.6 0.00280
1 A 64 NDG TRIPLES 22 0.21 0.11 1.9 0.00280
1 A 64 AGS TRIPLES 40 0.38 0.24 1.5 0.00307
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IndexChainPos AAs Group Count Obs Exp RatioP-val
1 A 64 ARG TRIPLES 37 0.35 0.22 1.6 0.00321
1 A 66 F SINGLE 16 0.16 0.08 1.9 0.00942
1 A 68 GTV TRIPLES 33 0.38 0.24 1.6 0.00549
1 A 70 IV DOUBLES 26 0.34 0.20 1.7 0.00343
1 A 70 NIV TRIPLES 28 0.37 0.21 1.8 0.00167
1 A 70 ITV TRIPLES 31 0.41 0.25 1.6 0.00336
1 B 62 W SINGLE 8 0.09 0.03 3.4 0.00262
1 B 62 WN DOUBLES 12 0.13 0.04 3.4 0.00023
1 B 62 NWV TRIPLES 23 0.25 0.14 1.8 0.00345
1 B 63 V SINGLE 19 0.20 0.10 2.0 0.00287
1 B 63 VQ DOUBLES 22 0.23 0.11 2.1 0.00092
1 B 63 IV DOUBLES 31 0.33 0.20 1.7 0.00280
1 B 63 VR DOUBLES 21 0.22 0.12 1.8 0.00656
1 B 63 QKV TRIPLES 24 0.25 0.13 1.9 0.00111
1 B 63 RQV TRIPLES 24 0.25 0.14 1.9 0.00221
1 B 63 QHV TRIPLES 24 0.25 0.14 1.9 0.00221
1 B 63 DGV TRIPLES 31 0.33 0.20 1.7 0.00262
1 B 63 NQV TRIPLES 22 0.23 0.13 1.8 0.00464
1 B 65 AGS TRIPLES 32 0.37 0.24 1.5 0.00837
1 B 66 VT DOUBLES 25 0.28 0.15 1.8 0.00290
1 B 66 IV DOUBLES 29 0.33 0.20 1.7 0.00465
1 B 66 ITV TRIPLES 38 0.43 0.25 1.7 0.00035
1 B 66 HTV TRIPLES 28 0.32 0.18 1.8 0.00191
1 B 66 NTV TRIPLES 26 0.29 0.17 1.7 0.00405
1 B 66 QTV TRIPLES 26 0.29 0.17 1.7 0.00409
1 B 66 PTV TRIPLES 27 0.30 0.18 1.7 0.00528
Cluster 2: 119 pairs
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IndexChainPos AAs Group Count Obs Exp RatioP-val
2 A 60 ITV TRIPLES 43 0.36 0.25 1.4 0.00832
2 A 61 T SINGLE 15 0.13 0.06 2.3 0.00376
2 A 61 VT DOUBLES 34 0.29 0.15 1.8 0.00031
2 A 61 TG DOUBLES 28 0.23 0.14 1.7 0.00503
2 A 61 NTV TRIPLES 37 0.31 0.17 1.9 0.00012
2 A 61 GTV TRIPLES 47 0.40 0.24 1.7 0.00015
2 A 61 PTV TRIPLES 37 0.31 0.18 1.7 0.00050
2 A 61 ITV TRIPLES 47 0.40 0.25 1.6 0.00068
2 A 61 STV TRIPLES 39 0.33 0.20 1.6 0.00118
2 A 62 GPS TRIPLES 30 0.25 0.15 1.6 0.00511
2 A 62 GSV TRIPLES 40 0.34 0.23 1.5 0.00831
2 A 64 GLV TRIPLES 52 0.47 0.34 1.4 0.00911
2 A 65 V SINGLE 20 0.19 0.10 2.0 0.00421
2 A 65 VG DOUBLES 33 0.32 0.18 1.7 0.00079
2 A 65 VS DOUBLES 27 0.26 0.14 1.8 0.00173
2 A 65 VQ DOUBLES 22 0.21 0.11 1.9 0.00277
2 A 65 VN DOUBLES 21 0.20 0.11 1.8 0.00704
2 A 65 VA DOUBLES 34 0.33 0.22 1.5 0.00789
2 A 65 GSV TRIPLES 40 0.39 0.23 1.7 0.00024
2 A 65 QGV TRIPLES 35 0.34 0.20 1.7 0.00069
2 A 65 AGV TRIPLES 47 0.46 0.30 1.5 0.00079
2 A 65 GPV TRIPLES 36 0.35 0.21 1.7 0.00094
2 A 65 DGV TRIPLES 34 0.33 0.20 1.7 0.00113
2 B 60 GWV TRIPLES 30 0.34 0.21 1.6 0.00566
2 B 60 GLV TRIPLES 43 0.48 0.34 1.4 0.00740
2 B 63 G SINGLE 21 0.18 0.08 2.1 0.00125
2 B 63 A SINGLE 26 0.22 0.12 1.9 0.00143
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IndexChainPos AAs Group Count Obs Exp RatioP-val
2 B 63 GA DOUBLES 47 0.40 0.20 2.0 0.00000
2 B 63 SG DOUBLES 31 0.26 0.13 2.0 0.00010
2 B 63 VA DOUBLES 44 0.37 0.22 1.7 0.00012
2 B 63 SA DOUBLES 36 0.30 0.16 1.9 0.00014
2 B 63 VG DOUBLES 39 0.33 0.18 1.8 0.00019
2 B 63 AGV TRIPLES 65 0.55 0.30 1.8 0.00000
2 B 63 AGS TRIPLES 57 0.48 0.24 2.0 0.00000
2 B 63 AGT TRIPLES 56 0.47 0.26 1.8 0.00000
2 B 63 ACG TRIPLES 49 0.41 0.21 2.0 0.00000
2 B 63 ANG TRIPLES 49 0.41 0.21 1.9 0.00000
2 B 66 VG DOUBLES 35 0.30 0.18 1.7 0.00171
2 B 66 VA DOUBLES 39 0.34 0.22 1.6 0.00306
2 B 66 GA DOUBLES 36 0.31 0.20 1.5 0.00505
2 B 66 AGV TRIPLES 55 0.47 0.30 1.6 0.00010
2 B 66 ACG TRIPLES 40 0.34 0.21 1.6 0.00087
2 B 66 QGV TRIPLES 38 0.33 0.20 1.7 0.00094
2 B 66 NGV TRIPLES 37 0.32 0.20 1.6 0.00153
2 B 66 ANV TRIPLES 41 0.35 0.23 1.5 0.00261
2 B 67 G SINGLE 18 0.16 0.08 2.0 0.00537
2 B 67 VG DOUBLES 33 0.30 0.18 1.6 0.00283
2 B 67 SG DOUBLES 24 0.22 0.13 1.7 0.00958
2 B 67 QGV TRIPLES 35 0.32 0.20 1.6 0.00249
2 B 67 GSV TRIPLES 39 0.35 0.23 1.6 0.00288
2 B 67 GTV TRIPLES 40 0.36 0.24 1.5 0.00343
2 B 67 NGV TRIPLES 34 0.31 0.20 1.6 0.00533
2 B 67 GLV TRIPLES 52 0.47 0.34 1.4 0.00655
Cluster 3: 106 pairs
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IndexChainPos AAs Group Count Obs Exp RatioP-val
3 A 60 MD DOUBLES 13 0.12 0.05 2.3 0.00414
3 A 61 W SINGLE 8 0.08 0.03 2.9 0.00661
3 A 63 A SINGLE 28 0.28 0.12 2.4 0.00001
3 A 63 Y SINGLE 9 0.09 0.03 2.7 0.00678
3 A 63 CA DOUBLES 30 0.30 0.13 2.4 0.00001
3 A 63 AN DOUBLES 29 0.29 0.13 2.2 0.00002
3 A 63 SA DOUBLES 32 0.32 0.16 2.0 0.00010
3 A 63 TA DOUBLES 32 0.32 0.17 1.9 0.00029
3 A 63 GA DOUBLES 33 0.33 0.20 1.6 0.00243
3 A 63 ANC TRIPLES 31 0.31 0.14 2.2 0.00002
3 A 63 ACS TRIPLES 34 0.34 0.17 2.0 0.00005
3 A 63 ACP TRIPLES 31 0.31 0.15 2.0 0.00007
3 A 63 ANS TRIPLES 33 0.33 0.17 1.9 0.00017
3 A 63 ACT TRIPLES 34 0.34 0.18 1.9 0.00023
3 B 62 TG DOUBLES 24 0.27 0.14 1.9 0.00113
3 B 62 NGT TRIPLES 25 0.28 0.15 1.8 0.00179
3 B 62 GST TRIPLES 28 0.32 0.18 1.7 0.00366
3 B 62 GTV TRIPLES 33 0.37 0.24 1.6 0.00582
3 B 63 I SINGLE 19 0.18 0.10 1.8 0.00851
3 B 65 YF DOUBLES 21 0.21 0.12 1.8 0.00819
3 B 66 YF DOUBLES 21 0.21 0.12 1.8 0.00819
3 B 68 HQ DOUBLES 10 0.12 0.04 3.3 0.00098
3 B 68 DHM TRIPLES 15 0.17 0.08 2.3 0.00178
3 B 69 Y SINGLE 9 0.12 0.03 3.5 0.00114
3 B 69 YF DOUBLES 19 0.25 0.12 2.1 0.00199
3 B 69 KFY TRIPLES 19 0.25 0.14 1.8 0.00708
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Cluster 4: 81 pairs
4 A 61 GA DOUBLES 24 0.39 0.20 1.9 0.00068
4 A 61 ACG TRIPLES 25 0.40 0.21 1.9 0.00083
4 A 61 ANG TRIPLES 25 0.40 0.21 1.9 0.00087
4 A 61 ARG TRIPLES 25 0.40 0.22 1.8 0.00186
4 A 61 AGV TRIPLES 30 0.48 0.30 1.6 0.00318
4 A 61 AGT TRIPLES 26 0.42 0.26 1.6 0.00526
4 A 63 IV DOUBLES 23 0.34 0.20 1.7 0.00571
4 A 63 AGV TRIPLES 32 0.47 0.30 1.6 0.00328
4 A 64 L SINGLE 22 0.33 0.16 2.1 0.00062
4 A 64 LH DOUBLES 23 0.35 0.18 1.9 0.00134
4 A 64 WL DOUBLES 23 0.35 0.19 1.9 0.00229
4 A 64 KL DOUBLES 22 0.33 0.18 1.9 0.00324
4 A 64 LR DOUBLES 22 0.33 0.18 1.8 0.00373
4 A 64 VL DOUBLES 28 0.42 0.26 1.6 0.00460
4 A 64 GLV TRIPLES 38 0.58 0.34 1.7 0.00014
4 A 64 HLW TRIPLES 24 0.36 0.21 1.7 0.00383
4 A 64 LWY TRIPLES 25 0.38 0.22 1.7 0.00432
4 A 64 DHL TRIPLES 23 0.35 0.20 1.8 0.00460
4 A 64 NLV TRIPLES 29 0.44 0.28 1.6 0.00526
4 A 65 G SINGLE 17 0.27 0.08 3.2 0.00001
4 A 65 A SINGLE 18 0.29 0.12 2.4 0.00022
4 A 65 T SINGLE 9 0.14 0.06 2.6 0.00814
4 A 65 GA DOUBLES 35 0.56 0.20 2.8 0.00000
4 A 65 TG DOUBLES 26 0.41 0.14 2.9 0.00000
4 A 65 TA DOUBLES 27 0.43 0.17 2.5 0.00000
4 A 65 GN DOUBLES 17 0.27 0.10 2.8 0.00008
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4 A 65 GR DOUBLES 17 0.27 0.11 2.5 0.00022
4 A 65 AGT TRIPLES 44 0.70 0.26 2.7 0.00000
4 A 65 ACG TRIPLES 35 0.56 0.21 2.6 0.00000
4 A 65 ANG TRIPLES 35 0.56 0.21 2.6 0.00000
4 A 65 AGS TRIPLES 37 0.59 0.24 2.4 0.00000
4 A 65 ARG TRIPLES 35 0.56 0.22 2.5 0.00000
4 A 66 A SINGLE 16 0.24 0.12 2.1 0.00349
4 A 66 VA DOUBLES 25 0.38 0.22 1.8 0.00245
4 A 66 TA DOUBLES 20 0.30 0.17 1.8 0.00839
4 A 66 CA DOUBLES 16 0.24 0.13 1.9 0.00899
4 A 66 ATV TRIPLES 29 0.44 0.27 1.6 0.00339
4 A 66 AGV TRIPLES 31 0.47 0.30 1.6 0.00433
4 A 66 ANV TRIPLES 25 0.38 0.23 1.7 0.00756
4 B 60 Y SINGLE 7 0.10 0.03 3.1 0.00733
4 B 60 GA DOUBLES 26 0.39 0.20 1.9 0.00036
4 B 60 CA DOUBLES 17 0.25 0.13 2.0 0.00489
4 B 60 ACG TRIPLES 28 0.42 0.21 2.0 0.00013
4 B 60 ANG TRIPLES 26 0.39 0.21 1.8 0.00142
4 B 60 AGT TRIPLES 29 0.43 0.26 1.7 0.00181
4 B 60 AGS TRIPLES 28 0.42 0.24 1.7 0.00247
4 B 60 ARG TRIPLES 26 0.39 0.22 1.7 0.00283
4 B 62 IV DOUBLES 25 0.35 0.20 1.8 0.00272
4 B 62 ITV TRIPLES 29 0.40 0.25 1.6 0.00615
4 B 62 NIV TRIPLES 25 0.35 0.21 1.7 0.00843
4 B 63 L SINGLE 22 0.29 0.16 1.8 0.00427
4 B 63 VL DOUBLES 33 0.44 0.26 1.7 0.00088
4 B 63 KL DOUBLES 23 0.31 0.18 1.7 0.00648
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4 B 63 GLV TRIPLES 42 0.56 0.34 1.6 0.00021
4 B 63 LKV TRIPLES 34 0.45 0.28 1.6 0.00119
4 B 63 RLV TRIPLES 34 0.45 0.28 1.6 0.00189
4 B 63 NLV TRIPLES 33 0.44 0.28 1.6 0.00261
4 B 63 LWV TRIPLES 34 0.45 0.29 1.6 0.00300
4 B 64 G SINGLE 32 0.44 0.08 5.3 0.00000
4 B 64 GA DOUBLES 47 0.65 0.20 3.3 0.00000
4 B 64 GN DOUBLES 33 0.46 0.10 4.7 0.00000
4 B 64 SG DOUBLES 37 0.51 0.13 4.0 0.00000
4 B 64 GR DOUBLES 32 0.44 0.11 4.2 0.00000
4 B 64 TG DOUBLES 36 0.50 0.14 3.6 0.00000
4 B 64 AGS TRIPLES 52 0.72 0.24 2.9 0.00000
4 B 64 ACG TRIPLES 48 0.67 0.21 3.2 0.00000
4 B 64 ANG TRIPLES 48 0.67 0.21 3.1 0.00000
4 B 64 AGT TRIPLES 51 0.71 0.26 2.8 0.00000
4 B 64 GPS TRIPLES 40 0.56 0.15 3.6 0.00000
4 B 65 A SINGLE 15 0.23 0.12 2.0 0.00935
4 B 65 VA DOUBLES 25 0.39 0.22 1.8 0.00196
4 B 65 GA DOUBLES 23 0.36 0.20 1.8 0.00277
4 B 65 TA DOUBLES 20 0.31 0.17 1.8 0.00702
4 B 65 AGV TRIPLES 33 0.52 0.30 1.7 0.00032
4 B 65 ATV TRIPLES 30 0.47 0.27 1.7 0.00100
4 B 65 AGT TRIPLES 28 0.44 0.26 1.7 0.00152
4 B 65 ARV TRIPLES 26 0.41 0.24 1.7 0.00292
4 B 65 ANV TRIPLES 25 0.39 0.23 1.7 0.00413
Cluster 5: 244 pairs
5 A 62 L SINGLE 56 0.25 0.16 1.6 0.00069
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5 A 62 WL DOUBLES 66 0.30 0.19 1.6 0.00010
5 A 62 LH DOUBLES 63 0.28 0.18 1.5 0.00035
5 A 62 VL DOUBLES 78 0.35 0.26 1.3 0.00358
5 A 62 LR DOUBLES 58 0.26 0.18 1.4 0.00424
5 A 62 KL DOUBLES 56 0.25 0.18 1.4 0.00654
5 A 62 HLW TRIPLES 73 0.33 0.21 1.6 0.00005
5 A 62 DHL TRIPLES 66 0.30 0.20 1.5 0.00036
5 A 62 LWV TRIPLES 88 0.40 0.29 1.4 0.00061
5 A 62 LWY TRIPLES 71 0.32 0.22 1.4 0.00087
5 A 62 RLW TRIPLES 68 0.31 0.21 1.5 0.00092
5 A 63 L SINGLE 46 0.24 0.16 1.5 0.00840
5 A 63 WL DOUBLES 53 0.27 0.19 1.4 0.00436
5 A 63 LH DOUBLES 52 0.27 0.18 1.5 0.00535
5 A 63 HLW TRIPLES 59 0.30 0.21 1.4 0.00267
5 A 63 LWY TRIPLES 61 0.31 0.22 1.4 0.00329
5 A 63 HLT TRIPLES 63 0.32 0.24 1.3 0.00914
5 A 66 G SINGLE 32 0.23 0.08 2.7 0.00000
5 A 66 A SINGLE 39 0.28 0.12 2.4 0.00000
5 A 66 S SINGLE 17 0.12 0.05 2.7 0.00022
5 A 66 GA DOUBLES 71 0.50 0.20 2.5 0.00000
5 A 66 SA DOUBLES 56 0.40 0.16 2.5 0.00000
5 A 66 SG DOUBLES 49 0.35 0.13 2.7 0.00000
5 A 66 CA DOUBLES 42 0.30 0.13 2.3 0.00000
5 A 66 GN DOUBLES 35 0.25 0.10 2.6 0.00000
5 A 66 AGS TRIPLES 88 0.62 0.24 2.5 0.00000
5 A 66 ACG TRIPLES 74 0.53 0.21 2.5 0.00000
5 A 66 ANG TRIPLES 74 0.53 0.21 2.5 0.00000
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5 A 66 ARG TRIPLES 73 0.52 0.22 2.3 0.00000
5 A 66 AGT TRIPLES 77 0.55 0.26 2.1 0.00000
5 B 60 G SINGLE 29 0.24 0.08 2.9 0.00000
5 B 60 S SINGLE 17 0.14 0.05 3.1 0.00003
5 B 60 A SINGLE 29 0.24 0.12 2.1 0.00015
5 B 60 SG DOUBLES 46 0.38 0.13 3.0 0.00000
5 B 60 GA DOUBLES 58 0.48 0.20 2.4 0.00000
5 B 60 SA DOUBLES 46 0.38 0.16 2.4 0.00000
5 B 60 GN DOUBLES 31 0.26 0.10 2.7 0.00000
5 B 60 TG DOUBLES 37 0.31 0.14 2.2 0.00000
5 B 60 AGS TRIPLES 75 0.62 0.24 2.6 0.00000
5 B 60 NGS TRIPLES 48 0.40 0.14 2.8 0.00000
5 B 60 ANG TRIPLES 60 0.50 0.21 2.3 0.00000
5 B 60 GHS TRIPLES 49 0.41 0.15 2.7 0.00000
5 B 60 CGS TRIPLES 47 0.39 0.14 2.8 0.00000
5 B 61 I SINGLE 25 0.17 0.10 1.7 0.00760
5 B 63 VL DOUBLES 62 0.36 0.26 1.4 0.00568
5 B 63 LWV TRIPLES 67 0.39 0.29 1.3 0.00561
5 B 63 NLV TRIPLES 64 0.37 0.28 1.3 0.00824
5 B 65 ARV TRIPLES 63 0.32 0.24 1.4 0.00691
5 B 67 A SINGLE 41 0.21 0.12 1.8 0.00017
5 B 67 T SINGLE 23 0.12 0.06 2.1 0.00073
5 B 67 TA DOUBLES 64 0.33 0.17 1.9 0.00000
5 B 67 GA DOUBLES 65 0.34 0.20 1.7 0.00001
5 B 67 SA DOUBLES 55 0.28 0.16 1.8 0.00002
5 B 67 CA DOUBLES 46 0.24 0.13 1.9 0.00003
5 B 67 AN DOUBLES 46 0.24 0.13 1.8 0.00004
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5 B 67 AGT TRIPLES 88 0.46 0.26 1.8 0.00000
5 B 67 AST TRIPLES 78 0.40 0.22 1.9 0.00000
5 B 67 ACT TRIPLES 69 0.36 0.18 2.0 0.00000
5 B 67 ANT TRIPLES 69 0.36 0.19 1.9 0.00000
5 B 67 APT TRIPLES 69 0.36 0.20 1.8 0.00000
5 B 70 L SINGLE 43 0.27 0.16 1.7 0.00046
5 B 70 LR DOUBLES 46 0.29 0.18 1.6 0.00091
5 B 70 WL DOUBLES 46 0.29 0.19 1.6 0.00145
5 B 70 LH DOUBLES 45 0.29 0.18 1.6 0.00186
5 B 70 VL DOUBLES 59 0.38 0.26 1.4 0.00190
5 B 70 KL DOUBLES 43 0.27 0.18 1.5 0.00340
5 B 70 DHL TRIPLES 48 0.31 0.20 1.6 0.00120
5 B 70 RLV TRIPLES 62 0.40 0.28 1.4 0.00256
5 B 70 LWY TRIPLES 51 0.33 0.22 1.5 0.00283
5 B 70 RHL TRIPLES 48 0.31 0.21 1.5 0.00302
5 B 70 RLW TRIPLES 49 0.31 0.21 1.5 0.00311
5 B 71 L SINGLE 36 0.25 0.16 1.5 0.00935
5 B 71 LH DOUBLES 41 0.28 0.18 1.5 0.00388
5 B 71 HLW TRIPLES 45 0.31 0.21 1.5 0.00582
5 B 71 HLV TRIPLES 56 0.38 0.28 1.4 0.00986
5 B 72 VT DOUBLES 31 0.25 0.15 1.6 0.00631
5 B 72 NTV TRIPLES 33 0.26 0.17 1.6 0.00797
5 B 72 QTV TRIPLES 33 0.26 0.17 1.6 0.00804
Cluster 6: 247 pairs
6 A 60 W SINGLE 14 0.06 0.03 2.5 0.00173
6 A 60 RLW TRIPLES 62 0.29 0.21 1.4 0.00742
6 A 61 VL DOUBLES 78 0.34 0.26 1.3 0.00834
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6 A 61 LTV TRIPLES 93 0.41 0.32 1.3 0.00550
6 A 61 ITV TRIPLES 76 0.33 0.25 1.3 0.00770
6 A 62 S SINGLE 25 0.10 0.05 2.3 0.00012
6 A 62 H SINGLE 15 0.06 0.02 2.8 0.00033
6 A 62 HQ DOUBLES 20 0.08 0.04 2.3 0.00060
6 A 62 TS DOUBLES 40 0.17 0.10 1.7 0.00172
6 A 62 SG DOUBLES 48 0.20 0.13 1.6 0.00194
6 A 62 SR DOUBLES 28 0.12 0.07 1.7 0.00421
6 A 62 HD DOUBLES 17 0.07 0.03 2.1 0.00643
6 A 62 HST TRIPLES 55 0.23 0.12 1.9 0.00000
6 A 62 GHS TRIPLES 63 0.26 0.15 1.7 0.00001
6 A 62 QGS TRIPLES 53 0.22 0.14 1.5 0.00114
6 A 62 RQS TRIPLES 33 0.14 0.08 1.7 0.00276
6 A 62 NGS TRIPLES 51 0.21 0.14 1.5 0.00297
6 A 64 H SINGLE 12 0.05 0.02 2.5 0.00395
6 A 65 L SINGLE 52 0.25 0.16 1.5 0.00124
6 A 65 LH DOUBLES 56 0.27 0.18 1.5 0.00221
6 A 65 VL DOUBLES 73 0.35 0.26 1.3 0.00426
6 A 65 LR DOUBLES 54 0.26 0.18 1.4 0.00691
6 A 65 WL DOUBLES 54 0.26 0.19 1.4 0.00980
6 A 65 HLT TRIPLES 73 0.35 0.24 1.5 0.00031
6 A 65 LTV TRIPLES 90 0.43 0.32 1.4 0.00042
6 A 65 LWY TRIPLES 63 0.30 0.22 1.4 0.00570
6 A 65 HLV TRIPLES 77 0.37 0.28 1.3 0.00678
6 A 65 NLV TRIPLES 74 0.36 0.28 1.3 0.00999
6 A 66 G SINGLE 27 0.15 0.08 1.8 0.00468
6 A 66 GA DOUBLES 56 0.30 0.20 1.5 0.00084
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6 A 66 VG DOUBLES 49 0.27 0.18 1.5 0.00546
6 A 66 SG DOUBLES 37 0.20 0.13 1.6 0.00569
6 A 66 AGV TRIPLES 78 0.42 0.30 1.4 0.00037
6 A 66 AGS TRIPLES 66 0.36 0.24 1.5 0.00058
6 A 66 ACG TRIPLES 58 0.32 0.21 1.5 0.00106
6 A 66 ARG TRIPLES 58 0.32 0.22 1.4 0.00337
6 A 66 GSV TRIPLES 59 0.32 0.23 1.4 0.00370
6 A 69 L SINGLE 32 0.28 0.16 1.7 0.00222
6 A 69 LR DOUBLES 35 0.30 0.18 1.6 0.00248
6 A 69 TS DOUBLES 22 0.19 0.10 1.9 0.00477
6 A 69 KL DOUBLES 33 0.28 0.18 1.6 0.00512
6 A 69 HLT TRIPLES 43 0.37 0.24 1.5 0.00156
6 A 69 LTV TRIPLES 52 0.45 0.32 1.4 0.00362
6 A 69 RST TRIPLES 25 0.22 0.12 1.8 0.00441
6 A 69 RLK TRIPLES 36 0.31 0.20 1.5 0.00523
6 A 69 CST TRIPLES 23 0.20 0.11 1.8 0.00713
6 B 60 L SINGLE 54 0.23 0.16 1.4 0.00544
6 B 60 VL DOUBLES 86 0.37 0.26 1.4 0.00023
6 B 60 WL DOUBLES 61 0.26 0.19 1.4 0.00528
6 B 60 NLV TRIPLES 90 0.39 0.28 1.4 0.00016
6 B 60 LWV TRIPLES 93 0.40 0.29 1.4 0.00019
6 B 60 GLV TRIPLES 105 0.46 0.34 1.3 0.00067
6 B 60 LKV TRIPLES 88 0.38 0.28 1.4 0.00091
6 B 60 HLV TRIPLES 89 0.39 0.28 1.4 0.00097
6 B 61 H SINGLE 15 0.06 0.02 2.8 0.00037
6 B 61 S SINGLE 22 0.09 0.05 2.0 0.00271
6 B 61 TH DOUBLES 34 0.14 0.08 1.8 0.00105
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6 B 61 TS DOUBLES 41 0.17 0.10 1.7 0.00125
6 B 61 HQ DOUBLES 19 0.08 0.04 2.2 0.00141
6 B 61 HD DOUBLES 18 0.07 0.03 2.2 0.00229
6 B 61 HST TRIPLES 56 0.23 0.12 1.9 0.00000
6 B 61 GHS TRIPLES 60 0.25 0.15 1.6 0.00010
6 B 61 CST TRIPLES 44 0.18 0.11 1.6 0.00146
6 B 61 DHT TRIPLES 37 0.15 0.09 1.7 0.00161
6 B 61 AST TRIPLES 73 0.30 0.22 1.4 0.00238
6 B 62 ITV TRIPLES 83 0.34 0.25 1.3 0.00327
6 B 62 AGT TRIPLES 82 0.33 0.26 1.3 0.00682
6 B 63 WH DOUBLES 21 0.09 0.05 1.8 0.00950
6 B 63 CHP TRIPLES 26 0.11 0.06 1.8 0.00349
6 B 64 VL DOUBLES 81 0.35 0.26 1.3 0.00346
6 B 64 LTV TRIPLES 101 0.43 0.32 1.4 0.00017
6 B 64 HLT TRIPLES 77 0.33 0.24 1.4 0.00158
6 B 64 HLV TRIPLES 86 0.37 0.28 1.3 0.00439
6 B 64 LWV TRIPLES 85 0.37 0.29 1.3 0.00902
6 B 64 ATV TRIPLES 81 0.35 0.27 1.3 0.00965
6 B 65 G SINGLE 31 0.14 0.08 1.6 0.00768
6 B 65 SG DOUBLES 44 0.20 0.13 1.5 0.00521
6 B 65 WL DOUBLES 59 0.26 0.19 1.4 0.00809
6 B 65 GLV TRIPLES 102 0.45 0.34 1.3 0.00099
6 B 65 GSW TRIPLES 53 0.23 0.15 1.5 0.00169
6 B 65 DGS TRIPLES 49 0.22 0.14 1.5 0.00211
6 B 65 NDG TRIPLES 38 0.17 0.11 1.5 0.00742
6 B 65 CGS TRIPLES 46 0.20 0.14 1.5 0.00924
6 B 66 VL DOUBLES 75 0.36 0.26 1.4 0.00206
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6 B 66 HLV TRIPLES 80 0.38 0.28 1.3 0.00207
6 B 66 LWV TRIPLES 80 0.38 0.29 1.3 0.00356
6 B 66 LTV TRIPLES 86 0.41 0.32 1.3 0.00462
6 B 66 NLV TRIPLES 76 0.36 0.28 1.3 0.00517
6 B 66 RLV TRIPLES 78 0.37 0.28 1.3 0.00558
6 B 67 D SINGLE 7 0.04 0.01 3.5 0.00392
6 B 69 PC DOUBLES 10 0.10 0.04 2.7 0.00421
6 B 69 PK DOUBLES 11 0.11 0.04 2.5 0.00428
6 B 69 CPS TRIPLES 17 0.17 0.08 2.0 0.00536
Cluster 7: 69 pairs
7 A 61 I SINGLE 13 0.21 0.10 2.1 0.00812
7 A 62 M SINGLE 9 0.13 0.04 3.2 0.00190
7 A 62 MC DOUBLES 9 0.13 0.05 2.5 0.00890
7 A 63 F SINGLE 13 0.20 0.08 2.3 0.00304
7 A 63 YF DOUBLES 18 0.27 0.12 2.3 0.00073
7 A 63 FK DOUBLES 14 0.21 0.10 2.1 0.00652
7 A 63 KFY TRIPLES 19 0.29 0.14 2.1 0.00093
7 A 66 LWY TRIPLES 23 0.40 0.22 1.8 0.00209
7 A 67 N SINGLE 4 0.08 0.01 5.9 0.00463
7 A 67 DN DOUBLES 6 0.12 0.03 4.6 0.00189
7 B 61 D SINGLE 5 0.07 0.01 5.8 0.00171
7 B 61 DN DOUBLES 6 0.09 0.03 3.4 0.00853
7 B 61 HD DOUBLES 7 0.10 0.03 2.9 0.00955
7 B 64 T SINGLE 9 0.14 0.06 2.5 0.00995
7 B 64 TS DOUBLES 14 0.21 0.10 2.1 0.00583
7 B 64 ITV TRIPLES 27 0.41 0.25 1.6 0.00407
7 B 64 STV TRIPLES 23 0.35 0.20 1.8 0.00455
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7 B 64 CST TRIPLES 15 0.23 0.11 2.1 0.00521
7 B 64 NTV TRIPLES 20 0.31 0.17 1.8 0.00693
Cluster 8: 55 pairs
8 A 70 WN DOUBLES 8 0.16 0.04 4.0 0.00078
8 A 70 WL DOUBLES 19 0.37 0.19 2.0 0.00190
8 A 70 VL DOUBLES 22 0.43 0.26 1.6 0.00982
8 A 70 LWV TRIPLES 27 0.53 0.29 1.8 0.00029
8 A 70 NLV TRIPLES 25 0.49 0.28 1.8 0.00136
8 A 70 NWV TRIPLES 16 0.31 0.14 2.3 0.00154
8 A 70 LKW TRIPLES 19 0.37 0.20 1.8 0.00527
8 A 70 HLW TRIPLES 19 0.37 0.21 1.8 0.00877
8 B 65 IV DOUBLES 21 0.40 0.20 2.1 0.00065
8 B 65 NIV TRIPLES 21 0.40 0.21 1.9 0.00172
8 B 65 ITV TRIPLES 23 0.44 0.25 1.7 0.00350
Cluster 9: 112 pairs
9 A 65 GA DOUBLES 31 0.33 0.20 1.6 0.00288
9 A 65 SG DOUBLES 22 0.23 0.13 1.8 0.00496
9 A 65 AGS TRIPLES 39 0.41 0.24 1.7 0.00029
9 A 65 ACG TRIPLES 32 0.34 0.21 1.6 0.00347
9 A 65 ARG TRIPLES 33 0.35 0.22 1.6 0.00413
9 A 65 DGS TRIPLES 24 0.26 0.14 1.8 0.00427
9 A 65 QGS TRIPLES 24 0.26 0.14 1.8 0.00440
9 A 69 V SINGLE 17 0.19 0.10 1.9 0.00718
9 A 69 VA DOUBLES 32 0.36 0.22 1.7 0.00180
9 A 69 VQ DOUBLES 20 0.23 0.11 2.0 0.00220
9 A 69 VS DOUBLES 22 0.25 0.14 1.7 0.00959
9 A 69 ASV TRIPLES 37 0.42 0.26 1.6 0.00153
62
IndexChainPos AAs Group Count Obs Exp RatioP-val
9 A 69 QSV TRIPLES 25 0.28 0.16 1.8 0.00319
9 A 69 ANV TRIPLES 32 0.36 0.23 1.6 0.00519
9 A 69 ARV TRIPLES 33 0.37 0.24 1.6 0.00568
9 A 69 QKV TRIPLES 21 0.24 0.13 1.8 0.00643
9 B 60 T SINGLE 11 0.14 0.06 2.6 0.00364
9 B 60 VT DOUBLES 23 0.30 0.15 1.9 0.00136
9 B 60 NTV TRIPLES 24 0.31 0.17 1.9 0.00194
9 B 60 ITV TRIPLES 32 0.42 0.25 1.6 0.00226
9 B 60 STV TRIPLES 27 0.35 0.20 1.8 0.00238
9 B 60 PTV TRIPLES 24 0.31 0.18 1.7 0.00467
9 B 60 QTV TRIPLES 23 0.30 0.17 1.8 0.00538
9 B 62 VQ DOUBLES 23 0.20 0.11 1.8 0.00408
9 B 62 NWV TRIPLES 27 0.24 0.14 1.7 0.00360
9 B 62 NQV TRIPLES 25 0.22 0.13 1.8 0.00396
9 B 62 QKV TRIPLES 25 0.22 0.13 1.7 0.00682
9 B 62 RWV TRIPLES 27 0.24 0.15 1.6 0.00749
9 B 63 Q SINGLE 5 0.05 0.01 4.0 0.00862
9 B 63 QSV TRIPLES 25 0.27 0.16 1.7 0.00589
9 B 63 QTV TRIPLES 26 0.28 0.17 1.7 0.00741
9 B 63 STV TRIPLES 29 0.32 0.20 1.6 0.00872
9 B 65 VL DOUBLES 35 0.41 0.26 1.6 0.00312
9 B 65 LTV TRIPLES 43 0.50 0.32 1.6 0.00045
9 B 65 RLV TRIPLES 38 0.44 0.28 1.6 0.00174
9 B 65 LKV TRIPLES 36 0.42 0.28 1.5 0.00540
9 B 65 LWV TRIPLES 37 0.43 0.29 1.5 0.00573
9 B 65 NLV TRIPLES 35 0.41 0.28 1.5 0.00774
9 B 66 GSV TRIPLES 30 0.37 0.23 1.6 0.00524
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9 B 66 GTV TRIPLES 31 0.38 0.24 1.6 0.00601
9 B 66 AGV TRIPLES 36 0.44 0.30 1.5 0.00772
Cluster 10: 204 pairs
10 A 63 D SINGLE 8 0.04 0.01 3.5 0.00252
10 A 63 VS DOUBLES 40 0.21 0.14 1.5 0.00912
10 A 63 DN DOUBLES 11 0.06 0.03 2.3 0.00927
10 A 63 NWV TRIPLES 39 0.21 0.14 1.5 0.00787
10 A 63 NSV TRIPLES 43 0.23 0.16 1.5 0.00886
10 A 67 I SINGLE 26 0.17 0.10 1.8 0.00373
10 A 67 FK DOUBLES 27 0.18 0.10 1.8 0.00272
10 A 67 KFY TRIPLES 32 0.21 0.14 1.6 0.00803
10 B 62 RSV TRIPLES 47 0.24 0.17 1.4 0.00921
10 B 63 I SINGLE 30 0.16 0.10 1.6 0.00976
10 B 64 C SINGLE 7 0.04 0.01 3.6 0.00362
10 B 64 TS DOUBLES 30 0.17 0.10 1.7 0.00568
10 B 64 DN DOUBLES 11 0.06 0.03 2.4 0.00652
10 B 64 CST TRIPLES 37 0.21 0.11 1.9 0.00019
10 B 64 CPT TRIPLES 29 0.16 0.09 1.8 0.00262
10 B 64 ACT TRIPLES 48 0.27 0.18 1.5 0.00472
10 B 64 AST TRIPLES 54 0.30 0.22 1.4 0.00813
10 B 64 HST TRIPLES 34 0.19 0.12 1.6 0.00840
10 B 67 V SINGLE 26 0.17 0.10 1.7 0.00581
10 B 67 VR DOUBLES 32 0.21 0.12 1.8 0.00160
10 B 67 VT DOUBLES 38 0.25 0.15 1.6 0.00219
10 B 67 IV DOUBLES 45 0.30 0.20 1.5 0.00290
10 B 67 VS DOUBLES 35 0.23 0.14 1.6 0.00364
10 B 67 VQ DOUBLES 28 0.18 0.11 1.6 0.00932
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10 B 67 RTV TRIPLES 44 0.29 0.18 1.6 0.00057
10 B 67 ITV TRIPLES 57 0.38 0.25 1.5 0.00071
10 B 67 RWV TRIPLES 38 0.25 0.15 1.7 0.00076
10 B 67 RSV TRIPLES 41 0.27 0.17 1.6 0.00137
10 B 67 STV TRIPLES 47 0.31 0.20 1.6 0.00148
10 B 68 M SINGLE 12 0.10 0.04 2.4 0.00453
10 B 68 L SINGLE 32 0.26 0.16 1.6 0.00662
10 B 68 VL DOUBLES 47 0.38 0.26 1.5 0.00383
10 B 68 KL DOUBLES 35 0.28 0.18 1.6 0.00444
10 B 68 LKV TRIPLES 50 0.41 0.28 1.5 0.00240
10 B 68 HLV TRIPLES 49 0.40 0.28 1.4 0.00665
10 B 68 LWY TRIPLES 40 0.33 0.22 1.5 0.00883
Cluster 11: 115 pairs
11 A 60 ARS TRIPLES 29 0.32 0.18 1.7 0.00266
11 A 62 ACG TRIPLES 32 0.33 0.21 1.6 0.00556
11 A 62 ANC TRIPLES 23 0.24 0.14 1.7 0.00804
11 A 63 G SINGLE 19 0.20 0.08 2.4 0.00027
11 A 63 A SINGLE 21 0.22 0.12 1.9 0.00319
11 A 63 S SINGLE 10 0.11 0.05 2.4 0.00996
11 A 63 GA DOUBLES 40 0.43 0.20 2.1 0.00000
11 A 63 SG DOUBLES 29 0.31 0.13 2.4 0.00001
11 A 63 SA DOUBLES 31 0.33 0.16 2.0 0.00006
11 A 63 VG DOUBLES 32 0.34 0.18 1.9 0.00026
11 A 63 GN DOUBLES 20 0.21 0.10 2.2 0.00069
11 A 63 AGS TRIPLES 50 0.53 0.24 2.2 0.00000
11 A 63 AGV TRIPLES 53 0.56 0.30 1.9 0.00000
11 A 63 ACG TRIPLES 41 0.44 0.21 2.1 0.00000
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IndexChainPos AAs Group Count Obs Exp RatioP-val
11 A 63 ANG TRIPLES 41 0.44 0.21 2.0 0.00000
11 A 63 GSV TRIPLES 42 0.45 0.23 2.0 0.00000
11 A 64 VL DOUBLES 36 0.39 0.26 1.5 0.00621
11 A 64 NLV TRIPLES 37 0.40 0.28 1.5 0.00967
11 A 66 L SINGLE 26 0.33 0.16 2.0 0.00035
11 A 66 LH DOUBLES 29 0.36 0.18 2.0 0.00022
11 A 66 KL DOUBLES 28 0.35 0.18 2.0 0.00035
11 A 66 WL DOUBLES 27 0.34 0.19 1.8 0.00144
11 A 66 LR DOUBLES 26 0.33 0.18 1.8 0.00227
11 A 66 VL DOUBLES 32 0.40 0.26 1.5 0.00715
11 A 66 HLT TRIPLES 34 0.42 0.24 1.8 0.00032
11 A 66 DHL TRIPLES 29 0.36 0.20 1.8 0.00058
11 A 66 HLW TRIPLES 30 0.38 0.21 1.8 0.00081
11 A 66 LKW TRIPLES 29 0.36 0.20 1.8 0.00123
11 A 66 RHL TRIPLES 29 0.36 0.21 1.8 0.00127
11 B 61 GR DOUBLES 19 0.21 0.11 2.0 0.00369
11 B 61 RNG TRIPLES 22 0.24 0.12 2.0 0.00112
11 B 61 RGS TRIPLES 25 0.27 0.15 1.8 0.00308
11 B 61 NGS TRIPLES 23 0.25 0.14 1.8 0.00641
11 B 63 GA DOUBLES 35 0.34 0.20 1.7 0.00073
11 B 63 CA DOUBLES 23 0.23 0.13 1.8 0.00665
11 B 63 ACG TRIPLES 38 0.37 0.21 1.8 0.00022
11 B 63 ANG TRIPLES 37 0.36 0.21 1.7 0.00061
11 B 63 AGS TRIPLES 40 0.39 0.24 1.6 0.00114
11 B 63 AGV TRIPLES 45 0.44 0.30 1.5 0.00240
11 B 63 ARG TRIPLES 36 0.35 0.22 1.6 0.00268
11 B 64 VL DOUBLES 42 0.42 0.26 1.6 0.00058
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IndexChainPos AAs Group Count Obs Exp RatioP-val
11 B 64 LR DOUBLES 29 0.29 0.18 1.6 0.00949
11 B 64 RLV TRIPLES 45 0.45 0.28 1.6 0.00050
11 B 64 LKV TRIPLES 43 0.43 0.28 1.5 0.00115
11 B 64 LWV TRIPLES 44 0.44 0.29 1.5 0.00124
11 B 64 NLV TRIPLES 42 0.42 0.28 1.5 0.00227
11 B 64 LTV TRIPLES 46 0.46 0.32 1.4 0.00348
11 B 67 H SINGLE 10 0.11 0.02 4.9 0.00004
11 B 67 HQ DOUBLES 13 0.14 0.04 3.9 0.00003
11 B 67 HD DOUBLES 10 0.11 0.03 3.1 0.00139
11 B 67 LH DOUBLES 29 0.31 0.18 1.7 0.00295
11 B 67 TH DOUBLES 15 0.16 0.08 2.1 0.00598
11 B 67 CHP TRIPLES 13 0.14 0.06 2.4 0.00298
11 B 67 GHS TRIPLES 25 0.27 0.15 1.8 0.00331
11 B 67 HST TRIPLES 21 0.23 0.12 1.8 0.00630
11 B 67 HLT TRIPLES 34 0.37 0.24 1.5 0.00716
11 B 67 DHL TRIPLES 29 0.31 0.20 1.6 0.00851
11 B 69 W SINGLE 7 0.08 0.03 3.2 0.00596
11 B 69 WH DOUBLES 12 0.14 0.05 3.0 0.00060
11 B 69 WN DOUBLES 10 0.12 0.04 3.1 0.00152
11 B 69 DHW TRIPLES 12 0.14 0.06 2.4 0.00413
11 B 69 HWY TRIPLES 14 0.17 0.08 2.1 0.00801
67
Bibliography
[1] J. L. Popot and D. M. Engelman. Membrane protein folding and oligomeriza-
tion: the two-stage model. Biochemistry, 29:4031–4037, May 1990.
[2] S. H. White. Membrane protein insertion: the biology-physics nexus. J. Gen.
Physiol., 129:363–369, May 2007.
[3] N. H. Joh, A. Min, S. Faham, J. P. Whitelegge, D. Yang, V. L. Woods, and J. U.
Bowie. Modest stabilization by most hydrogen-bonded side-chain interactions
in membrane proteins. Nature, 453:1266–1270, Jun 2008.
[4] R. M. Johnson, K. Hecht, and C. M. Deber. Aromatic and cation-pi interac-
tions enhance helix-helix association in a membrane environment. Biochemistry,
46:9208–9214, Aug 2007.
[5] Y. Zhang, D. W. Kulp, J. D. Lear, and W. F. DeGrado. Experimental and
computational evaluation of forces directing the association of transmembrane
helices. J. Am. Chem. Soc., 131:11341–11343, Aug 2009.
[6] J. P. Dawson, J. S. Weinger, and D. M. Engelman. Motifs of serine and threonine
can drive association of transmembrane helices. J. Mol. Biol., 316:799–805, Feb
2002.
[7] M. A. Lemmon, J. M. Flanagan, J. F. Hunt, B. D. Adair, B. J. Bormann,
C. E. Dempsey, and D. M. Engelman. Glycophorin A dimerization is driven
68
by specific interactions between transmembrane alpha-helices. J. Biol. Chem.,
267:7683–7689, Apr 1992.
[8] K. R. MacKenzie, J. H. Prestegard, and D. M. Engelman. A transmembrane
helix dimer: structure and implications. Science, 276:131–133, Apr 1997.
[9] A. Senes, M. Gerstein, and D. M. Engelman. Statistical analysis of amino acid
patterns in transmembrane helices: the GxxxG motif occurs frequently and in
association with beta-branched residues at neighboring positions. J. Mol. Biol.,
296:921–936, Feb 2000.
[10] H. Gratkowski, Q. H. Dai, A. J. Wand, W. F. DeGrado, and J. D. Lear. Co-
operativity and specificity of association of a designed transmembrane peptide.
Biophys. J., 83:1613–1619, Sep 2002.
[11] R. F. Walters and W. F. DeGrado. Helix-packing motifs in membrane proteins.
Proc. Natl. Acad. Sci. U.S.A., 103:13658–13663, Sep 2006.
[12] M. Gimpelev, L. R. Forrest, D. Murray, and B. Honig. Helical packing patterns
in membrane and soluble proteins. Biophys. J., 87:4075–4086, Dec 2004.
[13] D. E. Engel and W. F. DeGrado. Alpha-alpha linking motifs and interhelical
orientations. Proteins, 61:325–337, Nov 2005.
[14] H. Yin, J. S. Slusky, B. W. Berger, R. S. Walters, G. Vilaire, R. I. Litvinov,
J. D. Lear, G. A. Caputo, J. S. Bennett, and W. F. DeGrado. Computational
design of peptides that target transmembrane helices. Science, 315:1817–1822,
Mar 2007.
[15] G. A. Caputo, R. I. Litvinov, W. Li, J. S. Bennett, W. F. Degrado, and H. Yin.
Computationally designed peptide inhibitors of protein-protein interactions in
membranes. Biochemistry, 47:8600–8606, Aug 2008.
69
[16] C. Ma, A. L. Polishchuk, Y. Ohigashi, A. L. Stouffer, A. Schn, E. Magavern,
X. Jing, J. D. Lear, E. Freire, R. A. Lamb, W. F. DeGrado, and L. H. Pinto.
Identification of the functional core of the influenza A virus A/M2 proton-
selective ion channel. Proc. Natl. Acad. Sci. U.S.A., 106:12283–12288, Jul 2009.
[17] M. E. Call and K. W. Wucherpfennig. The T cell receptor: critical role of
the membrane environment in receptor assembly and function. Annu. Rev.
Immunol., 23:101–125, 2005.
[18] R. H. Spencer and D. C. Rees. The alpha-helix and the organization and gating
of channels. Annu Rev Biophys Biomol Struct, 31:207–233, 2002.
[19] A. Senes, D. E. Engel, and W. F. DeGrado. Folding of helical membrane pro-
teins: the role of polar, GxxxG-like and proline motifs. Curr. Opin. Struct.
Biol., 14:465–479, Aug 2004.
[20] D. T. Moore, B. W. Berger, and W. F. DeGrado. Protein-protein interactions in
the membrane: sequence, structural, and biological motifs. Structure, 16:991–
1001, Jul 2008.
[21] Y. Wu, S. C. Shih, and N. K. Goto. Probing the structure of the Ff bacteriophage
major coat protein transmembrane helix dimer by solution NMR. Biochim.
Biophys. Acta, 1768:3206–3215, Dec 2007.
[22] Y. Zhang. Template-based modeling and free modeling by I-TASSER in CASP7.
Proteins, 69 Suppl 8:108–117, 2007.
[23] W. P. Russ and D. M. Engelman. The GxxxG motif: a framework for trans-
membrane helix-helix association. J. Mol. Biol., 296:911–919, Feb 2000.
[24] H. M. Berman, J. Westbrook, Z. Feng, G. Gilliland, T. N. Bhat, H. Weissig,
I. N. Shindyalov, and P. E. Bourne. The Protein Data Bank. Nucleic Acids
Res., 28:235–242, Jan 2000.
70
[25] M. A. Lomize, A. L. Lomize, I. D. Pogozheva, and H. I. Mosberg. OPM:
orientations of proteins in membranes database. Bioinformatics, 22:623–625,
Mar 2006.
71
Chapter 3
Modeling Integrin Receptors with
Helix Pairs
3.1 Abstract
Interactions between transmembrane (TM) helices play an important role in the
regulation of diverse biological functions. For example, the TM helices of integrins
are believed to interact heteromerically in the resting state; disruption of this in-
teraction results in integrin activation and cellular adhesion. However, it has been
difficult to demonstrate the specificity and affinity of the interaction between integrin
TM helices, and to relate them to the activation process. To examine integrin TM
helix associations, we developed a structural modeling algorithm using helix pairs
in conjunction with a bacterial reporter system. We used it to define the sequence
motif required for helix-helix interactions in the β1 and β3 integrin subfamilies. The
helices interact in a novel three-dimensional motif, the ”reciprocating large-small mo-
tif”, that is also observed in the crystal structures of unrelated proteins. Modest but
specific stabilization of helix associations is realized via packing of complementary
small and large groups on neighboring helices. Mutations destabilizing this motif
activate native, full-length integrins. Thus, this highly conserved dissociable motif
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plays a vital and widespread role as an on-off switch that can integrate with other
control elements during integrin activation.
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3.2 Introduction
Integrins are a family of transmembrane (TM) α/β heterodimers that exist in an
equilibrium between resting (low affinity) and active (high affinity) conformations.1
TM helix-helix associations play an important role in this process for the integrin
αIIbβ3, which can be activated physiologically by interactions with cytoplasmic pro-
teins.2–5 The α and β subunit TM domains of αIIbβ3 interact in the resting state,
but separate when the integrin assumes a fully activated conformation.3,4, 6–8 Thus,
it appears that the αIIb and β3 TM helices associate in a sufficiently stable inter-
action to form a clasp maintaining αIIbβ3 in an inactive conformation. If this is
the case, one might expect that the TM helices would form an autonomous interac-
tion unit, engaging in a stable interaction even in the absence of extracellular and
cytoplasmic domains. Indeed, early modeling studies suggested a specific geometric
interaction4,9, 10 which has recently been supported by NMR and Cys-crosslinking
studies of the αIIb and β3 TM helices.11,12
Here, we extend genetic methods to examine the association of the isolated
TM helices in bacterial membranes. The approach represents a modification on ear-
lier methods to monitor homomeric and heteromeric TM helix-helix association13–18
that is sufficiently specific to allow measurement of fine changes in heterodimeric
TM helix-helix association. We then employed these methods, in conjunction with
structural bioinformatics, to identify a novel interaction motif that is conserved be-
tween the TM helices of the integrins αIIbβ3, αvβ3,α2β1 and α5β1. Disruption of
this motif in full-length integrins resulted in integrin activation and ligand binding
in transfected cell lines, demonstrating the functional relevance of the TM domain
interactions.
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3.3 Results
Identification of the β3 TM helix motif that interacts with its α-TM part-
ners.
To identify the residues in the β3 TM helix that associate with the TM helices of
its complementary α subunits, we reconfigured the homooligomeric TOXCAT assay
(Figure 3.1A).19 In the reconfigured assay, there is competition between the homo-
meric association of a ToxR fusion protein containing a TM helix of interest and
the heteromeric association of this fusion protein with a second fusion protein whose
ToxR DNA binding domain has been disabled (Figure 3.1A). Thus, the disabled
ToxR fusion protein acts as a dominant-negative (DN) and the resulting decrease
in reporter gene synthesis indicates the extent to which heterooligomerization is fa-
vored over homooligomerization (Figure 3.7,3.8). We also replaced chloramphenicol
acetyl transferase (CAT) as the reporter gene with the red fluorescent protein (RFP)
variant mCherry because it can be detected in whole cells without need for an exoge-
nous substrate (DN-ToxRed) (Figure 3.6). Lastly, to reduce cell-to-cell variability in
reporter synthesis, we prepared a vector in which the wild-type (WT) and disabled
fusion proteins were expressed from the same multi-copy plasmid under control of
the inducible T7 promoter.
The αIIb TM domain has a relatively strong tendency to form homod-
imers20,21 , giving a signal approximately half that of the glycophorin A TM helix in
DN-ToxRed (Figure 3.6, 3.7). This signal is attenuated by coexpressing a DN part-
ner containing the WT β3 TM domain (Figure 3.1A, 3.8) that competes for binding
to the αIIb TM domain. To identify the interaction interface of the αIIbβ3 TM het-
erodimer, we measured the effect of a series of Leu and Ala substitutions across the
β3 TM helix on its interaction with the αIIb TM domain (Figure 3.1B).19 Mutations
most disruptive of the DN effect of the β3 helix occurred at residues L697, V700,
I704, and G708, each of which has been identified as important for stabilizing the
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resting conformation of full-length αIIbβ3,2,4, 6, 7 and in addition, are in proximity to
αIIb based on disulfide-crosslinking and NMR measurements11,12
A conserved sequence motif for integrin α/β TM domain interactions.
The DN ToxRed assay was then used to probe the association of the β3 subunit
with its other partner, αv, as well as the association of the β1 TM domain with its
partners α2 and α5 (Figure 3.8 and 3.9). Scanning mutagenesis indicated that the β3
TM domain uses the same set of residues to engage both αIIb and αα. Furthermore,
equivalent positions in the β1 TM domain are critical for its interaction with α2
and α5, revealing a consensus β-subunit motif, V/L-x2-V-x3-I-x3-G-x3-L (Figure
3.2). Each residue of this consensus motif is located at the helix-helix interface
in a model for the αIIbβ3 TM heterodimer (Figure 3.2). More variability in the
ability to disrupt the DN effect was observed for mutations near the ends of the TM
sequences or at residues neighboring the common conserved motif. Thus, V-x3-I-x3-
G provides a conserved framework comprised of two large, hydrophobic residues and
a small glycine residue for interaction, while the more variable regions likely serve
to modulate the affinity and specificity of TM domain pairs.
We also scanned the TM domains of α2, α5, and αIIb with leucine and ala-
nine to determine how these mutations affected interaction with their complementary
β subunit TM domains (Figure 3.9). A common α consensus sequence was observed
(Figure 3.2) and featured a small-x3-G-x3-L motif, where small represents residues
with small side chains such as Gly, Ala or Ser. The critical residues in this motif lie
along one face of the α subunit TM helix where they interact extensively with the β
subunit TM, as illustrated by a model of the αIIbβ3 heterodimer (Figure 3.2). Thus,
the small residues present in the α/β heterodimer interface provide complementary
packing for the large, hydrophobic residues present on the adjacent helix. Together,
they define a consensus motif that drives stable and specific interactions between
isolated integrin TM helices.
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Figure 3.1: Use of DN-ToxRed to measure the heteromeric interaction of the β3
TM domain with the TM domain of αIIb. (A) Overview of the DN-ToxRed as-
say. Two TM domains are co-expressed in the E. coli inner membrane: one (TM1)
fused to wild-type ToxR and able to activate transcription at the ctx promoter upon
dimerization; the other (TM2) fused to an inactive ToxR mutant. By interacting
heteromerically with TM1, TM2 exerts a dominant negative (DN) effect on reporter
gene synthesis stimulated by TM1 homooligomerization (see supplementary mate-
rials for details). (B) Effect of Leu- and Ala-scanning mutagenesis of the β3 TM
domain on its heteromeric association with αIIb in DN-ToxRed. The results were
expressed as a Normalized Disruption Index, a previously described measure of
the mean fold-change in reporter gene synthesis for each β3 TM domain mutation20
and were categorized as maximal disruption (0.5-1.0, large filled circles), interme-
diate disruption (0.25-0.5, intermediate-sized filled circles) and minimal disruption
(0-0.25, small filled circles).
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Figure 3.2: Effect of mutations on the heteromeric association of α and β integrin
subunit TM domains. The TM domains of β1, β3, αv, α2, and α5 were scanned
with Leu and Ala mutations and the effect on the heteromeric association of the TM
domains with their complementary subunit TM domains was measured either using
DN-ToxRed (circles) or functional data with the intact integrin for αIIb (diamonds).
The extent of disruption was quantified and shown as filled circles as described in
Fig. 1. The data for αIIb are a composite of functional data reported by Luo
et al.3 and Li et al.2 αIIb residues 969-981, α2 residues 1005-1020, α5 residues
960-975, β1 residues 713-728, and β3 residues 697-712 are shown below the graph
with critical residues shown in red and blue, for the alpha and beta TM sequences,
respectively. Residues that affect heterooligomerization are also highlighted on a
previously described model of αIIbβ3.9
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Mutation of interfacial residues in β1 TM cause constitutive integrin ac-
tivation.
Next, we asked whether mutations that disrupt TM heterodimer formation
would activate full-length α2β1 and α5β1. Jurkat A1 cells are β1-null, but en-
dogenously express a number of α subunits that pair with β1, giving rise to integrins
with specificities for the extracellular matrix proteins collagen, laminin, fibronectin
and vascular cell adhesion molecule-1 (VCAM-1).22 We transfected these cells with
full-length β1 containing specific TM domain mutations, confirmed that there was
comparable expression of the resulting β1-containing integrins on the cell surface by
flow cytometry (Figure 3.10), and assessed integrin function by measuring cell adhe-
sion to the various immobilized adhesion substrates. The β1 mutations I720A and
G724L, each of which disrupts heterodimer formation in DN-ToxRed, caused a sub-
stantial increase in cell adhesion to type I collagen, fibronectin and the α4β1-specific
peptide H123(Figure 3.3A). The increased adhesion was comparable to that of wild-
type Jurkat cells treated with MnCl2 and could be blocked by pre-treating the cells
with EDTA or the β1-specific inhibitory mAb 6S6. These results were confirmed
by flow cytometry using soluble type I collagen and fibronectin as ligands for α2β1
and α5β1, respectively (Figure 3.10, 3.11). Thus, cells expressing the interfacial β1
mutants I720A and G724L constitutively bound soluble type I collagen (Figure S5),
consistent with the presence of activated α2β1 on the cell surface. On the other
hand, there was no specific binding of soluble ligands to cells expressing the non-
interfacial mutants A718L and G719A (Figure 3.10). We used a similar strategy to
examine the activating effect of α2 and α5 TM mutations, choosing HEK293 cells for
these experiments because they constitutively express WT β1. We found that the
interfacial α2 mutations S1009L, G1013L and L1017A increased cell adhesion to type
I collagen, whereas the non-interfacial mutations G1008L, A1012L and L1015A did
not (Figure 3.3B). Similarly, only the interfacial α5 mutations A964L, G968L and
L972A increased cell adhesion to fibronectin (Figure 3.3C). In both cases, adhesion
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Figure 3.3: Effect of α1, α2, and α5 TM domain mutations on the function of β1
integrins. (A) Adhesion of Jurkat cells expressing β1 TM domain mutations to type
I collagen fibronectin and H1 peptide (specific for α4β1). Adhesion specific for β1
integrins was assessed by performing the assay in the presence of the β1-specific
mAb 6S6. (B) Adhesion of HEK293 cells expressing α2 TM domain mutations to
type I collagen. Specific adhesion was assessed using the α2-specific mAb BHA2.1.
(C) Adhesion of HEK293 cells expressing α5 TM domain mutations to fibronectin.
Specific adhesion was assessed using the α5-specific mAb P1D6.
was integrin-specific, as it was inhibited by EDTA and the monoclonal antibodies
BHA2.1 and P1D6 specific for α2β1 and α5β1, respectively. Comparable results were
seen by flow cytometry, where the interfacial α2 mutations S1009L and G1013L and
the interfacial α5 mutation G968L induced constitutive binding of soluble collagen
and fibronectin, respectively, and non-interfacial mutations did not (Figure 3.10 and
3.11). Together these results imply that the consensus α and β TM helix interaction
motifs are sufficient to restrain β1 integrins in their resting conformations.
Complementary packing of small and large residues in the interaction
motif.
The consensus sequences for the α and β integrin subunit TM interfaces have
critical side chains spaced at approximately four-residue intervals, indicative of the
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righthanded helical crossings often observed in interacting TM helices.24–26 How-
ever, the consensus sequence motifs are distinct from high-affinity homodimers such
as GpA,27 in which a small-x3-small motif in each monomer forms the heterodimer
interface. Instead, a small-x3-G-x3-L motif in the α subunit TM domain interacts
with V-x3-I-x3-G in the β subunit, forming a previously unrecognized zipper-like
TM heterodimerization motif that is conserved across the entire integrin superfam-
ily (Figure 3.4). If this motif is energetically favorable, it might be expected to
occur in other proteins. To address this question, we searched a library of 188 right-
handed interacting parallel heterodimeric TM pairs excised from crystal structures
of membrane proteins deposited in the protein data bank (Figure 3.12). As de-
scribed in the supplement, a sequence-directed search for dimers with the integrin
consensus sequence pattern identified 24 helical pairs; geometric clustering revealed
12 dimers whose sequences and structures at conserved, interfacial positions were
similar (Figure 3.5).
In a related method, we used correlation analysis to identify TM pairs having
structures consistent with our β1 and β3 integrin mutagenesis results. Disruptive
mutations generally occur at sites of interaction between neighboring helices. Thus, it
should be possible to identify structural candidates for the integrin TM heterodimer
by correlating the proximity of a given side-chain with the perturbation that occurs
when the side-chain is mutated. To quantify the proximity of a given residue to
neighboring helices, we computed dmin, the distance between the Cα atom at a
given position and the closest Cα atom of a neighboring helix (see supplemental
methods for a detailed description of the method used). Using correlation analysis
and a subsequent structuredirected search, 69 helical pairs were identified, all of
which had right-handed helical crossing angles but varying inter-helical distances
(Figure 3.5B). We investigated the sequence propensities at the interface of this
family of structures and found biases that match well to the integrin consensus motif
(Figure 3.4). Ten members of this cluster also displayed the exact integrin consensus
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sequence and were among the 12 best structures identified by the first method (Figure
3.5A). Thus, two distinct methods converged to define the integrin heterodimer motif
as a subset of interacting helical pairs found in the crystal structures of unrelated
proteins. Furthermore, when we compared the recent NMR structure for the αIIbβ3
TM heterodimer (pdbid 2K9J)11,12 to our family of structures, we found that 2 of
the NMR models had an RMSD of approximately 1.0 A˚and interhelical geometry
consistent with our structures (-32.7circ and 8.8 A˚, Figure 5B). Similarly, the recent
high-resolution Cys cross-linking based model of the resting state of αIIbβ312 also
gave interhelical geometries similar to the proposed model (-35.6circ and 7.9 A˚, Figure
3.5B). Thus, our proposed model of the integrin TM heterodimer family is in excellent
agreement with previous structural characterizations of αIIbβ3 as well.
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Figure 3.4: A reciprocal ”large-small” motif mediates the heteromeric association of
integrin TM domains. The integrin heterodimer is represented as an idealized pair of
helices with large spheres denoting hydrophobic (L, I, V) residues and small spheres
representing small (G, A, S) residues. The disruption index for each residue and
its corresponding inter-helical distance (the minimum Cα to Cα distance between
helices, normalized from 0 to 1 to allow comparison with the disruption index) are
plotted for the α (red) and β (blue) helices and show that these values are negatively-
correlated. The most disruptive mutants have the smallest inter-helical distance and
thus form the helix-helix interface. Further, as shown by the aligned TM domain
sequences of the entire integrin superfamily, the core interfacial residues (highlighted
according to subunit: red for α subunits and blue for β subunits) are conserved. The
residues occur at the maximum of the experimentally determined disruption index
and with a 4-residue periodicity.
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3.4 Discussion
This work addresses the structural motifs, as well as the interaction strength,
underlying the association of the TM helices in the integrin superfamily. Although
there is considerable evidence indicating that the TM helices of integrins separate
when these heterodimeric proteins are fully activated, it has been unclear whether the
helices interact tightly in a unique geometry that helps stabilize the resting state or
whether they are merely held in place by other regions of the protein that provide the
primary restraints in the resting state. Our data clearly demonstrate that the het-
erodimeric TM domain interaction is an autonomously favorable and geometrically-
specific unit. The strength of the interaction of the TM helices in the DN-ToxRed
assay is intermediate between that observed for weakly associating helices (such as
the destabilizing GpA mutant G83I) and constitutively associated structural dimers
(such as GpA). This intermediate affinity would be most appropriate for a switch-
able system, since too weak or too tight interactions would impede facile conforma-
tional transitions. The relatively weak TM interaction energies might also reflect an
energetic balance with contributions from additional extracellular and cytoplasmic
domain interactions. For example, a salt bridge in the membrane-proximal cytoplas-
mic domain has previously been shown to be important for stabilizing the integrin
resting state28 and is one of many interactions disrupted upon full activation. Like-
wise, mutations at the TM-cytoplasmic interface are sufficient to impair signaling
events that occur during activation.29 Thus, the TM heterodimeric pair should be
considered as a full partner, acting in concert with cytoplasmic and extracellular
domains of the integrin to establish the thermodynamic stability of the resting state
and facilitate the orchestration and integration of the diverse inputs required during
activation.4
The heteromeric motif uncovered represents a dissection of the broader class
of parallel right-handed crossing motifs, discovered in previous studies of helical pairs
in membrane proteins.24 Within the family of right-handed parallel crossings were
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Figure 3.5: A family of helical dimers containing the integrin TM heterodimer struc-
tural motif. (A) Alignment of integrin sequences and representative sequences from
a sequence-directed search of a library of 188 right-handed interacting parallel het-
erodimeric TM pairs deposited in the protein data bank The structures for the dimers
are shown aligned by the sequence motif for each helix. In the accompanying su-
perimposed structures, blue spheres indicate the integrin consensus motif on the β
subunits (V-x3-I-x3-G), and the red spheres indicate the integrin consensus motif on
the α subunits (small-x3-small-x3-L). Sphere size is used to indicate the size of the
side chain at that position along the helix, with large spheres denoting large, hy-
drophobic residues (V, I, L) and small spheres denoting small, polar residues (G, A,
S). (B) Results of a search of the Orientations of Proteins in Membranes (OPM) crys-
tallographic database for helical dimers using a functional perturbation index. All 69
helix pairs show a tight inter-helical crossing angle and distance distribution (shown
in histograms), consistent with the recently determined αIIbβ3 TM NMR structure
(11) (red triangle) and a high-resolution structure based on Cys-crosslinking results
(12) (blue triangle). The black squares correspond to 10 structures that were also
identified by the sequence-directed search shown in A.
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examples of previously well-characterized motifs such as the homodimeric GpA-like
packing30 and glycine-zippers,31 as well as ones in which small-x3-small residues oc-
curred on only one of the two helices. The subfamily we identified here also shares key
interfacial residues, as well as similar interhelical geometries, with the experimentally
determined αIIbβ3 TM NMR structure11,12 and the high-resolution model based on
Cys cross-linking results.11,12 Thus, the zipper-like reciprocating small/large motifs
we identified not only defines another subfamily within this grouping, but its role
in signaling and membrane protein assembly. Indeed, the synergistic combination of
experimental and computational methods employed here, including bacterial assays
to assess association, cellular studies to assess function, and structural bioinformat-
ics to assess structure, has considerable potential to uncover the grammatical and
syntactical rules relating amino acid sequence to three-dimensional structure, as well
as the higher order context imparted by a cell or organism that define function.
3.5 Materials and Methods
Design, cloning and characterization of ToxRed and DN-ToxRed con-
structs
A detailed discussion of cloning and characterization for DN-ToxRed is provided
in supplemental materials. ToxR and ToxR* constructs containing integrin TM do-
mains were amplified from their respective pccKAN plasmids and subcloned into
pCDF-Duet. A bacterial codon-optimized form of mCherry was amplified, ligated
in-frame with the ctx promoter region and subcloned into pCDF-Duet. Constructs
were transformed into chemically competent MM39 (DE3) cells and 1 mM IPTG was
added to induce expression of the ToxR and ToxR* chimeras. Levels of mCherry
expression were used to calculate a disruption index, a measure of the change in
mCherry synthesis at each position due to mutation, as previously described.20 Data
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for cell lysates was collected using a Molecular Dynamics plate reader with an exci-
tation wavelength of 587 nm and an emission wavelength of 615 nm.
Integrin expression and functional analysis in Jurkat and HEK293 cell
lines
A detailed discussion of these methods used is provided in supplemental ma-
terials. Briefly, full-length integrin α2, α5 and β1 constructs were subcloned into
pCDNA3.1 Hyg/Zeo and transfected transiently for 72 h. Integrin function was
measured using static cell adhesion and flow cytometry assays. For cell adhesion,
96 well plates were coated with either fibronectin, laminin, type I collagen, type IV
collagen or H1- peptide as previously described.32 Specific cell adhesion was deter-
mined by performing the assays in the presence of the monoclonal antibodies 6S6,
JBS5 or BHA2.1. Adhesion of cells expressing wild-type integrins incubated with
1 mM MnCl2 was a positive control for the assays. For flow cytometry, α2β1 and
α5β1 function was assayed using FITC-labeled type I collagen, soluble fibronectin,
and the mAb HUTS-4 specific for activated conformations of β1.
Computational search for helix pairs containing the conserved integrin
motif
A database of proteins was used to search for interacting helices that fit the
conserved sequence pattern and the functional perturbation data. For details on
creation and searching of the database, see the supplemental materials.
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3.6 Supplemental Methods
Design and cloning of ToxRed and DN-ToxRed constructs
Plasmids pET-Duet1 and pCDF-Duet were purchased from Novagen. Plasmid
pGL3-basic was a gift of Prof. Andrew Tsorkas (Department of Bioengineering,
University of Pennsylvania) and plasmid pMK8 was a gift of Prof. Steven Sandler
(Department of Microbiology, University of Massachusetts School of Medicine). Plas-
mids pccGpA, pcc2B and pccGpAG83I and MBP-deficient MM39 cells have been de-
scribed.14,33 MM39 (DE3) cells were generated using the DE3 lysogenization kit (No-
vagen) according to the manufacturers instructions. T4 DNA ligase, calf-intestinal
phosphatase (CIP) and restriction enzymes were obtained from New England Bio-
labs. Platinum TAQ DNA polymerase was from Invitrogen. Primers for mutagenesis
were designed using PrimerX (www.bioinformatics.org/primerx/). All molecular bi-
ology techniques were performed according to standard procedures. To generate
mCherry-based reporters, the ctx promoter region was amplified from plasmid pc-
cGpA with specific primers that introduced NheI/NcoI restriction sites. The ctx
promoter fragment and plasmid pGL3-Basic were digested with NheI/NcoI and lig-
ated. mCherry was amplified from pMK8 as a NcoI/BamHI fragment. The mCherry
fragment and pctxGluc were digested with NcoI/BamHI and ligated to make plasmid
pctxmCherry, replacing Gluc with mCherry under control of the ctx promoter. To
generate ToxR expression plasmids, specific primers, introducing SacI/KpnI restric-
tion sites, were used to amplify defined segments of ToxR chimeras, including the
ToxR promoter region. Amplified sequences were ligated into SacI/KpnI digested
pctxmCherry plasmid, generating pToxRed. To generate DN ToxR proteins, PCR
primers were designed to introduce mutations R96K, R96L, R68K and R68L muta-
tions into ToxR chimeras. Each of these mutations occurs at a conserved position
in the wing-turn helix domain of ToxR responsible for DNA binding and impairs
the ability of ToxR to activate reporter gene expression in E. coli.34 ToxR chimera
89
expression and reporter gene activity were assayed as described below. The inacti-
vating ToxR mutation R96K (ToxR*) was chosen for the DN assay4. To generate a
vector co-expressing ToxR and ToxR* chimeras under control of the T7 promoter,
the ctx::mCherry fragment from pDNToxRed was amplified as an AgeI fragment,
digested along with pCDF-Duet and ligated to create pCDF-ctxmCherry. Note that
the reverse primer for mCherry removes the last 6 amino acids to avoid an internal
AgeI site. The ToxR chimeras were amplified as NcoI/PstI fragments, digested and
ligated into MCS1 to create pCDF-ToxRed1. ToxR* chimeras were amplified as
NdeI/PacI fragments, digested and ligated into MCS2 to create pCDF-DNToxRed.
Expression of ToxR chimera
Constructs were introduced into chemically-competent MM39 and MM39 (DE3)
cells and plated onto selective LB-agar media. Individual colonies were grown
overnight in LB medium containing 100 µg/mL ampicillin or 50 µg/mL spectino-
mycin. The following morning, the T7-based plasmids were diluted to a culture
density of OD800= 0.2 into selective LB containing 0.25-0.5 mM IPTG (OD800 to
avoid interference from mCherry fluorescence) and allowed to grow at least 2 h (min-
imum OD800 = 0.5). For ToxR-based plasmids, saturated cultures were diluted into
selective LB (OD800= 0.2) the following morning and allowed to grow to a minimum
OD800= 0.5.
In vitro mCherry sample preparation and analysis
For mCherry fluorescence measurements, 200 µL aliquots of cell suspensions
were transferred to a clear 96-well plate and the wells were adjusted to the equiv-
alent OD800. The cells were pelleted by centrifugation for 5 min at 3,000 g, the
supernatant was decanted, being sure to remove all excess liquid from the cell pel-
let, and the cell pellets were resuspended in 10x initial volume of FastBreak cell
lysis reagent (Promega). After transfer to 1.5 mL Eppendorf tubes, the mixture
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was incubated at room temperature with gentle agitation for 30 min. Samples were
centrifuged for 10 min, 12,000 g to remove cell debris and clarify supernatants for
analysis. One hundred and fifty µL of clarified supernatant was transferred to black,
opti-clear 96-well plates. mCherry emission spectra were collected using a Molecular
Dynamics plate reader with an excitation wavelength 587 nm and an emission wave-
lengths 610-650 nm using a 610 nm cutoff. Afterwards, aliquots were transferred
from black to clear 96-well plates and the absorbance measured from 450 - 750 nm.
CAT ELISAs were performed as described.33 To measure T7-based CAT
expression, 200 µL aliquots of cell suspensions were transferred to clear 96-well plates,
and OD800 of the suspensions were adjusted to equivalent values. For normalization
of data, we used a disruption index as described previously.19
Integrin constructs, reagents and cell lines
pcDNA 3.1, hygromycin (Hyg) and zeocin (Zeo) were obtained from Invitrogen.
Human cDNAs for integrin α2, α5 and β1 were purchased from Open Biosystems.
The Jurkat A1 cell line (β1 integrin-null) and parent E6-1 Jurkat cell line were
kindly provided by Prof. David Boettinger (Department of Microbiology, University
of Pennsylvania) and Prof. Yoji Shimizu (Department of Laboratory Medicine and
Pathology, University of Minnesota School of Medicine). HEK293 freestyle cells
were kindly provided by Prof. Lawrence Brass (Hematology/Oncology Division,
University of Pennsylvania School of Medicine). Monoclonal antibodies HUTS-4,
6S6, BHA2.1, P1D6, JBS5 and PEconjugated mouse anti-human IgG were from
Millipore. Fibronectin, laminin, type I collagen and type IV collagen were obtained
from Sigma. Purified H1 peptide (specific for integrin α4β1)23 was synthesized on
a Symphony peptide synthesizer (Protein Technologies) and soluble fibronectin was
labeled with a Pierce FITC Labeling Kit following the manufactures instructions.
Soluble FITC-type I collagen was obtained from Sigma.
Full-length integrin constructs were amplified as BamHI/XhoI fragments and
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cloned into pcDNA3.1. Site-directed mutagenesis was used to create leucine and ala-
nine mutations in the TM domains of each integrin. Plasmid DNA for transfections
was prepared using the HiPrep Maxi Pure kit (Invitrogen).
Jurkat A1 cells were transiently transfected using the TransIT Jurkat reagent
(Mirus Bio) according to the manufacturers instructions. Cells were then cultured for
72 hours in RPMI 1640, 10% FCS, Glutamax (Invitrogen) and penicillin/streptomycin
(complete medium) and assayed for expression level and activity. HEK 293 freestyle
cells were transiently transfected using the FreeStyle 293fectin reagent (Invitrogen)
according to the manufacturers instructions. Cells were cultured for 72 hours in
FreeStyle 293 Expression Medium (Invitrogen) and assayed for integrin expression
level and activity.
Cell adhesion assay
Solutions of fibronectin (FN; 10 µg/mL), laminin (5 µg /mL), type I collagen (5
µg/mL), type IV collagen (5 µg/mL) or H1-peptide (10 µg /mL) were prepared in
PBS with 1 mM CaCl2 and 1 mM MgCl2 and incubated in 96-well plates at 4C for
at least 12 h. Unoccupied protein binding sites on the plates were blocked with 1%
BSA in PBS for 1 h at room temperature prior to use. Cell cultures were washed
extensively in serum-free medium and resuspended at a density of 107 cells/ml in
Binding buffer [4 mM HEPES (pH 7.4), 135 mM NaCl, 2.7 mM KCl, 3.3 mM PO4,
0.35% BSA, 0.1% glucose and 1 mM MgCl2]. 180 mL of cell suspension was added
to each well (6 samples in duplicate) and 8 sets of serial dilutions were made for each
sample. Plates were incubated for 30 min at 37C, washed with TBS (10 mM Tris
(pH 7.4), 150 mM NaCl) and resuspended in 150 mL of 0.1 M Citrate (pH 5.4), 0.1%
Triton-X100 containing 4 mM pNPP acid phosphatase substrate and incubated for
30 min at 37C. The reaction was stopped by adding 50 µL 2 M NaOH and the number
of adherent cells determined by measuring the absorbance at 405 nm. As a positive
control, cell suspensions containing wild-type integrin constructs were incubated with
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1 mM MnCl2 or 0.1 µM PMA; as a negative control, cell suspensions containing wild-
type integrin constructs were incubated without stimulation. To block adhesion,
mAb 6S6, JBS5 and BHA2.1 were added at a concentration of 25 µg/mL prior to
incubation. Relative adhesion was calculated as the difference between the measured
absorbance at 405 nm of a given sample and the negative control (unstimulated cells)
divided by the difference between the absorbance at 405 nm of the negative control
and the positive control.
FACS assay for integrin activation
Cells were incubated with primary antibody (10 µg/mL) in PBS, 1% BSA for
30 min on ice. Cells were washed with PBS, and incubated with PE-conjugated
anti-IgG (1:100); for ligand binding, FITC-type I collagen or FITC-FN were added
(50 µg/mL). Cells were incubated for 30 min, washed in PBS and fixed in 1%
paraformaldehyde solution for 15 min. Samples were analyzed using a FACScal-
ibur (BD) and data analysis (sample gating, histograms, averages) was performed
using BD CellQuest Pro software.
Generating a database of TM helical dimers
The library of TM helical dimers was constructed using 67 proteins of the
161 proteins in the Orientations of Proteins in Membranes (OPM) crystallographic
database (Figure 3.12). The following criteria were used in selecting the 67 crystal
structures:
1. Structures were selected having a resolution of 3A˚or better. 2.
Structures obtained by NMR, theoretical models, and structures with extensive het-
eroatoms (such as light-harvesting complexes, pdbid 1lgh) were removed. 3. For
groups of structures with greater than 90% sequence homology (such as homologues
of the same protein), the structure with the highest resolution was chosen as the
representative structure for that group. TM dimers were then identified in the 67
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selected proteins using the TM regions defined by the OPM. In instances where the
TM region was α-helical at the N- and C-termini, the TM helix was extended by a
helical turn. When more than one chain was present in the biological unit (as de-
fined by OPM), redundant dimers were filtered out using sequence identity. Finally,
dimers were defined using an interhelical axis distance cutoff of 12A˚.
Searching for helical dimers using conserved sequence pattern
The conserved sequence pattern for the set of integrin transmembrane domains
is α-chain: small-X3-small- X3-large and β-chain: large- X3-large- X3-small (small
= G, A, T, S; large = all others). We searched the database of parallel TM dimers
described above using this sequence pattern to identify potential heterodimer struc-
tures with the key sequence features observed in the integrin heterodimer. We first
generated a subfamily of structures that had the observed sequence pattern, and then
further narrowed this subfamily using an inter-helical distance (12 A˚) and crossing
angle (parallel right, with a range of 0 to -90) constraint for the 9-residue window
containing the sequence motif. The additional structure filter (inter-helical distance
and crossing angle) was necessary to remove helical pairs containing the sequence
pattern, but not in the heterodimer interface. This filtering resulted in 24 helical
pairs, half of which clustered into a tight geometric range of crossing angles (within
-20 to -60) and inter helical distances (within 8A˚).
Searching for helical dimers using a functional perturbation index
In order to efficiently search the database of dimers, we used a distance matrix
representation (where each axis point represents a residue and values are the C-
distances). For each dimer, all pairs of continuous 9 residue windows (one on each
helix) were correlated with the α- and β-integrin inverse perturbation data and
sorted by correlation coefficient for each chain. There were 3 dimers that had a
correlation coefficient of 0.90 based on the perturbation index data. Two of the dimer
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structures had severe kinks, so the third dimer was chosen as the top-correlating
structure. Specifically, residues 18-43 on chain L and residues 12-35 on chain M
of the mitochondrial cytochrome c oxidase defines the top-correlating dimer (pdbid
1V55). In order to obtain a family of structures, the top-correlating dimer was
used as input to a structure-directed search based on inter-helical distances (within
8A˚). The resulting 69 structures have tightly clustered geometric parameters (Figure
3.5B) and ten of these have the integrin consensus sequence pattern (α-chain: small-
X3-small-X3-large and β-chain: large- X3- large- X3-small).
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Figure 3.6: Emission spectra for the ToxRed assay. Data are shown for GpA, the
weakly associating GpA mutant G83I, and integrin αIIb subunit. For fluorescence
measurements, samples from cell lysates were excited at 587 nm and emission spectra
were collected with a 610 nm cutoff filter. The dotted line is for whole-cell lysates
containing a control plasmid without ctx::mCherry reporter (pcc2B). A comparison
of CAT ELISA (white) and mCherry (red) emission data shows good correspondence
between results using either reporter gene.
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Figure 3.7: Characterization of DN-ToxRed mutant expression (A) A fusion protein
containing the ToxR mutation R96K and mCherry is inserted into the inner mem-
brane of E. coli. E. coli spheroplasts were prepared using the PeriPreps Periplasting
Kit (Epicentre Biotechnologies). The spheroplasts were then incubated on ice for
30 minutes with 20 g/mL proteinase K (Roche) in the absence or presence of 0.5%
NP40. The spheroplasts were then dissolved in SDS and the immunoblotting was
performed using a monoclonal, HRP-conjugated anti-MBP antibody (NEB). In the
figure, U refers to untreated spheroplasts, P to spheroplasts treated with proteinase
K, and DP to spheroplasts treated with NP40 and proteinase K. Incubating in-
tact spheroplasts with proteinase K resulted in MBP cleavage, indicating that the
majority of the protein was accessible on the spheroplast surface and that the ToxR-
containing fusion protein was properly oriented in the inner membrane. Treatment
with NP40 released the chimera from the spheroplast membrane, permitting com-
plete cleavage of the construct by proteinase K. (B) The MalE complementation
assay?,?, 14 indicates that chimeras containing GpA TM and dominantnegative ToxR
mutants (R96K, R96L, R68K, R68L) are expressed and integrated into the inner
membrane of E. coli. The constructs were grown in MM39 cells and streaked onto
M9 maltose minimal plates. Since the MM39 cell line is deficient in MBP, only cells
with properly integrated ToxR chimera can survive on maltose minimal media. (C)
The ToxR mutant R96K is unable to activate reporter gene transcription. The data
shown demonstrates that introducing an R96K mutation into ToxR suppresses CAT
or mCherry expression when expressed as a chimera with the TM domains for αIIb
or GpA, unlike the corresponding chimera containing wild-type ToxR.
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Figure 3.8: Homo- and heterooligomerization of integrin α/β TM domains using
DNToxRed. Emission values from whole-cell lysates are given as an average of at
least 5 replicates with standard deviation.
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Figure 3.9: Summary of alanine- and leucine-scanning mutagenesis results for het-
erooligomerization of αvβ3, α2β1, and α5β1 using DN-ToxRed. The disruption
index was averaged at each position for the two mutations (Ala and Leu, except
when the WT was one of these two residues), and a sinusoid function fit to the ex-
perimental data2,13. In each case, a 4-residue periodicity was observed, and the key,
disruptive residues are highlighted in red for each α/β TM domain. In each case,
the sequence of the DN partner, which was subjected to mutagenesis, is indicated.
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Figure 3.10: 2-color FACS assay for α2β1 integrin function. Jurkat A1 and HEK293
cells were transiently transfected with β1 and α2 integrin, respectively. Cells were
labeled with 6S6 primary mAb, PE-conjugated secondary mAb and FITC-type I
collagen. MnCl2 was used as an agonist to activate integrins, whereas EDTA was
used as an inhibitor for integrin activation. Relative binding and cell surface expres-
sion was determined using FACS. Experimental details are provided in Supplemental
Methods.
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Figure 3.11: 1-color FACS assay for α5β1 integrin function. HEK293 cells were tran-
siently transfected with wild-type 5 integrin and transmembrane domain mutants.
Cells were treated with FITC-FN(9-11) and the relative binding determined using
FACS. Experimental details are provided in Supplemental Methods.
101
Figure 3.12: Structures used to generate the pair library. PDB identifiers, resolution
and the number of transmembrane helices used in each structure are given
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Chapter 4
Evaluation of forces driving
transmembrane helix association
4.1 Abstract
The forces that define the interactions of transmembrane helices have been evaluated
using a model membrane-soluble peptide (MS1), whose packing is modeled on the
two-stranded coiled-coil from GCN4. The thermodynamic stability of water-soluble
coiled-coils depends on the side chain at the buried ’a’ position of the repeat, favoring
large hydrophobic residues over small side chains. Here we show that just the op-
posite is true for the membrane-soluble peptide. Analytical ultracentrifugation and
equilibrium disulfide interchange show that the stability of MS1 is greatest when
Gly is at each ’a’ position of the heptad repeat (MS1-Gly), followed by Ala > Val >
Ile. Moreover, MS1-Gly has a strong tendency to form antiparallel dimers, MS1-Ala
forms a mixture of parallel and antiparallel dimers, while MS1-Val and MS1-Ile have a
preference to form parallel dimers. Calculations based on exhaustive conformational
searching and rotamer optimization were in excellent agreement with experiments,
in terms of the overall stability of the structures and the preference for parallel vs
antiparallel packing. The MS1-Gly helices are able to achieve more favorable and
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uniform packing in an antiparallel dimer, while MS1-Val and MS1-Ile have more
favorable van der Waals interactions in a parallel dimer. Finally, the electrostatic
component arising from the partial charges of the backbones become significant in
the antiparallel MS1-Gly and MS1-Ala conformations, due to close packing of the
helices. Thus, van der Waals interactions and electrostatic interactions contribute
to the stability and orientational preferences of the dimers.
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4.2 Introduction
While our understanding of features stabilizing the structures of water-soluble
proteins has reached an advanced state, a parallel understanding of membrane pro-
tein folding is only beginning to emerge.1 Previous work on water-soluble proteins
suggests that the burial of hydrophobic residues plays a crucial role for folding.2,3
Similarly, the replacement of large apolar side chains with smaller residues in the
interior of membrane proteins results in introduction of cavities with a concomitant
loss in thermodynamic stability.4 From this perspective, the packing of large apolar
side chains can stabilize the folded structure of the membrane protein. By contrast,
statistical,5–9 computational,10–12 and experimental10,11,13 studies have demonstrated
that small side chains, such as serine, alanine, and glycine, occur frequently at the
helix-helix interface of membrane proteins, suggesting that the appropriate packing
of these residues might provide an even stronger driving force for transmembrane
(TM) helix association. We therefore compared the effects of packing large vs small
apolar side chains, using a simple transmembrane TM helical dimer.
Coiled-coils, such as the leucine zipper from GCN42,3 have a repetitive 7-
residue repeat providing a conceptually simple system for studying side chain pack-
ing. By convention, the residues at the ’a’ and ’d’ positions of the heptad pack in the
core of a coiled-coil. The stability of water-soluble coiled-coils scales with the size
and hydrophobicity of the side chains at the ’a’ position increasing over the series
Gly < Ala < Val < Ile.3,14 Interestingly here we show just the opposite rank for
MS1, a membrane-soluble version of a leucine zipper.
MS1 is a membrane-soluble derivative of GCN4-P1, rendered lipophilic by
converting its exposed polar side chains to apolar residues, while maintaining the
core residues constant.15 We synthesized a series of MS1 variants in which each of
the four ’a’ positions was varied to Gly, Ala, Val, and Ile (Figure 4.1). Each of
these peptides is predominantly helical in a dodecylphosphocholine (DPC) micelle
as determined by circular dichroism over the entire range of peptide/DPC ratios
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Figure 4.1: Helical wheel (A), computational model showing side and top view (B),
and sequence of MS1 variants (C). MS1, -Gly, -Ala, -Val, and Ile are N-terminally
Cys-modified. Gly-(Ct) is C-terminally Cys-modified. The variable a positions are
shown in green, and the Leu at d in red. All peptides had an N-terminal acetyl
group.
studied here (Figure 4.5). Their assembly was first examined in DPC micelles by
analytical ultracentrifugation (AUC) under conditions where the density of the solu-
tion is adjusted by addition of D2O to eliminate the mass contribution of DPC. The
degree of association of membrane peptides in micelles depends on the concentration
of peptide in the micelle phase as reflected in the peptide/detergent ratio. Over
all experimentally accessible peptide/detergent ratios, MS1-Gly was fully dimeric,
MS1-Ala adopted a monomer-dimer equilibrium, and the most hydrophobic pep-
tides, MS1-Val and MS1-Ile, were predominantly monomeric (Table 4.1, Figure 4.7).
This ranking is precisely the opposite of that found in water-soluble structures.
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Name Observed MW Monomer MW Ratio
MS1-Gly 6300 +/- 600 3214.4 2.0 +/- 0.2
MS1-Ala 5600 +/- 200 3270.5 1.7 +/- 0.1
MS1-Val 3200 +/- 300 3359.3 1.0 +/- 0.1
MS1-Ile 3100 +/- 500 3438.8 1.0 +/- 0.2
Table 4.1: Association of MS1 variants determined by AUC
4.3 Results
To explore the association strength of the MS1 variants we employed the method
of equilibrium thiol/disulfide exchange,16 which is well-suited for examining weak
interactions. The Nterminus was modified with a flexible three-glycine linker followed
by a cysteine (Figure 4.1C). After peptides were incorporated into detergent micelles,
redox buffer was added to bring the system to the following equilibrium (Scheme 1).
Scheme 1
The two steps in Scheme 1 are linked but depend differently on the peptide
concentration: the dimerization step (Kdim) is a reversible bimolecular association
reaction that depends on the reduced monomer concentration (MonSH); the subse-
quent oxidation step (Kox) is also reversible but independent of the concentration of
the peptide and dependent on the ratio of oxidized (GSSG) to reduced glutathione
(GSH). Using this function we fit curves to obtain the parameters Kdim and Kox
for each MS1 variant (Table 4.2; Figures 4.6, 4.2A). Comparison of ∆ Gdim for each
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variant suggests that the amino acid in the ’a’ position aids the association of mem-
brane helices in increasing order of Gly > Ala > Val > Ile, in good agreement with
the AUC data. Clearly, the association of the helices increases as the size of the core
position side chain decreases.
Interestingly, as the size of the side chain at the ’a’ position decreases, the
ease of disulfide formation (reflected in Kox) becomes less favorable. This was sur-
prising, given that the peptides have a Gly3 linker between the helical ends and the
Cys. As long as the helices pack in a parallel manner, the flexibility of the linker
should easily accommodate any subtle differences in helix-packing (two Cys-Gly3
linkers could extend up to 20A˚, while interhelical distances in dimers vary by only
0-4A˚). Thus, we considered the possibility that MS1-Gly prefers to assume an an-
tiparallel orientation. In this case, association of MonSH would remain favorable,
but the oxidation step would require unfavorable intramolecular rearrangement of
the antiparallel dimer, Dim(anti)SH , to the parallel, Dim(parallel)SH , to allow disulfide
formation, because of the need to shift the equilibrium from one favoring antiparallel
to parallel dimers upon disulfide formation (Scheme 2). This effect can be seen in
Figure 4.2A, in which the fraction of disulfide formation levels off at relatively low
[Peptide]/[DPC] for MS1- Gly (reflecting high dimerization affinity). However, under
these redox conditions, the curve for MS1-Gly extrapolates to a low fraction disulfide
at high [Peptide]/[DPC], indicating that disulfide formation is thermodynamically
less favorable than for the other variants.
Scheme 2
To test this hypothesis, we synthesized a C-terminally Cysmodified peptide
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Figure 4.2: (A) Analysis of the fraction of cross-linked dimer as a function of pep-
tide/DPC ratios for each MS1/variant. The theoretical curve describes the least-
squares fit to Scheme 1 (Table 4.2). The standard errors in the experimental points
are similar for each peptide and are indicated for MS1- Ile (others are not so shown
for clarity). (B) HPLC chromatogram after redox equilibration of the C-terminal
and N-terminal Cys-modified MS1- Gly mixture indicates that MS1-Gly prefers an
antiparallel orientation. The other peaks are glutathione adducts.
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Name pKdim pKox ∆ Gdim (kcal/mol dimer)
MS1 -2.6 1.5 -3.6
-Gly -3.0 2.6 -4.1
-Ala -1.6 1.2 -2.2
-Val 0.9 -0.8 1.2
-Ile 1.9 -2.0 2.6
Table 4.2: pKdim and pKox Obtained from Analysis of cross-linking data The error is
estimated to be approximately 10% based on the error in experimental concentrations
of the reduced and oxidized peptides.
(Figure 4.1C, -Gly-(Ct)), which was mixed in equal amounts with N-terminally Cys-
labeled MS1-Gly under reversible redox conditions. If MS1-Gly has the same prefer-
ence to form parallel dimers as antiparallel dimers, then a ratio of 1:1:2 (N-terminal
homodimer/C-terminal homodimer/heterodimer) is expected. However, the experi-
mental ratio is 1:1:14, indicating that MS1-Gly strongly prefers to form antiparallel
dimers (Figure 4.2B).
To probe further the orientation of MS1-Gly and the other variants, the
peptides with N-terminal Cys residues were individually air-oxidized to force an N-
terminal cross-link (Figures 4.3, 4.8). Under these conditions peptides with a strong
tendency to form antiparallel dimers might be expected to oligomerize as shown
in Figure 4.3C. To avoid the precipitation of polymers during centrifugation, we
performed the experiment on samples that were (75 +/- 5)% oxidized. The ratio
between the computed molecular weight from a single-species fit and the computed
monomeric molecular weight roughly reflects the degree of oligomerization (Table
4.4). The computed ratio for MS1-Gly is 6.9, supporting the expectation that MS1-
Gly prefers an antiparallel orientation. MS1-Ala has a ratio of 3, in agreement with
the conclusion that this peptide prefers to form weak, antiparallel dimers. The ratio
for MS1-Val and MS1-Ile is less than 2, again consistent with the suggestion that
they form even weaker parallel dimers. Thus, as the side chains in the core positions
become smaller, the helices prefer to form an antiparallel orientation.
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Figure 4.3: Analytical ultracentrifugation of (75 +/- 5)% disulfide-bonded MS1-Gly
(A) and MS1-Ile (B). The greater degree of curvature in panel A vs B is indica-
tive of greater oligomerization. (C) Oligomerization of MS1- Gly and MS1-Ala via
formation of antiparallel dimer.
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To investigate the energetic and structural mechanisms behind these obser-
vations, we built parallel and antiparallel structural models for the MS1 variants.
While long simulations in bilayers would be essential to fully evaluate the relative
energetic contributions from helix-helix, helix-lipid, and lipid-lipid components, suc-
cessful models17 and designs18 of transmembrane proteins have been achieved by
probing helix-helix packing interactions alone, using a much simpler gas phase po-
tential energy function. For each sequence, the conformational space available to par-
allel and antiparallel two-stranded coiled-coils (Figure 4.4A) was globally searched
using a molecular mechanics force field to compute the difference in energy between
the homodimer versus the isolated monomers as described in the methods. The re-
sulting energy landscapes (Figure 4.4B) have minima corresponding to structures in
which the variable ’a’ position projects toward the core of the structure as in Figure
4.1B.
The calculations are in remarkable agreement with experiment, given the
stark simplicity of the calculations. The minimum energy conformations (MEC) af-
ter repacking the side chains for MS1-Gly and MS1-Ala correspond to antiparallel
structures, which also allow the closest approach of the helices (Table 4.5). By con-
trast, the MEC conformations for MS1-Val and MS1-Ile correspond to parallel struc-
tures. To gain insight into the interactions responsible for these structures, some of
the energetic components were investigated, specifically the change in Lennard-Jones
energy (∆ ELJ , approximating the van der Waals component) and the electrostatic
term associated with interactions between the partial charges of the main chain
atoms at the interface (∆ Ebb). The values of ∆ELJ for the MEC structures corre-
late with the experimental ranking (∆Gdim), in terms of both overall energetics of
association and the preference for parallel versus antiparallel structures (Table 4.3).
Moreover, although the magnitude of ∆Ebb depends on the electrostatic treatment
employed in these calculations, there is a trend toward greater stabilization of the
antiparallel structure as the residues at the ’a’ position (and hence the interhelical
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Figure 4.4: (A) Sampling Crick parameters for parallel (r, θ) and antiparallel (r,
θ, z-translation) dimers. (B) Energy landscape showing the difference in computed
Leonard-Jones energy ELJ (for the dimer versus two monomers) of MS1-Gly in a
parallel orientation. The minimum in the surface has a helical phase (θ) of 154,
allowing packing of the Gly residues at the helix/helix interface as in Figure 1B.
118
peptide parallel anti-parallel ∆(orientation)b
MS1- ∆ELJ ∆Ebb ∆ELJ ∆Ebb ∆∆ELJ ∆∆Ebb
Gly -23.5 2.8 -38.0 -1.4 -14.6 -4.2
Ala -31.8 1.8 -36.1 -0.9 -4.3 -2.7
Val -35.2 0.8 -26.2 -1.0 9.1 -1.8
Ile -32.3 0.4 -28.8 -0.1 3.5 -0.5
Table 4.3: (a) Units are kcal/mol based on the CHARMM force field. Values in bold
give the values of ∆ELJ and ∆Ebb associated with the MECs. (b) ∆(orientation) rep-
resents the energetic difference between the minimum for the antiparallel vs parallel
orientations.
separation) become smaller.
4.4 Discussion
These studies together with other studies of MS1 variants10 show that small
residues at TM helix-helix interfaces allow helices to come into close contact, con-
comitantly increasing their van der Waals interactions.7,19 Thus, they are in agree-
ment with previous studies highlighting the importance of van der Waals interac-
tion,4 while also demonstrating the important role that small residues can play in
allowing particularly efficient packing to occur. Finally, we show that close interheli-
cal distances associated with packing of small side chains can additionally facilitate
interhelical electrostatic interactions between the partial charges of backbone atoms.
4.5 Methods
Peptide synthesis and purification
Peptides were synthesized as C-terminal carboxamides at a 0.1 mmole scale on
RINK amide resin (Novabiochem) by N-9-fluorenylmethyloxycaronyl (Fmoc) amino
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acids (four-fold molar excess) on a Symphony peptide synthesizer. q Standard cou-
pling conditions are shown in ref.1 Side chain deprotection and simultaneous cleavage
from the resin was performed using a mixture of trifluoroacetic acid (TFA) / water /
triisopropylsilane/ 1, 2- ethanedithiol (92.5/2.5/2.5/2.5) and precipitated with cold
diethyl ether. The peptides were purified by reverse phase HPLC using a preparative
(Vydac, C4 column, 250mm x 9.4mm i.d.) in a gradient between solvent A (water
with 0.1% TFA). The purity of the peptides was confirmed by analytical reverse
phase HPLC (Vydac C4 column) and MALDI-TOF mass spectrometry (Voyager
model DE RP; PerSeptive Biosystems).
Preparation of peptide detergent micelles
MS1/variants and detergent dodecylphosphocholine (DPC) were dissolved in
2,2,2-trifluoroethanol (TFE) and mixed in a glass vial. The TFE was removed under
a stream of nitrogen and subsequently in vacuum. The samples were re-hydrated
with 100mM TrisHCl (pH 8.6), 100 mM KCl and 1 mM ethylenediaminetetraacetic
acid (EDTA) unless noted otherwise.
Circular dichroism
CD spectra were acquired with a Jasco J-810 spectropolarimeter and a 0.1 cm quartz
cell at 25 C. 50µM MS1/variants were incorporated in DPC at detergent/peptide
molar ratios of 50 and 1000. CD measurements were carried out in aqueous buffer
containing 2.5 mM TrisHCl (pH 8.6), 2.5 mM KCl and 25 µM EDTA. The CD
spectra were averaged over three scans using a 1 nm step. Baseline obtained by
DPC in buffer was subtracted from all peptide spectra.
Thiol-disulfide exchange equilibria with glutathione redox buffer
Thiol-disulfide exchange was conducted as described in reference.16 25 µM
MS1/variants were incorporated into DPC at different DPC/peptide ratios from 50
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Figure 4.5: CD Spectra of MS1 variants (units are deg cm2 dmol-1 res-1). The
spectra show that all peptides are predominantly α-helical at a peptide/detergent
ratio of 1/1000 or 1/50 (matching the concentration range for the thiol-disulfide
exchange equilibria). The magnitude of the ellipticity at 222 nm is the same within
the experimental error, which derives primarily from the concentration determination
used to compute the mean residue ellipticity.
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to 1000. The samples were incubated in a reversible redox condition of a glutathione
buffer containing 0.45 mM oxidized (GSSG) and 1.05 mM reduced (GSH) glutathione
for 4 hours to reach equilibrium, followed by quenching with HCl at final concen-
tration of 0.12 M. The mixtures were separated by analytical RP-HPLC and each
peak was identified by MALDI. The area of the peak was converted into mass using
standard curves. The data in Figure 4.7A are presented as a plot of cross-linked
dimer fraction as a function of peptide/DPC ratio, fitted by IGOR Pro (Wavemet-
rics) using functions derived from equilibrium scheme 1 (see main text), resulting
in minus log of the association constant (pKdim and pKox) for all MS1/variants.
The experimental observables are the concentrations of the reduced and oxidized
species. The HPLC assay does not distinguish between MonSH and DimSS so the
total concentration of reduced species, [PepSH], is given by the sum of [MonSH]
and 2[DimSH]. Glutathione adducts are also observed, but are generally much lower
in concentration, and can be neglected because the equilibria of interest required
to compute Kdim and Kox involves only the concentration of the reduced species
(MonSH plus DimSH) as well as DimSS at equilibrium.
PT = [PepSH] + 2[DimSS]
= [MonSH] + 2[DimSH] + 2[DimSS]
= [MonSH] + [MonSH]2Kdim
+[MonSH]2KdimKox[GlutSS]/[GlutSH]
2 (4.1)
Equation 4.1 was solved numerically for [MonSH] as a function of [PT], Kdim,
Kox, and [GlutSS]/[GlutSH]2 using the root-finding algorithm in IGOR Pro. [PT]
and [GlutSS]/[GlutSH]2 are experimentally determined quantities, leaving only Kdim
and Kox as dependent variables. The data are then expressed as a plot of fraction
of the peptide in the disulfide form (frac = 2[DimSS]/PT), and the values of the
dependent variables obtained by non-linear least squares fitting to the equation:
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frac = [MonSH]2KdimKox[GlutSS]/[GlutSH]
2/PT + C (4.2)
which C is a constant, which was found to be close to zero for all peptides
chesches
Figure 4.6: Simulation of disulfide exchange equilibrium related to various dimer-
ization affinities (Kdim) and redox ratios (Kox). The figure shows theoretical frac-
tions of crosslinked dimer as a function of peptide/DPC ratio at (A) varying pKdim
(pKox=0), and at (B) varying pKox (pKdim=0). Note that the shapes of the curves
vary depending on both parameters. Thus, the figures demonstrates that thiol disul-
fide equilibrium method is sensitive to both the free energy of association as well as
and redox potential for a given peptide.
Disulfide formation between MS1-Gly and MS1-Gly-(Ct)
Also, in order to measure the orientation of Gly-variant dimer, 12.5µM MS1-
Gly and 12.5µM MS1-Gly-(Ct) (see Figure 4.1 in main text) were incorporated into
DPC in a ratio of 1:100. Disulfide cross-linking experiments were applied for 24
hours with GSSG/GSH ratio of 1:4 and total concentration of 1.5 mM, followed by
analytical HPLC.
Analytical ultracentrifugation
Sedimentation equilibriumexperiment and data analysis were described as in
refs16,18 The experiments were conducted at 25 C using a Beckman XL-I analytical
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ultracentrifuge at respectively 0, 35, 40, 45, 48 KRPM. 200 µM of each MS1 variant
was incorporated into 20 mM DPC, in a buffer containing 100mM TrisHCl (pH 8.6),
100 mM KCl, 1 mM EDTA. Two groups of sample preparation were employed for
different purposes.
In order to measure the oligomerization of reduced MS1 variants, 1mM
Tris(2-carboxyethyl)phosphine hydrochloride (TCEP) was added to buffer to keep
the peptides reduced and buffer containing 48% D2O is used to density match the
detergent. Additional multiple conditions of MS1-Gly were run at 333 µM peptide
in 20 mM DPC and 100 µM peptide in 20 mM DPC in order to make sure MS1-
Gly adopts a fully dimer conformation. In order to measure the orientation of MS1
variants, samples were air-oxidized overnight before sedimentation. Buffer contain-
ing 48% D2O is used to density match the detergent. The oxidation percentage is
quantitatively measured (705)% by analytical HPLC after sedimentation.
Data obtained were globally fitted by nonlinear least-squares curve by IGOR
Pro (Wavemetrics) as previously described.20 Peptide partial specific volumes and
the molecular mass calculated for 48% D2O exchange were calculated using previ-
ously described methods.21 The solvent density (1.0621 g/ml) and aqueous solution
molar extinction coefficients at 280 nm were calculated using program Sednterp.
These coefficients were multiplied by the molar detergent concentration to provide
molar ratio concentration units. All these values were kept constant during global
fitting.
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Name Observed MW Monomer MW Ratio
MS1-Gly 22200800 3214.4 6.90.1
MS1-Ala 92001200 3270.5 2.80.4
MS1-Val 50001700 3359.3 1.50.5
MS1-Ile 43001300 3438.9 1.30.4
Table 4.4: Association of air-oxidized MS1 variants in DPC micelles determined by
AUC. Ratio defined as in Table 1 (Main text). The errors are large for low observed
MW, due to the small curvature in the radial distribution curves, adding uncertainty
in the fitted baseline parameter.
Computational modeling
The original MS1 peptide was designed using GCN4s backbone as a template,
which is a parallel coiled-coil.15 In this work, we model the MS1 variants using a
coiled coil description of the backbone. To generate the coiled-coil backbones, we
used Crick’s equations.22 For the parallel coils, the super-helical radius and the α-
helical phase were varied to generate the model backbones. For anti-parallel coils, the
super-helical radius, the α-helical phase and the z-Translation were varied to generate
the model backbones. For coiled-coils of this size, some of the degrees of freedom
can be held at constant values.23 The pitch was set to 190 A˚. The rise per residue
was set to 1.51 A˚. The α-helical radius was set to 2.25A˚. The α-helical frequency was
set to 102 (360 / 3.5 residues per turn). For computational efficiency, we modeled
the MS1 sequence starting at the residue prior to the first variable ’a’ position and
including a total of 16 residues (Figure 4.1). This is the most hydrophobic region,
which should correspond to the transmembrane portion of MS1.
To complete the models of each MS1 variant, the side-chains needed to be
built on the backbone. Each side chain, except for alanine and glycine, was mod-
eled using 30 conformations from an energy-ranked rotamer library.24 The energy
of each side-chain conformation with the backbone and each pair of side-chain con-
formations was computed using an implementation of the CHARMM force field,25
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Peptide Parallel Anti-Parallel
MS1- R(A˚) θ(◦) R(A˚) θ(◦) Ztrans(A˚)
Gly 4.3 154 3.6 130 -2.1
Ala 4.4 152 4.3 135 -1.4
Val 4.6 154 4.5 145 -1.8
Ile 4.9 146 4.8 150 -1.2
Table 4.5: Crick parameters at the energy minimum
including IMM1 membrane solvation.26 To select the proper rotamer at each posi-
tion, the CHARMM energy table was processed by an Integer Linear Programming
(ILP) optimization algorithm.27 Our C++ implementation of the algorithm uses
the Gnu Linear Programming Toolkit (GLPK)28 to solve for the global minimum
energy configuration (GMEC) of side-chains. Lastly, each model was minimized us-
ing CHARMM. The minimization was run for 1000 steps, using the Adopted Basis
Newton-Raphson algorithm and restrained by placing harmonic forces on the back-
bone C-α atoms.
In order to evaluate the association energy, the energy of an isolated, ideal
and independently repacked helix was used as a reference, unbound state. The single
helix for each MS1-variant sequence was modeled using the exact same protocol as
stated above.
To understand further the possible role of electrostatics in membrane pro-
teins, we computed the contribution of the interfacial residues backbone atoms (the
residues that are varied in this study) in both the winning parallel and anti-parallel
models. Because we are interested only in the rank-ordering of the electrostatic
contributions, the dielectric was set to 1. All MS1-variant sequences preferred their
anti-parallel model for electrostatics (based on the minimum-energy conformations
of the parallel and antiparallel conformations).
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Figure 4.7: Sedimentation equilibrium analysis of the reduced MS1 variants in DPC
micelles: (A) MS1-Gly, (B) MS1-Ala, (C), MS1-Val, (D) and MS1-Ile. The ab-
sorbance was measured at 280nm. The top panels shows the residuals of single
species fitting to data at respectively 30, 35, 40, 45, 48 KRPM. (E) MS1-Ala is fitted
with monomer-dimer equilibrium, resulting in pKdim equal to -1.3. In this analysis
the concentration of peptide is mole ratio of peptide/detergent, and hence is unitless.
(F) Monomer/dimer species distribution of MS1-Ala as a function of peptide/DPC
ratio based on fitting in (E). Buffer conditions and other methods are given below.
128
Figure 4.8:
Sedimentation equilibrium analysis of the MS1 variants in DPC micelles: (a) MS1-
Ala and (b) MS1-Val. Absorbance is measured at 280nm. Top panels shows residuals
of single species fitting to data at respectively 30, 35, 40, 45, 47 KRPM. Peptides
were first air-oxidized in buffer. The percentage of air oxidized dimer was determined
by analytical HPLC to be (755)
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Chapter 5
All-atom membrane potential for
modeling complex interactions
5.1 Introduction
The modeling of membrane proteins with current methods remains a challeng-
ing, but important task. Membrane proteins play a central role in the biology of a
cell, being the gate keepers between physically separated compartments. In general,
membrane proteins are hard to work with and structurally characterize,1,2 due in
part to the requirement that they must be embedded in a hydrophobic environment.
Detergent and other molecules are typically used to surround the proteins during
structure determination, making efficient crystal packing difficult. Computational
design and modeling are ideal tools to start addressing questions on the nature and
structure of membrane proteins, because the energetic landscape can be probed with-
out worrying about artifacts from detergents. Here, we introduce a new methodology
for evaluating membrane proteins, expanding on techniques used in modeling soluble
proteins.
Despite the difficulties studying membrane proteins, the increasing number
of membrane protein structures points towards a maturing field.2 In the early 1990’s,
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when there were similar numbers of soluble protein structures,3 researchers started
extracting new and exciting information from database-wide bioinformatic surveys.4
We are now entering a similar era for membrane proteins, enabling new investiga-
tions. One common type of database-wide study is to count the observed number of
contacts between two atom types (e.g. Ser-OG and His-ND1) and derive a scoring
function, or statistical potential, from them. To date, few large scale bioinformatic
studies of atomic contacts in membrane protein have been done. To our knowledge,
we present the first all-atom statistical potential for membrane proteins.
A combination of statistical and biophyscial approaches5,6 have been used
to identify the role of small residues in membrane protein folding. Both the enrich-
ment of small residues at helix-helix interfaces and loss of stability upon small to
large mutations at helix-helix interfaces show the importance of these residues. The
structural consequences of placing small residues along one face of a helix, as in the
classic system of Glycophorin A,7,8 is to create a binding groove allowing the close
approach of the two helical backbones. These tight helix-helix interactions bring
backbone atoms into close contact, allowing for C-α atoms and carbonyl oxygens to
make a hydrogen bond.9 The high density of atoms in folded secondary structures
(e.g. α-helices), usually make it difficult to form strong interactions between back-
bone atoms of two helices. If we think about density of atoms in terms of volume
around a central atom, then backbone atoms would have very little free (or exposed)
volume as compared to side chain atoms. The amount of exposed volume will affect
an atom’s ability to interact with other atoms, for instance backbone atoms from
another helix. However, in statistical potentials, the exposed volume around atoms
of different types is assumed to be equal. Here, we suggest a novel improvement to
knowledge-based potentials by inclusion of an atom-specific volume correction.
Membrane proteins have a unique folding pathway that can be thought of
as a two-stage model.10 The first stage is the insertion of the protein into the bilayer.
Modeling this stage has reached an advanced state. A membrane proteins location
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within the membrane bilayer depend on its sequence and structure. For modeling in-
sertion into the membrane, hydrophobicity scales have been used to detect regions of
sequences that are likely embed into the membrane.11 After insertion, the orientation
of the protein within the bilayer is the next step toward a folded membrane protein.
The eZ potential12 is a depth potential used to aid in proper helix orientation within
the membrane. Octanol-water transfer free energies have also been used for orien-
tation purposes.13 Adamian and Liang proposed an interesting way of addressing
this problem, by deriving a scoring function for lipid-facing residues (LIPS).14 Once
the helices are inserted, the final 3-dimensional structure is constructed during the
critical second stage of folding. Here, we focus on understanding and scoring this
final step in membrane protein folding.
Less has been accomplished when attempting to model the second stage of
membrane protein folding, which can be thought of as the association of isolated α-
helices. A scoring function has been constructed based on the idea that enrichment
of small residues at helix-helix interfaces can help identify tightly packed pairs of
transmembrane helices.15 With the assumption that van der Waals interactions are
dominant in membrane protein folding, Park et al.16 created a residue-based scoring
function from calculated van der Waals energies on reference tri-peptides. Recently, a
popular structure prediction software, Rosetta, has been modified to score membrane
proteins.17 After including symmetric filtering and structural clustering, Kim et al.18
were able to use a softened van der Waals to model a range of membrane proteins.
An alternative and promising way to model membrane helix association is by the
use of a statistical potential.
Statistical potentials have performed well in many diverse contexts19–21
involving soluble proteins, where atom-atom observations are numerous. In the
emerging field of membrane protein bioinformatics, however, the few statistical po-
tentials that have been published are coarse-grained (residue-residue, not atom-atom
level). Adamian and Liang derived a membrane helical inter-facial pairwise (MHIP)
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propensity (based on number of contacts between residues)22 and used it to analyze
the differences in helix-helix pairs of soluble and membrane proteins. Recently, an-
other residue-based potential was derived from 71 membrane proteins and docked
442 transmembrane helices.23 While residue-based potentials have been insightful,
atomic potentials include much more information and are more useful for deriving
structural models at the atom level.
In this study, we derive a distance-dependent atomic statistical potential
for membrane proteins. We examine the effect of including accessible volume into
the potential in a few different ways. We use the formulation from some published
soluble statistical potentials24,25 and apply it to our membrane protein dataset. We
then formulate a few of our own potentials to incorporate the atom specific volume
exposure. We investigate the ability to predict relative stability of transmembrane
mutations. Then, we use our potentials in the structure prediction of two larger
membrane proteins. Lastly, we show the performance is translatable to soluble pro-
teins.
5.2 Results
To better understand membrane protein biophysics we propose a novel approach
to evaluating and comparing contacts of different atom types. A set of membrane
protein potential functions will be introduced, some of which includes a correction
for volume that is specific for each atom type and the α-helical secondary struc-
ture used by the majority of membrane proteins. Then, we will define the three
free parameters used by these potentials and ascertain values that provide optimal
performance in selecting wild-type structures from decoy sets for two well studied
membrane proteins, the erythrocyte membrane protein, Glycophorin A (GpA) and
a Bcl-2 apoptitic mitochondrial membrane protein (BNIP3).26
After determination of our final potentials, we will expose our potential to
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a series of different tests. After trying to select native dimers from alternative ones,
we test the ability of our function to predict stability of mutants with experimental
data. Then, we try to structurally model 12 transmembrane dimers, which represent
the most commonly used folds of membrane protein dimers. Then we predict two
larger membrane protein structures, a four-helix proton channel (M2) and a seven-
helix receptor (Beta2). As a last test, we re-derive our potential on a soluble set of
helical proteins, showing it can predict stability of soluble mutations in the core of
coiled-coils and then compare it to our membrane potential.
New Formulation
A statistical potential can be derived from structural ensembles using:
ui,j,r = − ln(
N obsi,j,r
N expi,j,r
) (5.1)
where, N obsi,j,r is the number of observed contacts between atom type i and j in the
distance shell [ r - ∆r/2, r + ∆r/2 ], N expi,j,r is the number of expected contacts between
atom type i and j in the distance shell [ r - ∆r/2, r + ∆r/2 ]. The first novelty
of our potential is the observation set, which was derived from a curated dataset
of membrane proteins. A non-redundant set was used, consisting of 75 out of 124
membrane proteins (see Methods), for which we have 36,480,600 total atom-atom
contacts over the full distance range considered here (2-15A˚). We combined atom
types based on their side chain similarity and chemical connectivity (Table 5.6).
Initially there are 167 unique atom types recognized by the PDB, after combining
there are 52 atom types. Reductions of this type help populate distance bins with
low counts, yet do not affect performance.20 In addition to atom type composition,
the distance bin selection can vary. Here we start with the bins defined by the
DFIRE24 potential (close bins 2-8A˚are 0.5A˚wide, far bins 8-15A˚are 1.0A˚wide)
The handling of the reference state, or the state where all atomic interactions
are turned off, is what discriminates most statistical potentials.27 Given an atom i,
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each distance bin in 3-dimensional space defines a spherical shell, where the volume
is approximated as r2 · ∆r, where r is the center of the distance bin and ∆r is its
width. In distance-dependent potentials, scaling the number of expected interactions
by r2 · ∆r accounts for the amount of space (or volume) atoms have to interact at
different distance bins (values of r). The closer the distance (smaller radius), the less
volume there is. The DFIRE24 potential was built using this type of volume scaling,
but corrected for the fact that proteins are finite size (rα ·∆r, α = 1.61). When atoms
are near the surface and/or r is large, the α can correct for the amount of ”dead”
volume where atoms can not reside (i.e. beyond the surface of the protein). Shen
and Sali improved upon the idea of including volume in their statistical potential,
DOPE,28 by changing α depending on the size of each protein. The assumption is
made, however, that the protein is close in shape to a sphere, which may not be ideal
for membrane proteins, which are more cylindrical in shape.
Even when within the protein surface, there is ”dead” volume that can be
corrected for. Interestingly, to our knowledge, no statistical potential has tried to
account for this. To obtain the amount of available volume locally around each
atom, we performed the following procedure. First, we dissected every membrane
protein into individual helices. Then, for each helix, residue and atom, we compute
the exposed volume at each distance bin. We then average the exposed volumes for
each of the 52 atom types. Figure 5.1 depicts how two atoms can have very different
exposed volumes. C-α atoms (Figure 5.1, top) have very little opportunity to make
interactions with atoms from other helices, where N-ζ atom of lysine has much more
exposed volume and therefore have the potential to interact with many more atoms.
In addition to atom type, secondary structure can effect the local available volume.
The membrane proteins we study are α-helical, therefore the volume effect due to
secondary structure is relatively constant. Otherwise, we would need to compute
volume for each secondary structure type to properly capture the effect.
Figure 5.2 shows the ratio of computed exposed volumes at two distance
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bins for each atom type relative to the total volume (r · ∆r). First notice that
exposed volume is a small percentage of the total amount of volume, maximum of
70% at further distance bin centered at 6.5A˚. In addition, the difference in exposed
volume between various atom types can vary by up an order of magnitude (see
proline nitrogen versus lysine Nζ). Clearly, this effect should be incorporated into
potentials based on atom-atom observations.
Figure 5.1: The effect of exposed volume on two different atoms. The C-α atom
is depicted in the top panel, where a spherical shell shown as a translucent orange
sphere has very little volume not covered by atoms. The N-ζ of lysine on the bottom
panel, has a majority of its volume open, or exposed. The 2-dimensional figure on the
right shows how amount of exposed volume (gray area in 2-d) vs obscured volume
(red area in 2-d) can effect the number of atoms we expect to interact with each
atom type (Nexp). The purple circles are the included to give a feel for the number
of ”expected” interactions.
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Figure 5.2: The ratio of the exposed volume over the total volume of spherical
shells. At two different distance bins 3.5-4.0A˚(green bars) and 6.0-6.5A˚(brown
bars), there is a significant difference in volume. Each atom type is labeled
RESIDUE ATOMTYPE.
In this study, we develop multiple approaches for including volume into
a membrane protein empirical potential. One is called MFIRE and computes the
number of expected interactions (or reference state) in the same way as DFIRE:
N
expDFIRE/MFIRE
i,j,r = N
obs
i,j,rcut ·
(
rα∆r
rαcut∆rcut
)
(5.2)
α is the correction for volume described above. r is the distance at the center
of distance bin and ∆r is the width of distance bin r, rcut is the distance at the
maximum distance bin and ∆rcut is the width of the distance bin rcut, N
obs
i,j,rcut is the
number of observed contacts between atoms i and j at distance bin rcut.
In order to incorporate the computed exposed volume into the DFIRE for-
mulation, we isolated out the volume terms ( rα · ∆r) and replaced them with the
geometric average of the exposed volume for each atom type (
√
V olexposedi,r · V olexposedj,r .
Since the exposed volumes are computed on a α-helix, we call the resulting potential
DPHER (Distance dePendent HElix Reference state):
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N expDPHERi,j,r = N
obs
i,j,rcut · (
√
V olexposedi,r · V olexposedj,r√
V olexposedi,rcut · V olexposedj,rcut
) (5.3)
V olexposedi,r is the computed exposed volume for atom type i at distance bin r.
V olexposedi,rcut is the computed exposed volume for atom type i at distance bin rcut. Since
the volume correction of DPHER is capturing different effects from the correction
of DFIRE, we made another potential which integrates the two corrections. The
resulting potential we refer to as ALLVOL:
N expALLVOLi,j,r = N
expDPHER · ( r
α∆r
rαcut∆rcut
) (5.4)
N expDPHER is the number of expected interactions after correcting for exposed
volume (Equation 5.8). Lastly, we also consider the RAPDF reference state, one of
the original formulations of an all-atom based statistical potential,25 denoted here
MAPDF:
N expMAPDFi,j,r = N
obs · (N
obs
r
N obs
) · (N
obs
i,j
N obs
) (5.5)
N obs is the total number of observed contacts. N obsr is the total number of ob-
served contacts at distance bin r. N obsi,j is the total number of observed contacts
between atom types i and j. The MAPDF correction first corrects for the probabil-
ity of being in distance bin r (N obsr /N
obs) and then corrects for the probability of
being atom type i and j (N obsi,j /N
obs).
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Full list of equations.
N
expDFIRE/MFIRE
i,j,r = N
obs
i,j,rcut ·
(
rα∆r
rαcut∆rcut
)
(5.6)
N expMAPDFi,j,r = N
obs · (N
obs
r
N obs
) · (N
obs
i,j
N obs
) (5.7)
N expDPHERi,j,r = N
obs
i,j,rcut · (
√
V olexposedi,r · V olexposedj,r√
V olexposedi,rcut · V olexposedj,rcut
) (5.8)
N expALLVOLi,j,r = N
expDPHER · ( r
α∆r
rαcut∆rcut
) (5.9)
The relatively small number of membrane protein structures available results
in some distance bins with low counts, which can produce poor performance of the
resulting potential. To handle the distance bins with low numbers of observations,
we use a correction that effects low counts, but does not effect well-populated counts
(Equation 5.10). In the Figure 5.8, we varied the β in cases of low and high observa-
tions for a reasonable range of expected values to display the effect this correction.
The first effect is when there are 0 numbers of observations our potential does not
become undefined. The second effect is to reduce the value of the potential under
conditions of low observations, where we are not confident in the statistical meaning
of the observations. Without the correction, a Nobs/Nexp ratio of five produce the
same potential value (see red dots, top-left vs top-right in Figure 5.8), even if the
number of observations is very small. Alternatively, with the low count correction,
the potential value when low observations are found is reduced by half (see red dots,
bottom-left vs bottom-right in Figure 5.8). With the low count correction, we can
be confident that the potential will be well-behaved under conditions tested here.
ui,j,r = −RT ln(
N obsi,j,r + β
√
N expi,j,r
N expi,j,r + β
√
N expi,j,r
) (5.10)
β is a free paramter to scale the low count correction.
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Finally, we considered how the overall attractiveness or repulsiveness of dis-
tance bins affects performance. As has been noted by the authors of DFIRE24 and
others,29 the DFIRE potential has an overall attractiveness for contacts between 5
and 14 A˚. Figure 5.9 shows the mean energy of contacts in a distance bin according
to the sum:
< ur >=
∑
i<=j uijr∑
i<=j 1
(5.11)
uijr is the potential value between atom types i and j at distance bin r. Clearly
DPHER is far more attractive on average than the other potentials, while MAPDF
is most close to being neither attractive or repulsive on average. While this attrac-
tiveness has been suggested to allow better discrimination between the folded state
and misfolded decoys, it may not help discriminate when applied to the structurally
unique class of transmembrane proteins. For this reason, we test a modified version
of each potential (”equated”), where the mean value above has been subtracted from
each energy value to make the new average zero.
Free Parameter Derivation
We first trained the potentials on two decoy discrimination tests to select the
best performing parameters for the potential. Thrsee parameters were considered.
First, each potential was tested in its original form and in its ”equated” form (see
above). Second, a low count correction parameter β was considered for values from
0.1 to 2.0. Third, for MFIRE/ALLVOL potentials, the volume parameter α was
considered from 1.01 to 2.0, as a reference the soluble DFIRE α was found to be
optimal at 1.61.
To optimize these parameters, the ability of each potential to discriminate
between the wild-type and near-native decoy structures was determined for two
membrane dimers. These dimers, GpA and BNIP3, were determined using NMR
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NAME α β equated Average Zscore GpA Zscore BNIP3 Zscore
MFIRE 2.00 0.10 0 -1.26 -1.09 -1.42
MAPDF NA 0.10 1 -1.49 -1.05 -1.92
ALLVOL 1.01 0.10 1 -2.67 -2.80 -2.52
DPHER NA 0.10 1 -2.84 -2.82 -2.86
Table 5.1: Free parameter values for statistical potentials. The parameters were
optimized by finding which combinations of values gave the lowest average Z-score
between GpA and BNIP3.
spectroscopy and consequently not found in the training set used to derive the po-
tentials. Discrimination was measured by the z-score, with negative values being
most discriminatory:
Z =
Uwt− < Udecoy >
σ(Udecoy)
(5.12)
Uwt is the score of the native or wild-type structure and Udecoy is the score
of the decoys. Figure 5.7 shows the results for two potentials as single parameters
are varied. Figure 5.7A shows the z-score of an MFIRE potentials (not equated, β =
0.1) as the volume parameter alpha was varied. A clear sinusoidal curve is observed,
with values of 1.61 - 2.00 having the best performance. Figure 5.7B shows the z-score
of ”equated” DPHER potentials as the low count correction was varied. The z-score
improves as the parameter β is decreased, but the lowest β value remains better than
the potential without a low count correction.
The overall best performing potentials for each derivation are shown in Table
5.1. While the DPHER potential outperforms the other potentials on this test,
we continue to test the best-performing MFIRE and MAPDF potentials on the
remaining tests to ascertain the improvement provided by the DPHER formulation.
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Important atom-atom contacts in membrane proteins
Protein modeling and design are methods used to not only obtain a structural
model of a particular system, but to investigate its energetic landscape. Here, we
can look at individual atom-atom potentials to gain a deeper understanding of what
makes helix-helix interactions favorable. One key element used by membrane pro-
teins for specificity and stability is the C-α hydrogen bond.9 This interaction is
between a C-α atom and a carbonyl atom. In Figure 5.3A, contacts representing a
C-α hydrogen bond are favorable for two distance bins (3.0-3.5A˚and 3.5-4.0A˚) with
DPHER. MFIRE has a minimum, but is not as favorable and shifted further away
(distance range of 3.5-4.5A˚). The average length of C-α hydrogen bonds is 3.56A˚.9
Accounting for the limited exposed volume around C-α atoms is enabling improved
modeling of this critical physical interaction in membrane proteins.
Leucine, isoleucine, threonine and valine make up 41% of the amino acids
found in membrane proteins and each have at least one methyl group on their side-
chain (Table 5.6, atom type 9). This ubiquitous group of atoms has many contacts,
but because they reside on the side-chain the correction for exposed volume is small.
Figure 5.3B shows potential traces for the methyl group interactions (e.g. Val-Cγ
to Val-Cγ), which are slightly attractive from 3-4.5A˚and then become less favorable.
These residues can be found at helix-helix interfaces (i.e. short distances), but also
can be found on the lipid-facing side of membrane proteins. Another large residue
atom contact of interest is the atoms involved in aromatic rings. Of note, panels
C+D of Figure 5.3 compare the difference between carbon atoms in the rings of
phenylalanine and tyrosine. This atom-atom contact is representative of pi-stacking
interactions and tyrosine is interestingly, slightly more favorable than phenylalanine.
In the low dielectric environment of a lipid bilayer, polar interactions are
usually always satisfied, as evidenced by the lack of diversity in secondary structure
found in the membrane. They can also be used to alter specificity.30 NMR structures
such as GpA and BNIP3 are invaluble tools for analyzing the potentials because the
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are not in the training set. The histidine-serine polar interaction of BNIP3 is critical
for dimerization.26 The T-cell receptor also includes a complicated set of polar
interactions that are critical for proper receptor formation.31 The DPHER potential
does very nicely at scoring polar hydrogen bonds, for example between histidine
nitrogens and serine oxygens, as in BNIP3 (Figure 5.3E) and between serine oxygen
and backbone carbonyl oxygens (Figure 5.3F). Since we see these very favorable
interactions being modeled as such in the DPHER potential, it maybe possible to
use this empirical potential to effectively model membrane proteins with complex
polar interactions, such as the T-cell receptor.
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Mutational analysis of NMR dimers
Besides picking accurate structural needles out of decoy haystacks, a potential
function should be able to help discriminate stabilizing versus destabilizing muta-
tions. The capability to use a scoring function to rank order amino acids by relative
stability at a given position in the protein, is the core goal of protein design algo-
rithms. The scores are computed as the difference in score between the sequence
on an isolated α-helix and the fully folded oligomeric membrane protein. First, the
wild-type structures are relaxed using minmization. Next, the amino acid at the
position of the mutation is then changed and the score is recomputed. We made
structural models of a range of mutations of Glycophorin A and BNIP3 and then
correlate the scores with ∆∆G’s from experiments.
The energetic consequences of mutating the majority of transmembrane
residues within the GpA homodimer has been investigated by multiple approaches.7,8, 32
Two more prominent methods used have been analytical ultra centrifugation (AUC)
and TOXCAT. AUC is a biophysical measurement usually done in detergent, where
TOXCAT is measured as an apparent free energy change by levels of gene expression
and is done in bilayers. We use the AUC data and ask how predictive the statis-
tical functions derived here are and how the correlations compare when using the
CHARMM forcefield33(see methods). In Table 5.2, we show the correlation for each
of the potentials when structural modeling the glycophorin mutants on all of the
NMR models (GpA Ave) and the single best correlating NMR model (GpA Best).
First notice that all the statistical potential can find an NMR model that corre-
lates very well. Interesingly, we see that the NMR model 19 scores the best in all
statistical potentials. There are models that the volume corrected potentials score
quite poorly, bringing their average correlation much lower. Our baseline molecular
mechanics forcefield can predict mutants of GpA as well as our statistical potentials.
However, without signifigant (greater than 50 steps) minimization CHARMM does
not correlate well, but our potentials are unaffected(data not shown). The number of
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Figure 5.3: Comparison of DPHER and MFIRE potentials for 6 atom-atom contacts.
The top-left plot shows the attractiveness for forming a C-α hydrogen bond. The
top-right plot shows the ubiquitous methyl group interaction in membrane proteins.
C+D atom contacts involved in different pi-stacking interactions. E+F show very
favorable hydrogen bond interactions
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KB GpA Ave GpA Best BNIP3 Ave BNIP3 Best
ALLVOL 0.53 0.86 (19) 0.71 0.71(2)
DPHER 0.48 0.85 (19) 0.68 0.73(2)
MFIRE 0.77 0.87 (19) 0.75 0.77(6)
MAPDF 0.74 0.92 (19,15) 0.79 0.84(6)
CHARMM 0.75 0.83 (7) 0.08 0.72(13)
Table 5.2: Correlation of the stabilities of GpA and BNIP3 mutants to each statistical
potential. The correlation coefficient is between a number of large to small mutations.
We modeled the mutants in each of the NMR models. The average correlation over all
NMR models is shown in columns GpA Ave and BNIP3 Ave. The best correlation
of a single NMR model is shown in GpA Best and BNIP3 Best, where the NMR
model number is in parenthesis.
steps to minimize a particular membrane protein is probably not a universal constant
and therefore it is advantageous to have a potential function that is less dependent
on minimization.
To examine if the mutant prediction performance is specific to GpA, we
performed identical modeling of mutational data for BNIP3. Again in Table 5.2,
we see similar performances of predicting mutants in a transmembrane protein. The
statistical potentials can each select a single NMR model that they score well, in this
case however there are two such models (2 and 6). The molecular mechanics force-
field performs quite poorly on BNIP3, as evidenced by the low average correlation
coefficient (0.08). The deep well defined by DPHER (and others) for a histidine-
serine hydrogen bonds (Figure 5.3E) may allow for mutants to perturb the hydrogen
bond slightly without significantly weakening the dimer in our potentials.
Recognition of TM geometries
The membrane protein structures scored thus far are GpA and BNIP3, which
are parallel helix dimers with similar crossing angles (-37◦ and -44◦). The success
of engineering membrane proteins will be dictated by our ability to recognize many
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inter-helical geometries. The multitude of ways in which transmembrane helices can
interact has recently been categorized (Chapter 2). Briefly, membrane protein chains
with < 30 % sequence similarity were parsed into a set of 2251 unique helix dimers.
After structurally clustering the dimers using two 16 residue blocks (one per helix),
eleven geometrically distinct helix-helix interactions were found. The centroid is a
helix dimer that was used to create the structural clusters and is approximately the
average structure of that cluster. The different helix geometries can mostly be cate-
gorized by their crossing angle (anti-parallel left, anti-parallel right, parallel left and
parallel right). Yet the centroids from Chapter 2, represent the most common trans-
mebrane helix geometries and provide a more comprehensive test set for potential
functions. The goal is to identify the native structure for a given sequence. The pro-
cess starts by extracting the sequence from a representative helix pair (centroid) of
each helix geometry (cluster). Then structurally model the sequence on each clusters
centroid helix pair. Finally, score each structural model.
In Table 5.3 we see the performance of modeling the centroids when using
our potentials and CHARMM. We report the rank, which shows how well a sequence
scored on its own structure (for instance, a rank of 1 means that the threading of
centroids’ sequence onto the centroids’ structure had the best score). The ranks for
centroid 0 and 5(anti-parallel left),3 (parallel left), 4 (parallel right) and 31 (anti-
parallel right) show that each category of helix geometry is identified well with the
statistical potentials. In this test, CHARMM equaled or outperformed the statistical
potentials. This is most likely due to the contribution of the repulsive portion of
the van der Waals in the misfolded states. The repulsive part of empirical potentials
is not well defined (see Methods). However, our volume correction appears to be
responsible for more consistently scoring sequences onto their native structure, as
seen by the improved performance (average rank) of DPHER/ALLVOL over the
other potentials.
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Cluster Geometry DPHER MFIRE MAPDF ALLVOL CHARMM
0 AL 1 5 2 1 3
1 AR 10 9 6 10 6
2 AR 4 3 10 3 1
3 PL 2 10 2 2 1
4 PR 1 1 3 1 1
5 AL 1 1 4 1 1
6 AL 7 5 7 6 1
7 PL 2 7 2 4 2
8 AL 4 11 5 4 3
9 AL 7 2 7 8 8
10 AL 3 6 1 3 1
31 AR 1 1 2 1 1
AVE 3.5 5.5 4.25 3.6 2.3
Table 5.3: Transmembrane helix geometry recognition test. We report the rank
for each cluster, which corresponds to the order in which a particular scoring func-
tion scored the sequence onto the structure of that cluster. AL=anti-parallel left,
AR=anti-parallel right, PL=anti-parallel left, PR=anti-parallel right.
Modeling larger membrane proteins
Modeling the Membrane Proton Channel of Influenza, M2.
The absence of structural information for membrane proteins involved in flu
propagation has brought the M2 proton channel into focus.34–36 Recently, multiple
structures of M2 have been determined by many different methods and environments,
such as pH and detergents. This provides a unique system to test the sensitivity of
current potentials on membrane proteins. With larger membrane proteins, it be-
comes more difficult to select proper models due to the increased number of possible
alternatives. Here, we test our potential by attempting select out a native M2 model
from over 100,000 decoys.
The models were generated by symmetrically building bundles of ideal he-
lices. The sampling parameters are a z-rotation, z-translation, x-rotation and a
x-translation (see Methods for ranges). After sampling, the backbone models were
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filtered using a 4.5A˚cutoff between chains and then repacked, which resulted in
123,633 models. For each one, we scored it with the CHARMM forcefield and our
statistical potentials. The M2 mechanism is proposed to have multiple states going
from a low pH to a high pH conformation. The structures solved are representative
of a low pH state (3BKD34), an intermediate state (XRAY2, no pdb id yet) and a
closed state (2RLF35). Included in the analysis are two symmetrically constructed
versions of the 3BKD structure (A4,D4), using helix A and helix D, which were
previously investigated in order explore conformational differences of M2.34 In order
to eliminate scoring differences due to slight bends in helices, we used the closest
model of the 123,000 decoys to each of the above mentioned structures (RMSD of
this decoy to the actual structure is shown in table on Figure 5.4).
Figure 5.4 shows that the statistical potentials consistently do a better
job than CHARMM at discriminating M2 structures from decoys. The most well-
resolved crystal structure (XRAY2) and the NMR structure are the structures most
identifiable as native structures, with maximum z-scores of -2.16 and -2.27. The
molecular mechanics function appears to score decoys with an M2 sequence equally
as well as the natively folded M2 proton channel, thereby not being an effective
discriminatory potential for M2. The A4 structure is thought to be representative
of a wide open state where charged histidines have improved solvation, at the cost
of helix-helix interactions, therefore we see a lowering in z-score of the A4 model.
However, the volume corrected potentials do a much better job at identifying the
variety of conformations, as seen in the z-scores of the low pH state(3BKD) and
intermediate states (A4,D4).
GPCRs
One of the most important classes of membrane proteins is G-coupled protein
receptors, or GPCRs, which are major drug targets.37 GPCRs are composed of
seven transmembrane helices, providing a test for our potential on a much larger
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Figure 5.4: Modeling conformational variability in M2 influenza proton channel. We
model 5 different M2 structures. Two crystal structures (3CJD and XRAY2), one
NMR structure (2RLF) and two published models for open and closed conformations.
The structure on the left is in an open conformation, where the structure on the right
is more closed. DPHER can select out models close to both functionally relevant
states.
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Structure DPHER RMSD ∆ DPHER
BETA2 -933.861 0.000 0.000
model1 -699.252 1.821 234.609
model2 -742.324 1.628 191.537
model3 -547.534 1.899 386.327
model4 -189.867 14.730 743.994
model5 -81.832 16.950 852.029
Table 5.4: Modeling Beta2 Adrenergic Receptor and decoys. The ability of DPHER
to score models structurally close to beta2.
membrane protein. Recently, all the human G-coupled protein receptors have been
modeled.38 Here we select the Beta-2 adrenergic receptor as our test protein. Some
membrane protein models can have signifignat non-α-helical content and therefore
require additional terms because our potential was trained only on helical membrane
proteins. For this test, we use a simple φ− ψ filter to rule out residues outside the
helical range(see Methods). Of the beta2 models built by Zhang et al.,38 three have
low RMSD to the solved structure and two are quite large. We computed the RMSD
over the transmembrane residues, not including the loops. Each model has the exact
same sequence, therefore we would expect models with structures closer to the crystal
structure to have better scores. Our results for beta-2 are shown in Table 5.4. Of
the models, the native structure has the best score. In order to reduce the amount
of data, we present the DPHER potential as a representative. The lower the RMSD
tracked with a lower DPHER score, showing our potentials ability to identify native
folds from this class of membrane proteins. There are more GPCRs that have been
modeled and have structures, which we intend to model in future work.
Soluble potential, coiled coils
In order to determine how translatable the effects on performance we see in
membrane proteins, we derive a soluble potential in the equivalent manner. We used
155
the same functional form of DPHER (Equation 5.8), but used observed contacts from
a set of soluble, all α-helical proteins. A difficult task is to model interior positions
of heterodimeric coiled-coils. To show that the potential is reasonable, we modeled
the stability of a set of coiled coil mutants from the Vinson group39 (see Methods).
Figure5.5, shows a correlation coefficient of 0.81 between the ∆∆potential and ∆∆G
from Vinson, which is quite impressive given our simple modeling techniques. The
unfolded state for soluble proteins is not an isolated α-helix like in membrane pro-
teins, however attempts to incorporate the unfolded state using helix propensities
did not improve the correlation, largely because the difference in the helix propen-
sities of the various mutations under consideration was small. In some initial tests,
using other published soluble potentials we noticed only a small positive correlation
(data not shown). Although the soluble potential generated here performs very well
in some initial tests, future work will be necessary to determine the usefulness of this
potential in soluble protein modeling.
Some statistical potentials like DFIRE have been used to model many differ-
ent macromolecular systems and have been shown not to be sensitive to the training
dataset.40 Therefore, to investigate whether the soluble potential would work as
a membrane potential we scored all the glycophorin A decoys. Figure 5.6 shows
the NMR structure and the best scoring models for DPHER and the soluble po-
tential. The model selected by the soluble potential is reasonable, given that we
should observe more polar atoms on the surface and hydrophobic amino acids in
the core of water soluble proteins. Therefore, as shown in Figure 5.6 polar (Thr89)
and small residues prefer to be solvent-exposed and larger hydrophobic residues
(isoleucine,phenylalanine,methionine) prefer to be buried. Our conclusion is that
the water soluble potential is effective as a scoring function for helical soluble pro-
teins and holds promise for future work.
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Figure 5.5: Modeled buried coiled-coil mutants from Vinson et al.39 Each mutant is a
large to small mutation at the a and a’ position in a heterodimeric coiled-coil system.
The experimental measurements are derived from thermal stability as measured by
circular dichroism. The computed score is the difference in score of the mutant in
the folded structure and separated helices compared to the same quantity for the
alanine-alanine ”wild-type” coiled-coil.
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Figure 5.6: A comparison of the NMR structure of GpA and models produced by
a membrane and a soluble statistical potential. On the left is the model selected
out by the soluble potential, notice that the THR83 and other small residues are
pointing outside and larger hydrophobic amino acids are packed into the interior,
just like a soluble protein.
5.3 Discussion
Membrane proteins can now be examined with a new statistical potential that
performs beyond our expectation. In fact, the simple potentials often can discrimi-
nate models and mutations of membrane proteins as well as a molecular mechanics
forcefield that incorporates specific terms to describe the underlying physics. The
usefulness of the coarser empirical potentials has been displayed in small dimeric
proteins as well as larger membrane proteins of varying functions. Most membrane
proteins have multiple conformations, usually critical to their function, and the vol-
ume corrected potentials model this structural shifting more accurately. The new
volume correction introduced here incorporate features of the local environment,
which aid the performance of membrane protein scoring functions.
The volume correction is changing the potential by modifying the number
of expected interactions. The expected interactions for each atom type should not
be the same. Atoms with very little exposed volume have less expected interactions,
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therefore when interactions are made, they are more favorable than another atom
with much more exposed volume. Specifically, atoms closer to the backbone will
have less exposed volume and become more favorable when making interactions.
In addition, side chain and backbone conformation will effect amount of exposed
volume. If the backbone conformation was not all α helical, there would need to be
an additional correction for secondary structure.
The volume correction helps in modeling a variety of different membrane
protein systems. Specifically, the modeling of parallel and anti-parallel transmem-
brane dimers, as well as a number of different crossing angles. Also, the volume
correction helped discriminate decoys from native structures of multiple conforma-
tions of larger membrane proteins. One issue when modeling membrane proteins
with polar content is the careful treatment of electrostatics and solvation, which can
require complex calculations due to the differences in hydrophobic, head-group and
solvent exposed layers.41 The simple, one term statistical potential removes this very
difficult modeling issue and enables us to model membrane proteins with polar (and
charged) amino acids, such as the T-Cell receptor.
An important part of modeling proteins is usually relaxation using a local
minimization protocol. However, there is no generalizable recipe for every protein,
because there are many parameters (the number of steps, type of algorithm, re-
straints, etc.). The statistical potentials introduced were insensitive to minimization,
therefore we can model mutants and decoys without worrying about minimization
parameters. Not only will this speed up the modeling process, but will introduce
fewer potential sources of error.
The possibility of transitioning this potential to a water-soluble potential
has been demonstrated. In all helical proteins, we have a potential that only scores
interactions of helices. Proper treatment of the unfolded state and exposed volume
dependent on secondary structure would significantly increase performance of the
soluble version of DPHER.
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There are two interesting uses for our scoring function. The results of
modeling and design are usually not a single structure, but a family or list of possible
structures. Because our potential is fast and accurate, we are able to filter a large
list of possible models or designs that have been generated using another protocol.
Another way to introduce the scoring function into design is to use it as the primary
scoring function and not just a filtering function. With a bit of smoothing to this
statistical potential, it maybe possible to minimize and repack protein structures.
5.4 Methods
Membrane protein dataset
A set of 75 non-redundant membrane proteins were selected from the Orienta-
tions of Proteins in Membranes (OPM13). The rules for selecting structures to create
a potential differ from other structural bioinformatic membrane studies.42 Here we
first do a pairwise BLAST43 alignment of only the transmembrane residues(as de-
fined by OPM). The sequence alignment produces a residue-to-residue equivalency
between two proteins, which is then used to structurally align the two proteins. If
the proteins are greater than 80% homologous, then one is removed. If the proteins
are between 50%-80% homologous and have a RMSD < 10A˚, then one is removed.
Structures below 50% homologous are kept unless they have an RMSD < 2A˚. Each
protein structure file (PDB44) can contain multiple chains with varying levels of ho-
mology. Therefore, for each complex structure we had to reduce the complete set to
the unique set of chains.
Counting numbers of observed contacts
The modeling of membrane proteins as isolated α-helices enables us to only
count contacts that are far in distance. Normally in potentials such as DFIRE, there
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is a single residue skipping number, here we use a skipping number of 7. This is
about +/- two helical turns in either direction. Thus, any contacts we observe are
coming from non-local residues.
The exposed volume was calculated using SADIC,45 for every residue on
every helix in every membrane protein. Each helix was first removed and isolated.
Amino acids 7 residues from either end of the helix were removed. We simply com-
puted the sphere volume at each distance side of a bin and subtracted, to get the
exposed volume within the spherical shell. One issue was that SADIC can only
compute sphere volumes at 3.5A˚. To get the volumes below this value, we fit the
spherical shell volumes at the 3.5-5.5A˚distance bins to an exponential (Equation
5.13) and extrapolated to the radii of the short distance bins.
vr = α · exp(β · r) (5.13)
Decoy set for NMR dimers
The decoy set was created by using rigid body docking of the wild-type structure
backbone over a range of biologically relevant helix separations and crossing angles.
Helix separations could range from 5 to 11 A˚and the crossing angle was required to be
within the range of -60◦ to 60◦ or -120◦ to 120◦ . After filtering for clashing structures
and repacking using the SCAP algorithm,46 2,384 structures remained as the decoy
set used to calculate the z-score. As an additional test, ideal helical backbones were
also used for rigid body docking and z-scores calculated for that decoy set. As the
ideal backbone results were very similar, we present here the results of wild-type
backbone docking.
Free parameter ranges
For the parameter range, we considered β values from 0.1 to 2.0 in steps of 0.1,
α values from 1.01 to 1.91 in steps of 0.1 in addition to the value 2.00. Finally, each
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potential was either equated or not. This gave 546 parameter combinations to be
tested on the decoy test.
Modeling Mutants for correlation with experiment
The mutants we correlated to are all large to small mutation, in order to have
more confidence in the modeling process. Each NMR model was minimized using
CHARMM for 500 steps while constraining the phi and psi angles of the backbone
so that the helices would not un-wind. The mutants were then made by truncation
of the large side chain to small (usually alanine) and the score was computed.
Threading TM dimers
The threading of dimeric transmembrane sequences onto transmembrane struc-
tures is done as follows. First, the 16 residue interaction motif for each geometric
cluster is extracted and new structure files (PDB) are created.42 Then each sequence
is threaded onto each backbone using SCAP.46 The models are finally scored with
each statistical potential and CHARMM. The scores are then sorted. The rank or-
der is found by identifying which position in the sorted score list is the approriate
structure for the threaded sequence.
Modeling M2
For modeling M2, the following sequence was used SSDPLVVAASIIGILHLIL-
WILDRL. A standard α-helix was created, with the proline inserted. Hydrogens
were added using reduce and then minimized using CHARMM. The M2 sequence
was then threaded on and a quick repacking was done. A more extensive repacking
of the single helix was done with a minimized rotamer library. Bundles were then
generated using the parameters in Table 5.5. Each bundle was repacked
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Z rotation (axial rotation) -50 to +50 every 4 degrees
Z translation (determines crossing point) from -15 to +15 every 1A˚
X rotation (tilt) from -40 to +40 every 2 degrees
X translation (bundle radius) from 6 to 8.5A˚every 0.25A˚
Table 5.5: M2 modeling: sampling parameters
Modeling GPCRs
The GPCR models were taken from Zhang et al.38 Each atom-atom contact
was first counted and then we scored using the DPHER potential. We filtered out
residues from our scoring procedure if the the backbone geometries were outside this
range: -90◦ phi -35◦; -70◦ psi 0◦. In addition, we aligned the beta2 structure to
each model, using C-α atoms of the transmembrane domain.
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Table 5.6: The atom types used for our membrane po-
tentials
Index Atom Types
1 Backbone Nitrogens
2 C-α except GLY,ALA
3 Carbonyl carbons
4 Carbonyl oxygens+terminals
5 GLY C-α
6 ALA C-α
7 ALA C-β
8 VAL C-β LEU C-γ ILE C-β
9 VAL C-γ1 VAL C-γ2 LEU C-δ1 LEU C-δ2 ILE C-γ2
ILE C-δ1 THR C-γ2
10 LEU C-β ILE C-γ1 MET C-β
11 SER O-γ
12 SER C-β
13 THR C-β
14 THR O-γ1
15 CYS C-β
16 CYS S-γ
17 MET C-γ
18 MET S-δ
19 MET C-
20 PRO N
21 PRO C-α
22 PRO C-β PRO C-γ
23 PRO C-δ
164
Index Atom Types
24 ASP C-β GLU C-γ
25 ASP C-γ GLU C-δ
26 ASP O-δ1 ASP O-δ2 GLU O1 GLU O-2
27 ASN C-β GLN C-γ
28 ASN C-γ GLN C-δ
29 ASN O-δ1 GLN O-1
30 ASN N-δ2 GLN N-2
31 LYS C-
32 LYS N-ζ
33 ARG C-δ
34 ARG N-
35 ARG C-ζ
36 ARG NH1 ARG NH2
37 HIS C-β PHE C-β TYR C-β
38 HIS C-δ2
39 HIS N-2 HIS N-δ1
40 HIS C-γ
41 HIS C1
42 PHE C-γ
43 PHE C-δ1 PHE C-δ2 PHE C-1 PHE C-ζ PHE C-2
44 TYR C-γ
45 TYR C-ζ TYR C-δ1 TYR C-1 TYR C-δ2 TYR C-2
46 TYR OH
47 TRP C-β
48 TRP N-1
49 TRP C-δ1 TRP C-γ
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Index Atom Types
50 TRP C-2 TRP C-δ2 TRP CH2 TRP C-ζ2 TRP C-ζ3
TRP C-3
51 GLN C-β GLU C-β
52 ARG C-β ARG C-γ LYS C-β LYS C-γ LYS C-δ
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Figure 5.7: Varying free parameters near minimum. The effect of the volume correc-
tion parameter from DFIRE called α here, is shown in A for the MFIRE potential,
not equated. Panel B, shows the effect of the low count parameter β for the best
DPHER potential.
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Figure 5.8: The effect of low count correction when low counts are observed. The
top-left and top-right panels have no low count correction, the red dots are the
potential value when the Nobs/Nexp ratios are 5. However, when the low count
correction is turned on, the bottom-left and bottom-right plots the potential value
when the Nobs/Nexp ratio is 5, change significantly if the number of observations
are low.
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Figure 5.9: Attractiveness of different potentials at each distance bin. These are
un-equated potentials, clearly the potentials with huge minimum needs equating in
order to score normally sized membrane proteins. The average is in panel A and the
standard deviations are in panel B
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Chapter 6
Salt Bridges: Designable
Interactions Explored In Detail
6.1 Introduction
Salt bridges are difficult to accurately predict and model. A salt bridge is in-
teraction between two groups of opposite charge in which at least one pair of heavy
atoms are within hydrogen bonding distance of one another. The high cost to de-
hydrate arginine or lysine and a carboxylate to form a salt bridge and the stringent
geometric restraints placed by the electrostatic and hydrogen-bonding interactions
make predicting salt bridge interactions uniquely challenging. Salt bridges can con-
tribute to protein stability,1,2 although the effect depends on the environment.3–5
From a design perspective, salt bridges can be critical for conformational
specificity, as well as in positioning critical functional groups. For example, a complex
lysine-histidine-aspartate interaction was employed to position a metal ligand in a
family of designed metalloproteins.6,7 In addition, salt bridges can serve as keystone
interactions, in much the same way as disulfide bonds.8 In membrane proteins, one
expects salt bridges to be particularly important due to fact that the charge groups
are largely dehydrated when inserted into membranes, therefore experience less of a
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dehydrated penalty upon salt bridge formation.9 For example, the T-cell receptor
incorporates pairing of basic and acid residues in the membrane that are critical for
proper assembly and function.10
Previously, various researchers have investigated the geometry and sequence
dependence of salt bridges. When involving arginine, there are several potential in-
teractions of the guanidinium group with a carboxylate of aspartate/glutamate. The
side on and end on interactions (Figure 6.1A), are bidentate interactions involving
the formation of a ring of six heavy atoms. These interactions have been observed
experimentally and predicted to be the lowest energy states based on QM calcula-
tions.11,12 An additional interaction, termed here ”backside”, is monodentate with
respect to the oxygen engaging one of the Nη1 hydrogens.
For lysine, quantum mechanical calculations show clearly distinct rotameric
states with respect to rotation about the C-Nζ bond with the terminal ammonium
hydrogens occupying staggered orientations relative to the C substituents13 (Figure
6.1B). We therefore expect to observe preferred matching positions for the hydrogen
bond acceptors, although to the best of our knowledge this has not been observed
in previous studies.
Finally the carboxylate has two non-bonded lone pairs of electrons. The
syn lone pair is more than four orders of magnitude more basic than the peripheral
anti lone pairs,14 and only syn lone pairs can be used to make a bidentate hydrogen
bonding interaction. One would therefore expect the syn lone pair to be used pri-
marily in hydrogen bonding interactions. Based on structural studies15 and quantum
mechanical calculations,16 however, carboxylates in water and protein environments
tend to donate hydrogen bonds from each of these lone pairs, with only a slight
preference for syn.
Sarakatsannis, et al.17 have examined the sequence preferences for forma-
tion of salt bridges. As with any geometrically constricting interaction one expects
a preference for forming the interaction between residues that are close in sequence,
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thereby minimizing the entropy of loop closure.8 Indeed strong biases towards the
formation of salt bridges between sequentially proximal side chains has been ob-
served.17
Given recent increases in the size of the protein database, it is now possible
to ask much more refined questions concerning the geometry of salt bridge formation.
Here, we first examine the geometric preferences to include analysis of a less well
populated configuration for arginine as well as the hydrogen bond acceptors for
lysine. We also compare these to the preferences for the carboxyamide functional
group of aspargine/glutamine around basic residues. We confirmed strong bias for
salt brides between residues close in sequence, which we define as ”local salt bridges”.
We demonstrate a preference for end on versus side on interactions as a function of
sequence separation. Moreover, there are strong main chain conformation biases as
well as side chain torsional angle biases associated with the formation of local salt
bridges with specific sequence separations.
Salt bridges involving three members are often designated as ”complex” or
”networked” salt bridges. There are many examples of local, networked salt bridges
within alpha helices; these are formed by the cooperation of three residues that inter-
act with the same highly probable rotamers observed in local salt bridges. Finally,
the energetics of salt bridge formation depend critically on the extent of screening
from solvent. We therefore investigated the geometry of salt bridges as a function
of solvent accessibility. In addition, we examined the influence of disorder through
examination of the b-factor of the interaction groups relative to the overall average
b-factor within each protein.
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Figure 6.1: Spherical coordinate parametrization. Spherical coordinates are defined
by three geometric parameters (ρ, ψ, θ) as shown for Arg (A). θ is defined as the
angle out of the guandinium plane. For Lys (B), the relevant parameters are the
Cδ-C-Nζ-O(carboxylate) dihedral and the angle defined by C-Nζ-O(carboxylate).
6.2 Results
Arginine
Following Thornton and co-workers, we used spherical coordinates to describe
the interaction of arginine with aspartate/glutamate (Asp/Glu, Figure 6.1A). The
interaction geometry is defined by a vector from the central guanidino carbon (C)
to a carboxylate oxygen atom. An angle, ψ, describes the rotation of the vector
projected onto the plane of the guanindium group. Another angle, θ, describes
the degree to which the oxygen atom is out of the plane. Because the oxygens of
Asp and Glu show nearly identical geometric preferences around arginine and lysine
(Arg/Lys) (data not shown), their oxygens are combined in the analysis.
As expected for Arg from previous analysis we observe a strong preference
for the end on and side on orientations of carboxylates. As shown in Figure 6.2,
there are three strong peaks in the ψ distribution: single peak at ψ = pi/2, and
two clusters centered at pi and near 3pi/2, each consisting of a doublet with a small
central feature. The lack of data points in other regions of the ψ/θ plane speaks to
the geometric specificity of this interaction.
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The doublets at pi and 3pi/2 are dominated by bidentate end on and side on
interactions (Figure 6.2). The small central peaks between the doublets reflect situ-
ations in which a single oxygen atom lies between two nitrogens of the guadinium,
which results in a particularly close approach of the oxygen to the central Cζ. This
feature previously not recognized in parametrization of Arg-based salt bridge inter-
actions.
In Arg-based salt bridges, we see a sharp distribution in ψ at pi/2 representing
the backside interaction, which previous was not extensively documented. In marked
contrast, the ψ/θ plot for the oxygen of the carboxamide of asparagine and glutamine
(Asn/Gln) shows that the backside interaction, which is least favored for Asp/Glu
becomes the most favored for the carboxyamide. This effect is likely due to the single
hydrogen-bond accepting oxygen in the carboxyamide which cannot form a bidentate
end on or side on interaction. Thus, the interaction preferences for Asp/Glu versus
Asn/Gln around Arg need to be considered in structure prediction as well as design.
We also examined the angle between the guanidinium and carboxylate planes.
After correction for the random expectation, we see a strong bias for co-planar orien-
tations, as described previously.11 The more extensive dataset, however, now shows
the strong geometric bias is only observered for the side on and end on interactions,
but not the backside interaction (Figure 6.3).
Finally, we examined the effect of b-factor and solvent accessibility on in-
teraction geometries. First we looked at probability of salt bridges as a function of
accessible surface area. Perhaps not surprisingly, buried Arg residues have a much
strong tendency to form salt bridges, than exposed. The geometry of the interaction
and the relative populations of side on, end on, and backside, as reflected in ψ/θ
plots, however, remains largely invariant. The ψ/θdistribution were also consider
as a function of b-factor normalized to that of the main chain. As the b-factor in-
creased the variance of the geometric clusters increased, reflecting increased disorder,
but the positions of the peaks did not change(Figure 6.14). These findings indicate
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Figure 6.2: Spherical coordinates of Arg interacting with Asp/Glu (A, B) and
Asn/Gln (C, D). Data points are colored by density, with red being the most dense.
In (A), below the three peaks are examples of the interactions: backside (left), end
on (middle), and side on (right). In (B), beside the peaks at two different distances
are examples of these interactions.
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Figure 6.3: Plane angles of Arg with Asp/Glu. The ratio of the number of obser-
vations to the number expected (bias) is plotted versus the angle between the Arg
guanadinium plane and the plane formed by the three terminal atoms of the acidic
residues. Insets alternately plot the number of observed counts with the expected
number in blue.
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that the geometric preferences observed in the overall distribution are representative
of Arg-Asp/Glu interactions in a variety of environments.
Lysine
For Lys, we expect a tetrahedral geometry (Figure 6.1B), so the torsional angle
defined by Cδ-C-Nζ-O(carboxylate) and the three atom angle defined by C-Nζ-
O(carboxylate) was calculated to describe Lys salt bridges.
As we expected, for the torsion angle we observe a strong preference for the
three staggered configurations of the carboxylate oxygen (Figure 6.4A,B), termed
gauche plus (g+, 60 degrees), trans (t, 180 degrees), gauche minus (g-, 300 degrees).
The lack of data points in other regions of the plot speaks to the geometric specificity
of Lys salt bridges as well. Presumably the staggered conformation of the oxygens
matches the staggered conformation of the hydrogens13 with which they are inter-
acting. Surprisingly, the trans conformation is disfavored relative to the gauche plus
and gauche minus conformation. By contrast, other Lys side chain torsion angles
(between carbon atoms) prefer the trans conformation.18
Interactions of Lys and the oxygen of carboxamide of Asn and Gln shows
the same three configurations are observed as for Asp and Glu (Figure 6.4C, D),
including the preference for gauche plus and gauche minus. The primary difference
is that Asn/Gln do not bring a favorable opposite charge to the interaction, consistent
with the lower total number of observations for Asn/Gln versus Asp/Glu.
We next examined the effect of b-factor and solvent accessiblity on Lys-
Asp/Glu interaction geometries. The probability of Lys salt bridges as a function of
accessible surface area showed that buried Lys residues have a much strong tendency
to form salt bridges, than to be exposed. The geometry of the interaction and
relative populations of the different conformations however, remains largely invariant
(Figure 6.13). As was the case for Arg, as the b-factor increased the variance of the
geometric clusters increased, reflecting increased disorder, but the geometry of the
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most common conformations did not change (Figure 6.14).
The distance biases of salt bridge geometries
One of the most interesting early observations in Arg-based salt bridges12 was
that side on interactions were most common within a protein fold, but end on in-
teractions were most common in protein-protein interactions. The primary dataset
under consideration considers interactions within protein folds (Methods), and we
confirm their earlier finding that side on interactions are most common (Figure 6.2).
We also considered two very different sets of protein-protein interfaces. One is a
curated, biologically-relevant protein-protein dataset19(Methods) and another is the
crystal lattice contacts of our original dataset. These datasets shows a slight bias for
end on interactions (red and blue lines, respectively, in Figure 6.5A), confirming the
observations from almost twenty years ago. Likely because a much smaller database
was available at the time, the original observation was a much larger bias in protein-
protein interactions12 than is now observed. Interestingly, the non-biological lattice
contacts have a stronger bias for end-on salt bridges (blue line in Figure 6.5A). This
difference may be helpful in discriminating biological interfaces in crystal structures,
which has been identified as a critical issue in current structural biology.20
For residues sufficiently separated in sequence, the interaction preference
should be similar to that of protein-protein interactions. The large database in
this study allows us to address how the bias for side on versus end on is affected by
sequence separation. Arg-based salt bridges show a large bias for side on interactions
when the groups are close in sequence (Figure 6.5A) A seven fold preference is
observed when residues are separated by fewer than five amino acids, but the bias
gradually declines to the protein-protein value (red-line) when residues are separated
by 150 residues or more.
Within a protein chain, Lys prefers the salt bridge gauche+ and gauche-
clusters (Figure 6.4). To measure this preference, the ratio of gauche+ and gauche-
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Figure 6.4: Tetrahedral geometry of Lys interacting with Asp/Glu (A, B) and
Asn/Gln (C, D). In (A), above the three clusters are examples of these interactions:
gauche plus (g+, left), trans (t, middle), and gauche minus (g-, right).
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to trans geometries was plotted for different sequence separations, protein-protein,
and lattice contacts. In protein-protein interactions, all three geometric clusters are
found in nearly equal amounts (Figure 6.5B, where the ratio of gauche+ plus gauche-
to trans is approximately two). Lattice contacts, on the other hand, prefer trans
contacts, with a ratio closer to one. A 13-fold preference for gauche+ and gauche-
clusters is observed at sequence separations of 5 or less. Sequence separations as
short as 100 residues show the same distribution as that found in protein-protein
complexes. Unlike Arg, at large separations (greater than 200 residues), Lys salt
bridges instead approach the lattice contact preference. To our knowledge, these
change in geometric interaction preferences for Lys has not been previously noted and
should be considered when designing Lys salt bridges within and between proteins.
The preferences also were calculated for different backbone Cα-Cα distances
(Figure 6.5, right side). All salt bridge combinations show a strong bias at short
distances that decays to the opposite bias at large distances. For side on interactions,
the overall mean Cα-Cα distance is 7.0A˚, while for end on interactions it is 10.5A˚ and
the backside interaction is 6.6A˚. A similar relationship with Cα-Cα distances and
sequence separation is observed with Lys, where the trans cluster is found at 9.6A˚
and the gauche+/gauche- clusters are at 7.6A˚ and 7.5A˚, respectively. Therefore,
when engineering salt bridges at closer distances, one can expect fewer end on or
trans interactions.
The details of local salt bridges
The preference for certain salt bridge geometries at residue separations of less
than five need to be understood in more detail. We define the name ”local salt
bridges” to denote interactions separated by fewer than five residues. 34% of Arg and
31% of Lys salt bridges are in the database are local salt bridges. The short sequence
separations suggest that they night occur within elements of secondary structure.
We therefore determined the likelihood of forming a given salt bridge at a specific
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Figure 6.5: Ratio of types of interactions versus sequence separation and Cα distance.
The ratio of the different salt bridge geometries are shown for arginine side on over
end on (A) and lysine gauche+ and gauche- over trans (C). The ratio is calculated
for the following sequence separations: 1-10, 11-20, 21-30, 31-40, 41-50, 51-100, 101-
150, 151-200, and greater than 200 (left). The red line corresponds to the value for
biological protein-protein interactions, and the blue line corresponds to the value for
lattice contacts. The same ratios are shown for different Cα distances between the
basic and acidic residues with a 0.5 A˚ binning (B,D)
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sequence separation (e.g. DxxxR) within secondary structure elements (Methods).
We describe sequence separations relative to the basic group. For example DxxxR
is labeled Aspi−4Argi while RxxxD is labeled ArgiAspi+4.
The ratio of the observed and expected values highlights motifs with more
frequent placement of salt bridging amino acids or increased probability of forming
a salt bridge. Numerous motifs were observed with at least 20 examples and a ratio
of observed to expected salt bridges of at least 3.5. These favorable motifs can be
categorized into four general categories: helix-helix, sheet-sheet, interactions at helix
termini, and type I β turns.
Interactions in helices and sheets
49% of Arg-containing and 60% of Lys-containing local salt bridges are found
within α helices, and 7 of the 22 local salt bridge motifs are found within helices. The
interacting groups are frequently separated by one turn of the helix (e.g. Glui−4Argi).
Experimental studies vary21–23 on the details of the preferences. In one study, the
LysiAspi+4 was found to be the most favorable Lys based salt bridge
21 , while in an-
other study the most favorable interaction was found to be Aspi−4Lysi, Glui−4Lysi,22
Aspi−4Argi, and Glui−4Argi.23 On the other hand, a helix-coil transition statistical
mechanics analysis24 showed preferences for Glui−4Argi and LysiAspi+4. A statisti-
cal survey of salt bridge motifs within coiled-coils and non-coiled-coil helices25 found
the most common salt bridge sequence separations were the ArgiGlui+4, Glui−3Argi,
and Glui−4Argi motifs. Aspi−3Arg and LysiAspi+4 were also found to form a sig-
nificant number of salt bridges when found in helices but are less common likely due
to the low helix propensity of Asp.
In overall agreement with these results, the most favorable local Arg salt
bridge motifs in the current dataset are Glui−3Argi, Glui−4Argi, and Aspi−3Argi
(Figure 6.6A, Table 6.1). For Lys, the most favorable interactions are LysiAspi+4,
Aspi−4Lysi, LysiGlui+4 and LysiGlui−3 (Figure 6.6A, Table 6.1). Of these, the
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Figure 6.6: Helical and sheet local salt bridges. For helices and sheets, the number
of ratio of observed to expected interactions (enrichment) of arginine and lysine with
acidic residues are shown.
LysiAspi+4 interaction has the largest ratio (13.8), pointing to a particularly strong
preference for this motif to form a salt bridge. Overall, it appears that Arg based
salt bridges favor the acidic residue to be N-terminal while Lys based salt bridges
have a similar preference for N- and C-termini.
There are not as many local salt bridges in β sheets as there are in α helices
(8% of Arg and 5% of Lys local salt bridges). Two motifs are observed in which
the groups interact at sequence separations of two (i-2 and i+2) along one face of a
β-strand (ratio ≈ 4.0). Of note, Arg has more i+2 interactions with both Glu and
Asp, while Lys has more i-2 interaction (Figure 6.6B).
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Interactions at helix termini and within type I β turns
Several favorable sequence separation motifs are found at the N and C termini
of helices, three at each terminus. At the N-terminus, one of the most favorable is
an Arg interacting with an Asp that simultaneously caps the α helix by hydrogen
bonding with a free N-terminal amide nitrogen26,27 (Figure 6.6C, Table 6.1). Inter-
estingly, a salt bridge in which Arg occupies the N-cap position and interacts with
an Asp at the N2 position of the helix has an even higher observed/expected ratio,
and also often caps the helix (Aspi−2Argi). A third motif is found for Aspi−3Argi
at the N-terminus of helices, despite the Asp not making a capping interaction with
the helix terminus.
At the C-terminus, all three motifs place the acidic residue on the helix and
the basic residue C-terminal to the helix. The three preferred motifs are Aspi−4Argi,
Glui−4Argi, and Glui−3Lysi (Table 6.1). In these C-terminal salt bridges, the basic
residue is not interacting with any of the exposed oxygens at the C-terminus, unlike
the capping interactions at the N-terminus.
In type I β turns, each of the significant motifs use Arg and Asp at i-2 or
i+2. Type I β turns contain four residues,28 where the first and fourth residues have
Cα atoms within 7 A˚ and the second and third residues have a specific range of
non-helical backbone dihedral angles. For the significant motifs, the basic and acidic
residues are found at the first and third positions. Because the backbone dihedrals
are not strongly constrained for the first residue of the turn, this residue is part of
several different secondary structures. Separate normalizations were followed in each
case, however, and very similar results were obtained (Table 6.1).
The Aspi−2Argi salt bridge has a particularly large ratio (Figure 6.6C, Table
6.1). There is a large preference for the Asp to make a side on salt bridge where one
of the Asp oxygens forms an additional hydrogen bond with the Arg amide nitrogen.
This pattern is identical to the Aspi−2Argiinteraction at helix N-caps except that it
is not adjacent to a helix. The i-1 position in this motif is typically exposed and the
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majority of these residues are proline, serine, Asp, and Glu. Proline constrains the
backbone dihedral angles to values appropriate for the interaction and the other three
residues are found to be the most favorable for protein solubility.29 The interaction
likely contributes to the stability of the dramatic direction change observed in these
loops.
A related motif is the ArgiAspi+2 in type I β turns. This motif swaps the
position of Arg and Asp in the turn. (Figure 6.7D). Like the i-2 interaction, the
backbone dramatically turns at the residues making up this interaction and again
the preference is for side on interactions. There is likewise a strong preference for
proline at the position between the Asp and Arg. When compared to the Aspi−2Argi
interaction, the Arg side chain flips to allow a side on interaction with the Asp, but
in this case there is no nearby amide nitrogen with which the Asp can interact.
There is one additional ArgiAspi+2 motif that is similar to the type I β
turns. While the interaction contains a salt bridge, it does not make a turn in the
loop; the first and fourth residues are further than 7 A˚ apart.
Salt bridges affect side chain dihedrals
We also investigated use of the side chain rotamers of basic residues in different
local salt bridges. For a given sequence separation, both Arg and Lys take on
restricted sets of rotamers. For comparison, the most common rotamer for both
Arg and Lys in the full dataset is g-,t,t,t (Figure 6.8A,B). The level of restriction
can be calculated as a pseudo-entropy term to measure the cost of restricting the
rotamers from the overall rotamer distribution for the basic residue (Methods). This
is not a true entropy, but should roughly scale with the entropy determined by the
states available to the side chain.
For Arg and Lys local salt bridges Within helices and sheets, the calculated
decrease in pseudo-entropy is in a small range (2.0 - 3.5 cal/mol K in this pseudo-
entropy scale). There are, however, exceptions at either end of this range. The i+2
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Figure 6.7: Local salt bridge motifs. Four examples, all involving arginine and
aspartate, are shown of motifs with large ratios of observed versus expected salt
bridges. In each case the inset shows an example with hydrogen bonds shown in
yellow. There are two motifs at the N-termini of helices: (A) arginine interacts with
a capping aspartate at i-2 and (B) arginine and aspartate reverse positions at the
N-terminus and the aspartate maintains a capping interaction. The other two motifs
are in type I β turns: (C) i-2 are the most common and allow the aspartate to make
an additional hydrogen bond to the backbone and (D) the reversed i+2 interaction
where aspartate does not make the additional hydrogen bond.
192
Arg-Glu interactions in β sheets have the lowest pseudo-entropy values (1.7 cal/mol
K, Figure 6.8C), meaning that in this interaction the Arg is least constrained to a
specific set of rotamers. At the other extreme, the i+1 Arg-Asp helix-helix sequence
spacing has a much larger pseudo-entropy gain than any other helix or sheet salt
bridge (5.0 cal/mol K, Figure 6.8D), likely due to the additional hydrogen bond that
is generally made between the Asp and a amide nitrogen. Fixing the basic residue
side chain to form a salt bridge at these sequence spacings appears to have different
entropic penalties, a feature that may be important to consider in design.
For capping motifs and salt bridges in type I β turns, there are two ranges of
pseudo-entropy values. Arginine-Asp i-2 interactions in both type I turns and at the
N-terminus of helices show the largest pseudo-entropy loss observed (5.6 - 6.1 cal/mol
K, Figure 6.8E). As was the case for i+1 Arg-Asp helix-helix interactions, this greater
constraining of the basic residue rotamers is likely due to the hydrogen bond that
the Asps make with amide nitrogens in these motifs. The additional hydrogen bond
must be favorable enough to compensate for the loss of side-chain entropy. The
remaining significant sequence separations show a range of pseudo-entropy values
similar to that of the majority of helix-helix and sheet-sheet interactions (2.6 - 4.0
cal/mol K). Preferred rotamers for all other significant sequence separation motifs
can be found in Supplemental Figure 6.15.
Networked Salt Bridges
Engineering higher order interactions is an important focus in rational protein
design. Salt bridges can provide one avenue for achieving this goal. Interactions
with one basic residue and multiple acidic residues are commonly called ”complex”
or ”networked” salt bridges. Networked salt bridges have been investigated for their
role in the stability of protein structure,30 their energetic (anti-) cooperativity,31,32
or for their geometric distributions.33
Using a set of 94 proteins,33 the same interactions were found in both simple11,12
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Figure 6.8: Side chain dihedral angle distribution for basic side chains. Pie charts
show the overall Arg (A) and Lys (B) side chain dihedral angle propensities, as well
as three prominent examples: sheet ArgiGlui+2 (C), helical ArgiAspi+1 (D), and
type I β turn Aspi−2Argi (E). The dihedral angles are abbreviated by t (trans), g+
(gauche plus), and g- (gauche minus), and listed in order moving from the main
chain.
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and networked salt bridges. We also observe the same interaction patterns in the
current study of a greatly expanded database. We do not, however, observe marked
overall preferences in networks of salt bridges. As shown in Supplemental Figure
6.11, there are approximately the expected numbers of both networked Arg and Lys
salt bridges. The three hydrogen bonding clusters are distinct in space and appear
to be nearly independent of each other.
We next analyzed local networked salt bridges to see if there is any pref-
erence for particular sequence separations. We performed this analysis only on
Arg containing local networked salt bridges due to the limited number of these salt
bridges involving Lys. Only two significant pairs occur, both coming from helices:
Glui−3 − Argi − Glui+4 and Aspi−3 − Argi − Glui+4 (Figure 6.9). The i-3 residue
always forms a side-on interaction, while the i+4 residue interacts in a end-on or
backside manner. Arg is found in a single t,t,g+,g+ rotamer, which is the preferred
rotamer when involved in either a simple i-3 side on or simple i+4 end on or backside
interaction. Among the possible combinations of simple local salt bridges, the i-3
and i+4 interactions are the only combination that shares the same preferred ro-
tamer. It will be interesting to determine if the i-3/i+4 networked salt bridge motif
provides additional stability to helices.
An alternative type of networked salt bridge occurs when a locally stabilized
salt bridge interacts with a residue distant in sequence. The propensity to form the
local interaction in a networked salt bridge was compared to that in simple salt
bridges (Methods). Two separations for Glu and one for Asp have higher propensity
to be in mixed networked salt bridges than simple salt bridges. A local ArgiGlui+3
salt bridge forms a local backside interaction while making a side on interaction with
a distant Glu (Figure 6.10A). Aspi−4Argi and Glui−4Argi form side on interactions
locally while making an end on interaction again with a distant Glu (Figure 6.10B,
C). These local contacts in designed local networked salt bridges should be good
starting points for successfully designing these interactions.
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Figure 6.9: Most common local networked salt bridges. Three dimensional his-
tograms show the most common local networked salt bridges: (A) side on glutamate
with end on glutamate, (B) side on glutamate with backside glutamate, and (C) side
on aspartate with backside glutamate. In each case, one residue is i-3 and the other
is i+4.
Figure 6.10: Local interactions that favor complex salt bridge formation. The fol-
lowing local salt bridges are found in a greater proportion in complex salt bridges
involving non-local contacts than in simple salt bridges, implying that they are bet-
ter able to make complex salt bridge interactions. Numbers above peaks with large
biases show the number of mixed local/non-local salt bridges of that type. (A) Local
backside interaction with Glu at i+3 and non-local side on Glu interaction (B) Local
side on interaction with Glu at i-4 and non-local backside Glu interaction (C) Local
side on Asp at i-4 and non-local end on Glu interaction.
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6.3 Discussion
When using salt bridges as keystones for design, it is important to remember
the strong geometric preferences that these interactions show. Non-bonded energy
terms lacking an orientational component, such as those found in many molecular
dynamics and knowledge-based potentials, are unlikely to recapitulate this prefer-
ence. Likewise, distance is also an important consideration, so orientational energy
terms that lack a distance component are also unlikely to recapitulate the observed
preferences. While these energy terms are very useful in modeling and design, when
the detailed interaction of a salt bridge is being modeled it is important to remember
the limitations of these terms. The information provided in this work could be used
to update and improve potentials of salt bridging residues.
The division of both Arg and Lys salt bridges into distinct conformational
types can aid in the design of these interactions. First, designed salt bridges not
found in preferred conformations could be discarded. Second, different sequence
and three-dimensional separations lead to different conformational preferences that
could likewise be used in design. If an Arg residue is distant in sequence or backbone
distance from the target acidic residue, an end on interaction would be more likely
to be formed than a side on interaction.
Local and networked salt bridge motifs can also be incorporated into the
design process. Salt bridges in β turns, helix caps, helices, or sheets should con-
sider the sequence preferences that different residues have for particular sequence
separations and secondary structures. The most favorable rotamers for Arg and Lys
should also be considered used as starting models. Favorable networked interactions,
because they involve three residues interacting, are substantially more challenging
to correctly design, but they offer the potential to make critical keystone interac-
tions.6,7 and the motifs observed here are excellent starting points for designing
these interactions into protein structures.
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Webpage
To aid in using geometric information in protein design or in understanding
existing salt bridges, we have made the geometric analysis of individual salt bridges
available as a webpage. Structures in pdb format can be inputted to the website and
detailed results on all salt bridges in the structure will then be presented to the user.
We expect it to be a useful analysis tool for describing and designing salt bridge
interactions in a wide variety of proteins.
6.4 Methods
Structure Database
The primary dataset of protein structures used in this work is a set of 3,644
protein monomers. These structures have a resolution of no greater than 1.8 A˚, an
R-factor of no greater than 0.25, and sequence identity of 30% or more. This dataset
was selected using the PISCES server on May 2, 2009.34 Acidic (Asp and Glu) and
isosteric polar (asparagine and glutamine) residues were selected as interacting with
a basic residue if any atoms are within 4 A˚ of the basic residue side chain nitrogens.
Results of lattice contacts were calculated using this database where contacts were
defined where basic residues on the protein monomer contacted acidic residues in
different asymmetric units.
To compare to salt bridges found in protein-protein interfaces, 601 protein
dimer structures were selected using the Dockground server.19 Structures were only
included if they met the resolution, R-free, and sequence identity cutoffs of the
monomeric dataset.
To find the distribution of hydrogens around Lys, 15 neutron diffraction
structures were selected from the PDB.35 The spherical coordinates of the hydrogen
atoms (including deuterium) bound to the ζ nitrogen were calculated according to
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the same protocol and shown as triangles in Figure 6.4B.
Environmental descriptors
Solvent accessibility and secondary structure were defined using dssp.36 The
solvent accessibility of residues was normalized by the solvent accessibility observed
in a Gly-X-Gly extended conformation.37 Such normalization allows the accessi-
bility of residues of different size (such as Asp and Glu) to be compared directly.
To determine the normalized solvent accessibility when the crystal lattice is consid-
ered, all asymmetric units near the chain of interest were included and the solvent
accessibility then calculated.
The b-factors in each structure were normalized by comparing to the mean
and standard deviation b-factor of all non-hydrogen protein atoms in the structure.38
The b-factor is an atomic property, so to define a b-factor for the basic residues, a
representative carbon atom from the functional group was selected for each residue
(Cζ of Arg and C of Lys). For acidic and polar residues, the b-factor of the atom
of interest (e.g. Oδ) was likewise normalized. Unless otherwise noted, salt bridges
are used only if both the basic residue and the polar atom are not greater than two
standard deviations greater than the mean. This cutoff was selected to limit analysis
to interactions that are well-defined by the experimental data.
Local sequence separation
The expected number of salt bridges is calculated by assuming that the probabil-
ity of forming a local salt bridge between two residues is constant, then multiplying
by an expected number of potential salt bridge partners given the propensity of
a residue to be in a particular secondary structure and sequence separation. The
formula is as follows:
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Expa,b,ssa,ssb,sep = (SBa,b/Pairsa,b)Fraca,ssaFracb,ssbSpacingssa,ssb,sep (6.1)
Expa,b,ssa,ssb,sep is the expected number of salt bridges given the acidic residue
(a), basic residue (b), acidic residue secondary structure (ssa), basic residue sec-
ondary structure (ssb), and sequence separation (sep). SBa,b is the number of a, b
local salt bridges (sequence separation less than 5). Pairsa,b is the number of a, b
pairs that are local. The ratio of these terms gives the expected frequency of salt
bridges given that residues a and b are local. Fraca,ssa is the fraction of residues
in secondary structure ssa that are the acidic residue, a. Spacingssa,ssb,sep is the
number of all 20 amino acids found at a given sequence separation with the speci-
fied secondary structures. The last three terms define an expected number of times
that residues a and b would be local given their identity, secondary structure, and
sequence separation.
Rotamer pseudo-entropy
A pseudo-entropy value was calculated for basic residue side chains in differ-
ent secondary structures and sequence separations based upon the Gibbs entropy
equation:
S = −∑ pilogpi (6.2)
where pi is the probability of being in state i, in this case, to have a particular
rotamer i.39 The change in entropy was calculated by subtracting the pseudo-entropy
value for all Arg or Lys regardless of salt bridge formation.
Cooperativity
The expected number of networked salt bridges is given by the following formula:
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Expij = Nfifj (6.3)
fi =
Obsi
N
(6.4)
where Exp is the number expected, fi is the probability of observing an
interaction in cluster i, N is the total number of basic residues, and Obsi is the
number observed in cluster i. For this test, only the basic residue was constrained to
have a b-factor below 2.0 in order to not bias the results. Otherwise, an interacting
acidic side chain that has a higher b-factor would not be counted as a salt bridge.
Local-nonlocal sequence separation
To determine whether a local salt bridge is more likely to be in a networked salt
bridge interaction than a local simple salt bridge, for a given secondary structure
combination the fraction of residues making a mixed local nonlocal networked salt
bridge and in local simple salt bridges was compared.
Ratio = fnetworked/fsimple (6.5)
where f is the fraction of local salt bridges of the given types that are found
at that sequence separation, given the secondary structures. The largest biases with
at least 10 examples are shown.
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Figure 6.11: Cooperativity of salt bridges. The observed and expected numbers of
networked salt bridges are shown for (A) arginine and (B) lysine.
Table 6.1: Significant local salt bridge motifs. Sep. col-
umn is the sequence separation between the salt bridging
residues. SS is secondary structure, first amino acid is
the basic residue second is the acidic residue. Obs. is the
observed number of salt bridges. Exp. is the expected
number of salt bridges as computed by Equations 6.3.
Ratio is observed over expected.
SaltBridge Sep. SS Obs. Exp. Ratio
Helix-Helix
ARGGLU i-4 HH 385 98 3.9
LYSASP i-4 HH 111 26 4.3
ARGASP i-3 HH 328 75 4.4
ARGGLU i-3 HH 517 110 4.7
LYSGLU i-3 HH 229 46 5.0
LYSASP i+4 HH 358 26 13.8
LYSGLU i+4 HH 209 41 5.1
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SaltBridge Sep. SS Obs. Exp. Ratio
Sheet-sheet
ARGGLU i-2 EE 94 25 3.8
ARGGLU i+2 EE 106 25 4.3
Type I-like β turns
ARGASP i-2 TS 21 4 5.4
ARGASP i-2 TN 97 11 8.8
ARGASP i-2 TE 27 3 9.1
ARGASP i-2 GN 46 4 11.4
ARGASP i+2 NS 37 10 3.8
ARGASP i+2 NT 56 11 5.2
ARGASP i+2 NG 34 4 9.2
N-terminal end of helix
ARGASP i-2 HN 58 14 4.1
ARGASP i+2 NH 36 6 5.9
ARGASP i+3 NH 29 8 3.7
N-terminal end of helix
ARGASP i-4 TH 31 9 3.5
ARGGLU i-4 TH 51 13 3.9
LYSGLU i-3 TH 50 6 8.2
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Figure 6.12: Preference for solvent accessibility. Histograms show the number of salt
bridge arginines (A), lysines (B) with different solvent exposures. Also shown are the
solvent exposures of acidic side chains interacting with arginine and lysine. Solvent
accessibilities calculated for the protein monomer are shown in the first and third
rows, while solvent accessibilities calculated considering the lattice environment are
shown in the second and fourth rows.
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Figure 6.13: Spherical coordinates of oxygens with different solvent accessibilities.
Buried (solvent accessibility < 5%, left) and truly exposed (lattice solvent accessi-
bility > 35%, right) oxygens are shown for arginine (A) and lysine (B).
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Figure 6.14: Spherical coordinates of salt bridges with different b-factors for (A)
arginine and (B) lysine. Spherical coordinates are shown for arginine and lysine
with varying normalized b-factor ranges: less than zero (left), between zero and two
(middle), and more than two (right). Salt bridges are only included if both the basic
residue and the acidic oxygen are found within the same normalized b-factor range.
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Figure 6.15: Side chain dihedral angle distribution for basic residue side chains. Pie
charts show the 20 significant motifs (Supplemental Table I) not shown in Figure
6.8. Pseudo-entropies of restricting arginine to these rotamers are given below each
chart.
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Chapter 7
Conclusions and Future Directions
From the examination of membrane helix pairs, we now understand the struc-
ture and sequence consequence of membrane dimers adopting specific folds. For in-
stance, we know that multiple proteins use aspartates in the interface of anti-parallel
left handed crossing dimers. We found numerous examples of biased positions for
aromatic residues in helix interfaces, giving membrane protein designers the capa-
bility to construct proteins with longer inter-helical distances, in both parallel and
anti-parallel modes. In an anti-parallel left cluster we find the dual role for the
beta-branched amino acid, valine, at the interface, where it can accommodate small
residues and pack against large residues. The correlation of amino acid pairs has
highlighted the interchangeability of small residues (alanine,glycine,serine,threonine),
which was previously known.1,2 Across the membrane protein structures, we see
strong pairing of histdine and glutamine over other polar interactions.
By building a structural model of the Integrin family in Chapter 3, we
learned two important things. First, the experimental perturbation index is an
effective metric to use together with membrane pair library for pulling out accu-
rate models of transmembrane dimers. Second, we are able to identify the residues
important in the Intergrin heterodimer and discovered new recognition motif used
by the Integrin family and other membrane proteins (the zipper-like reciprocating
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small/large motif). The unused small-x3-small motif on the backside of the β Inte-
grin chain, may be used by Integrin regulatory proteins. A future direction would
be to design a trimeric interaction from our Integrin helix pair family, to probe the
functional role of this backside small-x3-small motif.
The modeling of the MS1 peptide in Chapter 4, provided a nice study on
the forces in folding this membrane protein. First, sampling in coiled coil space with
a simple energy function we were able to correctly identify the proposed interface.
Second, we were able to use minimized van der Waals energy to rank order the
stability of the different MS1 variants. However, more complex membrane proteins
such as the activating immune receptors,3 requires additional energy terms and/or
a new potential function capable of capturing polar interactions in the membrane.
By thoroughly investigating the geometric preferences of salt bridges, we
learned that arginine,lysine and aspartate,glutamate residues interaction in a small
number of specific ways. Each basic residue has two preferred interactions (side-
on,end-on for arginine and gauche+,gauche- for lysine). Local salt bridges are ex-
tremely biased at very specific sequence separations, which varies depending on sec-
ondary structure. We find the biggest enrichments in ends of regular secondary
structure and in turns at a spacing of -2 and +2. Further, we show being in one of
these biased salt bridges also majorly effects the available side chain configurations.
For complex salt bridges, where one residue is local and the other is far in sequence,
there are only a couple of local sequence separations that are biased. Lastly, we
now have an expectation for salt bridges when modeling and designing membrane
proteins.
The all-atom membrane potential function was an important step forward
for modeling and designing membrane proteins. We introduced a new atom contact
dataset and applied published4,5 and novel reference states to it. The reference state
included a correction for the exposed volume at each distance bin, which we showed
can vary for different atom types by upto an order of magnitude. Clearly, this effect
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is important to capture in statistical potentials. In various tests, the membrane
potentials performed very well in their ability to discriminate decoys and predict
stability of mutations in membrane proteins. In addition, we re-trained the DPHER
potential with a soluble dataset, and showed it could predict stability of ’a’ position
mutations in coiled coils. Further work on these potentials is required for creating
a general soluble potential, where the unfolded state is considered and the exposed
volume for multiple secondary structure types is handled.
In addition to the all-atom potential for membrane proteins, we developed
a method for generating a residue-based scoring function, specific for a given inter-
action motif. For each helix pair cluster, we generate sequence biases and a scoring
function. This scoring function can be used to identify proper threadings for an
unknown sequence, as was shown for threading the centroid sequences. This is an
exciting result for two reasons; first, we can now generate sequence biases for any
given model and use it to compare to evolutionary distributions or use it for dic-
tating the amino acid selections in design. Secondly, we can use the residue-based
scoring function in concert with the all-atom based potential to more effectively
model membrane proteins.
One of the most obvious applications of combining the salt bridge dataset
and the all-atom statistical potential is to model the T-Cell receptor. The T-cell
receptor contains three ionizable residues thought to make complex salt-bridge in-
teractions.6 Here we made an initial model, using some of our complex salt bridges
from Chapter 6 as a proof of principle. We made models using the ζζ-dimer NMR
structure7 and inserting a third ideal helix. The models were scored with our DPHER
potential and CHARMM. The scores were correlated with published mutants8 and
both DPHER and CHARMM selected the very similar models. Figures 7.1 and 7.2
show our model and the correlation between the experimental energies and our com-
puted energies. This initial result proves how one can use structural bioinformatics
to extract multiple pieces of information and use them to derive accurate models of
215
complex transmembrane proteins.
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Figure 7.1: Model of the T-Cell Receptor
217
Figure 7.2: Correlation of T-Cell Receptor mutants stability between CHARMM
and experiment.
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