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Force-free magnetospheres are of particular interest due to their role in energy extrac-
tion from Kerr black holes via the Blandford-Znajek process. Recently, a class of exact
analytic solutions has been found with null currents [1, 2]. In this paper, we elaborate
some constraints on various force-free magnetosphere solutions with non-null currents, uti-
lizing the Newman-Penrose electromagnetic scalars to categorize a range of different cases.
We perform a thorough search for stationary and axisymmetric (SAS) solutions, and find
that putative SAS solutions within the categories considered generically exhibit singularities
on the horizon. We also present some non-SAS solutions found via spacetime-dependent
electric-magnetic duality rotations. Additional special solutions in flat, pure AdS and near-
horizon-extreme-Kerr (NHEK) spacetimes are also presented.
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2I. INTRODUCTION
Force-free magnetospheres around rotating Kerr black holes allow for the extraction of rotational
energy in the form of a Poynting flux, known as the Blandford-Znajek (BZ) process [3]. Such
configurations are of particular physical interest as they may provide the primary power source
for active galaxies. Blandford and Znajek originally obtained solutions in the slow rotation limit,
but physical applications motivate the search for general solutions, particularly in the background
of near-extremal black holes. It has proven to be challenging to find exact analytic solutions, but
nevertheless various special solutions have recently emerged. Examples include those with the
current aligned along a principle null direction of the Kerr geometry [1, 2], solutions imposing
translational (rather than axi-) symmetry [4], and those making use of the extra symmetries of the
near-horizon extreme Kerr (NHEK) background [5, 6] (also [7]). It is also worth mentioning some
new approximate solutions; see [8, 9] and references therein.
Formally, the basic force-free equations (conservation equations for the electromagnetic energy-
momentum tensor) read
T νµ;ν = FνµJ
ν = 0, (1)
which implies the degeneracy condition on the electromagnetic field
I2 ≡ ?FµνFµν = 0, (2)
due to the fact that I2 ∝ detFµν = 0 for non-zero currents Jµ. The sign of the other invariant
I1 ≡ FµνFµν indicates whether the configuration is magnetically dominant (I1 > 0), electrically
dominant (I1 < 0) or null (I1 = 0).
Here the current is simply defined via Jµ ≡ Fµν;ν , rather than being a prescribed physical source.
Nevertheless, by making additional assumptions about certain properties of Jµ one can hope to
simplify the equations, along with stronger constraints than (2) on the field Fµν . E.g., the null
current assumption in [1, 2] leads to the extra constraint φ1 = φ2 = 0 or φ1 = φ0 = 0, with Fµν
given equivalently by three complex Newman-Penrose (NP) variables {φ0, φ1, φ2} (reviewed below).
In this paper, we classify NP variables directly, making use of a Kinnersley-like null tetrad, and
check properties of the current for each solution. Our main results are for the case with only φ1 = 0,
including SAS (stationary and axisymmetric) and non-SAS solutions.
For SAS solutions, we give a more thorough analysis. In fact, one can show that among the
cases where at least one NP variable vanishes, the null current case (φ1 = φ2 = 0 or φ1 = φ0 = 0)
and the case φ1 = 0 are of most interest; other cases either reduce to them or have no solutions
(we show this in the appendix). We then turn to more general cases where all NP variables are
non-zero: first the cases with =(φ21) = 0 (including <φ1 = 0 and =φ1 = 0) and then the remaining
ones with =(φ21) 6= 0 (classified according to <(φ21)). Our primary observation is that putative
solutions in these restricted cases have a generic on-horizon singularity unless the current is null.
The non-SAS solutions are found via spacetime-dependent electric-magnetic duality rotations
(defined later on) which leave the force-free equations invariant but map the field and current
3to different configurations. Using such rotations as a solution generating technique, we find that
some of the null and non-null current solutions can be “duality-rotated” to a vacuum solution,
providing an interesting class of dual configurations. We observe that requiring stationarity and
axisymmetry (SAS) on both sides seems too restrictive (the duality rotation mixes Fµν and its
dual), and time/azimuthally-dependent solutions usually result.
The paper is organized as follows. In section II, we reformulate the force-free equations using
the NP formalism and introduce some convenient notation. After briefly reviewing the previously
obtained null current solutions in section III, we present special solutions with non-null currents in
section IV, concentrating on the SAS case. In section V, we use the spacetime-dependent duality
rotation to find pairs of solutions with one force-free and the other a vacuum configuration, for both
null and non-null currents. In addition, some special SAS solutions are found for flat, AdS and
NHEK spacetimes in section VI. A discussion of the results is given in section VII. Throughout, we
consider generalizations of Kerr to Kerr-AdS geometries, having in mind potential applications of
the AdS/CFT correspondence to provide an alternate dual description of these solutions, as studied
in [20].
II. FORCE-FREE EQUATIONS IN NEWMAN-PENROSE (NP) FORMALISM
A. formulation of the force-free equations
We write the general metric in 3 + 1 formalism [10] as
ds2 = −α2dt2 + hij
(
dxi + βi dt
)(
dxj + βj dt
)
, (i, j = spatial directions). (3)
The Kerr-AdS metric in Boyer-Lindquist (BL) coordinates is given by
hrr =
Σ
∆r
, hθθ =
Σ
∆θ
, hϕϕ =
∆θ(r
2 + a2)2 −∆ra2 sin2 θ
Ξ2Σ
sin2 θ (4)
α2 =
Σ∆r∆θ
∆θ(r2 + a2)2 −∆ra2 sin2 θ
, βi =
[
0, 0,−aΞ ∆θ(r
2 + a2)−∆r
∆θ(r2 + a2)2 −∆ra2 sin2 θ
]
, (5)
where
Σ = r2 + a2 cos2 θ, Ξ = 1− a
2
l2
(6)
∆r = (r
2 + a2)
(
1 +
r2
l2
)− 2mr, ∆θ = 1− a2
l2
cos2 θ, (7)
and
√−g = Σ sin θ/Ξ. The Kerr limit is l→∞; especially, Ξ,∆θ → 1 and ∆r → ∆ = r2+a2−2mr.
In the Newman-Penrose (NP) formalism [11–13], the electromagnetic field Fµν is specified by
the following three complex NP variables (bar denoting complex conjugate)
φ0 ≡ Fµν lµmν (8)
φ1 ≡ 1
2
Fµν(l
µnν + m¯µmν) (9)
φ2 ≡ Fµνm¯µnν . (10)
4For Kerr-AdS, we use the following Kinnersley-like null tetrad [14] 1
lµ =
[r2 + a2
∆r
, 1, 0,
aΞ
∆r
]
(11)
nµ =
∆r
2Σ
[r2 + a2
∆r
,−1, 0, aΞ
∆r
]
(12)
mµ = −ρ¯
√
∆θ
2
[ ia sin θ
∆θ
, 0, 1,
iΞ
∆θ sin θ
]
, (13)
listing components in the order [t, r, θ, ϕ], where ρ ≡ −(r − ia cos θ)−1. Note that ρρ¯ = 1/Σ. The
tetrad vectors are normalized as lµnµ = −mµm¯µ = 1 so that the metric is gµν = 2l(µnν)−2m(µm¯ν).
We use indices in parentheses {(1), (2), (3), (4)}, interchangeably with {l, n,m, m¯} (as indices), to
indicate tensor components from contractions with {lµ, nµ,mµ, m¯µ} respectively. The currents are
(dropping a factor of 2)
Jl = ρ
2∇lφ′1 −
1
ρ∆r
√
∆θ sin θ
∇m¯φ′0 (14)
Jn = −ρ2∇nφ′1 +
ρ√
∆θ sin θ
∇mφ′2 (15)
Jm = ρ
2∇mφ′1 −
1
ρ∆r
√
∆θ sin θ
∇nφ′0 (16)
Jm¯ = −ρ2∇m¯φ′1 +
ρ√
∆θ sin θ
∇lφ′2, (17)
where we have introduced the rescaled NP variables
φ′0 ≡ ρ∆r
√
∆θ sin θφ0, φ
′
1 ≡ ρ−2φ1, φ′2 ≡ ρ−1
√
∆θ sin θφ2. (18)
The above ‘definitions’ of J(a) have incorporated the homogeneous Maxwell equations dF = 0 which
read
Jl = J¯l, Jn = J¯n, Jm = J¯m¯, Jm¯ = J¯m. (19)
Later when we present special solutions for φ0,1,2, we will need to verify (19) separately. The
force-free equations F(a)(b)J
(b) = 0 are [2]
<(φ1Jn − φ2Jm) = 0, <(φ1Jl − φ¯0Jm) = 0, 2i=φ1Jm¯ + φ¯0Jn − φ2Jl = 0. (20)
The degeneracy condition is =(φ0φ2 − φ21) = 0 while for the invariants we have I ≡ I1 + iI2 =
8(φ0φ2 − φ21). “<,=” denote real and imaginary parts.
When appropriate, we also express some results in terms of the modified NP variables (with the
same φ1):
Φ1 ≡ ∆rρφ0 + 2φ2
ρ
, Φ2 ≡ ∆rρφ0 − 2φ2
ρ
, Φ1,2 =
φ′0 ± 2φ′2√
∆θ sin θ
, (21)
1 This tetrad corresponds to the metric signature [+,−,−,−]. Also, the t-components differ from those in [14] by a
factor of Ξ.
5the advantage of which being that we can transform to the real electromagnetic field components
more easily:
Frϕ = −2a sin
2 θ
Ξ
<φ1 − (r
2 + a2) sin θ
√
∆θ√
2Ξ∆r
=Φ2 (22)
Frt = 2<φ1 + a sin θ
√
∆θ√
2∆r
=Φ2 (23)
Fθϕ = − a sin
2 θ√
2Ξ
√
∆θ
<Φ2 + 2(r
2 + a2) sin θ
Ξ
=φ1 (24)
Fθt = −2a sin θ=φ1 + <Φ2√
2
√
∆θ
(25)
BT + iFϕt =
sin θ
√
∆θ√
2Ξ
Φ1, (26)
where
BT ≡ −α2hϕϕBϕ = −∆r∆θ
Ξ2
sin2 θBϕ, with Bϕ = Frθ/
√−g. (27)
For stationary and axisymmetric configurations where Fϕt vanishes, the degeneracy condition I2 = 0
implies the existence of the ratio ω = −Ftr/Fϕr = −Ftθ/Fϕθ which represents the “angular velocity”
of the magnetic field lines. For completeness, the force-free equations in terms of {Φ1,2, φ1} are
(=Φ1 + =Φ2)JPA − 2ρ¯∆r=φ1JPB = 0 (28)
(<Φ2 + i=Φ1)JTA + Φ¯1JPA + 2iρ¯∆r=φ1JTB = 0, (29)
where 2
2J
T/P
A ≡ Jn ±
∆r
2Σ
Jl, 2J
T/P
B ≡ Jm¯ ∓
ρ
ρ¯
Jm. (30)
B. Regularity conditions on the horizon and at the poles
Let’s pause to clarify regularity conditions in terms of NP variables. On the horizon ∆r = 0,
the field components should be regular in the following (Kerr-AdS analog of) ingoing Kerr (IK)
coordinates defined via
dψ = dϕ+
aΞ
∆r
dr, dv = dt+
r2 + a2
∆r
dr, (31)
in which the metric takes the form
ds2 = −∆r
Σ
[
dv− a
Ξ
sin2 θ dψ− Σ
∆r
dr
]2
+
Σ
∆r
dr2 +
Σ
∆θ
dθ2 +
∆θ sin
2 θ
Σ
[r2 + a2
Ξ
dψ− adv
]2
, (32)
2 The superscript “T/P” indicates that, e.g., J
T/P
A only involves the contractions of Jµ with the toroidal/poloidal
components of nµ. Note that in the Kerr limit, Φ1 & Φ2 are proportional to the electric and magnetic field
components in the orthonormal frame associated with the Carter tetrad [15], e.g., Φ1 ∝ (E3 + iB3)Carter etc., and
J
T/P
A/B proportional to components of the current in the same orthonormal frame.
6the only difference being the new dr term in the first bracket (apart from replacing (ϕ, t)→ (ψ, v)).
In particular,
F IKrθ = Frθ + ∂rt(v, r)Ftθ + ∂rϕ(ψ, r)Fϕθ (33)
= − Σ√
2∆r
√
∆θ
(<Φ1 −<Φ2) = − 2
√
2Σ
∆r∆θ sin θ
<φ′2 (34)
F IKrϕ = Frϕ + ∂rt(v, r)Ftϕ (35)
= −2a sin
2 θ
Ξ
<φ1 + (r
2 + a2) sin θ
√
∆θ√
2Ξ∆r
(=Φ1 −=Φ2) = −2a sin
2 θ
Ξ
<φ1 + 2
√
2
r2 + a2
Ξ∆r
=φ′2
(36)
F IKrt = Frt + ∂rϕ(ψ, r)Fϕt (37)
= 2<φ1 − a sin θ
√
∆θ√
2∆r
(=Φ1 −=Φ2) = 2<φ1 − 2
√
2
a
∆r
=φ′2. (38)
Other components are not affected by the coordinate transformations. (Note that in BZ’s original
monopole ansatz, F IKrθ = 0 provides exactly the horizon regularity condition for Frθ ∝ BT .)
For regularities at the poles, we use the Cartesian Kerr-Schild coordinates [τ, x, y, z] [16, 17],
defined by (for simplicity consider the Kerr limit)
τ = v − r, x = (r cosψ − a sinψ) sin θ, y = (r sinψ + a cosψ) sin θ, z = r cos θ, (39)
in which the Kerr metric becomes [16]
ds = dx2 + dy2 + dz2 − dτ2 + 2mr
3
r4 + a2z2
(r(x dx+ y dy)− a(x dy − y dx)
r2 + a2
+
z dz
r
+ dτ2
)2
(40)
and
√−g = 1. Components of physical quantities include
Jτ = Jv − Jr, Jz = cos θJr − r sin θJθ (41)
Jx = cosψ sin θJr + (r cosψ − a sinψ) cos θJθ − (r sinψ + a cosψ) sin θJψ (42)
Jy = sinψ sin θJr + (r sinψ + a cosψ) cos θJθ + (r cosψ − a sinψ) sin θJψ (43)
and similarly for the energy fluxes, with T aτ replacing J
a on the l.h.s and Tµv replacing Jµ on the r.h.s
of the above expressions. It is easy to see that finite Jz can only be realized with Jr ∼ Jθ ∼ O(1)
(or more regular). For Fµν the criteria are [17]
Fµϕ ∼ O(sin θ), other Fµν ∼ O(1), (44)
which translate to (according to (22)–(26))
Φ1,2 ∼ φ1 ∼ O(1), BT ∼ O(sin θ). (45)
(For reference, BZ’s monopole solution scales as Jµ ∼ O(1), Fθϕ ∼ O(sin θ), BT ∼ O(sin2 θ).)
7III. REVIEW OF NULL CURRENT SOLUTIONS
We first generalize Brennan et al’s null current solutions [2] in Kerr to Kerr-AdS in a straightfor-
ward way, following basically the same arguments. Consider a null current Jµ along the principle
null direction nµ so that only the real component Jl = nµl
µ ≡ J is non-zero. In the ingoing Kerr
coordinates ∇n becomes simply ∂r. The whole force-free problem can be shown to reduce to the
Maxwell equations
√
2J =
√
2<Jl = 1
∆r
√
∆θ sin θ
(
Ξ∂ψ=Φ1 + a sin2 θ∂v=Φ1
)
+
∂θ(<Φ1
√
∆θ sin θ)
∆r sin θ
(46)
0 =
√
2=Jl = − 1
∆r
√
∆θ sin θ
(
Ξ∂ψ<Φ1 + a sin2 θ∂v<Φ1
)
+
∂θ(=Φ1
√
∆θ sin θ)
∆r sin θ
, (47)
with φ1 = φ2 = 0, Φ1 = Φ1(θ, ψ, v) = Φ2. The Kerr-AdS analog of an SAS solution first found by
Menon and Dermer [1] and re-derived in [2] is given as
Φ1 = <Φ1 =
√
∆θ
Ξ
S′(θ), [sin θ∆θS′(θ)]′ =
√
2Ξ∆r sin θJ (r, θ). (48)
The non-vanishing real field quantities are
BT =
sin θ
√
∆θ√
2Ξ
Φ1, ω =
Ξ
a sin2 θ
. (49)
Later in section V B we will duality-rotate this solution to a vacuum one.
IV. SOLUTIONS WITH NON-NULL CURRENTS
A. Field configurations
The null current solutions have the common constraints φ1 = φ2 = 0 (or φ1 = φ0 = 0 if we
assume J(a) = Jn rather than J(a) = Jl), and the electromagnetic field is necessarily “null” (by
which one means I1 = I2 = 0). In this section we try to construct some solutions with weaker
constraints on the field (so that it is not null) and then infer the causal nature of the currents
a posteriori. We organize different situations below based on values of NP variables. The search
is not exhaustive and is restricted to SAS solutions. These solutions have non-null currents and
display on-horizon divergences.
First there are cases where at least one of the NP variables vanishes (others nonzero):
Case 0A: φ0 = φ2 = 0 (50)
Case 0B: φ2 = 0 (or φ0 = 0) (51)
Case 0C: φ1 = 0. (52)
8More general cases where all NP variables are nonzero, subject to the degeneracy condition =(φ21) =
=(φ0φ2) = −=(Φ22)/(8∆r) (noting =Φ1 = 0 for SAS solutions), can be organized as follows
for =(φ21) = 0,
Case 1A: <φ1 = 0 (53)
Case 1B: =φ1 = 0 (54)
for =(φ21) 6= 0,
Case 2A: <(φ21) = −
<(Φ22)
8∆r
(= 0 for a subcase) (55)
Case 2B: <(φ21) = 0, −
<(Φ22)
8∆r
6= 0 (56)
Case 2C: <(φ21) 6= 0, −
<(Φ22)
8∆r
= 0 (57)
Case 3: <(φ21) 6= −
<(Φ22)
8∆r
6= 0. (58)
We find solutions for Case 0C and show that (in Appendix) there are no solutions for Cases 0A,
0B, 1A, 1B and 2A. (There may be better ways to categorize Cases 2A–3 taking into account Φ1.)
B. SAS solutions for Case 0C: φ1 = 0
The force-free equations (20) reduce to (the first two being equivalent)
<(φ¯0Jm) = 0, φ¯0Jn − φ2Jl = 0, (59)
which imply
Jn
Jl
= c(r, θ, ϕ, t) =
φ2
φ¯0
(60)
for some real function c(r, θ, ϕ, t). Note that
φ′2
φ¯′0
= c(r, θ, ϕ, t)
Σ
∆r
. (61)
In addition, one needs to check the conditions (19) to ensure the homogeneous Maxwell equations.
The electromagnetic field is degenerate and non-null, i.e., φ0φ2−φ21 ∝ I1 + iI2 is real and non-zero.
Explicitly, we have for the two force-free equations (59) and the two conditions from (19)
J¯n = Jn = cJl ⇒ ∇m¯(φ′0φ¯′2) = 0 (62)
<(φ¯0Jm) = 0 ⇒ 2<(φ¯′0∇nφ′0) = ∇n(φ¯′0φ′0) = 0 (63)
J¯m¯ = Jm ⇒ Σ
∆r
∇nφ′0 +∇lφ¯′2 = 0 (64)
Jn = J¯n ⇒ sin θ∆θ∂θ=φ′2 + (Ξ∂ϕ + a sin2 θ∂t)<φ′2 = 0, (65)
9where we have eliminated c using (the conjugate of) (61).
We will mainly concentrate on SAS solutions in the sense that Fϕt ∝ =Φ1 = 0, which implies,
by (21), (18) and (61),
=[φ′0 + 2Σ∆r c(r, θ, ϕ, t)φ¯′0] = 0, (66)
which breaks up into two subcases
=φ′0 = 0 and c(r, θ, ϕ, t) =
∆r
2Σ
. (67)
1. Subcase 0C-1: SAS solutions with =φ′0 = 0
In this subcase we additionally have =φ′2 = 0 by (61). Then (62), (63), (64) and (65) reduce
respectively to (keeping ∂ϕ, ∂t terms for now)
<(62) ⇔ ∂θ(φ′0φ′2) = 0 (68)
=(62) ⇔ (Ξ∂ϕ + a sin2 θ∂t)(φ′0φ′2) = 0 (69)
∇nφ′0 = 0 (70)
∇lφ′2 = 0 (71)
(Ξ∂ϕ + a sin
2 θ∂t)φ
′
2 = 0. (72)
It is easy to deduce from (68) and (69) that
φ′0φ
′
2 = p(r), (73)
for some function p(r). We again transform to the ingoing Kerr coordinates {v, r, θ, ψ} as in
section III. Then (70) is simply ∂rφ
′
0 = 0 and (71) and (72) become, using (73),
∆r∂r ln p(r)− 2[aΞ∂ψ + (r2 + a2)∂v]φ′0(v, θ, ψ) = 0 (74)
(Ξ∂ψ + a sin
2 θ∂v)φ
′
0(v, θ, ψ) = 0. (75)
The solution formally takes the form
φ′0(v, θ, ψ) = q(θ) exp
[∆r∂r ln p(r)
Σ
(
v − a sin
2 θ
Ξ
ψ
)]
, (76)
where q(θ) is some function. For the r.h.s to be r-independent, one must have p(r) = p = const.,
and the solution is indeed (ψ, v)-independent:
φ′0 = q(θ), φ
′
2 =
p
q(θ)
, Φ1,2 =
q(θ)± 2 pq(θ)√
∆θ sin θ
. (77)
Unfortunately, the solution is singular on the horizon ∆r = 0, for by (34)
F IKrθ = −
2
√
2Σ
∆r∆θ sin θ
p
q(θ)
, (78)
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and due to the earlier constraint p(r) = p the divergence cannot be removed. In fact, when p = 0
we recover the null current solution (48), with q(θ) 7→ ∆θ sin θS′(θ)/Ξ. p determines the causal
nature of the current: J(a)J
(a) = 2JlJn = p[∂θ ln q(θ)]
2/(∆rΣ sin
2 θ), which indeed diverges on the
horizon unless p = 0 (∂θq(θ) = 0 just gives a vanishing current).
Non-rotating limit For Schwarzschild-AdS black holes we can remove the horizon divergence.
Requiring [∆r∂r ln p(r)/Σ]|a=0 = const. in (76) yields
p(r) = C(r2 + rrH + r
2
H + l
2)−
k
2 (r − rH)k exp
[
k
3r2H + 2l
2
rH
√
3r2H + 4l
2
arctan
( 2r + rH√
3r2H + 4l
2
)]
, (79)
where C is constant, rH is the horizon and we have fixed the ‘const.’ so that p(r) ∝ (r− rH)k. F IKrθ
is now regular both on the horizon and at infinity. It is however worth noting the Schwarzschild
limit (setting l → ∞ before solving for p(r)) leads to p(r) = C(r − rH)kekr/rH which diverges at
large r.
2. Subcase 0C-2: SAS solutions with c(r, θ, ϕ, t) = ∆r/(2Σ)
We now turn to the second subcase in (67), which implies
φ′2 =
φ¯′0
2
. (80)
We rewrite, again in the ingoing Kerr coordinates,
φ′0 = exp[R(r, θ, ψ, v) + iΘ(r, θ, ψ, v)], φ
′
2 =
exp[2R(r, θ, ψ, v)]
2φ′0
, (81)
for arbitrary functions R and Θ. Then (62), (63) and (64) reduce respectively to
<(62) ⇔ sin θ∆θ∂θR+ a sin2 θ∂vΘ− Ξ∂ψΘ = 0 (82)
=(62) ⇔ sin θ∆θ∂θΘ + a sin2 θ∂vR− Ξ∂ψR = 0 (83)
(63) ⇔ ∂rR = 0 (84)
<(64) ⇔ (r2 + a2)∂vR+ aΞ∂ψR = 0 (85)
=(64) ⇔ (r2 + a2)∂vΘ + aΞ∂ψΘ = 0, (86)
and (65) turns out to be equivalent to (62). (84) and (85) imply R = R(θ), and then (83) implies
Θ = Θ(r, ψ, v). The remaining two equations (82) and (86) give the solution
R(θ) = R = const., Θ(r, ψ, v) = Θ(r). (87)
The regularity conditions in section II require φ′2 ∝ exp[iΘ(r)] to vanish on the horizon which is
impossible. The current is however finite: J(a)J
(a) = −2JmJm¯ = −e2R[∂rΘ(r)]2/(2Σ∆θ sin2 θ).
(A spacelike current is perfectly physical in the presence of both positive and negative charges, in
particular for magnetically dominant configurations).
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C. Further possible special SAS solutions
The above cases have exhausted the possibilities with =(φ21) = 0. For Cases 2A–C in section IV A
we first rewrite
Φ2 + i
√
8∆rφ1 ≡ R1eiΘ, Φ2 − i
√
8∆rφ1 ≡ R2e−iΘ (88)
for real functions R1,2,Θ, so that the degeneracy condition becomes =(R1R2)=0 which always
holds. Then the cases are equivalently characterized as
Case 2A: R1R2 = 0, (subcase <(Φ22) = 0 = <(φ21) : tan Θ = ±1) (89)
Case 2B: R1R2 6= 0, tan Θ = ±R1 −R2
R1 +R2
(90)
Case 2C: R1R2 6= 0, tan Θ = ±R1 +R2
R1 −R2 (91)
Case 3: R1R2 6= 0. (92)
Note that to exclude previous cases (with =(φ21) = 0) one has R1 6= ±R2. We show in the appendix
that Case 2A has no solutions in the a = 0 limit, implying there are no solutions for nonzero a too.
Future work would include exploring the remaining cases.
V. DUALITY ROTATION
A. Definition and applications to the force-free problem
The above solutions are special in the sense that one imposes φ1,2 = 0 or φ1 = 0. In this section
we explore possibilities of reinterpreting these solutions via duality rotations. A duality rotation is
defined by the following operation on the field tensor
F → F˜ ≡ F cosα+ ?F sinα, (93)
where the rotation angle α is a spacetime function. Equivalently,
F˜− = e−iαF−, φ˜0,1,2 = e−iαφ0,1,2, (94)
where F− ≡ (F + i ?F )/2 is the anti-self-dual part of F and the second expression is because the
NP variables are expansion coefficients of F− in the anti-self-dual bivector basis 3.
Duality rotation has the merit that it leaves the electromagnetic energy-momentum tensor in-
variant and solutions to the conservation equations (1) come in pairs {Fµν , F˜µν}. In particular, it
can be used to construct force-free solutions from vacuum solutions which satisfy the conservation
equations trivially. It is also interesting to check if an existing force-free solution admits a “dual”
3 Namely, F−µν = φ0Uµν + φ1Wµν + φ2Vµν , with Uαβ ≡ 2m¯[αnβ],Wαβ ≡ 2(n[αlβ] +m[αm¯β]), Vαβ ≡ 2l[αmβ].
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vacuum description. In the following, we save ‘F˜ ’ for the vacuum solution and ‘F ’ for the force-free
solution, related as in (93) in a duality pair (if it exists).
The conditions of existence of duality pairs can be inferred by noting that, under a duality
rotation,
I˜ = e−2iαI (95)
J˜µ + iL˜µ = e−iα
[
(Jµ + iLµ)− iF−µνα,ν
]
, (L ≡ ?Fµν;ν ), (96)
for the invariants and currents. We require L˜ = L = 0 and rewrite (96) (inversely through changing
J˜ ↔ J, α→ −α and setting J˜ = 0) as
Jµ = ieiα(F˜−)µνα,ν , (97)
which can be used in the case where one duality-rotates a vacuum solution F˜ to a force-free solution
with current J . In this case, the rotation angle is guaranteed to exist, given by (using I2 = 0)
tan 2α = − I˜2
I˜1
, (98)
but one needs to additionally check that the current (97) is indeed real (i.e. L = 0). For the other
case, where one wants to duality-rotate a known force-free solution to a vacuum one, the rotation
angle is given by [18]
αµ ≡ α,µ = 2
I1
FνµJ
ν , (99)
subject to the integrability condition. We next consider examples from both cases.
B. Duality rotation for null current configuration
Assume that the configuration on the force-free side is that of Brennan et al. as in section III,
and we look for a duality rotation such that
force-free

φ0 6= 0, φ1 = φ2 = 0
Jl = J , Jn,m,m¯ = 0
I1 = I2 = 0
e−iα−→ vacuum

φ˜0 6= 0, φ˜1 = φ˜2 = 0
J˜(a) = 0
I˜1 = I˜2 = 0,
(100)
The real field quantities on both sides are given by
BT + iFϕt =
sin θ
√
∆θ√
2Ξ
Φ1, (101)
Frt = − aΞ
r2 + a2
Frϕ =
a sin θ
√
∆θ√
2∆r
=Φ1, (102)
Fθt = − Ξ
a sin2 θ
Fθϕ =
<Φ1√
2
√
∆θ
, (103)
and similarly for tilde quantities.
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1. force-free 7→ vacuum
As a first example, we duality-rotate the known SAS force-free solution (48) to a vacuum one.
We evaluate the vacuum equations (r.h.s. of (100)), replacing φ˜0 → e−iαφ0 in J˜ where φ0 is the
force-free solution (48). Then we find the following first-order differential equations for α (equivalent
to (99) which however is not applicable for I = 0):
0 ==J˜l = <Φ1√
2∆r
[ sinα√
∆θ sin θ
[Ξαψ + a sin
2 θαv]−
√
∆θ cosααθ
]
− sinαJ (r, θ) (104)
0 =<J˜l = =J˜l(sinα→ − cosα, cosα→ sinα), (105)
0 =J˜m ⇒ ∇nα, (106)
with J and <Φ1 related through (48). Use again the ingoing Kerr coordinates, and the last
equation is just ∂rα = 0. Canceling J using the first two equations, one has αθ = 0. Then the
(ψ, v)-independence of the whole equation (104) imposes α = c0 + c1ψ+ al
−2c2v for constant c0,1,2.
For such α, (104) and (48) yield
<Φ1 = C
( l − a cos θ
l + a cos θ
)a(c2−c1)
2l
(1− cos θ) c1−12 (1 + cos θ)− c1+12 (107)
J = <Φ1√
2∆r
√
∆θ sin θ
(c1Ξ + c2a
2l−2 sin2 θ), (108)
which is the concrete force-free configuration that admits a vacuum dual.
To check the regularity conditions in section II B, we compute components of the current in the
Cartesian Kerr-Schild coordinates as
Jτ =
∆r
2Σ
J , Jz = − cos θ∆r
2Σ
J , Jx = − cosψ sin θ∆r
2Σ
J , Jy = − sinψ sin θ∆r
2Σ
J ,
(109)
which are all regular on the horizon. At the poles, one has J ∼ O(sin−3 θ) if c1 6= 0 and J ∼ O(1)
if c1 = 0; for the latter, the above components are all regular. The field itself however fails to meet
the criterion in (45) (<Φ1 ∼ O(sin−1 θ) for c1 = 0), which could be associated with the finite charge
and current densities Jτ , Jz as shown in (109). The vacuum solution is wavelike:
Φ˜1 = <Φ1e−i(c0+c1ψ+al−2c2v), (110)
also scaling as O(sin−1 θ). (See [2] for discussions on non-existence of globally regular null vacuum
solutions.)
[For the special case α = α(θ), solving (104) for α first and evaluating (105) yields cscα =
CΞ
√
∆θ sin θ<Φ1, <J˜l = cscαJ , i.e., not a vacuum solution but a rescaling of the original one.]
2. vacuum 7→ force-free
As a second example, we instead solve the vacuum equations explicitly first and find appropriate
α. For simplicity concentrate on the Kerr limit. The vacuum equations are formally the same as
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(46) & (47), treating the quantities there as the tilde ones and setting J˜ = 0. The general solution
is Φ˜1 = X
[
ψ + i ln(csc θ − cot θ),−v + ia cos θ] csc θ for an arbitrary function X(, ). We fix X so
that
Φ˜1(θ, ψ, v) = e
w1[ψ+i ln(csc θ−cot θ)]−w2(v−ia cos θ) csc θ, (111)
where w1, w2 are constants. The current on the force-free solution side is directly calculated as
J = Jl(Φ1 = eiαΦ˜1), whose reality condition we need to solve for α (cf. (97)).
For real w1, w2, we look at a special case α = α(θ) and find
α(θ) =
pi
2
− w1 ln(csc θ − cot θ)− w2a cos θ. (112)
The force-free solution is then
Φ1 = ie
w1ψ−w2v csc θ, J =
√
2ew1ψ−w2v(w1 csc θ − w2a sin θ). (113)
There are no horizon divergences; at the poles, we note that
Jτ = csc θ
J
4Σ
, Jz = − cot θ J
4Σ
, Jx = − cosψ J
4Σ
, Jy = − sinψ J
4Σ
, (114)
so for them to be regular one needs to set w1 = 0. The field is always singular: Φ1 ∼ O(sin−1 θ).
For imaginary w1 = iwˆ1, w2 = iwˆ2, we also obtain a special solution
α = α1(θ)− wˆ1ψ + wˆ2v, with sin[α1(θ)] = Cewˆ1 ln(csc θ−cot θ)+wˆ2a cos θ (115)
Φ1 = Ce
iα1(θ) csc[α1(θ)] csc θ, J = −2
√
2C csc[2α1(θ)](wˆ1 csc θ − wˆ2a sin θ), (116)
where C is constant. In fact for the correct range of sinα1 one has wˆ1 = 0 and |C| ≤ e−|wˆ2|a. Then
the current components (same forms as in (114)) are regular at the poles, but the field Φ1 is again
singular.
C. Duality rotation for non-null current configuration with φ1 = 0
We now look for a duality pair for the configuration Case 0C: φ1 = 0 = φ˜1. Directly applying
the formula (99) to the SAS force-free solutions in section IV B shows that appropriate α does not
exist. We thus proceed by assuming a more general situation where such α does exist. Here both
solutions in the duality pair are unknown and we need to manipulate available equations altogether.
First, evaluate the conditions (64) & (65) from the force-free side, replacing φ′0,2 → eiαφ˜′0,2, and
use the fact that φ˜′0,2 solves the vacuum equations, to get
J¯m¯ = Jm ⇒ (1 + c1)∆rαr + (1− c1)
[
aΞαϕ + (r
2 + a2)αt
]
= 0 (117)
Jn = J¯n ⇒ ∆θ sin θαθ − =φ
′
2
<φ′2
[
Ξαϕ + a sin
2 θαt
]
= 0, (118)
where c1 = 2cΣ/∆r with c defined in (61). To solve for α, we assume αθ = 0, which implies
αϕ = αt = 0. So α = α(r), c1 = −1 from (117). (Note that solutions in section IV B 2 have c1 = 1.)
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Now construct force-free solutions with c1 = −1 ⇔ φ′2 = −φ¯′0/2. It is straightforward to derive
from (62)–(65) that
φ′0 = C
( l − a cos θ
l + a cos θ
)a(w1−w2)
2l
(1− cos θ)−w12 (1 + cos θ)w12 ei(w0+w1ϕ+al−2w2t) (119)
Jm = −ia φ
′
0
2ρΣ∆r
√
∆θ sin θ
[
Ξw1 + l
−2(r2 + a2)w2
]
, Jl = Jn = 0, (120)
with constant C,w0,1,2. While the field can be regular (for w1 = 0), the current displays singularities
both on the horizon and at the poles:
Jτ = Jv, Jz = −r sin θJθ (121)
Jx = (r cosψ − a sinψ) cos θJθ − (r sinψ + a cosψ) sin θJψ (122)
Jy = (r sinψ + a cosψ) cos θJθ + (r cosψ − a sinψ) sin θJψ, (123)
where
Jθ =
√
2∆θ<(ρJm), Jv = Jψ =
√
2Ξ√
∆θ sin θ
=(ρJm). (124)
Finally, on the vacuum side, write the solution as φ˜′0,2 = e−iα(r)φ′0,2 in terms of the above
force-free solution, and evaluate the current J˜ to find further constraints on α:
J˜(a) = 0 ⇒ αr = −
aΞ
∆r
w1 − r
2 + a2
∆r
w2
a
l2
. (125)
Note that the factors in front of w1, w2 appear in the transformation rules (31) for the ingoing Kerr
coordinates.
VI. OTHER SPECIAL SAS SOLUTIONS
A. General force-free equations
We return to the normal formalism of the force-free magnetospheres and concentrate on the
stationary and axisymmetric case with Fϕt = 0. Then a degenerate Fµν can be specified by Aϕ,r,
Aϕ,θ, BT & ω
4. Defining the bracket notation {X,Y } ≡ X,rY,θ − Y,rX,θ for any functions X and
Y , one has by the definition of ω
{Aϕ, ω} = 0 ⇒ ω = ω(Aϕ). (126)
The degeneracy condition also implies that only two of the four force-free equations (1) are inde-
pendent (since an antisymmetric Fµν with detFµν = 0 has rank 2). Indeed, the (ϕ, t)-components
of (1) are proportional to each other:
FµϕJ
µ = − 1
ω
FµtJ
µ = Aϕ,rJ
r +Aϕ,θJ
θ = 0, with Jr = −(BT ),θ√−g , J
θ =
(BT ),r√−g , (127)
4 Alternative quantities often used in the literature (e.g. [19]) are ψ (stream function), I (polar current) and ΩF
(angular velocity of field lines), corresponding to Aϕ, BT and ω respectively.
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implying
{Aϕ, BT } = 0 ⇒ BT = BT (Aϕ). (128)
Same for the (r, θ)-components, using (127):
1
Aϕ,r
FµrJ
µ =
1
Aϕ,θ
FµθJ
µ =
[B2T (Aϕ)]
′
2hϕϕα2
− Jϕ + ωJt = 0, (129)
where a prime denotes derivative w.r.t. the argument. Here note that second derivatives of Aϕ only
appear in ωJt − Jϕ in (129), which is the main equation to solve in the force-free problem. An
equivalent form of (129) is
1√−g
(
cω
√−ghMNAϕ,N
)
,M
+
(hMNAϕ,MAϕ,N )hϕϕ(β
ϕ + ω)ω′ + 12(B
2
T )
′
hϕϕα2
= 0, (130)
where M,N = r, θ, cω ≡ h−1ϕϕ − (βϕ + ω)2α−2, and ω & BT are viewed as functions of Aϕ 5. The
quadratic terms A2ϕ,r & A
2
ϕ,θ in (130) can be made linear using ω
′ = ω,r/Aϕ,r = ω,θ/Aϕ,θ. It is in
fact possible to completely remove the second-order derivatives of Aϕ by choosing appropriate ω,
which we explore in the next subsection.
B. Reduction to first-order equation: solutions in flat/pure AdS spacetimes
The second derivatives of Aϕ (and thus the whole first term) in (130) vanish if cω = 0, i.e.,
ω = Ω± ≡ −βϕ ± α√
hϕϕ
, (131)
where the functions Ω± appear in the constraint Ω− < Ω < Ω+ for the Killing vector ξµ(t) + Ωξ
µ
(ϕ)
to be timelike. Then equation (130) becomes
hrrA2ϕ,r + h
θθA2ϕ,θ ±
[B2T (Aϕ)]
′
2α
√
hϕϕω′(Aϕ)
= 0, (132)
where we have restricted to the case of nonzero ω′(Aϕ), i.e., invertible ω(Aϕ), which we need for
the following derivations. We next construct some solutions for the flat and pure AdS backgrounds.
1. flat spacetime
The flat limit is obtained by setting m = a = 0 and l→∞, for which
ωflat = ± 1
r sin θ
. (133)
5 We note that the first term in (130) can be written in a slightly more concise form as c2ω¯Aϕ, while the second term
gets multiplied by c2ω, where ¯ is the 4-D d’Alembertian associated with the Weyl transformed metric g¯µν = cωgµν
(noting ∂t, ∂ϕ → 0).
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Introducing new coordinates {x ≡ r sin θ, z ≡ r cos θ} (which are radial and axial directions of
cylindrical coordinates), we have ωflat = ±1/x and the bracket condition (126) yields Aϕ,z = 0.
Then (132) becomes
A2ϕ,x +
[B2T (Aϕ)]
′
2xω′flat(Aϕ)
= A2ϕ,x ∓
x
2
[B2T (x)]
′ = 0. (134)
Solutions can be found by specifying BT (x) or BT (Aϕ)
6. Note that BT = −x2Bϕ. ω is divergent
on the axis, and we may expect more or less singular behavior of the current and field components.
The quantity that we want to make regular is
√−gJϕ, which should be ∼ O(x) or higher, where
note that
√−g = x. A sample solution to (134) with the plus sign in front of the second term is
given by
B2T (Aϕ) =
cAnϕ, (n 6= 2)cA2ϕ , Aϕ(x) =

[
1
4cn(n− 2)x2 + C
] 1
2−n , (n 6= 2)
Ce−
cx2
2
. (135)
On the axis x = 0, we have a vanishing toroidal current density
√−gJϕ ∼ O(x) but finite axial
current and charge densities
√−gJz,√−gJ t ∼ O(1). Jx vanishes identically. More regular solu-
tions are also possible, e.g.,
√−gJϕ ∼ O(x3) for B2T = arctanx2 with the minus sign in (134) 7.
Asymptotically, the currents are (or can be made) regular. The non-vanishing poloidal energy and
angular momentum fluxes are
√−gT zt = −ω
√−gT zϕ = ±
1
x
Aϕ,xBT . (136)
On the axis,
√−gT zt ∼ O(1) or more regular, and asymptotically,
√−gT zt ∼ O(x−2) or more
regular, for the above examples.
2. pure AdS spacetime
Keeping l finite, we have for (132)
A2ϕ,x ∓
l2x
2(l2 − x2) [B
2
T (x)]
′ = 0, (137)
where {x ≡ sin θ/√r−2 + l−2, y ≡ r cos θ} such that similarly ωAdS = ±1/x. Different from the flat
case, here 0 < x < l for 0 < r <∞. Using a new coordinate s ≡√1− x2/l2, the equation becomes
simpler:
A2ϕ,s ∓
l2
2s
[B2T (s)]
′ = 0, (1 > s > 0). (138)
6 A solution Aϕ(x) or relation BT (Aϕ) partially fixes the gauge (where x and BT are gauge invariant). Gener-
ally, requiring that the ϕ- and t-independence of the vector potential be preserved under a gauge transformation
Aµ(r, θ)→ Aµ(r, θ) + ∂µα(r, θ, ϕ, t), one finds α(r, θ, ϕ, t) = α1ϕ+ α2t+ α3(r, θ) for constant α1, α2 and arbitrary
α3(r, θ). Then Aϕ → Aϕ + α1, i.e., a constant shift.
7 For solutions obtained by specifying B2T (x), a shift B
2
T (x) → B2T (x) + const. does not change Aϕ but can change
the leading order of BT and J
z at x = 0 in either direction. E.g., a more regular BT does not have to be associated
with a more regular Jz ∼ B′T (x).
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A sample solution is given by (with the plus sign in (138))
l2B2T (Aϕ) =
cAnϕ, (n 6= 2)cA2ϕ , Aϕ(s) =

[
1
2cn(2− n) ln s+ C
] 1
2−n , (n 6= 2)
Csc
. (139)
These solutions are regular in the sense discussed for the flat case.
An analogy between the above solutions and a rotating monopole in the flat [3] or AdS [20]
spacetime is that the former only depend on the coordinate x on the 2-disc (x, ϕ) and the latter
only depend on θ on the 2-sphere (θ, ϕ), which manifests two different foliations of the spacetimes
(2-disc× R and 2-sphere× R).
For black hole cases (m 6= 0), including NHEK, we have not found any solutions to the first-order
equation. Ω± is no longer monotonic in the radial direction and x = 1/Ω+ is not suitable for a
coordinate. However, the above solutions may be used as asymptotic configurations for black hole
force-free magnetospheres.
C. Special SAS solutions in NHEK spacetime
The search for exact solutions in the near-horizon-extreme-Kerr (NHEK) background has been
fruitful recently [5, 6], making use of the underlying symmetries of the spacetime. Here we present
some special SAS solutions in NHEK. We work with the NHEK metric in global coordinates [21]
ds2 =
1 + cos2 θ
2
[
−(1 + y2) dτ2 + dy
2
1 + y2
+ dθ2
]
+
2 sin2 θ
1 + cos2 θ
(dϕ2 + y dτ2), (140)
and consider the following two cases.
1. Aϕ = Aϕ(y), BT = BT (y), ω = ω(y)
The force-free equation (130) becomes
f1(y) cos
4 θ + f2(y) cos
2 θ + [3f1(y)− f2(y)] = 0, (141)
where
f1(y) ≡ (y2 + 1)A′ϕ(y)
[
(y2 + 1)A′′ϕ(y) + 2yA
′
ϕ(y)
]
+
1
2
[B2T (y)]
′ (142)
f2(y) ≡ 2(y2 + 1)A′ϕ(y)
{[
2(ω(y) + y)2 + y2 + 1
]
A′′ϕ(y) + 2
[
(ω(y) + y)ω′(y) + 2ω(y) + 3y
]
A′ϕ(y)
}
+ [B2T (y)]
′.
(143)
Solving f1(y) = 0 = f2(y) yields, after some simplifications,
Aϕ(y) = ±
∫ √1−B2T (y)
y2 + 1
dy (144)
ω(y) = −y or ω(y) = y
2 + 1
2
√
1−B2T (y)
∫
y(y2 + 1)[B2T (y)]
′ + 4B2T (y)− 4
(y2 + 1)2
√
1−B2T (y)
dy. (145)
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FIG. 1. Solutions for the first (left) and third (right) choices of BT in section VI C 1. Aϕ(y): red curve,
ω(y): green curve.
Then explicit forms of BT can be chosen manually. Some examples are listed below.
1. B2T = 2 arctan(y)/pi.
Aϕ(y) = −pi
3
[
1− 2 arctan(y)
pi
] 3
2
(146)
ω(y) = −1
6
(y2 + 1)[3 sin(2 arctan(y)) + 4 arctan(y)− 2pi]. (147)
2. B2T = 1/(y
2 + 1).
Aϕ(y) =
1
y
(148)
ω(y) = − sign(y)√
(y2 + 1)
. (149)
3. BT = B
c
T = constant.
Aϕ(y) =
√
1− (BcT )2 arctan(y) (150)
ω(y) = −y − (y2 + 1) arctan(y). (151)
Solutions in cases 1 & 3 are plotted in fig. 1.
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2. Aϕ = Aϕ(θ), BT = BT (θ), ω = ω(θ)
The force-free equation (130) takes the form
(. . . )y2 + (. . . )y + . . . = 0. (152)
Requiring vanishing of the coefficient of each power of y, we get
A′ϕ(u) = ±
1 + u2
1− u2
1√
ω(u)
(153)
[B2T (u)]
′ = 16
ω(u)2 + 1
ω(u)
u(1 + u2)(3− u2)
(u4 + 6u2 − 3)(1− u2) , (154)
where u ≡ cos θ. One notices that there are two singular points in (154) which cannot be easily
removed by adjusting ω(u).
VII. DISCUSSIONS
A ubiquitous property of the solutions (for φ1 = 0 and φ1 = φ2 = 0 configurations) found in the
main text is the singular behavior on the horizon and/or rotation axis. It appears that to maintain
the above assumptions on the field, the currents and/or energy densities diverge, indicating that the
force-free condition may break down. (See [17] for some similar observations.) The fact that one
has to go to more special cases (<φ1 or =φ1 = 0 −→ φ1 = 0 −→ φ1 = φ2 = 0) to find a (regular)
force-free solution does raise questions as to which assumptions may be fruitful in searching for
more general force-free solutions.
In considering more general solutions, it is interesting to recall the existence of an argument
[22] that, given a suitable choice of null tetrad, non-null field configurations form a Ruse-Synge
class with φˆ1 6= 0 & φˆ0,2 = 0 (where the hat denotes a special tetrad distinct from the one used in
this paper). We leave a more detailed analysis of this possibility for future work. It would also be
interesting to explore the use of duality rotations as a more general solution-generating technique.
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APPENDIX
In this Appendix, we show that SAS solutions do not exist for Cases 0A, 0B, 1A, 1B & 2A.
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1. Non-existence of SAS solutions for Case 0A: φ0 = φ2 = 0
The force-free equations (20) impose <φ1 = 0, Jm = 0 or =φ1 = 0, Jl = Jn = 0. In either case,
the vanishing of the corresponding current components requires ∂r(φ1/ρ
2) or ∂θ(φ1/ρ
2) = 0 which
is not possible.
2. Non-existence of SAS solutions for Case 0B: φ0 = 0 or φ2 = 0
With φ2 = 0, the degeneracy condition =(φ21) = 0 implies two subcases:
1. <φ1 = 0, with the force-free equations (20) reducing to
<(φ¯0Jm) = 0, 2i=φ1Jm¯ + φ¯0Jn = 0. (155)
The condition Jn being real yields =φ1 = F1(θ)/Σ. Then (155) impose F1 = 0, so we get
back to the null current configuration φ2 = φ1 = 0.
2. =φ1 = 0, with the force-free equations (20) reducing to
Jn = 0, <(φ1Jl − φ¯0Jm) = 0, (156)
while the first one is already impossible as argued in appendix 1.
Similar results hold for φ0 = 0.
3. Non-existence of SAS solutions for Case 1A: <φ1 = 0
The force-free equations reduce to (the first two being equivalent)
<(φ¯0Jm) = 0, 2i=φ1Jm¯ + φ¯0Jn − φ2Jl = 0, (157)
with (61) still holding (by the degeneracy condition). Then again have two subcases as in (67):
1. =φ′0 = 0 = =φ′2
Solving the first force-free equation in (157) and the conditions (19) yields
φ′2 +
1
2
φ′0 =
Ξ√
2
BT = F1(θ), φ
′
0 =
√
2a∆θ sin
2 θ
F2(θ)
Σ
+ F3(θ), =φ1 = F2(θ)
Σ
, (158)
for arbitrary F1,2,3(θ). However, using these to evaluate the second force-free equation nec-
essarily leads to F2(θ) = 0, bringing us back to Case 0C in section IV B.
2. c = ∆r/(2Σ)
Solving the imaginary part of the first force-free equation in (157) leads to =φ1 = 0 or
=φ′0 = 0 (i.e., the previous subcase which again implies =φ1 = 0), and thus back to Case 0C
in section IV B.
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4. Non-existence of SAS solutions for Case 1B: =φ1 = 0
The force-free equations reduce to (the first two being equivalent)
<(φ1Jn − φ2Jm) = 0, Jn
Jl
=
φ2
φ¯0
, (159)
and again we have (61) and two subcases given by (67):
1. =φ′0 = 0 = =φ′2
Evaluating the reality condition of Jn leads to <φ1 = 0 and thus back to Case 0C in sec-
tion IV B.
2. c = ∆r/(2Σ)
Solving the second force-free equation in (159) and the conditions (19) yields
<φ1 = F1(r)
Σ
, eR(r, θ) =
sec[Θ(r, θ)]
F2(r)
, tan[Θ(r, θ)] = −
√
2∆r
aΣ
F1(r)F2(r) + F3(r),
(160)
and then evaluating the remaining first force-free condition imposes F1(r) = 0 so again we
get back to Case 0C in section IV B.
5. Non-existence of SAS solutions for Case 2A: <(φ21) = −<(Φ22)/(8∆r)
Without loss of generality, we set R2 = 0 using the notations in section IV C. One can derive
from the conditions (19) explicit forms of Θ(r, θ), R1(r, θ) which we omit but note that tan Θ 6= 1
so the special subcase in Case 2A is excluded. To simplify matters, we now look at the a = 0 limit,
and notice that the above found R1 and that from solving the force-free equations do not agree,
their ratio being√
csc2 θ(1 + l2r−2 − 2ml2r−3)− (1 + 4ml2r−3 − 9m2l2r−4) function(1 + l2r−2 − 2ml2r−3) 6= 1,
(161)
which implies there are no solutions for nonzero a (though a solution exists in the m = a = 0 limit).
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