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ABSTRACT
The thesis aims to provide a way to identify better matches between buyers and
suppliers who are using an e-procurement platform provided by a US based
worldwide online market company. The goal is to enhance the shopping experience of
the clients, increase the retention rate and grow the customer base of the company.
We establish two logistic regression models. The first model is to predict the
probability of suppliers winning an RFQ (request for quote). From the calculated
probabilities, we are able to rank all the suppliers and tell the buyers who may be the
most qualified providers for them. Also, the suppliers will be aware of their odds of
winning among all the competitors. Our model shows that price is the most decisive
factor for winning, and geography and prior business relationships with the buyer are
also important.
The second model is used to estimate the probability of successfully awarding an
RFQ. We model how likely the RFQ is to be awarded by the buyer. Such information
will be especially helpful to suppliers. The process of the RFQ and the relation and
intention of the buyer seem to be the most influential factors.
Thesis Supervisor: Stephen C. Graves
Title: Abraham J. Siegel Professor of Management Science
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1 Introduction
This project is to examine the problems of a company who serves as an online
marketplace for a particular industry. For confidentiality reasons, we will use the fake
company name ABC for the company and describe it as if it were serving the
construction industry. The actual industry is similar in that both construction and the
real business have big pools of suppliers and buyers, and have various kinds of
equipment and parts on the marketplace, and the marketplace is primarily for business
sourcing and not for personal use.
1.1 Company Background
Company ABC is a US-based global marketplace for construction companies to
source for both standard and custom equipment and parts. It adopts a supplier-pay
business model, where buyers use the platform for free and suppliers pay annual
subscription fees. The suppliers have full access to RFQs' submitted by the buyers
unless some particulars of the supplier do not meet the additional specified
requirements of the RFQ.
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Figure 1.1 Process of an E-Procurement
Request for quotation: a standard bidding process whose purpose is to invite suppliers into a bidding
process to bid on specific product or services (1].
The typical process of an e-procurement on the online marketplace is as shown in
Figure 1.1. Firstly, the buyers will submit their RFQs online. An RFQ usually
includes very detailed descriptions of the parts that the buyer is sourcing as well as the
requirements for suppliers. Next, the Engineering department of ABC will look at the
RFQ. If there is no big problem, the RFQ will be uploaded to the marketplace, and all
the suppliers who satisfy the prerequisites can view and submit their quotations. Then
the buyer will decide whether they will make an award or not and who they will
award the RFQ to based on the quotations. There is no obligation for the buyer to
choose the lowest bid, nor even to make an award.
In the history of company ABC, there are two recent events that are relevant for this
study. Firstly, company ABC acquired another smaller company several years ago.
Company ABC has divided its business into three big regions by geography, and we
will name them R1, R2 and R3 in our paper. Before the acquisition, company ABC
had little business in region R3 but the acquired company's main focus was in R3. So
ABC used this opportunity to expand into the market in the region R3. Since ABC is
still undergoing the process of integrating the technologies of these two companies,
the database of ABC lacks the information of the acquired company and hence region
R3 is not fully represented in our study. Secondly, company ABC has just made a
major change to its e-procurement platform as of November 1, 2009. Many things
have changed such as companies' IDs. Therefore, the most recent several months'
data are not comparable with the historical data and are not included in this study.
1.2 Project Description
The objective of this project is to help company ABC increase the retention rate of
their clients in order to grow its business. Currently, the retention rate is too low. The
main reason for buyers to stop using the online marketplace is that they could not find
a suitable supplier or they only use it for one-time sourcing. As for the suppliers, they
cease their subscriptions mainly because they cannot get enough business. Therefore,
the core solution to this problem is to suggest a method that can better match the
buyers and suppliers.
We will build two models to achieve our goals. The first model will serve the
suppliers to estimate the probabilities of winning a particular RFQ. We will take the
bidding price, the properties of the supplier and the prior business relationship
between the supplier and buyer into consideration. From this model, we can identify
for the suppliers what factors will influence their odds of winning and how to increase
their chances. The second model will serve both the buyers and suppliers by
estimating the probability that an RFQ will be awarded. In this model, the properties
related to the market, the RFQ itself, the buyer as well as the quotations submitted
will all be considered.
Because of the difficulty of getting complete quote information for all RFQs, only
selected quotes and RFQs taken by stratified sampling method will be studied. Then
we will propose and estimate two logistic regression models developed on this sample
set. The dependent variables will be whether the quote had won the RFQ and whether
the RFQ was awarded respectively for our first model and the second model. The
independent variables will include all the properties that we think will influence the
dependent variables and that can be accurately extracted from company ABC's
database. The logistic regression models will be solved by R [2]. After that, we will
test the models to assess their validity and accuracy, and to provide an analysis of the
results. .
1.3 Literature Review
1.3.1 E-Procurement
Presutti has defined e-procurement as a technology solution that facilitates companies
to buy goods using the internet [3]. It is widely used not just in the construction
industry but also in other industries as well, such as for government [4] and hospital
pharmacies [5].
There are many benefits of adopting e-procurement, and at the center of them is
always the possibility of cost control [6]. Study shows that on average, cost per
transaction for e-procurement is 65% lower than traditional procurement transaction
[7]. Other benefits include process efficiency, better information flow between buyers
and suppliers, streamlined process and faster cycle times [3][7][8]. On the other hand,
there are also risks associated with integrating e-procurement technologies with
existing information systems [7]. Therefore, the growth rate of e-procurement is
actually slower than expected. In order to solve this problem, the e-procurement
systems must be compatible to the greatest possible extent with the existing
technologies or enterprise resource planning (ERP) systems [9][10].
1.3.2 Stratified Sampling
Stratified sampling is a method of sampling from a population [11]. There are two
major advantages of stratified sampling over random sampling. Firstly, it gives
different emphasis to subgroups according to their importance. Secondly, after
segregating high- or low-value items into separate subgroups, each subgroup is more
homogeneous and people can evaluate them separately. It involves two steps. The first
step is called stratification. It is the process of separating members of the population
into subgroups or strata that possess dissimilar properties. The strata should be
mutually exclusive. Then the second step is sampling. Random or systematic
sampling is implemented within each subgroup.
We use sampling of the heights from a class of students to illustrate how stratified
sampling works. Assume there are 60 males and 40 females in the class. We all know
that the distributions of heights for male and female are different, so we divide the
population into two strata: male and female. In order to get a sample of 20, we will
randomly sample data of 12 males and 8 females from their respective populations. It
is obvious that such sampling method is more representative and suitable than a
random sampling of the whole population, in which we don't control the number of
males or females. For instance, if we sampled randomly, we might get a sample of 15
males and only 5 females, in which case the heights of the sample are likely to be
much higher (and less representative) than that from the stratified sample.
Stratified sampling has been used by many researchers in the past to solve various
problems. Some researchers use it for theoretical analysis. For example, James Arvo
has used it to generate uniformly distributed samples from arbitrary spherical triangles
[12]. Other researchers use it to solve real life problems. For instance, Sastry, Bodik
and Smith has implemented it in profiling [13] and Speight, Kalsbeek and DiGiano
has used it for water quality in distribution systems [14].
1.3.3 Logistic Regression
Logistic regression is a technique for determining whether each identified
independent variable has a unique predictive relationship to a dichotomous dependent
variable. It is implemented by fitting data to a logit function as below
logit(p)= log( )= 0 + ixi + 2x 2 + -+,kXk(
1 - p
where x,i e [1, k] are independent variables and p is the estimated probability of
occurrence of an event[15].
Let z =logit(p) = # +#1xx1 +#2x 2 +..N+,kxk, we can manipulate (1) to get
1
p = -which is known as the logistic function. Thus, the inverse of the logit1+ ez
function is the logistic function.
We note that the ratio can be interpreted as the odds in favor of an event, and it
I - p
is exponentially correlated with the regression coefficient fi, i e [1, k]. A positive
coefficient means that the presence of the independent variable increases the odds and
therefore the probability of the outcome, while a negative coefficient signifies that the
independent variable decreases the probability of the outcome. The larger the
regression coefficient, the stronger the influence of that explanatory variable to the
probability of that outcome.
Logistic regression is quite common in medical research. For example, North, Curtis
and Sham has used it to explore the joint effect of two susceptibility loci to the risk of
developing disease [16]. As said by two famous statisticians, Hosmer and Lemeshow,
"the logistic regression model has become the standard method of analysis in this
situation" [17].
Besides patients study, logistic regression is widely used in other fields as well. Kim
and Gu used the data of 16 bankrupt and 16 non-bankrupt U.S firms in hospitality
industry between 1999 and 2004 to predict bankruptcy up to 2 years in advance [18].
They found that those firms with lower operating cash flows and higher total
liabilities tend to have higher chance of go bankrupt. Another interesting study is to
use a logistic regression model to detect Fraudulent Financial Statement (FFS) [19].
21 financial ratios were selected as potential predictors which might detect FFS of
174 listed companies in China, and the proposed model is shown to have a better
predictive ability than other models. For e-procurement, Teo, Lin and Lai have used
logistic regression to examine various factors associated with the adoption of e-
procurement in Singapore based on a survey questionnaire from 141 companies [20].
They concluded that firm size, top management support, perceived indirect benefits,
and business partner influence positively related with the adoption of e-procurement.
1.4 Thesis Overview
In chapter 2, we present how we use stratified sampling to define our samples and we
give an overview of the data we obtain from sampling. In chapter 3, we introduce the
model which is used to determine the probability of suppliers winning an RFQ. In
chapter 4, we describe our second model which is to calculate the probability of
buyers successfully awarding an RFQ. In both chapter 3 and 4, we discuss the results
from the logistic regression and the effects of the explanatory variables. In chapter 5,
we combine all our observations to give recommendations to company ABC, and then
conclude the thesis.
2 Sampling
The data we have used in this project is obtained from the database on the company's
virtual private network (VPN). The database contains detailed information on each
RFQ posted by a buyer, as well as information on each quote placed by a supplier for
each RFQ. There are many different types of reports containing information related to
buyers, suppliers and RFQs. In order to generate a report, firstly we need to choose
the appropriate category of reports in the database. Then we need to manually enter
the ID of the buyer, or the supplier or the RFQ, and select the time period that we are
interested in. Since the whole process is completely manual, it is not easy to get
complete information on all RFQs. Hence, we used a sampling method to select a
portion of quotes which are representative of the full set of quotes.
2.1 Define the Population
As mentioned in the company background, company ABC has launched a new
information system since November 1, 2009. The company is still in the process of
completing and perfecting the new system. Hence, the post-launch data is not as
reliable as the pre-launch data. Moreover, the format and content of the reports have
been changed, so the reports before and after the launch of the new system are not
comparable. Therefore, from the two reasons stated above, we will only look into
data for 2009 before November 1.
For our first proposed model, we need information about every quotation for each
RFQ, and for the second model, we need the details of each RFQ. For the latter one,
we can easily get it from a current report from company ABC's database by selecting
the time frame. However, for the former one, we can only get quotation information
by manually enter an RFQ ID or a buyer ID. Since there are 34,312 RFQs from
January 1, 2009 to October 31, 2009 but only 5,435 active buyers within that period,
it is more judicious to use a buyer-based sampling.
As mentioned earlier, company ABC is still integrating its own information system
with that from the newly acquired company's system. Currently, there is no quotation
information for the RFQ's that were handled by the acquired company. Therefore,
when we are doing sampling, we exclude all the buyers who are associated with the
acquired company, i.e. those in region R3.
To sum up, the sampling period will be from January 1, 2009 to October 31, 2009,
and the sampling units are all the buyers except those from R3.
2.2 Stratified Sampling
Our purpose is to get a sample of buyers and then download the reports of all the
RFQs they released as well as the quotation information of each RFQ. We hope the
sampled data is large and representative enough.
We rank the buyers by the number of RFQs that they had uploaded during January 1,
2009 and October 31, 2009; from this ranking we find that out of 5,435 buyers, each
of the top 172 buyers released more than 25 RFQs and these 172 buyers comprises
around 49% of the total RFQs. The remaining 5,263 buyers only contributed half of
the RFQs, and there are quite a lot of buyers who used the online marketplace for only
once or twice (Figure 2.1). We use this half point as the separation of our strata. The
first stratum includes the top 172 buyers and they represent active buyers. The rest of
the buyers with less than or equal to 25 released RFQs will form the second stratum.
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Figure 2.1 Histogram of the Number of Released RFQs
From the company's point of view, since the behavior of big clients are always more
important than small clients, we will keep all of 172 buyers in the first stratum. We
want the number of buyers from each stratum to be proportionate to the number of
RFQs in each subgroup, so the total number of buyers we should sample is
172 49% =351. Therefore, we will randomly sample 351-172=1 79buyers from
the second stratum.
2.3 Data Overview
The selected 351 buyers issued 14,395 RFQs during January 1, 2009 and October 31,
2009 in total. The information about these sampled 351 buyers including the number
of RFQs and the number of awards made can be found in Appendix A.
Out of the 14,395 RFQs, 4,710 resulted in supplier awards, so the award rate is
around 32.7%. We summarize in Figure 2.2 the information that we can get for these
RFQs by categories.
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Figure 2.2 Information from the RFQ Report
There are two properties we can find that are related to the market. Open market
signifies what suppliers can see the RFQ: a value of "true" means that all the suppliers
can view the RFQ while "false" means that only selected suppliers can see the details
of the RFQ and bid for it. The number of companies auto-matched is a number
generated by the system indicating how many suppliers are eligible to bid for the RFQ.
As for the RFQ itself, we can find the relation and intention of an RFQ from relevant
reports. The system allows the buyer to choose from four relations: I am the end user
of these parts, I am quoting on this work, I have a contract for this work, or unknown.
And there are five intentions that the buyer can choose for the RFQ: find new supplier
for existing design, find new suppliers for increased demand, find supplier for new
design, make or buy comparison, or other. The buyer will also need to decide the
process for the RFQ. The list of all the processes ranked by the number of the released
RFQs is shown in Appendix B.
For the properties of buyers, we can get its current rating, the title of the buyer, the
date when the profile was created on the marketplace, the number of RFQs the buyer
has awarded in the past and details of its online profile. The profile details include
four binary numbers indicating whether the profile has a picture, a link, a logo, a
Num-.ber of
RFOs awarded
L-Profie details
picture for the company, and two numbers telling the length of the description and the
number of languages available.
For these 14,395 RFQs, there are 167,371 quotations in total, or about 12 quotations
per RFQ. The information we can get about each quote is summarized in Figure 2.3.
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Figure 2.3 Information from the Quote Detail Report
For each quotation, the suppliers are allowed to enter three bidding prices for three
different amounts. For example, when a buyer intends to buy at least 10 units, usually
a supplier will enter unit price for buying up to 10 units in the place for quantity 1. If
there is a discount of purchasing 5 more, then the supplier can enter the unit price for
15 units in the place for quantity 2, and the unit price for 20 machines under quantity
3. So it gives information about quantity discount given by the suppliers. Based on
this information, the buyer may decide to purchase more than he/she intended to buy
for this RFQ or build a long-term relationship with a supplier who has good bulk
offerings. The status of a quotation indicates whether the quote is accepted, declined,
retracted or still open.
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3 Model 1: Probability of a Supplier
Winning an RFQ
3.1 Motivations
Our main purpose of this project is to better match the buyers and suppliers. Hence, if
we can rank all the suppliers who bid for an RFQ in the sequence of their winning
probabilities, we can identify the buyers that are the most suitable suppliers; we can
also tell the suppliers for which RFQs they are most competitive and have a higher
winning chance over others.
Therefore, in this chapter, we will propose a logistic regression model which will
estimate the probability of a supplier winning an RFQ. From the model, we will be
able to tell the suppliers about their odds of winning among all the bids. And more
importantly, we will be able to tell what factors influence the suppliers' chances of
winning, and how those factors affect their probabilities.
3.2 Assumptions
Since we are using logistic regression, one underlying assumption is that all the
identified factors that we think may influence the probability of a supplier winning an
RFQ should be independent of each other. For example, if we think both price and
ratings are explanatory variables, we assume that there is no correlation between these
two variables.
For logistic regression, no assumptions are made about the distribution of the
independent variables, but the dependent variable must be categorical, where a
categorical variable is the one with two or more categories but with no intrinsic
ordering of the categories. In our model, we only have a binary variable, namely a
quote either wins the award (value = 1) or not (value = 0).
Out third assumption is that the model can predict the odds of a supplier winning an
RFQ.
Odds (probability of an event occurring) / (probability of an event not occurring)
_ p
1 -p
If we can estimate the odds, then we can manipulate the above expression to get the
.Oddsprobability p = Odds
1 +Odds
3.3 Independent Variables
3.3.1 Excluded Factors
From the various factors that we can get related to quotations (Figure 2.3), we decided
to exclude profile details, ratings, and prices for quantity 2 and quantity 3 for our
independent variables.
The reason to exclude profile details is that there are too many missing data, and this
also happens to the prices for quantity 2 and 3. The estimation methods will tend to
delete the whole entry (i.e., the supplier quotation for an RFQ) when doing logistic
regression, if there is any missing data. Thus, if we included these factors, we would
lose a lot of data. However, from the feedback of the marketing team of company
ABC, we do believe that profile completeness is an important factor for buyers to
consider when selecting qualified suppliers. Therefore, it will be helpful for future
studies to examine this factor; but this will require a more complete data base.
The reason to exclude ratings is very different. The ratings information we have in the
database is the rating at the time when we downloaded the data but not the historical
ratings when the buyers submitted the RFQ or when the suppliers bid for the RFQ.
Hence, we cannot use it to draw any inferences about how the rating influenced the
awarding of quotations in the past. Fortunately, we were able to get a small sample of
quotations with the historical ratings of the buyers and suppliers. We will discuss
more about it in section 3.8.
So the factors left are the price for quantity 1, and the locations of buyers and
suppliers. We also speculate that the prior business relationship between a buyer and
supplier will affect the probability of the supplier winning the RFQ. The prior
business relationship includes the number of times the supplier had bid for the RFQs
submitted by the buyer in the past, and the number of times the supplier had been
awarded a contract for the buyer's RFQs. Next, we will see how we can use the
available information to constitute and calculate the independent variables.
3.3.2 Relative Price
Price is an important factor for this model. However, we cannot compare prices for
different RFQs directly because it is not reasonable to compare the bidding price for a
screw with that for a huge construction machine. Therefore, we use the following
formula to adjust (or normalize) every bidding price, and we call this new term
relative price. In the formula, "Median" means the median of all the quotations for
that RFQ.
Relative Price = (Real Price - Median) / Median
If we plot the histogram of the relative price for all the quotations, we can see that it is
nearly normally distributed (Figure 3.1). The spike occurs around 0, which is the
median price. It means that most of the suppliers are rational bidders, and their
bidding prices are close to each others'.
If the bidding price is very small, close to 0, then the relative price is almost -1. So we
can see that relative price is bounded from below but not from above. To minimize
the negative effect of outliers to the result of our model, we decided to delete all
entries with relative price greater than 10. This removed 1,041 observations; after
these deletions, we have 166,330 quotations left in our sample for Model 1.
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Figure 3.1 Histogram for Relative Prices
3.3.3 Domestic and Territory Binary Variables
From the reports, we know exactly which country and territory (RI, R2, R3) the
buyers and suppliers are in. We define two binary variables as below to see whether in
the same country or the same territory will increase the supplier's probability of
winning the RFQ. If the supplier is in the same country as the buyer, then they are in
the same territory.
Domestic = i, if from the same country
0, otherwise
Territory =1, if from the same territory
0, otherwise
We are more interested in the territory binary variable because the suppliers can be
very close to the buyers even when they are from different countries. For example,
there are many cases when the buyers from the southern part of US source for parts
from Mexico. Since we are interested to see whether distance is a significant factor,
the territory binary variable will better address our concern here.
-
ABC has divided its business into three regions by geography. So there are three
territories as shown from the reports, and we will use T1, T2 and T3 to denote them.
They are in one-to-one correspondence with RI, R2 and R3 we have defined before
for regions. Table 3.1 shows how the RFQs are distributed from buyers of different
territories. We can see that most of the RFQs are submitted by buyers from T2, and
none of them are submitted from T3 because we have excluded buyers from territory
T3 as noted earlier. Furthermore, the buyers from T2 also have a much higher
awarding rate than those from TI.
Territory of Total No. of Total No. of RFQs Awarding
Buyers RFQs Awarded Percentage
TI 1077 93 8.64%
T2 13311 4503 33.38%
T3 0 0 N/A
Table 3.1 Distribution of RFQs across Different Territories
Table 3.2 shows that for the RFQs from different territories, where the bids are from.
We can see that for the total number of quotes, most of the bids are from the same
territory as the buyers. Out of all the winning quotes, most of them are also from the
same territory, and none of the quotes from territory T3 were accepted by buyers from
TI and T2.
Territory of Total No. of Quotes Total No. of Winning Quotes
Buyer\Supplier T1 T2 T3 TI T2 T3
TI 7406 246 4 85 8 0
T2 43060 115466 148 772 3788 0
Table 3.2 Distribution of Quotations across Different Territories
Next, we will see how the awarding percentage changes according to the territory for
different processes of RFQs. Table 3.3 lists the awarding percentage for all the
processes and for several top processes. From the last two columns, we can see that
the winning percentage for suppliers from the same territory is much higher than that
from different territories. Therefore, we conjecture that other things being the same,
having suppliers from the same territory will increase the probability of winning an
RFQ, and we will see whether it is the case from our logistic regression output.
Another observation is that for the total number of bids, there are more bids from the
same territory except Process 5 and Process 7.
No. of Winning Bids No. of Total Bids % of Winning Bids
Same Same Same
Territory Other Territory Other Territory Other
All Processes 3873 780 122872 43458 3.15% 1.79%
Process 1 2899 494 98098 28865 2.96% 1.71%
Process 2 733 161 15318 4818 4.79% 3.34%
Process 5 10 8 1933 2463 0.52% 0.32%
Process 7 31 18 1727 2648 1.80% 0.68%
Table 3.3 Winning Information across Processes
Table 3.4 lists the information regarding the relative price according to the territory.
From the last big column for the average for all bids, we can see that bids from
different territories have much lower prices than those from the same territory. If we
use two sample t-test assuming non-equal variances, the last column shows that the
differences are significant. So the suppliers far from the buyers quote lower prices to
attract businesses, presumably in recognition of their geographical disadvantage. We
also found a significant difference in price between the winning bids, indicating that a
winning bid from another territory needs to be less than that from the same territory.
However, we did not find a significant difference when repeating this analysis for
each process. In general, the average lowest price is less than the average price for
winning bids, which is less than the average price for all the bids. This observation is
consistent no matter if we use average or the median.
Average Lowest Price Average Price for Winning Bids Average Price forA Bids
Same
Territory Other Significant Same Territory Other Significant
All Processes -0.53 -0.38 -0.43 Y 0.34 0.09 Y
Process 1 -0.56 -0.41 -0.44 N 0.34 0.04 Y
Process 2 -0.47 -0.35 -0,41 N 0.28 0.16 Y
Process 5 -0.62 t test will NOT be appropriate 0.76 0.27 Y
Process 7 -0.7 because of small sa ize 0.61 0.16 Y
Median of LowestPrice Median Price for Winning Bids Median PriceforAll Bids
All Processes -0.57 -0.42 -0.53 0.02 -0.20
Table 3.4 Bidding Price across Processes
3.3.4 Real Mileage within the same Territory
Since we know the city, state, country and territory of the buyers and suppliers, we
can get the rough latitudes and longitudes of each client from GoogleTM map (Figure
3.2). Then we can use the Great Circle Distance formula (given below) to calculate
the distance between cities [22]. The radius of the earth is assumed to be 3,963 miles
and degrees-to-radians conversion ratio a is approximately 57.2958.
3963 x arccos[sin( lat) x sin( lat2) + cos( lat) x cos( lat2)* cos( on2 _ lon1
a a a a a a
In the formula, lat means latitude, lon means longitude and 1 and 2 means two
different cities (ie, the buyer and the supplier).
To find the latitude and longitude of a point Cik on the map, Drg the marker, or enter the..
Addrmss: Boston|
Map Center Get Addrs - Land Plat Siz Street Vie - Googl Earth 3D - Area Photogrph
Try out the G le Earth Plu-n. Google Earth gives you a 3D look of the area around the center of the map,
which Is usualy your last cick point, and inclides latitude, longtude and elevation Ionnation.
Lattitude and Longitude of a Point
I, Ie St42 35843d Te-159n
ge sI itridg si 42-358431,-71.059773
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iS. Do-no 7
Figure 3.2 Latitude and Longitude of a Point [21]
We are primarily interested in the real mileage between a buyer and supplier within
the same territory. The reason is that we assume the further away of the supplier from
the buyer, the more expensive is the land transportation, and hence the lower the
chance of getting awarded. However, it may not be true for sourcing from other
................ ...................... . ............... ...... ........... ..  ...... .... -- ..... . ...........
territories when ocean and local transportation is taken into consideration. For
example, because of the lower labor and local transportation cost in China compared
to Japan, although China is further away from US than Japan, its logistic cost may
even be lower.
3.3.5 Prior Business Relationships
The prior awarded times and prior quote times may also be significant factors, so we
will include them in our model.
To get the prior awarded times, we downloaded all the RFQ reports from January 1,
2008 and count how many times the buyer has awarded its RFQ to the supplier up to
three days prior to the RFQ of interest. Take the data from Table 3.5 for example.
Assume we want to know the prior awarded times between buyer B2 and supplier S1
for RFQ R8. There are three collaborations in the past, each on 3/15/2008, 10/1/2008
and 6/30/2008. Since R6 which is on 6/30/2008 is within three days of R8, we will
not include it in our calculation as it is likely to be part of the same procurement event
as R8. Hence, for R8, the prior awarded times is two. The reason for this assumption
is that the buyers often release several RFQs together, and when they select suppliers,
they will consider the batch of RFQs together. For instance, in our reports, one buyer
awarded 196 RFQs to a single supplier over a 2 day period. So we choose 3 days as
our cut point for batch release of RFQs.
Buyer ID Supplier ID RFQ ID Release Date
BI S2 RI 2/10/2008
B2 Si R2 3/15/2008
B 1 S2 R3 6/4/2008
B2 Si R4 10/1/2008
BI S2 R5 4/1/2008
B2 S2 R6 6/30/2009
B2 Si R7 6/30/2009
B2 Si R8 7/1/2009
Table 3.5 Example of Calculation Prior Awarded Times
The calculation and assumption for prior quote times are similar. We need to
download all the reports with quotation details instead of only the RFQ information,
and count the number of times that each supplier had bid for an RFQ submitted by the
buyer.
3.4 Notation and Model Formulation
For this model, we have only one binary dependent variable, indicating whether the
quotation submitted by the supplier was accepted by the buyer or not. If the RFQ was
not even awarded, it is obvious that none of the quotations were accepted. So the
winning rate of quotes will be much lower than the awarding rate of RFQs. The
dependent variable is defined as below.
Outcome_1 { 1, if the quote is accepted
0, otherwise
We list in table 3.6 the notation for all of the independent variable we have identified.
Variable Name Variable Type
Price Real Number
Domestic Binary
Territory Binary
MileageT Real Number
PriorAwardedTimes Integer
PriorQuoteTimes Integer
Table 3.6 List of Independent Variables for Model 1
Let the coefficients of these variables be p , so the mathematical expression for our
logistic regression model is
logit(p)= log( ) = + pA x Price + $2 x Domestic + #3 x Territory
i-p
+ p,~ x MileageT + /3, x PriorAwardedTimes + #36 x PriorQuoteTimes
To estimate the coefficients we use a logistic regression. The input to the regression
is a database with 166,330 observations, where each observation corresponds to a
quotation submitted by a supplier.
3.5 Result of Logistic Regression
After running the model using R [23], the output is shown in Table 3.7. We can see
that all of the identified independent variables are significant for Model 1.
Significant Sign Beta
(Intercept) Y - -4.97E+00
Price Y - -2.58E+00
(Domestic)1 Y + 4.81E-01
(Territory)1 Y + 1.07E+00
MileageT Y - -4.30E-04
PriorAwardedTimes Y + 5.72E-03
PriorQuoteTimes Y - -4.89E-04
Table 3.7 Output from Logistic Regression
The binary variables Domestic and Territory as well as the variable
PriorAwardedTimes have positive signs for their coefficients. This means that the
larger the value of those variables, the higher the probability that the quote is accepted.
Therefore, if the supplier is from the same country or the same territory as the buyer,
its chance of winning the RFQ will be higher. Also, if the supplier has been awarded
RFQs by the buyer before, its probability of getting awarded again will be higher.
However, the rest of the variables have negative effects on the final probability. The
probability of the supplier winning the RFQ is reduced by a higher price, by a larger
distance between the supplier and the buyer within the same territory, and by an
increased number of times that the supplier has quoted for the RFQs of that buyer.
The magnitude of a coefficient indicates the relative influential power of that
independent variable; the larger the magnitude the more important is that variable.
Hence, from the last column of Table 3.7, price and the binary variable Territory are
the most important factors, followed by Domestic, PriorAwardedTimes, MileageT
and PriorQuoteTimes.
3.6 Model Testing
Before we make any inferences from our model, we need to assess the validity of the
model in terms of the reasonableness and accuracy of its predictions. We will use two
methods to test the accuracy of our model, the first one is a linear plot and the second
one is to calculate the hit rate.
3.6.1 Linear Plot
After obtaining the coefficients, we can calculate the estimated probability for each of
the 166,330 quotes using the following formula.
Step 1: logit(p) = z = f + p x Price + #2 x Domestic + $3 x Territory
+ #4 x MileageT + #5 x PriorAwardedTimes + 86 x PriorQuoteTimes
Step 2: p -
z
1 + e
For example, suppose the relative price is -0.5, the supplier is from the same country
as the buyer, they are 500 miles from each other and the supplier has never bid for an
RFQ submitted by the buyer, then the value of the logit function is
z = -4.97 + (-2.58)(-0.5) + (0.481)(1) + (1.07)(1) + (-4.3E-4)(500) + (5.42E-3)(0)
+ (-4.89E-4)(0) = -2.344
And the estimated probability is p 1 2344) =0.0875
1 + e-
After computing all of these probabilities, we divide the estimated probabilities into
20 buckets, each having the same number of quotations (Table 3.8). Then for each
bucket, we count how many of the quotations were actually accepted and resulted in
an award. We then compute the realized probability of winning by dividing the real
number of awarded quotations by the number of quotations in each bucket. Take the
first bucket in Table 3.8 for example. For the 8317 quotations with estimated
probability between 0% and 0.004%, 19 of them were actually awarded. So the real
winning probability is 19+8317 = 0.228%. From the last column, we can see that for
most of the buckets, the real probabilities of winning are within or close to the lower
ends and higher ends of the estimated probabilities' buckets.
higher end
0.004%
0.048%
0.148%
0.297%
0.479%
0.680%
0.871%
1.129%
1.410%
1.720%
2.045%
2.394%
2.751%
3.134%
3.679%
4.416%
5.376%
6.783%
9.602%
40.257%
# Quotes
8317
8316
8317
8316
8317
8316
8317
8316
8317
8316
8316
8317
8316
8317
8316
8317
8316
8317
8316
8316
19
9
16
22
29
46
128
58
61
109
151
163
199
216
261
318
377
486
737
1247
0.228%
0.108%
0.192%
0.265%
0.349%
0.553%
1.539%
0.697%
0.733%
1.311%
1.816%
1.960%
2.393%
2.597%
3.139%
3.823%
4.533%
5.843%
8.862%
14.995%
lower end
0.000%
0.004%
0.048%
0.148%
0.297%
0.479%
0.680%
0.871%
1.129%
1.410%
1.720%
2.045%
2.394%
2.751%
3.134%
3.679%
4.416%
5.376%
6.783%
9.602%
Table 3.8
Figure 3.3 plots the real probability against the estimated probability, whose values
are taken as the mid-points of the buckets. We can see that the plot is almost linear.
Therefore, it demonstrates that our model can give a pretty good prediction of the
probability of the supplier winning an RFQ.
Real winning
# awarded Probabilitybucket
1
2
3
4
5
6
7
8
9
10
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14
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17
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19
20
Real Probabilities in each Bucket for Model 1
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Figure 3.3 Plot of Real Probability versus Estimated Probability for Model 1
3.6.2 Hit Rate
Next, we want to see whether the suppliers with higher estimated probabilities were
those who actually got awarded. Here, to compute the hit rate, we only consider those
RFQs which were actually awarded.
Firstly, we calculate the top 1 hit. We call it a hit if the quotation accepted is the one
with the highest estimated probability of all the quotes for that RFQ. For the 4,653
awarded RFQs in our database for the first model, we find that we have a hit for 2,176,
and thus the hit rate is around 46.8%. That is, 46.8% of the awards were made to the
supplier with the highest probability of winning. If we relax our requirement a bit and
consider a quote as a hit if the winning quotation has an estimated probability greater
than or equal to the average of the estimated probabilities of that RFQ, we will have
4020 hits and a hit rate of 86.4%.
From these hit rates, we can say that our model has a quite good estimation of the
probability of winning an RFQ.
3.7 Discussion of Results
In this section, we would like to see how the winning probability changes with
changes to each explanatory variable from its base value.
3.7.1 Base Cases
First of all, we need to define a base case and then find the base values of all the
independent variables. The base case should reflect the average probability of winning
an RFQ in the online marketplace. Then we will see whether the probability will
increase or decrease when a particular factor varies from its base value.
We have two binary variables in our model: Domestic and Territory. Since it will not
be meaningful to take the average of two binary variables, we enumerate all the
possible cases defined by these two variables. Table 3.9 gives the interpretation of
each case and the actual probability of getting an RFQ awarded under each case. We
have numbered the cases in the way that when case number is increasing, the supplier
is getting nearer to the buyer. We can see from the last column that when the supplier
is nearer to the buyer, its probability of getting awarded will be higher.
Case Domestic Territory Interpretation ProailityNo.Prbblt
1 0 0 buyer and supplier are in different territories 0.0179
2 0 1 buyer and supplier are in the same territory but 0.0182different countries
3 1 1 buyer and supplier are in the same country 0.0325
Table 3.9 Definition of 3 Cases
Next, we need to define base values for the other four independent variables. We
choose to use mean for MileageT and PriorAwardedTimes but median for
PriorQuoteTimes. The reason is that for the former two, they cannot be manipulated
by the behavior of the suppliers, but PriorQuoteTimes is highly skewed to the right
because there are some suppliers who bid for quite a huge number of RFQs. After
fixing the values for these three variables, we calculate the base value for Price so that
the estimated probability is equal to the real probability in Table 3.9. The values of
the base values for all 3 cases are shown in Table 3.10.
Independent Case 1 Case 2 Case 3 Selected MeasurementVariable
Price -0.370 -0.165 -0.132 to make base probability = real probability
MileageT 0 1186 762 Mean
PnorAwardedTimes 1.70 0.37 3.07 Mean
PriorQuoteTimes 5 3 5 Median
Table 3.10 Base Values of Independent Variable under 3 Cases
We will use Case 2 as an example to show how to get the base value for Price. By
letting the estimated probability equals to real probability, we get the value for logit
function.
1 0.0182 => z = -3.99
1+ez
In case 2, Domestic equals to 0 and Territory equals to 1. The values of MileageT,
PriorAwardedTimes and PriorQuoteTimes are 1,186, 0.37 and 3 respectively. We
substitute these values into the formula below for the logit function and get the value
for Price. In the formula, the #A s are taken from Table 3.7.
z = #A + A xPrice + $2 x Domestic + #3 xTerritory + /$4 x MileageT
+ /5 xPriorAwardedTimes + $6 x PriorQuoteTimes
The solution is at Price = -0.165.
3.7.2 Probability Changes with each Explanatory Variable
From the logistic regression output, we have seen that Price is the most influential
factor for this model. Figure 3.4 plots the probability of winning an RFQ at different
values of Price under each case.
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Figure 3.4 Probability Changes with Price
There are three main observations. Firstly, the calculated probability of winning is
greater under case 3 than case 2, which is greater than case 1; so the nearer the
supplier to the buyer, the higher is its chance of getting awarded, which is consistent
with our analysis for binary variables Domestic and Territory. Secondly, when the
value of Price is increasing from -1 to 1, the estimated probabilities are dropping
significantly under all the cases. Remember the Price here is the adjusted price
relative to the median. A value of -1 means that the real price is 100% below the
median, while a value of 1 means that the real price is 100% above the median. For
case 3, we can see that the estimated probability can be as high as around 24% when
the price is very low, but it drops to almost 0 when the price is twice the price of the
median. Thirdly, the curves are not straight so the changes of probability are not the
same under different price values. The plot shows how much the probability will
change if we change our price from one value to another.
If we want to know how much the probability will change if we perturb our price
value a bit at one point, we need to calculate the derivative of the probability with
respect to Price. Let y denote the probability and x, denote the value of Price, and the
derivative is calculated as below.
1
Sdy 
-1I-fofllflx+"'55
dx 1 ( +e- o )
S dy - e-(COo+AJx1+f2x2+.+fi5x5)1
dx 1 ) I e-(flo+,1X 1x/A 2-l+..+15X5) 1+ e (flo+flXl+f2X2+ -+fl9 X5 )
dyy =(A1) (1- Y) Ydx,
The derivatives calculated at the base values of Price under each of the 3 cases are
shown in Table 3.11. The values of elasticity at base values are also listed in the last
column. Elasticity is the ratio of the percentage change in one variable to the percent
change in another one [24]. Its formula is dy .x %Ay . From Table 3.11, we can
dx, y %Ax
see that in terms of raw value, case 3 has the greatest change, but in terms of the
percentage, case 1 has the highest elasticity. The reason is that the estimated
probabilities are much smaller in case 1 than in case 3. A small change can be quite
influential.
Base Value Derivative at Base Value Elasticity
Case 1 -0.370 -0.045 0.939
Case 2 -0.165 -0.046 0.418
Case 3 -0.132 -0.081 0.330
Table 3.11 Derivative and Elasticity at Base Value for Price
Similar with the analysis for Price, Figure 3.5 shows the probability changes with
prior awarded times. We can see that the estimated probability for case 3 is clearly
higher than the other two, but the probabilities are very close between case 1 and case
2. Although the prior awarded times is significant and positively related to the
calculated probability, its effect is much smaller than that for Price. For example, for
case 3, starting from 0 to 50 prior awarded times, the estimated probability has only
increased about 1%. This can also be seen from the derivative and elasticity values as
shown in Table 3.12. Another difference from price is that the plotted lines are quite
straight, so the probability changes are close to constant with changing values of prior
awarded times.
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Figure 3.5 Probability Changes with Prior Awarded Times
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Base Value Derivative at Base Value Elasticity
Case 1 1.70 1.OOE-04 9.54E-03
Case 2 0.37 1.02E-04 2.08E-03
Case 3 3.07 1.80E-04 1.70E-02
Table 3.12 Derivative and Elasticity at Base Value for Prior Awarded Times
The plot with respect to the prior quote times is also very straight, but all the lines are
decreasing (Figure 3.6). The reason is that it has a negative relationship with the
probability of winning an RFQ as shown from the logistic regression output. Such a
result suggests that bidding for too many RFQs will not increase the supplier's chance
of winning but will have a negative effect. However, similar to the prior awarded
times, its effect is not very influential although significant from a statistical point of
view. For example, for case 3 the estimated probability will drop only about 0.2% if
we increase the prior quote times from 0 to 100. From the derivative and elasticity
values as shown in Table 3.13, we can see that its effect is even much smaller than
that of prior awarded times, which is consistent with the magnitude of the values from
our logistic regression output.
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Figure 3.6 Probability Changes with Prior Quote Times
Base Value Derivative at Base Value Elasticity
Case 1 5 -8.57E-06 2.40E-03
Case 2 3 -8.74E+06 1.44E-03
Case 3 5 -1.54E-05 2.36E-03
Table 3.13 Derivative and Elasticity at Base Value for Prior Quote Times
For mileage within the same territory, since case 1 represents the situation when the
supplier is from a different territory as the buyer, we do not have the plot for case 1 in
Figure 3.7. From the figure, we can see that the mileage has a negative relationship
with the probability and it is not linear. The derivatives show that the changes of
probabilities are very small around the base values (Table 3.14). However, the
elasticity is much bigger than that for prior awarded times or prior quote times. The
reason is that the base value for mileage is large, so the calculated elasticity from the
formula dy x will be large.
dxI y %Ax
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Figure 3.7 Probability Changes with MileageT
Base Value Derivative at Base Value Elasticity
Case 2 1186 -7.70E-06 0.501
Case 3 762 -1.35E-05 0.317
Table 3.14 Derivative and Elasticity at Base Value for MileageT
- -- ----------------------------------------- - .... ..........  . ..............
3.8 Discussion of Historical Rating
Company ABC adopts a 5 scale rating system to allow buyers and suppliers to rate
each other, where 1 means worst and 5 means best. If the rating of a client is 0, it
means that the client has never been rated by others before. The reports of ABC
record the current ratings of all its clients but not their historical ratings. Because of
the extensive manual process required to get the historical ratings of the suppliers, it is
impossible to get the information for all of our 166,330 quotations. However, we were
able to get a report with the historical ratings of 29 RFQs and in total 379 quotes.
Since this sample is relatively small compared to our database for Model 1, we could
not draw any statistical conclusion from the data. Therefore, we will only state some
observations we can make from this report and propose possible further actions.
All of the 29 RFQs were successfully awarded. We made this on purpose because we
are interested to see the effect of ratings to the winning of an RFQ. Moreover, out of
the 29 RFQs, only 6 of them were awarded to the lowest price. We deliberately
selected some RFQs who were not awarded to the lowest price because we would like
to see whether ratings played an important role filtering the price effect.
Figure 3.8 and 3.9 plot the histograms for the ratings of winning bids and all the bids.
We can see that for the winning bids, the ratings tend to cluster above 4. Another
observation is that in both of the figures, there are a lot of quotes with 0 rating, so
majority of the suppliers were bidding without a historical rating.
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Figure 3.8 Histogram for the Ratings of Winning Bids
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Figure 3.9 Histogram for the Ratings of All Bids
If we take a look at our sample RFQ by RFQ, for each RFQ, we calculated the median
of the ratings of all the quotes, and we also got the rating for the winning bid. The
average rating for the winning supplier is 3.0 while the average of all the medians is
2.2. Although the average rating for winning suppliers seems much higher than that of
the medians of all the quotes, if we take a t-test assuming unequal variances, we could
not reject the null hypothesis that they are the same. Hence, we need more data to
determine whether there is a significant difference.
We also ranked the suppliers according to their ratings for each RFQ. The average
ranking for the winning supplier is 3 and there are on average 14 suppliers for these
RFQs. Therefore, from this simple statistic, we can see that most of the winning
suppliers are those with higher ratings compared to their competitors.
Figure 3.10 shows the difference of price between the winning price and the lowest
price against the rating of the winning supplier. The price difference is adjusted by the
median of all the bidding prices for that RFQ, so the values are comparable with each
other. We can see that if the winning supplier has a higher rating, such as 5, then its
bidding price is quite low. However, if there is no information about the supplier's
rating, the price can vary a lot as compared to the lowest price. Therefore, when we
have enough information, we may want to explore whether there is interaction effect
between ratings and price.
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Figure 3.10 The Difference of Price between Winning Price and Lowest Price versus
the Rating of the Winning Supplier
From all the observations above, we suspect that rating may be a significant factor to
determine the chance of getting a quote being accepted, and the higher the rating, the
higher the probability. In order to test the effect of ratings in the future and have a
better prediction about the probability of winning an RFQ, we suggest company ABC
to start recording the ratings of suppliers when they bid for an RFQ.
4 Model 2: Probability of Buyer
Successfully Awarding an RFQ
4.1 Motivations and Assumptions
From the data overview, we have shown that the award rate of RFQs is only around
32.7%. It is highly likely that the suppliers find this award rate quite discouraging.
Therefore, in this chapter, we would like to develop a model to see what factors
influence the probability of awarding an RFQ. From the result of this model, we can
tell both the buyers and suppliers the predicted probability that an RFQ will be
awarded successfully. Furthermore, we are also able to tell them how to increase the
award rate. Since we are still using logistic regression, the underlying assumptions for
this model are the same to those of the previous model.
4.2 Independent Variables
We list all the factors we can get from company ABC's reports related to RFQs in
Figure 2.2 and explain the meanings of those factors. We will include all those factors
except profile details and ratings because the information is not complete and accurate.
For most of the variables, we directly use their values in our model. For information
related to dates of suppliers and buyers, we subtract relevant days and get new
variables which are meaningful. The method of calculating the three new independent
variables is shown below.
RFQ opening days = RFQ end date - RFQ release date
Waiting for Information (WFI) = RFQ release date - RFQ creation date
Days registered = RFQ release date - date of registry with company ABC
We use the first two variables to measure the quality of an RFQ and we use the last
variable to see whether an old client or new client will have a higher probability of
awarding.
Lastly, we add a variable to measure the dispersion of bids by calculating the standard
deviation of the bids. We want to see whether the price dispersion of bids has any
influence on the rate of awarding.
4.3 Notation and Model Formulation
The dependent variable for this model is a binary variable indicating whether the RFQ
was awarded successfully.
Outcome 2=
1, if the RFQ is awarded
0, otherwise
The notation for all the independent variables and their types are listed in Table 4.1.
We will still use , to denote the respective coefficient for each independent variable.
Category Variable Name Variable Type
Market NumMatched integer
Market OpenMarket binary
RFQ RelationKnown binary
RFQ Relation categorical
RFQ Intention categorical
RFQ NumQuote integer
RFQ OpenDays real number
RFQ WFIDays real number
RFQ Process categorical
Buyer DaysRegistered real number
Buyer RFQAwarded integer
Buyer BidsDispersion real number
Table 4.1 List of Independent Variables for Model 2
4.4 Result of Logistic Regression
After stratified sampling for the period from January 1 2009 to October 31 2009, we
have 14,395 RFQs in the original data set. There are 3,195 entries with negative
values for either the number of opening days for the RFQ or the number of days that
the supplier has registered with company ABC. After deleting these invalid entries,
we have 11,200 RFQs left for our Model 2.
We run logistic regression based on details about the 11,200 RFQs and get the
estimated coefficients as shown in Appendix C. In Table 4.2 below, we only list the
outputs for the significant independent variables.
Significant Independent Variables
(Intercept)
NumMatched
factor(RelationKnown)1
factor(Intention)FindNewSuppliersForlncreasedDemand
factor(Intention)FindSupplierForNewDesign
NumQuote
OpenDays
WFIDays
factor(Process)Process 12
factor(Process)Process 2
factor(Process)Process 24
factor(Process)Process 15
factor(Process)Process 1
factor(Process)Process 5
DaysRegistered
RFQAwarded
Sign Beta
- -1.83E+00
+ 5.41E-04
+ 1.44E+00
+ 6.44E-01
+ 2.87E-01
+ 3.25E-02
- -7.11E-02
- -4.14E-01
+ 2.81E+00
+ 7.47E-01
+ 2.78E+00
+ 1.92E+00
+ 6.69E-01
- -1.43E+00
- -7.45E-04
+ 1.55E-02
Table 4.2 Logistic Regression Output for Significant Variables for Model 2
For the two factors related to market, only the number of companies auto-matched is
significant. The more companies who are eligible to bid for the RFQ, the higher the
probability of getting that RFQ awarded.
For the factors related to properties of RFQs, many of them are statistically significant.
The positive sign for the factor RelationKnown means that if the buyer has declared a
relation with the RFQ instead of putting unknown, then the award rate will be higher.
The reason may be that those buyers who have more complete information for their
RFQs are more serious buyers. Notice that the absolute value of the coefficient of
RelationKnown is quite big, so it is a very influential factor.
Out of the five intentions that the buyer can choose, finding new suppliers for
increased demand and finding supplier for new design have a positive relationship
with the probability of getting awarded. The reason may be that under both
circumstances, the buyer is clearly in need to find new suppliers. However, for the
rest of the intentions, if the buyer wants to find a new supplier for an existing design
or they just come to marketplace to make or buy comparison, it is more probable that
they will close the RFQ without making any award because they do not have
immediate needs. We will discuss more about intentions with the interaction effect of
the number of opening days in the next section.
Similar as NumMatched, more quotes for an RFQ will also increase the odds of
awarding. This is consistent with our expectation. When there are more suppliers
bidding for the RFQ, there will be more choices for the buyer and the chance of
selecting a satisfactory supplier will be higher.
However, if the quality of the RFQ is low, as measured by the OpenDays and
WFIDays, the probability will be lower. Our assumption here is that if an RFQ has
been waiting at the Engineering department for a long time or it has been released for
a long time window without awarding, then this is indicative that its quality is low.
For processes, only Process 5 has a significant negative relationship with the
probability of awarding and its magnitude of coefficient is quite large. Therefore, if an
RFQ belongs to the Process 5, we expect that it is most likely not going to be awarded.
Two other processes we need to take note are Process 12, and Process 24. These are
the two independent variables with the largest magnitudes of their coefficients from
the logistic regression output. Therefore, in contrast to Process 5, we expect quite a
high rate of awarding if the RFQ belongs to these two processes.
For the properties related to the buyer itself, we are surprised to see that the longer a
buyer has been registered with company ABC, the lower the probability of awarding
RFQs. A closer scrutiny of the data reveals that many clients use the online
marketplace just once and never come back. That's why new clients have higher rate
of awarding. Therefore, back to our purpose of this project, it is very important to
attract and help maintain and grow the customer base of company ABC.
The last significant variable in Table 4.2 is the number of RFQs awarded in the past.
The positive sign means that the more RFQs a buyer has awarded in the past, the
higher the probability for that buyer to make another award.
4.5 Analysis of Some Significant Variables
4.5.1 The Number of Quotes per RFQ
We have divided the RFQs into 11 mutually exclusive buckets, based on the number
of quotes (Table 4.3). For instance, the first bucket contains all of the RFQ's for
which there were between 0 and 9 quotes; in this bucket there were 6471 RFQs, of
which 1806 awards were made, for an award rate of 27.9%.
The percentage of awarding versus the number
Lower Higher
end end
0 9
10 19
20 29
30 39
40 49
50 59
60 69
70 79
80 89
90 99
more than 99
No.
Awarded
1806
1158
619
315
145
72
34
16
7
5
4
of quotes is plotted in Figure 4.1.
Total
No.
6471
2503
1138
526
269
138
76
37
22
11
9
Percentage
Awarding
27.91%
46.26%
54.39%
59.89%
53.90%
52.17%
44.74%
43.24%
31.82%
45.45%
44.44%
Table 4.3 Percentage of Awarding with respect to the Number of Quotes per RFQ
From Figure 4.1, we can see that there is a positive trend for the plotted line, for the
range of RFQ's with the number of quotes less than or equal to 40. Beyond this range,
the number of RFQ's with more than 40 quotes drops significantly. There is a clear
peak for this plot, which is at the value of 35 (ie, the bucket for 31 to 40 quotes per
RFQ). Indeed, if there are between 20 to 60 quotes for an RFQ, the RFQ has more
than 50% chance of getting awarded. On average, there are 12 bids for an REQ.
Therefore, starting from this base value, we can say that the more bids for the RFQ,
the higher the probability of getting awarded.
Percentage of Awarding vs. No. of Quotes
65% --
60% --- --- ---- -----
55% - - - -
M 50%
W 45%
40%
35%
30% - -
20%
5 15 25 35 45 55 65 75 85 95 more
than
No. of Quotes 100
Figure 4.1 Percentage of Awarding versus Number of Quotes
4.5.2 The Number of Opening Days with Intentions
In Figure 4.2, similar to the previous analysis, we have plotted the percentage of
awards with respect to the number of opening days. From the figure, we see a
significant decreasing trend. From the magnitude of the vertical axis, we can see that
the effect of this variable is quite influential.
Percentage of Awarding vs. Opening Days
60%
50%
40%
30%
20%
10%
0%
2.5 7.5 12.5 17.5 22.5 27.5 32.5 37.5 42.5 47.5 more
than
Openning Days 50
Figure 4.2 Percentage of Awarding versus Number of Opening Days
Table 4.4 gives the percentage of awards by number of opening days under each
intention. For the intention of finding new suppliers for new design, we see an almost
constant award rate when the number of opening days increases from 0 up to 30. The
reason seems to be that the buyers who are in the design process still have plenty of
time to source for new suppliers and wait for good quotations, so there is no clear
decline with increases in the opening days. However, for the rest of intentions, most
of the buyers have immediate needs. Therefore, they tend to set the opening days
quite short and make the award as soon as they find a suitable supplier.
Table of Percentage of Awarding Number of Opening Days
Intention <10 110,201 120,301 >30
FindNewSupplierForExistingDesign 46.82% 21.15% 4.35% 4.00%
FindNewSuppliersForlncreasedDemand 5638% 1000% N/A 000%
FindSupplierForNewDesign 4.64% 45.60% 41.93% 6.77%
MakeOrBuyComparison 0.00% N/A N/A N/A
Other 18.75% 11.11% 0.00% N/A
Table 4.4 Percentage of Awarding with respect to
the Number of Opening Days and Intentions
4.5.3 Processes
From Table 4.2, we have seen that six processes are significant variables, most of
them with very large coefficients. We count the number of awarded RFQs and total
number of RFQs for these processes, and then compute their award rate (Table 4.5).
Significant Process No. Awarded Total Percentage of Awarding Sign Beta
Process 12 4 5 80.00% + 2.8 1E+00
Process 2 776 1827 42.47% + 7.47E-01
Process 24 8 10 80.00% + 2.78E+00
Process 15 24 38 63.16% + 1.92E+00
Process 1 3108 7476 41.57% + 6.69E-01
Process 5 18 261 6.90% - -1.43E+00
Table 4.5 Percentage of Awarding of Significant Processes
From Table 4.5, we can see that Process 12, and Process 24 are the two processes
with the highest rate of awarding. From the logistic regression output, these two
variables are the ones with the largest magnitude of coefficients. However, the
number of RFQs for each of the two processes is really small, so we should not make
any conclusion about them, and this also applies to Process 15.
For Process 2 and Process 1, there are quite a lot of RFQs and their rates of awarding
are higher than the average award rate of the whole marketplace. Therefore, RFQ's
for Process 2 or Process 1 have a higher award probability, and this is consistent with
the logistic regression output as shown in the last two columns of Table 4.5. On the
other hand, the Process 5 has exactly an opposite effect. We can see that its real award
rate is as low as 6.90%.
4.6 Modeling Testing Using Linear Plot
The testing for Model 2 by using linear plot is similar to that for Model 1. We have
divided the RFQs into 20 buckets according to their estimated probabilities (Table
4.6). Each bucket is defined so that the number of quotes in each bucket is equal. In
each bucket, we count the number of RFQs which are awarded, and calculate the real
awarding probability by using the number of awarded RFQs divided by the total
number of RFQs in that bucket. The real probability versus the estimated probability
for Model 2 is plotted in Figure 4.3. We can see that the plot has a positive trend and
is almost linear. Therefore, our proposed model seems to do a good job at estimating
the probability of awarding an RFQ.
bucket lower end higher end # RFQs awarded Real Awarding Probability
1 0.00 0.04 560 24 0.04
2 0.04 0.07 560 24 0.04
3 0.07 0.11 560 31 0.06
4 0.11 0.15 560 53 0.09
5 0.15 0.19 560 83 0.15
6 0.19 0.24 560 122 0.22
7 0.24 0.29 560 104 0.19
8 0.29 0.33 560 114 0.20
9 0.33 0.36 560 193 0.34
10 0.36 0.40 560 224 0.40
11 0.40 0.43 560 224 0.40
12 0.43 0.47 560 199 0.36
13 0.47 0.51 560 245 0.44
14 0.51 0.55 560 270 0.48
15 0.55 0.59 560 301 0.54
16 0.59 0.65 560 338 0.60
17 0.65 0.69 560 427 0.76
18 0.69 0.73 560 455 0.81
19 0.73 0.79 560 365 0.65
20 0.79 0.99 560 385 0.69
Table 4.6 Real Probabilities in each Bucket for Model 2
Real Probability vs. Estimated Probability
1
0.8 -
.~0.6-
0'
0.4-
0.2-7
0
0 0.2 0.4 0.6 0.8 1
Estimated Probability
Figure 4.3 Plot of Real Probability versus Estimated Probability for Model 2
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5 Conclusion
The intent of this project is to help buyers and suppliers on an online marketplace to
find better matches for each other. Moreover, the models will be helpful to improve
on the performance of the buyers and suppliers by identifying the factors affecting
their chances.
We have proposed a model in chapter 3 which is able to predict the odds of a supplier
winning an RFQ and the supplier's rankings among all the suppliers who have
submitted a quotation to that RFQ. We found that price is the most important factor to
determine the probability of getting an award. A supplier with a very low bid price
has a higher chance of winning. The next significant category of variable is related to
geography. We saw that if the supplier is within the same territory as the buyer, the
probability will increase, and the closer, the better. In addition, prior business
relationship is important. If the supplier has been awarded by the buyer in the past, its
chance of winning again will be higher. However, too many prior quotes seem to
decrease the probability, but this effect is very small compared to price and geography.
In chapter 4, we have established another model to predict the probability that an RFQ
is awarded. We saw that the type of process is very important. Having Process 2 or
Process 1 will increase the probability while having Process 5 will decrease the
probability. From the output of logistic regression, we also discovered that if the
buyer has put down a clear relation with the RFQ, the odds of successfully awarding
that RFQ will be higher. Other explanatory variables that increase the probability
include the number of suppliers auto-matched, the intentions of finding new suppliers
for increased demand and finding supplier for new design, the number of quotations
submitted to that RFQ, having Process 12, Process 24, or Process 15, and the number
of RFQs the buyer has awarded in the past. On the other hand, the variables that
decrease the probability include the number of opening days and waiting for
information days, and the number of days that the buyer has registered on the
marketplace.
There are some limitations with these models. For example, we were not able to
include some factors that we think are important independent variables, either because
the information was not available or was not complete. Therefore, in particular, we
recommend that ABC start recording historical ratings, messaging between buyers
and suppliers, and information on the quality of the RFQ. In addition, we only include
about half of the RFQs information into our models during the selected period of 2009.
The results may change if we change the way we sample or include more data into our
samples. A more complete dataset will improve the prediction power of the logistic
regression models and might reveal new relationships.
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Appendix A. Information of Sampled Buyers
Company Num of Num of Company Num of Num of Company Num of Num of
No. RFQs Awarded No. RFQs Awarded No. RFQs Awarded
1 3383 986 41 72 0 81 48 1
2 1220 29 42 70 52 82 48 0
3 970 38 43 69 59 83 47 0
4 608 1 44 67 30 84 47 45
5 520 18 45 67 3 85 46 38
6 420 26 46 66 52 86 46 0
7 367 90 47 66 51 87 45 0
8 272 74 48 66 39 88 45 0
9 195 126 49 65 56 45 20
10 191 81 50 64 0 90 44 37
11 184 9 51 64 62 91: 44'- 43
12 169 104 52 63 54 92 44 0
13 158, 25 53, 63 0 93,- 441
14 155 46 54 62 46 94 43 3
15 150 141 5 62 D9 53
16 137 0 56 60 0 96 42 28
18 120 112 58 59 27 98 40 0
20 111 85 60 58 1 100 39 0
21 110 776 57 50b 10, 39
22 103 78 62 56 1 102 39 11
23 98 7-777 631 55 0103 139 0
24 97 0 64 55 17 104 39 33
25 97: 10 6554 47 105. 3 0:
26 97 23 66 54 14 106 39 0
27 96 44 -67 54 46, 107 38, -28-
28 95 0 68 54 0 108 38 20
29 93 72 '69 54 31', 109 38 0
30 91 1 70 53 2 110 37 26
31 87 73 71 53 111 37 6
32 83 79 72 52 51 112 37 1
33 81 2 73 - 52 20' 113 '37 0
34 79 50 74 51 33 114 36 34
35 78 1 75 50 0 115 36 36
36 77 10 76 49 1 116 36 0
37 75 11 77 49 12 117 36 24
38 75 0 78 49 0 118 36 23
39 75 9 79 48 0 119 35 1
40 72 4 80 48 10 120 35 22
Company Num of Num of Company Num of Num of Company Num of Num of
No. RFQs Awarded No. RFQs Awarded No. RFQs Awarded
121 35 0 161 26 0 201 5 0
0
32
20
18 $
1
7"
27
3
29
0
10
23
162
163
164
165
166
167
168
169
170
171
172
173
174
26
26"
26
26'
26
26
26
26
26
26
26
15
17
24
1
24
23
0
15
23
23<
0
122
123.
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141.
142
143
144
145"
146
147'
148
149
150
151
152
153
154
155
156
157
158
159.
160
202
203
204
205
206
207t
208
209'
210
5
5
4
4
4
4
4
44 4
4
211 4
212 4
213 4
214 3
0 175 17 0 215 3 3
0 176 15 6 216 3 0
30 177 15 0 217 3 1
0 178 11 0 218 3 0
5 179 11 6 219 3 0
20 180 11 0 220 3 0
14 181 9 0 221 3 0
25 182 9 8 222 3 0
29 183 9 0 223 3 0
0 184 9 0 224 3 0
0 185 8 8 225 3 0
11 186 8 0 226 3 0
0 187 8 7 227 3 0
27 188 8 0 228 3 0
0 189 7 0 229 3 0
8 190 7 2 230 3 0
17 191 7 1 231 3 0
12 192 6 0 232 2 0
5 193 6 0 233 2 0
0 194 6 0 234 2 0
0 195 6 4 235 2 1
16 196 6 3 236 2 0
0 197 5 3 237  2 2
2 198 5 3 238 2 0
0 199 5 1 239 2 0
4 200 5 1 240 2 0
3
0
2
0
0
1
1"
4
1
0
0
0
35
34
34
34
34
34
33
33
33
33
33
32
25 2"
22 0
32
32
31
31
30
29
29
29
29
29
29"
28
28
28
28
28
28
28
27
27
27
27
27
27
27
26
Company Num of Num of Compan
No. RFQs Awarded No.
242 2 0 2821
242 2 0 282
244 2 1 284
244 2 1 284
y Num of Num of Company Num of Num of
RFQs Awarded No. RFQs Awarded
1 0 321 1
1 1 322 1 1
1 0 323 1 0
324 1
245 2 0 285 1 0 325 1 0
246 2 2 286 1 0 326 1 0
247 2 0 287 1 0 327 1 &
248 2 1 288 1 0 328 1 0
249 2 0 289 1 0 329 1 0
250 2 1 290 1 0 330 1 0
251 2 0 291 1 0 331 1 0
252 2 0 292 1 1 332 1 0
253 2 1 293 0 333 1 0
254 2 1 294 0 334 1 0
255 2 0 295 0 335
256 2 1 296 1 0 336 1 0
257 2 0 297 0 337 1 0
258 2 0 298 1 0 338 1 1
260 2 1 300 1 1 340 1 0
262 2 2 302 1 0 34211
263 2 303 10341
26.4 1 0 304 1 0 34-4 1 0
265 1 0 305 10 345 1 0'
266 1 1 306 1 0 346 1 1
267 1 0 307 1 0 34 1 1
268 1 1 308 1 0 348 1 0
269 1 1 +309 1 0 1349 1 "0
270 1 0 310 1 0 350 1 0
271 1 0 311 1 0 35110
272 1 0 312 1 0
273 1 0 313 1 0
274 1 0 314 1 0
275 1 0 315 1 1
276 1 0 316 1 0
277 1 0 317 1 1
278 1 0 318 1 0
279 1 0 319
280 1 1 320
1 0
1 0
Appendix B. List of the Processes
Process Num of RFQs
Process1 9496
Process 2 2499
Process 3 469
Process 4 312
Process 5 306
Process 6 209
Process 7 205
Process 8 135
Process9 100
Process 10 99
Process 11 96
Process 12 60
Process 13 57
Process 14 42
Process 15 41
Process 16 36
Process 17 34
Process 18 28
Processl19 27
Process 20 24
Process 21 18
Process 22 16
Process 23 14
Process 24 10
Process 25 10
Process 26 9
Process 27 9
Process 28 8
Process 29 6
Process 30 5
Process 31 3
Process 32 3
Process 33 3
Process 34 3
Process 35 2
Process 36 1
Appendix C. Logistic Regression Output for Model 2
Independent Variables
(Intercept)
OpenMarketRFQTRUE
NumMatched
factor(RelationKnown)1
factor(Relation)end User
factor(Relation)quoting
factor(Relation) unknown
factor(Intention)FindNewSuppliersForlncreasedDemand
factor(Intention)FindSupplierForNewDesign
factor(Intention)MakeOrBuyComparison
factor(intention)Other
NumQuote
OpenDays
WFIDays
factor(Process)Process 6
factor(Process)Process 13
factor(Process)Process 4
factor(Process)Process 26
factor(Process)Process 29
factor(Process)Process 36
factor(Process)Process 33
factor(Process)Process 16
factor(Process)Process 22
factor(Process)Process 27
factor(Process)Process 12
factor(Process)Process 19
factor(Process)Process 2
factor(Process)Process 3
factor(Process)Process 32
factor(Process)Process 18
factor(Process)Process 11
factor(Process)Process 24
factor(Process)Process 15
factor(Process)Process 1
factor(Process)Process 25
factor(Process)Process 7
factor(Process)Process 35
factor(Process)Process 34
factor(Process)Process 30
factor(Process)Process 28
factor(Process)Process 23
factor(Process)Process 21
factor(Process)Process 17
Significant
Y
N
Y
Y
N
N
N
Y
Y
N
N
y
Y
Y
Y (0.1)
N
N
N
N
N
N
N
N
N
Y
N
Y
N
N
N
Y (0.1)
Y
Y
Y
N
N
N
N
N
N
N
N
N
Sign Beta
- -1.83E+00
+ 9.38E-02
+ 5.41E-04
+ 1.44E+00
- -3.87E-02
- -1.55E+01
NA NA
+ 6.44E-01
+ 2.87E-01
- -1.41E+01
- -5.30E-01
+ 3.25E-02
- -7.11E-02
- -4.14E-01
+ 2.95E-02
- -9.31E-01
- -5.02E-01
+ 9.56E-01
- -1.28E+01
- -1.36E+01
- -1.32E+01
- -1.21E+01
- -3.69E-01
+ 8.77E-01
+ 2.81E+00
- -3.08E-01
+ 7.47E-01
- -4.79E-01
+ 9.41E-01
- -1.04E+00
- -8.81E-01
+ 2.78E+00
+ 1.92E+00
+ 6.69E-01
- -6.38E-01
- -2.09E-01
- -1.21E+01
+ 6.98E-01
+ 7.50E-01
- -1.33E+01
- -4.56E-01
- -1.28E+01
+ 3.13E-01
factor(Process)Process 9
factor(Process)Process 5
factor(Process)Process 14
factor(Process)Process 10
factor(Process)Process 31
DaysRegistered
RFQAwarded
BidsDispersion
N + 5.59E-01
Y - -1.43E+00
N - -2.69E-01
N - -3.87E-01
N - -1.09E+01
Y - -7.45 E-04
Y + 1.55E-02
N + 1.81E-06
