Model selection in Support Vector machines is usually carried out by minimizing the quotient of the radius of the smallest enclosing sphere of the data and the observed margin on the training set. We provide a new criterion taking the distribution within that sphere into account by considering the eigenvalue distribution of the Gram matrix of the data. Experimental results on real world data show that this new criterion provides a good prediction of the shape of the curve relating generalization error to kernel width.
Introduction
Support Vector (SV) machines traditionally carry out model selection by minimizing the ratio between the radius of the smallest sphere enclosing the data in feature space and the width of the margin ½ Û since this corresponds to a classifier with minimal fat shattering dimension [4] . Whilst in general capturing the correct scaling behaviour in terms of the weight vector Û, this approach has the shortcoming that it completely ignores the information about the distribution of the data inside the sphere. Data completely filling the sphere and data restricted to a small cigar-shaped region would lead to identical bounds; the largest variation in any direction determines the bound. We provide new bounds taking the distribution of the data in feature space into account by effectively performing Kernel PCA [6] and show that these results are superior to the traditional bounds when it comes to model selection on real world datasets.
In this short paper, we shall summarize the main results. For lack of space, the proofs are relegated to [5] .
Background Results
We will assume that a fixed number Ñ of labelled examples are given as a vector Þ ´ Ø´ µµ to the learner, where ´Ü ½ Ü Ñ µ, and Ø´ µ ´Ø´Ü ½ µ Ø´Ü Ñ µµ. We use Ö Þ´ µ ´Ü µ Ø´Ü µ to denote the number of errors that some decision function makes on Þ, and Ö È´ µ È Ü ´Üµ Ø´Üµ to denote the expected error when Ü is drawn according to È .
First we define the fat-shattering dimensions; cf. [1] . 
The fat-shattering dimension of linear functions is bounded by the following result (which is a refinement of a result in [11] ). We now quote a lemma from [9] which follows directly from a result of Alon et al. [1] . It is a growthfunction type bound (cf. [11] ), i.e. distributionindependent, involving a sup over the domain . 
Here and below, ÐÓ denotes the logarithm to base ¾.
We will need some compactness properties of the class of functions which will hold in all cases usually considered. We formalise the requirement in the following definition of the evaluation operator. 
where Í ÐÓ AE´ µ.
Here, ¡ denotes the floor function.
Main Result
In this section we will restrict consideration to linear functions of arbitrary dimension. By the standard kernel trick this means that all of our reasoning is applicable to support vector machines. It is part of the folklore of SV machines that the eigenvalues of the empirical Gram matrix (or kernel matrix, defined below) should somehow influence the generalization performance of a SV machine. In this section we present a bound utilizing empirical covering numbers that shows this folklore is justified. The key trick is to find good bounds on the empirical covering number in terms of eigenvalues of the Gram matrix. We do this by using the machinery of entropy numbers of operators which is explained below (cf. [12] .
We will take to be the class of functions defined on a space (which we identify with a subset of Å ¾ where Å may be infinite) via
Note that if is compact, then the sturdyness of follows directly from continuity. In the case of SV machines, which is what we are ultimately interested in, compactness of is usually required for Mercer's theorem to hold.
The main result of this section gives a bound on the generalization error in terms of the eigenvalues of the Gram matrix of the training points: 
2.
Ð ¾ AE, ·Ð ½´Ê Ëµ ´Êµ Ð´Ë µ.
The following theorem characterises, to within a factor of 6, the entropy numbers of a diagonal operator. When working in ¾ this also characterises the entropy numbers of any operator in terms of its eigenvalues. We then decompose Ë Ü into a sequence of three operators given by a singular value decomposition. This will allow us to bound the entropy numbers of Ë Ü using the bound for diagonal operators of Theorem 3.5. The situation is summarized in the following diagram. The theorem is for data that may not be centered in feature space. This could result in a poor bound. Thus we may wish to translate all points by Ø; i.e. use Ü ¼ Ü · Ø. Observe that the ´Òµ obtained for the optimal translation vector Ø is the dimension of the affine space which contains the points to within a margin specified by¯. Hence, it is clear that a good choice of Ø will be the centre of gravity of the training points
This will not only choose an origin guaranteed to be in the centre of any affine subspace containing the points, but will also minimise È Ñ ½ Ü · Ø ¾ È Ñ ½ , a fact which is well known from the study of PCA. For a discussion of how the choice of the origin is related to the constant offset used in SVMs, cf. [5] .
Experiments and Discussion
To test the utility of the novel bounds for model selection, we ran a set of experiments on the wellknown US postal service handwritten digit recognition benchmark. The dataset consists of 7291 digits of size ½ ¢ ½ , with a test set of 2007 patterns. To keep the computational complexity associated with computing the eigenvalue decomposition limited, we considered two-class subproblems.
In all experiments, we divided the training set into 23 random subsets of size 317 (¾¿ ¡ ¿½ being the prime factorization of the training set size).
Error bars in figures 1 -3 denote standard deviations over the 23 trials. At the beginning of the experiment, the whole USPS set (training plus test set) was permuted, to ensure that the distribution of training and test data is the same. We considered three tasks. In the first case, we separated digits 0 through 4 from 5 through 9; in the second one, we separated even from odd digits. The third task, finally, differs from the above two in that the two classes do not have similar size: in that case, we separated digit 4 from all the others. Digit 4 was chosen since it is known to be the hardest in this data set, and for larger error rates we expect to find a more reliable minimum in the error curve. SVMs usually come with two free parameters: the regularization constant , or (depending on which parametrization one prefers, cf. [11, 7] ), and the kernel parameter. To make our bounds applicable, we chose the regularization such that the SVM attains zero training error over all experiments, thus focusing our model selection efforts on the kernel parameter, which in our case was the width of a Gaussian kernel
Note that using corresponds to an inner product in a feature space nonlinearly related to input space by a map¨induced by the kernel, ´Ü Ýµ ¨´Üµ ¨´Ýµ and the SVM constructs a separating hyperplane for the data mapped by¨. All the reasoning of the previous sections applies to these mapped data.
For a range of values of , we computed the SVM hyperplane and evaluated the bound (13). The kernel Gram matrix ´Ü Ü µ was computed for centered data (cf. (23)). For general (which could map into an infinite-dimensional space), the data cannot always be centered explicitly, nor can we always perform a singular value decomposition of the mapped data. We circumvent this problem by diagonalizing the kernel matrix of the centered data
we carry out a rank-one update of . Note that this is precisely the matrix used in kernel PCA. The results are given in figures 1 -3. For all three classification problems, the minimum of the test error occurs at the value of which minimizes the new bound. Moreover, the new bound even resembles the shape of the test error curve closely.
The previously known bound [11, 2] , involving the fat-shattering dimension Ê ¾ ¾ , led to worse predictions of the optimal . Essentially, in our situation this bounds states that we should select the which leads to the maximum margin: the value of Ê was estimated as 1 since in the case of RBFkernels, ´Ü Üµ ½ for all Ü.
The figures show that the most important shortcoming of the old bound, and the strength of the new one, is the case of large . This makes sense: since the eigenvalues of a translation-invariant kernel are obtained by a Fourier transform, the case We conclude that the new method by which the eigenvalues of the Gram matrix of the training set are used to bound the generalization error of an SVM is a promising and astonishingly accurate substitute for the previous bound. Our result can be taken to justify the heuristic of taking some account of these eigenvalues in tuning a classifier.
