1. Introduction {#sec1}
===============

The Allen-Cahn equation is a 2^nd^-order nonlinear parabolic partial differential equation representing some natural physical phenomenon \[[@bib1]\]. This equation has been extensively used to study various physical problems, such as crystal growth \[[@bib2]\], image segmentation \[[@bib3]\] and the motion by mean curvature flows \[[@bib4]\]. In particular, it has become a basic model equation for the diffuse interface approach developed to study phase transitions and interfacial dynamics in material science \[[@bib5]\]. Thus, an efficient and accurate method for the solution of this equation has practical significance and has drawn the attention of many researchers. Finding exact or numerical solutions of nonlinear and stiff differential equations is not easy. However, with the advent of modern computers and sophisticated software, we are now able to solve such kind of problems using approximate analytical or numerical techniques. Numerical techniques are somewhat complicated due to different discretization schemes and computer coding. Therefore, approximate analytical methods are becoming popular for solving nonlinear differential equations. So far, many approximate analytical methods like Variational Iteration method \[[@bib6], [@bib7], [@bib8], [@bib9], [@bib10]\], Homotopy analysis method \[[@bib11], [@bib12], [@bib13]\], Adomian decomposition method \[[@bib14], [@bib15]\], Homotopy perturbation method \[[@bib16], [@bib17]\] among others are developed for solving a large class of differential equations \[[@bib18], [@bib19], [@bib20], [@bib21], [@bib22], [@bib23], [@bib24], [@bib25], [@bib26], [@bib27], [@bib28]\]. In recent years many researchers used some modified and newly developed numerical and approximate analytical techniques to study the different problems of practical interest \[[@bib29], [@bib30], [@bib31]\]. They also used different methods to study the fluids flow problems mainly non-Newtonian fluids and the effect of different physical parameters on the flow \[[@bib32], [@bib33], [@bib34], [@bib35]\].

In this paper, we consider the following time-dependent equation,$$\frac{\partial\phi}{\partial t} = \varepsilon\Delta\phi - f\left( \phi \right),\ \ \ \ \ \ \ \ \ \ \left( {x,t} \right) \in \Gamma \times \left\lbrack {0,\ T} \right\rbrack,$$with initial and boundary conditions,$$\phi\left( {x,\ 0} \right) = f\left( x \right),\ \ \ \ \ \ \ \ \phi\left( {a_{1},\ \ t} \right) = \phi\left( {a_{n},t} \right) = h\left( t \right)$$

In the above equations, $\Gamma$ is a bounded domain, the parameter $\varepsilon$ is a small positive constant which represents the interfacial thickness. The term $f\left( \phi \right) = F^{\prime}\left( \phi \right)$ with $F\left( \phi \right) = \frac{1}{4}\left( {\phi^{2} - 1} \right)^{2}$ is a given double well potential. [Eq. (1)](#fd1){ref-type="disp-formula"} describes the phase separation in binary alloys and the motion of antiphase boundaries in crystalline solids. It has become a basic model for the diffuse interface approach developed to study phase transitions and interfacial dynamics in material science.

2. Basic idea of homotopy perturbation method {#sec2}
=============================================

In order to elaborate this method, we suppose the function given as;$$P\left( \varphi \right) - g\left( {x,t} \right) = 0,\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ t \in \left\lbrack {0,\ T} \right\rbrack$$subject to the boundary conditions:$$\beta\left( {\varphi,\ \frac{\partial\varphi}{\partial n}} \right) = 0.$$where *p* is a differential operator, $g\left( {x,t} \right)$ is known analytic function and β is boundary operator. The operator *p* can be further separated into linear and nonlinear operators, $L\left( \varphi \right)$ and $N\left( \varphi \right)$respectively. Therefore, [Eq. (3)](#fd3){ref-type="disp-formula"} can be written as:$$L\left( \varphi \right) + N\left( \phi \right) - g\left( {x,\ t} \right) = 0$$

We define a homotopy $\left. \varphi\left( {x,t;q} \right):\Gamma \times \left\lbrack 0,1 \right\rbrack\rightarrow{\mathbb{R}} \right.$ which satisfies:$$H\left( {\varphi\left( {x,t;q} \right)} \right) = \left( {1 - q} \right)\left\lbrack {L\left( \varphi \right) - L\left( \varphi_{0} \right)} \right\rbrack + q\left\lbrack {N\left( \varphi \right) - g\left( {x,t} \right)} \right\rbrack,\ \ \ t \in \left\lbrack {0,\ T} \right\rbrack$$where *q* ∈ \[0,1\] and is known as an embedding parameter, and $\varphi_{0}$ is an initial approximation of [Eq. (3)](#fd3){ref-type="disp-formula"}. From [Eq. (6)](#fd6){ref-type="disp-formula"}, with *q* = 0 and *q* = 1, we will have respectively:$$H\left( {\varphi\left( {x,t;0} \right)} \right) = \left\lbrack {L\left( \varphi \right) - L\left( \varphi_{0} \right)} \right\rbrack = 0$$$$H\left( {\varphi\left( {x,t;1} \right)} \right) = \left\lbrack {N\left( \varphi \right) - g\left( \varphi \right)} \right\rbrack = 0$$

The variation of *q* from zero to one is same as change of $\varphi\left( {x,t} \right)$ from $\varphi_{0}\left( {x,t} \right)$ to $\varphi\left( {x,t} \right)$. In topology, this is called deformation, while the terms $L\left( \varphi \right) - L\left( \varphi_{0} \right)$ and $N\left( \varphi \right) - g\left( \varphi \right)$ are called homotopy. By using HPM, we assume that the solution of [Eq. (6)](#fd6){ref-type="disp-formula"} can be written as a power series in *q*:$$\varphi\left( {x,t} \right) = \varphi_{0}\left( {x,t} \right) + q\varphi_{1}\left( {x,t} \right) + q^{2}\varphi_{2}\left( {x,t} \right) + ...$$

Now setting *q* → 1, [Eq. (9)](#fd9){ref-type="disp-formula"} yields:$$\varphi\left( {x,t} \right) = \lim\limits_{q\rightarrow 1}\left\lbrack {\varphi_{0}\left( {x,t} \right) + q\varphi_{1}\left( {x,t} \right) + q^{2}\varphi_{2}\left( {x,t} \right) + ...} \right\rbrack = \varphi_{0}\left( {x,t} \right) + \varphi_{1}\left( {x,t} \right) + \varphi_{2}\left( {x,t} \right) + ...$$

In most cases, the series in [Eq. (10)](#fd10){ref-type="disp-formula"} is convergent. For further details about convergence of the series solution obtained by using HPM the interested readers may referred to \[[@bib36]\] and the reference there in. The unknowns$\varphi_{0}\left( {x,t} \right),\ \ \varphi_{1}\left( {x,t} \right),\ \ \ \varphi_{2}\left( {x,t} \right),...$ can be calculated by comparing the like powers of *q* in [Eq. (6)](#fd6){ref-type="disp-formula"}.

3. Basic idea of homotopy analysis method {#sec3}
=========================================

Let us consider the following nonlinear equation$$N\left\lbrack {\psi\left( {x,t} \right)} \right\rbrack = 0.$$Where $N$is nonlinear operator, *x* and $t$ are independent variables and $\psi\left( {x,t} \right)$ is the unknown function. By means of generalizing the traditional homotopy method, Liao \[[@bib11]\] constructed the zero-order deformation equation as follows:$$\left( {1 - p} \right)L\left\lbrack {\psi\left( {x,t;p} \right) - \psi_{0}\left( {x,t} \right)} \right\rbrack = phH\left( {x,t} \right)N\left\lbrack {\psi\left( {x,t;p} \right)} \right\rbrack = 0.$$Where $p \in \left\lbrack 0,1 \right\rbrack$is the embedding parameter, $h \neq 0$ is a non-zero auxiliary parameter, $H\left( {x,t} \right) \neq 0$ is an auxiliary function, $L$ is linear operator and $\psi_{0}\left( {x,t} \right)$ is the initial guess of $\psi\left( {x,t} \right).$ When $p = 0$and $p = 1$, [Eq. (12)](#fd12){ref-type="disp-formula"} gives$$\psi\left( {x,t;0} \right) = \psi_{0}\left( {x,t} \right),\ \ \ \ \ \ \ \ \psi\left( {x,t;1} \right) = \psi\left( {x,t} \right).$$

Now expanding $\psi\left( {x,t;p} \right)$ with respect to$p$ by Taylor series, we have$$\psi\left( {x,t;p} \right) = \psi_{0}\left( {x,t} \right) + \sum\limits_{n = 1}^{+ \infty}{\psi_{n}\left( {x,t} \right)p^{n}},$$where$$\psi_{n}\left( {x,t} \right) = \left. {\frac{1}{n!}\frac{\partial^{n}\psi\left( {x,t;p} \right)}{\partial p^{n}}} \right|_{p = 0}.$$

If we choose the linear operator$L$**,** the initial guess$\psi_{0}\left( {x,t} \right)$, the auxiliary parameter $h$ and the auxiliary function $H\left( {x,t} \right)$ properly, the series (14) converges at$p = 1$, then we get$$\psi\left( {x,t} \right) = \psi_{0}\left( {x,t} \right) + \sum\limits_{n = 1}^{+ \infty}{\psi_{n}\left( {x,t} \right)}.$$

Define the vector$$\overset{\rightarrow}{\psi}\left( {x,t} \right) = \left\{ {\psi_{0}\left( {x,t} \right),\ \psi_{1}\left( {x,t} \right),\ \psi_{2}\left( {x,t} \right),...,\ \psi_{n}\left( {x,t} \right)} \right\}.$$

The n^th^-order deformation equation obtained using [Eq. (12)](#fd12){ref-type="disp-formula"} is given as,$$L\left\lbrack {\psi_{n} - \lambda_{n}\psi_{n - 1}} \right\rbrack = hH\left( {x,t} \right)R_{n}\left\lbrack {\overset{\rightarrow}{\psi}}_{n - 1} \right\rbrack.$$

Where$$R_{n}\left\lbrack {\overset{\rightarrow}{\psi}}_{n - 1} \right\rbrack = \frac{1}{\left( {n - 1} \right)!}\frac{\partial^{n - 1}N\left\lbrack {\psi\left( {x,t;p} \right)} \right\rbrack}{\partial p^{n - 1}}$$

and$$\lambda_{n} = \left\{ \begin{array}{l}
{0,\ \ \ \ \ n = 1} \\
{1,\ \ \ \ \ \ n > 1} \\
\end{array} \right..$$

Now applying $L^{- 1}$on both sides of [Eq. (18)](#fd18){ref-type="disp-formula"} and simplifying, we get$$\ \ \ \ \psi_{n}\left( {x,t} \right) = hL^{- 1}\left\{ {H\left( {x,t} \right)R_{n}\left\lbrack {\overset{\rightarrow}{\psi}}_{n - 1} \right\rbrack} \right\} + \lambda_{n}\psi_{n - 1}.$$

In this way one can easily obtain the approximate solution $u\left( {x,t} \right)$ of the form$$\psi\left( {x,t} \right) = \sum\limits_{n = 0}^{N}{\psi_{n}\left( {x,t} \right)},$$where $\psi_{n}\left( {x,t} \right)$ can be obtained by solving [Eq. (21)](#fd21){ref-type="disp-formula"}.

4. Solution of the Allen-Cahn equation using homotopy perturbation method {#sec4}
=========================================================================

In this section, we solve the Allen-Cahn equation with different initial and boundary conditions using HPM.

4.1. Example 1 {#sec4.1}
--------------

Consider the Allen-Cahn equation of the form \[[@bib37]\],$$u_{t}\left( {x,t} \right) = \varepsilon u_{xx}\left( {x,\ \ t} \right) + u\left( {x,t} \right) - u^{3}\left( {x,t} \right),\ \ \ \ \ x \in \left\lbrack - 1,\ \ 1 \right\rbrack,\ \ \ \ \ \ \ \ \ t > 0$$

with the initial condition,$$u\left( {x,0} \right) = 0.53x + 0.47\ \sin\left( - 1.5\pi x \right)$$

By choosing initial condition as an initial guess, i.e.,$$u_{0}^{\ast}\left( {x,t} \right) = 0.53x + 0.47\ \sin\left( {- 1.5\pi x} \right)$$

which satisfy the boundary conditions,$$u\left( {- 1,t} \right) = - 1,\ \ \ \ \ \ \ \ \ \ \ \ \ \ u\left( {1,t} \right) = 1$$

The homotopy expression for [Eq. (23)](#fd23){ref-type="disp-formula"} will be,$$\left( {1 - p} \right)\left\lbrack {\overset{\bullet}{u} - \overset{\bullet}{{u^{\ast}}_{0}}} \right\rbrack + p\left\lbrack {\overset{\bullet}{u} - \varepsilon^{2}u^{''} - u + u^{3}} \right\rbrack = 0,$$here $\overset{\bullet}{u} = \frac{\partial u}{\partial t},\ \ \ \ \ \text{and~}\ \ u^{''} = \frac{\partial^{2}u}{\partial x^{2}}$ .

Now consider the series solution of [Eq. (23)](#fd23){ref-type="disp-formula"} is of the form,$$u\left( {x,t} \right) = u_{0} + pu_{1} + p^{2}u_{2} + p^{3}u_{3} + p^{4}u_{4} + ...$$

Taking limit $\left. p\rightarrow 1 \right.$ in [Eq. (28)](#fd28){ref-type="disp-formula"}, we get,$$u\left( {x,t} \right) = u_{0} + u_{1} + u_{2} + u_{3} + u_{4} + ...$$

Using [Eq. (28)](#fd28){ref-type="disp-formula"} in [Eq. (27)](#fd27){ref-type="disp-formula"} and comparing the like powers of embedding parameter 'p', we get the following system of equations,$$O\left( p^{0} \right),\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \frac{\partial u_{0}}{\partial t} - \frac{\partial u_{0}^{\ast}}{\partial t} = 0,$$$$O\left( p^{1} \right),\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \frac{\partial u_{1}}{\partial t} + \frac{\partial u_{0}}{\partial t} - \varepsilon\frac{\partial^{2}u_{0}}{\partial x^{2}} - u_{0} + u_{0}^{3} = 0,$$$$O\left( p^{2} \right),\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \frac{\partial u_{2}}{\partial t} - \varepsilon\frac{\partial^{2}u_{1}}{\partial x^{2}} - u_{1} + 3u_{0}^{2}u_{1} = 0.$$

Solving Eqs. [(30)](#fd30){ref-type="disp-formula"}, [(31)](#fd31){ref-type="disp-formula"}, and [(32)](#fd32){ref-type="disp-formula"}, we get the following solutions,$$u_{0} = u_{0}^{\ast} = 0.54x + 0.47\ \sin\left( {- 1.5\pi x} \right),$$$${u_{1} = \text{(}10.43710666\varepsilon^{2}\text{sin(}4.712388981x\text{)} + 0.53x - 0\text{.}47\text{sin(}4.712388981x\text{)} - \text{(}0.53x - 0\text{.}47\text{sin(}4.712388981x\text{))}}^{3}\text{)t,}$$$$\begin{array}{l}
{u_{2} = 5\varepsilon^{2}\left( - 231.7727562\varepsilon^{2}\ \sin\left( 4.712388981x \right) + 10.43710666\ \sin\left( 4.712388981x \right) \right.} \\
{\ \ \ \ \ \ \ \ \ \  - 6\left( 0.53x - 0.47\ \sin\left( 4.712388981x \right) \right)\left( 0.53 - 2.214822821\ \cos\left( 4.712388981x \right) \right)}^{2} \\
{{\ \ \ \ \ \ \ \ \ \ \  - 31.31131998\left( 0.53x - 0.47\ \sin\left( 4.712388981x \right) \right)}^{2}\ \sin\left( 4.712388981x \right))t^{2}} \\
{\ \ \ \ \ \ \ \ \ \  + 0.5\left( 10.43710666\varepsilon^{2}\ \sin\left( 4.712388981x \right) + 0.53x - 0.47\ \sin\left( 4.712388981x \right) \right.} \\
{\left. {\ \ \ \ \ \ \ \ \ \  - \left( 0.53x - 0.47\ \sin\left( 4.712388981x \right) \right)}^{3} \right)t^{2} - 1.5\left( 10.43710666\varepsilon^{2}\ \sin\left( 4.712388981x \right) \right. + .53x} \\
{{\left. {\ \ \ \ \ \ \ \ \ \ \  - 0.47\ \sin\left( 4.712388981x \right) - \left( 0.53x - 0.47\ \sin\left( 4.712388981x \right) \right)}^{3} \right)t^{2}\left( 0.53x - 0.47\ \sin\left( 4.712388981x \right) \right)}^{2}.} \\
\end{array}$$

Similarly we can calculate $u_{3},\ \ u_{4},\ u_{5}...$ to get the required accuracy.

Substituting the values of $u_{0},\ \ \ u_{1},\ \ \ u_{2}$ from Eqs. [(33)](#fd33){ref-type="disp-formula"}, [(34)](#fd34){ref-type="disp-formula"}, and [(35)](#fd35){ref-type="disp-formula"} in [Eq. (29)](#fd29){ref-type="disp-formula"} to get the approximate analytical solution of the form;$$\begin{array}{l}
{u\left( {x,t} \right) = 0.54x + 0.47\ \sin\left( {- 1.5\pi x} \right) + \left( 10.43710666\varepsilon^{2}\ \sin\left( 4.712388981x \right) + 0.53x \right.} \\
{\left. {\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \  - 0.47\ \sin\left( 4.712388981x \right) - \left( 0.53x - 0.47\ \sin\left( 4.712388981x \right) \right)}^{3} \right)t} \\
{\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \  + 5\varepsilon\left( - 231.7727562\varepsilon\ \sin\left( 4.712388981x \right) + 10.43710666\ \sin\left( 4.712388981x \right) \right.} \\
{\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \  - 6\left( 0.53x - 0.47\ \sin\left( 4.712388981x \right) \right)\left( 0.53 - 2.214822821\ \cos\left( 4.712388981x \right) \right)}^{2} \\
{{\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \  - 31.31131998\left( 0.53x - 0.47\ \sin\left( 4.712388981x \right) \right)}^{2}\ \sin\left( 4.712388981x \right))t^{2}} \\
{\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \  + 0.5\left( 10.43710666\varepsilon\ \sin\left( 4.712388981x \right) + 0.53x - 0.47\ \sin\left( 4.712388981x \right) \right.} \\
{\left. {\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \  - \left( 0.53x - 0.47\ \sin\left( 4.712388981x \right) \right)}^{3} \right)t^{2} - 1.5\left( 10.43710666\varepsilon\ \sin\left( 4.712388981x \right) \right.} \\
{\left. {\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \  + .53x - 0.47\ \sin\left( 4.712388981x \right) - \left( 0.53x - 0.47\ \sin\left( 4.712388981x \right) \right)}^{3} \right)t^{2}} \\
{{\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \left( 0.53x - 0.47\ \sin\left( 4.712388981x \right) \right)}^{2}.} \\
\end{array}$$

4.2. Graphical representation {#sec4.2}
-----------------------------

[Figure 1](#fig1){ref-type="fig"} and [Figure 2](#fig2){ref-type="fig"} show the comparison of approximate analytical solution using HPM and numerical solution obtained by solving the Allen Cahn equation using Chebyshev spectral method \[[@bib19]\] for different time scales at $\varepsilon = 0.001$. The [Figure 3](#fig3){ref-type="fig"} show the surface plot.Figure 1Comparison of numerical solution and HPM solution at *t* = 0.1 and.$\varepsilon = 0.001.$Figure 1Figure 2Comparison of numerical solution and HPM solution at *t* = 1.0 and.$\varepsilon = 0.001.$Figure 2Figure 3Homotopy perturbation solution for $u\left( {x,t} \right)$for the first five approximations when.$\varepsilon = 0.001,\ \ \ x \in \left\lbrack {- 1,1} \right\rbrack\ \ \ and\ \ \ 0 \leq t \leq 1.$Figure 3

4.3. Example 2 {#sec4.3}
--------------

Next, we consider the Allen-Cahn equation with different initial and boundary conditions \[[@bib29]\];$$u_{t}\left( {x,t} \right) = \varepsilon u_{xx}\left( {x,\ \ t} \right) + u\left( {x,t} \right) - u^{3}\left( {x,t} \right),\ \ \ \ \ x \in \left\lbrack 0,\ 2\pi \right\rbrack,\ \ \ \ \ \ \ \ \ t > 0,$$

with the initial condition$$u\left( {x,\ 0} \right) = 0.25\ \sin\left( x \right)$$

Here, we will use initial condition as an initial guess,$$u_{0}^{\ast} = 0.25\ \sin\left( x \right),$$

with the homogeneous boundary conditions,$$u\left( {0,\ \ \ t} \right) = 0,\ \ \ \ \ \ u\left( {2\pi,\ \ \ t} \right) = 0\text{.}$$

The homotopy expression for [Eq. (37)](#fd37){ref-type="disp-formula"} will be,$$\left( {1 - p} \right)\left\lbrack {\overset{\bullet}{u} - \overset{\bullet}{u_{0}^{\ast}}} \right\rbrack + p\left\lbrack {\overset{\bullet}{u} - \varepsilon u^{''} - u + u^{3}} \right\rbrack = 0.$$

Now consider the series solution of [Eq. (37)](#fd37){ref-type="disp-formula"} as in [Eq. (28)](#fd28){ref-type="disp-formula"}. Using [Eq. (28)](#fd28){ref-type="disp-formula"} in [Eq. (41)](#fd41){ref-type="disp-formula"} and comparing the like powers of embedding parameter 'p', we get the following system of equations;$$O\left( p^{0} \right),\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \frac{\partial u_{0}}{\partial t} - \frac{\partial u_{0}^{\ast}}{\partial t} = 0,$$$$O\left( p^{1} \right),\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \frac{\partial u_{1}}{\partial t} - \varepsilon\frac{\partial^{2}u_{0}}{\partial x^{2}} - u_{0} + u_{0}^{3} = 0,$$$$O\left( p^{1} \right),\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \frac{\partial u_{2}}{\partial t} - \varepsilon\frac{\partial^{2}u_{1}}{\partial x^{2}} - u_{1} + 3u_{0}^{2}u_{1} = 0.$$

Solving Eqs. [(42)](#fd42){ref-type="disp-formula"}, [(43)](#fd43){ref-type="disp-formula"}, and [(44)](#fd44){ref-type="disp-formula"}, we get the following solutions;$$u_{0} = u_{0}^{\ast} = 0.25\ \sin\left( x \right),$$$${u_{1} = t\text{(} - 0\text{.}25\varepsilon\text{sin(}x\text{)} + 0.25\text{sin(}x\text{)} - 0\text{.}015625\text{sin(}x\text{)}}^{3}\text{),}$$$$\begin{array}{l}
{{{u_{2} = 0\text{.}5\varepsilon\text{(}0.25\varepsilon\text{sin(}x\text{)} - 0\text{.}25\text{sin(}x\text{)} - 0\text{.}09375\text{sin(}x\text{)cos(}x\text{)}}^{2} + 0.046875\text{sin(}x\text{)}}^{3}\text{)t}^{2}} \\
{{{\ \ \ \ \ \ \ \  + 0.5\text{(} - 0\text{.}25\varepsilon\text{sin(}x\text{)} + 0.25\text{sin(}x\text{)} - 0\text{.}015625\text{sin(}x\text{)}}^{3}\text{)t}^{2} - 0\text{.}09375\text{sin(}x\text{)}}^{2}\text{(} - 0\text{.}25\varepsilon\text{sin(}x\text{)}} \\
{{\ \ \ \ \ \  + 0.25\text{sin(}x\text{)} - 0\text{.}015625\text{sin(}x\text{)}}^{3}\text{)t}^{2}.} \\
\end{array}$$

Similarly, we can calculate $u_{3},\ u_{4},\ u_{5}...$ to get the required accuracy.

Substituting the values of $u_{0},\ \ \ u_{1},\ \ \ u_{2}$ from Eqs. [(45)](#fd45){ref-type="disp-formula"}, [(46)](#fd46){ref-type="disp-formula"}, and [(47)](#fd47){ref-type="disp-formula"} in [Eq. (29)](#fd29){ref-type="disp-formula"} we get the approximate analytical solution as;$$\begin{array}{l}
{{u\left( {x,t} \right) = 0.25\ \sin\left( x \right) + t\text{(} - 0\text{.}25\varepsilon\text{sin(}x\text{)} + 0.25\text{sin(}x\text{)} - 0\text{.}015625\text{sin(}x\text{)}}^{3}\text{)}} \\
{{{\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \  + 0\text{.}5\varepsilon\text{(}0.25\varepsilon\text{sin(}x\text{)} - 0\text{.}25\text{sin(}x\text{)} - 0\text{.}09375\text{sin(}x\text{)cos(}x\text{)}}^{2} + 0.046875\text{sin(}x\text{)}}^{3}\text{)t}^{2}} \\
{{{\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \  + 0.5\text{(} - 0\text{.}25\varepsilon\text{sin(}x\text{)} + 0.25\text{sin(}x\text{)} - 0\text{.}015625\text{sin(}x\text{)}}^{3}\text{)t}^{2} - 0\text{.}09375\text{sin(}x\text{)}}^{2}\text{(} - 0\text{.}25\varepsilon\text{sin(}x\text{)}} \\
{{\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \  + 0.25\text{sin(}x\text{)} - 0\text{.}015625\text{sin(}x\text{)}}^{3}\text{)t}^{2}\text{.}} \\
\end{array}$$

4.4. Graphical representation {#sec4.4}
-----------------------------

[Figure 4](#fig4){ref-type="fig"} and [Figure 5](#fig5){ref-type="fig"} show the comparison of approximate analytical solution using HPM and numerical solution obtained by Chebyshev collocation method \[[@bib19]\] for different time scales at $\varepsilon = 0.001.$ [Figure 6](#fig6){ref-type="fig"} show surface plot.Figure 4Comparison of numerical solution and HPM solution at *t* = 0.1.Figure 4Figure 5Comparison of numerical solution and HPM solution at *t* = 1.0 and.$\varepsilon = 0.001.$Figure 5Figure 6Describes the homotopy Analysis results for $u\left( {x,t} \right)$for the first five approximations when.$\varepsilon = 0.001,\ \ x \in \left\lbrack 0,\ 2\pi \right\rbrack\ \ \ and\ \ \ 0 \leq t \leq 1.$Figure 6

5. Solution of the Allen Cahn equation using homotopy analysis method {#sec5}
=====================================================================

In this section we will solve above examples using HAM and will compare the results with the HPM through absolute error tables.

5.1. Example 1 {#sec5.1}
--------------

Here we repeat example (1) as represented in [Eq. (23)](#fd23){ref-type="disp-formula"} along with given initial and boundary conditions. Using Eqs. [(19)](#fd19){ref-type="disp-formula"} and [(21)](#fd21){ref-type="disp-formula"}, we can write nth order deformation equation for [Eq. (23)](#fd23){ref-type="disp-formula"} given below;$$u_{n}\left( {x,t} \right) = hL^{- 1}\left\{ {H\left( {x,t} \right)R_{n}\left( {\overset{\rightarrow}{u}}_{n - 1} \right)} \right\} + \lambda_{n}u_{n - 1},$$

where$$R_{n}\left( {\overset{\rightarrow}{u}}_{n - 1} \right) = \left\lbrack {\frac{\partial u_{n - 1}}{\partial t} - \varepsilon\frac{\partial^{2}u_{n - 1}}{\partial x^{2}} - u_{n - 1} + \sum\limits_{j = 0}^{n - 1}{u_{n - 1 - j}\left( {\sum\limits_{k = 0}^{j}{u_{j - 1 - k}u_{k}}} \right)}} \right\rbrack.$$

For $n = 1$, [Eq. (49)](#fd49){ref-type="disp-formula"} and [Eq. (50)](#fd50){ref-type="disp-formula"} gives;$$u_{1}\left( {x,t} \right) = hL^{- 1}\left\{ {H\left( {x,t} \right)R_{1}\left\lbrack {\overset{\rightarrow}{u}}_{0} \right\rbrack} \right\} + \lambda_{0}u_{0},$$$$R_{1}\left\lbrack {\overset{\rightarrow}{u}}_{0} \right\rbrack = \frac{\partial u_{0}}{\partial t} - \nu\frac{\partial^{3}u_{0}}{\partial x^{2}\partial t} + \frac{\partial^{4}u_{0}}{\partial x^{4}} - \frac{\partial^{2}}{\partial x^{2}}\left( {{u_{0}}^{3} - u_{0}} \right).$$

In order to obey both the rule of solution expression and the rule of the coefficient ergodicity \[[@bib11]\], the corresponding auxiliary function can be determined uniquely *H(x, t)=1*. Using [Eq. (25)](#fd25){ref-type="disp-formula"} in [Eq. (52)](#fd52){ref-type="disp-formula"} to get $R_{1}\left\lbrack {\overset{\rightarrow}{u}}_{0} \right\rbrack$ and then using the value of $R_{1}\left\lbrack {\overset{\rightarrow}{u}}_{0} \right\rbrack$ in [Eq. (51)](#fd51){ref-type="disp-formula"}, we obtain first approximation,$$\begin{array}{l}
{u_{1} = h\text{(} - 10.43710666\varepsilon\text{~sin(}4.712388981\text{x)} - \text{0.53x} + 0.47\text{sin(}4.712388981\text{x)}} \\
{{\ \ \ \ \ \ \ \ \  + \text{(0.53x} - 0.47\text{sin(}4.712388981\text{x))}}^{3}\text{)t.}} \\
\end{array}$$

Similarly, for $n = 2$, we get second approximation$$\begin{array}{l}
{u_{2}\left( {x,t} \right) = h\left( h\left( 10.43710666\varepsilon\ \sin\left( 4.712388981x \right) - 0.53x + .47\ \sin\left( 4.712388981x \right) \right. \right.} \\
{\left. {+ \left( 0.53x - 0.47\ \sin\left( 4.712388981x \right) \right)}^{3} \right)t\  - 0.5\varepsilon\ h\left( 231.7727562\varepsilon\ \sin\left( 4.712388981x \right) \right.} \\
{\  + 10.43710666\ \sin\left( 4.712388981x \right) + 6\left( 0.53x - 0.47\ \sin\left( 4.712388981x \right) \right)} \\
{{{+ \left( 0.53 - 2.214822821\ \cos\left( 4.712388981x \right) \right)}^{2} + 31.31131998\left( 0.53x - 0.47\ \sin\left( 4.712388981x \right) \right)}^{2}\ \sin\left( 4.712388981x \right))t^{2}.} \\
\end{array}$$

Continuing in a similar manner we can find for$n = 3,4,\ 5...$ and the final solution will be:$$u\left( {x,\ t} \right) = u_{0}\left( {x,t} \right) + \ u_{1}\left( {x,t} \right) + \ \ u_{2}\left( {x,t} \right) + ...$$

5.2. h-curves of the HAM solution for example (1) {#sec5.2}
-------------------------------------------------

The convergence and rate of approximation for the HAM solution strongly depends on the values of auxiliary parameter '*h*'. It is straightforward to choose a proper value of *h* which ensure that the solution series is convergent. It is easy to discover the valid region of *h*, which corresponds to the line segments nearly parallel to the horizontal axis \[[@bib11]\]. Here *h*-curve is plotted after 5th-order of HAM approximations when$\varepsilon = 0.001$, t = 0.5 and *x* = -1. [Figure 7](#fig7){ref-type="fig"} clearly depicts the range for admissible values of '*h*' is -2.5 \< *h* \< 1.5.Figure 7h-curve of $u\left( x,\ t \right)$ denoted by dashed line and $u_{t}\left( {x,\ t} \right)$ denoted by solid line.Figure 7

5.3. Absolute error analysis {#sec5.3}
----------------------------

In this section, we demonstrate how close an approximate solutions of the Alen-Cahn equation obtained using HPM and HAM. In [Table 1](#tbl1){ref-type="table"} and [Table 2](#tbl2){ref-type="table"} we have presented absolute error.Table 1The absolute error between the solutions obtained by using HPM and HAM after fifth order approximations, taking $h = - 1$ and.$\varepsilon = 0.001.$Table 1$\frac{\mathbf{t}_{\mathbf{n}}}{\mathbf{x}_{\mathbf{n}}}$0.000.20.40.60.81.0-1$0.00$$1 \times 10^{- 10}$$0.00$$2 \times 10^{- 10}$$7 \times 10^{- 10}$$1 \times 10^{- 9}$-0.5$0.00$$0.00$$1 \times 10^{- 10}$$1 \times 10^{- 10}$$1 \times 10^{- 10}$$1 \times 10^{- 10}$0.00$0.00$$0.00$$0.00$$0.00$$0.00$$0.00$0.5$0.00$$1 \times 10^{- 10}$$1 \times 10^{- 10}$$1 \times 10^{- 10}$$1 \times 10^{- 9}$$0.00$1$0.00$$1 \times 10^{- 10}$$1 \times 10^{- 10}$$1 \times 10^{- 10}$$1 \times 10^{- 9}$$0.00$Table 2The absolute error between the solutions obtained by using HPM and HAM after fifth order approximations, taking $h = - 1$ and.$\varepsilon = 0.001.$Table 2$\frac{\mathbf{t}_{\mathbf{n}}}{\mathbf{x}_{\mathbf{n}}}$0.000.20.40.60.81.00$0.00$$0.00$$0.00$$0.00$$0.00$$0.00$$\pi/2$$0.00$$1 \times 10^{- 10}$$1 \times 10^{- 10}$$1 \times 10^{- 10}$$0.00$$1 \times 10^{- 10}$$3\pi/2$$0.00$$1 \times 10^{- 10}$$1 \times 10^{- 10}$$1 \times 10^{- 10}$$0.00$$1 \times 10^{- 10}$$2\pi$$0.00$$0.00$$0.00$$0.00$$0.00$$0.00$

5.4. Effect of thickness parameter on solution {#sec5.4}
----------------------------------------------

The effect of thickness parameter is studied in [Figure 8](#fig8){ref-type="fig"}, clearly this figure show the behaviour of solution for different values of thickness parameter $\varepsilon$ at t = 0.5.Figure 8Impact of thickness parameter on solution *u(x, t)*.Figure 8

6. Example 2 {#sec6}
============

In this section we repeat example (2) as presented in [Eq. (37)](#fd37){ref-type="disp-formula"} along with given initial and boundary conditions.

From Eqs. [(19)](#fd19){ref-type="disp-formula"} and [(21)](#fd21){ref-type="disp-formula"}, we can write nth order deformation equation for [Eq. (37)](#fd37){ref-type="disp-formula"} is given below;$$u_{n}\left( {x,t} \right) = hL^{- 1}\left\{ {H\left( {x,t} \right)R_{n}\left( {\overset{\rightarrow}{u}}_{n - 1} \right)} \right\} + \lambda_{n}u_{n - 1},$$where$$\begin{array}{l}
{R_{n}\left( {\overset{\rightarrow}{u}}_{n - 1} \right) = \left\lbrack {\frac{\partial u_{n - 1}}{\partial t} - \varepsilon\frac{\partial^{2}u_{n - 1}}{\partial x^{2}} - u_{n - 1} + \sum\limits_{j = 0}^{n - 1}{u_{n - 1 - j}\left( {\sum\limits_{k = 0}^{j}{u_{j - 1 - k}u_{k}}} \right)}} \right\rbrack} \\
 \\
\end{array}$$

Again from example 2, we assume$H\left( {x,t} \right) = 1$.

For $n = 1$, [Eq. (56)](#fd56){ref-type="disp-formula"} and [Eq. (57)](#fd57){ref-type="disp-formula"} gives;$$u_{1}\left( {x,t} \right) = hL^{- 1}\left\{ {H\left( {x,t} \right)R_{1}\left\lbrack {\overset{\rightarrow}{u}}_{0} \right\rbrack} \right\} + \lambda_{0}u_{0},$$$$R_{1}\left\lbrack {\overset{\rightarrow}{u}}_{0} \right\rbrack = \frac{\partial u_{0}}{\partial t} - \varepsilon\frac{\partial^{3}u_{0}}{\partial x^{2}} - u_{0} + u_{0}^{3}.$$

Using [Eq. (39)](#fd39){ref-type="disp-formula"} in [Eq. (59)](#fd59){ref-type="disp-formula"} and then using the result obtained in [Eq. (58)](#fd58){ref-type="disp-formula"}, we obtain first approximation,$${u_{1} = h\text{(}0.25\varepsilon\ \text{sin(}x\text{)} - \text{.}25\text{sin(}x\text{)} + 0.015625\text{sin(}x\text{)}}^{3}\text{).}$$

Similarly, for$n = 2$, we get second approximation,$$\begin{array}{l}
{{u_{2}\left( {x,t} \right) = \ h\text{(}h\text{(}0.25\varepsilon\text{sin(}x\text{)} - 0.25\text{sin(}x\text{)} + 0.015625\text{sin(}x\text{)}}^{3}\text{)t}} \\
{{{- 0.5\varepsilon h\text{(} - \varepsilon\text{sin(}x\text{)} + 0.25\text{sin(}x\text{)} + 0.09375\text{sin(}x\text{)cos(}x\text{)}}^{2} - 0.046875\text{sin(}x\text{)}}^{3}\text{)t}^{2}} \\
{{{- 0\text{.}5h\text{(}0.25\varepsilon\text{sin(}x\text{)} - 0\text{.}25\text{sin(}x\text{)} + 0.015625\text{sin(}x\text{)}}^{3}\text{)t}^{2} + 0.09375\text{sin(}x\text{)}}^{2}h\text{(}0.25\varepsilon\text{sin(}x\text{)}} \\
{{{- 0\text{.}25\varepsilon\text{sin(}x\text{)} + 0.015625\text{sin(}x\text{)}}^{3}\text{)t}^{2}\text{)} + h\text{(}0.25\varepsilon\text{sin(}x\text{)} - 0\text{.}25\text{sin(}x\text{)} + 0.015625\text{sin(}x\text{)}}^{3}\text{)t}.} \\
\end{array}$$

Continuing in a similar manner we can find $u_{3}\left( {x,t} \right),\ \ u_{4}\left( {x,t} \right),\ \ u_{5}\left( {x,t} \right),...$for$n = 2,3,4,...$and the final solution will be;$$u\left( {x,\ t} \right) = u_{0}\left( {x,t} \right) + \ u_{1}\left( {x,t} \right) + \ \ u_{2}\left( {x,t} \right) + ...$$

6.1. h-curve for example 2 {#sec6.1}
--------------------------

Here *h*-curve is plotted after 5th-order of HAM approximations for example (2) when$\varepsilon = 0.001$, t = 0.5 and *x* = 2.5. [Figure 9](#fig9){ref-type="fig"} clearly show the range for admissible values of '*h*' is -3 \< *h* \< 2.Figure 9h-curve of $u\left( u,t \right)$ dashed line and.$u_{t}\left( {x,t} \right)\ \text{solid~line}.$Figure 9

6.2. Absolute error analysis {#sec6.2}
----------------------------

In this section absolute difference between the solution obtained by HPM and HAM for example (2) is presented.

6.3. Effect of thickness parameter on solution {#sec6.3}
----------------------------------------------

The effect of thickness parameter for example (2) is studied in [Figure 10](#fig10){ref-type="fig"}, clearly this figure show the stability of solution for different values of thickness parameter $\varepsilon$ at t = 0.5.Figure 10Figure show the behaviour of solution $u\left( {x,\ t} \right)$ for different values of.$\varepsilon.$Figure 10

7. Conclusion {#sec7}
=============

In this work, the HPM and HAM are successfully implemented to obtain an approximate analytical solution of the Allen-Cahn equation. Comparison has made of the obtained analytical solutions with numerical one using Chebyshev spectral method. Computed results are illustrated graphically, and a good agreement is observed. However, analytical techniques require no discretization, transformation or large computer memory when compare to numerical methods. Also, comparison between HPM and HAM is provided in tabulated form ([Table 1](#tbl1){ref-type="table"} and [Table 2](#tbl2){ref-type="table"}) to show the accuracy of the analytical solutions. Effect of thickness parameter has also been studied for different values and illustrated graphically.
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