Background: Futility (inefficacy) interim monitoring is an important component in the conduct of phase III clinical trials, especially in life-threatening diseases. Desirable futility monitoring guidelines allow timely stopping if the new therapy is harmful or if it is unlikely to demonstrate to be sufficiently effective if the trial were to continue to its final analysis. There are a number of analytical approaches that are used to construct futility monitoring boundaries. The most common approaches are based on conditional power, sequential testing of the alternative hypothesis, or sequential confidence intervals. The resulting futility boundaries vary considerably with respect to the level of evidence required for recommending stopping the study. Purpose: We evaluate the performance of commonly used methods using event histories from completed phase III clinical trials of the Radiation Therapy Oncology Group, Cancer and Leukemia Group B, and North Central Cancer Treatment Group. Methods: We considered published superiority phase III trials with survival endpoints initiated after 1990. There are 52 studies available for this analysis from different disease sites. Total sample size and maximum number of events (statistical information) for each study were calculated using protocol-specified effect size, type I and type II error rates. In addition to the common futility approaches, we considered a recently proposed linear inefficacy boundary approach with an early harm look followed by several lack-of-efficacy analyses. For each futility approach, interim test statistics were generated for three schedules with different analysis frequency, and early stopping was recommended if the interim result crossed a futility stopping boundary. For trials not demonstrating superiority, the impact of each rule is summarized as savings on sample size, study duration, and information time scales. Results: For negative studies, our results show that the futility approaches based on testing the alternative hypothesis and repeated confidence interval rules yielded less savings (compared to the other two rules). These boundaries are too conservative, especially during the first half of the study (\50% of information). The conditional power rules are too aggressive during the second half of the study (.50% of information) and may stop a trial even when there is a clinically meaningful treatment effect. The linear inefficacy boundary with three or more interim analyses provided the best results. For positive studies, we demonstrated that none of the futility rules would have stopped the trials. Conclusion: The linear inefficacy boundary futility approach is attractive from statistical, clinical, and logistical standpoints in clinical trials evaluating new anti-cancer agents.
Introduction
Randomized clinical trials (RCTs) usually incorporate interim monitoring of outcome data for early evidence of efficacy or inefficacy/futility. The latter has been an essential part of RCT design since the 1980s. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] The broader concept of inefficacy includes both harm and absence of tangible benefit. 11 If the experimental arm is actually inferior to the control arm, then the design should allow stopping the study as soon as possible to minimize patient exposure to a harmful treatment; in this case, the motivation for interim monitoring for inefficacy is clear. In quantifying benefit of early stopping for situations where the new therapy does not improve outcome (but is not shown to cause direct harm either), it is useful to remember that in lifethreatening diseases like cancer, many experimental treatments are based on adding a new (usually toxic) therapy to an existing standard of care (A + C vs C alone comparison). Therefore, reducing patient exposure to the experimental regimen provides benefit by sparing patients unnecessary toxicity and by allowing them to consider alternative therapies from which they may benefit. Furthermore, in trials designed to establish superiority of a new investigational therapy over an existing active standard treatment (A vs C comparison), there is no need to demonstrate that the experimental therapy is inferior to the standard therapy; compelling evidence of lack of improvement is sufficient to address the scientific question of the study. Moreover, in this case, observing lack of improvement for the experimental arm would generally be consistent with a modest reduction in benefit, suggesting the possibility that patients are being harmed by not being treated with a standard of care that has proven benefit. 11 Therefore, the design should allow stopping early if it becomes clear that the experimental treatment does not offer tangible benefit to optimize patient treatment and to save time and resources. 11 It should be noted that in this article the term experimental treatment is used to refer to both treatments containing investigational agents (agents that are not available outside clinical trials) and treatments that involve non-investigational therapies used in settings where they are not considered to be standard of care (or in settings where their clinical benefit has not been demonstrated). Since the level of evidence required for early inefficacy stopping depends on the prior information about the experimental treatment and the support for the treatment in the clinical community, the interim monitoring rules should be selected accordingly.
Commonly used inefficacy rules are generally based on one of the following three approaches: sequential testing of the alternative hypothesis, repeated confidence intervals, and conditional power. The testing of the alternative hypothesis approach can be implemented either by using a constant nominal significance level a 12 or by using a type II spending function. 4 The repeated confidence interval rule recommends stopping a study if at any of the scheduled interim analyses the pre-specified level confidence interval excludes the alternative hypothesis. 5 The conditional power approach recommends stopping a study if given the observed data, the conditional power of rejecting the null hypothesis under specific assumptions about the future treatment effect (usually the alternative hypothesis) is less than a pre-specified threshold (such as 10%). 13 Inefficacy/futility boundaries obtained using these analytical approaches vary considerably with respect to the level of evidence that is required throughout the trial for recommending stopping the study. It has been noted that some of the commonly used inefficacy boundaries are too conservative in the beginning and middle of the trial. 10, 15 On the other hand, some rules become too aggressive in the second half of the study and recommend inefficacy/futility stopping even when the observed results are consistent with tangible clinical benefit. 9 To address these suboptimal properties, an alternative linear inefficacy boundary approach has been introduced. 10 This strategy combines an early harm look (at 25% of information) with an intuitive lack-of-benefit rule after 40%-50% of information and recommends stopping the study if the observed treatment effect favors the control arm by any amount 14 (see Appendix 1 for details).
Formal application of inefficacy stopping rules results in deflation of the type I error of the study. However, since these rules are generally considered nonbinding guidelines (rather than strict rules), adjusting the efficacy threshold to account for the inefficacy monitoring is not recommended. 16, 17 We applied these rules to the individual-level patient data from a subset of National Cancer Institute (NCI)sponsored phase III trials in order to evaluate the performance characteristics of the common futility rules in real trial settings. (Note that this post hoc analysis was not intended to reflect on the conduct or results of specific studies.)
Methods
The following criteria were used to select studies for analysis: published phase III superiority RCTs activated since 1990, with sample size above 100 patients using a time-to-event primary endpoint, with only two-arm designs or multi-arm designs that compare each experimental arm to the control arm. For the multi-arm trials, each experimental versus control arm comparison was treated as a separate trial. Factorial and dose-response designs were excluded. An individual-level dataset containing the most up-to-date data was obtained for each trial. For each study, the target sample size and number of events were obtained from the study protocol (if the number of events was not explicitly stated, it was estimated based on the protocol-specified type I and II error rates for the logrank test). The calendar duration was calculated based on the date of the final analysis. (Note that for studies with \90% of the protocol-specified information in the acquired dataset, the duration was extrapolated based on the observed information vs calendar date patterns.) For trials in which the primary endpoint had competing risks, the cause-specific log-rank test was used. All p-values in this article are one-sided. To isolate the effect of the futility rules, we considered interim monitoring procedures that included only futility monitoring (although the original trials had guidelines for superiority monitoring).
Three interim analysis schedules were considered with analyses times defined on the statistical information scale, that is, the observed number of events over the total protocol-specified number of events. Schedule 1 had a single interim analysis at 50% information and schedule 2 started at 25% of information followed by two additional interim analyses. Schedule 3 started at 25% of information followed by three to six additional interim analyses. (The timing and number of the analyses depend on the design type I and II errors; see Appendix 1 for details.) We tabulated results for the following approaches: (1) testing the alternative hypothesis with one-sided level of 0.0025, [18] [19] [20] (2) conditional power with 10% and 30% cutoffs (CP10 and CP30, respectively), (3) the repeated confidence interval approach using an O'Brien-Fleming spending function with the overall one-sided design level alpha, for example, using the trial design type I error rate of 0.025 (overall one-sided coverage of 97.5%), and (4) the linear inefficacy boundary rule (with harm look). Technical details of the methods are given in Appendix 1. Approaches (1)-(3) were selected because they represent the most commonly used futility methods in oncology RCTs. Most available futility boundaries can be derived using these approaches: for example, the Pampallona and Tsiatis 4 boundary can be represented as conditional power of 50% (CP50). 10 Alternatively, by varying the significance level used to test the alternative hypothesis, one can adjust the operating characteristics of the boundary derived by approach (1). 15 For each trial, the acquired dataset, which contained patient entry and event dates, was used to reconstruct the accumulating data during the trial and tabulate the relevant test statistics at 5% statistical information increments. The test statistics were compared (at the designated monitoring times) with each of the five futility boundaries to determine whether the study would be stopped by that rule. It should be noted that this investigation used the event dates from the acquired mature datasets. Therefore, due to variability in the timing of reporting of study events, the interim data obtained through this approach may not be exactly identical to the way the interim data were accrued in the trial.
The performance of each of the futility rules was measured in terms of the rule's ability to stop the study earlier on the statistical information scale. The practical implications of the stopping rules were quantified by the reduction in patient accrual and study calendar duration. For each trial, savings were calculated as the ratio of the information/sample size/calendar duration at the time of the hypothetical stopping over the corresponding maximum information/sample size/calendar duration. The savings were then averaged over all trials.
Results
The search identified 58 superiority trials/comparisons carried out by the Radiation Therapy Oncology Group (RTOG) and Cancer and Leukemia Group B (CALGB) 44-56 and North Central Cancer Treatment Group (NCCTG * ). 57-70 Out of 58 trials/comparisons that met the selection criteria, six stopped with less than 50% of the design-specified information, three stopped early due to external information, and three for slow accrual. The remaining 52 trials were used in the analysis.
Results of applying the five futility rules (using Schedule 3) to each of the 52 trials are presented in Figure 1 on the information scale. In Figure 1 , the trials are ordered by the final p-value evaluated with data representing 100% information. For trials with more than 90% of information, the maximum calendar duration was obtained based on the calendar time of the analysis closest to 100% of the statistical information; for the four trials that finished with less than 90% of information, the maximum duration was obtained using a linear extrapolation of the observed calendar versus information pattern. For the purpose of evaluating the performance of the futility rules, it is instructive to separate the trials into three categories based on the final p-values: (1) trials that suggest benefit for the experimental treatment (p-values \ 0.05), (2) trials that showed no meaningful benefit for the experimental treatment (p-values . 0.1), and (3) trials with potentially equivocal results (p-values in the 0.05-0.1 range). We consider the application of the futility rules for *Both CALGB and NCCTG are now part of the Alliance for Clinical Trials in Oncology (Alliance). each of the three scenarios separately. Note that this pvalue-based classification is a simplification intended for evaluation of futility rules and may not accurately reflect the clinical interpretation of any given study.
There are six trials with the final p-value of less than 0.05 (trials 1-6); none of them were recommended for early stopping by any of the futility rules. (These studies demonstrated promising treatment effects for which one would not want to stop early for futility.) There are 39 trials with the final p-values above 0.1 (trials 14-58). These are the trials that would have benefited from early stopping. Indeed, early stopping was Plus signs denote stopping for futility; circles denote the protocolspecified final analysis (or analysis at the maximum information available for trials that did not reach the protocol-specified information). THA: testing alternative hypothesis -orange, LIB20: linear inefficacy boundary -blue, CP10: 10% conditional power boundary -green, CP30: 30% conditional power boundary -red, RCI: repeated confidence interval -yellow. recommended for these trials by at least one futility rule. Table 1 shows the savings that would have been obtained by applying the futility rules using each of schedules on the information, duration, and sample size scales. The three interim analysis schedule (Schedule 2) yielded considerably more savings than one interim analysis schedule (Schedule 1). The difference between the three-analysis schedule and the four to seven analyses schedule (Schedule 3) is smaller. The savings are most pronounced on the statistical information and calendar scales. However, the 30% conditional power and the linear inefficacy boundaries are also shown to provide tangible improvement on the sample size scale. To further illustrate the savings in patient enrollment, Table 2 presents the proportion of trials that were stopped before the expected time for accrual completion. It can be seen that the 30% conditional power and the linear inefficacy boundaries provide the greatest reduction in patient exposure. There were seven trials (trials 7-13) with the final p-value in the 0.05-0.1 range. (For these trials with ambivalent results, the appropriate stopping decisions would depend on the clinical setting and relative toxicity profiles of the treatment arms.) Among the seven trials, five were stopped by at least one rule: three trials (8, 9, and 13) were recommended for stopping only by the conditional power rules at or after 80% of information, with trials 8 and 9 ultimately reporting marginally promising results (pvalue 0.058). Two trials (11 and 12) were recommended for stopping early by all the rules and substantially early (40%-50% of information) by several rules. In these trials, the observed treatment effect was delayed (we will return to this in the ''Discussion'' section). The remaining two trials (7 and 10) were not stopped by any of the rules.
Discussion
From a practical perspective, interim futility/inefficacy monitoring rules can result in three types of early RCT stopping: (1) if the study has not reached the target accrual, then stopping means no enrollment of new patients, potential treatment change for the patients who are still receiving experimental therapy and release of the study data; (2) if the study has completed accrual but some patients are still receiving the experimental therapy, then stopping means potential treatment change for patients receiving the experimental therapy and release of the study data; and (3) if the study completed accrual and all patients are off the experimental treatment, then stopping only means release of the study data. The implications of these three types of stopping for the study and patients are different: while with the third type, the final analysis can be performed when the data mature with further follow-up, some of the data are lost in case of the first two types. At the Table 1 . Inefficacy/futility monitoring results for negative trials (n = 39) (average, median, and interquartile range).
Boundary Savings for one interim analysis For information and sample size scales, the percentages are standardized to the protocol-specified maximum information and sample size, respectively. For the calendar duration scale, the maximum duration was obtained based on the time of the final analysis; for trials that finished with less than 90% of information, the maximum duration was obtained using linear extrapolation of the observed calendar versus information pattern. same time, the first two types of stopping reduce the study patient exposure to potentially toxic and ineffective therapy. It should be noted, however, that all three types of early stopping involve study data release and thus could benefit patients outside the trial. Investigational agents are often being evaluated simultaneously in multiple clinical trials; therefore, early access to negative study results may benefit patients treated with the investigational treatment on other trials. More importantly, when the trial experimental treatment is an intervention no longer considered investigational in the community and thus already more widely used (e.g. radiation dose or delivery modes or combinations of radiation and approved drugs), early futility stopping provides benefit by sparing toxicity for a potentially large number of patients. For example, among the 22 RTOG studies that had early stopping recommended by at least one of the rules, about 10 trials had experimental arms that were already in use in the community during the time the study was conducted. In most cases, the experimental arms on those studies either contained an additional therapy element or were potentially more toxic than the corresponding control arms: early release of the data from these studies would have been beneficial for the patients treated in the community. The type of stopping that could be expected in a given setting depends on the projected accrual and event patterns: in poor prognosis settings (e.g. metastatic disease with median overall survival in the 1 to 2year range), the possibility of stopping the trial before completion of accrual is higher than in good prognosis settings (e.g. adjuvant trials with median overall survival of 10 + years). Therefore, interim monitoring rules are often designed to correspond to the type of stopping that is likely to occur and the proportion of information that is expected to be available at that time. For example, if at the time the study is projected to complete accrual the fraction of the total designspecified statistical information is expected to be low (e.g. \25%), then the investigators may want to ensure that a harm look is performed no later than when a certain fraction of the total accrual is reached (e.g. 80%) to ensure that if a strong negative trend is observed then accrual could be stopped. Regardless of whether the monitoring guidelines are specified in this way, the Data and Safety Monitoring Boards often consider whether patients in the study or in the community are being treated with the experimental therapy in making their recommendations.
A key purpose of futility monitoring is to allow stopping the study when sufficiently convincing evidence for lack of benefit of the experimental arm becomes available. Therefore, futility approaches that have aggressive stopping boundaries (especially later in the study), such as the 30% conditional power rule, should be used with caution as they may compromise the study ability to address its scientific goal by stopping the study early with equivocal results. For example, in the published analysis with full information, trial 8 (RTOG 9704) evaluating the addition of gemcitabine to chemoradiation in the treatment of resected pancreatic cancer demonstrated a 9% increase (31% vs 22%) in 3-year overall survival rates (results that some considered promising). If the 30% conditional power boundary had been used in the trial, it would have recommended closing the study for futility at 80% of information (10% conditional power guideline recommended closing at 90%). This aggressiveness of the conditional powerbased boundaries can be particularly pronounced in clinical trials underpowered for moderate but still potentially clinically meaningful treatment effects: RTOG 9704 was designed to detect an increase in median overall survival from 18 to 27 months (hazard ratio = 0.67); in the published analysis, the observed median overall survival increase was from 16.9 to 20.5 months (estimated hazard ratio = 0.82), a moderate but still potentially clinically relevant difference.
In clinical settings with crossing hazards (e.g. where there is a possibility for the treatment effect to be delayed or for an aggressive treatment strategy to do worse initially), more conservative interim rules requiring longer follow-up may be needed. For example, in trial 11 (RTOG 9802) which evaluated the addition of chemotherapy to radiation therapy in brain cancer, the overall survival curves crossed with the experimental arm having better long-term survival but doing worse than the control arm in the first 2 years (Figure 2 ). If this trial evaluating an aggressive/toxic treatment strategy were using any of the typical futility rules, then due to the early transient negative trend, all of the rules would have recommended stopping: most at or before 50% (e.g. at 40% of information (linear inefficacy boundary and testing alternative hypothesis) and at 50% information (30% conditional power and repeated confidence intervals)). However, at the scheduled final analysis, an important improvement in the long-term overall survival was observed. After two additional years of follow-up, the initial results were confirmed with practice-changing improvement in the long-term overall survival. 71 It has been pointed out 11, 15 that the repeated confidence interval and 10% conditional power rules are excessively conservative at the beginning of the trial (e.g. at 25% of information the 10% conditional power rule requires Z-value of 3.18 in favor of the control arm for a 90% power trial). This can compromise the rule's ability to stop a study evaluating a harmful therapy in a timely fashion. An example of a situation where these rules could have been problematic is trial 39 (NCCTG 914652) which stopped early for slow accrual and ultimately reported a better survival on the control arm. Both the repeated confidence interval and 10% conditional power rules would have recommended stopping the study at 60% information. In contrast, the other three rules would have recommended stopping at 25% information.
Our results illustrate that inefficacy/futility rules like the linear inefficacy boundary and 30% conditional power rules with three or more interim analyses will minimize the number of exposed patients and the duration of the study. However, given the aggressive nature of the 30% conditional power rule, it is not recommended. In addition, using only one interim futility analysis could lead to a delay in dissemination of important clinical evidence and exposure of patient to ineffective therapies on and outside the trial. 72 The improvement from switching from three to a more frequent four to seven analyses plan is relatively modest. However, we argue for a more frequent analysis schedule (when feasible), as this incurs little statistical disadvantage 73 and the increased patient protection is worth the marginal logistical burden associated with the additional analyses. One limitation to our study is that retrospective analysis of interim data based on a post-study dataset may not accurately reflect the data at each interim analysis during the study.
In summary, the choice of the futility rule should depend on the data required to provide the clinical community with appropriately convincing evidence that the experimental treatment should not be used. For trials evaluating new potentially toxic treatments or trials where the experimental arm does not include the current standard of care, we recommend using linear inefficacy boundary rules with Schedule 3. In settings where stronger evidence for lack of activity is required, for example, when treatments being compared are routinely used in the community or when there is potential for delayed treatment effect, 74 more conservative inefficacy/futility rules potentially requiring minimally mature data may be required.
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This project was supported by RTOG grant U10 CA21661, CCOP grant U10 CA37422, NRG Oncology SDMC grant U10 CA180822, and NRG Oncology grant U10 CA180868 from the National Cancer Institute (NCI). This study was supported by CALGB grants CA 155296 and U10 CA33601 and United States Army Medical Research W81XWH-15-1-0467. This study was also supported, in part, by grants from the National Cancer Institute to the North Central Cancer Treatment Group (CA25224 procedure, linear inefficacy boundary, 10 is defined as follows: first, at 25% of the total information, a harm look is conducted. This look is designed to allow stopping if the very early results demonstrate that the experimental arm is inferior to the control: stopping for harm recommended if the lower 95% confidence bound for the hazard ratio is above 1. After the harm look, the inefficacy monitoring starts at information time t 0 = (C 0:975 =(C 1Àa + C 1Àb )) corresponding to the earliest information time at whichû.1 would imply that the two-sided 95% confidence interval for log u would exclude the design alternative log u A : this means that after t 0 , observing a hazard ratio that favors the control arm is inconsistent with the targeted benefit. (Note that t 0 is between 40% and 50% of the total information for a typical phase III trial.) Starting at t 0 the linear inefficacy boundary is constructed to have stopping cutoff (on the log u scale) satisfy the following two conditions:
(1) the observed hazard ratio is inconsistent with the design alternative logu A and (2) the observed hazard ratio does not exceed 20% of the targeted benefit log u A (this condition is needed to prevent stopping for inefficacy when the experimental arm is doing moderately better). 10 For the information time t in the interval [t 0 , 1], the stopping cutoff for the linear inefficacy boundary is 0:20 3 log u A C 1Àa + C 1Àb À Á 2 t À C 2 0:975
For each of the rules above, three interim analysis schedules were considered. Schedule 1 had one interim analysis at t = 50% information. Schedule 2 had the first interim analysis at t = 25%, followed by two equally spaced interim analyses starting at t 0 (where t 0 was determined using the formula above and the studyspecified a and b). Schedule 3 had the first interim analysis at t = 25%, followed by interim analyses at 10% information increments starting at t 0 (where t 0 was determined using the formula above and the studyspecified a and b).
