Abstract-Virtualization platform solutions throughout the IT infrastructure are one important type of Green IT services in cloud data center. The Hadoop clusters composed of on-demand virtual infrastructure are used as an effective implementation of MapReduce for developing data intensive applications in cloud computing. Deploying Hadoop clusters on large numbers of data center virtual machines (VMs) can significantly increase its productivity and reduce both energy and resource consumption. However, the interference between the VMs is complicated and changing with the growth of data size. On the other hand, it would also decrease the performance of Map and Reduce tasks while using Hadoop clusters on virtual machines. In this paper, a Comprehensive Performance Rating (CPR) scheme is presented to probe the root causes of these problems, and solutions for VMs interference are introduced using data locality and excessive configuration parameters. Unlike previous solutions by customizing Hadoop native job scheduler, the proposed CPR scheme uses Hadoop configuration metrics revealed through Principal Component Analysis (PCA) method to guide the performance tuning work. The experimental data is resulted on a 20-node virtual cluster demonstration. The proposed CPR scheme performance is close to the measured execution time in different data size, cluster size and map tasks ratio.
I. INTRODUCTION
Cloud computing is currently a widely-known technology that is used as a service on demand. Cloud computing can combine with virtualization technology to create a Green computing infrastructure with high scalability, high energy efficiency and low resource consumption. It has changed the current trends in computer technology. The National Institute of Standards and Technology's (NIST) [1] has divided the taxonomies in cloud computing that characterizes several important aspects of cloud computing service and deployment models as shown in Table I .
PaaS is a service model that mainly focuses on flexibly providing consumers with its underlying cloud infrastructure, which includes network, servers, operating systems, and storage that control over the deployed applications. Hadoop is the open source that that plays an important role in constructing the cloud infrastructure. The reason behind this is Google use it as a key source in its MapReduce programming model. It is originally developed by Yahoo [2] for a reliable, scalable and well distributed parallel processing for big data sets across multiple hosts. The Hadoop core framework consists of a shared file system (HDFS), a set of distributed processing and an implementation of the MapReduce programming model. It is designed mainly focusing on running large files of data, therefore when encountering huge number of small files; it would run out of the system memory resources. Methods are investigated to improve the problem as listed in Table II [3]- [7] . In this paper, research is proposed to ameliorate the problem as well. Server virtualization is a key technology in IaaS service model and is usually used as an idle computer resource available in physical servers, and number of virtual machines (VMs) is running on it without the users hardly experiencing performance reduction. Recently, its services have been expanded to improve the performance issues with distributed platforms. Hadoop is introduced as one of the most important cloud computing frameworks. performance of Hadoop cloud computing platform is complicated and not well documented. In this paper, the research is focused on the performance factors and model of HDFS and MapReduce on Hadoop. The following of this paper is organized: Section II is an overview of the Hadoop distribution file system (HDFS) and a brief introduction to the MapReduce programming model. The proposed Comprehensive Performance Rating (CPR) scheme is described in Section III. Section IV is the discussion on the experimental setup and results. In Section V, future research directions are concluded.
II. RELATED WORK

A. Hadoop Distributed File System (HDFS)
Hadoop is a project develops open-source software for reliable, scalable, distributed computing. It consists four module: 1) MapReduce, a system for parallel processing of large data sets; 2) HDFS, a distributed file system that provides high throughput access to application data; 3) YARN, a framework for job scheduling and cluster resource management; 4) Common, the common utilities that support the other Hadoop modules.
This paper is using the CPR (Comprehensive Performance Rating) method to create an extension of YARN to configure MapReduce and HDFS. The Hadoop Distributed File System (HDFS), an Apache Hadoop subproject, is a highly fault-tolerant distributed file system designed to provide high throughput access to application data and is suitable for applications with extremely large data files (Petabytes and up) on a distributed network of computers. Architecture of HDFS [8] is shown as Fig. 1 . A HDFS cluster consists two kinds of nodes: (a) a single NameNode that works on master server and maintain the metadata structure of HDFS namespace includes opening, saving, retrieving, closing and renaming files and directories. It determines the mapping between files and blocks to DataNodes, and (b) a number of DataNodes manage storage attached to the nodes. The DataNodes serve read and write requests from the HDFS clients. Data file is split into one or more blocks, and these blocks are stored in a set of different DataNodes. The DataNodes also perform block creation, deletion, and replication upon instruction cooperating with the NameNode.
There are four operation of typical jobs involving HDFS: 1) client send a read comment to the NameNode, the NameNode then send back metadata to the client in order to confirm the process; 2) NameNode send metadata to the DataNodes; 3) DataNodes read and write the metadata ; 4) requested data is sent back from the DataNodes to the client via network. The critical factors in the process need to be probed and adjusted in order to improve the total performance in cloud computing.
B. MapReduce Framework
MapReduce was developed by Google as a new framework for processing large data sets. The original MapReduce software framework is not publicly available, but several open-source alternatives such as Hadoop MapReduce do exist and is available for the public to use. The Hadoop MapReduce is the parallel computation mechanism that is used to realize the transparency about the complexity of parallelization, data distribution, fault-tolerance, and load balancing to developers, which can be used to focus on developing the actual algorithm. Data locality of Map/Copy/Sort/Reduce function is the one of critical factors in MapReduce processing, such as distance between storage and compute nodes that is across networks, racks or nodes. For Map executing phase, the node executing the Map tasks should be close to the node that stores the input data (preferably local to the same node). For Sort phase, it is required to move the intermediate data generated by the Map tasks to the Reduce tasks as their input. For Reduce phase, the node executing Reduce tasks should be close to the Map tasks nodes which generate the intermediate file used as Reduce tasks input. The data locality issues can cause a massive network traffic, imposing a serious constraint on the efficiency of big data applications in cloud computing.
III. COMPREHENSIVE PERFORMANCE RATING (CPR) SCHEME
CPR system is described from three different views: architecture, metrics and model.
A. CPR Architecture
The proposed Comprehensive Performance Rating (CPR) system is designed to work in virtual clusters in MapReduce framework. Fig. 3 is shown to illustrate the architecture of cloud computing system. The architecture consists of two main modules: Performance Tuning Advisor (PTA) and Joint Performance Analyzer (JPA). 
B. CPR Metrics and Hadoop Configuration Items
There are three categories of metric in CPR: The performance of virtual machine, HDFS and MapReduce metrics. The first category, critical virtual machine performance metrics are listed in Table III , which include CPU, memory, I/O, response time, and network. The second category, HDFS performance metrics describe the access characteristics of distributed file system. The category includes NameNode, DataNode, file, memory, block, time, metadata, and network in HDFS. The symbols and expressions are as listed in Table IV.   TABLE IV: HDFS PERFORMANCE MODEL PARAMETERS [ The last category, MapReduce performance metrics are about transforming problems into parts of Map and Reduce, which includes job, time, simultaneously number, throughput, network bandwidth, I/O, buffer and rack. The symbols and expressions are listed in Table V. C. CPR models CPR model describes the behaviors and characteristics of CPR system, which includes NameNode model, HDFS model and MapReduce model .In NameNode model, the consumed memory of NameNode when accessing a file from HDFS as mentioned in [11] for ease of capturing the performance workload of HDFS is expressed as formula (1).
In formula (1), when client is sending a request of file to Hadoop system, an access command is sent to NameNode. The metadata of the requested file is retrieved from the memory and sent back to the client. Access command is sent from the client to a corresponding DataNode. The data blocks of the files are fetched by the DataNode, the blocks are then sent to the client afterward. The process time required for reading an access file from HDFS is derived as formula (2) . The sub-model that represents the performance of a MapReduce Job includes the execution time from Map time (T m ), Copy time (T c ), Sort time (T s ) and Reduce time (T r ) described in [12] in formula (3) to (6) respectively. 
IV. CPR SYSTEM EXPERIMENTAL AND COMPARISONS RESULTS
A. Experiment Setup
Virtual Hadoop cluster was set up in this research, consisting of twenty homogeneous nodes with hardware and software specified in Table VI . A virtual machine was setup to be a master node, served as both Namenode and JobTracker. The other 19 VMs were setup to be slave nodes, acted as both DataNode and TaskTracker, Considering the hardware resource, TestDFSIO and WordCount benchmark tool with different test data size and cluster size on Hadoop cluster were executed. The following experiments are carried out on each dataset: 3) Run WordCount benchmark whose numbers of Map task are 2, 4 and 6, respectively.
B. Results Discussion
The first experiment were designed to compare the execution time with different cluster size with 5,10 and 20 nodes using the TestDFSIO read test. The result is shown in Fig. 4 and it is worthwhile to note, due to the computing capacity bottleneck, the work time is almost identical in 20-nodes and 10-nodes cluster. Due to parallel processing, the sum of map and reduce task was greater than the total job time. The greater the difference, the higher the parallelism and the higher the performance. In Fig. 5 , the experiment results show that the ratio of Map task execution time to total job execution time was high under different cluster sizes, which means Map tasks occupy most of the total job execution time, therefore increasing the parallel processing in Map task is more efficient than increasing the parallel processing in Reduce task. The next experiment is designed to test the execution time within different task numbers, which determines the tasks that could be executed concurrently during the Map phase. By default, each Map task processes corresponding to one split input, therefore more parallel Map is brought from the increasing of independent input splits. Result is shown in Fig.  6 , both the estimation and resulted execution time were deceased with the number of Map tasks increasing.
V. CONCLUSION AND FUTURE WORK
and evaluating scheme to explore the problems, causes and solutions of VMs interference with data locality and excessive configuration parameters comprehensively. The proposed CPR scheme is based on the integrated performance model and the joint performance evaluator is guided by a performance tuning advisor to effectively process the performance tuning work.
The experimental results demonstrated the performance of proposed scheme and compared the measured execution time with estimated execution time of proposed scheme. A possible extension of our work could be automatic adjustment of principle Hadoop configuration metrics for optimizing workloads composed of MapReduce job in the cloud computing.
