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The study takes advantage of the possibility to use com-
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Abstract
Longitudinal surveys are increasingly used to collect event history data on per-
son-specific processes such as transitions between labour market states. Survey-
based event history data pose a number of challenges for statistical analysis. 
These challenges include survey errors due to sampling, non-response, attrition 
and measurement.
This study deals with non-response, attrition and measurement errors in event 
history data and the bias caused by them in event history analysis. The study 
also discusses some choices faced by a researcher using longitudinal survey data 
for event history analysis and demonstrates their effects. These choices include, 
whether a design-based or a model-based approach is taken, which subset of data 
to use and, if a design-based approach is taken, which weights to use. 
The study takes advantage of the possibility to use combined longitudinal 
survey register data. The Finnish subset of European Community Household 
Panel (FI ECHP) survey for waves 1–5 were linked at person-level with longitu-
dinal register data. Unemployment spells were used as study variables of interest. 
Lastly, a simulation study was conducted in order to assess the statistical 
properties of the Inverse Probability of Censoring Weighting (IPCW) method in 
a survey data context.
The study shows how combined longitudinal survey register data can be used 
to analyse and compare the non-response and attrition processes, test the miss-
ingness mechanism type and estimate the size of bias due to non-response and 
attrition. In our empirical analysis, initial non-response turned out to be a more 
important source of bias than attrition. Reported unemployment spells were sub-
ject to seam effects, omissions, and, to a lesser extent, overreporting. The use of 
proxy interviews tended to cause spell omissions. An often-ignored phenomenon, 
classification error in reported spell outcomes, was also found in the data. Nei-
ther the Missing At Random (MAR) assumption about non-response and attri-
tion mechanisms, nor the classical assumptions about measurement errors, turned 
out to be valid. Both measurement errors in spell durations and spell outcomes 
were found to cause bias in estimates from event history models. Low measure-
ment accuracy affected the estimates of baseline hazard most. The design-based 
estimates based on data from respondents to all waves of interest and weighted 
by the last wave weights displayed the largest bias. Using all the available data, 
including the spells by attriters until the time of attrition, helped to reduce attri-
tion bias. Lastly, the simulation study showed that the IPCW correction to design 
weights reduces bias due to dependent censoring in design-based Kaplan-Meier 
and Cox proportional hazard model estimators.
The study discusses implications of the results for survey organisations col-
lecting event history data, researchers using surveys for event history analysis, and 
researchers who develop methods to correct for non-sampling biases in event 
history data.
Key words: longitudinal surveys, survey errors, event history analysis
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Tiivistelmä
Pitkittäisillä surveytutkimuksilla kerätään yhä useammin yksilöitä koskevia tapah-
tumahistoriatietoja, kuten esimerkiksi tietoja siirtymistä eri työmarkkinatilojen 
välillä. Tällaisten tietojen tilastollisessa analyysissa tulee ottaa huomioon survey-
tutkimuksen virhelähteet, joita ovat muun muassa otannasta, kadosta ja attriti-
osta sekä mittaamisesta johtuvat virheet.
Tässä tutkimuksessa tarkastellaan kadosta, attritiosta ja mittaamisesta johtu-
via virheitä surveyaineistoon perustuvissa tapahtumahistoriatiedoissa sekä nii-
den aiheuttamaa harhaa tapahtumahistoria-analyysissa. Tutkimus käsittelee sur-
veyaineistoon perustuvien tapahtumahistoriatietojen tilastollisessa analyysissa 
vastaantulevia valintoja ja niiden vaikutusta tuloksiin. Tällaisia valintoja ovat: 
valitaanko asetelma- vai malliperusteinen lähestymistapa; mitä osaa aineistosta 
hyödynnetään sekä valittaessa asetelmaperusteinen lähestymistapa, mitä paino-
ja käytetään.  
Tutkimuksessa hyödynnetään yhdistettyä pitkittäistä survey-rekisteriaineistoa. 
Eurooppalaisen elinolotutkimuksen (ECHP, European Community Household 
Panel) Suomea koskeva, tutkimuskerrat 1–5 kattava aineisto yhdistettiin henki-
lötasolla rekisteripaneeliaineistoon. Tutkimusmuuttujina olivat työttömyysjak-
sojen kestot.
Tutkimuksessa tarkastellaan lisäksi simulointimenetelmin käänteisen sensu-
rointitodennäköisyyden painotusmenetelmän (IPCW, Inverse Probability of Cen-
soring Weighting method) tilastollisia ominaisuuksia surveyaineistoon perustu-
vassa elinaika-analyysissa. 
Tutkimuksessa näytettiin, kuinka yhdistettyä pitkittäistä survey-rekisteriai-
neistoa voidaan hyödyntää kadon ja attrition analysoinnissa, puuttuneisuuden 
mekanismin testaamisessa sekä kadosta ja attritiosta johtuvan harhan estimoin-
nissa. Ensimmäisen tutkimuskerran kato osoittautui tutkimuksen empiirisissä 
analyyseissa attritiota merkittävämmäksi harhan lähteeksi. Surveyvastauksiin pe-
rustuvissa työttömyysjaksoissa esiintyi jaksojen alkujen ja loppujen kasautumista 
viiteajankohtien ääripäihin, jaksojen raportoimatta jättämistä ja jossain määrin 
myös yliraportointia. Raportoimatta jättämisen todennäköisyys oli yhteydessä si-
jaisvastaajan käyttöön. Työttömyysjaksojen päättymissyissä esiintyi luokitteluvir-
heitä. Empiiristen analyysien perusteella klassiset oletukset mittausvirheistä tai 
oletukset puuttuneisuuden  satunnaisuudesta (MAR, Missing At Random) eivät 
pitäneet paikkaansa.  Sekä työttömyysjaksojen kestoon että päättymissyihin liit-
tyvät mittausvirheet aiheuttivat harhaa tapahtumahistoria-analyysin tuloksiin. 
Työttömyysjaksojen alhainen mittaustarkkuus aiheutti eniten harhaa perusha-
sardifunktion estimointiin. Empiiristen analyysien perusteella harhaisimpia oli-
vat kaikkiin tutkimusaaltoihin vastanneiden henkilöiden osa-aineistoon perustu-
vat, viimeisen tutkimusaallon painoilla painotetut asetelmaperusteiset estimaatit. 
Aineiston laajentaminen kattamaan kaikki vähintään ensimmäiseen tutkimus-
aaltoon vastanneet henkilöt pienensi harhaa.  Simulointitutkimuksen tulosten 
perusteella asetelmapainojen IPCW-korjaus pienentää asetelmaperusteisten Kap-
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lan-Meier- ja Coxin verrannollisten hasardien mallin kovariaattivaikutusten esti-
maattorien informatiivisesta sensuroinnista aiheutuvaa harhaa.
Tutkimuksen tulosten merkitystä arvioidaan tapahtumahistoriatietoa survey-
tutkimuksilla keräävien organisaatioiden ja tietoja käyttävien tutkijoiden sekä 
menetelmäkehittäjien näkökulmasta.
Avainsanat: Pitkittäiset surveytutkimukset, surveytutkimuksen virhelähteet, 
tapahtumahistoria-analyysi
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Sammanfattning
Longitudinella surveyundersökningar används mer och mer för att samla in hän-
delsehistorik för individer, såsom t.ex. uppgifter om förändringar i arbetsmark-
nadsstatus. Vid statistisk analys av sådana uppgifter bör man beakta felkällorna i 
surveyundersökningar, dvs. fel som beror på användningen av urval,  förekomsten 
av bortfall och attrition samt dålig mätprecision.
I denna undersökning granskas förekomsten av fel i händelsehistorikdata som 
beror på bortfall, attrition och mätfel samt den bias som orsakas av dessa i ana-
lysen av datat. I undersökningen analyseras vilka val man ställs inför vid statistisk 
analys av survey-baserat händelsehistorikdata  och vilken inverkan olika lösningar 
har på resultaten. Bland de frågor som forskaren ställs inför kan nämnas huruvida 
man ska välja ett designbaserat eller ett modellbaserat betraktelsesätt, vilken del 
av materialet som skall användas samt, vid val av ett designbaserat betraktelse-
sätt, vilka vikter som skall användas. 
I undersökningen utnyttjas ett kombinerat longitudinellt survey-registermate-
rial. Det finländska materialet i den europeiska undersökningen om levnadsför-
hållanden (ECHP, European Community Household Panel) i omgångarna 1–5 
kombinerades på individnivå med longitudinellt registermaterial. Undersöknings-
variabler var längden på arbetslöshetsperioderna.
I undersökningen granskas även effekterna  av att utnyttja vikter som bygger 
på censureringssannolikheterna i olika faser av datainsamlingsperioden (IPCW, 
Inverse Probability of Censoring Weighting).
I undersökningen visas hur ett kombinerat longitudinellt survey-registerma-
terial kan utnyttjas vid analys av bortfall och attrition, testning av olika antagan-
den om typen av bortfall samt estimering av bias på grund av bortfall och attri-
tion. Empirisk analys visade att bortfallet vid första undersökningsomgången var 
en mer betydande källa till bias än attritionen. Respondenternas svar angående 
början och slutet på arbetslöshetsperioder tenderade att i viss mån koncentera 
sig till början och slutet  av referensperioderna. Vissa perioder rapporterades inte 
alls, men å andra sidan noterades  även  överrapportering i någon mån. Sanno-
likheten för att en period blev orapporterad  var större när man intervjuade en 
annan person istället för intervjupersonen. Klassificeringsfel förekom ifråga om 
orsakerna till avslutade arbetslöshetsperioder. Varken de klassiska antagandena 
om mätningsfelens egenskaper eller bortfallets slumpmässighet  (MAR, Missing 
At Random) visade sig vara valida. Mätningsfelen i såväl  längden av arbetslös-
hetsperioderna som orsakerna till att de tog slut gav upphov till bias i analysre-
sultaten. Den låga precisionen i mätningen  arbetslöshetsperiodernas längd orsa-
kade särskilt mycket  bias vid estimeringen  av baslinjehasarden. Designbaserade 
estimat baserade på det delmaterial som omfattade endast de personer som be-
svarat alla undersökningsomgångar och viktade med den sista undersökningsom-
gångens vikter uppvisade mest bias. En utvidgning av materialet till att omfatta 
alla personer som besvarat minst den första undersökningsomgången minskade 
biasen. På basis av resultaten från simuleringsundersökningen minskar en IPCW-
korrigering av designvikterna den bias som orsakas av informativ censurering vid 
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design-baserad estimering av parametrarna  i  Kaplan-Meiers modell och i Cox 
proportionella hasardmodell.
I undersökningen redogörs även  för hur organisationer som  samlar in survey-
baserat händelsehistorikdata,  forskare som utnyttjar uppgifterna och  metodut-
vecklare kan dra nytta av resultaten i denna studie.
Nyckelord: longitudinella surveyundersökningar, felkällorna i surveyunder- 
sökningar, analys av händelseförlopp
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1 Introduction
Longitudinal surveys are increasingly used to collect event history data on person-
specific processes such as transitions between labour market states. Event history 
data collected by longitudinal surveys pose a number of challenges for statistical 
analysis. These challenges include, survey errors due to sampling, non-response, 
attrition and measurement.
Survey errors are problematic because they diminish the accuracy of esti-
mates. The concept of total survey error [5] provides a theoretical framework 
for survey errors. For empirical analysis of errors in survey data, combined survey 
register data are considered  a valuable tool [6, 7]. However, combining survey 
data with register data may be time-consuming and costly. Also, legal and ethical 
problems may be involved. Therefore, only few studies use this method to assess 
errors in event history data.
This study takes advantage of the possibility to use combined longitudinal sur-
vey register data. Finnish subset of  European Community Household Panel (FI 
ECHP) data for waves 1–5 were linked at person-level with longitudinal register 
data. Unemployment spells were used as study variables of interest. 
The study deals with non-response and measurement errors and the bias 
caused by them. The study shows how longitudinal combined survey register 
data can be used to conduct an analysis of non-response and attrition in longitu-
dinal survey data. The study makes a contribution to the pool of evidence on the 
existence, determinants and effects of non-response, attrition and measurement 
errors in event history data based on longitudinal surveys. The study also assesses 
statistical properties of the Inverse Probability of Censoring Weighting (IPCW) 
method in design-based survival analysis in the presence of dependent censoring. 
A researcher using longitudinal survey data for event history analysis has to 
make several choices that affect the results of the analysis. These choices include 
the following: whether a design-based or a model-based approach is taken, which 
subset of data to use and, if a design-based approach is taken, which weights to 
use. These choices are discussed in [8, 9, 10]. However, the effect of these choices 
in event history analysis have not been assessed yet with combined survey reg-
ister data. This study makes a contribution by providing empirical evidence on 
the effect of these choices. 
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2 Background
2.1 Examples of longitudinal surveys
The first longitudinal social surveys were launched during the late 1960’s and 
early 1980’s in the UK, USA and Germany. Canada launched a number of pan-
el surveys in the early 1990’s. The first EU level household panel was launched 
in 1994. During the 2000’s, new panel surveys have been launched in Australia 
(2001), New Zealand (2002) and South Africa (2008) [11]. 
The Panel Study of Income Dynamics (PSID, www.psidonline.isr.umich.edu) 
run by the University of Michigan is the pioneer of household panel surveys. 
Launched in 1968 and still running, it is the longest running household panel 
survey in the world. Its original focus was on income and poverty dynamics but 
its study topics have been extended to cover areas such as labour force and resi-
dential dynamics. 
Survey of Income and Program Participation (SIPP,  www.census.gov/sipp) run 
by the US Census Bureau since 1984 is another long-running panel survey in 
the USA. It has a rotating design with panels ranging from 2.5 to 4 years. It was 
mainly designed to measure the effectiveness and future costs of government 
transfer programs such as the food stamps program. 
German Socio-Economic Panel (SOEP,  www.diw.de/en/soep) launched in 
1984 and run by the German Institute for Economic research is the European 
pioneer of household panel surveys. A special feature of SOEP is that it follows 
all persons ever interviewed, regardless of their relationship to the original sam-
ple persons [12].
The British Household Panel Survey (BHPS, www.iser.essex.ac.uk/bhps) was 
run by the Institute for Social and Economic Research during 1991–2008, with 
18 yearly data collection waves. The BHPS sample was incorporated in 2010 
in the second round of a new household panel survey, Understanding Society 
(http://www.understandingsociety.org.uk).  
In the early 1990's, Statistics Canada launched several longitudinal surveys, 
including the Survey of Labour and Income Dynamics (SLID, see www.statcan.
gc.ca/imdb-bmdi/3889-eng.htm). SLID is a rotating panel survey with new six-
year panels beginning every three years [8]. One of the main aims of SLID is to 
support analyses of income mobility and labour market dynamics. 
An ambitious multicountry panel survey, the European Community Household 
Panel (ECHP, epp.eurostat.ec.europa.eu/portal/page/portal/microdata/echp), 
was launched in 1994. The key features of ECHP are its comparability across 
countries, achieved by input-harmonisation, as well as the wide range of topics 
covered. The ECHP was carried out by national data collection units, mostly na-
tional statistical institutes, with the Statistical Office of the European Commu-
nities (Eurostat) providing centralised support and coordination [13]. Finland 
started compiling ECHP data in 1996, a year after becoming a member of the 
EU. The ECHP was designed for the analysis of individual change over time and 
in this respect, it can be claimed to be the first real Finnish longitudinal social 
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survey. The panel was run until 2001, resulting in 6 annual waves. The Finnish 
ECHP survey is described in [14].
The European Union Statistics on Income and Living Conditions (EU-SILC, 
epp.eurostat.ec.europa.eu/portal/page/portal/microdata/eu_ silc) was launched 
in 2003. Like ECHP, it is a multicountry household panel survey designed and 
coordinated by Eurostat. The design is however output harmonised, giving na-
tional data collection units more freedom with respect to implementing the 
survey. Most EU-SILC countries implement a rotating panel design with a new 
four-year panel beginning each year, reflecting the fact that cross-sectional esti-
mates are considered as of primary importance. EU-SILC has been compiled in 
Finland since 2003. Finland has recently adopted the recommended 4-year ro-
tating panel design.
The Millennium Cohort Study (MCS, www.cls.ioe.ac.uk) run by the Centre 
for Longitudinal Studies  is the most recent of UK's four ongoing national lon-
gitudinal birth cohort studies. The study has been tracking the Millennium chil-
dren born in UK through their early childhood years and plans to follow them 
into adulthood. 
2.2 Collection of event history data  
 by longitudinal surveys
Many longitudinal surveys collect event history data related to person-specific 
processes such as fertility, income and labour market dynamics. Event history 
data consists of information about durations of spells in a state of interest (such 
as poverty, unemployment, having no children), the outcome of the spell (tran-
sition to non-poverty, to employment or out of labour force, birth of first child), 
as well as a set of covariates explaining the durations and outcomes. Event histo-
ry data can be collected retrospectively by using either a multi-state or an event 
occurrence framework [15]. In the multi-state framework the time period of in-
terest is split into shorter time intervals and for each interval, the state occupied 
by the person  is determined. The event occurrence framework asks for dates of 
specific events such as transitions between the states of interest.
PSID uses an event occurrence framework to collect information on resi-
dence and labour force status histories. The timing of transitions between differ-
ent states are recorded at the accuracy of one third of a month. These data are 
converted into month level information in the public release dataset. [16]. SLID 
uses the event occurrence framework for information on job and jobless spells 
during the year preceding the interview. SIPP collects information about spells 
on food stamps program and spells without health insurance by using a multi-
state framework where the 4-month reference period is split into time intervals 
of one month. EU-SILC uses a multi-state framework very similar to that used 
in ECHP to collect month-level labour market state information for the year 
preceding the interview.
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2.3 Errors in longitudinal surveys 
A major objective in the design of any survey is to maximise the accuracy of key 
estimates, given cost and time constraints [17]. The concept of total survey error 
[5] provides a theoretical framework for assessing accuracy of survey estimates. 
The following discussion on total survey error bases on [17]. Total survey error 
refers to the accumulation of all errors that may arise in the design, collection, 
processing and analysis of data. Survey errors are problematic because they di-
minish the accuracy of estimates. The objective of maximising accuracy is equiv-
alent to minimising total survey error.
Total survey errors can be decomposed into sampling errors and non-sam-
pling errors. Sampling errors arise because a survey measures only a subset of 
the population of interest. Even if the total population was measured, the esti-
mates would contain errors due to survey non-response and deficiencies in the 
specification of survey questions, frame, measurement or data processing. These 
errors are called non-sampling errors. Non-sampling errors can be viewed as mis-
takes or unintentional errors that can be made at any stage of the survey process 
whereas sampling errors are intentional in the sense that their magnitude can be 
controlled [18]. Each of the error sources may contribute a variable error, a sys-
tematic error, or both. Variable errors are reflected in the variance and systematic 
errors in the bias of an estimate.
Total survey error is usually measured in terms of mean squared error (MSE). 
Each estimate has a corresponding MSE reflecting the effects of all error sourc-
es [18]. The mean squared error of an estimate βˆ  is defined as the expected 
squared difference between the estimate and the value of the target parameter 
β , the expectation being taken over all possible realisations of the survey process:
2ˆ ˆMSE( ) E( ) .β β β= −
Mean squared error can be decomposed into squared bias and variance:
22 2ˆ ˆ ˆ ˆ ˆ ˆMSE( ) E( ) E ( E( )) ( ) ( ).Bias Varβ β β β β β β= − + − = +        
Both the bias and the variance components can be further decomposed ac-
cording to the error source. Biemer and Lyberg [18] use the following decompo-
sition reflecting the most important sources of bias and variance:
 
 
2
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ˆ ˆ ˆ( ) ( ) ( ),
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Bias Bias Bias Bias Bias
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+ + +
  
 
the subscripts spec, nr, fr, meas, dp and samp referring to errors due to specifica-
tion, non-response, frame, measurement, data processing and sampling. 
Estimation of MSE is a complex and costly process. Therefore, usually only a 
few of the most important components are estimated [18]. This study deals with 
non-response and measurements errors and the bias caused by them. 
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2.3.1 Non-response errors
A non-response error is caused by unsuccessful attempts to obtain the desired 
information from eligible units. The failure to obtain any information at all from 
an eligible unit results in unit non-response whereas item non-response refers to 
a situation where a responding unit fails to answer some questions. Our focus is 
on unit non-response. Hereafter, unit non-response is called simply non-response.
In longitudinal surveys, non-response may occur in three different patterns. To-
tal non-respondents  provide data for none of the survey waves. Attrition non-respon-
dents drop permanently out of the survey at some wave after the first, while tem-
porary non-respondents return to the survey after missing one or more waves [19]. 
Non-response errors in event history data are manifested in three different 
ways: due to total non-response, attrition and temporary non-response, spells may 
not be observed at all. Attrition and temporary non-response may cause right-cen-
soring of spells. In this case the follow-up ends before the end of the spell, leaving 
the ending date of the spell and its outcome unknown.  Temporary non-response 
may also cause left-truncation of spells. A spell is left-truncated if it has begun be-
fore the start of the follow-up period. Longitudinal surveys usually follow indi-
viduals over a fixed follow-up time with pre-specified start and end dates. Right-
censoring and left-truncation may also occur because of the fixed follow-up time, 
a reason not related to non-response.
Figure 1 demonstrates the different non-response errors in event history data 
created by the different non-response patterns. The follow-up time is the time pe-
riod [0,3]. Interviews are conducted at time points t=1, t=2 and t=3. At the time 
t interview, information about spells and covariates are collected for the time pe-
riod (t–1,t]. Person a responds in all three interviews. He has three spells, the first 
being left-truncated by the start of the follow-up period and the third being right-
censored by the end of follow-up period. His second spell is completely observed. 
The spells by person b are not observed due to total non-response. Person c attrits 
at wave 2 and therefore, only his first spell, the spell ongoing during (0,1] is ob-
served. The spell is right-censored due to attrition at time t=1. His second spell is 
t = 0 t = 1 t = 2 t = 3 time
d
c
b
a
Figure 1   Non-response errors in event history data.  
Solid line: part of spell observed in survey. Dashed line: Part of spell not observed by non- 
response. Observed starting and ending dates of spells are marked by ticks. Left-truncation  
and right-censoring are marked by circles.
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not observed due to attrition. Person d misses the wave 2 interview and is, there-
fore, a temporary non-respondent. The spell by person d is observed as two spells, 
the first spell being right-censored and the second spell being left-truncated. 
It is usually assumed that data are Missing At Random (MAR) [20]. The MAR 
assumption in the context of event history data is discussed in [1]. In this con-
text, the MAR assumption means that non-response is independent of current 
and future events, given past events and covariates. The assumption of an inde-
pendent right-censoring mechanism discussed in [3] is equivalent to the MAR 
assumption. If the MAR assumption does not hold, i.e. if data are Missing Not 
At Random (MNAR), one has to model the missing data mechanism in order to 
get unbiased estimates. 
An example of a MNAR mechanism is a situation where persons with long 
unemployment spells drop out from the survey more frequently than otherwise 
similar persons with shorter spells. In this case, falsely assuming a MAR missing-
ness mechanism leads to biased estimates of the distribution of unemployment 
duration. If, in addition, the covariate effects differ among persons with long and 
short spells, there will be bias in the estimated covariate effects, too. The validity 
of the MAR assumption is usually impossible to test because the values of study 
variables are unobserved from the time of non-response. [1].
Either weighting or imputation may be used to correct for non-response. Both 
of these methods rely on the MAR assumption. As it is very difficult to impute all 
items in a missing wave without distorting associations between survey variables, 
weighting is usually the preferred method to correct for unit non-response [19]. Sur-
vey data sets are usually equipped with weights aiming to correct for non-response. 
These weights are to be used with all variables included in the survey data set. It is 
not always clear, however, how to use weights in event history analysis, see [9, 4]. 
In longitudinal surveys collecting event history data, specific weights may 
need to be developed to account for dependent censoring that violates the inde-
pendency asssumption, see e.g. [21]. Dependent censoring means that the prob-
ability of censoring is related to the length of the spells of interest. Dependent 
censoring may cause a bias in estimates from event history analysis. Robins [22] 
proposed an Inverse Probability of Censoring Weighting (IPCW) method to ad-
just for bias in survival analysis due to dependent censoring. Lawless [23] dis-
cussed the use of the IPCW method in a complex survey data context. 
Sample selection models aim to correct for non-response that is MNAR. These 
models are mainly used in the analysis phase and not in the production phase of 
survey data. The studies by van den Berg, Lindeboom and Ridder [24] and van 
den Berg and Lindeboom [25] are early examples of sample selection modeling 
of labour market transition data. 
2.3.2 Measurement errors
A measurement error is the discrepancy between the observed value of a variable 
provided by the survey respondent and its underlying true value. Measurement 
errors in event history data are manifested as a failure to report a spell (omission), 
reporting a spell that did not occur (overreporting) and misreporting the duration 
of a spell (misdating) [26, 27]. In event history data, misdating is typically mani-
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fested as the heaping of spell starts and ends at the seam between two reference 
periods, a phenomenon called the seam effect. Even though spell outcomes may 
also be misreported, this topic has received little attention in the literature. [2].
Because of measurement errors, the true spell durations T* are not observed in 
the survey. The reported durations T can be thought of as consisting of the true 
duration and a measurement error ε: T = T* + ε.1 Referring to Figure 1, Figure 2 
demonstrates measurement errors in reported spell durations. Thick lines show 
the true durations T* and thin lines the measurement error ε in the spell duration. 
At the first interview at time t=1, person a reported a spell that did not occur 
(overreporting). At the second interview at time t=2, he misdated the start of the 
spell. Person b is a total nonrespondent and, therefore, reports no spells. Person 
c correctly reports his first spell. The first spell is right-censored and the second 
spell not reported due to attrition at wave 2. Person d omitted his first spell. The 
true duration T* and measurement error ε cancel each other out so that T=0.
According to the classical assumptions [28, 7], measurement errors ε have 
zero mean and are independent of each other, true durations T* and any covari-
ates explaining T*. Under a linear regression model, classical measurement er-
rors in the dependent variable do not cause bias in the estimates of regression 
coefficients [7]. If the model specified is nonlinear or measurement errors are 
not classical, bias may result. The validity of the classical assumptions is usually 
impossible to test because the true durations T* are not observed.
Skinner and Humphreys [29] and Augustin [30] proposed methods to correct 
for measurement errors in spells. A common feature of the methods proposed 
is that they rely on rather restrictive assumptions: that spells are generated from 
certain parametric duration models, there is no censoring and measurement er-
rors satisfy the classical assumptions. 
2.3.3  Estimating non-response and measurement error biases
In practice, only one realisation of the survey process is observed. Therefore, 
ˆ( )Bias β  is unknown. Bias may, however, be estimated using the deviation of the 
value of βˆ  obtained from the survey and the true value β . The true value is un-
1 Subscripts indicating individual and spell ignored.
t = 0 t = 1 t = 2 t = 3 time
d
c
b
a
Figure 2:   Measurement errors in event history data.  
Thick line: true duration. Thin line: measurement error.
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known but sometimes additional, gold standard data are collected, which for 
evaluation purposes are considered to be the truth [18].
A reinterview study revisits respondents from the original survey sample and 
asks some of the questions that were asked in the original survey. Reinterview 
questions are designed to reference the same time period as in the original inter-
view. The goal is to obtain higly accurate responses that can be used to estimate 
the true value of the parameter. Then, bias due to measurement error can be es-
timated as a difference between estimates from the original survey and the rein-
terview survey. This approach is, however, not without problems. The longer the 
recall period, the more erroneous the responses tend to be [7]. Also, it is likely 
that not all respondents from the original survey respond to the reinterview sur-
vey. The estimate from the reinterview survey may thus be plagued by non-re-
sponse bias. As a consequence, reinterview data may be as erroneous as the data 
that is being evaluated [17].
An external validation study compares survey estimates with external esti-
mates that are considered to be more accurate. External estimates may be ob-
tained from administrative records or from a survey that is considered to be a 
gold standard for the estimate being evaluated [18]. External validation studies 
may suffer from differences in target populations or definitions of variables of 
interest in the two data sources. Moreover, external validation studies do not al-
low the decomposition of bias due to different sources. 
Record check studies link administrative register data to survey data at indi-
vidual-level. Record check studies may be classified into prospective record check 
studies, reverse record check studies and complete record check studies. Prospective 
record check studies link administrative records to survey respondents in order to 
confirm the reported behaviors. Reverse record check studies sample units from 
administrative records with desired characteristics and then attemp to interview 
them. Prospective record check studies may be used for measuring overreporting 
of events while reverse record check studies may be used for measuring under-
reporting of events. Complete record check studies with validation data for all 
sampled persons allow both the estimation of overreporting and underreporting. 
Moreover, they allow the estimation of bias due to non-response. As in external 
validation studies, the comparisons may be hampered by differences in the defi-
nitions of variables from the two data sources. 
Even though no gold standard data are error-free, they can be very useful if the 
errors are small relative to errors in data being evaluated. As Biemer and Lyberg 
[18] point out, gold standard data provides a silver rather than a gold standard.
2.4 Analysing event history data based  
 on a complex longitudinal survey
Surveys often use complex sampling designs involving stratification, clustering 
and unequal selection probabilities of units. Longitudinal surveys have an ad-
ditional stage of clustering arising from the repeated observations by the same 
sample units. Non-response, attrition and measurement errors bring additional 
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challenges to the analysis of longitudinal survey data. How should these com-
plexities be taken into account in event history analysis?
Pfefferman and Sverchkov [31] and Pfefferman[32] discuss different approach-
es to the modelling of survey data. Kovačević and Roberts [10] discuss model-based 
and design-based approaches to the modelling of event history data. In the model-
based approach, the target parameters of interest are parameters β  of a superpop-
ulation model that is assumed to have generated the variable values in the finite 
population. The standard model-based approach ignores the probability distribu-
tion P(S) induced by the sampling design. The only source of random variation in 
the superpopulation model parameter estimator βˆ  is due to the random compo-
nent in the model. Accordingly, the model-based standard errors of parameter es-
timates reflect the uncertainty due to the model. Sample design variables or sam-
ple weights might be incorporated as covariates of the model in order to protect 
against nonignorable sample design. 
The design-based approach is traditionally used for descriptive inference. 
However, the ideas of design-based inference can be applied to analytic infer-
ence as well. In this approach the target parameter of interest is defined as a fi-
nite population parameter B that would be obtained from the model estimation 
procedure if all data values in the finite population were available. In the design-
based approach, the only source of random variation in the estimation procedure 
is the sampling distribution of the estimator Bˆ. Inference about B could in princi-
ple be carried out with certainty if all elements of the population were measured 
[33]. In practice, there would be uncertainty in the estimates even in this case 
due to non-sampling errors. An analyst taking the design-based approach would 
conduct a weighted analysis. The design information would be used to calculate 
the standard errors of parameter estimates. These standard errors reflect the un-
certainty due to making inferences on the basis of a sample only instead of the 
whole population. 
The test for ignorability of sample design suggested by Pfeffermann [34] may 
be used to choose between the design-based and the model-based approaches 
for event history analysis. The test compares design-based and model-based esti-
mates of parameters of interest and rejects the null hypothesis of ignorability of 
sample design if the model-based estimates are "too far" from the design-based 
estimates. In this case, a design-based approach for the analysis should be taken.
Longitudinal analyses often use only respondents to each wave of interest [35, 
19]. Even though the available data until the time of attrition could be used, at-
triters are often discarded from the analysis. In an analysis using weights this can 
be motivated by the fact that weights are usually adjusted for non-response and 
attrition. However, the general purpose weights included in a survey data set may 
not fully correct for non-response and attrition that is selective with respect to the 
particular response variable of interest. The inclusion of the available data from the 
attriters might in this case help to reduce the bias due to attrition. It is not clear, 
however, which weights should be used in an analysis including attriters, see [9].
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3  Aims of the study
Article [1]. 
To show how register data combined at person-level with survey data can be used 
to conduct  a non-response and attrition analysis that enables to 1) study the de-
terminants of non-response and attrition; 2) test the validity of the MAR assump-
tion; and 3) estimate the size of bias due to non-response and attrition. To apply 
this analysis to  unemployment spell data from FI ECHP survey  in order to pro-
vide novel information on relative importance and determinants of non-response 
and attrition in event history data and their effects on event history analysis. 
Article [2]. 
To conduct a complete record check validation study of retrospective reports of 
unemployment spells from FI ECHP survey data in order to provide novel evi-
dence about 1) the type, magnitude and determinants of measurement errors in 
survey reports of event histories, 2) the validity of classical assumptions about 
measurement errors, 3) the size of bias due to measurement errors and low meas-
urement accuracy in event history analysis of survey data.
Article [3]. 
To study statistical properties of the Inverse Probability of Censoring Weighting 
(IPCW) method in design-based  survival analysis based on complex survey data. 
Article [4]. 
To discuss the following choices involved in event history analysis of survey data: 
1) whether to take a design-based or a model-based approach for modelling; 2) 
which subset of data to use; and 3) if a design-based approach is chosen, which 
weights to use. To demonstrate the effect of these choices by using unemploy-
ment spell data from FI ECHP survey combined at person-level with register data.
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4 Data and Methods
4.1 Combined longitudinal survey register data
The Finnish subset of the European Community Household Panel (FI ECHP) 
survey data were combined at person-level with longitudinal register data. Em-
pirical analyses were based on data from FI ECHP sample persons aged 16 or 
over at the beginning of the panel. Sample persons are defined in the ECHP as 
all members of the initial sample of households. The first five waves of the FI 
ECHP data covering the years 1996–2000 were used in the analyses. Temporary 
non-respondents were excluded, leaving 10,720 persons for the analysis. Unem-
ployment spells were used as study variables of interest. 
FI ECHP target population and sample design . The target population of FI 
ECHP consists of members of private households permanently resident in Fin-
land. As most household panel surveys, FI ECHP aims to remain cross-sectionally 
representative of  the household population over time. This is strived for using 
certain follow-up rules of the sample persons, see [14]. The FI ECHP sample is a 
two-phase stratified network sample. The population information system of the 
Population Register Centre was used as a frame. The frame population consisted 
of persons permanently living in Finland aged 15 and over. In the first phase, a 
master sample of target persons was drawn from the frame. Dwelling units were 
constructed by adding  all the persons sharing the same domicile code as the target 
persons to the master sample. The master sample was merged with the most recent 
taxation records and their information was used to form a socio-economic group 
for each target person. The second phase consisted of drawing the final sample 
from the master sample using stratification according to socio-economic groups.
Collection of event history data on labour market states in FI ECHP . Ret-
rospective labour market state data were collected by a multi-state framework 
in the form of a month-by-month main activity state calendar obtained for the 
year preceding the interview. The respondent was first asked whether there were 
changes in his/her main activity state during the preceding year. If not, the re-
spondent was asked to choose a main activity state from a showcard. If there 
were changes, the respondent was asked to choose a main activity state from the 
showcard for each month of the year beginning from January.
Construction of combined survey-register panel data . FI ECHP survey data 
were merged with administrative data on unemployment spells retrieved from 
the Ministry of Labour's register of jobseekers. The register contains day-level 
information on the starts and ends of unemployment spells, as well as on spell 
outcomes. All register spells ongoing between 1 January 1995 and 31 December 
1999 were used in the analysis. This time period corresponds with the main ac-
tivity state reference periods of the first five waves of the FI ECHP. The register 
of jobseekers and other administrative registers such as Statistics Finland's reg-
ister of completed education and degrees, the population information system of 
the population register centre and registers of the tax administration were also 
used to retrieve the background variables used in the analyses. Personal identifi-
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cation numbers were used in order to merge the data files at person-level across 
time, across various administrative registers and across survey and register data.
4.1.1 Article [1]
Register data were used as a source of information on unemployment spells and 
covariates. This information is available for all sample persons irrespective of the 
response status. Survey data were used only to obtain, for each wave, the sam-
ple person's participation status in the FI ECHP. This way we obtained directly 
comparable information for respondents and non-respondents and were able to 
detect a pure non-response effect, free from measurement errors. The statistical 
analyses were conducted in a model-based framework.
Assessing determinants of non-response and attrition. Separate models were 
estimated for the non-response and attrition processes. The initial non-response 
analysis was conducted by estimating logit models for the probability of being a 
non-respondent at the first wave of the panel. The analysis was restricted to sam-
ple persons having at least one spell of unemployment during the follow-up pe-
riod (2,956 persons). The attrition process was modeled by a discrete-time hazard 
model where the conditional probability of attrition at a specific year, given that 
the person has remained in the survey until the year in question, is explained by a 
set of time-varying covariates. Initial non-respondents were excluded, leaving 2,085 
persons for the attrition analysis.
Testing the validity of the MAR assumption. Covariates describing number of 
days spent in unemployment and number of unemployment spells were used to 
test the MAR assumption. For the initial non-response analysis, the number of un-
employment days and the number of spells were calculated both before and after 
the time of the interview (or time of contact, if an interview was not obtained) 
in wave 1. In the attrition analysis, the number of unemployment days and the 
number of spells were calculated for each wave before and after the last obtained 
interview. If the initial non-response mechanism is MAR, none of these covari-
ates should explain probability of non-response. In the attrition model, a MAR 
non-response mechanism implies that covariates measured after the last obtained 
interview should not affect probability of non-response. The validity of the MAR 
assumption was tested by looking at the statistical significance of these covariates.
Estimating non-response bias. The participation behaviour in the survey is 
known for each sample person having one or more spells during the observation 
period. It was assumed that unemployment spells are observed until the time of 
the last interview or until the end of the observation period, whichever comes 
first. This creates a number of different cases:
a Spells that end before the last interview (or before 31 December 1999, which-
ever comes first) are fully observed.
b Spells ongoing at the time of the last interview, which is followed by attrition, 
are right censored by attrition at the time of the last interview.
c Spells that start after the last interview, which is followed by attrition, are not 
observed by attrition.
d Spells by persons without any interviews are not observed by initial non-response.
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On the basis of this taxonomy, three different sets of unemployment spells were 
constructed:
The full information set of spells uses the entire register information without 
restrictions by initial non-response or attrition. Cases a, b, c, d (10,734 spells).
The partial information set of spells is a subset of the full information set of 
spells, obtained by excluding spells unobserved by initial non-response. Cases 
a, b, c (7,712 spells).
The observed information set of spells is a subset of the partial information 
set of spells, obtained by excluding spells unobserved by attrition and the re-
maining length of the spells censored by attrition.  Cases a, b (6,496 spells). 
The size of bias due to non-response and attrition was estimated by comparing 
Kaplan-Meier estimates of survival function and estimates of regression coeffi-
cients from a Cox shared frailty model based on the three sets of unemployment 
spells. The analyses were conducted in a cause-specific setting, the outcome of 
interest defined as transition from unemployment to employment. The bias due 
to non-response was estimated as
ˆ ˆˆ ,nr partial fullBias β β= −
the bias due to attrition was estimated as
ˆ ˆˆ ,attr obs partialBias β β= −
and the joint effect due to non-response and attrition as
ˆ ˆˆ .nr attr obs fullBias β β+ = −
The Hausman test [36] was used to test the statistical significance of bias.
4.1.2  Article [4]
The full information and observed information sets of spells described in the 
previous section were used together with a total respondents set of spells. The to-
tal respondents set of spells uses data from respondents who provide data on all 
waves of interest (4,066 spells). 
Design-based estimates based on the full information data set were used as 
benchmark estimates ˆbmB  against which estimates based on the observed infor-
mation and the total respondents sets of spells were evaluated. These benchmark 
estimates are free from the effects of non-response and attrition. The benchmark 
estimates were taken to be the best available estimates of B, the finite popula-
tion regression parameters, which, if the model postulated is correct, in turn es-
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timate the model parameters β . Model-based and design-based estimates of Cox 
proportional hazard models for the total respondents and observed information 
data sets were calculated. The outcome of interest was defined as transition from 
unemployment to employment.
The design-based total respondents analyses were weighted by the last wave 
base weights (described in [35]). The design-based observed information esti-
mates were calculated using both first wave base weights and base weights from 
the starting year of the spell. 
The test proposed by Pfeffermann [34] was used to test ignorability of sample 
design. A Mahalanobis type of distance measure was used to assess the closeness 
of estimated coefficients to the benchmark estimates.
4.1.3 Article [2]
A complete record check validation study of retrospective reports of unemploy-
ment spells from the FI ECHP survey data was conducted. The survey data con-
sists of all unemployment spells reported by FI ECHP sample persons (2,710 
spells). For each person, the validation data cover the same time span as his/her 
follow-up time in the survey. The validation data contains 6,050 register spells. 
The statistical analyses were conducted in a model-based framework.
Assessing determinants of measurement errors. To study determinants of 
measurement errors and test validity of the classical assumptions, measurement 
error variables were constructed for each person. The survey and register data 
can be reliably linked only at person-level and not at spell-level. Therefore, the 
measurement error variable was calculated as the difference between the sums 
of spell durations from the survey and the register. Measurement error variables 
were calculated separately for each person and for each panel wave in which the 
person was unemployed according to both survey and register. Measurement er-
rors were modeled in two phases. In the first phase, a random effects logit model 
was specified for the probability of reporting no unemployment spells in a spe-
cific wave, given that at least one unemployment spell was found in the register. 
In the second phase, a random effects linear model was specified for the mag-
nitude of measurement errors in the reported unemployment spells, given that 
at least one unemployment spell was both reported and found in the register.
Testing the validity of the classical assumptions. Covariates related to length 
and number of unemployment spells and covariates of the model explaining un-
employment duration were used to test the classical assumptions about meas-
urement errors. Statistically significant effects of these covariates were taken as 
evidence of violation of the classical assumptions.
Estimating bias due to measurement errors and low measurement accuracy . 
Kaplan-Meier estimates of survival function and estimates from Cox and Weibull 
proportional hazards models based on survey data were compared with estimates 
from the validation data. The estimates based on validation data were used as 
benchmarks against which the bias due to measurement errors in survey-based 
estimates was evaluated. Both analyses ignoring spell outcome and cause-specific 
analyses were conducted. In the cause-specific analyses, the outcome of interest 
was defined as transition from unemployment to employment. 
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The analyses were conducted in two phases. The phase 1 analyses were con-
cerned with measurement errors in spell durations only. Therefore, spell out-
comes were ignored. The phase 1 survey data analyses were conducted using 
survey spells and register covariates. By using the same source of covariates as 
in the validation data, the differences in estimates could only be attributed to 
differences in spell durations. The Phase 2 analyses took measurement errors in 
spell outcomes into account by conducting cause-specific analyses. Phase 2 sur-
vey data analyses were conducted using survey spell durations and outcomes, 
and register covariates.
Differences in estimates based on survey and validation data result not only 
from measurement errors but also from low measurement accuracy in survey data. 
Survey reports on main activity state were collected at the accuracy of one month. 
Moreover, if a person has had various activity states during a month, employment 
was preferred over other states. Therefore, it is difficult to obtain information on 
unemployment spells shorter than one month. We aimed at separating the effects 
of measurement accuracy and measurement error by discretizing the register spells 
at the accuracy of one month and repeating the analyses with discretized data. 
Differences between estimates based on survey data and discretized register data 
(reg2) could then be taken as estimates of bias due to measurement error:
2
ˆ ˆˆ .me survey regBias β β= −
Bias due to measurement accuracy could be estimated by calculating differences 
of estimates from original (reg) and discretised register data:
2
ˆ ˆˆ .ma reg regBias β β= −
4.2  Simulation study (Article [3])
Statistical properties of the IPCW method in design-based survival analysis in 
the presence of dependent censoring were assessed by simulation methods. The 
parameters of interest were defined as the values of the finite population survival 
function S(t) at certain time points and the finite population regression coeffi-
cient B from a Cox proportional hazards model.
Generation of the populations . Four different populations of persons, each of 
size N = 10,000 and corresponding to the following scenarios were generated: 
1 The variable determining the censoring mechanism  is known,
2 A variable that is either a) strongly or b) weakly associated with the variable 
determining the censoring mechanism is observed,
3 The variable determining the censoring mechanism is unknown.
The population characteristics consist of three binary variables: social exclusion, 
sex and level of education and a variable describing the length of the unemploy-
ment spell. Social exclusion determines the probability of censoring but is unob-
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served. Sex was used both as an auxiliary variable in the censoring model and as 
a stratification variable in the sampling stage. Level of education is the covariate 
in the survival model whose effect on the length of unemployment spells is of in-
terest. The four populations differ by the degree of association between variables 
sex and social exclusion, see Table 2 in [3]. Perfect (No) association between sex 
and social exclusion corresponds to scenario 1 (3) above. 
Unemployment spells were generated from the Weibull distribution using a 
value of 0.8 for the shape parameter (a decreasing hazard rate) and scale param-
eters depending on the level of education and social exclusion. The median du-
ration of the unemployment spells, as well as the effect of education on the haz-
ard of spell completion, are different among the excluded and the non-excluded. 
Censoring that depends on social exclusion thus biases both the estimates of sur-
vival function and the estimate of the regression coefficient.
Sampling design and estimation . From each population, 500 stratified simple 
random samples of size n=600 were drawn without replacement and using sex 
as a stratification variable. Inclusion probabilities of 0.07 for men and 0.05 for 
women were used. For each sample, an artificial 2-wave panel survey was con-
ducted. It was assumed that there is no non-response at wave 1. Selective survey 
attrition at wave 2 was generated by stratifying the samples according to exclu-
sion status and drawing 80% samples of respondents among the non-excluded 
and 20% samples of respondents among the excluded. For each sample sj, the IPC 
corrected design weights (see equation 7 in [3]) were constructed using sex as 
an auxiliary variable in the censoring model. Estimates ˆ jB  and ˆ ( )jS t   were calcu-
lated using these weights. The empirical distribution of these estimates was used 
as an approximation of the sampling distribution of Bˆ and ˆ( )S t  .
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5 Results
5.1 Article [1]
Determinants of non-response and attrition. Initial non-response and attrition 
turned out to be different processes driven by different background variables, Ta-
bles 3 and 4 in [1]. Low level of education, high household disposable income, 
small family size as well as being middle-aged, living in an urban municipality or 
in the capital region, not being married, being unemployed or outside the labour 
force were associated with a high probability of initial non-response. There were far 
fewer strong predictors of attrition which suggests that attrition was less selective 
than initial non-response. Young age, low level of education, low household dispos-
able income and living in Northern Finland were associated with high probabil-
ity of attrition. The difficulties in fieldwork in 2000 due to uncertainty about the 
continuation of the panel, showed as a peak in the attrition hazard, Table 4 in [1].
Validity of the MAR assumption . Both the initial non-response and attrition 
processes were non-ignorable with respect to analysis of unemployment dura-
tion. Being in the uppermost decile with respect to the number of unemployment 
days after the time of the first interview, raised the odds of initial non-response 
by 30.5% in a model including covariates of the unemployment spell model. An 
increase of 100 days of unemployment after the last obtained interview increased 
the odds of attrition hazard by 3%.  
Size of bias due to non-response and attrition . Initial non-response caused 
downwards bias in the estimated survival function, whereas attrition did not have 
a biasing effect. The Hausman tests showed that both initial non-response and at-
trition caused bias in the coefficient estimates of a Cox shared frailty model, Ta-
ble 6, [1]. The bias due to initial non-response tended to be larger than the bias 
due to attrition, Table 1. The largest biases were caused to the effect of receiving 
earnings-related unemployment benefit. 
Table 1:  
Analysis of unemployment duration. Non-response and attrition  
bias in estimates of Cox shared frailty models.
 Variable     Non-response bias %  Attrition bias %
Female � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � –46�9 –5�4
Age  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 20�9 15�8
Age squared � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 15�4 13�4
Upper secondary education  � � � � � � � � � � � � � � � � � � � � � � � � � � � � –56�2 71�0
Higher education  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � –26�1 21�3
Prop� of UE1 time  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 10�5 11�7
Semi urban municipality � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � –6�6 –31�5
Rural municipality � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � –18�7 –57�5
Southern Finland  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � –9�1 15�7
Eastern Finland � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � –42�0 33�7
Central Finland � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � –13�3 2�2
Northern Finland  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � –13�0 17�5
Earnings-related UE benefit  � � � � � � � � � � � � � � � � � � � � � � � � � � � � –682�8 226�6
Year 1996 � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 20�2 17�5
Year 1997 � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � –657�7 67�9
Year 1998 � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � –24�9 –26�7
Year 1999 � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � –14�5 –3�5
1 UE Unemployment
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5.2 Article [2]
Type and magnitude of measurement errors in reported unemployment spells . 
The retrospective reports of unemployment spells showed both omitting and 
overreporting of spells, omitting being much more important, Figure 1 in [2]. 
The starts and ends of survey spells were strongly heaped at the seams between 
the reference periods of consecutive panel waves, Figures 2 and 3 in [2]. Of reg-
ister spells ending in subsidised work, 85% were misclassified as ending because 
of normal employment in the survey, Table 2 in [2]. 
Determinants of measurement errors in reported unemployment spells . Con-
ducting a proxy interview instead of an interview with the person of interest in-
creased the odds of omitting unemployment spells by 72.8%,  Table 3 in [2]. Dur-
ing the years 1998-2000, the odds of omission were more than double compared 
to the year 1995. This is likely a consequence of the shifting of the fieldwork pe-
riod from spring to autumn from 1998 onwards, and of the resulting prolonga-
tion of the recall period by more than six months. The fieldwork covariates did 
not have a clear effect on the magnitude of measurement errors.
Validity of classical assumptions . Both the probability of omission and the 
magnitude of measurement errors depended on variables related to unemploy-
ment spells and covariates used in the event history model, Table 3 in [2]. More-
over, both the propensity to omit reporting unemployment spells and the meas-
urement errors were correlated across survey waves. The classical assumptions 
about measurement errors were thus not valid. 
The size of bias due to measurement errors, effect of measurement accuracy . 
The survey data overestimated both the median duration of unemployment (5 
months vs. 2 months) and the median time to become employed (6 months vs. 
3.8 months), Figures 5 and A.6 in [2]. The effect of education and in the compet-
ing risks model also the effect of receiving earnings-related unemployment ben-
efit were estimated with sizeable bias (biases ranging from 18 to 30 percentage 
points and 28 to 30 percentage points, respectively), Table 6 in [2]. The bias in 
the effect of education was mainly due to measurement errors. Neither dummies 
for the heaping months, nor a more flexible model specification, protected against 
bias in coefficient estimates, Table 5 in [2]. The biases in January and December 
dummies showed that the heaping of spell starts and ends was a measurement 
error and not a measurement accuracy problem, Table 6 in [2]. The lack of short 
spells in survey data and in discretised register data led to underestimation of the 
baseline hazard function from the Cox proportional hazard models for durations 
shorter than six months, Figure A.4 in [2]. For longer durations, the biases due 
to measurement accuracy and measurement error worked in opposite directions. 
Measurement accuracy created a small positive bias leading to overestimation of 
the baseline hazard. The hazard spikes were however correctly placed in time. 
Measurement error created a large negative bias and flattened the shape of the 
baseline hazard. The joint effect of measurement accuracy and measurement er-
rors was underestimation of the baseline hazard. The low measurement accuracy 
and the resulting lack of short spells in survey data led to badly biased shape of 
the baseline hazard from the Weibull model, while measurement errors only led 
to slight underestimation of the level of the baseline hazard (Figure A.5 in [2]). 
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5.3 Article [3]
The IPC corrected design weighted estimators of S(t) and B had the smallest bias 
in Scenario 1, see Table 3 in [3]. Scenario 1 corresponds to a situation where the 
censoring mechanism is known. This is an ideal situation for the IPCW method. 
The bias of IPC corrected design weighted estimators growed as information on 
the censoring mechanism lessened but was always smaller than the bias of design 
weighted estimators (Scenarios 2a and 2b). When the censoring mechanism was 
unknown (Scenario 3), the bias of IPC corrected design weighted Kaplan-Meier 
estimators was equal to that of design weighted estimators. In that case, there was 
no gain from using IPC corrected design weights in survival curve estimation. By 
contrast, the IPC corrected design weighted estimators of the hazard ratio per-
formed quite well even in this case. 
5.4 Article [4]
The observed information estimates of covariate effects of Cox proportional haz-
ard models were closer to the benchmark estimates than  the total respondents 
estimates, Table 1 in [4]. Thus using all the available data in the analysis, includ-
ing the spells by attriters until the time of attrition, helped to reduce attrition 
bias. Comparison of the model-based and the design-based estimates revealed 
that the weighting correction for attrition is not very helpful in our analysis. The 
weights from the last wave analysed and the weights from the starting wave of 
the spell produced estimates that were further from the benchmark than the cor-
responding unweighted estimates.
The design-based estimates with total respondents data and the last wave 
weights were furthest from the benchmark estimates. The design-based estimates 
from the observed information data and weighted by the first-wave weights were 
closest to the benchmark estimates. However, the tests indicated nonignorability 
of the sample design (Table 2 in [4]) and a model-based analysis would be valid 
in this case. Contrary to expectations, the inclusion of design variables moved 
estimates farther from the benchmark estimates. 
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6  Discussion
6.1 Discussion of methods
6.1.1 Combined longitudinal survey register data
Combining longitudinal survey data with administrative register data is time-
consuming and costly. In many countries, linking of various data sources is diffi-
cult because of a lack of a variable that uniquely identifies persons. Also, as not-
ed by Calderwood and Lessof [6], legal and ethical problems may be involved. 
As a consequence, there are only a few studies available on non-response bias or 
measurement error bias in event history analysis based on combined longitudi-
nal survey register data. Van Den Berg, Lindeboom and Dolton [37] studied ini-
tial non-response bias in the analysis of unemployment spells. Pyy-Martikainen 
and Rendtel [38] tested the validity of the assumption of independent censoring 
in event history analysis with the same data set as in this study. Mathiowetz and 
Duncan [39] studied the type, magnitude and determinants of measurement er-
rors in retrospective reports of unemployment. Jäckle [40] studied measurement 
error bias in analysis of benefit receipt spells. I am unaware of previous studies 
using combined longitudinal survey register data to assess the effects of different 
approaches to event history analysis.
Even though combined longitudinal survey register data are considered a valu-
able tool for assessing errors in survey data, there are potential problems related to 
the use of such data. Next I discuss the relevance of four potential problems raised 
by Bound, Brown and Mathiowetz [7]and Biemer and Lyberg [18] to the study:
1. The time periods for the administrative data and the survey data may not coincide 
The time periods in the survey data and the register data used in this study have 
a complete overlap.
2. The definitions of the characteristic of interest may differ in administrative data 
 and in survey data
In FI ECHP, a person is defined as unemployed if he/she is without a job, avail-
able for work and looking for work through the employment office or newspa-
per advertisements or some other way. Persons dismissed temporarily are also 
regarded as unemployed. In the register, an unemployed job seeker is defined as 
being without a job and seeking a new job. Registering at the employment office 
is considered as evidence of seeking a job. Persons dismissed temporarily are re-
garded as unemployed. The definitions of unemployment in survey and register 
data are thus close to each other. 
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3. The micro-merging of register and survey data is often restricted to a very specific 
 population which makes generalisation of results problematic
Register data were merged to all FI ECHP sample persons eligible for interview. 
The results obtained are thus generalisable to the population aged 16 and over 
and residing in Finland. This is an advantage compared to the studies by Mathio-
wetz and Duncan [39] and by Jäckle [40], who use samples restricted to very 
specific populations. 
4. Administrative data can be prone to errors as well
As unemployed persons need to register at employment office in order to utilise 
their services and to receive unemployment benefits, register information is likely 
to cover most unemployed persons. Moreover, the duration of unemployment 
is likely to be precisely measured as register information on unemployment is 
used in order to pay unemployment benefits.  However, persons who get a new 
job do not always inform the employment office about the job. Thus, an unem-
ployment spell in the data base may erroneously continue for some time after 
the true ending date of the spell.  
Lastly, linking of register and survey data is virtually error-free due to personal 
identity codes. All Finnish citizens are registered in the Finnish Population Infor-
mation System, which is a national register that contains basic information such 
as name, date of birth and address. As part of the registration process, citizens 
are issued a personal identity code that is used as a means of identifying persons. 
Data from the Finnish Population Information System is used throughout Finn-
ish society’s information services and management, including the production of 
statistics and research.
6.1.2 Simulation study
The IPC corrected design weights are time-dependent and change each time a 
censoring occurs in the data. To incorporate time varying weights in the analysis, 
the data had to be transformed into a counting process form. Each unemploy-
ment spell was split into several intervals, the splitting points being defined by 
the times at which censorings occurred in the sample. Time was defined as time 
from the beginning of the unemployment spell. The estimations were conduct-
ed by R software, which supports estimation of Kaplan-Meier survival function 
and Cox proportional hazard model based on counting process form data. Due 
to problems with computing capacity in R, the number of replicate samples had 
to be restricted to 500. For the same reason, the artificial data had to be gen-
erated so that all censorings occurred during first 30 days (so that there was a 
maximum of thirty weights per person). For applications of this method to real 
data, it might be useful to model the censoring process as a discrete time pro-
cess where the probability of censoring changes only at the time points defined 
by survey interviews.  The discrete-time hazard model used in [1] is one option. 
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6.2 Discussion of main results
The results of our study have implications for 1) survey organisations collecting 
event history data by longitudinal surveys;  2) researchers using longitudinal sur-
veys for event history analysis; and 3) researchers who develop methods to cor-
rect for non-sampling errors in event history data.
6.2.1 Implications for survey organisations
Our study demonstrated a novel way to conduct a non-response analysis of lon-
gitudinal survey data. The linking of register data at person-level to survey data 
enables to analyse and compare the non-response and attrition processes, test the 
type of the missingness mechanism and estimate the size of bias due to non-re-
sponse and attrition. Our study also contributed to the pool of evidence on the 
existence, determinants and effects of non-response, attrition and measurement 
errors in event history data based on longitudinal surveys. This pool may be used 
to provide both collectors and users of data with information on data quality, in 
adjusting survey estimates for non-sampling bias, and to optimise future collec-
tion of event history data by longitudinal surveys.
Our results suggest that initial non-response may be a more important source 
of bias than attrition in event history analysis. Other studies with different vari-
ables and different analyses have reached similar conclusions. The studies by 
Fitzgerald, Gottschalk and Moffitt [41] and Sisto [42] even suggested that the 
bias in cross-sectional estimates of income distribution and socioeconomic status 
caused by initial non-response may fade away over the life of the panel. These 
results challenge the common view of attrition being the main threat to the val-
ue of panel data [41, 43, 44], and argue in favor of conducting panel surveys in 
order to provide not only longitudinal but also cross-sectional data. Moreover, 
the existence of a fade away effect would imply that long-term panels should be 
preferred over short-term panels. However, a recent study with Finnish subsam-
ple of EU-SILC survey finds a clear biasing effect of panel attrition on estimates 
of transition probabilities between household income quintiles [45]. More re-
search with different variables, panel surveys and countries are needed in this 
important issue.
According to our analysis, reported unemployment spells were subject to 
both omissions and, to a lesser extent, overreporting.  Spell starts and ends were 
strongly heaped at the seams between the reference periods of consecutive pan-
el waves.  These findings are consistent with earlier studies by Mathiowetz [26], 
Mathiowetz and Duncan [39] and Kraus and Steiner [46]. The use of proxy in-
terviews tended to cause spell omissions and should, therefore, be avoided in the 
collection of event history data. 
A previously unnoticed finding was the classification error in reported spell 
outcomes. There was an excess of exits into employment in survey data due to 
the fact that exits into subsidised work were often misclassified by respondents 
as becoming employed. Attention needs to be paid to the definition of states in 
a multi-state framework in order to minimize misclassification errors.
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Almost 40% of the register spells were shorter than one month. A measure-
ment accuracy of one month used in ECHP main activity state calendar and cur-
rently in EU-SILC is clearly too coarse and leads to biased estimates. Register 
information about the distribution of the spells of interest should be taken into 
account in the questionnaire design phase in order to find an appropriate level 
of measurement accuracy. 
6.2.2 Implications for researchers using longitudinal surveys  
 for event history analysis
An unsettling result for the researchers using longitudinal surveys for the analy-
sis of labour market transitions is that some of the key covariates such as type of 
unemployment benefit and level of education, had large biases due to non-re-
sponse and measurement errors. Compared to the Weibull model, the more flex-
ible Cox model did not turn out to be more robust with respect to measurement 
errors in estimated covariate effects. This contradicts an earlier empirical finding 
concerning the robustness of the Cox model with respect to initial non-response 
bias [37]. However, the flexibility of the Cox model was clearly advantageous in 
the estimation of the baseline hazard. In the light of our results, including dum-
mies for the heaping months is not helpful in correcting measurement error bias 
in estimated covariate effects or distribution of spells.
As discussed in Boudreau [8], the choice of approach for analytical inference 
of survey data is a controversial topic. Kovačević and Roberts [10] discuss and 
demonstrate model-based and design-based approaches for event history analy-
sis. The test for ignorability of sample design suggested by Pfeffermann [34] may 
be used to choose between these two approaches. The test compares design-
based and model-based estimates of parameters of interest and rejects the null 
hypothesis of ignorability of sample design if the model-based estimates are “too 
far” from the design-based estimates. In this case, a design-based approach for 
the analysis should be taken. However, the use of this test may be problematic 
in some cases. It is not always clear in longitudinal analyses which set of weights 
should be used. The choice of weights may affect the result of the test. Also, our 
results showed that the design-based estimates may be even more biased than 
model-based estimates.
Longitudinal analyses often use only respondents to each wave of interest, 
thus discarding attriters from the analysis. In a design-based analysis using weights 
this can be motivated by the fact that weights are usually adjusted for non-re-
sponse and attrition. However, the general purpose weights included in a survey 
data set may not fully correct for non-response and attrition that is selective with 
respect to the response variable of interest. The inclusion of the available data 
from the attriters might, in this case, help reduce the bias due to attrition. This is 
a topic shortly discussed in [9]. Our results point towards the importance of us-
ing all the available data in the analysis. The often recommended way to use sur-
vey data for longitudinal analyses; total respondents with last wave weights [19, 
35] is not a modeling strategy to recommend in the light of our results.
Results from the simulation study suggest that combined design IPC weights 
may be useful in event history analyses based on survey data with dependent cen-
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soring. These weights were effective in reducing bias due to dependent censor-
ing even when there was little information available about the censoring mecha-
nism. Results from recent simulation studies by Lawless and Hajducek [47, 48] 
are in line with our results. However, due to the very specific purpose of the de-
sign IPC weights and the fact that the weights are time-dependent, their calcu-
lation is not easily integrated in the routine production of survey data. Instead, 
analysts of event history data may benefit from constructing them for their own 
research purposes.
6.2.3 Implications for the development of methods to correct  
 for non-sampling errors in survey data
The number of days unemployed after the last interview had a statistically sig-
nificant effect on the probabilities of non-response and attrition in our study. 
Moreover, measurement errors in reported unemployment spells were shown to 
be correlated across survey waves, with variables related to true spells and with 
covariates used to explain the duration of spells. Thus, neither the MAR assump-
tion about non-response and attrition mechanisms, nor the classical assumptions 
about measurement errors, were valid in our study. Our results suggest that meth-
ods that make more realistic assumptions about the mechanisms generating non-
sampling errors need to be developed. 
6.3  Areas for future research
The performance of the IPCW method has not yet been studied with real sur-
vey data. Lawless and Hajducek [47, 48] illustrated the use of the method using 
jobless spell durations from Statistics Canada's Survey of Labour and Income 
Dynamics. However, they lacked gold standard data and were thus not able to 
assess neither the size of bias due to censoring nor the effectiveness of the IPCW 
method in reducing bias. Pyy-Martikainen and Rendtel [38] showed that censor-
ing is independent with respect to analysis of unemployment spells in FI ECHP 
data. There is thus no scope for the IPCW method unless dependent censoring 
is generated in the data. Studies with other combined longitudinal survey regis-
ter data sets might shed light on the usefulness of this method for event history 
analysis based on survey data. 
More studies with different combined longitudinal survey register data sets 
and different event history variables are needed  to increase our understanding 
of the existence, determinants and effects of non-sampling errors in event history 
data.  Also, the effects of different modelling approaches for event history analy-
sis, the choice of the subset of data used in analysis, and the choice of weights to 
use in event history analysis are areas where more research is needed. 
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The Research Reports series describes Finnish society in 
the light of up-to-date research results. Scientifi c studies 
that are carried out at Statistics Finland or are based 
on the datasets of Statistics Finland are published in 
the series.
Longitudinal surveys are increasingly used to collect event 
history data on person-specifi c processes such as transi-
tions between labour market states. Survey-based event 
history data pose a number of challenges for statistical 
analysis. These challenges include survey errors due to 
sampling, non-response, attrition and measurement.
This study deals with non-response, attrition and meas-
urement errors in event history data and the bias caused 
by them in event history analysis. The study also discusses 
some choices faced by a researcher using longitudinal 
survey data for event history analysis and demonstrates 
their effects. These choices include, whether a design-
based or a model-based approach is taken, which subset 
of data to use and, if a design-based approach is taken, 
which weights to use. 
The study takes advantage of the possibility to use com-
bined longitudinal survey register data. The Finnish subset 
of European Community Household Panel (FI ECHP) survey 
for waves 1–5 were linked at person-level with longitu-
dinal register data.
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