Effective Metrics for Multi-Robot Motion-Planning by Atias, Aviel et al.
Effective Metrics for Multi-Robot
Motion-Planning
.
Aviel Atias, Kiril Solovey, Oren Salzman and Dan Halperin
Abstract
We study the effectiveness of metrics for Multi-Robot Motion-Planning (MRMP) when using RRT-style sampling-based
planners. These metrics play the crucial role of determining the nearest neighbors of configurations and in that they
regulate the connectivity of the underlying roadmaps produced by the planners and other properties like the quality
of solution paths. After screening over a dozen different metrics we focus on the five most promising ones—two
more traditional metrics, and three novel ones which we propose here, adapted from the domain of shape-matching.
In addition to the novel multi-robot metrics, a central contribution of this work are tools to analyze and predict the
effectiveness of metrics in the MRMP context. We identify a suite of possible substructures in the configuration space,
for which it is fairly easy (i) to define a so-called natural distance, which allows us to predict the performance of a
metric. This is done by comparing the distribution of its values for sampled pairs of configurations to the distribution
induced by the natural distance; (ii) to define equivalence classes of configurations and test how well a metric covers
the different classes. We provide experiments that attest to the ability of our tools to predict the effectiveness of metrics:
those metrics that qualify in the analysis yield higher success rate of the planner with fewer vertices in the roadmap.
We also show how combining several metrics together leads to better results (success rate and size of roadmap) than
using a single metric.
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1 Introduction
Multi-robot motion-planning (MRMP) is the problem of
planning the motion of a fleet of robots from given start to
goal configurations, while avoiding collisions with obstacles
and with each other. See Figure 1 for a simple illustration.
It is a natural extension of the standard single-robot motion-
planning problem. MRMP is notoriously challenging, both
from the theoretical and practical standpoint, as it entails
a prohibitively-large search space, which accounts for a
multitude of robot-obstacle and robot-robot interactions.
Sampling-based planners have proven to be effective in
challenging settings of the single-robot case, and a number
of such planners have been proposed for MRMP (Dobson
et al. 2017; Solovey et al. 2016; Sˇvestka and Overmars 1998;
Wagner and Choset 2015). Sampling-based planners attempt
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Figure 1. An example of an MRMP instance with m = 3
translating discs. The full discs represent the start
configurations and the empty discs represent the goal
configurations. Each disc needs to move from its start
configuration to its goal configuration without hitting the
boundary of the workspace nor its fellow robots.
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(a) “Easy” to-connect
configurations
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(b) “Hard” to-connect
configurations
Figure 2. Example for the setting of two disc robots, drawn in
red and green, respectively. Full discs represent start
configurations, and empty discs represent goal configurations.
Since it is easier to connect the configurations in (a) when
compared to the configurations in (b), the distance in (a) should
be smaller than the distance in (b).
to capture the connectivity of the free space by sampling
random configurations and connecting nearby configurations
by simple collision-free paths. In order to measure similarity,
or “closeness”, between a given pair of configurations a
metric is employed by the algorithm. The choice of metric
has a tremendous effect on the performance of planners
and the quality of the returned solutions (see Section 2 for
further discussion about metrics that are tailored for various
robotic systems). Nevertheless, no specialized metrics for
multi-robot systems have been proposed, to the best of our
knowledge.
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Figure 3. Example of ΣL2 for the setting of m = 2 disc robots
in the plane. The red discs, centered in u1, v1, w1 represent
possible positions for the first robot, whereas the green discs,
centered in u2, v2, w2, represent possible positions for the
second robot. We set the positions in the following manner:
‖u1 − v1‖2 = ‖u1 − w1‖2, ‖u2 − v2‖2 = ‖u2 − w2‖2.
U = (u1, u2), V = (v1, v2),W = (w1, w2) represent three
simultaneous placements of the two robots. While
ΣL2 (U, V ) = ΣL2 (U,W ), it is intuitive that it is easier to
connect U to W rather than to V . This example hints that ΣL2
may not be suitable for all cases as it fails to capture robot-robot
interaction.
A common approach (see (Choset et al. 2005, pp. 210))
states that the metric should reflect how difficult it is to
plan a path between two configurations. See Figure 2 for
an illustration. Nowadays, a common metric for multi-robot
systems is defined as a sum of metric values for single
robots ((Plaku and Kavraki 2006; Solovey et al. 2016), and
in fact this is the default in OMPL (Open Motion Planning
Library) (Sucan et al. 2012)), i.e., the sum of distances
induced by each of the robots separately. We denote this
metric by ΣL2 (to be formally defined in Section 4). This
metric does not always adequately express distance in the
configuration space (C-space) because it does not account
for interactions between different robots. A simple example
is shown in Figure 3.
1.1 Contribution
We study the effectiveness of metrics for MRMP when
using RRT-style sampling-based planners. These metrics
play the crucial role of determining the nearest neighbors
of configurations and in that they regulate the connectivity
of the underlying roadmaps produced by the planners and
other properties like the quality of solution paths. After
screening over a dozen different metrics we focus on the
five most promising ones—two more traditional metrics,
and three novel ones which we propose here, adapted from
the domain of shape-matching. In addition to the novel
multi-robot metrics, a central contribution of this work are
tools to analyze and predict the effectiveness of metrics
in the MRMP context. We identify a suite of possible
substructures in the configuration space, for which it is fairly
easy (i) to define a so-called natural distance, which allows
us to predict the performance of a metric. This is done by
comparing the distribution of its values for sampled pairs
of configurations to the distribution induced by the natural
distance; (ii) to define equivalence classes of configurations
and test how well a metric covers the different classes. We
provide experiments that attest to the ability of our tools to
predict the effectiveness of metrics: those metrics that qualify
in the analysis yield higher success rate of the planner with
fewer vertices in the roadmap. We also show how combining
several metrics together leads to better results (success rate
and size of roadmap) than using a single metric.
1.2 Organization
The organization of this paper is as follows. In Section 2
we review related work. In Section 3 we describe the early
phase of our investigation, where we tested a large number
of metrics with different planners, and explain why we chose
the metrics and planner on which we focus in the sequel.
In Section 4 we formally define five metrics which will be
discussed later. In Sections 5 and 6 we present methods
for analyzing the proposed metrics using identification of
substructures arising in MRMP. In Section 7 we provide
experimental results allowing us to compare the utility of
the metrics. In Section 8 we extend the metrics for robotic
systems other than those we discuss earlier. Finally, in
Section 9 we outline possible future work.
2 Related Work
We start this section with work related to multi-robot motion
planning (MRMP). Then, we proceed to discuss metrics
in the context of robotics and beyond. We assume some
familiarity with basic concepts of sampling-based motion
planning (see, e.g., Choset et al. (2005); Halperin et al.
(2016); LaValle (2006)).
2.1 Multi-robot motion-planning
Initial work on MRMP focused on exact methods for solving
the problem instance. Schwartz and Sharir (1983) consider
the case of disc robots operating in an environment cluttered
with polygonal obstacles. Their algorithm runs in time
polynomial in the obstacles’ complexity, but exponential
in the number of robots. Several works address the case
when the number of robots is bounded. Aronov et al. (1999)
present a technique that reduces the complexity of the
problem for two or three robots.Sharir and Sifrony (1991)
propose an approach to coordinate the motion between
two robots of various types, i.e., not necessarily translating
robots.
Hopcroft et al. (1984) and Hopcroft and Wilfong (1986)
prove that MRMP is PSPACE-hard even when the robots are
rectangular and operate in a rectangular region. Later, Hearn
and Demaine (2005, 2009) extend the result to rectangles
of size 1× 2 and 2× 1. The problem is strongly NP-hard
also when the robots are translating discs (Spirakis and Yap
1984). The proof in (Spirakis and Yap 1984) makes use of
robots that differ in their size. In a recent result (Solovey
and Halperin 2016), the setting of unit-square robots and
polygonal obstacles is considered. The problem is proven
to be PSPACE-hard. The result holds even in case that all
the robots are identical and indistinguishable (namely, in the
unlabeled setting). In addition to the aforementioned results,
system dynamics can introduce additional complications to
the problem (Johnson 2016).
The unlabeled variant of the problem was introduced
by Kloder and Hutchinson (2005) who describe a sampling-
based planner for the problem. Although this problem is
hard in general, under some simplifying assumptions it can
be solved in polynomial time as function of the number of
robots and the complexity of the workspace environment. For
disc-shape robots, under some assumptions on the free space
and the separation between initial and goal configurations,
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it is possible to find a solution in polynomial time (Turpin
et al. 2014). Furthermore, the obtained solution is optimal
with respect to the longest distance traveled by any one
robot. Adler et al. (2015) describe a more efficient algorithm,
which guarantees to find a solution, but not necessarily
the best one. Using similar conditions a nearly optimal
solution (with respect to the sum of path lengths) can be
found in polynomial time (Solovey et al. 2015). Finally, we
mention that the k-color generalization, where the robots are
partitioned into k groups and the robots in each group are
indistinguishable, has been studied using a sampling-based
approach (Solovey and Halperin 2014).
Approaches for solving MRMP can be roughly subdivided
into two types: coupled and decoupled. In the latter approach
(see, e.g., Bareiss and van den Berg (2015); Leroy et al.
(1999); van den Berg and Overmars (2005)), a path or
an initial plan are found for each robot separately, and
then the paths are coordinated with each other. Although
this approach is less sensitive to the number of robots,
when compared with the coupled approach, it gives no
completeness guarantees.
The coupled approach usually treats the entire system
as a single robot, for which the number of degrees of
freedom (DOFs) is equal to the sum of the number of
DOFs of the individual robots in the system. This approach
usually comes with stronger theoretical guarantees such as
completeness (Kloder and Hutchinson 2005; Salzman et al.
2015; Sanchez and Latombe 2002; Solovey and Halperin
2014; Solovey et al. 2016) or even optimality (Wagner
and Choset 2015; Dobson et al. 2017) of the returned
solutions. However, due to the computational hardness of
MRMP (Hearn and Demaine 2005; Hopcroft et al. 1984;
Johnson 2016; Solovey and Halperin 2016; Spirakis and Yap
1984), coupled techniques do not scale well with the increase
in the number of robots.
2.2 Metrics
The choice of a metric for nearest-neighbors queries in
a sampling-based planner can be crucial. Amato et al.
(2000) were the first to study the effect of a metric on
sampling-based planners. They consider PRM (Kavraki
et al. 1996) as the planner and define effectiveness as the
number of discovered edges in the roadmap. They compare
effectiveness of some variants of the Euclidean metric in
settings that involve translation and rotation of a single robot.
Kuffner (2004) considers metrics for rigid-body motion and
proposes an interpolation between the rotation component
and the translation component.
Extensive research has been carried out in order to find
suitable metrics for other settings of motion planning, such as
robots with differential constraints (Bharatheesha et al. 2014;
Boeuf et al. 2015; LaValle and Kuffner 1999; Palmieri and
Arras 2015).
Pamecha et al. (1997) analyze metrics for systems with a
single robot consisting of multiple modules that must stay in
touch with each other (multi-module systems). Though any
module can be thought of as a robot, the system restrictions
are that modules are only allowed to move on a grid, and
must stay in contact in order to form a metamorphic robot.
Hence, their results are not straightforward to extend to
arbitrary multi-robot systems. Further analysis for multi-
module systems can be found in Winkler et al. (2011) and
Zykov et al. (2007).
Recent methods employ machine learning to develop
metrics that are tailored to the specific motion-planning
problem at hand. Ekenna et al. (2013) introduce a framework
in which there is a candidate set of metrics, and the planner
adaptively selects a metric on-the-fly. The selection may vary
over time or between different regions of the workspace. This
implies that a set of metrics, each suitable for a different
setting, can be combined in order to solve more diverse
settings that consist of smaller, specific, (sub)settings.
Morales et al. (2004) have the same observation that different
portions of the C-space may behave differently. In our work
we will also refer to the case where different metrics are more
effective than others in different portions of the C-space.
Estimating distances between sets of points is in broad use
in shape matching (see the survey (Veltkamp and Hagedoorn
2001)). Such techniques (see, e.g., Belongie et al. (2002))
are concerned with estimating the distance between shapes
and with finding a matching between shapes. Kendall (1984)
provides a rigorous mathematical study of the subject, where
point sets are mapped to high-dimensional points, on which
distance measures can be more easily defined (see more
details in Section 4).
Another area where distance between sets of points is of
interest is graph drawing. Bridgeman and Tamassia (2000)
list a large number of distance metrics between planar
graphs. Some of the metrics give a significant weight to the
relative order between the nodes, which is also the guideline
for the metrics we propose in this paper. Lyons et al. (1998)
address the same problem, and measure similarity based
on both Euclidean distance and relative order between the
nodes.
3 Initial Screening
We began our study by experimenting with four different
planners, fifteen different metrics and variations of them.
For planners we tried RRT-style and EST-style (Hsu et al.
1999) planners that are adapted to the multi-robot setting.
We tested both single-tree and bi-directional variants of
each algorithm. PRM-style planners cannot cope with the
induced high-dimensional space. RRT-style planners showed
much better success rate in solving MRMP problems when
compared to EST-style planners. This is why the study
continues henceforth with dRRT (Solovey et al. 2016)—an
adaptation of RRT to the multi-robot setting, which can cope
with a larger number of robots and more complicated tasks
than RRT as-is. We mention that M* (Wagner and Choset
2015), which is another sampling-based planner tailored for
MRMP, is less relevant to our current discussion since it only
employs metrics concerning individual robots.
For metrics, we began by following the common approach
of choosing metrics that have high correlation with the
failure rate of the local planner (Choset et al. 2005, pp.
210). Note that this is also the guideline behind using the
swept volume and its approximations as a metric for rotating
robots (Amato et al. 2000; Ekenna et al. 2013; Kuffner 2004).
It turns out that when using such metrics with RRT-style
planners, the exploration of the C-space is unbalanced— the
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explored configurations tend to have the robots separated
from each other. The analogue for single-robot planning
is exploration of configurations that tend to be far from
obstacles, avoiding paths that go near the obstacles. This
phenomenon is further discussed in Appendix B.
We continue with metrics that adapt geometric methods
from the domain of shape-matching (Belongie et al. 2002;
Goodman and Pollack 1980, 1983; Kendall 1984), including
existing methods that are used for mismatch measure (Alt
et al. 1988). We also used measures of similarities that are
employed in the domain of graph-drawing (Bridgeman and
Tamassia 2000; Lyons et al. 1998).
Out of the fifteen tested metrics and their variations, we
remained with the five most successful metrics that are
described below in Section 4.
Finally, we mention that we experimented with several
types of robots including planar ones that are allowed to
translate and rotate. All the metrics in this paper can cope
with such robots (see Section 8). However, we chose to
conduct our final experiments and analyses with robots
bound to translate in the plane, as it makes the presentation
clearer. Moreover, we believe that the study of complex
rigid-body motion (Kuffner 2004) in the context of metrics
is mostly orthogonal to our current efforts of incorporating
multi-robot considerations into the metric. Robotic systems
involving dynamics are outside the scope of this paper, and
we leave their study for future work.
4 Metrics for Multi-Robot Motion-Planning
In this section we discuss the role of metrics in sampling-
based MRMP. Then, we formally define the standard ΣL2,
maxL2 metrics and introduce the metrics ε2, ε∞, Ctd, which
will be evaluated in Section 7.
We consider m robots r1, . . . , rm operating in a shared
workspace. For simplicity we assume that the robots are
identical in shape and function. The C-space of each
individual robot can be denoted by some X . Note that we
still distinguish between the different robots. We assume
that each ri represents a translating disc in the plane, and
so X = R2. Denote the joint C-space for the m individual
robots by Xm = X × . . .×X , i.e., a joint configuration
U = (u1, . . . , um) represents a set of configurations for the
m robots.
Our presentation focuses on translating disc robots, which
are often encountered in practice as iRobots, TurtleBots, or
as the bounding volume to more complex systems. However,
we note that the metrics described below can be extended to
more general settings of the problem, such as non-disc robots
and 3D environments. See Section 8 for more details.
Sampling-based tools for single and multi-robot systems
rely on metrics to measure similarity between configurations.
Let U, V,W be joint configurations of our multi-robot
system. A metric in the context of MRMP is a distance
function d: Xm ×Xm → [0,∞), which satisfies the five
properties:
(a) non-negativity: d(U, V ) ≥ 0;
(b) identity: d(U,U) = 0;
(c) identity of indiscernibles: d(U, V ) =0⇒ U = V ;
(d) symmetry: d(U, V ) = d(V,U);
(e) triangle inequality: d(U,W ) ≤ d(U, V ) + d(V,W ).
Efficient nearest-neighbors data structures usually do not rely
on property (c) (see, e.g., (Brin 1995; Cha´vez et al. 2001;
Ciaccia et al. 1997)), and so can be applied to pseudometrics,
which satisfy properties (a), (b), (d) and (e). We extend the
discussion also to pseudosemimetrics which are functions
that satisfy only properties (a), (b), and (d). In that case,
we cannot use sophisticated data structures that rely on the
triangle inequality. For simplicity, from now on we will refer
to any pseudosemimetric as a metric.
Standard metrics. The following two metrics are simple
extensions of single-robot metrics to the multi-robot setting.
Let L be a single-robot metric L : X × X → [0,∞).
For any two joint configurations U = (u1, . . . , um) , V =
(v1, . . . , vm) ∈ Xm we define ΣL and maxL as:
ΣL (U, V ) =
m∑
i=1
L (ui, vi) ,
maxL (U, V ) = max
i=1,...,m
L (ui, vi) .
We consider the two metrics obtained by setting L = L2,
which is the standard Euclidean distance, and denote them
by ΣL2 and maxL2. Those metrics satisfy properties (a)-(e).
We note that the former is used by default in many settings,
whereas the latter has earned much less attention.
ε-congruence metrics. Here we introduce new metrics,
which are based on the notion of approximate congruence
or ε-congruence, described by Alt et al. (1988).
Definition 4.1. ε-congruence. Let L : X × X → [0,∞) be
a single-robot metric, and let T be the set of all translations
T : X → X . For every two joint configurations U =
(u1, . . . , um) , V = (v1, . . . , vm) ∈ Xm the ε-congruence
with respect to L is defined as
εL (U, V ) = min
T∈T
max
i=1,...,m
L (T (ui) , vi) .
This metric expresses the required tolerance (with respect
to L) for the two sets of points to be equivalent to each other
under translation.
We denote ε-congruence with respect to L2 and L∞ by ε2
and ε∞, respectively. See an illustration in Figure 4.
Note that ε-congruence satisfies all the properties of
a pseudosemimetric, and in case L satisfies the triangle
inequality (which is the case for L2 and L∞) then ε-
congruence is a pseudometric and therefore can be used with
any nearest-neighbor data structure.
Shape-based metric. To measure the mismatch between
two point sets, Kendall introduced the notion of a shape
space (Kendall 1984). Specifically, given m k-dimensional
points the shape space Σmk = Rk×m/S is the quotient
space of Rk×m by the group of similarities generated
by translations, rotations and dilations. Namely, it is a
subdivision of all point sets into equivalence classes, where
two point sets are equivalent if one can be transformed to the
other by some operation T ∈ S.
Let U = (u1, . . . , um) , V = (v1, . . . , vm) ∈ Σmk and
T ∈ S. Note that by the definition of equivalence sets we
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Figure 4. ε-congruence with respect to L2. U is marked with
circles, V with squares, and the translated configuration T (U)
with stars. Each of the m = 5 robots is denoted by a different
color. If each star falls inside its corresponding ball then the
balls’ (common) radius corresponds to a valid translation. The
ε-congruence is the minimal valid radius.
have that the distance between U and V is equal to the
distance between T (U) and V . This allows us to define the
mismatch between U and V as the minimal distance over
all similarities T ∈ S. Specifically, Kendall uses the sum
of squares of distances between associated pairs of points.
Thus, the distance between two point sets is defined as∗
min
T∈S
{
m∑
i=1
(L2 ([T (U)]i , vi))
2
}
. (1)
We propose to adapt these ideas to the setting of MRMP.
Specifically, in our basic setting we have that (i) each
single-robot configuration is a planar point in R2 and (ii) we
restrict the set of similarities S to translations only. Thus, we
can rewrite Equation (1) as:
min
T∈R2m
{
m∑
i=1
(L2 (Ti, vi − ui))2
}
, (2)
where Ti is the translation component in T of the i-th point.
We restrict S to translations only since we are using a
local planner that generates a straight-line path for each
robot. Such local planning between a configuration U and
a translation of it T (U) is always free of robot-robot
collisions. However, it may not be free of collisions if we
allow rotations and dilations.
The translation T that minimizes Equation (2) is known
as the centroid of the set {vi − ui}mi=1 (see (Protter and
Morrey 1970, pp. 520)). For two-dimensional points (k = 2)
the minimal value is
Ctd (U, V )=
m∑
i=1
(
x2i + y
2
i
)− (∑mi=1 xi)2 + (∑mi=1 yi)2
m
,
(3)
where xi and yi are the x and y coordinates of vi − ui.
Equation (3) defines the Centroid distance in 2D, which we
denote by Ctd.
In summary, we have presented five metrics for MRMP:
the more traditional ΣL2 and maxL2, and the novel metrics
ε2, ε∞, Ctd. We will evaluate these five metrics below.
5 Canonical Substructures in C-space
Here we introduce a new approach to better conquer
the intricate problem of MRMP. We identify several
“gadgets”, which represent local instances of the problem,
and which force the robots to coordinate in a specific and
prescribed manner. Those gadgets can be viewed as a set
of representative tasks that need to be carried out in typical
scenarios of MRMP. Examining these substructures, rather
than the entire complex problem, has two benefits. Firstly,
such substructures can be straightforwardly decomposed
into a small number of equivalence classes (ECs) of (joint)
configurations, which can be viewed as a discrete summary
of the continuous problem. We conjecture that a metric which
maximizes the number of explored ECs by a given planner
also leads to better performance of the planner. Secondly,
those ECs of a given substructure, and the relations between
them, induce a natural distance metric, which faithfully
quantifies how difficult it is to move between any given pair
of joint configurations. This gives an additional method to
assess the quality of a given metric by comparing it to the
natural metric.
In the remainder of this section we describe three
such canonical substructures, which we refer to as
Permutations, Partitions, and Pebbles, and denote them
by XPermutations,XPartitions,XPebbles. We also describe their
corresponding natural metrics. In Section 6 we describe
tools for analysis of metrics. Of course there could be many
more useful substructures—see comment in the concluding
section.
Each such substructure X is a subset of the joint C-
space Xm. For every X we identify a finite collection of
e > 0 disjoint subsets X1, . . . , Xe of X termed equivalence
classes (ECs). Note that each EC is a subset of the joint C-
space. We say that two joint configurations U, V ∈ X are
equivalent if they belong to the same EC Xi. If robots can
also leave one EC Xi and enter another Xi′ , without going
through any other EC then we say that the ECs Xi, Xi′
are neighbors. This gives rise to the equivalence graph GX
whose vertices are the ECs ofX, and there is an edge between
every two neighboring ECs.
We are now ready to define the natural distance dK
between two given joint configurations U, V ∈ X. For a
given U ∈ X denote by EC (U) the EC of X in which it
resides. Then the natural distance dK (U, V ) is the graph
distance over GX between EC(U) and EC(V ), namely the
number of edges along the shortest path in the graph between
the vertices corresponding to EC(U),EC(V ).
5.1 Permutations
As an example of XPermutations consider the “Tunnel” scenario
depicted in Figure 5. The workspace consists of three
portions corresponding to the three “arms” of the workspace:
upper arm, right arm and left arm, denoted by A =
{AU , AR, AL}. In this substructure we define the ECs to
correspond to the assignment of robots to portions of the
tunnel, and to the specific order of the robots within each
portion. The order in the upper arm AU is calculated
∗[T (U)]i is the ith planar point in the vector of m such points T (U).
6 Effective Metrics for Multi-Robot Motion-Planning
1 2 3 6 5 4
AU
ARAL
(a)
1
2
3
6
5
4
(b)
Figure 5. Tunnel scenario. The environment consists of a
T-shaped free space and requires the robots in one side to
exchange places with the robots on the other side. There are 6
translating disc robots of radius 2 and the width of each arm is
5, so the robots cannot exchange places within an arm without
leaving it. (a) Start configuration. The red, blue and green
robots lie on the left arm, and the yellow, purple and cyan robots
lie on the right arm. In the goal configuration the red, blue and
green robots lie on the right arm and the yellow, purple and
cyan robots lie on the left arm. More specifically, the red robot
exchanges places with the cyan robot, the blue robot with the
purple robot and the green robot with the yellow robot. (b) A
configuration for which the permutation in AU is (3, 2, 5, 4), in
AR is ( ) and in AL is (1, 6). The corresponding EC is denoted
by [(3, 2, 5, 4) , ( ) , (1, 6)].
according to decreasing y coordinate, in the right arm
AR according to decreasing x coordinate, and in the left
arm AL according to increasing x coordinate. See Figure 5b
for an illustration.
Two ECs are neighbors if they correspond to a transition
of a single robot that leaves one arm and enters another. For
instance, [(3, 4, 2) , (5, 6, 1) , ( )] and [(3, 4, 2, 1) , (5, 6) , ( )]
are neighbors. This condition implicitly induces the
equivalence graph GXPermutations and the corresponding natural
metric dK. For instance, for any two configurations
U, V which lie in the ECs [(3, 4, 2, 5, 6, 1) , ( ) , ( )] ,
[(3, 4, 1, 6, 5, 2) , ( ) , ( )] , respectively, it follows† that
dK(U, V ) = 10.
An illustration for the equivalence graph for the case of
m = 2 robots is depicted in Figure 6.
5.2 Partitions
As an example of XPartitions we consider the “Chambers”
scenario depicted in Figure 7. Each EC is associated with
a partitioning of the robots to the chambers. Each robot is
mapped to the chamber that has the largest intersection with
the robot and we choose a chamber at random in case that
there is a tie. See Figure 7b. Two ECs are neighbors if exactly
one robot changes its mapped chamber. Unlike the previous
substructure, here the exact order of the robots inside one
chamber does not matter.
5.3 Pebbles
The “8-Puzzle” scenario, which is a geometric variation
of the classic 15-Puzzle (Archer 1999), is used as an
example for XPebbles. The problem is depicted in Figure 8.
Unlike the discrete version of the puzzle, where each
robot can occupy only one of nine possible places, in the
geometric generalization the robots can lie in any collision-
free configuration.
Each EC of XPebbles is associated with an assignment of
robots to the nine cells. The cell corresponding to each robot
is the one that has the largest intersection with the robot, with
the restriction that at most one robot is assigned to a single
cell, and we choose a cell at random in case that there is a tie.
An example for a configuration along with its correspondent
assignment is described in Figure 8b. Two ECs ofXPebbles are
neighbors if exactly one robot changes its cell assignment.
6 Analysis of Metrics
In this section we introduce two novel tools for analyzing
metrics, which rely on the concept of canonical substruc-
tures, described in Section 5. The following tools assess the
quality of a given metric d by quantifying its similarity to the
natural metric dK, and by counting the number of explored
ECs by a planner that is paired with d.
In addition to the tools described in this section, we have a
visualization tool that automatically generates an animation
for the expanded tree produced by the RRT-style planner.
Some properties of the metrics can be inferred by perusing
the animations. This tool was essential in the screening phase
and guiding our choice of metrics. Links to example videos
can be found in Appendix B.
6.1 Distributions separation
The following technique requires as an input, after fixing
a specific canonical substructure X, a set of ` randomly
sampled joint configurations C = {C1, . . . , C`} from X.
Each such sample is then classified according to its EC in
X.
Our working hypothesis is that a good metric should
faithfully reflect the natural distance, and in the rest of the
subsection we spell out what it means to have this property.
When incorporating the metric into a sampling-based
planner, the role of the metric is to compare distances
between different pairs of sampled configurations. Given two
pairs of configurations (U1, V1) and (U2, V2), the planner
favors to check the continuous motion between the first
pair in case the distance between U1, V1 is smaller than the
distance between U2, V2 (Note that in the case of an RRT-
style planner, the compared pairs always satisfy U1 = U2.).
How much a metric reflects the natural distance can be
measured by how well the relation between distances of
different pairs of configurations is preserved when compared
to the natural distance. Preserving the natural distance can be
measured by Γd:
Γd = Pr
U1,U2,V1,V2∈X
[
d(U1, V1) < d(U2, V2)
∣∣∣
dK (U1, V1) < dK (U2, V2)
]
.
In one extreme case, if we use the natural distance as d we
have Γd = 1. In the other extreme case, if a metric d has no
correlation with the natural distance we have Γd = 0.5. We
are interested in a metric that gives a large value of Γd.
†The shortest path over GXPermutations can be obtained in the following
manner: (1) r1 : AU → AR (namely, r1 moves from the upper
arm to the right arm) , (2) r6 : AU → AR , (3) r5 : AU → AR
, (4) r2 : AU → AL , (5) r5 : AR → AL , (6) r6 : AR → AL
, (7) r1 : AR → AU , (8) r6 : AL → AU , (9) r5 : AL → AU
and (10) r2 : AL → AU .
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Figure 6. GXPermutations for two robots (m = 2). Each vertex of GXPermutations represents an EC in the joint C-space Xm.
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Figure 7. Chambers scenario. The environment consists of
three chambers. The structure of each chamber allows the
robots to exit from the chamber in any order, not necessarily in
the order they entered to the chamber (as opposed to the arms
in the Tunnel scenario). (a) Start configuration. (b) A
configuration that corresponds to the assignment
[{1, 5, 8} , {4, 6, 7} , {2, 3}]. The natural distance between it and
the configuration in Figure 7a is 4.
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Figure 8. 8-Puzzle scenario. The environment can be naturally
partitioned into nine cells that form a 3×3 grid. A robot can
translate only between adjacent cells. (a) Start configuration.
The goal is to arrange the robots in the order r1, . . . , rm, i.e., r1
is situated in the cell in the top left corner, and so on. (b) A
configuration that corresponds to the assignment
[{4} , {3} , {6} , { } , {7} , {2} , {8} , {1} , {5}]. The natural
distance between it and the configuration in Figure 8a is 5 since
there is a discrete motion mimicking five transfer steps each of a
single pebble from one cell to another in an 8-puzzle, that
transforms one configuration to the other (the motion involves
the purple, red, grey, green and cyan robots).
In the rest of the subsection we formalize the discussion
above and explain how to calculate and compare Γd between
different metrics. For every possible (discrete) value of the
natural distance α ∈ Im dK we compute the set Ddα of
metric distances given that the natural distance is α:
Ddα = {d(U, V ) | U, V ∈ C,dK (U, V ) = α} .
With a slight abuse of notation, we treat Ddα as a
distribution over pairs of configurations from X. Here we use
the fact that C captures the structure of X. Furthermore, we
define Dd = {Ddα | α ∈ Im dK}. Consequently, Γd can be
represented as
Γd = Pr
[
α0 < β0
∣∣∣ α0 ∼ Ddα, β0 ∼ Ddβ , α < β],
where the notation α0 ∼ Ddα indicates that α0 is sampled
from the distribution Ddα.
Sampling-based planners usually attempt to connect
nearby configurations. Thus, it is more important to identify
close configurations than remote ones. Pairs of far-away
configurations (with respect to the natural distance) are
practically ignored by a sampling-based planner that uses a
reasonable metric d. We restrict Γd to natural distances of at
most a threshold parameter τ , using the following definition‡
of Γdτ :
Γd
τ = Pr
[
α0 < β0
∣∣∣ α0 ∼ Ddα, β0 ∼ Ddβ , α < β, α ≤ τ].
We expect that a metric d1 will be more effective than a
metric d2 if Γd1
τ > Γd2
τ .
Note that the value of τ depends on the specific setting.
Here we present general guidelines for choosing τ . An
exact method is left for future work. Recall that in each
iteration of an RRT-style planner a configuration V is
sampled at random, and its nearest-neighbor U (from the
‡We require that α ≤ τ , and not β, since we only care that pairs of
configurations with small value of dK will remain so with respect to d. A
similar correlation is not assumed between large distances.
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currently growing tree) is picked. A proper value for τ
satisfies dK (U, V ) ≤ τ with high probability for a typical
RRT-tree size. Pairs of configurations for which the natural
distance is larger than τ are practically ignored by a
sampling-based planner, and should not be taken into
account in the calculation of Γd.
6.2 Explored equivalence classes
RRT-style planners, as the one used and described later on in
Section 7, explore the C-space from a starting configuration.
A desirable property of such planners is to reach various
regions of interest in the C-space. In our setting, we measure
the quality of exploration by the number of different ECs
reached, where a larger number of explored ECs means that
the planner explores the C-space more exhaustively. Since
the planner cannot foresee which parts of the C-space can
lead to a solution, we expect that an effective metric will
result in a larger number of explored ECs when compared
to an ineffective one.
We propose the following experiment to assess d with
respect to the quality of exploration. A single-tree RRT-
style planner is used to build a tree with N vertices.
The set of explored configurations is denoted by Ud. For
each configuration U ∈ Ud we identify its representative
EC denoted by EC (U). We count the number of distinct
explored ECs, i.e., the number of distinct ECs in the
set {EC (U) | U ∈ Ud}, and denote it by |Ud/EC|. We
anticipate that a metric d1 will be more effective than a
metric d2 if |Ud1/EC| > |Ud2/EC|.
7 Experimental Results
In this section we make use of the tools developed in
Section 6 to analyze the properties of the metrics in the
scenarios described in Section 5. Then we compare the
effectiveness of the metrics as used by dRRT (Solovey
et al. 2016) to solve instances of MRMP. As mentioned in
Section 3, dRRT is an extension of RRT, which allows it
to cope with a greater number of robots and more complex
scenarios. Later on we show the effectiveness of the planner
incorporated with different metrics in a general environment
that consists of several substructures.
On the implementation side, our testing environment is
implemented in C++ and relies on Open Motion Planning
Library (OMPL) (Sucan et al. 2012). While we are not
concerned with running times in this work, we mention that
all the metrics defined in Section 4 can be implemented
with running time linear in the number of robots. Refer to
Appendix A for full description of the implementation.
7.1 Analyzing properties of the metrics
We show and analyze the results of the experiments
described in Section 6 using the scenarios described in
Section 5.
For each scenario, we show results for the value of Γdτ
defined in Section 6.1. Then, we count the number of distinct
explored ECs, as suggested in Section 6.2. In order to do
so, we use a dRRT-tree with 10,000 vertices rooted at the
start configuration (see Figures 5a, 7a and 8a) . Finally, we
show the effectiveness of an entire planning algorithm that
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Figure 9. Distributions from Dd for ΣL2 and ε2 metrics in the
Tunnel scenario. Better reflection of the natural distance is
expressed by higher level of separability between the
distributions.
Scenario τ Metric (d)
ΣL2 maxL2 ε2 ε∞ Ctd
Tunnel 4 0.810 0.843 0.904 0.904 0.907
Chambers 1 0.858 0.983 0.971 0.962 0.938
8-Puzzle 7 0.953 0.938 0.951 0.921 0.971
Table 1. The value of Γdτ for different metrics in different scenarios.
Each entry in the table is the value of Γdτ for the corresponding d, τ and
scenario. Larger values mean higher distributions separation, and in turn
better effectiveness is expected. The value of τ is set according to the
guidelines described in Section 6.1.
uses each of the metrics and show how it correlates with the
results of the analysis tools. We measure the effectiveness of
the planner by inspecting both (i) the number of explored
vertices when a solution is found—the lower the number,
the more effective we consider the metric to be; and (ii) the
success rate of the planner. We mention that the success rate
of the local planner (and not the motion planner) is similar
among all the metrics, and therefore we do not report it.§ We
do not measure running times since we are interested only in
the analytic effectiveness of each metric.
Next, for each typical scenario we describe (i) the results
of the distributions-separation predicates, (ii) the results of
the ECs exploration, and finally (iii) the actual behavior
of the planner and its relation to the predictions. These
are also summarized in Table 1, Figure 10 and Figure 11,
respectively.
Permutations substructure. Figure 9 shows subsets of
the sets of distributions Dε2 and DΣL2 for the Tunnel
scenario: observe that the distributions in Dε2 are better
separated than the distributions in DΣL2 . This separation
is expressed by the dissimilarities between the different
distributions. For example, the common area bounded by
the blue and green distributions (representing Dd0 and Dd4
respectively) is smaller for ε2 when compared to ΣL2.
This is also the case for the green and red distributions
(representing Dd4 and Dd6 respectively). The value Γdτ
quantifies the distribution separation. For this scenario we
set τ = 4. The values of Γdτ are given in Table 1. The values
for ε2, ε∞ and Ctd are similar to each other, and are larger
than the values for ΣL2 and maxL2.
§As discussed in Section 3, metrics that induce high success rate of the local
planner are not necessarily effective for planning.
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The number of distinct explored ECs is shown in
Figure 10a: observe that Ctd and ε-congruence-type metrics
show better results when compared to the standard metrics.
In addition, we expect that ε2 and Ctd will be more
effective than ε∞. Furthermore, ΣL2 shows better results
than maxL2.
As described in Figure 11a, the effectiveness of the metrics
correlates with the analysis of Section 6. As expected, ε2, ε∞
and Ctd are more effective than ΣL2 and maxL2.
Partitions substructure. For the distributions separation we
use τ = 1. The values of Γdτ are given in Table 1. maxL2
has the largest value, then come ε2, ε∞ and Ctd, while ΣL2
is far behind.
Figure 10b shows the number of distinct explored ECs.
maxL2 shows the best results, ε2 and ε∞ have comparable
results, which are better than Ctd, and ΣL2 yields the poorest
results.
For this scenario, by looking at the results of the
experiments described in Section 6, one can foresee that
maxL2, ε∞ and ε2 will be more effective than Ctd, which
in turn, will be more effective than ΣL2. This is indeed the
case when measuring the effectiveness of the planner, as can
be seen in Figure 11b.
Pebbles substructure. For the calculation of Γdτ we use
τ = 7. The values are given in Table 1. The best value is
achieved by Ctd, then ε2 and ΣL2 have comparable values,
then comes maxL2 and finally ε∞ with the smallest value.
The number of distinct explored ECs is shown in
Figure 10c. Here again, the largest number of explored ECs
is achieved with Ctd, followed by ε2 and ΣL2. Then ε∞, and
the lowest value is for maxL2.
The effectiveness of the planner incorporated with each
metric is expressed in Figure 11c. The results are with
accordance to the analysis: Ctd is the most effective metric,
ΣL2 and ε2 have comparable effectiveness, and ε∞ and
maxL2 are the less effective metrics.
7.2 Putting it all together
The C-space of a general MRMP problem may consist
of several substructures. This is the case for the scenario
depicted in Figure 12a, which contains m = 8 robots.
Figure 12c shows the effectiveness of planning with each
metric. As can be inferred from the results, even in more
general scenarios, the novel metrics are more effective than
the standard ones. In some cases, it may be beneficial to
alternate between several metrics—the planner maintains
several nearest-neighbors data-structures, each for a different
metric. Each time the tree is expanded, a different data-
structure is used in a round-robin fashion.
We have tested the scenario depicted in Figure 12a with
4, 6 and 8 robots (for 4 and 6 robots we eliminate from the
scenario the robots r5, . . . , r8 and r7, r8 respectively). We
used each of the five metrics, along with all the combinations
of two out of the five (total of 15) metrics. For the scenario
with m = 4 robots, the effectiveness of all the metrics and
their alternation was comparable. The results for the scenario
with m = 6 robots (see Figure 12b) support the claim that it
may be better to alternate between different metrics. Note
the interesting fact that when alternating between ε2 and
ΣL2 or Ctd, better effectiveness is obtained than when
using each metric separately. For the scenario with m = 8
robots (Figure 12c) the novel metrics are more effective
when compared to the standard ones. Alternating between
novel and standard metrics does not make the planner more
effective for the case of 8 robots. As we move from 4 robots
(easier) to 8 robots (considerably harder), the effectiveness
of the metrics becomes more noticeable.
8 Other Multi-Robot Systems
In this section we show how to extend the metrics that
were defined in Section 4 to cope with rotating robots in
2D. We also show experimental results that demonstrate the
suitability of the novel metrics for rotating robots.
We mention that all metrics can be extended to 3D settings
(with rigid-body motions) straightforwardly. Extensions for
other robotics systems, e.g., robots with dynamic constraints,
is beyond the scope of this paper and is left for future work.
8.1 Metrics definition
Let U = (u1, . . . , um) , V = (v1, . . . , vm) ∈ Xm be
two multi-robot configurations. Each single-robot
configuration w ∈ X can be represented as three coordinates
x (w) , y (w) , θ (w) for which x (w) , y (w) ∈ R and
θ (w) ∈ [−pi, pi). Define:
xi = x (vi)− x (ui) ,
yi = y (vi)− y (ui) ,
θi =
{
|θ (vi)− θ (ui)| , |θ (vi)− θ (ui)| < pi
2pi − |θ (vi)− θ (ui)| , otherwise
.
In addition, we introduce a weight parameter 0 ≤ s ≤ 1
which determines the weight between the translation and the
rotation components.
Having defined xi, yi, θi, the traditional metrics ΣL2 and
maxL2 can be trivially extended:
ΣL2 (U, V ) =
m∑
i=1
(
s
√
x2i − y2i + (1− s) θi
)
,
maxL2 (U, V ) = max
i=1,...,m
(
s
√
x2i − y2i + (1− s) θi
)
.
Similarly, we redefine ε-congruence and Ctd by treating
the rotational component as an additional (scaled) coordinate
in Euclidean space¶:
ε2 (U, V ) = MiniBall ({(sxi, syi, (1− s) θi)}mi=1) ,
ε∞ (U, V ) = MiniCube ({(sxi, syi, (1− s) θi)}mi=1) .
Ctd (U, V )=
m∑
i=1
(
(sxi)
2
+ (syi)
2
+ ((1− s) θi)2
)
−
(
∑m
i=1 sxi)
2
+ (
∑m
i=1 syi)
2
+ (
∑m
i=1 (1− s) θi)2
m
.
¶MiniBall is the radius of the smallest enclosing ball, and MiniCube is
the radius of the smallest axis-aligned bounding cube of a set of points,
defined in the three-dimensional Euclidean space. Refer to Appendix A for
more details.
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(b) Partitions Substructure
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Figure 10. Different explored equivalence classes experiment. A dRRT tree is expanded until it contains 10,000 vertices. For each
vertex in the tree we find its representative EC, and count the number of different ECs (denoted by |Ud/EC|). Higher value means
that we expect the metric to be more effective. The experiment is repeated 50 times for each metric. The figure depicts the values of
|Ud/EC| for each metric.
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Figure 11. Number of expanded vertices when a solution is found. The experiment is repeated 50 times per metric. The planner
success rate is depicted in the green labels on top of each boxplot. The red labels are the median value. Effectiveness is expressed
by high success rate and low number of vertices.
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(b) Effectiveness with 6 robots
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(c) Effectiveness with 8 robots
Figure 12. A general scenario. We test the scenario with 8 robots, and the scenario with 4 or 6 robots which we get by eliminating
r5, . . . , r8 or r7, r8, respectively. (a) Start and goal configuration, drawn in solid and empty discs, respectively. (b) Effectiveness of
metrics and alternation between metrics summarized over 20 runs for the case of 6 robots. As in the previous plots, the green
labels indicate the success rate. (c) Effectiveness of each metric summarized over 20 runs of the planner for the case of 8 robots.
Note that for the case of s = 1 (translation only) the metrics
are identical to those discussed in Section 4.
8.2 Experimental results
We use the scenario depicted in Figure 13a. The robots in
that scenario are L-shaped and allowed to rotate.
One difficulty that arises is deciding a proper value
for the weight parameter s. Previous research has already
addressed this problem (Amato et al. 2000; Kuffner 2004).
In our experiments we empirically chose the optimal value;
we repeated the experiments 50 times for each value s =
0.1, 0.2, . . . , 0.9 and picked the one that leads to the most
effective planning. Note that the optimal value may be
different for different metrics.
Figure 13b shows the effectiveness of planning with each
metric when the rotation component is taken into account.
For each metric we show the effectiveness for s = 1 and for
the optimal value of s. It can be seen from the figure that the
adaptation of the metrics for rotating robots takes rotation
into account in a reasonable way; the effectiveness improves
when we weigh in the rotation component of the robots. An
exception is the case of ε∞, in which the improvement we
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Figure 13. A scenario with m = 6 rotating robots in the plane. The robots are L-shaped and must rotate to arrive from the start
configurations to the goal configurations. (a) Start and goal configurations are drawn in solid and empty L-shaped, respectively.
(b) Number of expanded vertices when a solution is found. The red labels are the median value. The experiment is repeated 50
times per metric and weight parameter s. Effectiveness is expressed by low number of expanded vertices.
get with the optimal value of s (when compared to s = 1) is
not significant.
According to Figure 13b, the most effective metrics are
maxL2 and ε2. Then, Ctd, and finally, the least effective
metrics are ε∞ and ΣL2.
9 Conclusions and Future Work
Our work suggests that in order to effectively solve
MRMP using sampling-based planners one should employ
tailored multi-robot metrics, possibly side-by-side with more
traditional metrics.
An immediate question is how to efficiently combine
the benefits of different metrics. This resembles the
idea of combining different heuristics in search-based
algorithms (Aine et al. 2016). We propose to borrow ideas
from this domain to address our problem. One approach
may be to grow several trees, one for each metric. The trees
can share states (such as SMHA* (Aine et al. 2016)) and
choosing which tree to grow at each point can be done in a
dynamic fashion (see, e.g., (Phillips et al. 2015)).
This work has utilized three substructures and their
combination in order to asses metrics. Of course there
could be many more substructures, in particular larger,
more elaborate ones, which would possibly improve our
understanding of metrics. Thus, it would certainly be
useful to automatically identifying these, possibly through
a learning phase.
Metrics are relevant for other settings of MRMP, including
those involving moving rigid bodies in 3D, and robots with
differential constraints. The proposed metrics and analysis
tools can be extended to such settings as well.
Another notable variant is the unlabeled setting in which
all the robots are identical and interchangeable. There are
similarity measures for unlabeled point sets that can be
adapted for MRMP (Alt et al. 1988; Belongie et al. 2002;
Efrat and Itai 1996; Hausdorff 1927; Huttenlocher et al.
1993). Unlabeled planning involves matching functions as
well, which have common properties with metrics but make
the problem considerably harder. We have began to explore
the unlabeled case, and have some promising initial results in
this direction as well. A demonstration of our initial results
for unlabeled disc robots is provided in Appendix C.
In this work we assessed metrics using RRT-style
planners, and specifically dRRT (see Section 3). Although
we do not believe that our reported results are biased towards
these specific types of planners, it would be interesting to
see whether the conclusions can be reproduced for other
planners, that operate differently than RRT, e.g., PRM*,
RRT* (Karaman and Frazzoli 2011) and FMT* (Janson et al.
2015). This also leads to the question of the effect metrics
have on the quality of the solution paths in MRMP.
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Appendix A Metrics Calculation
We consider the running time required for the calculation
of each of the five metrics described in the paper. The
calculation of ΣL2, maxL2 and Ctd is straightforward and
requires O (m) time, where m is the number of robots.
However, the implementation of ε-congruence-type metrics
is a little more intricate.
Given the joint configurations U, V , ε∞ (U, V ) can be
calculated by first finding a smallest enclosing square
of the set of m points {vi − ui}mi=1 (denoted by
MiniCube ({vi − ui}mi=1)). Half of the square edge length is
the value of ε∞. This yields a running time of O (m), using
only subtractions and comparisons.
ε2 (U, V ) can be calculated similarly, using the smallest
enclosing disc of the set {vi − ui}mi=1 (denoted by
MiniBall ({vi − ui}mi=1)). The radius of the disc is the value
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of ε2. The enclosing disc can be calculated in time O (m)
(Ga¨rtner 1999; Megiddo 1983).
We now proceed to prove the correctness of the calculation
for ε2. The proof of correctness for ε∞ is analogous.
Recall that we are given two sets of m planar points
U = (u1, . . . , um) , V = (v1, . . . , vm), and our goal is to
find the minimal value R ∈ R+ such that there exists a
transformation T : R2 → R2 that satisfies
max
i=1,...,m
L2 (T (ui) , vi) ≤ R.
We denote the minimal R by R∗. For each i = 1, . . . ,m we
define δi = vi − ui and let ∆ = {δ1, . . . , δm}.
Let R ∈ R+. We observe that R ≥ R∗ if and only if
there is a point p ∈ R2 that lies in the intersection of
the m discs with radius R centered at δi for 1 ≤ i ≤ m.
The point p can be viewed as a translation T for which
max
i=1,...,m
L2 (T (ui) , vi) ≤ R. Hence, the problem reduces to
finding the minimal value of R such that m discs with radius
R centered at δi have a nonempty intersection. For a given
R, the intersection is nonempty if and only if there is a point
q ∈ R2 that satisfies
max
i=1,...,m
L2 (q, δi) ≤ R. (4)
On the one hand, if there exists a point q ∈ R2 that satisfies
Equation (4), then the disc with radius R centered at q is an
enclosing disc for ∆. On the other hand, the center of any
enclosing disc with radius R of ∆ satisfies Equation (4). In
sum, for a given R, the intersection of the discs is nonempty
if and only if there is an enclosing disc of ∆ with radius R.
Hence, the radius of the minimal enclosing disc of ∆ is
the value of ε2 (U, V ).
Note that it can be easily extended to higher dimensions.
In the above proof, one should replaceR2 withRd and “disc”
with “ball”. It can also be extended to metrics other than L2
(as is the case for ε∞).
The running times of ΣL2, maxL2, ε∞ and Ctd are
almost identical. However, in practice the constant in the
running time of ε2 is non-negligible. Although there is a
fundamental similarity between ε2 and ε∞, when taking the
running time into account, ε∞ has a slight advantage since it
can be computed more quickly.
Appendix B Visualization Tool
In the initial phases of our study we used a visualization
tool for illustrating the progress of the planner for different
metrics, as more samples are added. The tool is based on
Matplotlib (Hunter 2007). It is used to generate videos
that show the tree expansion process. Recall that each
iteration of an RRT-style algorithm proceeds in the following
fashion: (a) sampling a random configuration V from the
joint C-space, (b) finding its nearest neighbor U in the
tree, (c) steering from U in the direction of V , to obtain a
configuration W and (d) calling the local planner to check
the motion between U and W and adding W to the tree in
case the motion is free. The tool is used to visualize all these
steps.
We provide videos that demonstrate the simulation of the
process. See Figure 14 for a screenshot and basic explanation
of the videos.
Figure 14. A screenshot of the visualization-tool output.
Full-size videos are available at https://www.youtube.
com/channel/UCVBp--RJj7l4q-sDBA_rTbg. Each
robot is represented by a different color. In this scenario there
are two robots (m = 2), drawn in red and blue. The
randomly-sampled configurations are drawn with stars. The
chosen configurations from the tree (nearest neighbor of the
random configuration) are drawn with circles. The configurations
to steer to are drawn with diamonds. The drawn edges are the
tree edges projected onto each robot configuration space.
Sometimes it is more convenient to split the figure so that each
robot has its own axis (refer to the youtube channel for such
videos). In order to reduce video time we omitted iterations in
which the planner fails to expand the tree.
As mentioned in the paper, one of the first type of metrics
we have tested are metrics that have high correlation with
the failure rate of the local planner. We denote such a
metric by CPM (Closest Point Metric). The idea behind
CPM is to calculate the closest point along the paths
of any pair of robots, and accumulate all such closest
points in order to predict how likely is the local planner
to fail. We compared CPM against the traditional ΣL2 in
a scenario cluttered with random obstacles that involve
two translating robots. The visualization that illustrates
the tree growth process for each metric is available
at https://www.youtube.com/playlist?list=
PLQFVBs-JqK1JbaJbliRtN6Y4qCZm6fOSs. It is
noticeable from the video that CPM causes the planner to
explore configurations in which the robots are far away from
each other, further causing them to be near the workspace
boundary The analogues for the single-robot setting are
configurations in which the robot is located far from the
obstacles. Although it might be a desirable property for
the single-robot setting, it raises difficulties for solving
MRMP problems, since it is usually necessary to explore
configurations in which the robots are not located near the
workspace boundary.
Videos used for visualizing the planner for
the Tunnel scenario are available at https:
//www.youtube.com/playlist?list=
PLQFVBs-JqK1Jyv-6Kc1ofDVmFuHU48jlQ. The
videos illustrate the growth process of the tree until it
contains 500 vertices. One analysis tool that we describe
in the paper is to count the number of distinct explored
equivalence classes. We show in the paper that the novel
metrics that we propose cause the planner to explore more
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equivalence classes when compared to the standard metrics.
This phenomenon can be noticed in the videos. For example,
let us focus only on the order of the robots that lie in the
upper “arm” of the workspace. It can be observed that for
ΣL2 (https://youtu.be/8GBl6C9xxm8), in most of
the configurations, the topmost robot is the yellow robot, then
the green robot and after them is the blue robot. However,
for ε2 (https://youtu.be/M_3b7J6aabA), the order
of the robots that lie in the upper arm is much more diverse.
There are configurations in which the three topmost robots
are the yellow, green and blue, while in other configurations
the three topmost are the yellow, purple and cyan, and there
are configurations in which the order begins with yellow,
green and purple. When the number of vertices goes up,
the phenomenon becomes more extreme, as we show in the
paper.
Appendix C Extensions
As noted in the paper, our methods can be extended to other
settings of MRMP. We already made some initial progress
on settings in which the robots are interchangeable with each
other, i.e., the so-called unlabeled case.
Animations of paths for the unlabeled setting are available
at https://www.youtube.com/playlist?list=
PLNHY_VaTYKopM2JDpVMrWoyIowB4gXe__. We note
that the work on the unlabeled setting is preliminary.
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