ABSTRACT A two dimensional hydrochemical hybrid code, KM2, is constructed to deal with astrophysical problems that would require coupled hydrodynamical and chemical evolution. The code assumes axisymmetry in cylindrical coordinate system, and consists of two modules: a hydrodynamics module and a chemistry module. The hydrodynamics module solves hydrodynamics using a Godunov-type finite volume scheme and treats included chemical species as passively advected scalars. The chemistry module implicitly solves non-equilibrium chemistry and change of the energy due to thermal processes with transfer of external ultraviolet radiation. Self-shielding effects on photodissociation of CO and H 2 are included. In this introductory paper, the adopted numerical method is presented, along with code verifications using the hydrodynamics module, and a benchmark on the chemistry module with reactions specific to a photon-dominated region (PDR). Finally, as an example of the expected capability, the hydrochemical evolution of a PDR is presented based on the PDR benchmark.
1. INTRODUCTION Spectral lines from molecules or ions in the interstellar medium can help to probe physical properties of the gas through density, temperature and kinematics. Chemical modeling of the interstellar medium is crucial to have accurate interpretations of astronomical observations as the intensities of spectral lines depend on spatial distribution and abundances of the individual species. Recent advances in computing power also enable comprehensive radiative transfer simulations to predict a large number of observable spectral lines from theoretical and chemical models (e.g., Juvela 1997; Hogerheijde & van der Tak 2000; Brinch & Hogerheijde 2010) . Next generation telescopes such as the Atacama Millimeter Array (ALMA) will significantly improve the sensitivity, angular and spectral resolutions of the observations. It is essential to establish accurate physical and chemical models of the interstellar media to derive physical properties of observed objects by comparing observations and theoretical models.
Chemical evolution of the interstellar medium is tightly coupled with its hydrodynamical evolution. The rates of chemical reactions depend sensitively on the density and temperature of the gas. Molecular cloud cores with different magnetic field strengths, angular momenta, and initial density profiles have different hydrodynamical evolutions during gravitational collapse. Consequently, these cores are expected to have different chemical evolution as a result of the different distributions of density and temperature. Recent observations reveal a variety of chemical properties in star forming regions that might have hinted such connections. For instance, depletion of CO is found at the dense interior of many starless cores, while L1521E does not show sign of depletion in spite of its central density similar to other objects (Tafalla & Santiago 2004) . Some protostars harbor complex organic molecules (Cazaux et al. 2003) , others harbor carbon-chain molecules (Sakai et al. 2008) . These observed variations of chemical properties might be caused by their respective hydrodynamical evolution inside each of the cores. Hydrochemical modeling of star formation process may help with the insights into the origins of the observed differences.
Many simulation works have been done to investigate chemical evolution in star forming cores (Aikawa et al. 2005; van Weeren et al. 2009; Furuya et al. 2012) , circumstellar disks (Visser et al. 2009 (Visser et al. , 2011 , and so on. In these studies, chemical evolution was solved independently of hydrodynamical evolution using the density, temperature, and velocity obtained by hydrodynamic simulation or semi-analytic model. Therefore, chemical evolution did not affect thermal and hydrodynamical evolutions in their simulations. However, chemistry plays an important role in some astrophysical flows, because chemical abundance of the gas affects thermodynamics, and consequently dynamics, of flows. For instance, atomic or molecular cooling is crucial for shock induced formation of molecular clouds (Asahina et al. 2014 ) and stars (Vanhala & Cameron 1998) . As shown in this paper, photoevaporation flow of interstellar gas caused by strong external radiation field is also typical example in which chemical evolution affects thermal and hydrodynamical evolutions. In these situations, chemistry and hydrodynamics should be solved together in self-consistent way.
Most previous works with hydrodynamic simulations including chemical reactions have focused on evolution of primordial gas in the cosmological context. Chemistry is relatively simple in the primordial gas as it only involves about ten species consisting of primordial elements such as hydrogen, helium, and deuterium. On the contrary, chemical networks in the present-day interstellar medium are larger and more complex. To date, more than 170 interstellar molecules have been listed in the Cologne Database for Molecular Spectroscopy (CDMS 5 ). Substantial efforts have been made to develop systematic solvers to follow the chemical evolutions of the species that would have played roles in the astrophysical problems of interests. For example, Nahoon (part of the "KIDA" package (Wakelam et al. 2012) , Wakelam & Herbst 2008) , and KROME (Grassi et al. 2014 ) are two such packages that have incorporated chemistry solvers to solve large networks of chemical reactions. Hydrodynamic simulations aimed at the present-day universe would have to employ systematic solvers of this kind to properly tackle the problems.
Hydrochemical simulations of present-day universe have to solve multi-physics characterized by various different time scales, namely hydrodynamics, chemical reactions, thermal processes, plus the radiative transfer. Hydrodynamics certainly affects chemical reactions in interstellar medium, while chemical reactions may play a role in the composition and thermal properties of the gas. Radiation may drive evolution of the interstellar medium through photoreactions and heating processes. Although integrating all the physics directly with respect to time by their smallest time scale is straightforward and a simple way to achieve numerical stability and reliable results, long-term evolution is prohibited. It is necessary to establish an effective time integration method maintain both computational efficiency and accuracy. For these reasons, we developed a robust and computationally effective hydrochemical hybrid code, KM2, which we introduce in this paper.
We will adopt models for the Photon-dominated regions (PDRs) as our benchmarks for capabilities developed with our hydrochemical hybrid KM2 code for several reasons.
First and foremost, the physical and chemical properties are dominated by penetrating far ultraviolet radiation (FUV: 6 < hν < 13.6 eV), and their characteristics and emissions have been studied by a few code specifically developed for them:
Cloudy (Ferland et al. 1998; Shaw et al. 2005; Abel et al. 2005) , Meudon (Le Bourlot et al. 1993; Le Petit et al. 2006) , UCL PDR (Papadopoulos et al. 2002; Bell et al. 2005) , Leiden (Black & van Dishoeck 1987; van Dishoeck & Black 1988; Jansen et al. 1995) , COSTAR (Kamp & Bertoldi 2000; Kamp & van Zadelhoff 2001) , and 3D-PDR (Bisbas et al. 2012) , and so on. Comparisons and benchmark studies of these PDR codes were made by Röllig et al. (2007) using the PDR models based on a common list of reaction networks. Although the hydrodynamics was not solved in these codes tested for the benchmarks, it is useful to verify our solvers for chemical reactions, effect of radiative transfer, and thermal processes included. We first verified our code against these PDR benchmark models by performing chemical model calculations following similar criteria without actually advancing the hydrodynamics. Once the behaviors of the chemistry-only modules have 5 http://www.astro.uni-koeln.de/cdms/molecules been confirmed, the hydrodynamics module have also been tested following a few classical examples. A photoevaporating PDR model in 1D, with both of the hydrodynamics and chemistry modules active, was performed to showcase the potential dynamical effects from the hydrodynamics. To our knowledge, this is the first study of an evolving PDR model along with the impacts of its background thermal flow. This paper aims to present an efficient approach to build a hydrochemical hybrid code based on existing hydrodynamic codes by applying modules of chemical solvers and reaction networks at their appropriate time steps. Numerical method used in our hydrochemical hybrid code is described in detail. The content is organized as follows. In Section 2, we describe basic equations that we shall solve, design of the code, and details of the numerical method. In Section 3, hydrodynamics module of the code is verified against hydrodynamic tests. In Section 4, chemical module of the code is verified against one dimensional PDR benchmarks in Röllig et al. (2007) and multidimensional PDR model in Bisbas et al. (2012) . In Section 5, we present a hybrid case with both of the hydro-and chemical modules turned on, for a model of PDR on top of background thermal flows. In Section 6, we discuss implications of the paper and future work.
NUMERICAL METHOD 2.1. Basic Equations and Code Design
The hydrodynamic equations for the conservation of mass, momentum, and total energy are written as
where ρ, v, P , g are the density, the velocity, the pressure, and the gravitational force, respectively. We include the heating Γ and cooling Λ rates in the energy equation. We adopt the equation of state for ideal gas, so that the total energy density of the gas is expressed as E = P/(γ − 1) + ρ|v| 2 /2, where γ is the ratio of specific heats.
The chemical network includes the formation and destruction reactions of all the considered chemical species. The abundance of each species i is controlled by a rate equation of the form
where n i is the number density of species i, k jki is the reaction rate coefficient for the reaction that form species i from the reaction of species j and k, ζ il is the local photodestruction rate coefficient for the ionization or dissociation of species i either by FUV photons or by cosmic ray induced photons, producing species l as a result. The µ H denotes the mass per hydrogen nuclei whose typical value is ∼ 1.15 m H in molecular cloud, where m H is the mass of atomic hydrogen, and the number density of hydrogen nuclei n H is related with the gas density ρ by n H = ρ/µ H . The operator-split method was adopted to solve hydrodynamical and chemical evolutions self-consistently. The basic equations are solved by the hydrodynamics and chemistry modules. In our approach, evolution of the energy due to cooling and heating processes is separately treated from evolution due to advection and external forces. That is, Equation (3) is split into
and
The hydrodynamics module solves Equations (1), (2), and (5). The number density of each species n i is treated as passively advected variables in this step. The chemistry module solves radiative transfer to obtain local mean intensity of FUV radiation, and then updates the number density of chemical species and the internal energy of the gas by solving Equations (4) and (6). The algorithm adopted to couple the hydrodynamics and the chemistry modules is described in detail in Section 2.4.
The Module of Hydrodynamics
The module of hydrodynamics solves Equations (1), (2), and (5). The change of total energy of the gas due to thermal process is solved in chemistry module. In cylindrical coordinates system assuming axisymmetry, conservative form of equations can be written as
where
are conserved variables,
are its fluxes along r-direction and z-direction, respectively,
are geometrical and physical source terms. These equations are integrated by Godunov-type finite volume scheme. An HLLC Riemann solver (Toro et al. 1994 ) is used to compute flux at the cell interface. Data reconstruction scheme proposed by Mignone (2014) is adopted to avoid large numerical errors near symmetry axis. Our hydrodynamics module has second-order accuracy in both space and time. Either uniform or nonuniform structured grid can be used. Non-uniform grid is advantageous when flow in specific region of computational domain needs to be solved with higher resolution than other regions. The hydrodynamics module includes gravitational forces due to self-gravity of the gas and a specified point mass. Gravitational potential for the self-gravity Φ self is obtained from Poisson's equation
where G is the gravitational constant, and Equation (12) is solved by multigrid method (Press et al. 1986 ). To reduce errors efficiently, iterative Poisson solver is run on the grid used for solving hydrodynamic equations and on coarser grids together. Boundary conditions are determined by following Foster & Boss (1996) . The derivative dΦ/dr is set to zero on z-axis. On the outer boundary, Φ self is calculated by Legendre polynomial expansion using the density distribution in the computational domain. For the point mass Φ pm , its potential is given by
where M pm and z pm are the mass and z-coordinate of the point mass, respectively. The point mass is located on the z-axis by axisymmetry. Using these gravitational potentials, the gravitational force is obtained as
2.3. Chemistry Module 2.3.1. Chemical Model and Thermal Evolution
The module of chemistry solves a time-dependent set of equations for gas-phase chemistry based on the code used in Lee et al. (1996) and Morata & Herbst (2008) . The original FORTRAN source code was modified into a subroutine that could be repetitively called from the main routine of KM2. The evolution of chemistry was tested to be the same for different physical conditions of density and temperature in the integrated subroutine as in the original code.
The chemical solver involves a system of N s highly nonlinear algebraic equations of the type in Equation (4), one for each species. The publicly available Fortran subroutine, DLSODE 6 , which is based on the Gear method (Gear 1971) , was adopted to find the time-dependent solutions. The Gear method is an implicit, linear multistep method that uses variable time steps and error control techniques to preserve the required accuracy during the integration. Equations for chemical evolution are solved on the same grid as for hydrodynamic equations.
Arbitrary chemical reaction networks could be implemented through a Python routine in which different databases of chemical reactions could be read in. Recent databases for astrochemistry, such as UMIST 7 (Woodall et al. 2007; McElroy et al. 2013) , and OSU 8 (Smith et al. 2004; Garrod et al. 2008) , include several thousand chemical reactions. The Python scripts read in reaction data set written in the data format of UMIST or OSU, and generate Fortran subroutines of computing time derivatives for all included chemical species.
The change of the energy due to the heating and cooling in reactions is implicitly computed by backward Euler method. Update of the energy from time t to time t + ∆t is expressed as
The cooling and heating rates are computed with chemical abundances at time t + ∆t. The pressure and gas temperature are also updated using the updated energy. The gas temperature is given by
where k B is the Boltzmann's constant. Hereafter, n(X) denotes the number density of species X. The mean molecular weight is obtained from number densities of H 2 , H, H + , and e − .
Radiative Transfer and Photoreaction Rates
In KM2, transfer of the FUV radiation is solved to determine rates of photoreactions such as photoionizations and photodissociations. The photoreaction rate due to FUV radiation is written as
where σ ν is the cross section for reaction at the frequency ν, ν Lyl is the Lyman limit frequency, ν t is the threshold frequency for the reaction, h is the Planck's constant, and J ν is the local mean intensity of FUV radiation. Since a frequency-dependent radiative transfer is computationally too expensive to be coupled with hydrochemical evolution at each time step, we adopt a frequency-integrated FUV intensity normalized with the Draine standard radiation field (Draine 1978 ) to obtain photoreaction rates. Roberge et al. (1991) showed that photoreaction rates of some species can be well fitted by function of visual extinction by using frequency dependent radiative transfer. We assumed that this approximation hold for photoreactions in our chemical network.
The rate of the ith photoreaction in a semi-infinite plane-parallel geometry is given by the form of
where α i is the photoreaction rate in the unshielded interstellar ultraviolet radiation field, χ 0 is the scaling factor of the radiation field at cloud surface with respect to Draine standard radiation field, A V is the perpendicular visual extinction measured from cloud surface, and γ i is the parameter representing attenuation properties of the FUV. The visual extinction A V is related to hydrogen column density N H by A V = 6.3 × 10 −22 N H (Wagenblast & Hartquist 1989) .
For a cloud of arbitrary geometry, the photoreaction rates were computed in a similar manner as the threedimensional PDR code developed by Bisbas et al. (2012) . Local intensity of the FUV radiation within a frequency range contributing the ith photoreaction at position (r, z) is calculated by averaging that of a semi-infinite planeparallel cloud over all solid angle
where q is the vector oriented to the cloud surface with respect to the position (r, z). Photoreaction rate at the position (r, z) is given by
Since photodissociation of CO and H 2 involves line absorption, self-and mutual shielding effects are important, and shielding factors (Lee et al. 1996) are included in the integration of Equation (19) for these photoreactions.
Heating Processes
FUV radiation is main heating source in PDRs. FUV radiation ejects electrons from dust grains due to photoelectric effect. The kinetic energy of ejected electrons goes into the thermal energy of gas through interactions with ambient hydrogen molecules. The photoelectric heating rate is (Bakes & Tielens 1994) Γ pe = 10 −24 ǫG 0 n ergs cm
Here, G 0 is the mean intensity of FUV radiation normalized with the Habing field (Habing 1968) , which is related with the intensity normalized with the Draine field by G 0 = 1.7χ 0 , and n = n(H) + 2n(H 2 ) is the number density of neutral hydrogen nuclei. The photoelectric heating efficiency ǫ is written as
Line absorption of a FUV photon will pump H 2 molecules to a bound excited electronic state. About 10 percent of the excited molecules drop back to the vibrational continuum of the ground electronic state and dissociates, and other 90 percent drop back to an excited vibrational state in the electronic ground state. Collisional de-excitation of FUV pumped H 2 can be important heating source in dense gas. Its heating rate is (Hollenbach & McKee 1979) 
is photodissociation rate of molecular hydrogen. The critical density is defined as
where x H = n(H)/n H and x 2 = n(H 2 )/n H are fractional abundance of atomic hydrogen and molecular hydrogen, respectively. When the density exceeds the critical density, the excitation energy is effectively converted into heat via collisional de-excitation rather than into radiation. Photodestruction of atoms and/or molecules due to FUV radiation may also contribute to the heating of gas. Photoionization of atomic carbon and photodissociation of molecular hydrogen are considered in KM2. Kinetic energy of the ejected electron or H atom heats the gas. We adopted the value of 1.06 eV and 0.4 eV as released energies in a photoionization of atomic carbon (Meijerink & Spaans 2005) and in a photodissociation of molecular hydrogen (Spaans 1996) , respectively.
Cosmic rays become the main heating source where FUV radiation is strongly attenuated. Cosmic rays ionize molecules and atoms in the cloud. The kinetic energy of the ejected electrons is converted to thermal energy of the gas. Ionization of molecular hydrogen
and ionization of atomic hydrogen
are considered as heating sources due to cosmic rays.
With the cosmic ray ionization rates from Hollenbach & McKee (1989) , the cosmic ray heating rate is given by
where ζ cr is the total rate for electron production from cosmic ray ionization and ∆Q cr is the energy deposited as heat as a result of the ionization. The values of ζ cr = 5.0 × 10 −17 s −1 and ∆Q cr = 20 eV (Goldsmith & Langer 1978 ) are adopted in the KM2.
In interstellar clouds, molecular hydrogen is believed to form mainly on dust grains. Formation rate of molecular hydrogen on dust grains is written as (Tielens & Hollenbach 1985) 
and it depends on the sticking coefficient of atomic hydrogen on dust grain
where T d is the dust temperature determined by using the method in Hollenbach et al. (1991) . This formation process yields 4.48 eV of binding energy, and 4.2 eV and 0.2 eV of this energy are assumed to have been distributed into vibrational/rotational excitation of the hydrogen molecule and thermal energy of the hydrogen molecule leaving the grain, respectively (Hollenbach & McKee 1979) . Hence, heating rate due to formation of molecular hydrogen on grain surface is
Cooling Processes
Collisional excitation of atomic fine-structure transition is an important source of radiative cooling in PDRs. Tielens & Hollenbach 1985) . The cooling rate due to a transition from level m to level n is given by
where n m is the population density in level m, A mn is the spontaneous transition probability, ν mn is the transition frequency, β esc (τ mn ) is the escape probability of photon at optical depth τ mn , and P (ν mn ) is the Planck function at the background temperature of 2.7 K. The source function is written as
where c is the speed of light, g m and g n are the statistical weights of level m and level n, respectively. Level population is determined by solving the equations of statistical equilibrium
Here, C mn is the collision-induced transition probability with atomic hydrogen and molecular hydrogen. Atomic data for fine-structure transitions are taken from Leiden Atomic and Molecular Database (LAMDA 9 , Schöier et al. (2005) and summarized in Table 1. Let z ⊥ denote the depth normal to plane, the optical depth and the escape probability for a planeparallel cloud with uniform density can be expressed as (de Jong et al. 1975 )
respectively, where δν d is the root mean square of the thermal and turbulent velocities. We use the escape probability averaging that of Equation (37) over all solid angles.
Free electrons and protons are important coolants in a highly ionized region. When a free electron recombines with a proton, the emitted photon removes internal energy of the gas. Cooling due to recombination is given as (Hummer & Seaton 1963) Λ rec = α B (1.09 + 0.158 × 10 −4 T )k B T n(e − )n(H + ) (38) where α B = 2.7 × 10 −13 cm −3 s −1 is the case B recombination coefficient for hydrogen. When a free electron is accelerated by a proton, its kinetic energy can be removed by emitting a photon. Cooling rate due to freefree emission is given by (Osterbrock 1989 )
where the Gaunt factor for free-free emission, g f f , is assumed to be 1.3. At the temperature of a few thousand Kelvin or higher, Lyα emission from atomic hydrogen and 6300Å line emission from atomic oxygen in the 1 D metastable level are effective cooling processes in atomic gas. The cooling rate due to Lyα radiation is given by (Spitzer 1978) Λ Lyα = 7.3 × 10 −19 n(e − )n(H)e −118,400/T .
The cooling rate due to [O I] 6300Å emission is given by (Tielens & Hollenbach 1985) Λ 6300 = 1.8 × 10
Cool dust grains and carbon monoxide are important coolants in dense molecular region. The cooling rate of the gas by cooler dust grain is (Hollenbach & McKee 1989) 
where a min is the minimum size of grains. We adopt the value of 100Å for a min . Cooling due to CO rotational transitions is obtained from tabulated cooling functions for T < 100 K by Neufeld et al. (1995) and for T > 100 K by Neufeld & Kaufman (1993) . Optical depth averaged over all solid angles is used to obtain the cooling rate. For cooling due to vibrational CO transitions, collisional excitation rate to v = 1 state is taken from Hollenbach & McKee (1989) . The cooling rates from collisions with H and H 2 are
and Λ H2 vib = 4.3 × 10 −14 ∆E 10 T exp − 3.14 × 10
respectively, where ∆E 10 = 3080 K k B is the energy of transition from v = 1 to v = 0 states.
Time Integration
In KM2, the modules of chemistry and hydrodynamics are coupled by operator splitting time integration method. In the hydrodynamics module, the time step of an update is determined by the Courant-FriedrichsLewy condition,
where C CF L is a constant less than unity, ∆r and ∆z are widths of cells along the r and z directions, and c s is the sound speed. In the chemistry module, the number densities of chemical species and thermal energy are updated in a more complicated manner. Equation (4) is solved under the assumption of constant gas temperature and shielding factors for photoreactions. Spatial distributions of H 2 and CO affect their self-shielding. The timescale in which the self-shielding factors do not change significantly is given by
where C sh is a constant of order unity and X C is the elemental abundance of carbon. The value of C sh is typically set to be from 0.1 to 1.0. Number densities of the chemical species are updated with the time step ∆t sh , then thermal energy and temperature are updated using the cooling and heating rates computed with the updated chemical abundances. If the relative change of temperature from the previous step is larger than the tolerance value C th , the chemical and thermal updates will be redone with a smaller time step. The value of C th is set to be less than 0.1 in the benchmarks. The thermal and chemical updates are sub-cycled relative to the single hydrodynamic update, since timescales for changes of temperature and shielding factors are smaller than ∆t hyd in general. Figure 1 shows the schematics of our time integration algorithm in block form. The procedure to update physical quantities from time t to t + ∆t hyd is summarized as follows.
1. First, the time step ∆t hyd for hydrodynamic update is computed from Equation (45).
2. The physical quantities ρ, v, P , and E are updated with the time step ∆t hyd by solving Equation (7).
3. The radiative transfer is solved to obtain FUV intensity and shielding factors for photoreactions.
4. The time step for updating shielding factors, ∆t sh is computed from Equation (46).
5. The time step for chemical and thermal update, ∆t ch , is computed from ∆t ch = ∆t sh − ∆t ch,tot , where ∆t ch,tot is the cumulative total of ∆t ch .
6. The number densities of included chemical species n i are updated by solving Equation (4). The temperature and shielding factors are kept constant.
7. The heating Γ and cooling Λ rates are computed with the updated chemical abundances. 8. Then E and T are updated implicitly. If the relative change of the temperature from previous step is larger than C th , go back to step 6 and redo the following steps with smaller ∆t ch .
9. Steps 5 through 8 are repeated until ∆t ch,tot becomes equal to ∆t sh .
10. Steps 3 through 9 are then repeated until ∆t sh,tot becomes equal to ∆t hyd , where ∆t sh,tot is the cumulative total of ∆t sh .
Equations (45) and (46) are computed over all the computational cells, and their minimum values are adopted as time steps ∆t hyd and ∆t sh . By contrast, the time step ∆t ch is locally determined at each cell. It allows us to use large time step in cells where the gas is close to thermal equilibrium, and reduce computational time compared to using a global time step.
TESTS FOR THE HYDRODYNAMICS
The hydrodynamics module has been tested with some standard hydrodynamical problems with known analytic solutions such as the Sod shock tube and the Sedov solution. The chemistry module was turned off during these tests. The Sod shock tube (Sod 1978 ) is a Riemann problem to test accuracy and ability of computational hydrodynamics code in simulating compressible flow with shock wave. High pressure gas and low pressure gas were initially separated by contact discontinuity and at rest everywhere. The initial density and pressure were unity at z < 0.5, while 0.125 and 0.1 at z > 0.5. The ratio of specific heats γ was chosen to be 1.4. The size of the computational domain in z was unity and covered with 150 cells. Figure 2 shows profiles of the density, the pressure, and the velocity along z-axis at the time t = 0.2. Sod shock tube involves three type nonlinear waves, that is, shock wave, contact discontinuity, and rarefaction wave. The shock wave and the contact discontinuity propagate to the right, and the rarefaction wave propagates to the left. Positions of these three waves are identical to those of the analytic solution within resolution. The shock front is located at z = 0.85, and it is resolved with a few cells without post-shock numerical oscillation. The contact discontinuity can be seen at z = 0.68 only in the density profile. The rarefaction front is located at z = 0.26. The density, the pressure, and the velocity behind it show good agreements with analytic solutions.
As a multidimensional test, we show results of pointlike explosion in homogeneous medium, which is known as the Sedov explosion problem. Sedov explosion involves self-similar propagation of a strong spherical shock wave through the background homogeneous medium. The exact analytic solution is given by Sedov (1959) . Our computational domain extended from 0 to 20 pc in z with 1024 cells, and from 0 to 10 pc in r with 512 cells. The initial number density n H was set to be 1 cm −3 . We deposited a quantity of thermal energy E = 10 51 erg into a central small region whose radius is 0.4 pc to initiate the explosion. The ratio of specific heats γ was chosen to be 1.4. Figure 3 shows the number density field at t = 6 kyr. For presentation, the figure is symmetrized with respect to the z-axis. Shock wave spherically propagated, and good symmetry was maintained in the density field. We confirmed that the total energy and total mass of the system were conserved within errors of 2.5 × 10 −11 percent and 1.1 × 10 −11 percent through the simulation, respectively. Figure 4 shows density and velocity profiles along different directions from the center of explosion with exact analytic solutions. Shock front is sharply resolved, and its position is identical to analytic solution. Although the velocity profile along z-direction slightly deviates from the analytic solution, numerical results show good agreements with analytic solutions on the whole. The discrepancy between numerical and analytic solutions near z-axis is attributed to errors from geometrical source term p r in Equation (7). Sedov explosion is the case that errors from geometrical source term p r severely affect results, because high pressure gas was set at small central region as initial condition. In most other cases, errors from geometrical source term are negligible. ule turned off. In this context, the PDR benchmarks presented in Röllig et al. (2007) have been chosen to be the references. These tests mainly show how well the included chemical network based on the PDR models and the specific cooling and heating processes are doing in comparison with other codes and their respective chemistry and physical processes designed to model PDRs. These tests (in the context of Röllig et al. (2007) ) use a reduced chemical network only with some of the more fundamental molecules and reactions that had been previously adopted in the joint benchmark effort Röllig et al. (2007) by several different groups. In addition to these one dimensional PDR benchmark tests, application example of "3D-PDR" presented by Bisbas et al. (2012) has been chosen for test of ability to solve multidimensional problems. Chemical and thermal structures of spherical cloud illuminated by FUV radiation has been solved in this test.
TESTS FOR THE CHEMISTRY MODULE Similar benchmark tests have been conducted for the chemistry module with the hydrodynamics mod-

The PDR benchmarks
The reaction network adopted exactly identical to the one in Röllig et al. (2007) prepared for the benchmarking of PDR models includes the four most abundant elements (H, He, O, and C) for a total of 31 species. The reaction rates were taken from the UMIST99 database, with some corrections, for a total of 287 reactions. Table 2 gives the initial abundances of the species used, in which elemental cosmic abundances for H, He, C, and O were assumed.
The eight test cases discussed in Röllig et al. (2007) were conducted, which covered number densities n H of 10 3 and 10 5.5 cm −3 , and the impinging radiation fields with FUV intensities χ of 10 and 10 5 in units of the Draine field. There were also two sets of models: the "F models", in which a fixed gas temperature of 50 K and dust temperature of 20 K were adopted, and the "V models", in which the gas and dust temperature along the PDR were self-consistently calculated. Figure 5 shows the comparison of results from the KM2 code with "Lee96mod", a time-dependent code which uses the same treatment as Morata & Herbst (2008) and this paper, "UCL PDR", another time-dependent code, "Leiden" and "Meudon", for the case of a fixed gas temperature, T = 50 K, the "F" Models, from Röllig et al. (2007) .
The F Models
The results are practically identical for most of the visual extinction values in the four "F" Models. When the cases of KM2 differ somewhat more from others, there is a wider spread of results among the models. At very low extinctions for the abundance of H 2 for the F1 model or at A V ∼ 0.1 for the F4 model, the model predictions scatter while agree with one another reasonable well otherwise. For these cases, KM2 tends to fall within the spread of abundances. The differences could be attributed to differences in the ways of calculating the H 2 and CO photodissociation rates among the codes and not to the way that KM2 propagates the radiation from the outer to the inner layers.
4.1.2.
The V Models Figure 6 shows the comparison of the KM2 code for the case where the gas temperature is self-consistently calculated from the cooling and heating functions included in the codes. The cases taken from Röllig et al. (2007) are "UCL PDR", "Leiden", "COSTAR", and "Meudon". The gas temperature will be different at each layer of the PDR. Figure 7 shows the distribution of the gas temperature as a function of the visual extinction into the cloud for the codes shown in Figure 6 . Figure 6 illustrates the models with variable temperature tend to show a significantly larger spread in the results among the codes. Still the KM2 in general agrees very well with the rest of the codes, for the ranges of A V , and for the models V1 to V3. They appear very similar to those found in the cases in the "F" models. On the other hand, the models vary greatly for some of the molecules (H 2 , CO) in the V4 models, which have lower agreements among the participating codes in the range of A V = 0.01 to 3. KM2 is not much worse than others in this regard.
In the models V1 to V3, the gas temperatures calculated by the KM2 code are lower by a factor of a few for A V 1. This may be due to the larger cooling rate of atomic oxygen in KM2, whose collisional excitation rates of atomic oxygen were taken from Abrahamsson et al. (2007) . These excitation rates are larger than values used in other codes previously by a factor of a few, which were taken from Launay & Roueff (1977) . The cooling in O I is more effective than those of other codes. The V4 model shows again the largest difference in temperatures, and the temperature predicted by the KM2 code is within the spread of temperatures from other codes. These all indicate that performance based on the PDR specific problem and the specific set of reaction rates adopted in Röllig et al. (2007) work well the overall design of the KM2. In next section, we discuss a sample model of its future use.
The spherical cloud illuminated by a plane-parallel
FUV radiation In this section, we present chemical and thermal structures of a spherical cloud illuminated by a plane-parallel FUV radiation. The spherical cloud had uniform density of n H = 10 3 cm −3 and a radius of 5.15 pc. Our computational domain extended from 0 to 10.3 pc in z with 2048 cells, and from 0 to 5.15 pc in r with 1024 cells. A center of the cloud was located at r = 0 pc and z = 5.15 pc. The incident FUV radiation with intensity of χ = 10 entered from bottom boundary of the computational domain. The density and intensity of the incident FUV radiation were same as model V1 shown in Section 4.1.2. Chemical network and initial chemical abundances used in this test were also same as PDR benchmark tests. The evolution was solved for 30 Myr. It was long enough to achieve chemical and thermal steady state. Fig. 8 shows the temperature distribution of the cloud. For presentation, the figure is symmetrized with respect to the z-axis. The cloud surface of the bottom semisphere is heated to ≃ 80 K by heating due to FUV radiation. As the FUV radiation is attenuated, its heating becomes inefficient. The temperature decreases to ≃ 10 K within thin region of 1 pc near the surface. The inner region of the upper semi-sphere has slightly higher temperature than outer region, because the efficiency of the cooling is lower there due to larger optical depth. The temperature profile along z-axis shows good agreement with results of model V1, the deviation between them is within a few K. Fig. 9 shows the chemical abundances as a function of visual extinction along z-axis and a diagonal direction with 45 degrees respect to z-axis. The chemical abundances along z-axis show good agreements with those of model V1. On the other hand, intensity of FUV radiation decreases more steeply along the diagonal direction. All transitions of H/H 2 , C + /C, and C/CO occur at smaller visual extinction than model V1.
Our results are consistent with those of "3D-PDR" presented in Bisbas et al. (2012) , except the temperature of surface region at the bottom semi-sphere is lower than ≃ 170 K of "3D-PDR". "3D-PDR" is an extension of "UCL PDR" for three dimensional models, therefore both codes produce identical results in one dimensional PDR benchmarks. As seen in Fig. 7 , these codes tend to produce higher temperature than other PDR codes for models with FUV radiation intensity of χ = 10.
5. APPLICATIONS As a test example for the more general astrophysical problems, the hybrid hydrochemical evolution of a PDR is presented here for the intended capabilities of the KM2 code. The initial density and intensity of FUV radiation field were set to be the same as the PDR benchmark model V2, namely n = 10 3 and χ = 10 5 . The chemical network and initial chemical abundance were also the same as the benchmark models in Section 4. Our computational domain was one-dimensional and extended from 0 to 7 pc in z with 1024 uniform cells. As a reference, simulation with larger chemical network has also been performed. For the reference model, 2799 reactions composed of H, He, O, and C were taken from UMIST RATE12 database. The reaction rates for formation and photodissociation of H 2 were same as PDR benchmark tests. The chemical network for the reference model include 2801 reactions among 203 species in total. This reference model was intended to see how difference of implemented chemical network affects hydrochemical evolution. Figure 10 shows the time evolution of the number density, temperature, and velocity profiles. The incident FUV radiation enters from the left boundary and heats up the gas to ∼ 4000 K at the surface. The expansion of the hot gas generates an evaporation flow that accelerates leftward at a velocity of ∼ 6 km s −1 . At the same time, a back-reaction of the photoevaporation flow drives a shock wave rightward and compresses the PDR. A dense compressed region with a temperature about 30 K can be seen behind the shock front at t = 3 Myr. The shock fronts are located at z = 2.6 pc and z = 5.8 pc at t = 1 Myr and t = 3 Myr, respectively. From these values, the propagation speed of the shock wave is 1.6 km s −1 . The reference model with larger chemical network shows different evolution from PDR benchmark model V2. The photoevaporation flow in the reference model has higher temperature of ∼ 1000 K and higher velocity of ∼ 9 km s −1 . The propagation speed of the shock wave is 2.0 km s −1 . The stronger shock wave forms denser compressed region behind the shock front. Figure 11 shows the fractional abundances of H 2 , H, C + , C, and CO at t = 1 Myr and t = 3 Myr. The molecular and atomic abundances clearly show the position of the shock front at both times, especially by the steep increase in abundance of CO. Since we assumed that the initial abundances were atomic, we can see the progressive increase of CO abundance in the inner shielded layers of the cloud in time; and, similarly, the decrease of H due to conversion into H 2 . Figure 11 also clearly shows how the increased density at the shock front enhances the formation of CO, which for t = 3 Myr is ∼ 2 orders of magnitude higher than in the inner shielded layers. This result suggests that this contrast in abundance in CO may trace the position of the edge of the photoevaporation flow. The progression of the photo-evaporated flow is also traced, although not so dramatically, by the point of conversion of atomic into molecular gas, from H to H 2 . Figure 11 also shows that the shock wave traversed Figure 12 . The original V2 models were equivalent to the time when chemical equilibrium, in our case after 30 Myr. This difference in time accounts for the different abundances in the inner shielded layers. We can see in Figure 12 how the abundances at A V 0.1 are markedly smaller, by an order of magnitude or more, for H 2 , and C. After the passing of the photo-evaporating front, the density of this region is lower than that of the V2 case, which is reflected in lower shielding and a slower chemistry. On the other hand, at A V 3 the density is higher than model V2 by an order of magnitude due to shock compression and the effect of the higher gas density on CO, C, and C + , both in terms of shielding and shorter chemical timescales can be seen clearly. The dissociation front of CO is located at A V ≃ 4, while it is located at A V ≃ 10 in model V2. The reference model shows different chemical evolution from PDR benchmark model V2 in some respects. One difference is faster conversion from C into CO in the shock compressed region because of higher density. Another difference is higher fractional abundance of H in the shock compressed region. Chemical network for the reference model contains more reactions producing atomic hydrogen, such as collisional dissociation or cosmic ray dissociation of molecules including hydrogen. These reactions contributes higher fractional abundance of H. These hydrochemical hybrid simulations require about 40 times longer computation time than pure chemical simulations without the evolution of the hydrodynamics. This longer computation time is mainly due to its shorter time steps determined by Equation (45). Computation times for chemical reactions, thermal processes, hydrodynamics, and radiative transfer account for 79.5, 18.5, 1.2, and 0.1 percent of the total computation time, respectively.
6. DISCUSSION AND SUMMARY The basic concepts and algorithms that had been adopted into the hydrochemical hybrid code, KM2, have been presented in this paper. The code is modular, and consists of a hydrodynamics module and a chemistry module. These modules have been verified with hydrodynamic test problems and PDR benchmark models that have been known in the respective fields for their performances. In particular, the method of time integration is advantageous in reducing the computation time that would otherwise be prohibitive for most problems. Because the time steps for chemical and thermal updates are locally determined at each computational cell, and large time steps can be used in cells where the gas is close to thermal equilibrium.
As an application example of the KM2 code, the first hydrochemical simulation of a photoevaporating PDR is presented in this paper. The photoevaporation flow changed the structure of PDR within a time scale shorter than the timescale needed to reach the chemical equilibrium, that is the timescale that is shorter would happen first before the chemical equilibria are reached locally. Profiles of chemical abundances were different from models without hydrodynamics. Moreover, photoevaporating PDRs with different chemical networks showed differ-ent thermal and hydrodynamical evolutions. These suggest that hydrochemical hybrid models are important for studies of photoevaporation where multiple timescales are involved and physical processes are interacting with one another. In addition to the PDRs, protoplanetary disks irradiated by central star or FUV fields may be important targets affected by photoevaporation in which various timescales are competitive. Hydrochemical evolution models of photoevaporating PDRs and protoplanetary disks will be investigated in separate papers.
To apply the KM2 code to more astrophysical problems, some extensions of its capabilities are planned as future work. In this paper, the chemical networks include only gas-phase reactions, while grain-surface reactions also play important role in chemical evolution in dense molecular clouds. Inclusion of the grain-surface reactions will be desirable without the modification of the basic framework. The code can be parallelized by message passing interface (MPI) library for large scale simulations. Reducing the computation time in the computation of the chemical reactions is also essential for large scale simulations. As computations for chemical updates are done with local physical quantities, namely the density, temperature, and FUV intensity, node communication is not required in MPI parallelization of the chemistry solver. Good scalability and improvement of performance can be expected once the MPI is implemented.
Finally, this paper has demonstrated the essential implementation method for building a hybrid hydrochemical code. This critical implementation allows the hydrodynamical and chemical evolution to be coupled by a straightforward operator splitting method in the KM2 code. The implementation method can be easily extended and applied to other hydrodynamical codes for their complete hybridization of the thermal evolution at each time step.
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