We show that it is possible to determine the locus of Fisher zeroes in the thermodynamic limit for the Ising model on planar ("fat") φ 4 random graphs and their dual quadrangulations by matching up the real part of the high and low temperature branches of the expression for the free energy. The form of this expression for the free energy also means that series expansion results for the zeroes may be obtained with rather less effort than might appear necessary at first sight by simply reverting the series expansion of a function g(z) which appears in the solution and taking a logarithm.
Introduction
One of the more remarkable results to emerge from the study of various statistical mechanical models coupled to two-dimensional quantum gravity is a solution of the Ising model in field [1, 2] . In discrete form the coupling to gravity takes the form of the spin models living on an annealed ensemble of triangulations or quadrangulations, or their dual planar graphs. The partition function for the Ising model on a single graph G n with n vertices
is promoted to a partition function which incorporates a sum over some class of graphs {G n } by the coupling to gravity Z n (β, h) =
That introducing such an annealed sum over graphs into the partition function should be a discrete version of coupling to gravity becomes clearer when one considers the approach taken to simulating such models. In simulations one changes both the geometry (i.e. connectivity) of the lattice and the spins on the same timescale, so the spins affect the geometry and vice-versa, mimicking the back-reaction of matter and gravitation in the continuum theory. The solution to the Ising model in [1] proceeded by first forming the grand canonical partition function
and then noting that this could be expressed as the free energy 
of a matrix model, where we have written the potential that generates φ 4 graphs. In the above φ 1,2 are N × N Hermitian matrices, c = exp(−2β) and the N → ∞ limit is performed in order to pick out planar graphs. The graphs of interest are generated as the Feynman diagrams of the "action" in equ. (4) , which is constructed so as to weight each edge with the correct Boltzmann weights for nearest neighbour interaction Ising spins. Since the edges carry matrix indices the graphs in question are "fat" or ribbon graphs.
The integral of equ.(4) can be evaluated using the results of [3] to give
where g is defined by
The implicit form of the solution may make it a little difficult to see what is going on, but since the singularities of Z w.r.t. g determine the asymptotics of the Z n , the procedure for extracting the thermodynamic limit is to look at the solutions to g ′ (z) = 0. These can be explicitly determined when h = 0 as z L = −1/3, z H1,2 = (1/3) [1 ∓ where z L is the low-temperature branch and the various z H high-temperature branches. Inserting the appropriate g(c) into the expression for Z n
then gives the asymptotics of the Z n and the thermodynamic behaviour of the free energy per site F
since if we are given a canonical partition function Z n the associated free energy per site F will be given in the thermodynamic limit by
The third order phase transition with the so-called KPZ/DDK [4] exponents, α = −1, β = 1/2, γ = 2 occurs when g L (c) = g H1 (c) which gives a critical coupling c = 1/4. It is possible to carry out a perturbative expansion in h around the h = 0 solutions above to obtain the magnetic critical exponents directly from the discretized formulation [2] and it is likewise possible to confirm universality by solving the model on φ 3 graphs. The KPZ/DDK exponents were verified in a continuum formalism in [4] using conformal field theory techniques.
Given the solution of [1, 2] it is tempting to use it as a test case to investigate various statistical mechanical ideas and methods, in much the same manner as the Onsager solution has served as a paradigm over many years. One such effort was presented in [5] , where the behaviour of the partition function zeroes for the Ising model coupled to two-dimensional quantum gravity was investigated by series expansion and numerical means. The study of partition function zeroes for statistical mechanical models was initiated by Lee and Yang for complex external fields [6, 7] and later extended by Fisher and others to complex temperatures [8] . It offers an alternative viewpoint of the approach to the thermodynamic limit and means of extracting critical exponents. A study of partition function zeroes for the Ising model coupled to two-dimensional gravity addresses several interesting questions. It is not clear a priori that loci of partition function zeroes will continue to lie on simple curves in the c = exp(−2β) or y = exp(−2h) planes when a sum over some class of graphs, in this case planar graphs, is folded into the partition function. Although this is generically the case for the Onsager and related solutions on regular twodimensional lattices [9, 10] , there are exceptions such as the "bathroom-tile" lattice. Other sorts of behaviour are possible too. For instance, introducing geometric disorder in the form of Penrose tilings gave an complicated extended structure of temperature zeroes away from the physical critical point, but still gives rise to Onsager exponents [11] . Fractal lattices on the other hand display an intricate fractal pattern of zeroes [12] .
The work in [5] suggested strongly that the temperature zeroes did lie on curves and that the field zeroes still lay on the unit circle in the complex y = exp(−2h) plane, as in the regular lattice Onsager solution. Similarly, a comprehensive analytical study of the Lee-Yang zeroes for the Ising model on planar φ 4 graphs was carried out in [13] , where it was found implicitly that the Lee-Yang circle theorem still held, since the complex field singularities were shown to lie at purely imaginary field values. In this paper we concentrate on the temperature (Fisher) zeroes for the Ising model on planar φ 4 graphs and their dual quadrangulations, showing how to derive the locus of zeroes analytically using the idea that the locus should be thought of as Stokes lines [9, 10, 12, 14, 15] . We compare the results with the various sorts of behaviour observed in [9, 10] for regular two-dimensional lattices and also note that the form of the Ising solution means that the various zeroes on finite planar φ 4 graphs can be extracted without evaluating a series expansion for the full expression for Z. In the sequel we first briefly discuss the general background to Lee-Yang and Fisher zeroes and the analytic determination of the loci of zeroes. We then show how series expansion results for finite graphs, such as those in [5] , can be recovered and extended economically before we move on to discuss obtaining the loci of Fisher zeroes for the Ising model on φ 4 graphs and their duals analytically.
Lee-Yang and Fisher Zeroes
The starting point of Lee and Yang's work [6, 7] was the consideration of how the non-analyticity characteristic of a phase transition appeared from the partition function on finite lattices or graphs, which was a polynomial
for a lattice with m edges and n vertices, again with c = exp(−2β), y = exp(−2h). They showed that the behaviour of the zeroes of this polynomial in the complex z plane, in particular the limiting locus as m, n → ∞, determined the phase structure. Similarly, the behaviour of the zeroes in the complex c plane determines the nature of temperature driven transitions [8] . In the latter case, in zero external field for simplicity, the free energy on some lattice or graph G n with n nodes and m edges can be written
which in the thermodynamic limit becomes
where L is some set of curves, or possibly regions, in the complex c plane on which the zeroes have support and ρ(c) is the density of the zeroes there. The singular behaviour of ρ(c) as c approaches the physical transition point c P T is related to the specific heat exponent α by
The general question of how to extract the locus of zeroes analytically has been considered by various authors. It was observed in [12] that such loci could be thought of as Stokes lines separating different regions of asymptotic behaviour of the partition function in the complex temperature or field planes. Across these lines the real part of the free energy should be continuous and the discontinuity in the imaginary part should give the density of zeroes. Shrock and collaborators [9, 10, 14] have obtained many interesting and explicit results on the Fisher and Lee-Yang loci for the Ising and other models on regular lattices by matching free energies in this manner. They also observed that the condition ℜξ −1 = 0, where ξ was the correlation length, gave equivalent loci [14] . Both this condition and the matching of free energies are consistent with the idea that the loci of zeroes coincide with a change of dominant behaviour in the asymptotics.
More recently, the case of models with first-order transitions has been investigated by Biskup et al. [15] who showed rigorously 1 that the partition function of a d-dimensional statistical mechanical model defined in a periodic volume V = L d which depends on some complex parameter such as c or y can be written in terms of complex functions F l describing k different phases as
where q l is the degeneracy of phase l, β is the inverse temperature and L 0 is of the order of the correlation length. The various F l are the metastable free energies per unit volume of the phases, with ℜF l = F characterising the free energy when phase l is stable. The zeroes of the partition function are then determined to lie within O(e −L/L0 ) of the solutions of the equations
The equations (16) are thus in perfect agreement with the idea that the loci of zeroes should be Stokes lines, since the zeroes of Z asymptotically lie on the complex phase coexistence curves ℜF l,L = ℜF m,L in the complex parameter plane. The specific Biskup et al. results apply to models with first order transitions -the canonical example being the field-driven transition for the Ising model, and we are interested here in a model with a third order transition, so it might initially seem that these results were inapplicable. We are saved by the fact that when considered in the complex temperature plane the transition is continuous only at the physical point itself (and possibly some other finite set of points). This is nicely illustrated by looking at expressions for the magnetization for the Ising model on the square lattice, on fat (planar) φ 4 graphs and on thin (generic) φ 3 graphs:
where u = c 2 = exp(−4β). It is clear from these expressions, which apply through the complex extension of the low-temperature phase with M zero outside, that although M will vanish continuously at the physical critical points, u = 3 − 2 √ 2; u = 1/16 (i.e. c = 1/4); c = 1/3 respectively 2 , it will generally be non-zero at the phase boundary approaching from within the low-temperature region, whereas it will be zero approaching from outside, which is characteristic of a first-order transition.
In summary, both general considerations about the change of asymptotic behaviour of expansions of the partition function in different regions of the complex temperature or field planes [12, 14, 9, 10] and rigorous results [15] lead to equ.(16) as a means of determining the loci of zeroes.
Series Expansions With (two thirds) Less Pain
To get a series expansion for Z one must in principle go back to equ.(5) and invert (or more correctly, revert) the expression for g(z) in equ.(6) expanded as a series in z to get an expansion z(g) in powers of g. This is then inserted in equ. (5) in order to obtain the desired series from which the zeroes may be extracted. However, if one considers the various terms in equ. (5) independently some interesting observations can immediately be made. Taking each of the terms in equ. (5) separately,
the series expansion of each term k = 1, 2, 3 can be written as
identical for all the Z k . In addition, normalizing a n = 1 for the
term (since any n dependence in this can be put in A n ), one finds
2 There are further points where the magnetization vanishes continuously: at the anti-ferromagnetic point u = 3 + 2 √ 2 and the unphysical point u = −1 on the square lattice; and the unphysical point c = −1/4 on the planar φ 4 graphs, but these are discrete and finite in number.
.
Although the A n (c 2 ) which determine the partition function zeroes for a given power of g are the same for each Z k , this is obscured by the different a n k in the sum Z 1 + Z 2 + Z 3 . Why should this structure be present? The solution given in equ. (5) comes from integrating an expression of the form
which is common in form to all matrix models. The particular details of a given model are encoded in the f (x) which for the Ising model with h = 0 satisfies
The expression in equ. (5) emerges on defining z = 20), then we get dx(1−x)P (gx, c), where P (gx, c) is a power-series in gx. Looking at the structure of P (gx, c) it is clear that the integration over x only affects numerical factors, but not the c 2 -polynomials which determine the zeroes. If we now carry out the partial integration on the P (gx, c), we obtain three terms: P (1, c)/2 from the boundary corresponding to Z 1 (and irrelevant additional terms); − dxxP ′ (gx, c) corresponding to Z 2 ; and
Carrying out the differentiation of the power series P ′ (gx, c), followed by the integration above recovers the observed values of the a n k . The upshot of all of this is that for the purposes of extracting partition function zeroes it is sufficient to simply consider the expansion of log(z(g)/g) in powers of g, by reverting the series for g(z),
to getz (g) =g − 6g
and then taking log(z(g)/g), where we have rescaled z → (c 2 − 1)z, g → (c 2 − 1) 2g for algebraic convenience. The polynomial in c 2 in front of the appropriate power ofg will then yield the desired Fisher zeroes. Various efficient algorithms exist for the reversion of series (i.e. getting from equ.(22) to equ.(23) and we have used both the built in algorithms in Maple and Mathematica and one of the earliest numerical algorithms, Newton iteration, to revert the series for g(z) [16] , all with identical results.
For the Newton iteration when h = 0 we take our starting function to be
This is then iterated with the standard Newton formula [16] 
with the starting conditionz 0 =g (see equ.(23) above). Since Newton iteration displays quadratic convergence the iteration index k is related to the order of the expansion i forz ing by i = 2 k . We thus get order 2 k − 1 forz(g)/g in k iterations. This is both an advantage and a disadvantage since, although long series are generated quite rapidly, they are doubling in length at each iteration which can rapidly exhaust the available memory. With the built in functions on the other hand, one can proceed incrementally in the order.
To verify that log(z(g)/g) really is sufficient to determine the zeroes correctly we can compare the results for the zeroes in c coming from the polynomial coefficient at a given order in the expansion of log(z(g)/g), for instanceg 14 
with the results from the full expression for Z from [5] . 3 There is complete agreement between the numerical values of the zeroes obtained with either method as shown in Table 1 ±.1285487771 + 1.322771774I Table 1 : The zeroes from an expansion of both log(z(g)/g) and Z to orderg 14 are identical. The complex conjugates of all the values shown are also zeroes.
It is easy to obtain an expansion of log(z(g)/g) ing up to quite high order with relatively modest computing facilities. The coefficient ofg 79 from such an expansion is given in Appendix A and we use this for comparison with the analytical expressions for the loci of Fisher zeroes in the next section.
The observations above regarding the sufficiency of log(z(g)/g) for determining the partition function zeroes also apply to both Lee-Yang zeroes and the Fisher zeroes in non-zero field, since the general structure of the expression for Z = 1 0 dx(1 − x) log(f (x)) + . . . is unchanged when the field is turned on -it is the defining equation for f (x) which is altered. A nice confirmation of this can be obtained by using the series expansion of log(z(g)/g) to obtain the field zeroes in the variable y = exp(−2h) which are plotted in Fig. 1 for an expansion up to O(31) with c = 1/4. These clearly lie on the unit circle, as they do for the full partition function, and are also evenly distributed. Similarly, Fisher zeroes for the partition function in field can also be investigated by expanding log(z(g)/g), using the full expression in equ.(6) with h = 0. The flow observed reproduces that seen in [5] where the complete partition function was considered (at much lower order).
The Locus of Zeroes on φ Graphs
The determination of the locus of Fisher zeroes in the thermodynamic limit turns out to be rather straightforward, as we now describe. Since we wish to match ℜF between the various solution branches to obtain the loci of Fisher zeroes and from equ.(10) F ∼ log(g(c)), the equation which determines the loci of zeroes in the thermodynamic limit is log |g L (c)| = log |g Hi (c)|,
or more concisely
where the various g are given in equ. (8) and i = 1, 2, 3, 4 where appropriate depending on the region of the complex c plane. The explicit expressions arising from substituting a complex value of c into equ. (28) are not very illuminating and we do not reproduce them here, but they allow the resulting curves to be plotted with Maple or Mathematica. For comparison it is useful to refer back to the locus of Fisher zeroes for the Ising model on a regular square lattice, which is the limaçon in the complex u = c 2 = exp(−4β) plane shown in Fig. 2 . The use of u has the advantage of subsuming the c → −c symmetry that is present in the solution and is perhaps the most natural choice of variable. The (complex extended) ferromagnetic phase lies inside the inner loop, the paramagnetic phase between the loops and the antiferromagnetic phase in the exterior. The physical ferromagnetic and antiferromagnetic transition points lie on the positive real axis at u = 3 ∓ √ 2 and a multiple point with non-standard exponents is present at u = −1, as already noted in the introduction when discussing the magnetization. The limaçon maps onto a pair of overlapping circles in the complex c plane, which is probably a more familiar presentation.
In contrast only two phases are present in the diagram for the Ising model on planar φ 4 graphs in the u plane, since there is no antiferromagnetic phase in this case (the graphs are not loosely packed -both odd and even loops can be present). The locus of Fisher zeroes in the u plane for the Ising model on planar φ 4 graphs is shown in Fig. 3 . The interior of the loop is the ferromagnetic phase and the exterior the paramagnetic, with the physical transition lying at u = 1/16. The cusp point at − 
2 . This will show up any non-generic points where multiple roots exist giving phase transition points as opposed to the generic first-order boundaries 4 . The discriminant is proportional to
so the only place where non-generic behaviour appears apart from the trivial point, u = 0, is at the transition point u = 1/16. At this point the KPZ/DDK exponents α = −1, β = 1/2, γ = 2 are manifested rather than the flat lattice Onsager exponents. In addition to the plotted curve a cut runs down the negative u axis from the cusp to u = −∞. In this respect the locus of zeroes is more similar to that of the Ising model on a regular triangular lattice rather than the square lattice [9] . Obtaining zeroes for finite size graphs from the series expansion one also finds zeroes lying along the negative u axis. Back in the complex c = exp(−2β) plane one has the locus shown in Fig. 4 with a physical transition point at c = 1/4 and a mirror image at c = −1/4, both with KPZ/DDK exponents. We have again omitted the cuts running up and down the imaginary axis from the cusp points at ± I 2 ( 5 2 + √ 6) = ±I 2.474 744 872... to ±I∞ for clarity. In the c variable it is clear that these cuts, and the associated zeroes, appear because of the √ c terms in the paramagnetic solutions g Hi in equ. (8) . Due to the cut on the imaginary axis the entire left hand region of the c plane exterior to the locus plotted in Fig. 4 forms an unphysical phase (labelled "O" in the parlance of [9] ), whereas the exterior right hand region forms the (complex extended) paramagnetic phase. The O phase vanishes in the u plane since the sections of the cut on the imaginary axis in the c plane are folded onto the negative u axis. Nonetheless the presence of the cut means that it is not possible to make a circuit of the origin in the u plane in the paramagnetic region.
We have also plotted the numerically determined roots obtained from the coefficient ofg 79 in the expansion of log(z(g)/g) in Figs. 3,4 . It is clear that the agreement with the analytically derived locus is very good for the roots closest to the critical point(s). The finite-size effects, which we have not investigated in detail, would be interesting to explore further since it can be seen that in the u plane the roots initially lie outside the analytic locus before moving inside it as the cusp is approached.
The Fisher zero locus on φ 4 graphs is thus, if anything, simpler than the square lattice locus -the antiferromagnetic phase is absent and there are no unphysical transition points such as the u = −1 point on the square lattice. The topology is closer to the locus of zeroes observed for regular triangular lattices which are also not self-dual, though the cut(s) do not extend into the ferromagnetic region as they do on the triangular lattice.
Dual Quadrangulations
Although the Ising model on planar φ 4 graphs does not display an antiferromagnetic transition it does on their dual random quadrangulations [17] . Again it is useful for orientational purposes to look at the locus of zeroes for the square lattice Ising model which corresponds to the case of regular quadrangulations. This gives the overlapping circles shown in Fig. 5 .
The locus of zeroes for the random quadrangulations can formally be obtained by mapping the locus of Fig. 4 in the c plane to the c * plane.
which may also be written as c * = tanh(β). The identification of the phases is, however, different for the dualized φ 4 diagram and the quadrangulations. In Fig. 6 we can see that this gives a ferromagnetic phase around the origin, a crescent shaped paramagnetic phase and an exterior region forming the antiferromagnetic phase. The boundaries of the crescent are inverse to each other in the unit circle, a section of which also forms the image of the cut along the imaginary axis in Fig. 4 One can also obtain the locus for the quadrangulations directly by using the dualized expressions for g, replacing c
g H3,4 = 4 9 
we can see that this also vanishes at c = −1 as well as the transition points at 3/5, 5/3. It would be an interesting exercise to determine the associated exponents in full from the matrix model formulation or series expansions, but we do not pursue this further here.
Discussion and Desiderata
We have seen that it is possible to obtain the locus of Fisher zeroes for the Ising model on both planar φ In particular, the lack of selfduality on the φ 4 graphs makes for less structure than on square lattices since there is no antiferromagnetic transition and the general picture is more similar to the loci seen for regular triangular lattices and the dual honeycomb lattice [9] .
Although the considerations of [15] were for first-order transitions the fact that the phase boundaries of the complex extended phases generically display first-order behaviour means that the idea of matching up the real part of different branches of the free energy also applies to the models here. The more general approach of [12, 14] and the idea of regarding the loci of zeroes as Stokes lines or complex phase boundaries also suggests that this will determine the loci correctly. Comparison with series expansions results, both from [5] and the much longer self-generated series here, found good agreement with the analytically determined loci. We saw that generating such series expansions to obtain either the Fisher or Lee-Yang zeroes for the Ising model on planar graphs reduced to the reversion of a series for g(z) and taking a logarithm, both simple operations, and relatively long series could be produced without undue effort.
It is perhaps worth noting that various properties of Fisher zero loci discussed in [10] which were derived from general considerations still apply to the models considered here. We have:
• The loci of points where the free energy is non-analytic is symmetric about the ℜc axis ("Theorem 1" of [10] ) -applies to both φ 4 graphs and quadrangulations.
• If the graph has even co-ordination number the locus of zeroes is invariant under c → −c ("Theorem 2" of [10] ) -applies to the φ 4 graphs.
• If the graph is bipartite the locus of zeroes is invariant under c → 1/c ("Theorem 3" of [10] ) -applies to the random quadrangulations.
We have looked only cursorily at Lee-Yang zeroes in this paper, for which a circle theorem in the complex y = exp(−2h) plane still appears to be valid on both planar [5] and thin graphs [18] . We noted that the results for the series expansions still hold when h = 0, and a series in y to obtain the Lee-Yang zeroes could still be generated by reversion of g(z). Since the form of Z is identical for φ 3 planar graphs, an investigation of Fisher zeroes on planar φ 3 graphs and their dual triangulations along the lines of the work here would thus be perfectly feasible. This would make for an interesting comparison with other regular lattices and the cases discussed here since, as we have seen, the structure of the loci of Fisher zeroes is highly non-universal even when the phase transition in the Ising model is universal.
Finally, we note that similar methods to those employed here may be used to obtain the locus of Fisher zeroes for the (mean field) Ising and Potts model on thin random graphs [19] .
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