Abstract-This letter provides tight upper bounds on the weak restricted isometry constant for compressed sensing with finite Gaussian measurement matrices. The bounds are used to develop a unified framework for the guaranteed recovery assessment of jointly sparse matrices from multiple measurement vectors. The analysis is based on the exact distribution of the extreme singular values of Gaussian matrices. Several joint sparse reconstruction algorithms are analytically compared in terms of the maximum support cardinality ensuring signal recovery, i.e., mixed norm minimization, MUSIC, and OSMP based algorithms.
I. INTRODUCTION

C
OMPRESSED sensing [1] - [13] for multiple measurement vectors (MMV) is a signal processing technique for efficiently recovering an s-row sparse matrix X ∈ R n × with support S (i.e., only s n rows of X indexed by S are nonzero) from Y ∈ R m × linear measurements
where A ∈ R m ×n is the measurement matrix and m < n [14] - [27] . There exists a unique s-row sparse matrix satisfying (1) under the sufficient and necessary condition m ≥ 2s + 1 − rank(X) [25] . This matrix can be found by minimizing the 0 quasi-norm of X, but this problem has been shown to be NP-hard [28] . Nevertheless, for the special full rank case with ≥ s, X can be recovered from the same minimum sufficient measurements s + 1 via the polynomial time algorithm MUSIC [18] , [29] , [30] .
Regarding the rank defective case < s, X can be uniquely recovered, from a larger number of measurements, using greedy algorithms [18] - [24] or via the following mixed 2,1 -minimization program:
where X 2,1 = n j =1 x j with x j indicating the 2 -norm of the jth row of X [15] - [17] . Sufficient conditions for joint Manuscript sparse recovery in terms of the restricted isometry constant (RIC) are provided in [23] and [24] . The RIC indicates how well a linear transformation preserves distances between sparse vectors [1] , [7] - [11] . 1 Unfortunately, the RIC-based approach provides a worst case analysis, which does not depend on . Therefore, it cannot explain the advantage due to the availability of multiple measurements. Instead, an average case guarantee was proposed in [17] , where the probability of recovery failure is exponentially small in when a condition on the so-called weak restricted isometry constant (WRIC) is satisfied. For instance, considering A S as the submatrix of A with columns indexed by the matrix support S, the WRIC tells how close is the column space of A S to that spanned by another disjoint set of columns with cardinality r [6] . 2 In fact, sufficient recovery conditions for various reconstruction methods are based on the WRIC, e.g., 2,1 -minimization [17] , orthogonal subspace matching pursuit (OSMP) [19] , and subspace-augmented MUSIC with OSMP (SA-Music) [18] . The WRIC for Gaussian matrices has been bounded using concentration of measure inequalities and the union bound [17] - [19] . However, this approach results in a large overestimation of the WRIC leading to an underestimation of the maximum achievable s.
This letter provides a probabilistic analysis of the WRIC for finite Gaussian matrices. The proposed approach relies on the exact distribution of the extreme eigenvalues for Wishart matrices or on its gamma approximation based on Tracy-Widom (TW)'s laws. In particular, we derive a tight lower bound on the cumulative distribution function (CDF) of the WRICs and on the probability of satisfying an arbitrary recovery condition, much tighter than those based on the concentration inequalities. Moreover, we propose a unified framework to quantify the recovery limits of joint sparse reconstruction algorithms with WRIC-based sufficient conditions, for both noiseless and noisy measurements. More precisely, the analysis estimates the maximum support cardinality of row sparse matrices such that a target probability of recovery is assured. Then, the unified approach is applied to theoretically assess the reconstruction through three algorithms, i.e., 2,1 , SA-Music, and OSMP. Finally, we provide sufficient conditions in terms of the asymmetric WRICs permitting recovery with higher s, compared to those obtained through the symmetric WRIC.
Throughout the letter, | · | denotes the cardinality of a set, · indicates the 2 -norm of a vector or the spectral norm of a matrix, a k is the kth column of a matrix A,
is the regularized lower incomplete gamma function, (·)
† is the pseudoinverse, and P X denotes the projection matrix on the subspace X .
II. WRIC AND EIGENVALUES STATISTICS
In this section, we describe the problem and provide the mathematical tools needed to analyze the WRICs. In particular, a generalization of the WRIC considering lower and upper asymmetric constants is reported below.
Definition 1 (The asymmetric WRICs [6] , [18] ): Let A be an m × n matrix, S ⊂ Ω {1, 2, . . . , n} be a set of indexes with |S| = s, the lower WRIC (LWRIC) and upper WRIC (UWRIC), δ r (A, S) and δ r (A, S), are the smallest constants such that the inequalities
are satisfied for all v ∈ R n with support S ∪ T where T ⊂ Ω/S is any set with |T | ≤ r. The symmetric WRIC defined as δ r (A, S) max{δ r (A, S), δ r (A, S)} simultaneously satisfies both inequalities.
We aim to upper bound the WRICs of Gaussian measurement matrices, so that joint sparse recovery is guaranteed with predefined probability. Hence, the statistics of WRICs should be calculated. Let us start from the Rayleigh quotient inequality for the ratio in (3), for a fixed set T
where Z S ∪ T , A Z is the m × z submatrix with z |Z| = s + r, and λ min (A T Z A Z ) and λ max (A T Z A Z ) are the minimum and maximum eigenvalues of the Wishart matrix, respectively. Therefore, from (4) and accounting for all possible sets T , the asymmetric WRICs can be
The WRICs of Gaussian matrices are functions of the extreme eigenvalues of the corresponding Wishart matrices and, thus, are themselves random variables. In order to study the exact distribution of extreme eigenvalues, we use the framework developed in [32] . Hereafter, we consider A with i.i.d. entries drawn from a zero-mean Gaussian distribution with variance 1/m. The exact CDFs of the extreme eigenvalues of A T Z A Z are calculated as
where ψ(a, b) is the probability that all eigenvalues of a Wishart matrix are within the interval (a, b), computed by [32, Algorithm 1] . The exact expressions (7) and (8) are computationally easy for moderate matrix dimensions (we used them up to m = 2 · 10 4 ). For larger dimensions, the exact CDFs can be approximated, based on TW's laws [33] , by shifted and scaled gamma distributions [32] as
where k = 46.446, θ = 0.186, α = 9.848, μ = (
, and
Alternatively, since the TW distribution can also be approximated by its asymptotic tail expansion [34] , P (k, z) in (9) and (10) can be replaced by
for z > α θ whenever simpler expressions for WRICs are preferable. It can be verified from the exact distributions that the extreme eigenvalues asymmetrically deviate from unity. Hence, the asymmetric analysis leads to more accurate description of the WRICs, as previously noticed for the RIC in [7] - [12] .
III. WRIC ANALYSIS FOR GAUSSIAN MATRICES
We derive at first lower bounds on the CDFs of the WRICs using the exact distributions of the extreme eigenvalues and their gamma approximation. Then, we deduce the WRIC thresholds that are not exceeded with a target probability.
Specifically, the CDF of the LWRIC is lower bounded from (5) and (7) by
where the binomial coefficient is from the union bound to account for all possible sets T with |T | = r, and (11b) is based on (9). Let us define the LWRIC threshold δ * r (s, ) such that
is satisfied. Then, from (11) and (12), it can be estimated as
where ψ
−1 lower (y) is the inverse of ψ(m(1 − x), ∞).
Similarly, the CDF of the UWRIC is lower bounded by
Accordingly, the UWRIC threshold is
where ψ (1 + x) ). Analogously, the CDF of the symmetric WRIC can be lower bounded by
where for (16b) we applied the union bound to 1 − ψ(a, b). Following the same reasoning, the symmetric WRIC threshold can be derived as δ * r (s, ) = F −1
IV. UNIFIED FRAMEWORK FOR RECOVERY ASSESSMENT
In this section, the WRIC thresholds are used to quantify the maximum s, denoted s, permitting recovery with a target probability. Let us consider the recovery of a random row sparse matrix X with support cardinality s, acquired through a random measurement matrix A. In general, for a given A, if a sufficient condition stated usually in the form [6] , [17] - [19] 
is fulfilled, then recovery is guaranteed with probability P r|c depending on the distribution of X. 4 Since A is random, the sufficient condition (17) is satisfied with some probability P A c , and recovery is ensured with probability at least
In order to find s satisfying P r ≥ η for a given P r|c , we need to ensure that P A c ≥ η/P r|c . Hence, we propose to substitute the WRICs in (17) with the WRIC thresholds (13) 
So the goal P r ≥ η is fulfilled for
In the following, we investigate the performance of three reconstruction methods (i.e., 2,1 -minimization, SA-Music, and 4 Note that f c δ 1 , δ 1 is a nondecreasing function in both δ 1 and δ 1 . OSMP), when X is a sparse Gaussian matrix and A is Gaussian with normalized columns [17] - [19] . 5 
A. Perfect Recovery From Noiseless Measurements
The first example considers the reconstruction via 2,1 -minimization program, for which it has been proved that if
then the matrix X can be recovered via (2) with probability at least P r|c (α) 1 − n exp(− (α −2 + 2 log α)/2 − 1) [17] . Condition (20) is expressed in terms of the WRIC as [17] 
We propose relaxing condition (21) to a milder one (i.e., easily satisfied for larger s). Applying properties of the spectral norm to (20) and considering (5), we get , s) , the left-hand side of (22) is less than that of (21), leading to higher estimates of s. Now, following the outlined procedure, the maximum s satisfying the sufficient condition
< α denoted bys(α), can be found for a given α. Finally, a tighter upper bound on the maximum support cardinality is obtained by maximizing over α as s = max 0<α<1s (α).
B. Robust Support Estimation From Noisy Measurements
In the presence of noisy measurements, (1) becomes
where Z represents the noise. Approximate recovery of X may consist of a joint support estimation followed by signal reconstruction through the resulting overdetermined system. For example, the support can be estimated via SA-Music algorithm given that a sufficient condition on WRICs, on the form of (17) , is satisfied [18] . More precisely, denoting the signal subspace by X , let R and X be theˆ -dimensional subspaces of R m and X , respectively, with P R − P X ≤ κ. 6 Then, SAMusic applied to R recovers the support if Fig. 1 . Upper bounds on the probability of recovery failure using the proposed approaches and concentration bound for various algorithms, with n = 2m = 6000, = 20, and κ = 0.
Alternatively, if support estimation is performed via OSMP, the sufficient condition is [19] 
Note that the probability of exact support recovery via SA-Music and OSMP is greater than the probability of satisfying (24) and (25), respectively (i.e., P r|c = 1). Also, (24) and (25) relax the recovery conditions in [18] and [19] by utilizing the asymmetric WRICs. The original formulas in [18] and [19] can be obtained by substituting δ 1 (A, s) and δ 1 (A, s) with δ 1 (A, s).
V. NUMERICAL RESULTS
In this section, numerical results are presented to investigate the WRICs and the estimated maximum joint support cardinality for various recovery algorithms. Note that the analysis based on the exact extreme eigenvalue statistics (7) and (8) will be referred as the exact eigenvalues distribution (EED). Fig. 1 shows upper bounds on the probability of reconstruction failure derived from the concentration of measure in [18, Proposition 6 .1], along with the EED bound and gamma and TW tail expansion based approximations. The analysis is based on the sufficient recovery conditions via SA-Music and OSMP and via 2,1 -minimization (21) . It results that the proposed methods provide tighter bounds compared to the concentration inequalities (many orders of magnitude). Also, the gamma and TW approximations well describe the exact eigenvalues based analysis (overlapped for 1 − P r ≥ 10 −10 ). Moreover, the theoretical performances of SA-Music and OSMP are coincident, as they have the same condition for the noiseless case. 7 Additionally, they have better performance for small s, while the 2,1 -minimization is superior at higher s. Fig. 2 plots the contours of the UWRIC thresholds calculated by means of the EED and gamma approximation (15) . As can be seen the gamma approximation is quite accurate, and provides tight upper bounds on the UWRIC thresholds for small values, relevant to sparse recovery. 7 Conditions (24) and (25) Finally, the normalized maximum joint support cardinality s/m for various recovery algorithms is shown in Fig 3. In particular, s has been estimated using the associated asymmetric and symmetric conditions, where the WRICs are calculated by the EED, for various noise parameters κ and probability of correct support estimation at least 0.999. 8 As can be noticed, OSMP allows recovery of less sparse signals, compared to SAMusic, for noisy measurements. In the noiseless case, for the set of chosen parameters, the mixed norm minimization indicates lower s. Additionally, it is evident that the proposed asymmetric conditions provide higher estimates of s compared to the symmetric ones (up to 100% increase in s).
VI. CONCLUSION
We have studied the WRIC of Gaussian matrices, which is particularly important for MMV problem arising in many applications, e.g., localization, imaging, and multivariate regression. The proposed analysis provides tighter bounds on the probability of recovery, several orders of magnitude compared to the concentration bounds. Additionally, the suggested framework allows comparing various joint sparse recovery algorithms in terms of the maximum allowable support cardinality. Finally, the analysis indicates that the derived asymmetric WRIC-based conditions are preferable over those based on WRIC, as they result in better performance bounds.
