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Abstract
We propose an invariant see-saw (ISS) approach to model building, based on
the observation that see-saw models of neutrino mass and mixing fall into basis
invariant classes labelled by the Casas-Ibarra R-matrix, which we prove to be in-
variant not only under basis transformations but also non-unitary right-handed
neutrino transformations S. According to the ISS approach, given any see-saw
model in some particular basis one may determine the invariant R matrix and
hence the invariant class to which that model belongs. The formulation of see-saw
models in terms of invariant classes puts them on a firmer theoretical footing, and
allows different see-saw models in the same class to be related more easily, while
their relation to the R-matrix makes them more easily identifiable in phenomeno-
logical studies. We also present an ISS mass formula which may be useful in model
building. To illustrate the ISS approach we show that sequential dominance (SD)
models form basis invariant classes in which the R-matrix is approximately re-
lated to a permutation of the unit matrix, and quite accurately so in the case
of constrained sequential dominance (CSD) and tri-bimaximal mixing. Using the
ISS approach we discuss examples of models in which the mixing naturally arises
(at least in part) from the charged lepton or right-handed neutrino sectors and
show that they are in the same invariant class as SD models. We also discuss
the application of our results to flavour-dependent leptogenesis where we show
that the case of a real R matrix is approximately realized in SD, and accurately
realized in CSD.
1E-mail: sfk@hep.phys.soton.ac.uk
1 Introduction
The discovery and subsequent study of neutrino masses and mixing [1] remains the
greatest advance in physics over the past decade. The latest experimental data [2] is
consistent with (approximate) tri-bimaximal mixing [3] corresponding to sin θ23 ≈ 1/
√
2,
sin θ12 ≈ 1/
√
3, sin θ13 ≈ 0[3]. How to incorporate small neutrino masses and large
mixings into some new theory of flavour beyond the Standard Model has been the topic
of intense theoretical activity [4] over the same period.
One particulary attractive mechanism is the see-saw mechanism [5], based on a
simple extension of the (possibly Supersymmetric) Standard Model involving more than
one right-handed neutrino νR, coupling to left-handed lepton doublets L with a matrix
of “typical” Yukawa couplings Y νLR (where “typical” means in the same ball park as
the charged lepton Yukawa couplings Y ELR of L to right-handed charged leptons ER)
and having large (compared to the weak scale) Majorana masses MRR. From these
high energy inputs one may derive the low energy effective neutrino mass matrix from
the see-saw formula mνLL = v
2
uY
ν
LRM
−1
RRY
ν T
LR where vu is a Higgs vacuum expectation
value (VEV). From mνLL and Y
E
LR one may then obtain the low energy charged lepton
masses me, mµ, mτ and neutrino masses mi from the eigenvalues of the matrices, and
V ′MNS = VELV
†
νL
, where VEL and VνL diagonalize Y
E
LR and m
ν
LL from the left. After
non-physical phases are removed, the lepton mixing matrix VMNS can be compared to
experiment.
There has been much theoretical effort devoted to understanding the origin and
pattern of the high energy “see-saw” matrices Y νLR, Y
E
LR and MRR which can lead to
agreement with low energy data, via the see-saw mechanism [4]. This problem is often
considered together with the analogous one of the quark Yukawa matrices Y ULR, Y
D
LR, and
is referred to as the “flavour problem”. Although the flavour problem has been around
for many years, the recent neutrino data provides additional challenges and constraints
which have provided new insights into the problem, and a renewed impetus to attack it,
resulting in an explosion of recent theoretical work in this direction. While it is impossi-
ble to review all the different models that have been proposed, the different approaches
may be classified as either “kinematical” or “dynamical”. In both the “kinematical” or
“dynamical” approaches the goal is to “guess” or “derive” the input high energy input
quark Yukawa Y ULR, Y
D
LR and lepton see-saw matrices Y
ν
LR, Y
E
LR and MRR. However, as
has long been emphasized by Jarlskog [6] such matrices are not physical, since their
appearance changes depending on the particular basis of underlying fields one chooses
to work, and so working in a particular basis is meaningless.
This paper starts from the simple observation that not all choices of see-saw matrices
Y νLR, Y
E
LR andMRR which are consistent with a given set of low energy lepton parameters
me, mµ, mτ , mi and VMNS, are related to each other under a change of basis. This is in
contrast to the quark sector where all choices of Yukawa matrices Y ULR, Y
D
LR consistent
with a given set of low energy quark parameters mu, mc, mt, md, ms, mb and VCKM ,
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are related to each other under a change of basis. It is also in contrast to the effective
lepton sector, where all choices of effective lepton matrices mνLL and Y
E
LR which are
consistent with a given set of low energy lepton parameters me, mµ, mτ , mi and VMNS,
are related to each other under a change of basis. This observation implies that sets of
see-saw matrices fall into invariant classes of models, {Y νLR, Y ELR,MRR} ∈ C(R), where
each different class C(R) is labelled by some continuous parameters R, where members
of C(R) are consistent with the same low energy lepton observables me, mµ, mτ , mi
and VMNS, for all R. The set of all see-saw matrices within a particular invariant class
C(R1) are related to each other under a change of basis, but are not related to those in
a different class C(R2).
It is well known amongst the “phenomenological” community that the R matrix of
Casas and Ibarra [7] may be used to parameterize choices of see-saw matrices Y νLR, Y
E
LR,MRR
consistent with a given set of low energy lepton parameters me, mµ, mτ , mi and VMNS.
Although it was appreciated by Casas and Ibarra that the R matrix parameteriza-
tion may be used in different lepton bases [7], this feature is rarely or never used in
phenomenological analyses where people invariably work in the “flavour” basis where
Y E
′
LR,M
′
RR are both diagonal. On the other hand, the R matrix is largely ignored by
the “theoretical” community who are concerned with guessing or deriving the see-saw
matrices in a particular basis, which in general will not correspond to the “flavour”
basis, so the R matrix is not regarded as relevant.
In the present paper we show that the R matrix is a basis invariant quantity, then
propose using it in the context of model building to label the invariant class C(R) of
see-saw models to which a particular model example belongs. Given a particular see-
saw model there are several reasons why it is worth determining the invariant class C(R)
to which it belongs, i.e. finding the invariant R matrix associated with the particular
see-saw model:
1. It puts the theory on a firmer theoretical foundation, since invariant quantities are
always preferred to basis dependent one [6].
2. Given the R matrix one may immediately generate an infinite set of equivalent see-
saw models filling out the invariant class C(R) by applying lepton basis changes.
This applies both to the “kinematical” and the “dynamical” approaches. So for
any particular model (infinitely) many other models come for free.
3. It may turn out that a particular model under consideration corresponds to the
same R matrix as another model, i.e. the two models are in the same invariant
class, in which case the two models should essentially must be regarded as the
same model.
4. For given (class of) models, with R specified one may immediately make contact
with phenomenological analyses which have been performed in the literature which
are relevant to testing the (class of) models.
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In this paper we shall illustrate the power of such an invariant see-saw (ISS) ap-
proach by discussing the case of sequential dominance (SD) [8]. SD is motivated by two
considerations:
• To account for a neutrino mass hierarchy m1 ≪ m2 ≪ m3 and large atmo-
spheric and solar mixing angles in a natural way, without any tunings or can-
cellations. Although the (2,3) mass hierarchy in the neutrino sector is not that
strong, m2/m3 ≈ 0.2, we would still like to have a natural explanation for the
smallness of this hierarchy, just as we would like to have an explanation for the
smallness of the Cabibbo angle which has a similar value.
• To disentangle the question of the neutrino masses and the mixing angles, and
so enable some explanation for tri-bimaximal neutrino mixing which involves ele-
ments in the MNS matrix having values equal to square roots of simple rational
numbers such as 1/2 or 1/3. This would not be possible if the neutrino masses
played a part in the calculation of the solar and atmospheric mixing angles.
In SD, a natural neutrino mass hierarchy, m2/m3 ≈ 0.2, results from having one of the
right-handed neutrinos give the dominant contribution to the see-saw mechanism, while
a second right-handed neutrino gives the leading sub-dominant contribution, leading to a
neutrino mass matrix with naturally small determinant [8]. 1 In a basis where the right-
handed neutrino mass matrix is diagonal, the atmospheric and solar neutrino mixing
angles are determined in terms of ratios of Yukawa couplings involving the dominant
and subdominant right-handed neutrinos, respectively. If these Yukawa couplings are
related in a certain way, then it is possible for tri-bimaximal neutrino mixing, to emerge
in a simple and natural way, independently of the neutrino mass eigenvalues. This
is known as constrained sequential dominance (CSD) [10], and can readily arise from
vacuum alignment in flavour models [10, 11, 12]. In such unified flavour models there
are corrections to tri-bimaximal mixing from charged lepton corrections, resulting in
testable predictions and sum rules for lepton mixing angles [10, 13].
Although well motivated on physical grounds, SD appears to be restricted to a
particular basis, namely that in which the right-handed neutrino and charged lepton
mass matrices are both diagonal, although in particular model realizations there are
typically small off-diagonal elements in both these mass matrices which must be taken
into account. This might lead one to conclude that the notion of SD is quite limited, and
furthermore that it is not physical since physical quantities should be basis independent.
However, following the ISS approach advocated above, we will determine the invariant
classes C(R) to which SD models belong, by finding the invariant R matrix associated
with each of the SD types, and hence show that SD can be formulated in a basis invariant
way. In particular tri-bimaximal neutrino mixing from constrained SD is shown to have
1For alternative approaches involving a small determinant see [9].
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an easily identifiable form in which the R-matrix is related to the unit matrix, where
this form is preserved under charged lepton or right-handed neutrino basis changes,
though the former gives observable corrections to the MNS parameters. Having done
this we shall then reap the benefits mentioned above. Namely we shall show how certain
models that have been proposed in the literature are equivalent to SD under a basis
change, for example models where the mixing is completely or in part originating from
the right-handed neutrino or charged lepton sectors [12, 14]. We shall also discuss
phenomenological analyses based on choices of R matrix parameters that are seen to be
relevant for SD.
In detail, the material discussed in this paper is structured as follows. In section
2 we discuss the ISS approach to model building that we advocate. We first review
the well known result that all pairs of quark Yukawa matrices Y ULR, Y
D
LR consistent with
given physical parameters are related by basis transformations [6], and then show that
a similar result holds for the effective lepton matrices mνLL and Y
E
LR. We then show that
a similar result does not apply to the see-saw mechanism, which leads to the notion
of invariant classes of see-saw models, which may be parameterized by the R-matrix of
Casas and Ibarra. We show how the R matrix may be obtained and prove its invariance
under basis transformations. We also propose a short-cut to obtaining the R matrix,
using a non-unitary S matrix transformation of right-handed neutrinos, which is useful
when right-handed neutrino mass eigenvalues are not required. In section 3 we discuss
SD models as a prime example of the ISS approach. We first discuss this in a two
family example, where a convenient vector notation for SD is introduced, and a relation
between the R matrix angle and the angle between these vectors is established. We then
go on to the full three family case where we discuss the form of the R matrix for all
the types of SD, and provide a systematic discussion of the R matrix in the two right-
handed neutrino limit in each case. Having established the relation between SD and the
R matrix, this then defines the invariant classes of see-saw models to which SD models
belong, and hence allows the full set of models in these classes to be constructed by
basis transformations. In section 4 we discuss the physical applications of these results
to invariant classes of SD models. The particular forms of R matrix associated with CSD
and tri-bimaximal neutrino mixing are identified. SD is shown to be in the same invariant
class as some models where the mixing completely or partly originates from the right-
handed neutrino or charged lepton sectors [12, 14]. We also discuss phenomenological
analyses based on choices of R matrix parameters that are seen to be relevant for SD.
For example we discuss the application of our results to flavour-dependent leptogenesis
[18], and show that the case of the real R matrix may be (approximately) realized in
SD. Section 5 concludes the paper.
Finally we would like to mention some earlier works where the relation between SD
and the R matrix has been mentioned before [15]. We emphasize that the systematic
discussion in this paper goes well beyond the nice discussions in [15], where the invariance
of SD was not addressed. Moreover the ISS model building approach we advocate here,
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whereby any proposed see-saw model should be expressed in terms of the invariant R
matrix, represents a new strategy than can and should be applied to all see-saw models,
not just the ones which satisfy SD as discussed here. The idea in this paper is to use the
R matrix more actively in model building (rather than in phenomenology, where it has
been used extensively by many authors), with the hope that model builders will express
their see-saw models in terms of the R matrix (not normally done). The essential point
of this paper is to emphasise that the R matrix is invariant under basis transformations,
since this feature, although clearly known by the inventors, is not so well used. It is
precisely this invariance that means that the R matrix can and should be more widely
used as a model building tool, to classify and relate models.
2 The ISS Model Building Approach
2.1 Quark sector
In the quark sector the Dirac mass matrices of the up and down quarks are given by
mULR = Y
U
LRvu, and m
D
LR = Y
D
LRvd where vu = 〈H0u〉 and vd = 〈H0d〉, and the Lagrangian
is of the form L = −ψ¯LYLRHψR+H.c. The change from flavour basis to mass eigenstate
basis can be performed with the unitary diagonalization matrices VUL, VUR and VDL,VDR
by
VUL m
U
LR V
†
UR
= diag(mu, mc, mt), VDL m
D
LR V
†
DR
= diag(md, ms, mb). (1)
The CKM mixing matrix is then obtained from
V ′CKM = VULV
†
DL
(2)
where quark phase rotations which leave the quark masses real and positive may be used
to remove five of the phases leaving one physical phase in the CKM matrix VCKM . The
Standard Model quark sector clearly respects the symmetry
Gquark = UQ(3)× UUR(3)× UDR(3) (3)
corresponding to quark doublet, right-handed up quark and right-handed down quark
rotations, which change the quark basis and the form of the Yukawa matrices, but leave
the physics (quark masses and mixings) unchanged. In the quark sector it is well known
that the only physical quantities are basis independent invariants formed from the mass
matrices, the so-called Jarlkog invariants [6], rather than the mass matrices themselves,
since any pair of quark mass matrices which lead to the correct physics may be related
to any other pair which lead to the same physics, by a change of basis, up to quark
phases, using the symmetry Gquark.
This can be proved, for example, by showing that any two pairs of quark mass
matrices can be related by a change of basis, using the symmetry Gquark, to a common
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basis in which the up quark mass matrix is diagonal, and the down quark mass matrix
is equal, up to quark phases, to the CKM matrix multiplied by a diagonal matrix of
down quark masses,
mULR
′
= diag(mu, mc, mt), m
D
LR
′
= V ′CKMdiag(md, ms, mb). (4)
Since any two pairs of mass matrices (mULR)1, (m
D
LR)1 and (m
U
LR)2, (m
D
LR)2 may be related
to mULR
′
, mDLR
′
in Eq.4 by a change of basis, it follows that all choices of quark mass
matrices which lead to the same physics can be related to each other, up to quark
phases, using the symmetry Gquark. This implies that the quark mass matrices m
U
LR,
mDLR are not physical quantities since they are basis dependent, i.e. not invariant under
the symmetry Gquark. It is possible to define Gquark invariant combinations consisting
of determinants and traces of products of the combinations SULL = m
U
LR(m
U
LR)
† and
SDLL = m
D
LR(m
D
LR)
†, for example the determinant of the commutator det[SULL, S
D
LL] is an
invariant [6].
2.2 Effective lepton sector
From the point of view of low energy neutrino experiments, Majorana neutrino masses
arise from the effective operator: Leff = −1
2
HuL
TκHuL+H.c. where L are the lepton
doublets, Hu are Higgs doublets, and κ is a matrix of effective (dimensional) couplings.
In our convention the effective Majorana masses are given by the Lagrangian L =
−ν¯LmνLLνc +H.c. where mνLL = κ∗v2u. The rotation to the mass eigenstate basis can be
performed with the unitary diagonalization matrices VEL, VER and VνL by
VEL m
E
LR V
†
ER
= diag(me, mµ, mτ ), VνL m
ν
LL V
T
νL
= diag(m1, m2, m3). (5)
The lepton mixing matrix is then obtained from
V ′MNS = VELV
†
νL
(6)
where charged lepton phases rotations which leave the charged lepton masses real and
positive may be used to remove three of the phases leaving three physical phases in the
MNS matrix VMNS.
The effective lepton sector clearly respects the symmetry
Gefflepton = UL(3)× UER(3) (7)
corresponding to lepton doublet and right-handed charged lepton rotations, which change
the lepton basis and the form of the effective lepton matrices, but leave the physics
(lepton masses and mixings) unchanged. The physically measurable low energy lepton
parameters are the three charged lepton masses me, mµ, mτ , the three neutrino masses
m1,2,3 > 0 and the lepton mixing parameters contained in VMNS.
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As in the quark sector, any pair of effective lepton matricesmELR, m
ν
LL which lead to a
given low energy physics may be related to any other pair which lead to the same physics,
by a change of basis, using the symmetry Gefflepton. This is easily proved (analagous to
the quark sector) by tranforming to a common basis in which the charged lepton mass
matrix is diagonal, and the effective Majorana neutrino mass matrix is specified in terms
of the lepton mixing matrix V ′MNS = VELV
†
νL
and the physical neutrino masses mi,
mELR
′
= diag(me, mµ, mτ ), m
ν
LL
′ = V ′MNSdiag(m1, m2, m3)V
T
MNS
′
(8)
where Eq.8, often called the “flavour basis”, is analagous to Eq.4. Then, as in the quark
case, we can argue that since any two pairs of matrices (mELR)1, (m
ν
LL)1 and (m
E
LR)2,
(mνLL)2 can be rotated to the flavour basis then they can therefore be rotated into each
other, using the symmetry Gefflepton, analagous to the quark sector result. m
E
LR, m
ν
LL are
clearly basis dependent, but invariants under Gefflepton can be constructed using S
E
LL =
mELR(m
E
LR)
† and SνLL = m
ν
LL(m
ν
LL)
†, for example the determinant of the commutator
det[SELL, S
ν
LL] is invariant.
2.3 See-saw sector
The starting point of the see-saw mechanism is the Lagrangian,
Lseesaw = −Y ELRHdLER − Y νLRHuLνR +
1
2
νTRMRRνR +H.c. (9)
where all indices have been suppressed, and we have introduced two Higgs doublets
Hu, Hd as in the Supersymmetric Standard Model.
2 It is common to call Eq.9 the see-
saw Lagrangian. After integrating out the right-handed neutrinos it leads to an effective
low energy leptonic Lagrangian of the type discussed in the previous subsection where
the effective Majorana mass matrix given by the (type I) see-saw formula:
mνLL = v
2
uY
ν
LRM
−1
RRY
ν T
LR . (10)
The effective low energy matrices are diagonalised by unitary transformations VEL, VER
and VνL as in Eq.5, and the lepton mixing matrix is as in Eq.6.
The lepton symmetry of the see-saw Lagrangian in Eq.9 is:
Glepton = UL(3)× UER(3)× UνR(3) (11)
corresponding to lepton doublet, right-handed charged lepton and right-handed neutrino
rotations, which change the lepton basis and the form of the see-saw matrices, but leave
the physics (lepton masses and mixings) unchanged. Using these symmetries we can
2In the case of the Standard Model one of the two Higgs doublets is equal to the charge conjugate
of the other, Hd ≡ Hcu.
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ask the question whether all sets of see-saw matrices Y ELR, Y
ν
LR and MRR which lead to
a given set of low energy physical lepton parameters are equivalent to each other by
a change of basis. Analagous to the quark sector, we may attempt to relate all sets
of see-saw matrices to a common set of see-saw matrices in which the charged lepton
mass matrix is diagonal, and the right-handed neutrino Majorana mass matrix is also
diagonal,
vdY
E
LR
′
= diag(me, mµ, mτ ), M
′
RR = diag(M1,M2,M3), Y
ν
LR
′ = VELY
ν
LRV
†
νR
(12)
where unitary VνR is defined by VνRMRRV
T
νR
= M ′RR and Mi > 0.
We refer to the basis of Eq.12 as the “see-saw flavour basis” in analogy to Eq.8. The
difference between Eqs.4,8 and Eq.12 is that here Y νLR
′ is not uniquely specified since
it is diagonalized by left-handed rotations which are not simply related to the lepton
mixing matrix, and in addition its eigenvalues are not simply related to physical neu-
trino masses. Therefore, unlike the quark sector, or the effective lepton case, there is
not a unique common basis. Therefore, we conclude that any two sets of see-saw ma-
trices (Y ELR)1, (Y
ν
LR)1, (MRR)1 and (Y
E
LR)2, (Y
ν
LR)2, (MRR)2 which give the same physical
right-handed neutrino masses, light effective neutrino masses, charged lepton masses
and lepton mixings, cannot be transformed into each other under the lepton see-saw
symmetry Glepton corresponding to basis changes.
We note parenthetically that although the see saw formula is not a basis invariant,
by taking its determinant one can obtain the invariant mass formula:
m1m2m3 =
m2D1m
2
D2
m2D3
M1M2M3
(13)
where mi are the physical light left-handed neutrino masses, Mi are the heavy right-
handed neutrino masses, and mDi are the eigenvalues of the Dirac neutrino mass matrix
mνLR = vuY
ν
LR. Eq.13 is, apparently, a new result which we could not find quoted in
the literature. We shall refer to it as the ISS mass formula. The product of diagonal
squared Dirac mass eigenvalues, is clearly an invariant since it is given by det(mνLRm
ν
LR
†).
Although Eq.13 should have useful see-saw model building applications with respect to
neutrino masses, it clearly does not shed any light on the question of neutrino mixing.
2.4 Invariant classes of see-saw models and the R-matrix
We have seen that, in contrast to the case of the effective lepton or quark sector, not
all choices of see-saw matrices Y νLR, Y
E
LR and MRR which are consistent with a given set
of low energy lepton parameters me, mµ, mτ , mi and VMNS, are related to each other
under a change of basis. This implies that sets of see-saw matrices fall into invariant
classes of models, {Y νLR, Y ELR,MRR} ∈ C(R), where each different class C(R) is labelled
by some continuous parameters R, where members of C(R) are consistent with the
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same low energy lepton observables me, mµ, mτ , mi and VMNS, for all R. The set of
all see-saw matrices within a particular invariant class C(R1) are related to each other
under a change of basis, but are not related to those in a different class C(R2). In this
subsection we show that the R matrix of Casas and Ibarra [7], which is well known in
phenomenological applications, is a basis invariant quantity. We then propose using it
in the context of model building to label the invariant class C(R) of see-saw models to
which a particular model example belongs.
Following [7], we first derive the R matrix in the see-saw flavour basis in Eq.12,
by constraining Y νLR
′ to give mνLL
′ in the basis in Eq.8 using the see-saw mechanism in
Eq.10:
v2uY
ν
LR
′diag(M1,M2,M3)
−1Y ν
′ T
LR = V
′
MNSdiag(m1, m2, m3)V
′ T
MNS. (14)
In order to solve Eq.14 for the neutrino Yukawa matrix Y νLR
′ we can try to write both
sides of the equation in the form AAT = BBT then take the positive square root of the
equation to give,
vuY
ν
LR
′diag(M1,M2,M3)
−1/2 = V ′MNSdiag(m1, m2, m3)
1/2RT (15)
where R is the Casas-Ibarra complex orthogonal matrix, RTR = I where I is the unit
matrix. It is often used in phenomenological analyses to parameterize Y νLR
′ in the see-saw
flavour basis, since R determines Y νLR
′ in terms of physical parameters from Eq.15.
In the above discussion the R matrix was derived in the see-saw flavour basis. How-
ever one can repeat the above derivation starting from a general charged lepton basis
in which neither Y ELR nor Y
ν
LR (unprimed matrices) are in general not diagonal (but
retaining for the moment a diagonal right-handed neutrino mass matrix) leading to:
vuY
ν
LRdiag(M1,M2,M3)
−1/2 = V †νLdiag(m1, m2, m3)
1/2RT (16)
where VνL is the matrix that diagonalizes m
ν
LL in this basis, as in Eq.5. Comparing
Eq.16 to Eq.15 the only change is to left-hand sides of the equations, where in the see-
saw flavour basis it happens that V †νL = V
′
MNS. The fact that the same R matrix appears
in Eq.16 as Eq.15 follows from the fact that Y ν
′
LR = VELY
ν
LR, where VEL diagonalizes the
charged lepton mass matrix as in Eq.5. Therefore by multiplying on the left-hand sides
of Eq.16 by VEL, and comparing the resulting equation to Eq.15, where the MNS matrix
is given by Eq.6, we find the non-trivial result that the same R matrix must appear in
both Eq.15 and Eq.16. We conclude that the R matrix is invariant under a change of
charged lepton basis.
We now prove that the R matrix is invariant under a change of right-handed neutrino
basis, so that the right-handed neutrinos are no longer diagonal. The main observation is
that according to the R matrix parameterizes only the combination on the left-hand side
of Eq.16, and this combination is clearly invariant under UνR(3), which also preserves
the right-handed neutrino masses. Under νR → VνRνR, Eq.16 thus becomes,
vuY
ν
LRV
†
νR
diag(M1,M2,M3)
−1/2 = V †νLdiag(m1, m2, m3)
1/2RT (17)
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with R again invariant. The invariance of the R matrix, together with Eq.17, suggests
the following ISS model building strategy. In some particular given basis where the
see-saw matrices Y νLR, Y
E
LR and MRR are not diagonal, Eq.17 may be used to determine
the R matrix in terms of the masses mi,Mi, the matrix VνL which diagonalises m
ν
LL in
this basis, as in Eq.5, and VνR as defined below Eq.12. Since the R matrix is invariant
under a change of basis, as we have shown, it may then be used to label invariant class
of models to which the particular see-saw matrices belong, {Y νLR, Y ELR,MRR} ∈ C(R).
Finally we show that the R matrix is also invariant under non-unitary right-handed
neutrino transformations, namely νR → SνR, where S is non-singular, which results in:
Y νLR → Y νLR S−1, MRR → ST−1MRR S−1, M−1RR → SM−1RR ST . (18)
The transformations in Eq.18 leave the effective low energy neutrino mass matrix mνLL
invariant, which follows from the see-saw mechanism in Eq.10. However the right-handed
neutrino masses will change, since S is non-unitary. By a suitable choice of S, MRR can
be transformed into a diagonal form,
ST
−1
MRR S
−1 = diag(M˜1, M˜2, M˜3) (19)
where we emphasize that the choice of S is not unique, and M˜i are not the eigenvalues
of MRR. For example, without loss of generality, S can always be chosen so that M˜i are
all equal to unity in some units. Allowing non-unitary S matrix transformations, one
can derive a similar result to Eq.17,
vuY
ν
LRS
−1diag(M˜1, M˜2, M˜3)
−1/2 = V †νLdiag(m1, m2, m3)
1/2RT (20)
where S and M˜i are defined in Eq.19, and VνL is as before since m
ν
LL is invariant
under S matrix transformations. R is once again invariant, which essentially follows
from the invariance of the combination on the left-hand side of Eq.20 under S matrix
transformations. For a given non-diagonal set of see-saw matrices Y νLR, Y
E
LR and MRR,
Eq.20 can sometimes be used as a short-cut to determining the invariant R matrix,
instead of Eq.17. Since the R matrix is invariant under the S matrix, as we have shown,
it may then be used to label invariant class of models to which the particular see-saw
matrices belong, {Y νLR, Y ELR,MRR} ∈ C(R), as before. The S matrix approach may be
especially useful in low energy applications where the right-handed neutrino masses are
not required.
3 ISS approach to SD
3.1 Two family SD in the see-saw flavour basis
In this section we shall show that sequential dominance (SD) models [8] correspond to
particular invariant classes of see-saw models characterized by particular forms of the
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R-matrix. SD provides a good example of the invariant see-saw (ISS) approach, since SD
is sometimes criticized as being only valid in a special basis, namely the see-saw flavour
basis. Defining SD in terms of the R matrix renders the SD approach basis independent
which overcomes this criticism, and brings with it all the benefits already mentioned
previously, some of which will be explored further in the next section on Applications.
We shall begin by discussing the dominance mechanism in a simple two family example,
first in the see-saw flavour basis, then in terms of the R matrix which defines a basis
independent formulation of SD. We then extend this discussion to include three families,
then take the two right-handed neutrino limit of these models.
To review the basic idea of SD, then, it is instructive to begin by discussing a simple
2 × 2 example applicable to the atmospheric mixing in the (2,3) sector, in the see-saw
flavour basis, i.e. the diagonal charged lepton and right-handed neutrino Majorana mass
basis, where we can write,
MRR =
(
MA 0
0 MB
)
, mνLR =
(
A2 B2
A3 B3
)
(21)
where mνLR = Y
ν
LRvu. It is sufficient for the toy model to ignore phases, and suppose
that Ai, Bi are real. The see-saw formula in Eq.10 m
ν
LL = m
ν
LRM
−1
RRm
ν
LR
T gives:
mνLL =
(
A2
2
MA
+
B2
2
MB
A2A3
MA
+ B2B3
MB
A2A3
MA
+ B2B3
MB
A2
3
MA
+
B2
3
MB
)
(22)
The mass matrix in Eq.22 is diagonalized to give two neutrino mass eigenvalues m2, m3
by rotating through an angle θ23 given by,
tan 2θ23 =
2
(
A2A3
MA
+ B2B3
MB
)
(
A2
2
MA
+
B2
2
MB
)
−
(
A2
2
MA
+
B2
2
MB
) . (23)
The determinant of the neutrino mass matrix mνLL in Eq.22 is
detmνLL =
1
MAMB
(A2B3 − A3B2)2 = m2m3 (24)
and the trace of the neutrino mass matrix mνLL in Eq.22 is
TrmνLL =
A22
MA
+
A23
MA
+
B22
MB
+
B23
MB
= m2 +m3 ≈ m3 (25)
where the last approximation assumes a neutrino mass hierarchy m3 ≫ m2. m2 is then
approximately determined from the trace and determinant of the mass matrix as,
m2 =
detmνLL
m3
≈ detm
ν
LL
TrmνLL
≈
(A2B3−A3B2)2
MAMB
(A2
2
+A2
3
)
MA
+
(B2
2
+B2
3
)
MB
. (26)
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The basic assumption of SD is that one of the right-handed neutrinos plays the
dominant role in the see-saw mechanism. Without loss of generality we shall assume
that the right-handed neutrino of mass MA dominates the see-saw mechanism:
|AiAj|
MA
≫ |BiBj |
MB
. (27)
Assuming the dominance approximation in Eq.27, the determinant and trace of the mass
matrix in Eq.22 imply that the neutrino mass spectrum then consists of one neutrino
with mass m3 ≈ (A22 + A23)/M3 and one naturally light neutrino m2 ≪ m3 determined
from Eq.26, since the determinant of Eq.22 is naturally small, and vanishes in the
extreme limit of the dominance approximation when only one right-handed neutrino
contributes [8]. Under the dominance approximation in Eq.27, the atmospheric angle
from Eq.23 is tan θ23 ≈ A2/A3 [8] which can be large or maximal providing A2 ≈ A3.
Collecting together these results, the dominance approximation in Eq.27 leads to,
m3 ≈ (A
2
2 + A
2
3)
MA
, m2 ≈ (A2B3 − A3B2)
2
(A22 + A
2
3)MB
, tan θ23 ≈ A2
A3
. (28)
Therefore, assuming the dominance of a single right-handed neutrino, Eq.28 shows that
m3 is determined approximately by the right-handed neutrino with mass MA, m2 is
determined approximately by the right-handed neutrino with mass MB, and tan θ23 is
determined approximately by a simple ratio of Yukawa couplings, independently of the
neutrino mass hierarchy. Note that right-handed neutrino dominance allows the origin
of the large mixing angle to be decoupled from the neutrino mass hierarchy, allowing
both features to co-emerge in a very natural way.
The above results can be expressed more compactly by introducing the column vector
notation,
vA =
(
A2
A3
)
M
−1/2
A , vB =
(
B2
B3
)
M
−1/2
B (29)
Then the see-saw formula in Eq.10 mνLL = m
ν
LRM
−1
RRm
ν
LR
T gives:
mνLL = vA vA
T + vB vB
T (30)
The determinant of the neutrino mass matrix mνLL is
detmνLL = |vA × vB|2 = m2m3 (31)
and the trace of the neutrino mass matrix mνLL is
TrmνLL = |vA|2 + |vB|2 = m2 +m3 ≈ m3 (32)
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m2 is then approximately determined from the trace and determinant of the mass matrix
as,
m2 =
detmνLL
m3
≈ detm
ν
LL
TrmνLL
≈ |vA × vB|
2
|vA|2 + |vB|2 . (33)
To arrange for a hierarchy m2/m3 ≈ 1/5, we require the determinant to be small
compared to the square of the trace. This may be achieved using the dominance condi-
tion in Eq.27 that the right-handed neutrino of massMA gives the dominant contribution
to the see-saw mechanism, which in vector notation implies:
|vA|2 ≫ |vB|2. (34)
We shall see in the next section that the dominance approximation leads to the vectors
vA and vB being approximately orthogonal and that there is a precise correlation between
the degree of orthogonality of these two vectors and the degree of dominance. Here we
give two examples which illustrate that the dominance condition only applies when the
two vectors vA and vB are sufficiently orthogonal:
• If A2 = A3 and B2 = −B3, corresponding to the two vectors vA and vB being
exactly orthogonal, then Eq.28 gives,
m3 ≈ 2A
2
2
MA
, m2 ≈ 2B
2
2
MB
, tan θ23 ≈ 1. (35)
and the required hierarchy m2/m3 ≈ 1/5 then implies that,
A22
MA
≈ 5 B
2
2
MB
(36)
which satisfies the dominance condition in Eq.27.
• Now suppose that the two vectors are at 45o to each other, such as given by
A2 = A3, and B3 = 0, then Eq.28 becomes,
m3 ≈ 2A
2
2
MA
, m2 ≈ B
2
2
2MB
, tan θ23 ≈ 1 (37)
and the required hierarchy m2/m3 ≈ 1/5 then implies that,
A22
MA
≈ 5
4
B22
MB
(38)
which only marginally satisfies the dominance condition in Eq.27. If the vectors
are more closely aligned than about 45o then the dominance condition will not be
satisfied.
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3.2 Two family SD and the R matrix
According to the ISS approach, we should formulate SD in terms of the invariant R-
matrix. From Eq.15, we have for the two family toy model in Eq.21, dropping primes,
and assuming MA < MB:
mνLR
(
MA 0
0 MB
)−1/2
= V 2×2MNS
(
m2 0
0 m3
)1/2
RT2×2. (39)
The MNS matrix is parameterized by the atmospheric angle θ23, and the R-matrix may
be parameterized here by an angle θ, ignoring phases,
V 2×2MNS =
(
c23 s23
−s23 c23
)
, RT2×2 =
(
c −s
s c
)
. (40)
where c = cos θ, s = sin θ. Each choice of θ specifies a particular solution to the see-saw
formula for the combination mνLRM
−1/2
RR on the left-hand side of Eq.39.
Using Eqs.39,40, we find the following expressions for the vectors introduced in
Eqs.29,
vA = cm
1/2
2
(
c23
−s23
)
+ sm
1/2
3
(
s23
c23
)
vB = −sm1/22
(
c23
−s23
)
+ cm
1/2
3
(
s23
c23
)
. (41)
The single right-handed neutrino dominance approximation in Eq.34 is then seen from
Eq.41 to correspond to values of θ ≈ π/2 since for hierarchical neutrinos m3 ≫ m2. An
interesting special limiting case is provided by the choice θ = π/2, which corresponds
to an R-matrix, with an off-diagonal structure,
R =
(
0 1
−1 0
)
. (42)
In this limiting case Eq.41 shows that the vector vB is exactly orthogonal to vA. This
example was discussed in the last section where it was shown to lead to Eq.35, where
the dominant right-handed neutrino dominates the see-saw mechanism by a factor of 5
according to Eq.36. For small deviations from θ = π/2, Eq.41 shows that the vector vB
is approximately orthogonal to vA, and as the angle θ is decreased, the vectors vB and
vA become less orthogonal.
There is a precise correlation between the angle between the two vectors vA and vB
and the degree of dominance, parameterized by the angle θ. To see this we first write
Eq.41 in a more compact form as,
vA = cm
1/2
2 + sm
1/2
3
vB = −sm1/22 + cm1/23 (43)
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where m
1/2
j is defined by comparing Eq.43 to Eq.41, as
m
1/2
j = (V
2×2
MNS)ijm
1/2
j (44)
i.e. the m
1/2
j is the j-th column of V
2×2
MNS times m
1/2
j . We see that m
1/2
i .m
1/2
j = δijmi,
and |m1/22 ×m1/23 |2 = m2m3. The angle θAB between the two vectors vA and vB is then
given by,
cos θAB =
(m3 −m2) sin 2θ
2|vA||vB| (45)
where the magnitudes of the vectors is given by,
|vA|2 = c2m2 + s2m3, |vB|2 = s2m2 + c2m3. (46)
From Eqs.45,46 it is seen that the angle θ simultaneously parameterizes the angle be-
tween the two column vectors and their ratio of magnitudes which quantifies the precise
degree of dominance. From Eqs.45,46 it is seen that when θ ≈ π/2, then θAB ≈ π/2
and |vA|2/|vB|2 ≈ m3/m2 ≈ 5, corresponding to |vA|2 ≫ |vB|2 as in Eq.34. Once an
angle θ and the right-handed neutrino masses have been chosen, and the vectors vB and
vA thereby specified, we can invert Eq.43, to express the neutrino mass eigenstates in
terms of the different see-saw contributions,
m
1/2
2 = cvA − svB
m
1/2
3 = svA + cvB. (47)
With values of θ ≈ π/2, corresponding to single right-handed neutrino dominance, Eq.47
clearly shows that the mass eigenstate m3 mainly results from the see-saw contribution
of the right-handed neutrino of mass MA, and the mass eigenstate m2 mainly results
from the see-saw contribution of the right-handed neutrino of mass MB. However Eq.47
should be interpreted with care since it is only meaningful once Eq.41 has first been
used.
It is also observed from Eqs.45,46 that when θ ≈ 0, then θAB ≈ π/2 and |vA|2/|vB|2 ≈
m2/m3 ≈ 1/5 corresponding to |vB|2 ≫ |vA|2. This corresponds to another type of
dominance in which the heavier right-handed neutrino of mass MB dominates the see-
saw mechanism. So far we have been assuming that the lighter right-handed neutrino of
mass MA dominates the see-saw mechanism, but now we see that there is an alternative
case in which the heavier right-handed neutrino of mass MB is the dominant one, and
in this case we would find that the dominance of the right-handed neutrino of mass MB
is achieved for θ ≈ 0, and then the R-matrix is the unit matrix,
R =
(
1 0
0 1
)
. (48)
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The dominance approximation is thus seen to be valid over a large range of angles θ
centered on either zero or π/2, corresponding to a large range of angles θAB in the
range π/4 to π/2. Of course there is no precise value of θ at which the dominance
approximation breaks down, and the parametrization shows that there is a continuum
of theories which interpolate between those which have dominance of one right-handed
neutrino and those which do not, in varying degrees. This analysis shows that the idea
of single right-handed neutrino dominance is quite generic and it is quite likely to be
relevant to some approximation in practice.
The above discussion illustrates that there are two types of dominance, one in which
the lighter right-handed neutrino dominates, corresponding to an R-matrix with θ ≈ π/2
like Eq.42, and one in which the heavier right-handed neutrino dominates, corresponding
to an R-matrix with θ ≈ 0 like Eq.48. In practice, in dealing with the second type of
dominance, it is convenient to continue to identify the heavier dominant right-handed
neutrino by the label A and rewriting Eq.21 in this case as:
MRR =
(
MB 0
0 MA
)
, mνLR =
(
B2 A2
B3 A3
)
(49)
where here MB < MA. Thus, when the heavier right-handed neutrino dominates, we
shall perform a trivial relabelling A ↔ B so that without loss of generality the right-
handed neutrino of mass MA always dominates. Clearly in this second case, using
Eq.49, all the results in this section from Eq.39 onwards follow as before but with a
trivial relabelling A↔ B. We emphasize again that the advantage of dominance is that
the determinant of the neutrino mass matrix is naturally small, and also that the mixing
angle is independent of the neutrino mass hierarchy, both features following from the
fact that with θ ≈ π/2 vA ≈ m1/23 (the same result being also true for the case or θ ≈ 0
after relabelling A↔ B).
3.3 Three family SD in the see-saw flavour basis
It is straightforward to extend two family SD in the see-saw flavour basis to the case of
three families, Eq.21 becomes,
MRR =

 MA 0 00 MB 0
0 0 MC

 , mνLR =

 A1 B1 C1A2 B2 C2
A3 B3 C3

 (50)
We extend the column vector notation introduced previously,
vA =

 A1A2
A3

M−1/2A , vB =

 B1B2
B3

M−1/2B , vC =

 C1C2
C3

M−1/2C (51)
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Then the see-saw formula in Eq.10 mνLL = m
ν
LRM
−1
RRm
ν
LR
T gives:
mνLL = vA vA
T + vB vB
T + vC vC
T (52)
We assume the dominance condition
|AiAj|
MA
≫ |BiBj |
MB
≫ |CiCj|
MC
. (53)
where i, j = 1, . . . 3. In vector notation this implies:
|vA|2 ≫ |vB|2 ≫ |vC |2. (54)
We also assume:
|A1| ≪ |A2,3|. (55)
Then approximate results for the masses and mixings are given by [8], writing Aα =
|Aα|eiφA1 , Bα = |Bα|eiφB1 , Cα = |Cα|eiφC1 :
tan θ23 ≈ |A2||A3| , (56a)
tan θ12 ≈ |B1|
c23|B2| cos φ˜2 − s23|B3| cos φ˜3
, (56b)
θ13 ≈ ei(φ˜+φB1−φA2 ) |B1|(A
∗
2B2 + A
∗
3B3)
[|A2|2 + |A3|2]3/2
MA
MB
+
ei(φ˜+φA1−φA2)|A1|√|A2|2 + |A3|2 , (56c)
and for the masses
m3 ≈ (|A2|
2 + |A3|2)v2
MA
, (57a)
m2 ≈ |B1|
2v2
s212MB
, (57b)
m1 ≈ O(|C|2v2/MC) . (57c)
The MNS phase δ is fixed by the requirement that we have already imposed in Eq. (56b)
that θ12 is real,
c23|B2| sin φ˜2 ≈ s23|B3| sin φ˜3 , (58)
where
φ˜2 ≡ φB2 − φB1 − φ˜+ δ ,
φ˜3 ≡ φB3 − φB1 + φA2 − φA3 − φ˜+ δ . (59)
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The phase φ˜ is fixed by the requirement (not yet imposed in Eq. (56c)) that the angle
θ13 is real. In general this condition is rather complicated since the expression for θ13 is
a sum of two terms. However if, for example, A1 = 0 then φ˜ is fixed by:
φ˜ ≈ φA2 − φB1 − η (60)
where
η = arg (A∗2B2 + A
∗
3B3) . (61)
Eq. (61) may be expressed as
tan η ≈ |B2|s23s2 + |B3|c23s3|B2|s23c2 + |B3|c23c3 . (62)
Inserting φ˜ in Eq. (60) into Eqs. (58), (59), we obtain a relation which can be expressed
as
tan(η + δ) ≈ |B2|c23s2 − |B3|s23s3−|B2|c23c2 + |B3|s23c3 . (63)
In Eqs. (62), (63) we have written si = sin ηi, ci = cos ηi, where we have defined
η2 ≡ φB2 − φA2 , η3 ≡ φB3 − φA3 , (64)
which are invariant under a charged lepton phase transformation. The reason why the
seesaw parameters only involve two invariant phases rather than the usual six, is due to
the two right-handed neutrino assumption, which removes three phases, together with
the further assumption (in this case) of A1 = 0, which removes another phase.
3.4 Three family SD and the R matrix
We now discuss the R-matrix for this case. From Eq.15, we have for the two right-handed
neutrino model, dropping primes and assuming MA < MB < MC :
mνLR

MA 0 00 MB 0
0 0 MC


−1/2
= V MNS

m1 0 00 m2 0
0 0 m3


1/2
RT . (65)
Eq.65 yields the following expressions for the column vectors introduced in Eqs.51,(
vA vB vC
)
=
(
m
1/2
1 m
1/2
2 m
1/2
3
)
RT (66)
where column vectors m
1/2
j are defined as:
m
1/2
j = V
MNS
ij m
1/2
j (67)
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i.e. the column vector m
1/2
j is equal to the j-th column of V
MNS times m
1/2
j .
The MNS matrix is given by,
V MNS =

 c12c13 s12c13 s13e−iδ−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13

P0 (68)
where
P0 =

 eiβ1 0 00 eiβ2 0
0 0 1

 . (69)
The R matrix is a complex orthogonal 3×3 matrix which can be parameterized in terms
of three complex angles θi as R = diag(±1,±1,±1)R1R2R3 where RTi take the form of
Eq.40:
RT1 =

 1 0 00 c1 −s1
0 s1 c1

 , RT2 =

 c2 0 −s20 1 0
s2 0 c2

 , RT3 =

 c3 −s3 0s3 c3 0
0 0 1

 . (70)
RT3R
T
2R
T
1 =

 c2c3 −c1s3 − s1s2c3 s1s3 − c1s2c3c2s3 c1c3 − s1s2s3 −s1c3 − c1s2s3
s2 s1c2 c1c2

 (71)
where we have written si = sin θi, ci = cos θi.
Although the R matrix is rather complicated, it is clear from Eq.66 that SD occurs
for values of angles θi which correspond to the following approximate forms for the
moduli of the elements of RT :
|RTABC | ≈

 0 0 10 1 0
1 0 0

⇒ ( vA vB vC ) ≈ ( m1/23 m1/22 m1/21 ) (72)
|RTACB| ≈

 0 1 00 0 1
1 0 0

⇒ ( vA vC vB ) ≈ ( m1/23 m1/21 m1/22 ) (73)
|RTBAC | ≈

 0 0 11 0 0
0 1 0

⇒ ( vB vA vC ) ≈ ( m1/22 m1/23 m1/21 ) (74)
|RTBCA| ≈

 0 1 01 0 0
0 0 1

⇒ ( vB vC vA ) ≈ ( m1/22 m1/21 m1/23 ) (75)
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|RTCAB| ≈

 1 0 00 0 1
0 1 0

⇒ ( vC vA vB ) ≈ ( m1/21 m1/23 m1/22 ) (76)
|RTCBA| ≈

 1 0 00 1 0
0 0 1

⇒ ( vC vB vA ) ≈ ( m1/21 m1/22 m1/23 ) (77)
As discussed in the previous section, without loss of generality we have assumed that
the dominant right-handed neutrino is labelled by A, the leading subdominant right-
handed neutrino is labelled by B, and the subsubdominant right-handed neutrino is
labelled by C, and we have relabelled the right-handed neutrinos where appropriate
according to this convention. The possible forms of the neutrino Dirac mass matrix
mνLR corresponding to the above types of SD are then given by
mνLR = (A,B,C) or m
ν
LR = (A,C,B) for M1 =MA, (78)
mνLR = (B,A,C) or m
ν
LR = (B,C,A) for M1 =MB, (79)
mνLR = (C,A,B) or m
ν
LR = (C,B,A) for M1 = MC , (80)
where we have ordered the columns in each case according to MRR = diag(M1,M2,M3)
where M1 < M2 < M3, consistent with Eq.65.
Clearly the different types of SD correspond to the moduli of the R matrix elements
taking values close to either zero or unity, so that each of the vectors vA, vB, vC is
approximately equal to a particular vector m
1/2
i . Considering the modular surfaces of
sin θi and cos θi, this corresponds to the angles θi being approximately real and taking
values close to either zero or π/2, which is a generalization of the situation in the two
family example discussed previously. Note that SD therefore implies that the R matrix
is approximately real. Since there has been some recent interest in the case of the real
R matrix in the context of flavour-dependent leptogenesis, we shall return to this point
later in Section 4.
3.5 SD in the two right-handed neutrino approximation
In this subsection we consider the two right-handed neutrino limit of SD. We shall
suppose that we have SD but not exact tri-bimaximal mixing. In this case R takes
the approximate the forms discussed in the previous section. For definiteness we will
consider the type of SD corresponding to R being close to the unit matrix. The other
kinds of SD are discussed in Appendix A.
The two right-handed neutrino approximation corresponds to the limit in which the
right-handed neutrino labelled by C decouples from the see-saw mechanism, where this
limit also corresponds tom1 = 0. In this limit of SD we shall see that the models reduces
20
to the two right-handed neutrino model with SD introduced in [8]. For example, let us
consider the case of R being approximately equal to the unit matrix, corresponding to
the type of SD given in Eq.77. In the C decoupling limit this corresponds to:(
0 vB vA
)
=
(
0 m
1/2
2 m
1/2
3
)
RT0BA. (81)
This limit corresponds to s2 = s3 = 0, with only s1 6= 0, giving:
RT0BA =
(
RT3
)
s3=0
(
RT2
)
s2=0
RT1 =

 1 0 00 c1 −s1
0 s1 c1

 . (82)
This results in:
vB = c1m
1/2
2 + s1m
1/2
3
vA = −s1m1/22 + c1m1/23 (83)
similar to Eq.43 in the two family model, except that here the vectors have three com-
ponents. SD here corresponds to a small angle θ1 ≈ 0 (for both real and imaginary
components). A zero value θ1 = 0 implies that A1 ∝ θ13, as discussed. However a
non-zero angle θ1 allows for example a zero value of A1 = 0 consistent with a non-zero
value of θ13. For example A1 = 0 implies from Eq.83,
tan θ1 ≈
(
m3
m2
)1/2
e−i(δ+β2)
tan θ13
s12
(84)
This result shows that, with a texture zero A1 = 0, small θ13 implies also small θ1. This
is a remarkable result: in general having a small value of A1 combined with small θ13
in the two right-handed neutrino limit implies also small (but non-zero in general) θ1,
corresponding to SD. In the two right-handed neutrino limit it is impossible to have a
texture zero A1 without SD.
A similar analysis follows for the other types of SD, where the right-handed neutrino
labelled by C in these cases can be decoupled in a similar way. In each case it is necessary
to allow the remaining dominant and subdominant right-handed neutrinos to mix, in
order to allow for the most general kind of SD, and we identify the single remaining
mixing angle in each case. The other cases are discussed in Appendix A.
The above discussion and Appendix A shows how an effective two right-handed
neutrino model arises as a limiting case of the three right-handed neutrino model in
which the right-handed neutrino labelled by C is decoupled. In this decoupling limit
the remaining two right-handed neutrino system is parameterized in each case by a
single non-trivial complex angle, where the nature of the angle and the values of the
other fixed angles of the R matrix depend on the type of three right-handed neutrino
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SD. In particular the limiting cases all led to relations similar to Eq.43 which is repeated
below:
vA = cm
1/2
2 + sm
1/2
3
vB = −sm1/22 + cm1/23 (85)
where the main difference is that the vectors here have three components. For each type
of SD it is straightforward to relate the angle θ to either θ1 or θ2 using the results given
in Eqs.83,117,120,123,126, 129. The following discussion will be based on the angle θ
defined in Eq.85, assuming that this identification has been made.
Eq.85 again leads to a similar geometrical relation between the R matrix angle θ and
the angle between the two vectors vA and vB as in Eq.45, where the magnitudes of the
two vectors is as in Eq.46. These results follow from the unitarity of VCKM (since recall
that m
1/2
i is proportional to the i− th column of VCKM) which gives:〈
m
1/2
i |m1/2j
〉
= δijmj (86)
and hence:〈
vA|vB
〉
= −c∗sm2 + s∗cm3〈
vA|vA
〉
= c∗cm2 + s
∗sm3〈
vB|vB
〉
= s∗sm2 + c
∗cm3. (87)
In the case of tri-bimaximal mixing s = 0 or c = 0 and hence
〈
vA|vB
〉
= 0, i.e. or-
thogonality of the dominant and subdominant columns of the Yukawa matrix, as in
Eq.91. However, as the previous discussion shows, away from the tri-bimaximal limit
these limits are in general too strong, and so we must in general consider s, c 6= 0, with
SD corresponding to either s ≈ 0, or c ≈ 0, which implies the R matrix angle θ takes
approximately real values close to zero or π/2. We also remark that it is trivial to
generalize the result in Eq.84 to all the other types of SD. In other words a texture zero
A1 = 0 directly implies SD, for each of the types of SD.
It is possible to regard the two right-handed neutrino model as a complete model
in its own right, not as a limiting case of a three right-handed neutrino model. This is
not so well motivated as the limiting cases discussed here. However in such a case one
may take Eq.85 as the starting point for the exploration of the parameter space. This
has been discussed fully elsewhere [16], so we shall not pursue this point further here.
However the results in this subsection should be useful in relating a three right-handed
neutrino analysis to the two right-handed neutrino limit, and in particular to the SD
regions of parameter space of this limit.
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4 Applications of basis independent SD
In this section we first discuss the application of these new ideas to flavour models,
then discuss the implications for approaches based on the R matrix, including flavour-
dependent leptogenesis which has recently been studied in the literature.
4.1 Examples of models in the same invariant class as SD
The usual application of SD to flavour models in the literature is in the see-saw flavour
basis corresponding to diagonal mass matrices of charged leptons and right-handed
neutrinos, or small perturbations away from the diagonal structures. This severely
restricts the applicability of SD, and may even lead one to believe that SD is an artefact
of that particular basis, or could be transformed away by going to another basis, or even
that it is meaningless since all see-saw models are related to each other by a change of
basis. We have shown explicitly in this paper that none of these statements is true. We
have shown how the different types of SD may be formulated in a basis independent
way in terms of the R matrix, since, as we have also shown, each choice of R matrix
labels an infinite equivalence class of see-saw models related to each other by changes
of lepton basis. These results open the door for new applications of SD away from the
usual diagonal basis of charged leptons and right-handed neutrinos. In this subsection
we illustrate the possibilities by highlighting some existing models in the literature which
are now seen to be SD in disguise, i.e. are in the same invariant class as SD.
4.1.1 Tri-bimaximal neutrino mixing and CSD: charged lepton corrections
In this subsection, we first discuss CSD and tri-bimaximal neutrino mixing in terms of
the R matrix. We shall show that the R matrix elements take quite precise values equal
to either zero or plus or minus unity (we shall discuss how precise) in this case, which are
unaffected by charged lepton corrections, according to section 2.4 in which a change of
charged lepton basis leaves the R matrix invariant. However the MNS matrix is subject
to observable deviations from tri-bimaximal mixing due to charged lepton corrections.
The lesson from this is that the charged lepton corrections can result in a change of the
invariant class of see-saw model, not due to a change in R but due to a change in the
physical parameters.
In the notation of Eq.50, tri-bimaximal mixing [3] corresponds to the choice [10]:
|A1| = 0, (88)
|A2| = |A3|, (89)
|B1| = |B2| = |B3|, (90)
A†B = 0. (91)
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This is called constrained SD (CSD) [10]. Note that there is no constraint imposed on
the couplings Ci since these describe the right-handed neutrino which is approximately
decoupled from the see-saw mechanism.
In terms of the R matrix SD corresponds to the special case that the R matrix
elements are approximately equal to zero or plus or minus unity. We now show that the
accurate limit of SD, in which the elements of R are zero or plus or minus unity very
accurately, corresponds to CSD and tri-bimaximal mixing. We shall consider the case of
the R matrix approximately equal to the unit matrix (the other cases follow similarly).
In this case we can write Eq.77 explicitly as:(
CiM
−1/2
C BiM
−1/2
B AiM
−1/2
A
)
=
(
Vi1m
1/2
1 Vi2m
1/2
2 Vi3m
1/2
3
)
RTCBA (92)
where we have written Vij = V
MNS
ij . If we take R
T
CBA = diag(1, 1, 1) precisely, then
Eq.92 implies for example that Ai ∝ Vi3, so that A1 = 0 would imply that θ13 = 0 (c.f.
the general case from Eq.56c where θ13 involves a contribution from a term which is
independent of A1). We further note that for R
T
CBA = diag(1, 1, 1) and for tri-bimaximal
mixing angles θ13 = 0, sin θ23 = 1/
√
2, sin θ12 = 1/
√
3, the Dirac matrix takes a very
special form:
 A1A2
A3

 ∝

 0s23
c23

 ∝

 01
1

 (93)

 B1B2
B3

 ∝

 s12c12c23
−c12s23

 ∝

 11
−1

 , (94)
ignoring the irrelevant couplings Ci. These satisfy the CSD conditions for the Yukawa
couplings discussed in Eqs.88-91 [10]. We conclude that with R precisely equal to the
unit matrix tri-bimaximal mixing implies and is implied by CSD. Of course this is not the
only way to achieve tri-bimaximal mixing, which could be achieved via any other choice
of R-matrix, corresponding to other choices of Yukawa couplings, but this choice of
Yukawa couplings appears to be the simplest, and could arise for example from vacuum
alignment in flavour models [10, 12]. Indeed the simplicity of the Yukawa couplings in
this case provides a powerful motivation for SD. Similar forms of the Yukawa matrices of
the CSD form for tri-bimaximal mixing emerge from the other types of SD in Eqs.77-73
when the R matrices take the exact forms shown there (with the elements being precisely
0,±1) rather than just the approximate forms.
In realistic models [10, 12] it is typically the case that CSD arises through vacuum
alignment in the some theory basis, in which the charged lepton mass matrix is not
precisely diagonal, resulting in charged lepton corrections to tri-bimaximal mixing. In
the theory basis there is, to good approximation, tri-bimaximal neutrino mixing, and
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the neutrino Dirac mass matrix is parameterized in terms of a unit R matrix (or one of
the other exact forms in Eqs.72-77) as we have just seen. However, if, in some basis,
the R matrix is equal to the unit matrix, for example, then this will be true in all bases,
as we showed in section 2.4. In the presence of charged lepton corrections the MNS
matrix will deviate from the tri-bimaximal form, but the R matrix will remain equal to
the unit matrix. In going from the theory basis to the see-saw flavour basis in which
the charged lepton mass matrix is diagonal, both sides of Eq.17 must be left-multiplied
by a matrix VEL which diagonalizes the charged leptons, resulting in V
′
MNS appearing
on the right-hand side which is not of the precise tri-bimaximal form, even though R
is precisely equal to the unit matrix in both the original basis and the primed basis.
Interestingly, the neutrino mass matrix in the primed basis will retain the property that
its columns are proportional to the columns of the MNS matrix, albeit that the MNS
matrix is not precisely of the tri-bimaximal form.
We have seen that tri-bimaximal neutrino mixing from CSD corresponds to the R
matrix taking one of the forms in Eqs.72-77 rather precisely. One may ask how accurately
should these forms be achieved in realistic models? In practice, tri-bimaximal neutrino
mixing relies on the conditions in Eqs.88-91 being satisfied which leads to tri-bimaximal
mixing up to corrections of order m2/m3. The conditions on the couplings Ci are more
unconstrained since they only give corrections to the mixing angles of order m1/m3,
which may be quite small. We have already examined the limit where the right-handed
neutrino labelled by C decouples and in this limit the corrections to tri-bimaximal
neutrino mixing of order m2/m3 can be decribed by a single small angle θ as discussed
in section 3.5. For example, in the case of R being close to the unit matrix, then R is
described by θ2 = θ3 = 0 with small values of θ1 ≈ 0 parameterizing the corrections
of order m2/m3, according to Eq.83. If we relax the decoupling of C then we can also
account for corrections of order m1/m3 to the R matrix, described by non-zero values
of θ2 ≈ 0 and θ3 ≈ 0, which corresponds to:
vC = c3c2m
1/2
1 + s3c2m
1/2
2 + s2m
1/2
3 . (95)
We conclude that the case of CSD and tri-bimaximal neutrino mixing corresponds
to the R matrix taking quite exactly (up to corrections of order m1/m3, m2/m3) one
of the forms in Eqs.72-77. If the forms of the R matrix deviate by more that this, but
still resemble those forms to some degree then we merely have SD not CSD, and exact
tri-bimaximal neutrino mixing is lost. In the case of CSD, the presence of charged lepton
mixing corrections will give observable corrections to tri-bimaximal mixing in the MNS
matrix, resulting in testable predictions and sum rules for lepton mixing angles [10, 13],
however these corrections leave the R matrix unchanged from the precise forms just
described. These precise forms of the Rmatrix therefore represent the basis-independent
signature of CSD and tri-bimaximal neutrino (rather than MNS) mixing which can be
identified in phenomenological analyses based on the R matrix.
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4.1.2 Lepton mixing from the charged lepton sector
We now discuss a class of models which account for lepton mixing purely as arising from
the charged lepton sector. Such models have been discussed in [14], and we show here
that they are in the same invariant class as SD models, i.e. are SD models in disguise.
The starting point of these models is to assume that there is no mixing coming from
the neutrino sector. The mass matrices are then written as:
mELR =

 p d aq e b
r f c

 , vuY νLR =

 C ′1 0 0C ′2 B′2 0
C ′3 B
′
3 A
′
3

 , MRR ≈

MC 0 00 MB 0
0 0 MA

(96)
and the following conditions are assumed:
|A′3A′3|
MA
≫ |B
′
iB
′
j |
MB
≫ |C
′
iC
′
j |
MC
(97)
which is the usual SD condition in Eq.53, and leads to mνLL ≈ diag(m1, m2, m3). We
also assume the new conditions:
|a|, |b|, |c| ≫ |d|, |e|, |f | ≫ |p|, |q|, |r| (98)
|d|, |e| ≪ |f | . (99)
The charged lepton masses are given by:
mτ ≈
(|a|2 + |b|2 + |c|2)12 , (100a)
mµ ≈
(
|d|2 + |e|2 + |f |2 − |d
∗a + e∗b+ f ∗c|2
m2τ
) 1
2
, (100b)
me ≈ O (|p|, |q|, |r|) . (100c)
In leading order in |d|/|f | and |e|/|f |, the mixing angles are given by [14]:
tan(θ12) ≈ |a||b| , (101a)
tan(θ23) ≈ s12 |a|+ c12 |b||c| , (101b)
tan(θ13) ≈ O
( |e|, |d|
|f |
)
. (101c)
According to the ISS approach, we should begin by calculating the R matrix in the
basis defined in Eq.96, in order to determine the invariant class C(R) to which this
model belongs. For this purpose we shall use the results in section 2.4, and in particular
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Eq.16 which is valid for a general charged lepton basis, but a diagonal right-handed
neutrino mass basis. Here VνL being the matrix that diagonalizes m
ν
LL in this basis, is
actually equal to the unit matrix, since by construction there is no mixing coming from
the neutrino sector. Thus the R matrix is determined from Eq.16 as:
RT = diag(m1, m2, m3)
−1/2vuY
ν
LRdiag(MC ,MB,MA)
−1/2 (102)
where Y νLR is as in Eq.96. By explicit multiplication, using the conditions for a neutrino
mass hierarchy in Eq.97, it is easy to see that R is approximately equal to the unit
matrix. It is also easy to see that if Y νLR were taken to be diagonal, then R would be
exactly equal to the unit matrix. We already saw in section 3.4 that a unit R matrix
defines a particular invariant class of models to which SD belongs, where the dominant
(subdominant) right-handed neutrino is the heaviest (intermediate) one. Therefore we
conclude that the charged lepton mixing model here is in the same invariant class as
SD.
We can check this result explictly by rotating the above models to the usual SD
models by a change of charged lepton basis, using the symmetry UL(3) × UER(3). We
thus perform a change of charged lepton basis, using the symmetry UL(3) × UER(3),
which results in a change of mass matrices from the above ones in Eq.96 to the ones in
the see-saw flavour basis in which the charged lepton mass matrix is diagonal, mE
′
LR =
diag(me, mµ, mτ ), given by:
mE
′
LR = VELm
E
LRV
†
ER
, mν
′
LR = VELm
ν
LR, m
ν′
LL = VELm
ν
LLV
T
EL
. (103)
In the unprimed basis mνLL ≈ diag(m1, m2, m3), and by comparing Eq.8 to Eq.103 we
identify:
VEL ≈ V ′MNS. (104)
Then using Eq.104 with Eq.103 we have,
mν
′
LR ≈ V ′MNSmνLR. (105)
Using Eq.105 with Eq.96, and the MNS matrix in Eq.68, immediately leads to the SD
form in Eq.50 of the neutrino mass matrix, satisfying the usual conditions in Eqs.53,
55, with the right-handed neutrino mass ordering of the form in Eq.77. By a reordering
of the right-handed neutrino masses in Eq.96 we could similarly arrive at any of the
types of SD in Eqs.72-77 in the primed basis in which the charged lepton mass matrix
is diagonal as in Eq.12.
Alternatively, we could start from one of the sequential right-handed neutrino domi-
nance types, in the primed basis, then rotate to the unprimed basis in which the mixing
is coming from the charged lepton sector. Starting from the primed basis, in which
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the charged lepton mass matrix is diagonal, rotating to the unprimed basis leads to
mνLL ≈ diag(m1, m2, m3), and a charged lepton mass matrix given by:
mELR ≈ V ′†MNSdiag(me, mµ, mτ ). (106)
For example, for tri-bimaximal mixing, Eq.106 gives:
mELR ≈


√
2
3
me −
√
1
6
mµ
√
1
6
mτ√
1
3
me
√
1
3
mµ −
√
1
3
mτ
0
√
1
2
mµ
√
1
2
mτ

 (107)
which is of the form in Eq.96, for the case of tri-bimaximal lepton mixing.
We conclude that the class of models proposed in [14], where all the mixing arises
from the charged lepton sector, are in the same invariant class as SD, where all mixing
arises from the neutrino sector. The two types of model are in the same invariant
class since they correspond to the same approximately unit R matrix. In the basis in
which there is no mixing coming from the neutrino sector, then V †νL is equal to the unit
matrix, while in the basis in which all the mixing is coming from the neutrino sector
then V †νL = V
′
MNS, with R being the same in both bases.
4.1.3 Non-diagonal right-handed neutrino models
We now consider an example of a see-saw model in which some of the mixing arises
from the right-handed neutrino sector. Specifically we consider the flavour model of
tri-bimaximal neutrino mixing based on SU(3) or its discrete subgroup ∆(27) [12]. We
shall show that this model is in the same invariant class as CSD models, i.e. is CSD
in disguise. This will also provide an example of how the S matrix may be used as a
short-cut to finding the R matrix, and also the neutrino mass matrix itself.
In the model under consideration the neutrino mass matrices are of the leading order
form:
MRR =

 MA MA 0MA MA +MB 0
0 0 MC

 , vuY νLR =

 0 B C1A B + A C2
−A B − A C3

 (108)
whereMA < MB < MC and the couplings A,B,Ci satisfy the conditions in Eq.53. How-
ever it is not at all clear that the model corresponds to SD since the right-handed neu-
trino mass matrix is not diagonal. Moreover it is not clear that tri-bimaximal neutrino
mixing results from Eq.108 since it does not satisfy the CSD conditions in Eqs.88-91.
However, using the S matrix transformations in Eq.18, with
S−1 =

 1 −1 00 1 0
0 0 1

 , (109)
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results in:
MRR →

 MA 0 00 MB 0
0 0 MC

 , vuY νLR →

 0 B C1A B C2
−A B C3

 (110)
where the transformed mass matrices satisfy the CSD conditions in Eqs.88-91. The
transformed theory (not strictly a basis transformation since S is not unitary) has the
same R matrix as the original theory, according to Eq.20, even though the right-handed
neutrino masses are different (note that in Eq.110 MA,B,C are not the eigenvalues).
Having made this S matrix transformation, we can calculate the neutrino mass
matrix and the R matrix in the transformed basis, since both quantities are invariant
under S as shown on section 2.4. In fact it is manifestly clear from Eq.110 that the
transformed theory satisfies the CSD conditions and leads to tri-bimaximal neutrino
mixing. The R matrix may be obtained from Eq.20,
RT = diag(m1, m2, m3)
−1/2VνLvuY
ν
LRS
−1diag(MA,MB,MC)
−1/2 (111)
where in this case V †νL = VMNS (ignoring small charged lepton corrections). In this
case Eq.111, with the tri-bimaximal MNS matrix, leads to an R matrix of the form in
Eq.72. We thus see that the original theory is in the same invariant class as CSD since
it corresponds to the same R matrix, in this case that given in Eq.72.
4.2 SD phenomenology and the R matrix
In this paper we have formulated SD in terms of the R matrix in order to show its basis-
independence, using the fact that the R matrix labels distinct equivalence classes of see-
saw models, and each choice of R matrix generates a continuously infinite class of models
related to each other by basis transformations. However this identification has additional
practical benefits since the R matrix has been extensively used in phenomenological
analyses, so it is useful to be able to identify sequential dominance with particular
points in R matrix parameter space. In this subsection we discuss some recent examples
of this.
4.2.1 Lepton flavour violation
A recent phenomenological analysis of lepton flavour violation identified a particularly
interesting region of parameter space in which the R matrix is equal to or close to the
unit matrix[17]. From our results here we see that the case that R being exactly equal
to the unit matrix corresponds to CSD and tri-bimaximal mixing, of the kind where
the heaviest right-handed neutrino is the dominant one, and the second heaviest is the
leading sub-dominant one.
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4.2.2 Two right-handed neutrino model
Another example of phenomenological analyses which have relied heavily on the R ma-
trix are the recent analyses of the two right-handed neutrino model [16]. We have already
shown how this can emerge from the three right-handed neutrino model by decoupling
the right-handed neutrino labelled by C. Although in general the remaining two right-
handed neutrinos in the analysis in [16] do not satisfy the SD condition (or strictly
the single right-handed neutrino dominance condition, since such models automatically
satisfy at least the SD condition that one of the right-handed neutrinos is decoupled)
it is in fact satisfied in much of the parameter space considered, namely where the R
angle is close to zero or π/2, how close being a matter being discussed earlier in this
paper. Moreover having a particular texture zero, as is assumed over some regions of
the analysis in [16], automatically implies SD, as we also saw earlier in Eq.84.
4.2.3 Flavour-dependent leptogenesis
One of the main phenomenological applications of the R matrix is to leptogenesis. It
is particularly convenient here since, for example, when it is used in the calculation
of the flavour-independent asymmetry parameter ǫ1 it clearly shows that the MNS pa-
rameters cancel out. However recently there has been some activity related to the
flavour-dependence of leptogenesis [18], and here the MNS parameters do not cancel out
of the expressions for the separate flavour-dependent asymmetries ǫα, where α = e, µ, τ .
Nevertheless, the R matrix has continues to be of interest in recent phenomenological
analyses of flavour-dependent leptogenesis [19], with the flavour-dependent asymmetry
parameter being given by:
ǫα = − 3
16π
M1
v2u
Im
(∑
β,ρm
1/2
β m
3/2
ρ U∗αβUαρR
∗
1βR
∗
1ρ
)
∑
γ mγ|R1γ |2
(112)
where we have written U = VMNS. Since Eq.112 only involves basis invariant quantities,
it is manifest that the asymmetry parameter ǫα will take a unique value for all see-saw
models which belong to a particular invariant class C(R), i.e. ǫα is basis invariant, as
it should be. The use of a real R matrix to permit a link between leptogenesis and the
MNS phases has been explored [19], since it then follows from Eq.112 that
ǫα ∝
∑
β
∑
γ>β
√
mβmγ(mγ −mβ)R1βR1γIm
(
U∗αβUαγ
)
(113)
which clearly shows that ǫα only depends on the MNS phases for the case of R real.
A rather nice application of our results is that approximately real R is an automatic
consequence of SD, as we now discuss.
The case of R being real has been identified with reality of the right-handed rotations
used to diagonalize the Dirac matrix, and thus with the notion of there being no CP
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violation in the right-handed neutrino sector. However, this looks like quite a strong
requirement. For example one way to achieve this would be to have an SO(3) family
symmetry in the right-handed neutrino sector, which is broken spontaneously by real
flavon vacuum expectation values, which is a rather precise requirement and not at all
generic. This leads to the question of whether there is any more natural way to guarantee
having a real R matrix which is better motivated? Our formulation of SD in terms
of the R matrix shows that the SD cases actually correspond to the R matrix being
approximately real. As discussed previously, this follows by considering the modular
surfaces of sin θi and cos θi, where we saw that SD corresponds to the R angles θi being
approximately real and taking values close to either zero or π/2. Thus SD is a very
nice way of motivating a real R matrix, where R takes values approximately as given in
Eqs.72-77.
The case of CSD and exact tri-bimaximal mixing, corresponding to the R matrix
taking quite precisely (rather than just approximately) one of the forms in Eqs.72-77
leads to zero leptogenesis asymmetry parameters. For example when R is precisely
equal to the unit matrix Eq.113 shows that the asymmetry parameters are all equal to
zero [19]. Similarly for the other exact forms in Eqs.72-77. Interestingly this result also
applies to the case of tri-bimaximal neutrino mixing, with charged lepton corrections
to tri-bimaximal mixing as discussed in [10] giving significant corrections to the total
lepton mixing, resulting in deviations from tri-bimaximal lepton mixing. This might
seem paradoxical since physically if there is no exact tri-bimaximal lepton mixing, then
one might also expect that the asymmetry parameters are also not exactly zero. However
the point is that, as already mentioned, if in some basis the R matrix is equal to the unit
matrix, then this will be true in all bases, as we showed in section 2.4. In the presence
of charged lepton corrections the MNS matrix will deviate from the tri-bimaximal form,
but the R matrix will remain equal to the unit matrix, and leptogenesis will remain
zero.
Does this mean that the asymmetry parameters of leptogenesis are always equal to
zero for tri-bimaximal neutrino mixing arising from CSD? In practice, tri-bimaximal
neutrino mixing in realistic models is achieved by using vacuum alignment for the dom-
inant and leading sub-dominant right-handed neutrinos, such that the conditions in
Eqs.88 -91 are satisfied. As already discussed, there are expected to be small deviations
from these precise forms parameterized by small angles which represent corrections of
orderm1/m3 andm2/m3. In particular there are no conditions imposed on the couplings
Ci since the associated right-handed neutrino is assumed to play a negligible role in the
see-saw mechanism and gives corrections of order m1/m3.
If the almost decoupled right-handed neutrino labelled by C is the heaviest, or the
intermediate mass right-handed neutrino, then it will also play no important role in
leptogenesis, since the asymmetry parameters are determined up to corrections of order
m1/m3 by the dominant and sub-dominant couplings Ai, Bi [20]. However if the almost
decoupled right-handed neutrino is the lightest M1 = MC , then it is unavoidable that
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the couplings Ci must be involved in the calculation of the asymmetry parameters, since
the asymmetry parameters are given in this case by [20]:
ǫα = −3M1
16π
{
Im
[
C∗αAα(C
†A)
]
MA(C†C)
+
Im
[
C∗αBα(C
†B)
]
MB(C†C)
}
(114)
In this case, there are no constraints on the couplings Ci from CSD and in particular
C†A and C†B are both non-zero, in contrast to the other cases which would involve
A†B = 0 due to the CSD relation in Eq.91. In the case that the R matrix is precisely
equal to the unit matrix, or one of the other related forms, then the column vectors
A,B,C are each associated with a column of the MNS matrix, and so we would have
C†A = C†B = 0 by unitarity, giving zero values of the asymmetry parameters in this
case, in agreement with the general argument previously for the case of R being equal
to the unit matrix. However, since the couplings Ci are unconstrained, this implies that
the R matrix is not precisely equal to the unit matrix, but has important corrections
parameterized by non-zero values of the R angles θi as discussed in Eq.95. In [20] a
particular example of this type was studied in detail.
5 Conclusion
We have proposed an ISS approach to model building, based on the observation that
see-saw models of neutrino mass and mixing fall into basis invariant classes labelled
by the Casas-Ibarra R-matrix. We have proved that the R-matrix is invariant not just
under basis transformations but also non-unitary right-handed neutrino transformations
S. According to the ISS approach, given any see-saw model in some particular basis
one may determine the invariant R matrix and hence the invariant class to which that
model belongs. The formulation of see-saw models in terms of invariant classes puts
them on a firmer theoretical footing, and allows different see-saw models in the same
class to be related more easily, while their relation to the R-matrix makes them more
easily identifiable in phenomenological studies. We have also presented an ISS mass
formula in Eq.13, which may prove useful in model building.
We have systematically studied SD as a prime example of the ISS approach. We
considered a simple two family example, before proceeding to the three family case.
A very convenient vector notation was introduced in which the invariant combination
vuY
ν
LRM
−1/2
RR on the left-hand side of Eq.15 was expressed in terms of three “Yukawa vec-
tors” consisting of the columns of the Yukawa matrix normalized by the inverse square
roots of right-handed neutrino masses as in Eq.51. These three “Yukawa vectors” are
then related to the “MNS vectors”, consisting of columns of the MNS matrix normal-
ized by square roots of neutrino masses, as in Eq.66. This gives a very nice physical
interpretation of the R matrix, as that matrix which controls the misalignment of the
“Yukawa vectors” and the “MNS vectors”. SD corresponds to the “Yukawa vectors” and
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“MNS vectors” being approximately aligned, up to permutations. CSD corresponds to
the “Yukawa vectors” and “MNS vectors” being very accurately aligned, up to permu-
tations. This interpretation can be extended to any right-handed neutrino or charged
lepton basis providing one uses Eq.17, since the left-hand side is invariant under right-
handed neutrino transformations, and on the right-hand side MNS mixing is replaced
by neutrino mixing.
We have thus shown that SD models form basis invariant classes in which the R-
matrix is approximately related to a permutation of the unit matrix, and quite accurately
so in the case of CSD and tri-bimaximal neutrino mixing. We also discussed the two
right-handed neutrino limit of SD. The Rmatrix thus provides a beautiful basis invariant
formulation of SD and CSD. This means that SD is physically meaningful, e.g. not all
classes of see-saw models correspond to SD, and also SD cannot be transformed away
by a change of basis, since the R matrix is invariant under a basis change. The basis
independence of SD also makes it more widely applicable to a larger range of models
than is usually considered in the literature. We considered particular models in which
the mixing naturally arises (at least in part) from the charged lepton or right-handed
neutrino sectors, and showed that these models share the same R matrix as SD, and are
hence in the same invariant class, i.e. they are just SD in disguise. We also discussed
the application of our results to flavour-dependent leptogenesis where we show that the
case of a real R matrix is (approximately) realized in SD. Finally the connection of SD
to the R-matrix makes it easier to identify in phenomenological studies.
In summary, the ISS approach amounts to the following proceedure. Starting from
a particular see-saw model in a particular basis, one should determine the associated
R matrix, using either the standard approach involving the right-handed neutrino mass
eigenvalues as in Eq.17, or using the S matrix short-cut in Eq.20, useful when right-
handed neutrino mass eigenvalues are not required. Having determined the invariant
class C(R) to which it belongs, the particular model should properly be regarded as one
member of an infinite number of other models related by basis transformations, and
it can then easily be seen if any particular model is already present in the literature
in a different guise. This also allows any given model to make contact with general
phenomenological analyses based on the R matrix. Although the ISS approach has
been applied here to SD models, more generally it should prove to be a valuable model
building tool in classifying and studying the myriad see-saw models that have been
proposed in the literature.
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Appendix
A Two right-handed neutrino limit of sequential dom-
inance
In this Appendix we discuss the two right-handed neutrino limit of sequential dominance
for the other cases not included in section 3.5.
The type of dominance in Eq.72 in the two right-handed neutrino limit corresponds
to: (
vA vB 0
)
=
(
0 m
1/2
2 m
1/2
3
)
RTAB0 (115)
where
RTAB0 =
(
RT3
)
s3=1
RT2
(
RT1
)
s1=−1
=

 0 0 −1c2 s2 0
s2 −c2 0

 (116)
where now s3 = 1, c3 = 0, s1 = −1, c1 = 0 with s2, c2 6= 0. This results in:
vA = c2m
1/2
2 + s2m
1/2
3
vB = s2m
1/2
2 − c2m1/23 (117)
similar to Eq.43 in the two family model, except that here the vectors have three com-
ponents. SD here corresponds to s2 ≈ 1, c2 ≈ 0.
The type of dominance in Eq.73 in the two right-handed neutrino limit corresponds
to: (
vA 0 vB
)
=
(
0 m
1/2
2 m
1/2
3
)
RTA0B (118)
where
RTA0B =
(
RT3
)
s3=1
RT2
(
RT1
)
s1=0
=

 0 −1 0c2 0 −s2
s2 0 c2

 (119)
where now s1 = 0, c1 = 1, s3 = 1, c3 = 0 with s2, c2 6= 0. This results in:
vA = c2m
1/2
2 + s2m
1/2
3
vB = −s2m1/22 + c2m1/23 (120)
34
similar to Eq.43 in the two family model, except that here the vectors have three com-
ponents. SD here corresponds to s2 ≈ 1, c2 ≈ 0.
The type of dominance in Eq.74 in the two right-handed neutrino limit corresponds
to: (
vB vA 0
)
=
(
0 m
1/2
2 m
1/2
3
)
RTBA0 (121)
where
RTBA0 =
(
RT3
)
s3=1
RT2
(
RT1
)
s1=1
=

 0 0 1c2 −s2 0
s2 c2 0

 (122)
where now s1,3 = 1, c1,3 = 0 with s2, c2 6= 0. This results in:
vB = c2m
1/2
2 + s2m
1/2
3
vA = −s2m1/22 + c2m1/23 (123)
similar to Eq.43 in the two family model, except that here the vectors have three com-
ponents. SD here corresponds to s2 ≈ 0, c2 ≈ 1.
The type of dominance in Eq.75 in the two right-handed neutrino limit corresponds
to: (
vB 0 vA
)
=
(
0 m
1/2
2 m
1/2
3
)
RTB0A (124)
where
RTB0A =
(
RT3
)
s3=1
RT2
(
RT1
)
s3=0
=

 0 −1 0c2 0 −s2
s2 0 c2

 (125)
where now s3 = 1, c3 = 0, s1 = 0, c1 = 1 with s2, c2 6= 0. This results in:
vB = c2m
1/2
2 + s2m
1/2
3
vA = −s2m1/22 + c2m1/23 (126)
similar to Eq.43 in the two family model, except that here the vectors have three com-
ponents. SD here corresponds to s2 ≈ 0, c2 ≈ 1.
The type of dominance in Eq.76 in the two right-handed neutrino limit corresponds
to: (
0 vA vB
)
=
(
0 m
1/2
2 m
1/2
3
)
RT0AB (127)
35
where
RT0AB =
(
RT3
)
s3=0
(
RT2
)
s2=0
RT1 =

 1 0 00 c1 −s1
0 s1 c1

 (128)
where now s2,3 = 0, c2,3 = 1 with s1, c1 6= 0. This results in:
vA = c1m
1/2
2 + s1m
1/2
3
vB = −s1m1/22 + c1m1/23 (129)
similar to Eq.43 in the two family model, except that here the vectors have three com-
ponents. SD here corresponds to s1 ≈ 1, c1 ≈ 0.
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