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ABSTRACT
NGC 1851 is surrounded by a stellar component that extends more than ten times beyond the
tidal radius. Although the nature of this stellar structure is not known, it has been suggested
to be a sparse halo of stars or associated with a stellar stream. We analyse the nature of this
intriguing stellar component surrounding NGC 1851 by investigating its radial velocities and
chemical composition, in particular in comparison with those of the central cluster analysed
in a homogeneous manner. In total we observed 23 stars in the halo with radial velocities
consistent with NGC 1851, and for 15 of them we infer [Fe/H] abundances. Our results show
that: (i) stars dynamically linked to NGC 1851 are present at least up to ∼2.5 tidal radii,
supporting the presence of a halo of stars surrounding the cluster; (ii) apart from the NGC 1851
radial velocity-like stars, our observed velocity distribution agrees with that expected from
Galactic models, suggesting that no other sub-structure (such as a stream) at different radial
velocities is present in our field; (iii) the chemical abundances for the s-process elements Sr
and Ba are consistent with the s-normal stars observed in NGC 1851; (iv) all halo stars have
metallicities, and abundances for the other studied elements Ca, Mg and Cr, consistent with
those exhibited by the cluster. The complexity of the whole NGC 1851 cluster+halo system
may agree with the scenario of a tidally-disrupted dwarf galaxy in which NGC 1851 was
originally embedded.
Key words: globular clusters: general – individual: NGC 1851 – techniques: spectroscopy
⋆ Based on data collected at the European Southern Observatory with the
FLAMES/GIRAFFE spectrograph, under the programs 088.A-9012 and
084.D-0470. Based also on observations made with MPG 2.2m telescope
at the La Silla Paranal Observatory under the programs 085.A9028(A) and
088.A9012(A).
† E-mail:amarino@mso.anu.edu.au
1 INTRODUCTION
Recent discoveries on multiple stellar populations in globular clus-
ters (GCs) have revealed that some of these old stellar systems show
chemical inhomogeneities, not just in the light elements involved in
the hot H-burning, but also in heavier elements and in the overall
metallicity. To explain the large metallicity dispersion in ωCentauri
it has been suggested that this GC is the remnant of a dwarf galaxy
disrupted through tidal interactions with the Milky Way, rather than
a true GC (e.g. Norris et al. 1996; Bekki & Freeman 2003; Bekki &
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Norris 2006). In this scenario, ω Centauri would be the dense nu-
cleus of a dwarf galaxy, which was cannibalised by the Milky Way.
The recent discoveries of more ω Centauri-like GCs, with internal
metallicity variations (e.g. Marino et al. 2009; Da Costa et al. 2009;
2014; Yong et al. 2014), support the hypothesis that at least these
“anomalous” GCs were as massive as small galaxies able of retain-
ing fast supernovae ejecta. The relatively high fraction of metal-
richer stars in these GCs also supports the idea that they were more
massive. The possible GC-dwarf galaxy connection may have con-
sequences for near-field cosmology and the hierarchical assembly
of our Galaxy. At least the GCs with internal variations in metallic-
ity may contribute to the inventory of original satellites, along with
existing dwarf spheroidals and ultra-faints, to alleviate the ’miss-
ing satellites’ problem of the Λ-Cold Dark Matter scenario (e.g.,
Kauffmann et al. 1993, Klypin et al. 1999, Moore et al. 1999).
The hypothesis that at least some GCs may constitute the sur-
viving nuclei of tidally disrupted dwarf galaxies implies that the
Milky Way has stripped the less bound external stars from these
systems during successive passages through the Galactic potential,
leaving only their compact nuclei. A snapshot of this phenomenon
may be M 54, as it shows an intrinsic Fe dispersion (Bellazzini et
al. 2008, Carretta et al. 2010) and lies at the centre of the Sagittar-
ius dwarf galaxy that is being tidally disrupted by the Milky Way
(Ibata et al. 1994).
While nearly all the Galactic GCs have chemical variations
in the light elements involved in the hot H-burning (such as C, N,
O, Na, see e.g., Kraft 1994; Gratton et al. 2004), only a few of
them are known to possess spreads in Fe and s-element abundances
(ω Cen, M22, NGC 1851, M2, NGC 5824, NGC 3201, e.g., Smith
et al. 2000; Marino et al. 2009, 2011a; Yong & Grundahl 2008;
Lardo et al. 2013; Yong et al. in prep.; Da Costa et al. 2009, 2013;
Simmerer et al. 2013). It is intriguing that the GCs with metallicity
and s-element variations are generally the more massive ones. The
complexity of the multiple stellar populations in these objects is
puzzling and we do not have yet a coherent picture to explain the
formation of their different generations of stars.
In this context, NGC 1851 is one of the most intriguing targets.
Much effort has been dedicated to this GC after the discovery of
a prominent bimodal sub-giant branch (SGB, Milone et al. 2008).
The formation scenario for these two SGB components is still under
debate. Observational constraints for the sequence of events that led
to the formation of these stellar groups can be inferred from their
chemical compositions and their radial distributions in the cluster.
The radial profile of the two SGB components has been found to
not change significantly within 8′ from the cluster center (Milone
et al. 2009). In contrast, Zoccali et al. (2009) did not observe the
faint SGB out to ∼2.4′ in the southwest quadrant.
By analysing high-resolution UVES spectra for NGC 1851 red
giants (RGB), Yong & Grundahl (2008) discovered that this cluster
hosts two groups of stars with different content of s-process ele-
ments (see also Villanova et al. 2010; Carretta et al. 2010). These
two stellar groups have been found to define two RGB sequences
following on from the two different SGBs (Han et al. 2009; Lee
et al. 2009; Lardo et al. 2012). The photometric split on the SGB
observed by Milone et al. (2008) has been theoretically interpreted
as due to either a difference in age of ∼1 Gyr or to a possible di-
chotomy in the C+N+O (Cassisi et al. 2008; Ventura et al. 2009;
Sbordone et al. 2011). The latter scenario has been supported by
spectroscopic studies showing that s-enriched stars are also en-
hanced in their overall C+N+O content (Yong et al. 2009; and in
prep.). We note, however, that Villanova et al. (2010) did not find
an abundance spread for C+N+O. To date, variations in the over-
all C+N+O have been found also in other two “anomalous” GCs,
M 22 (Marino et al. 2011b, 2012a, Alves Brito et al. 2012) and
ω Centauri (Marino et al. 2012b).
Interestingly, NGC 1851 is surrounded by a diffuse stellar halo
with a radius of more than 250 pc (67′ from the cluster center)
and a mass of about 0.1% of the dynamical mass of NGC 1851
(Olszewski et al. 2009). The extension of this stellar structure is far
beyond the tidal radius predicted by the King model (King 1962),
that is the distance from the cluster center where cluster stars are
expected to drastically disappear due to tidal interactions.
The origin of this halo remains unknown, although various hy-
potheses exist. It could be the consequence of isolated cluster evap-
oration through tidal or disk shocking that may have originated a
stellar tail. Such processes are believed responsible for the streams
observed in several GCs, such as Pal 5 (Odenkirchen et al. 2001;
Koch et al. 2004). Observations of NGC 1851 are contradictory:
while photometrically there is no evidence for tidal streams (Ol-
szewski et al. 2009), the presence of a possible tail of stars with
radial velocity around ∼150 km s−1 has been reported by Sollima
et al. (2012).
Alternatively, the huge halo of NGC 1851 could have formed
from the destruction of a dwarf galaxy in which the cluster may
have once been embedded. Bekki & Yong (2012) outlined a possi-
ble self consistent and dynamically plausible scenario for the for-
mation of NGC 1851’s multiple populations and its stellar halo. In
their scenario, two GCs in a dwarf galaxy merge (owing to the
low velocity dispersion of the host dwarf) and form a new nuclear
star cluster surrounded by field stars of the host dwarf. The host
dwarf galaxy is stripped through tidal interaction with the Milky
Way leaving the stellar nucleus which is observed as NGC 1851.
Thus, the two stellar populations in NGC 1851 originate in the two
GCs that merged to form the nucleus. Bekki & Yong (2012) pre-
dict that NGC 1851’s stellar halo contains three stellar populations:
two from the original GCs that merged to form the nucleus and the
remaining population is from field stars surrounding stellar nuclei.
In the present study we investigate the nature of this intriguing
stellar system, the GC NGC 1851 plus its halo, by deriving radial
velocities and, for the first time, chemical abundances for the halo
stars. The chemical and dynamical properties of the halo stars will
be compared with the ones observed within the tidal radius of the
cluster.
2 DATA
Basic information for NGC 1851 can be found in Harris (1996,
2010 edition, and references therein). Its distance from the Sun
is ∼12.1 kpc. The King tidal radius of NGC 1851 was estimated
to be 6.7′ by McLaughlin & van der Marel (2005), which is
lower than the value of 11.7′ in the previous Harris compilation
derived by Trager et al. (1993). Given the large uncertainties re-
lated to the determination of the tidal radius, we assume in this
work the conservative value of 11.7′ . Assuming the MV from Har-
ris (2010 edition) and a typical M/LV = 1.6, we get a mass of
M ≈ 105.45 M⊙, which places NGC 1851 among the most mas-
sive GCs. We assumed for the center of the cluster the coordi-
nates (RA; DEC)J2000=(05:14:06.76; −40:02:47.6) from Goldsbury
et al. (2011).
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3Figure 1. Location of the spectroscopic targets in RA and DEC (central panel). The NGC 1851 stars in the cluster (inner field) have been plotted in green,
and are within the tidal radius (green dashed circle). Stars in the halo have been plotted in cyan and are contained in the outer WFI field delimited by the
cyan-dashed line. The footprint of the ACS/WFC field has been delimited in red. In the two sided panels we represent the V versus (B − I) CMDs for stars in
the inner and outer fields, with the corresponding position of our spectroscopic targets. Red lines are the fiducials of the cluster CMD.
2.1 The photometric dataset
In this paper we used four distinct photometric data sets. First, we
used Stetson (2000) ground-based B, V , R and I photometry. This
photometric catalog has been established from about 550 images
taken at different telescopes, i.e. the Max Planck 2.2m, the CTIO
4m, 1.5m, and 0.9m telescopes, and the Dutch 0.9m telescope in
La Silla. These data have been reduced by using procedures for
the photometric and astrometric data reduction described by Stet-
son (2005), and have already been used in Milone et al. (2009). We
refer the reader to the Sect. 2.3 of Milone et al. (2009) for further
information on this dataset. In the present work we have comple-
mented the Stetson catalog with images collected with the Wide
Field Imager (WFI) of the Max Planck 2.2m telescope at La Silla
(WFI@2.2m) through the U filter under the SUMO campaign. De-
tails on the WFI data in the U band, analysed here for the first time,
are provided in Tab. 1. In summary UBVRI photometry has been
used for stars in a region between ∼10′ to the south and 13′ to the
north, and between ∼15′ to the west and 15′ to the east, relatively
to the center of NGC 1851.
Secondly, to study stars in the halo of NGC 1851, we collected
BVI images with WFI@2.2m of a field between ∼10′ and 35′ to
the south of the cluster center. Photometry and astrometry for this
dataset have been obtained by using the program img2xym WFI
and the procedure described by Anderson et al. (2006). Details of
the WFI@2.2m dataset which has been analysed for the first time
in this paper, are listed in Tab. 1.
Third and finally, to investigate the most crowded central re-
gions we use Hubble Space Telescope (HS T ) F606W and F814W
photometry obtained with the Wide Field Channel of the Advanced
Camera for Survey (WFC/ACS) and F275W photometry collected
with the Ultraviolet and Visual Channel of the Wide Field Cam-
era 3 (UVIS/WFC3). The WFC/ACS photometry comes from GO-
10775 (PI. A. Sarajedini, see Sarajedini et al. 2007 and Anderson et
al. 2008) and is presented in Milone et al. (2008). The UVIS/WFC3
photometry comes from GO 12311 (PI. G. Piotto) and is presented
in Piotto et al. (2012, see also Bellini et al. 2010 for details on the
data reduction).
We adopt the following terminology for the various fields for
which different photometries are available: (1) ‘central field’ for
the field of 3′×3′ covered by the HS T photometry; (2) ‘inner field’
is all the field inside the tidal radius, e.g., HS T photometry where
available, Stetson+SUMO photometry otherwise; (3) ‘outer field’
is the field outside the tidal radius.
Left and right panels of Fig. 1 show the inner and outer field
V versus (B − I) CMDs. On each CMD we superimpose the fidu-
cial line of the cluster. The inner and outer field CMDs have not
been de-reddened. However, the reddening across the NGC 1851
field of view is very low, E(B − V) = 0.02, and the differential red-
dening should not be significant as it is much lower than internal
uncertainties in the ground-based photometry. The reddening vari-
ations across a field of 2◦×2◦ around the cluster center predicted
from the Schlegel et al. (1998) maps is also low with minimum
and maximum values for E(B−V) 0.0287 and 0.0351, respectively.
A maximum reddening variation of 0.0064 mag does not produce
significant color changes to the inner and outer field CMDs. The lo-
cation on the sky of the ground-based photometry fields, as well as
the central HS T field, relative to the cluster center, are represented
in the middle panel: the central HS T field is delimited in red; the
region that we define ’inner field’ is located within the tidal radius,
represented as a green circle; while the region defined as ’outer
field’ is comprised within the cyan square.
Ground-based photometric data have been used to estimate at-
mospheric parameters, as described in Sect. 4.1. Hence, it is im-
portant to have an estimate of the internal photometric uncertain-
ties. According to the photometric catalogs from Stetson (2000),
the average σ(mag) for a star with V ∼19.5 in the B, V , R, I bands
is ∼0.003, ∼0.002, ∼0.012, ∼0.003 mag, respectively. Since each
star has been typically observed in tens of images, the formal error
should be significantly smaller. In the external field we obtained
c© 2013 RAS, MNRAS 000, 1–
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Table 1. Description of the photometric images used for the first time in this work.
Telescope Camera Filter Exposure Time Field Date Program PI
Max Planck 2.2m, La Silla WFI U 8× ∼800s inner Feb., 22-26, 2012 088.A9012(A) (SUMO) A. F. Marino
Max Planck 2.2m, La Silla WFI B 2× ∼300s+6× ∼150s outer Feb., 26-28, 2012 088.A9012(A) (SUMO) A. F. Marino
Max Planck 2.2m, La Silla WFI V 8× ∼300s outer Nov., 13, 2013 085.A9028(A) R. Gredel
Max Planck 2.2m, La Silla WFI I 3× ∼120s+4× ∼250s outer Feb., 26-28, 2012 088.A9012(A) (SUMO) A. F. Marino
B, V , I formal errors of ∼0.005, ∼0.004, ∼0.006 mag, respectively.
Such small values are lower limits of the true photometric errors as
demonstrated by the fact that the color spread of all the sequences
of the CMDs is significantly larger than few milli-magnitudes. Pho-
tometry is indeed affected by a number of additional uncertainties.
Spatial variations of the photometric zero point along the field of
view, introduced by small inaccuracy in the PSF model, by the
sky or bias determination, or by small reddening variations, are a
very common property of any photometric catalog (see Anderson
et al. 2008 for a discussion on this issue). To estimate the error of
target stars we started by measuring the color spread of MS stars
as described in Milone et al. (2009, see their Sect. 6). Briefly, we
have verticalized the MS of NGC 1851 by subtracting to the color
of each star the color of the MS at the same V magnitude, then we
have determined the histogram distribution of the color difference
(∆color), and, finally, we have fitted the histogram with a Gaus-
sian. We have repeated this procedure for (B − I), (V − I), (R − I),
and (V − I) colours. We assumed the σ of the least-squares best-
fitting Gaussian as our estimate of the color error. Specifically, to
estimate the errors associated to SGB stars in the central field, we
used the color spread of MS stars with 19.2 < V < 19.4. We ob-
tained σB−I = 0.030, σB−R = 0.031, σB−V = 0.024, σV−I = 0.024.
We thus assumed 0.02 as typical magnitude uncertainty for stars in
the internal field. In the case of stars in the external field, due to
the small number of MS stars, we used a larger magnitude inter-
val (19.4 < V < 20.4) and accounted for field-star contamination
by subtracting from the observed histograms of ∆color distribution,
the corresponding histogram distributions for field stars. The later
has been determined by using the Besanc¸on Galactic model (Robin
et al. 2003) for stars within the same area as the external field. We
found σB−I = 0.035, σB−V = 0.031, σV−I = 0.032, thus assumed a
typical magnitude uncertainty of 0.02 mag in each filter. These un-
certainties will be considered when discussing the impact of pho-
tometric errors on the atmospheric parameters (see Sect. 4.1).
2.2 The spectroscopic dataset
Our spectroscopic data consist of FLAMES/GIRAFFE spectra
(Pasquini et al. 2002) observed under the program 090.D-0687A
(PI: A. P. Milone) taken with no simultaneous calibration lamp.
The low resolution LR02 GIRAFFE setup was employed, which
covers a spectral range of ∼600 Å from 3964 Å to 4567 Å, and
provides a resolving power R ≡ λ/∆λ ∼6,400. All our target halo
stars, for which we aim to obtain kinematical and chemical infor-
mation, were observed in the same FLAMES plate in 25 different
exposures of 46 minutes, for a total integration time of ∼19 hours.
The large amount of observing time, the multi-object capa-
bility of FLAMES and the low resolution were crucial to observe
mostly very faint stars. In fact, we wanted to find the largest possi-
ble number of stars associated with NGC 1851 in a field of 30′×30′
outside the tidal radius of the cluster, mostly populated by field
stars. Hence, our observations concentrated on the fainter but more
densely populated regions of the CMD where the resolution of the
low-resolution GIRAFFE settings (∼6000) is the limit to get decent
signal in a reasonable amount of observing time.
The signal-to-noise ratio (S/N) of the fully reduced combined
spectra varies from star to star. It not only depends on the lumi-
nosity of the targets but also on the efficiency of the fibers. Among
the stars for which we inferred chemical abundances, the maximum
S/N is ∼ 50 per pixel for the more luminous stars that are starting to
ascend the RGB; the S/N decreases for MS stars. We impose a limit
of S/N ∼ 15 on the spectra of the outer field from which we infer
chemical abundances. Of course, the number of analysed spectral
lines, and hence elements, increases with the S/N.
To supplement our halo star sample, we analysed data from
the archive for the internal field of NGC 1851. This sample for the
internal field has already been analysed by Gratton et al. (2012,
hereafter G12). We decided to re-analyse these data to ensure an op-
timal comparison sample as it consists of SGB stars for NGC 1851
observed with the same FLAMES/GIRAFFE setup (LR02) as our
NGC 1851-halo stars. A homogenous comparison of the chemical
contents of the halo stars with those obtained for the internal field
of NGC 1851 (within the tidal radius) is crucial to understand if the
halo of NGC 1851 shares similar abundances with the cluster. The
fully reduced spectra for the stars in the internal field have S/N of
around 50.
The position on the sky and on the V-(B− I) CMD of our spec-
troscopic targets is shown in Fig. 1. In the following we will refer
to the stars outside the tidal radius of NGC 1851 as NGC 1851-
halo or external field stars; the internal field stars (within the tidal
radius) will be called NGC 1851-cluster stars; while all the other
stars in the external field that do not share the radial velocity (RV)
of NGC 1851 will be simply considered field stars (see Sect. 3). A
list of all the analysed stars (cluster+halo) and their basic photo-
metric data is provided in Tab. 2.
All the data were reduced in the same manner. The reduc-
tion, involving bias-subtraction, flat-field correction, wavelength-
calibration, and sky-subtraction, was done with the dedicated
pipeline BLDRS v0.5.31. Radial velocities for both external and
internal field stars were derived using the IRAF@FXCOR task,
which cross-correlates the object spectrum with a template. For the
template we used a synthetic spectrum obtained through the spec-
tral synthesis code SPECTRUM (Gray & Corbally 1994)2. This
spectrum was computed with a model stellar atmosphere interpo-
lated from the Castelli & Kurucz (2004) grid, adopting parameters
(effective temperature, surface gravity, microturbolence, [Fe/H]) =
(6000 K, 3.5, 1.0 km s−1, −1.20). The cross-correlation function
was fitted with a Gaussian profile. We used the entire observed
wavelength range to cross-correlate the spectra with the template,
that includes hydrogen lines. The choice of including hydrogen
1 See http://girbld-rs.sourceforge.net
2 See http://www.phys.appstate.edu/spectrum/spectrum.html for more
details.
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5Figure 2. Lower panel: histogram distribution of radial velocities for the
110 stars in the outer field. Upper panel: histogram distribution of radial
velocities for inner-field stars.
lines, that can increase internal uncertainties, was due to the low-
S/N of some single-exposure spectra for the halo stars. For the
stars with higher S/N we have weaker lines available for the cross-
correlation, but to ensure homogeneity in the RV determination,
we analyse all the spectra at the same manner and use the entire
available spectral range. In any case, the dispersion of the RV mea-
surements from different exposures for each star is indicative of our
internal error. (see Sect. 3).
Observed radial velocities were finally corrected to the helio-
centric system.
In total we gathered spectra for 110 candidate NGC 1851-halo
stars, spanning a wide range in both magnitude and color. In the
selection of the targets we maximize the number of stars close to the
NGC 1851 photometric sequences in order to increase the chance to
observe NGC 1851 halo stars. We have also observed stars at larger
distances from the NGC 1851 sequence to explore the possibility
of having stars dynamically linked to the cluster, but with possible
different chemistry.
3 RADIAL VELOCITIES
Radial velocities have been obtained as explained in Sect. 2.2 from
the individual exposures, and then simply averaged to get the final
values for each star listed in Table 2. The internal errors associated
with our mean RV values depend on the luminosity of the stars.
They are higher for dwarfs with lower S/N.
In the inner field the average error3 from the distribution of the
RV values obtained from different exposures is 0.49±0.02 km s−1
3 The error is assumed to be equal to the rms of the RVs obtained from
each exposure divided by the square root of the number of exposures minus
one.
(rms=0.20 km s−1). Only two stars (SGB-b-St.24 and SGB-b-St.4),
both in the fSGB, have errors that are more than a 3 σ level larger
than the mean value. However, as these two stars are among the
fainter stars in our inner field sample, their larger errors are likely
due to the lower S/N of their spectra, rather than to binarity. The
lack of outliers with large RV rms values for the stars analysed in
the inner field, suggests that there is no evidence for binaries in this
sample. We note that we do not expect a large fraction of binaries in
our inner field sample. Indeed, we note that the fraction of MS-MS
binaries measured in the ACS field outside the half-mass radius is
1.6±0.6% (Milone et al. 2012).
In the outer field (total sample of 110 stars), the rms values in
the RV distributions span a wide range. In some cases, the larger
values are due to the low S/N of the low-luminosity stars spectra;
for some cases with good quality spectra the large rms may reflect
binarity. However, we prefer to not enter into much details regard-
ing this issue because we are interested exclusively in the subsam-
ple of outer field stars with RV compatible with NGC 1851. For this
particular subsample of stars the errors in RVs range from 0.47 to
7.8 km s−1, decreasing with the S/N. In most cases the error is as
large as &2 km s−1so we cannot draw conclusions on the possible
presence of binaries in our halo sample, especially for the fainter
stars. Concluding, the internal error in RV for the outer field stars
is typically high, preventing a secure assessing of the presence of
binaries in this sample. We only can note that, if these halo stars
belong to NGC 1851, due to the equipartition of energy, the binary
fraction should be lower than in the central field.
In Fig. 2 we summarise our results for RVs obtained for
stars in the inner (upper panel) and the outer field (lower panel).
Inner-field stars are clustered around an average RV value of
+319.5±0.5 km s−1 (rms=4.4 km s−1), which is similar to pre-
vious estimate for NGC 1851 SGB stars of 318.2±0.5 km s−1
(rms=4.3 km s−1) and 320.0±0.4 km s−1 (rms=4.9 km s−1), from
Gratton et al. (2012) and Scarpa et al. (2011), respectively. The RVs
of the internal field stars suggest that all the analysed targets are
likely cluster members as also supported by their position on the
CMD (Fig. 1).
Due to the high contamination from the field, in contrast
with what is observed in the inner region, the RV histogram of
stars in the external field is complex. Most of the stars have
RV. 200 km s−1 and define a broad distribution peaked at RV≈
50 km s−1; then we observe a narrow peak around the same RV
of NGC 1851, 14 stars at intermediate values, and one star with a
very high radial velocity of RV=381.3 km s−1. The peak around the
mean RV of NGC 1851 comprises 23 stars, and their average RV is
+318.4±1.0 km s−1 (rms=4.9 km s−1).
Since NGC 1851 has a distinct radial velocity in this Galactic
sight-line, members of its stellar halo should share its unambiguous
kinematic signature. Hence, the presence of stars with RVs com-
patible with the cluster strongly supports the presence of a halo
extending beyond the tidal radius of NGC 1851. To further support
the existence of this halo, in Fig. 3 we analyse the spatial distri-
bution and the position in the CMD of stars with different radial
velocities. We have defined four groups of stars corresponding to
different RV intervals. The RV histograms for the four groups of
stars are plotted in the upper-right panel of Fig. 3. The location of
these stars in our analysed field is represented in the lower-right
panel of Fig. 3.
We note that the majority of stars with cluster-like RVs are
distributed along the fiducial line of NGC 1851 (red line in the left-
panel), in contrast with most of the stars with RV< 250 km s−1,
which span a broad interval of color. This finding further sup-
c© 2013 RAS, MNRAS 000, 1–??
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Figure 3. Left panel: V versus (B − I) CMD of stars in the outer field. Spectroscopic targets are represented with coloured symbols, according to their radial
velocity as indicated on the upper left and in the RV histogram distribution on the upper right panel. Right panel: spatial distribution of target stars in the halo.
We mark with dashed green circle the tidal radius of NGC 1851. The dotted circles correspond to two and three times the tidal radius.
Table 2. Coordinates, basic photometric data and radial velocities for the NGC 1851-halo and cluster (inner field) stars. The full versions will be available
online as supplementary material.
ID RA DEC B V R I F606W F814W RV [km s−1] SGB
HALO
T119 05:14:08.280 −40:16:48.000 19.909 18.843 – 17.631 – – 98.924 field
T198 05:13:47.160 −40:14:14.200 19.399 18.711 – 17.820 – – 319.500 uncertain
T105 05:13:56.870 −40:18:34.600 18.935 17.872 – 16.855 – – 50.489 field
CLUSTER
SGB-a.10 05:14:14.390 −40:02:56.101 19.543 19.032 18.648 18.322 18.805 18.273 319.579 bSGB
SGB-a.12 05:14:13.250 −40:03:22.201 19.496 18.957 18.604 18.234 18.803 18.283 325.908 bSGB
SGB-a.13 05:14:12.630 −40:03:05.501 19.483 18.946 18.334 18.220 18.798 18.271 326.645 bSGB
ports the possibility that the group of cyan stars belongs to a halo
surrounding NGC 1851. The color and magnitude of four out of
five stars with 250 <RV< 310 km s−1are consistent with those of
NGC 1851. However, we anticipate that a similar number of stars
with these RVs and in this region of the CMD is expected from
Galactic models (see the following section for details).
3.1 Comparison with a Galactic model
To investigate whether the peak at RV≈320 km s−1 observed in
Fig. 2 is associated with the halo of NGC 1851 or not, we compare
our observations with the Galactic model by Robin et al. (2003).
The upper-left panel of Fig. 4 shows the synthetic V versus
(B − I) CMD for the ∼6,100 stars that, according to the Besanc¸on
model (Robin et al. 2003), are located in a 60′×60′ region with
the same coordinates as the field analysed here. The histogram and
the kernel-density distributions of radial velocities for the stars are
shown in the lower-left panel. The model generates population re-
alisations based on probability as a function of the specific position
in the parameter space.
A visual inspection of the CMD in the upper-left panel reveals
that, as expected, stars with different velocities populate different
regions of the CMD. Low-velocity stars (RV<180 km s−1), mainly
dwarfs, define a broad sequence, mainly populated by disk stars,
which is characterised by a large color spread (1 .(B − I). 4) and
extends up to bright luminosities (V < 14). Most of the stars with
high velocities (RV>180 km s−1) populate a narrower sequence
(1 .(B − I). 2) and have, on average, lower luminosities.
However, we note that the sample of stars analysed here is
located in a limited region of the CMD. In fact, to properly compare
radial velocities of the observed stars and those from the Galactic
model we need to select a sample of stars in the synthetic CMD
with almost the same color and magnitude as the observed stars.
To this aim, we associated to each observed star, the star in
the Galactic-model CMD at the smallest ‘distance’ as suggested by
Gallart et al. (2003, see their Sect. 4) and Moni Bidin et al. (2011).
This distance is assumed as d =
√
(k × (B − I))2 + V2 where
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magnitude difference. Our procedure to estimate the factor k ap-
propriate for our dataset comprises different steps:
• We have defined in the V versus (B − I) CMD a grid of points
spaced in color and in magnitude by ∆(B − I)=0.025 mag and
∆V=0.05 mag, respectively.
• We started from the analysis of the observed CMD. For each
grid-point (i,j) and each observed star (l), we have estimated the
probability (PlOBS,i,j) of having that star in a box within ∆(B − I)/2
and ∆V from the point i,j. This probability has been estimated by
assuming for each star the errors in color and magnitude estimated
for real stars. For each grid point we have determined POBS,i,j =∑N
l=1 Pli,j.
• Then, we have generated the equivalent sample by assuming
a given value of k, and determined for these stars Pk,i,j by follow-
ing the same procedure described above for observed stars. The
assumed values of k range from k=0 to k=10 in steps of 0.1.
• For each value of k, we calculated χ(k) = ∑(Pk,i,j − POBS,i,j).
The k value that, for our dataset, returns the minimum χ is k=2.2.
For the determination of the equivalent sample we then assume
k=2.2, however we have verified that the conclusions of our paper
are identical for any 1< k <10.
In the upper-right CMD of Fig. 4 we highlight only the se-
lected sample of stars while the rest of the stars is represented with
small grey dots. To avoid that our conclusions are affected by low
numbers, we have increased the number of selected stars by a fac-
tor of 100. To do this we have generated other 99 Galactic mod-
els for stars from Robin et al. (2003) in a 60′×60′ region with the
same coordinates as the external field of NGC 1851. For each of
them we have extracted a sample of stars as described above. In the
following we use the whole collection of the 100 samples of stars
(hereafter “equivalent sample”).
The corresponding RV distribution for these stars in the equiv-
alent sample is shown in the lower-right panel. We conclude that
when the velocities of all the stars from the Galactic model are
analysed, the distribution has a single peak at RV=25 km s−1 and
about 82% of stars have RV<100 km s−1 (lower-left panel); in the
case of the equivalent sample (lower-right panel) the main peak is
shifted to higher velocities, at RV∼50 km s−1, and the fraction of
stars with RV< 100 km s−1 decreases to ∼65%. There is some hint
of less prominent peaks at RV≈ 100 km s−1, RV≈ 180 km s−1, and
RV≈ 270 km s−1.
A comparison between the RV distribution determined in this
paper and that expected from the Galactic model is provided in
the upper panel of Fig. 5. To properly compare the two distribu-
tions, we have normalised each histogram to the total number of
stars with RV<225 km s−1, which is the value marked by the ver-
tical dotted line of Fig. 5. By considering all our analysed stars,
the probability that the observed RVs and those from the model
come from the same parent distribution is almost null (P <10−5),
not depending on the adopted normalisation. The most striking
difference between the two distributions is the lack of stars with
310 <RV< 340 km s−1in the model. Indeed while 23 stars have
been observed in this interval of RV, the Besanc¸on model predicts
that only ∼1.5 stars have such kinematics. This provides further
support of an halo of stars, with the same kinematic as NGC 1851
but located between 1 and ∼2.5 tidal radii from the cluster center. If
we neglect these stars and consider only stars with RV<300km s−1,
the observed and expected RV distributions are very similar as con-
firmed by the Kolmogorov-Smirnov (KS) test which provides a
probability P=0.85 to come from the same parent distribution. Re-
garding the small contamination from field stars that can occur at
the RV of NGC 1851 (<2 stars, as suggested from the models), we
note that two out of the 23 stars (T066 and T073) in our sample of
NGC 1851 RV-like halo stars that do not lie on the fiducial sequence
of the cluster. The chemical abundance analysis for these two stars
has been inferred in a similar way as the other halo stars. However,
keeping in mind that we cannot exclude that these objects are field
stars, when necessary, we will highlight the presence of these two
stars along the paper.
3.2 Comparison with Sollima et al. (2012)
The first radial velocity study of stars in the halo of NGC 1851
was conducted by Sollima et al. (2012, hereafter S12) based on
VIMOS/VLT spectra. The 107 stars analysed by S12 are between
12′ and 33′ north-east from the center of NGC 1851; so, even if at
a similar distance from the center of the cluster, the field analysed
by S12 observed a different quadrant, and none of their targets is in
common with our sample.
In the lower panel of Fig. 5 we compare the RV histogram dis-
tributions from this paper (cyan) and from S12 (red), obtained by
binning in intervals of 20 km s−1. Both histograms are normalised
to the total number of stars with RV<225 km s−1 (vertical dotted
line of Fig. 5). We emphasise that caution must be used when com-
paring the two RV distributions as the stars studied by S12 and
those analysed in this paper have not been selected homogeneously.
S12 identified three main peaks in their RV distribution. They
associated most of their stars to foreground disc stars peaked
around RV∼30 km s−1, then they found a peak at RV∼330 km s−1
corresponding to the bulk motion of NGC 1851, and an overdensity
of stars at RV∼180 km s−1. The position of the three peaks inferred
by S12 is highlighted in the lower panel of Fig. 5 by red arrows. The
comparison of the two observed distributions shows that the uncer-
tainties associated with the RV measurements are much higher in
S12, due to the lower resolution data they used. Their estimated
internal uncertainties, of ∼15 km s−1 (see S12 for details) reflects
in a much broader distribution of stars about the peak at the RV
of NGC 1851. On the basis of their RV distribution, S12 suggested
that, apart the bulk of stars at the same mean RV of the cluster, the
overdensity at ∼180 km s−1 could be associated with a cold stream
having σv <20 km s−1. However, they pointed out that additional
studies are needed to confirm this possibility.
Our RV distribution exhibits a sharp peak at the same mo-
tion as NGC 1851, and a broad peak around RV≈50 km s−1 in
close analogy to that observed by S12. Our RV distribution does
not show any peak of stars at RV≈180 km s−1, but we observed
two small groups of stars at the similar velocities of RV≈110 and
≈200 km s−1. We recall here that the RV distribution observed from
the dataset analysed in this paper for stars with RV<300 km s−1 is
fully consistent with that predicted by the Galactic model by Robin
et al. (2003), that also predicts a minor peak at RV∼180 km s−1 thus
excluding any evidence of a stellar stream associated to NGC 1851
in our field of view.
4 CHEMICAL ABUNDANCE ANALYSIS
Our sample is almost entirely composed of low luminosity dwarfs
and sub-giants. In fact, during the target selection we wanted to
maximize the number of possible NGC 1851 halo stars, with stars
as close as possible to the cluster sequences along the CMD. As
the RGB is relatively poorly populated, we selected mostly MS
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Figure 4. Left panels: V versus (B − I) CMD predicted by the Galactic model by Robin et al. (2003) for all the stars in a 60′×60′ field of view centered at the
same coordinates as the field studied in this paper (top). We used the same symbols introduced in Fig. 3 to represent stars in different radial-velocity intervals.
The histogram and the kernel-density distribution of radial velocities predicted by the Galactic model for the same stars are shown in the lower-left panel. Right
panels: In gray we represent the same CMD of the upper-left panel; stars that have V and (B − I) similar to the observed stars, belonging to the “equivalent
sample” (see Sect. 3.2 for details) have been represented according with symbols and colours corresponding to their radial velocity (see Fig. 3) .
stars. In the end our sample was successful in the identification
of 23 stars belonging to the NGC 1851 halo. Among the 23 stars
with NGC 1851-like RVs, we were able to estimate metallicities
for 15 objects, including 7 stars with both Sr and Ba estimates, thus
providing the first elemental abundances for the halo surrounding
NGC 1851; the other stars had insufficient S/N.
The chemical abundances that we were able to estimate for the
halo stars were then compared with those obtained for the central
field of NGC 1851. To have all the measurements in the same abso-
lute scale, we have analysed both the external and the internal field
in an uniform manner (e.g., same code and linelist).
4.1 Model atmospheres
As the moderate resolution and wavelength range of our spec-
tra do not allow us to determine atmospheric parameters from Fe
lines, we used our photometry to estimate effective temperatures
(Teff) and surface gravity (log g) of our stars. Photometry includes
BVRI for the center field and BVI for the halo field. The pho-
tometry is adjusted by assuming a reddening value, in this case
E(B − V)=0.02, and then computing an extinction for each band-
pass using the Cardelli et al. (1989) extinction curve and adopting
Rv=3.1. The reddening is assumed constant across the field, which
should be reasonable for such a low-reddening system, and the re-
sults are only weakly dependent on variations in E(B − V) of 0.01.
Effective temperatures and their uncertainties are estimated
via Markov chain Monte Carlo (MCMC) simulations using the par-
allel emcee package (Foreman-Mackey et al. 2010). The emcee
code takes as input model parameters and a probability function
that compares models to individual data points. The log-probability
function is the sum of the squares of the differences between ob-
served and modeled magnitudes, divided by the error, in each filter.
The modeled magnitudes are obtained by interpolating within
grids of bolometric corrections for all photometric bands (BVRI
for the inner field, BVI for the outer field) and assuming that all
cluster stars are equidistant. Essentially we construct an H-R dia-
gram from the input CMD, and map a given star to the point on the
H-R diagram that best matches the observed photometry. The bolo-
metric corrections are derived from PHOENIX model atmospheres
(Hauschildt et al. 1999a,b) using the BVRI bandpasses defined by
Bessell & Murphy (2012). These calculations assume [Fe/H]=−1.3
and [α/Fe]=+0.2 broadly consistent with the finding reported in
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9Figure 5. Upper panel: Comparison of the radial-velocity distribution ob-
served in this paper for the halo of NGC 1851 (cyan histogram) and the dis-
tribution predicted by the Galactic model by Robin et al. (2003, grey-dashed
histograms). Lower panel: Comparison between the radial-velocity distribu-
tion derived for the halo in this paper (cyan) and by S12 (red-dashed). The
red arrows indicate the three peaks found in S12, attributed to the field, a
possible stream, and the halo associated with NGC 1851.
this paper. However, it is important to note that the effective tem-
peratures derived in this way have only weak sensitivity to [Fe/H]
because of the broadband, optical nature of the photometry.
The MCMC simulations provide estimates of effective tem-
perature, bolometric luminosity, and surface gravity. The surface
gravity is very roughly determined because of its weak dependence
on broadband photometry. The resulting estimate of Teff for a given
star is obtained from the Markov chain, which samples the posterior
probability density function, by computing the mean and standard
deviation. A star with a large standard deviation also tends to have
a mean that differs considerably from the median, suggesting that
the distribution is asymmetric. However, such stars are rare in the
present data set (< 10% in both fields).
Surface gravities are obtained from the apparent V magni-
tudes, corrected for differential reddening, the Teff , apparent bolo-
metric luminosities obtained from the MCMC simulations above
and an apparent distance modulus of (m − M)V =15.47 (Harris
1996, 2010 edition). We assume that all stars lie at essentially the
same distance, and masses resulting from one single best-fitting
isochrone4 For microturbulent velocities (ξt) we adopted the lat-
est version of the appropriate relation used in the Gaia-ESO sur-
vey (Gilmore et al. 2012; Bergemann et al. in prep.), assuming a
4 We note that the masses on the two SGB populations of NGC 1851 may
be different, but, at a given magnitude, this difference is of the order of
∼0.01 M⊙. A possible systematic error in the adopted masses of that order
has negligible effects (<0.01 dex) on the log g values and on the derived
abundance.
metallicity of [Fe/H]=−1.18 dex for NGC 1851. The dispersion of
the recommended ξt values for the GES UVES spectra around the
adopted relation is about 0.20 km s−1, which is a reasonable inter-
nal uncertainty to be associated with our adopted values.
We note that our technique to derive effective temperatures is
independent of the projection of stars on any isochrone, as there is
no isochrone used in the MCMC process. The model-dependency
of our technique is related to the different set of colours used (e.g.,
Castelli & Kurucz or MARCS instead of PHOENIX), and to the
fact that we used a fixed metallicity and distance. On the other hand,
our Teff values do not depend on projecting on isochrone projection.
If projecting on theoretical sequences has the advantage to
minimize the impact of photometric errors on the derived atmo-
spheric parameters, on the other hand in GCs like NGC 1851 with
multiple SGB and RGB sequences, one single isochrone is not
able to represent all the observed populations. We prefer to use
the actual photometric data for each star, instead of using multi-
ple isochrones, to not force each star to a given isochrone; this al-
lows us to avoid errors due to mismatch between the observed stars
and the two SGB, that may occur due to photometric errors, and in
regions of the CMD (like the upper MS) where it is not possible
to assign the observed stars to different populations just on photo-
metric information. Furthermore, we do not want to impose a two
discrete SGBs scenario, as we cannot exclude that the real situation
may be more complex.
Table 3 lists the adopted stellar parameters for the NGC 1851-
like RV stars in the halo and the central field stars. The uncertainties
on the Teff values given by the MCMC simulations are listed in
the third column of Tab. 3. The median of these errors is 94±2 K
(rms=17 K), and we adopt this value as an estimate of the internal
error associated with our Teff .
An independent temperature estimate was obtained from the
Hδ line index (HP2), calibrated as a function of Teff (Ryan et
al. 1999), and the quadratic relationship provided in Norris et al.
(2013) obtained for metal-poor dwarfs, subgiants and giants. The
adopted Teff as a function of the values derived from the HP index
has been shown in Fig. 6 for the NGC 1851-halo and NGC 1851
central field stars. The halo and cluster stars adopted Teff values
compare similarly to those obtained from the HP index, with mean
differences ∆Teff(HP−adopted)=55±39 K (rms=184 K) for the
NGC 1851 halo, and ∆Teff(HP−adopted)=73±21 K (rms=191 K)
for the central field stars. This comparison confirms that the tem-
perature scale adopted for the NGC 1851 halo stars agrees with the
one adopted for the NGC 1851 cluster stars.
Errors in Teff and mass of ±94 K and ±0.05 M⊙, affect the
log g values by ±0.03 and ±0.02 dex, respectively. Internal uncer-
tainties in the bolometric luminosity of ±0.01 have small effects
on log g values: ∓0.01 dex. All these effects, added in quadrature,
contribute to a very small internal error in log g of ≈0.04 dex. We
emphasise that this is just the formal internal error in log g while
real uncertainties in this parameter may be much larger. Internal
uncertainties of ±94 K and ±0.04 dex in Teff and log g affect ξt by
only ±0.03 km s−1. Although the internal error in ξt due to Teff and
log g is formally small, we assume for this parameter a more real-
istic internal error that is the rms of the UVES GES data around the
used relation, i.e., we used an error ∼0.20 km s−1. We will take into
account these uncertainties in the atmospheric parameters for the
estimation of the errors associated with the chemical abundances.
In Fig. 7 we compare the adopted atmospheric parameters
with those of G12 for the central field of NGC 1851. Effective tem-
peratures and surface gravities from G12 have been determined by
fitting two different isochrones for stars associated with the bright
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Figure 6. Adopted Teff values for the NGC 1851-halo (cyan triangles) and
central field (green squares) targets as a function of the values obtained from
the HP index.
and faint SGB of NGC 1851, using different photometric catalogs
than those used here (see G12 for details). We note a system-
atic difference in Teff with the G12 values being ∼200 K hotter,
with a scatter of 59 K. Only three stars of the internal field are
in common with Lardo et al. (2012), whose Teff have been deter-
mined from the Alonso calibrations (Alonso et al. 1999). For two
of these stars, our Teff are higher by ∼300 K, and one is slightly
lower (by 40 K). These comparisons suggest that, although the
Teff scale may be affected by systematics of a few hundreds of
K, the internal error is lower (∼100 K). The mean difference in
log g between the G12 and the adopted values is small, of 0.04 dex
(rms=0.02 dex). Microturbolent velocities in G12 are lower by
0.17 km s−1 (rms=0.06 km s−1). The different ξt values (as appear
in Fig. 7) are likely due to the different relations used to estimate
this parameter. While our relation is a second order polynomial in
Teff log g and metallicity, G12 used a linear relation in just the sur-
face gravity.
4.2 Abundance analysis
Chemical abundances were derived from a local thermodynamic
equilibrium (LTE) analysis by using the latest version of the spec-
tral analysis code MOOG, with no scattering included (Sneden
1973), by using the α-enhanced model atmospheres of Castelli &
Kurucz (2004), whose parameters have been obtained as described
in Sect. 4.1. All the target lines have been analysed by spectral syn-
thesis, via an automatic χ2-minimisation between the synthetic and
the observed spectra reported to same reference continuum.
We determined abundances for Fe, the neutron-capture (n-
capture) elements Sr and Ba, the light element C, the α ele-
ments Mg and Ca, and the iron-peak Cr. Iron abundances were
derived from the Fe i spectral features at 4005.2, 4045.8, 4063.6,
4071.7, 4132.1, 4143.9, 4187.0, 4202.0, 4250.1, 4260.5, 4271.2,
4383.6, 4404.8, 4415.1, 4476.0, 4482.2, 4528.6, 4556.1 Å. For
the NGC 1851-cluster stars, the S/N of the spectra was sufficient
to allow us to synthesise all the Fe features. In the case of the
NGC 1851-halo stars it was possible to infer abundances from all
the lines only in the two RGBs. For the other stars we measured
a subsample of the listed Fe features, typically a number of 7-10
spectral features. For four stars (T128, T153, T134, T139) we could
measure only 2-3 Fe features. To ensure that the derived average
metallicities were on the same scale, and avoid systematics depend-
ing on the analysed spectral feature for different stars, we corrected
the abundances from each measured line for their systematic differ-
ence with the abundance obtained from the Fe i 4404.5 Å feature,
that is measured in all the stars.
Limited by the relatively low resolution and the small wave-
length range of our spectra, we derived Sr and Ba abundances only
from the strong resonance transitions Sr ii 4077, 4215 Å, and Ba ii
4554 Å. Both the Sr lines suffer from blends with other surround-
ing transitions, mostly Fe features and other n-capture species (e.g.
Dy and La) in the case of the Sr ii 4077 Å. For all the contaminat-
ing elements we assumed a solar-scaled abundance. In the case of
Sr, the blending with Dy and La transitions occurs on the redward
and blueward spectral region around the Sr ii 4077 Å line, respec-
tively. The effect of these blending features has been considered
by performing spectral synthesis for a few representative stars by
varying Dy and La abundances relative to Fe. In both cases, the
effect on the [Sr/Fe] abundances is quite small: [Sr/Fe] decreases
by less than 0.05 dex by increasing the abundances for these two
contaminating elements by +0.5 dex. This variation should be re-
garded as a possible systematic error affecting mostly the stars in
our sample that have been enriched in n-capture elements and have
super-solar abundances relative to Fe for these elements. We can
argue that, in the case of NGC 1851, the Dy contamination may
have a negligible effect on the star-to-star relative abundances. This
is because in the solar system Dy is expected to be mostly sensitive
to r-process nucleosynthesis (87.9% from r-processes and 12.1%
from s-processes; see Table 10 in Simmerer et al. 2004). If some
stellar populations in NGC 1851 have undergone a substantial en-
richment in s-processes, we may expect a lower degree of chemical
variations, if any, in Dy.
Spectral synthesis in the analysis of our spectral lines (and par-
ticularly at our moderate resolution) is needed to take these blends
into account. Although the Ba ii 4554 Å is isolated from contami-
nating transitions, we also computed synthesis for the Ba spectral
line, to take its isotopic splitting into account.
The linelists are based on the Kurucz line compendium, ex-
cept the Ba transition for which we added hyperfine structure and
isotopic data from Gallagher et al. (2010). For Sr our linelists ne-
glect hyperfine/isotopic splitting since the wavelength shifts are
very small and Sr has one dominant isotope.
Barium has five major naturally occurring isotopes whose pro-
duction fractions in the rapid-process (r-process) and s-process
are significantly different (e.g., Kappeler et al. 1989). In particu-
lar, abundances derived from the Ba ii 4554 Å transition are very
sensitive to the adopted r/s ratio (e.g., Mashonkina & Zhao 2006;
Collet et al. 2009). In our previous analysis of M 22 SGB stars we
found that assuming a pure r-process isotopic ratio (Arlandini et al.
1999), instead of a scaled solar-system Ba abundance and isotopic
fractions (Lodders 2003) has the effect of decreasing the [Ba/Fe]
abundances by ≈0.2 dex (Marino et al. 2012a). Bearing in mind
that this behaviour can be an issue in the analysis of NGC 1851 that
hosts stars with different contributions from the s-process material,
we decide to assume a scaled solar-system Ba isotopic fractions
for all the stars. However, we note that stars with lower Sr and Ba
abundances may be better reproduced by an r-process isotopic ratio
and their Ba abundances may be over-estimated in our analysis.
Carbon was measured from spectral synthesis of the CH
(A2∆ − X2Π) G-band heads near 4315 Å assuming a solar scaled
oxygen abundance. The molecular line data employed for CH were
provided by B. Plez (priv. comm.; some basic details of the linelist
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Figure 7. Adopted values for Teff , log g, and ξt for the NGC 1851 central field targets as a function of the values adopted in G12. The mean differences
(adopted−G12) and associated rms are shown in each panel.
Table 3. Adopted atmospheric parameters and chemical abundances for the NGC 1851-halo and cluster (central field) stars. When available, we list the scatter
of measurements derived from individual measurements. The full versions will be available online as supplementary material.
ID Teff errTeff log g ξt [Fe/H] σ [C/Fe] [Mg/Fe] scatter [Ca/Fe] [Cr/Fe] [Sr/Fe] scatter [Ba/Fe]
HALO
T198 5296 59 3.55 1.02 −1.36 0.04 −0.27 0.53 0.3 0.43 −0.25 −0.06 0.23 0.27
T132 5966 107 4.29 1.11 −1.29 0.09 – – – 0.37 – 0.33 – –
T150 5857 89 4.31 1.07 −1.34 0.07 – – – – – – – 0.75
CLUSTER
SGB-a.10 5923 1389 3.90 1.15 −1.05 0.06 −0.47 0.31 0.11 −0.02 −0.25 −0.26 0.01 0.40
SGB-a.12 5793 89 3.84 1.11 −1.25 0.11 −0.32 – – – −0.49 −0.32 – 0.54
SGB-a.13 5716 81 3.78 1.10 −1.48 0.04 −0.03 0.58 – 0.19 0.13 0.17 0.02 0.28
are given in Hill et al. 2002). Given that we do not have informa-
tion on the actual oxygen abundance of our stars, the assumption of
solar scaled oxygen is reasonable as the [O/Fe] distribution in RGB
stars in NGC 1851 spans a range that goes from [O/Fe]∼ −0.50 dex
to [O/Fe]∼ +0.50 dex (Villanova et al. 2010; Carretta et al. 2010).
The molecular equilibrium in stellar atmospheres generally affect
the abundance of C, N, O. However, in our range of atmospheric
parameters CO is not an abundant molecule, and the impact of
[O/Fe] abundances varied by the entire range observed in giants
(from −0.50 to +0.50 dex) is negligible on the G-band. Magnesium
has been derived from the Mg i lines at ∼4057.5 and 4167.3 Å, cal-
cium from the Ca i at ∼4226.7 Å, and chromium from the Cr i line
at ∼4254.3 Å.
An internal error analysis was accomplished by varying the
temperature, gravity, metallicity, and microturbulence one by one,
and re-determining the abundances for three NGC 1851 halo stars
and three NGC 1851 cluster stars spanning the observed range
in temperature. The parameters were varied by ∆Teff=±100 K,
∆log g=0.05 dex, ∆[Fe/H]=±0.11 dex, and ∆ξt=±0.2 km s−1.
The limited S/N of our spectra introduces significative internal
uncertainties to our chemical abundances. To estimate these uncer-
tainties we computed a set of 100 synthetic spectra for three inner
field stars (SGB-a.9, SGB-a-St.24 and SGB-b-St.21) and two halo
stars (T186 and T198), whose atmospheric parameters are repre-
sentative of the whole sample. These set of synthetic spectra were
calculated by using the best-fit inferred abundances, and were then
degraded to the S/N of the observed spectra. We then analysed the
chemical abundances of all these synthetic spectra at the same man-
ner as the observed spectra. The scatter that we obtain from the
abundances from each spectral line for a set of synthetic spectra
corresponding to a given star, represents a fair estimate of the un-
certainty introduced by the fitting procedure, due to the S/N, the
pixel size and the continuum estimate. These uncertainties strongly
depend on the S/N, and are higher for halo stars with lower S/N.
The mean errors in the chemical abundances from our fitting proce-
dure are then divided by the square root of the number of available
spectral lines to obtain an estimate of the uncertainty associated
to each analysed element. These errors are listed as σfit in Tab. 5.
Since these errors are random, the uncertainty is lower for those
elements with a large number of lines (e.g., Fe). For the other el-
ements we have two (or just one) lines, and this error contribution
is higher. Of course, the larger uncertainties are found for the MS
stars of the halo that have a lower S/N.
A list of the uncertainties in chemical abundances due to the
various considered sources is provided in Tab. 5, where double en-
tries in the errors for the halo stars mean that the estimated error
is different for RGB and MS stars. The various errors were added
in quadrature, resulting in typical uncertainties of ∼0.10-0.20 dex5,
with Ba abundances having the largest uncertainty of &0.20 dex,
that stems mostly from uncertainties in log g ξt and the limited S/N.
Iron abundance over hydrogen are mostly affected by uncertain-
5 The fact that an error in the atmospheric parameters can affect in a differ-
ent way a given element can generate spurious correlations between abun-
dance ratios. As an example we verified through Montecarlo simulations
that we expect a significant correlation between [Fe/H] and [Ca/Fe] due to
the errors listed in Tab. 5.
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ties in Teff , while the limited S/N translating into continuum errors,
gives the major contribution to the other species.
A comparison of our chemical contents inferred for the cen-
tral field with those from G12 is shown in Fig. 8, for those species
analysed both in this study and in G12. This comparison reveals
some systematics between our abundances and theirs, the most of
which can be explained by the systematic differences in the adopted
atmospheric parameters discussed in Sect. 4.1. As an example the
difference in [Fe/H] of ∼0.20 dex can be entirely ascribed to the
systematically higher Teff values in G12; while the large system-
atic in [Ba/Fe] of ∼0.30 dex are mostly due to our higher ξt and
in minor part, to our slightly lower log g. We note that the system-
atic effects on stellar parameters seem to cancel each other in the
cases of [Cr/Fe] and [Sr/Fe]; the systematics observed in [C/Fe]
and [Ca/Fe] cannot be explained by differences in the atmospheric
parameters, and may instead be due to different linelists and/or to
possible systematics in the continuum placement.
The values of the observed rms for those elements with no sig-
nificant internal variations can be used as a rough estimate of our
internal errors, to be compared with the expected ones. In Table 4
we list the 68th percentile of the distributions of the inferred abun-
dances, together with the median values for the NGC 1851 halo
stars and the NGC 1851 cluster stars. By comparing the 68th per-
centile values listed in the third column, with the expected total
uncertainties (Table 5), we note that, in general the errors are in
rough agreement. The element that clearly stands out is strontium.
We will discuss this point in the next section.
5 THE CHEMICAL CONTENT OF THE NGC 1851
SYSTEM
The mean chemical abundances for the NGC 1851-RV like stars
are listed in Table 4, along with those obtained for the central field.
In the following, we first discuss results for the NGC 1851 cluster
stars in the internal field, so that the chemical composition of the
NGC 1851 halo stars can be compared with those of the central
cluster.
5.1 The inner field composition
The chemical composition of NGC 1851 is not standard for a GC,
as it shows internal variations in s-process elements, that is a pecu-
liarity of a few GCs such as those showing split SGBs (e.g., M 22
and ω Centauri). A proper comparison between the external and
internal field of this GC requires accounting for these features.
Starting with the analysis of the cluster stars in the internal
field, we have assigned each target to the faint SGB (fSGB) or the
bright SGB (bSGB), based on their position on the CMD. In Fig. 9
we show the position of these central field targets on the CMD in
various photometric bands. An inspection of this figure suggests
that the separation between bSGB and fSGB is much more dis-
tinct by using ACS and WFC2 images from HS T (left panels),
than by using standard broad-band photometry from ground (right
panels). As the photometry from space is more precise, we use the
HS T photometric information to assign each star to the bSGB or
the fSGB, when available. In Fig. 9 the bSGB and fSGB spectro-
scopic targets have been represented in blue and red, respectively.
These color codes will be used consistently in the following discus-
sion. In some cases, the association with one of the two SGB is not
obvious for stars having only ground-based photometry, as some
targets lie on the MS where the split is not visible. So, we define a
Figure 9. Distribution of the inner field spectroscopic targets on the
mF275W-(mF275W − mF814W) (from Piotto et al. 2012), mF606W-(mF606W −
mF814W) (from Milone et al. 2008), B-(B− I), and U-(U−V) CMDs (Milone
et al. 2009). Stars assigned to the bSGB and fSGB have been represented in
blue and red, respectively, stars with more uncertain location respect to the
double SGB have been coloured in yellow.
Figure 10. Distribution of the [Fe/H] abundances for the NGC 1851 stars
in all the stars in the inner field (upper panel), the bSGB and fSGB (middle
panel), and for the NGC 1851-RV like halo stars (lower panel).
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Figure 8. Chemical abundances inferred in this study for the NGC 1851 central field targets as a function of those from G12. The mean differences
(G12−adopted) and associated rms are shown in each panel.
Table 4. Median and 68th percentile (σobs) of the chemical abundances for the NGC 1851 halo and the cluster total, bSGB and fSGB samples.
HALO CLUSTER bSGB CLUSTER fSGB CLUSTER
avg. σobs avg. σobs avg. σobs avg. σobs
[Fe/H] −1.35±0.02 0.09 −1.33±0.01 0.09 −1.35±0.01 0.08 −1.30±0.02 0.11
[C/Fe] −0.27±0.09 0.17 −0.13±0.02 0.18 −0.09±0.02 0.15 −0.24±0.04 0.18
[Mg/Fe] +0.51±0.02 0.03 +0.44±0.02 0.16 +0.41±0.02 0.15 +0.54±0.03 0.13
[Ca/Fe] +0.31±0.04 0.10 +0.25±0.01 0.11 +0.25±0.02 0.10 +0.28±0.03 0.13
[Cr/Fe] −0.09±0.25 0.45 −0.05±0.02 0.18 −0.05±0.03 0.18 −0.05±0.03 0.16
[Sr/Fe] +0.10±0.06 0.15 +0.25±0.03 0.23 +0.13±0.03 0.21 +0.39±0.02 0.11
[Ba/Fe] +0.52±0.09 0.28 +0.66±0.03 0.24 +0.57±0.03 0.17 +0.83±0.03 0.16
third group of stars whose position on the CMD is ambiguous (yel-
low dots in Fig. 9), and we do not consider them in the comparison
with the halo stars chemical composition. In total we have identi-
fied 18 bSGB and 15 fSGB in the HS T field, and 32 bSGB and 14
fSGB in the ground-based photometry, with 7 uncertain stars.
To properly compare the abundances obtained in the halo with
those of the stellar groups observed in the cluster we derive the
average abundances of the bSGB and fSGB samples, as listed in
Table 4. In the following discussion the comparison between the
average abundances of the various analysed groups of stars (bSGB,
fSGB and halo) has been performed by using as error the quadratic
sum of the errors associated with the considered means.
The [Fe/H] histogram of the two SGB groups is shown in the
upper panel of Fig. 10. The total distribution of the entire sam-
ple, represented in green, is entirely within that expected from the
error analysis of our relatively low resolution data. By dividing
the sample into bSGB and fSGB, our mean [Fe/H] values agree
within observational errors, suggesting that the two populations
have the same average metallicity within ∼0.05 dex (∆fSGB−bSGB =
+0.05 ± 0.03), confirming previous studies on the RGB based on
higher quality data (Villanova et al. 2010; Carretta et al. 2011). A
smaller difference between the iron content of the two SGBs cannot
be ruled out by our data. We recall here that the trends in the [X/H]
abundances cannot be interpreted in support of any overall metal-
licity variation as they can result from our observational errors.
The Strontium-to-iron ratio, [Sr/Fe], exhibits a large star-to-
star variation, exceeding the observational errors. By dividing stars
in bSGB and fSGB the [Sr/Fe] mean abundance of the fSGB is
larger than that inferred for the bSGB, with a mean difference
∆[Sr/Fe]bSGB−fSGB=−0.25±0.04 (a ∼6σ significant difference). De-
spite the large errors on [Ba/Fe], the fSGB is also richer in bar-
ium by 0.26±0.04 dex (with a significance of more than 6 σ). In
summary, our results on the internal field confirm previous findings
on the presence of two groups of stars in NGC 1851 with different
abundances in those elements mostly produced in the s-processes,
like Sr and Ba (e.g. Yong & Grundahl 2008; Villanova et al. 2010),
and that the fSGB is populated by stars that have undergone some
kind of enrichment from these processes (e.g. Gratton et al. 2012).
In this respect, NGC 1851 is very similar to M 22, which shows a
bimodal distribution in s-elements (Marino et al. 2009) and a fSGB
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Figure 11. Some examples of observed and synthetic spectra around some measured Fe, Sr, and Ba features for two SGB stars in the inner field of NGC 1851.
In the upper panel we plot the spectrum of one bSGB star (SGB-a-St.45), while in the lower panel the spectrum of one fSGB star (SGB-b-St.16). In each panel
the points represent the observed spectrum. The red line is the best-fitting synthesis; to visualize the difference between the mean fSGB and bSGB abundances
we represent with dashed red lines the synthesis corresponding to the average fSGB abundances (upper panel), and to the average bSGB ones (lower panel);
the grey lines are the syntheses computed with abundances altered by ±0.2 dex from the best value.
populated by stars with higher s-element abundances (Marino et
al. 2012a).
As a visual representation of the differences in Sr and Ba be-
tween the two SGBs, in Fig. 11 we represent some portions of the
analysed spectra around key spectral features for one bSGB star
(SGB-a-St.45) and one fSGB star (SGB-b-St.16). Superimposed
on the observed spectra are the best-fit synthesis (solid red), two
syntheses corresponding to Sr, Ba, and Fe abundances varied by
±0.2 dex, and a synthesis computed with the average abundance of
the fSGB and the bSGB (dashed red) for SGB-a-St.45 and SGB-b-
St.16, respectively.
The high dispersion in [C/Fe], significantly exceeding obser-
vational errors, suggests that the abundance in this element shows
significant internal variations. This is consistent with what was ob-
served in other GCs, including the less complex ones (e.g., M 4,
Marino et al. 2008), and mostly interpreted as due to some kind of
intra-cluster pollution from material that has undergone H-burning
at high temperature. It is worth noting here that the high disper-
sion in [C/Fe] observed in the complete sample does not diminish
by dividing stars in bSGB and fSGB, being only marginally lower
for the bSGB (Tab. 4). The average [C/Fe] is higher in the bSGB,
with a mean difference of ∆([C/Fe])bSGB−fSGB=0.15±0.045, that is
slightly higher than a 3 σ level. The chemical pattern of [C/Fe],
its variation within different s-groups and the larger spread among
the s-poor (bSGB) stars agrees with previous findings obtained first
for M22 (Marino et al. 2011b; 2012a) and then for NGC 1851 itself
(Lardo et al. 2012; Gratton et al. 2012).
We note that [Mg/Fe] appears to be slightly higher in fSGB
stars (at a level of ∼3.5 σ). Magnesium abundances for RGB
stars in NGC 1851 have been provided by Yong et al. (2008) from
UVES spectra and Carretta et al. (2010) from GIRAFFE spec-
tra. The average [Mg/Fe] abundances for their sample of RGB
stars is +0.38±0.03 (σ=0.07) and +0.38±0.01 (σ=0.04) in Yong
et al. and Carretta et al., respectively. Although a direct compari-
son with these two studies cannot be done, because they use dif-
ferent spectral Mg features and possible non-LTE corrections may
apply differently. We note that their values are consistent with the
average abundance that we found for the total sample of SGB
stars, [Mg/Fe]allSGB=+0.44±0.02 (σ=0.16), and for the bSGB stars,
[Mg/Fe]bSGB=+0.41±0.02 (σ=0.15). On the other hand, the Mg
abundance of the fSGB appears to be higher, but a similar effect
has not been found in previous studies on the RGB. Given our large
uncertainties associated with individual Mg abundance measure-
ments, the presence of this difference should be viewed with cau-
tion and needs to be investigated further. None of the other species
appears to show differences among the two SGBs over a 3 σ level.
5.2 The NGC 1851-halo composition
The chemical abundances and their averages inferred for the halo
stars are listed in Table 3 and Table 4, respectively. Although we
could infer metallicities for a relatively large number of halo stars
(15), the abundances of the other elements were possible only in
the stars with higher S/N spectra.
The [Fe/H] distribution of the NGC 1851 halo stars is
presented in the lower panel of Fig. 10. An inspection of this
figure immediately suggests that the distribution for the halo stars
spans a range similar to the one observed in the internal field.
The average [Fe/H] for the halo stars is [Fe/H]=−1.35±0.02 dex
(rms=0.09), and its difference with the mean values obtained
for the internal field are: ∆[Fe/H](cluster−halo)=+0.02±0.03 dex;
∆[Fe/H](bSGB cluster−halo)=+0.00±0.03 dex;
∆[Fe/H](fSGB cluster−halo)=+0.05±0.03 dex. Indeed, we conclude
that, within observational errors, the [Fe/H] in the stars analysed
in the halo is consistent with the mean abundance obtained for the
NGC 1851 cluster stars.
A comparison between all the abundances inferred for the halo
with those obtained for the bSGB and fSGB in the inner field is
shown in Fig. 12. The first observation we make is that the [Sr/Fe]
distribution for the halo is consistent with that shown by the bSGB,
with just one star falling in the range spanned by the fSGB. Al-
though the internal error on [Ba/Fe] is much larger, the [Ba/Fe]
range for the halo is also more similar to that spanned by bSGB
stars than to that of the fSGB. Note however that, in this case,
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Table 5. Sensitivity of derived abundances to the atmospheric parameters and the fitting procedure. We reported the total formal error (σtotal) due to the
atmospheric parameters plus errors in the fitting procedure (σfit).
∆Teff ∆log g ∆ξt ∆[A/H] σfit σtotal
±100 K ±0.05 ±0.20 km s−1 ±0.11 dex
HALO
[C/Fe] ±0.04 ±0.01 ±0.02 ∓0.02 ±0.10/±0.16 0.11/0.17
[Mg/Fe] ∓0.08 ∓0.01 ±0.01 ±0.01 ±0.13/±0.18 0.15/0.20
[Ca/Fe] ±0.03 ±0.00 ±0.02 ∓0.02 ±0.09/±0.13 0.10/0.14
[Cr/Fe] ±0.17 ∓0.01 ∓0.02 ∓0.02 ±0.18/±0.38 0.25/0.42
[Fe/H] ±0.10 ∓0.02 ∓0.02 ∓0.10/∓0.07 ±0.02/±0.07 0.15/0.14
[Sr/Fe] ∓0.01 ±0.02 ∓0.02 ±0.02 ±0.12/±0.20 0.13/0.20
[Ba/Fe] ∓0.07/∓0.04 ∓0.11 ∓0.15 ±0.02 ±0.09/±0.21 0.22/0.29
CLUSTER
[C/Fe] ±0.04 ±0.01 ±0.03 ∓0.02 ±0.06 0.08
[Mg/Fe] ∓0.08 ∓0.01 ±0.00 ∓0.03 ±0.13 0.16
[Ca/Fe] ±0.04 ∓0.01 ±0.02 ∓0.02 ±0.08 0.09
[Cr/Fe] ±0.06 ±0.00 ∓0.01 ∓0.05 ±0.19 0.21
[Fe/H] ±0.10 ∓0.01 ∓0.03 ∓0.07 ±0.03 0.13
[Sr/Fe] ∓0.04 ±0.02 ±0.01 ±0.04 ±0.07 0.09
[Ba/Fe] ∓0.03 ∓0.11 ∓0.17 ±0.00 ±0.11 0.23
some stars are also consistent with the fSGB range, but due to the
large observational errors affecting barium abundances, we cannot
draw strong conclusions on the distribution of this element alone.
To quantify the probabilities that the abundance distributions in Sr
and Ba obtained for the fSGB, bSGB in the inner field and in those
for the outer field derive from the same parent distribution, we per-
formed some KS tests. The KS probabilities that the bSGB and the
fSGB abundances derive from the same distribution are 0.0000 both
for Sr and Ba. Similarly low are the probabilities when we compare
the fSGB and the halo, for which we obtain 0.0001 and 0.0047 for
Sr and Ba, respectively. On the other hand, the probabilities that
the bSGB and the halo Sr and Ba abundances derive from the same
distribution are 0.8180 and 0.5622, respectively.
In Fig. 13 we show the spectral features for Sr and Ba in
three halo stars, with the best-fit synthesis (blue) and the synthe-
sis corresponding to the mean chemical abundances for the fSGB
observed in the inner field (red). This figure illustrates well the limit
of our observations: e.g., while the chemical abundances of the two
RGBs (T207 and T198) is well distinct from the composition of the
fSGB, the uncertainties associated with some MS stars (e.g., T138)
are much larger. In the particular case of T138, the star with more
ambiguous position on the [Ba/Fe]-[Sr/Fe] plane (see Fig. 15), the
abundances for barium and strontium are in fact only slightly lower
than the fSGB average abundance.
Keeping in mind all the uncertainties we have, in particular
for the MS stars, the most robust comparison between the halo and
the cluster stars that we can make with our observations is by com-
bining results for the two analysed s-process elements Sr and Ba.
In Fig. 15 we show [Ba/Fe] as a function of [Sr/Fe] for the bSGB,
the fSGB and the halo stars. Stars with both Sr and Ba available
clearly distribute in the same manner as the bSGB stars. The two
stars not lying on the NGC 1851 sequence (see Sect. 3.2) have been
indicated with black crosses.
For completeness, in Fig. 15 we plot stars with only Sr or
Ba available as cyan dots separated by the horizontal and vertical
dashed lines, respectively. We comment briefly these four stars. As
previously discussed, due to the large errors in [Ba/Fe] we cannot
draw conclusions on the three stars with only Ba abundances avail-
able. Indeed, the large uncertainties associated with the single Ba
measurements for halo MS stars, that is about 0.29 dex as listed
in Tab. 5, do not allow us to confidently assign the two out three
stars with higher Ba to neither the s-rich or the s-poor group. The
location of the star with just Sr is inconclusive.
We can conclude that the analysis of our sample of halo stars
thus does not provide strong evidence for the presence of s-rich
stars corresponding to the fSGB population, insofar as all the stars
for which Ba and Sr abundances are available have values compat-
ible with those of the bSGB.
On the probability of observing s-rich stars, considering that
in the central field the fSGB contributes around 35% of the stars
(Milone et al. 2009), we would expect to observe 1.75/5 (with Sr
and Ba abundances available) at the high s-process composition of
the fSGB. We observe no such stars. As a further test, the binomial
probability of observing none out of five stars in the s-poor group
is 0.12, and none out of seven stars (if we include the two stars
with anomalous position on the CMD) is 0.05. These probablilties
are small, however we remark here that they are not zero, and fu-
ture analysis of larger sample of stars are necessary to increase the
sample of halo stars with available chemistry. As long as we refer
to our analysed sample, the present results provide no strong ev-
idence for the presence of s-rich stars, and indeed support a halo
populated by just bSGB s-poor stars. To make this statement more
conclusive we need to improve the statistics in the future and even-
tually reduce our 0.12 probability to ∼0.00. For these statistics we
assume the bSGB and fSGB fractions based on HS T and ground-
based photometry from Milone et al. (2009) that follow the SGB
split from the cluster center out to 8′ with no strong evidence for
different radial distribution of the two branches. Beyond this dis-
tance out to the tidal radius, there are too few SGB stars to identify
the sequences and determine their contribution to the total cluster
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mass. On the other hand, Zoccali et al. (2009) found that the fSGB
dramatically drops at a distance of ∼2.4′ from the center. We note
that since we have detected s-rich/fSGB stars up to ∼5′ from the
center, we confirm that there is no drop of fSGB stars at ∼2.4′.
As abundances for Sr and Ba were possible for 7/23 stars, in-
cluding two RGBs, we have 16 MS stars, including the four stars
with only Sr or Ba abundance available, that do not have available
abundances for both n-capture elements. To get chemical informa-
tion for these 16 stars we combined their observed spectra by sim-
ply averaging them with the same weight, so that we obtained a
spectrum with higher S/N. Then, we constructed two MOOG syn-
thetic spectra by averaging those corresponding to the atmospheric
parameters of each star: one with the mean Sr and Ba abundances
obtained for the bSGB (mean bSGB synthetic spectrum), and the
other with the mean Sr and Ba of the fSGB (mean fSGB synthetic
spectrum). The comparison between the mean observed halo spec-
trum and the mean bSGB and fSGB synthetic spectra is shown in
Fig. 14. The mean observed halo spectrum near the Sr and Ba spec-
tral features is clearly best matched by the mean bSGB synthetic
spectrum. The stars not analysed for individual abundances of Sr
and Ba have predominantly the bSGB abundances.
Regarding the other elements, halo chemical composition
agrees with that observed in the inner field of NGC 1851. As
shown in Fig. 12, the distributions of all the elements in the halo
are consistent with those observed in both the bSGB and fSGB, not
being any significant difference between the abundances obtained
for the two SGBs. The halo stars are enhanced in α elements Ca
and Mg, and roughly solar-scaled [Cr/Fe], although the rms in
this latter species is high due to observational errors. Carbon has
been inferred for five stars, including T066 (not on the cluster
sequence), the two red giants (T198 and T207), and two MS stars
(T186 and T207). The comparison with the C abundances in the
inner field can be done for just the two MS stars, as RGB stars have
undergone the first dredge-up bringing carbon into the internal
layers, resulting in lower surface abundances for this element.
The two MS stars T186 and T220 have [C/Fe]=−0.13 and −0.15,
respectively, and the mean difference with the median values
of the internal field are: ∆[C/Fe](cluster−halo)=+0.01±0.03 dex;
∆[C/Fe](bSGB cluster−halo)=+0.05±0.03 dex;
∆[C/Fe](fSGB cluster−halo)=−0.10±0.04 dex, that are consistent
with both the bSGB and fSGB (see Tab. 4).
We conclude that, for all the analysed elements, the chemical
composition of the halo is consistent with that observed in the clus-
ter (as shown in Fig. 12). In particular the s-elements are consistent
with the bSGB abundances. The similar abundance distributions
for all the elements with available measurements, is an additional
signature for cluster membership, and more in general, for the ex-
istence of a halo surrounding NGC 1851.
6 THE VELOCITY DISPERSION RADIAL PROFILE
Having established the existence of a halo of stars beyond the tidal
radius of NGC 1851, we can investigate the intrinsic RV dispersion
(σRV) of these outer stars in comparison with the inner field. To
this aim we used the procedure described in Mackey et al. (2014;
see their Sect. 4.2) that takes into account the contribution of obser-
vational errors to the RV dispersion. Briefly, we used a maximum
likelihood technique, assuming that the measured RVs for our stars
are normally distributed around the average value according to their
measurement uncertainties and the intrinsic cluster velocity disper-
sion. We can obtain numerical estimates for the intrinsic cluster
Figure 12. Box and whisker plot of the bSGB (blue), fSGB (red) and halo
(cyan) abundances. A boxed horizontal line indicates the interquartile range
(the middle 50% of the data) and median found for a particular element.
The vertical tails extending from the boxes indicate the total range of abun-
dances determined for each element, excluding outliers. Outliers (those 1.5
times the interquartile range) are denoted by open circles.
Figure 15. Barium as a function of strontium abundances relative to Fe for
the NGC 1851 system: halo stars are shown as cyan triangles, cluster bSGB
and fSGB have been represented in blue squares and red stars, respectively.
The two halo stars with anomalous position on the CMD have been indi-
cated with black crosses; while stars with just Ba or Sr abundances have
been represented with cyan dots.
velocity dispersion by maximising the logarithm of the joint proba-
bility function for the observed RVs. The procedure has been done
at three different bins of radial distances from the cluster center:
namely in the central field of 3′×3′ covered by HS T photometry,
in the inner field covered by ground-based photometry at a distance
from the center between ∼4′ and ∼9′, and for the stars in the outer
field that covers the halo.
Figure 16 shows the obtained intrinsic velocity dispersions in
our three radial bins. In the cluster field the velocity dispersion de-
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Figure 13. Some examples of observed and synthetic spectra around the measured Sr and Ba features for three NGC 1851 halo stars (T207, T198 and T138).
In each panel the points represent the observed spectrum, the blue line is the best-fitting synthesis; and the red line is the syntheses computed with the mean
abundances obtained for the fSGB in the NGC 1851 internal field.
Figure 14. Observed spectrum obtained from the average of the MS halo stars for which the Sr and Ba individual abundances were not possible due to the
low S/N. The observed spectrum, represented with black crosses, has been shown around the Sr (left and middle panels) and Ba (right panel) spectral features.
The blue and red synthesis represent the average MOOG synthesis of the averaged stars for the mean Sr and Ba abundances inferred for the cluster bSGB and
fSGB, respectively.
creases with radius, from ∼5 km s−1 in HS T field, to ∼4 km s−1
between 4′ and 9′. There is no significant difference between the
bSGB and fSGB. Scarpa et al. (2011) determined the velocity dis-
persion radial profile from FLAMES spectra using high-resolution
setups for 184 stars along the upper SGB and the lower RGB in
the inner field of NGC 1851. Their results are plotted, along with
ours, in Fig. 16. Our measurements agree with those reported by
Scarpa and collaborators within 1 σ. Out of the tidal radius we find
a dispersion comparable with that observed in the region between
4′ and 9′.
We note here that some physical and technical issues may af-
fect our σRV determination:
• Stellar masses: since most of the halo stars belong to the up-
per MS, while inner field stars are SGB, to properly compare the
σRV estimates at different radial distances we need to account for
the different masses of the stars. Lower mass stars should have
a higher dispersion, typically, than higher mass stars. However,
this effect is negligible in our sample, since the mass difference
between upper MS and SGB is small. To quantify, under energy
equipartition for two stars with masses m1 and m2 we have that
σRV2=σRV1 ×
√
m1/m2, that for a SGB with mass m1 ∼0.8M⊙ and a
MS star with mass m2 ∼0.7M⊙ would be σRV2 larger by ∼7% than
σRV1 ;
• Field contamination: although we exclude that this is an issue
in the inner field where we have much higher statistics, a low degree
of field contamination (∼2 stars out of 23) may affect our sample
of NGC 1851 RV-like stars in the halo, and may affect the value of
σRV. To estimate this effect we determined the radial velocity dis-
persion (σi, jRV) by excluding each pair of stars (i,j, with i=1,23 and
j=1,23) from our NGC 1851 halo sample. In the end, we obtained
an average dispersion of 3.72 km s−1 (rms=0.22) with σRV ranging
from 2.57 to 3.96 km s−1;
• Binaries: binary contamination can inflate the dispersion. As
discussed in Sect. 3, we do not expect a large fraction of binaries
in NGC 1851 (from Milone et al 2012 the fraction of binaries in
the central field outside the half-mass radius is ∼1.6%). Of course,
we cannot exclude that the halo stars may have, for some reason, a
larger binary fraction. For the NGC 1851 halo sample we do not see
any evidence for the presence of stars whose rms in RVs from dif-
ferent exposures significantly exceeds that introduced by the qual-
ity of the spectra (see Sect. 3 for more details);
• Possible fiber-to-fiber systematic errors: while the plate-to-
plate systematics are randomly distributed and are likely removed
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Figure 16. Intrinsic dispersions in RVs (σRV) as a function of the distance
from the cluster center (in logarithmic units) for the stars in the HS T cen-
tral field (within 3′×3′), the stars in the inner field covered by ground-based
photometry (between ∼4′ and 9′ from the cluster center), and in the outer
field (from the tidal radius up to ∼30′ from the cluster center). The color
codes are as follows: green is for the inner field stars of NGC 1851; cyan
for the halo of NGC 1851; blue and red are the stars in the inner field di-
vided in the bSGB and fSGB samples (see Sect. 5.1) respectively. The black
triangles are values derived in Scarpa et al. (2011). The dashed line shows
the location of the tidal radius.
using our procedure, fiber-to-fiber effects may be there as the
FLAMES fibers configuration that we used is the same for every
exposure (that means each star is observed with the same fiber).
Such effects are small, and never exceed ∼0.5 km s−1 (e.g., Som-
mariva et al. 2009).
With due consideration of all the issues affecting the σRV es-
timates, we may speculate that the apparently continuous nature of
the dispersion profile from the cluster to the halo provides yet more
evidence that the halo is associated with the cluster. We can also
exclude a truncation in the observed σRV in the vicinity of the tidal
radius, and that is contrary to the expectations from King-type the-
oretical models. The bSGB and fSGB observed in the inner field
are chemically different in the s-process elements, but they look
kinematically similar.
7 DISCUSSION AND CONCLUDING REMARKS
We have provided a spectroscopic analysis of the halo that sur-
rounds NGC 1851. In particular we have studied the nature of this
intriguing stellar structure by analysing RVs and elemental abun-
dances, providing for the first time a chemical inventory in a halo
surrounding a GC.
We have measured radial velocities and elemental abundances
of Fe, C, Mg, Ca, Cr, Sr and Ba in a sample of both halo and cluster
stars, from which we draw the following conclusions:
• the RV distribution in the observed halo field shows a peak
not expected from Galactic models at the characteristic RV of
NGC 1851, confirming the presence of a halo surrounding the clus-
ter;
• fifteen stars in the halo field exhibit radial velocities and metal-
licities consistent with the cluster field;
• our observed RV distribution agrees (apart from the RV range
of NGC 1851) with that expected from Galactic models, suggesting
that no other sub-structure, such as streams, is present in our field;
• the halo has the same metallicity distribution as NGC 1851.
None of the NGC 1851 RV-like stars found outside the tidal radius
shows a [Fe/H] content different from the range observed in the
inner field;
• the halo stars for which we could estimate abundances for Sr
and Ba show abundances consistent with those observed on the
bSGB, i.e., they have lower Sr and Ba compared with those of the
fSGB;
• our sample does not exhibit any strong evidence for the pres-
ence of stars with s-element abundances compatible with the fSGB.
Within the multiple stellar population context, qualitatively,
our observations are in agreement with a scenario in which: (i) the
first stellar population of NGC 1851 is made up of s-poor (bSGB)
stars; (ii) the second generation is expected to form in the central
region of the cluster possibly enriched in s-elements; (iii) while
the less radially concentrated first generation is lost early in the
cluster evolution due to the expansion and stripping of the clus-
ter outer layers resulting from early mass loss associated with first
generation supernova ejecta (e.g., D’Ercole et al. 2008). If this sce-
nario is correct, our observations constitute the first clear evidence
that GCs lose primarily first-generation stars by evaporation mech-
anisms. The chemical composition of field stars in the halo, that
is consistent with the first-generation stars in GCs, may mainly be
due to the evaporation of first-generation GC stars into the field.
Although the central relaxation time of NGC 1851 is small (of the
order of 107 yr), in the halo any dynamical time will be very long
due to the low density. So, while in the central part of the cluster
the timescales are short enough that the population is mixed, in the
external halo field, they are sufficiently long such that any initial
gradient may have been preserved.
It is worth noticing that in the CMDs shown by Milone et al.
(2009) there is no obvious difference in the radial distributions of
the bSGB and fSGB of NGC 1851 up to ∼8′ from the center. How-
ever, their observations are limited to a small region well within the
tidal radius of the cluster, and we cannot exclude different radial
gradients at more external regions. If the fSGB is more centrally
concentrated and the outer parts of the cluster are dominated by the
bSGB, then since outer stars are more easily lost, that would be con-
sistent with the bSGB dominance in the halo. We recall here that
both the s-poor, and possibly also the s-rich groups in NGC 1851
show internal variations in light elements (e.g., C, N, O, Na). The
presence of sub-populations within each main s-group makes the
scenario more complex, challenging the identification of the se-
quence of the various stellar bursts that gave origin to the multiple
stellar populations in this GC. An exhaustive study of the radial dis-
tributions of the NGC 1851 stellar groups should account also for
the presence of these sub-populations.
The main question here is: why does NGC 1851 possess a stel-
lar halo with these kinematic and chemical properties? In principle
the presence of a halo may be simply consistent with a stellar sys-
tem that is losing its external stars into the field. On the other hand,
GCs are expected to follow a King profile, with the surface density
drastically dropping at the tidal radius. It has been well established
that while King models succeed in describing the internal stellar
surface-brightness profiles, they often fail in the outer regions of
clusters, including the Milky Way GCs (e.g., McLaughlin & van der
Marel 2005; Carballo-Bello et al. 2012). GCs surface-brightness
profiles suggest that stellar clusters do not simply truncate on the
King tidal radius, but have low density extended halos. All GCs
should be stressed, to different extent, by interactions with the host
galaxy. Hence, deviations from the King profile could not be sur-
prising. McLaughlin & van der Marel (2005) have shown that the
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observed surface-brightness profiles of GCs is generally better re-
produced by a modified isothermal sphere based on an ad hoc stel-
lar distribution function developed for elliptical galaxies by Wilson
(1975). The corresponding Wilson tidal radius of McLaughlin &
van der Marel (2005) is larger than that derived assuming a King
profile, being ∼45′ for NGC 1851. However, although we can for-
mally fit the surface-brightness profiles of GCs in the regions be-
yond the King radius adopting ad hoc analytical templates, in many
cases it remains unclear why we observe such halo envelopes. For
NGC 1851 the main question could hence not be why it possess
a halo, but why it shows such a peculiarly uniform halo, without
evident tidal features in the large photometric field analysed by Ol-
szweski et al. (2009).
The NGC 1851 halo may be a more interesting case, as it ex-
tends for 67′ from the cluster center, that is much farther than any
estimate for its tidal radius present in the literature. Its very low
density, as determined in Olswzeski et al., would make it easily
perturbed by passages through the disk. According to Dinescu et
al. (1999), NGC 1851 is at a distance from the galactic center of
16.0 kpc, its orbit has apogalacticon and perigalacticon distances
of ∼30 kpc and ∼5 kpc, respectively, a high eccentricity of ∼0.7,
and passes through the disk of the Milky Way five times per Gyr.
Hence, it seems unlikely that an outer envelope of stars remains
attached to the cluster for a Hubble time or, alternatively, that the
cluster could shed sufficient stars to make such a huge envelope in
half an orbit.
Our spectroscopic sample of stars does not show any evidence
of tidal streams. Although our observations allow us to draw this
conclusion only for a relatively small region of the halo, Olswzeski
et al. did not find any evidence for tidal streams in their large field
of view. This apparent lack of streams in the Olswzeski et al. anal-
ysis is puzzling. It is difficult to envisage a scenario that assumes
that such an extended low-density halo is bound to NGC 1851, if
the cluster has been in orbit around the Milky Way for a signifi-
cant portion of a Hubble time. However, even if it seems unlikely,
we cannot exclude that, if the cluster has been in orbit around the
Galaxy for a long time, we are seeing a particular phase of the
NGC 1851 evolution: e.g., a very extended envelope of stars that
is in the process of escaping from the cluster, but still bound to it.
NGC 1851 is currently at an intermediate distance from the galac-
tic center between the apogalacton and perigalacticon, and it is at
a distance of 7.1 kpc from the Galactic plane (Djorgovski 1993),
that is around the maximum distance from the plane allowed by its
orbit (Dinescu et al. 1999). The halo may have formed after the last
passage through the disk, and will then be largely swept away next
time the cluster crosses the disk and, presumably, recreated as the
cluster moves through the halo in the half-orbit time before the next
disk crossing. Future dynamical simulations may be enlightening in
this regard, and should prove if such a scenario is plausible for the
formation of the NGC 1851 halo.
Alternatively, it is tempting to speculate that we really are see-
ing a system that has been captured relatively recently and the enve-
lope does represent the former dwarf galaxy. In this case, there just
have not been enough orbits yet for the envelope to be completely
stripped off by passages through the disk. Hence it is possible that
the halo population could look like the first generation in the cluster
in the same way that the first generation in most globular clusters
looks like the field halo population at the same [Fe/H]. If this hy-
pothesis is correct, then we would expect that the halo population
does not host stars enriched in Na because dwarf galaxies do not
show Na-O anticorrelations.
The first cluster proposed to be the nucleus of a dwarf tidally
disrupted through Milky Way interactions was ω Centauri (Norris
et al. 1996). Assuming a similar scenario, it would be less prob-
lematic to understand the large chemical variations, also in heavy
elements, displayed by this cluster (e.g., Norris & Da Costa 1995;
Johnson & Pilachowski 2010; Marino et al. 2011a). Although less
pronounced, NGC 1851 shows chemical and photometric peculiar-
ities similar to those of ω Centauri (e.g., Milone et al. 2008; Yong
& Grundahl 2008; Villanova et al. 2010; Carretta et al. 2010). In
contrast to NGC 1851, for the case of ω Centauri there is no evi-
dence for stellar halo envelopes, probably because its location rel-
atively close the Galactic Centre and its tightly bound orbit. These
ensure that Galactic tidal forces at its location are relatively strong
so that any loosely bound population is quickly removed prevent-
ing the survival of any such structure to the present-day (see Da
Costa & Coleman 2008). If the accretion of ω Centauri has not
occurred recently there has been time to remove the loosely bound
outer envelope that could have originally surrounded the cluster. On
the other hand, M 54, that is the GC associated with the nucleus of
the Sagittarius dwarf galaxy, preserves an external envelope, that is
the field population of the Sagittarius. Collectively, these facts may
reinforce the conjecture that anomalous GCs could represent the
surviving nuclei of dwarf galaxies disrupted by tidal interactions
with the Milky Way, and we can speculate that the halo surround-
ing NGC 1851 is the remnant of the parent dwarf galaxy.
To test the feasibility of this hypothesis, dynamical simula-
tions taking into account the tidal interactions between the Milky
Way and dwarfs are fundamental. Recent simulations presented in
Bekki & Yong (2012) show that the halo in NGC 1851 can be repro-
duced if this object formed in a dwarf galaxy environment, through
the merger of two clusters (corresponding to the s-rich and s-poor
groups) that sink into the center of the host galaxy. From their sim-
ulations, they expect to have three stellar populations in the halo:
the s-poor and the s-rich stars, plus a third population representing
the field of the host dwarf.
Our results seem to not strongly favour this idea. Assuming
that each of the three populations should be equally represented in
the halo, we have not found any clear evidence for the presence
of either the s-rich stars or a third population differing from the
metal distribution observed in NGC 1851 to be associated with a
field population from the host galaxy. If, following the Bekki sce-
nario, we assume that the three populations are equally represented
(e.g., fSGB=33%; bSGB=33%, and field=33%), the probability to
not observe any star with the Ba and Sr abundances of the fSGB
population of NGC 1851, even if not null, is low (see Sect. 5.2).
This suggests that, even with our modest statistics, it is unlikely
that there are three populations equally represented in the field, as
in the Bekki & Yong scenario.
Furthermore, even if an internal metallicity variation of the
order of 0.10 dex in the halo (that we cannot see because of ob-
servational errors) cannot be ruled out, the metal distribution of
the external field (15 stars) is very similar to that observed within
the tidal radius. This favours the idea that the halo does not host
stellar populations with metallicities too distinctive with respect to
NGC 1851, but we cannot completely exclude that the lack of such
stars is instead introduced by photometric selection effects that can
affect our sample. We note that Olswzeski et al. found evidence
for the presence of at least the two SGB populations (bSGB and
fSGB) in the CMD of the NGC 1851 halo. However, it is possible
that their fSGB may not correspond to the one observed in the clus-
ter; given they found a significantly larger separation between the
two SGBs than that found out to 8′ from the cluster center (Milone
et al. 2009).
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As previously discussed, the halo population we are actually
observing could be either the s-poor population observed in the
cluster or the field population of the host galaxy, that may show the
same metallicity and chemical properties of the cluster bSGB. In
the latter case, we don’t have to see Bekki & Yong’s postulated 3rd
population, as it may be the same as the cluster first generation and
we may have to look at a lot of halo stars to see a different [Fe/H]
distribution from that of the cluster first generation. It is also worth
noting that the dynamical simulations by Bekki & Yong assume
NGC 1851 is the result of a merger between two clusters. It might
be interesting to see if similar simulations assuming the NGC 1851
various groups formed in a self-pollution scenario are able to better
reproduce the observations.
The lack of a drop in the velocity dispersion profile is another
piece of evidence that makes NGC 1851 hardly compatible with the
King model. A similar lack is intriguingly seen in M 54, the GC ly-
ing at the center of Sagittarius. This GC shows a velocity dispersion
profile that falls off with the distance from the cluster center, and
increases outside, due to either contamination from Sagittarius in
the external part of the cluster or to tidal harassment from the host
galaxy (Bellazzini et al. 2008). In the hypothesis that the NGC 1851
halo represents the parent galaxy population, we would qualita-
tively expect a relatively high velocity dispersion for the halo. On
the other hand, if the halo is simply formed by stars evaporating
from NGC 1851, it may be that the stars in the region outside the
tidal radius are undergoing some kind of heating, due to either tides
and/or unseen (dark) matter or modified Newtonian dynamics? We
are not able to answer this question here. We only note that, accord-
ing to dynamical simulations presented in Ku¨pper et al. (2010), the
velocity dispersion of unbound escaping stars outside GC tidal radii
should significantly increase and flattening due to tidal interactions
with the Milky Way. The orbit of NGC 1851 suggests that it is not
at its perigalacticon and it is at its largest distance from the Galactic
plane, but according to Ku¨pper et al. this effect, even if magnified
at the perigalacticon, seems to be present at any location on the or-
bit. We note however that our sample of 23 stars outside the tidal
radius may still be bound to the cluster. Future investigations on the
velocity dispersions in the halo of NGC 1851 may give information
on the nature of the NGC 1851+halo system, assuming that mea-
surements will be available at different radial locations in the halo
and with better statistics.
We conclude that the presence of such an extended halo in
NGC 1851 may suggest that the complex chemical enrichment in
this GC has taken place in a dwarf whose nucleus is NGC 1851. In-
terestingly, the location of NGC 1851 coincides with the disk of
satellites, a relatively thin, highly inclined plane defined by the
distribution of luminous Milky Way satellite galaxies (Kroupa et
al. 2005; Metz et al. 2007; Pawlowski et al. 2012; Pawlowski &
Kroupa 2013). It would be interesting in the future to see whether
NGC 1851 is co-orbiting with this structure or not.
It is conceivable that NGC 1851’s host galaxy was tidally dis-
rupted by the collision and its stars were dispersed into the Milky
Way halo in a similar way as what we observe with M54 and the
Sagittarius dwarf today. The ultra low density halo of NGC 1851
could therefore be the last trace of its ancient host. Our spectro-
scopic analysis provides, for the first time, chemical abundances
from low resolution data and the identification of two low RGB
halo stars lying on the fiducial of NGC 1851, that may be useful to
follow-up at higher resolution. The present analysis is confined to
a relatively small sample, that does not show strong evidence for s-
enrichment. We stress however that in the future, we need to extend
this analysis to larger fields to increase the statistics and possibly
confirm the lack/deficiency of fSGB stars in the halo that result
from the present study.
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