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2Guaranteed Performance of Nonlinear Attitude
Filters on the Special Orthogonal Group SO(3)
Hashim A. Hashim, Lyndon J. Brown, and Kenneth McIsaac
Abstract—This paper proposes two novel nonlinear attitude
filters evolved directly on the Special Orthogonal Group SO (3)
able to ensure prescribed measures of transient and steady-
state performance. The tracking performance of the normalized
Euclidean distance of attitude error is trapped to initially start
within a large set and converge systematically and asymptotically
to the origin from almost any initial condition. The convergence
rate is guaranteed to be less than the prescribed value and the
steady-state error does not exceed a predefined small value. The
first filter uses a set of vectorial measurements with the need
for attitude reconstruction. The second filter does not require
attitude reconstruction and instead uses only a rate gyroscope
measurement and two or more vectorial measurements. These
filters provide good attitude estimates with superior convergence
properties and can be applied to measurements obtained from
low cost inertial measurement units (IMUs). Simulation results
illustrate the robustness and effectiveness of the proposed attitude
filters with guaranteed performance considering high level of
uncertainty in angular velocity along with body-frame vector
measurements.
Index Terms—Nonlinear complementary filter, Attitude esti-
mator, observer, estimates, special orthogonal group, error func-
tion, prescribed performance function, systematic convergence,
transformed error, steady-state error, transient error, SO(3), PPF,
IMUs.
I. INTRODUCTION
ATTITUDE estimation of rigid-body systems plays anessential role in many engineering applications such as
robotics, aerial and underwater vehicles and satellites. The
orientation of the rigid-body can be reconstructed algebraically
given that two or more known inertial vectors as well as
their body-frame vectors are available at each time instant
for measurement, for example using TRIAD or QUEST al-
gorithms [1,2] and singular value decomposition (SVD) [3].
Nonetheless, body-frame measurements are corrupted with
unknown constant bias and random noise components and
the static estimation in [1–3] provides unsatisfactory results,
in particular, if the moving body is equipped with low-cost
inertial measurement units (IMUs) [4,5].
During the last few decades, a remarkable effort has been
done to achieve higher filtering performance with noise re-
duction through Gaussian filters. One of the earliest detailed
derivations of a Gaussian filter is the extended Kalman filter
(EKF) in [6]. A novel Kalman filter was proposed later in
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[7] and showed better results in comparison with the EKF
in [6]. Also, other Gaussian filters have been proposed, such
as multiplicative EKF (MEKF) [8,9], invariant EKF [10], and
geometric approximate minimum-energy filter [11]. A good
survey of Gaussian attitude filters can be found in [4,15].
However, nonlinear deterministic attitude filters have better
tracking performance, and require less computational power
when compared to Gaussian filters [4,5,15]. Accordingly,
nonlinear deterministic attitude filters received considerable
attention [4,5,15].
The need for attitude filters robust against uncertainty in
measurement sensors, especially with the development of low-
cost IMUs, played a significant role in the development of
nonlinear attitude filters, for example [5,12–17]. These filters
can be easily fitted knowing a rate gyroscope measurement
and two or more vectorial measurements taken, for instance,
by low-cost IMUs. In general, the nonlinear attitude filter
is achieved via careful selection of the error function. The
selected error function in [18] underwent slight modifications
in [5,12,14], overall performance, however, was not signif-
icantly changed. The main problem of the error function
in [5,12,14,18] consists in the slow convergence, especially
with large initial attitude error. A new form of the error
function presented in [13,19] offered faster error convergence
to the equilibrium point. In addition, recently proposed robust
nonlinear stochastic attitude filters offer fast convergence of
the attitude error to small neighborhood of the equilibrium
point [15,16]. However, no systematic convergence is observed
in [13,15,16,19] in other words, the transient performance does
not follow a predefined trajectory and the steady-state error
can not be controlled. Thus, the prediction of transient and
steady-state error performance is almost impossible.
Prescribed performance signifies trapping the error to ini-
tiate arbitrarily within a given large set and reduce system-
atically and smoothly to a given small residual set [20]. The
convergence of the error is constrained by a specified range
during the transient as well as the steady-state performance.
The aim of prescribed performance is to relax the constrained
error and transform it to a new unconstrained form. Accord-
ingly, the new form allows one to keep the error below the
predefined value which could be useful in the estimation and
control process. Prescribed performance has been implemented
successfully in many control applications such as two degree
of freedom planar robot [20,21], nonlinear control with input
saturation [22], and uncertain multi-agent system [23,24].
Attitude error function is an essential step for the construction
of any nonlinear attitude filter, as it is directly related to the
convergence behavior of the error trajectory.
3Accordingly, two robust nonlinear attitude filters on the
Special Orthogonal Group SO (3) with predefined transient
as well as steady-state characteristics are proposed in this
paper. An alternate attitude error function is selected such
that the error is defined in terms of normalized Euclidean
distance. The error function is forced to be contained and start
within a predefined large set and reduce systematically and
smoothly to a known small set. Therefore, the aforementioned
error is constrained and as it approaches zero the transformed
error, which is a new form of unconstrained error, approaches
the origin and vice versa. These filters ensure boundedness
of the closed loop error signals with attitude error being
regulated asymptotically to the origin. The attitude estimators
ensure faster convergence properties and satisfy prescribed
performance better than similar estimators considered in the
literature. The fast convergence is mainly attributed to the
behavior of the estimator gains, which are dynamic. The first
filter needs a rate gyroscope measurement and a set of two
or more vectorial measurements to obtain online algebraic
reconstruction of the attitude. The second filter uses the rate
gyroscope measurement combined with the aforementioned
vectorial measurements directly avoiding the need for attitude
reconstruction.
The remainder of the paper is organized as follows: Section
II gives a brief review of the mathematical notation, SO (3)
parameterization, and a number of selected relevant identities.
Section III formulates the attitude problem, presents the esti-
mator structure and error criteria, and formulates the attitude
error in terms of prescribed performance. The two proposed
filters and the associated stability analysis are demonstrated
in Section IV. Section V illustrates through simulation the
effectiveness and robustness of the proposed filters. Finally,
Section VI summarizes the work with concluded remarks.
II. MATH NOTATION
In this paper, R+ refers to the set of non-negative real
numbers. Rn is the real space with n dimensions while Rn×m
stands for the real space of dimensions n×m. The Euclidean
norm of x ∈ Rn is expressed as ||x|| =
√
x>x, with >
denoting the transpose of the associated component. λ (·)
represents a group of eigenvalues of a matrix while λ (·)
is the minimum eigenvalue. In denotes an n-by-n identity
matrix, and zero vector 0n has n-rows and one column. Let
SO (3) represent the Special Orthogonal Group. The rigid-
body attitude is expressed as a rotational matrix R:
SO (3) :=
{
R ∈ R3×3∣∣R>R = I3, det (R) = 1}
where In is an n-by-n identity matrix, and det (·) denotes the
determinant of the matrix. so (3) is the Lie-algebra associated
with SO (3) and can be defined by
so (3) :=
{A ∈ R3×3∣∣A> = −A}
where A is the space of skew-symmetric matrices. Define the
map [·]× : R3 → so (3) such that
A = [α]× =
 0 −α3 α2α3 0 −α1
−α2 α1 0
 , α =
 α1α2
α3
 ∈ R3
For all α, β ∈ R3, we have [α]× β = α×β such that the cross
product of two vectors is denoted by ×. Consider that the vex
operator is the inverse of [·]×, represented by vex : so (3)→
R3 where vex (A) = α for all α ∈ R3 and A ∈ so (3). Let
Pa stand for the anti-symmetric projection component on the
Lie-algebra so (3) [25], expressed as Pa : R3×3 → so (3),
thus
Pa (B) = 1
2
(B − B>) ∈ so (3)
for all B ∈ R3×3. The normalized Euclidean distance of a
rotation matrix on SO (3) can be represented as follows
||R||I := 1
4
Tr {I3 −R} (1)
with Tr {·} being the trace of the associated matrix and
||R||I ∈ [0, 1]. Knowledge of axis parameterization u ∈ R3
and angle of rotation α ∈ R is sufficient for the reconstruction
of the rigid-body attitude. This attitude reconstruction method
is referred to as angle-axis parameterization [26]. One can
define the mapping of angle-axis parameterization to SO (3)
by Rα : R× R3 → SO (3) and obtain
Rα (α, u) = exp
(−α [u]×)
= I3 + sin (α) [u]× + (1− cos (α)) [u]2× (2)
The identities below will be used in the filter derivation
[α× β]× =βα> − αβ>, α, β ∈ R3 (3)
[Rα]× =R [α]×R
>, R ∈ SO (3) , α ∈ R3 (4)
[α]
2
× =− α>αI3 + αα>, α ∈ R3 (5)
B [α]× + [α]×B =Tr {B} [α]× − [Bα]× ,
B = B> ∈ R3×3, α ∈ R3 (6)
Tr {[A,B]} =Tr {AB −BA} = 0, A,B ∈ R3×3
(7)
Tr
{
B [α]×
}
=0, B = B> ∈ R3×3, α ∈ R3 (8)
Tr
{
A [α]×
}
=Tr
{Pa (A) [α]×} = −2vex (Pa (A))> α,
A ∈ R3×3, α ∈ R3 (9)
III. PROBLEM FORMULATION WITH PRESCRIBED
PERFORMANCE
Attitude estimator relies on a collection of inertial-frame
and body-frame vectorial measurements. In this section, the
attitude problem is defined, and body-frame and gyroscope
measurements are presented. Next, the attitude error is defined
and reformulated to satisfy a desired measure of transient and
steady-state performance.
A. Attitude Kinematics and Measurements
R ∈ SO (3) stands for the rotational matrix, and therefore
the orientation of the object in the body-frame {B} relative
to the inertial-frame {I} can be represented by the attitude
matrix R ∈ {B} as illustrated in Figure 1.
Let the superscripts I and B denote a vector associated
with the inertial-frame and body-frame, respectively. Consider
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Fig. 1. The relative orientation between body-frame and inertial-frame of a
rigid-body in 3D space.
vIi ∈ R3 to be a known vector in the inertial-frame and to
be measured in the coordinate system fixed to the rigid-body
such that
vBi = R
>vIi + b
B
i + ω
B
i (10)
where vBi ∈ R3 is the ith body-frame measurement associated
with vIi . b
B
i ∈ R3 stands for the bias component, and
ωBi ∈ R3 denotes the noise component attached to the ith
body-frame measurement for i = 1, 2, . . . , n. Suppose that the
instantaneous set of size n ≥ 2 consisting of known inertial-
frame and measured body-frame vectors is non-collinear.
Therefore, the attitude can be established. Moreover, two non-
collinear vectors (n = 2) are generally sufficient for attitude
reconstruction, e.g., [2,4,5,15,16,27]. In case when n = 2, the
third inertial-frame and body-frame vectors can be obtained by
the cross product such that vI3 = v
I
1 × vI2 and vB3 = vB1 × vB2 ,
respectively. The inertial-frame and body-frame vectors can be
normalized and their normalized values can be implemented
in the estimation of the attitude in the following manner
υIi =
vIi
||vIi ||
, υBi =
vBi
||vBi ||
(11)
Hence, the attitude can be obtained knowing υIi and υ
B
i . For
simplicity, it is considered that the body frame vector (vBi ) is
noise and bias free in the stability analysis. The Simulation
Section, on the other hand, takes noise and bias associated
with the measurements into account. The angular velocity of
the moving body relative to the inertial-frame is measured by
the rate gyros as
Ωm = Ω + b+ ω (12)
where Ω ∈ R3 is the true value of angular velocity and b and
ω denote the bias and noise components, respectively, attached
to the measurement of angular velocity for all b, ω ∈ R3. The
kinematics of the true attitude are described by
R˙ = R [Ω]× (13)
where Ω ∈ {B}. Considering the normalized Euclidean
distance of R in (1) and the identity in (9), the kinematics of
the true attitude in (13) can be defined in terms of normalized
Euclidean distance as
d
dt
||R||I = −1
4
Tr
{
R˙
}
= −1
4
Tr
{Pa (R) [Ω]×}
=
1
2
vex (Pa (R))>Ω (14)
For the sake of simplicity, let us neglect the noise attached to
angular velocity measurements such that the kinematics of the
normalized Euclidean distance in (14) become
d
dt
||R||I = 1
2
vex (Pa (R))> (Ωm − b) (15)
Now, we introduce Lemma 1 which is going to be applicable
in the subsequent filter derivation.
Lemma 1. Let R ∈ SO (3), MB = (MB)> ∈ R3×3, MB be
nonsingular, Tr
{
MB
}
= 3, and M¯B = Tr
{
MB
}
I3 −MB,
while the minimum singular value of M¯B is λ := λ
(
M¯B
)
.
Then, the following holds:
||vex (Pa (R)) ||2 = 4 (1− ||R||I) ||R||I (16)
2
λ
||vex (Pa (MBR)) ||2
1 + Tr
{
(MB)−1MBR
} ≥ ∥∥MBR∥∥
I
(17)
Proof. See Appendix A.
B. Estimator Structure and Error Criteria
The goal of attitude estimator in this work is to achieve
accurate estimate of the true attitude satisfying transient as
well as steady-state characteristics. In this subsection general
framework of the nonlinear attitude filter on SO (3) is intro-
duced. Next, the error dynamics are expressed with respect
to normalized Euclidean distance. Let Rˆ denote the estimate
of the true attitude R and R˜ = R>Rˆ denote the attitude
error between body-frame and estimator-frame. Consider the
following nonlinear attitude filter on SO (3)
˙ˆ
R = Rˆ
[
Ωm − bˆ−W
]
×
, Rˆ (0) = Rˆ0 (18)
˙ˆ
b =
1
2
Kbvex (Pa (Φ)) , bˆ (0) = bˆ0 (19)
W = 2KWvex (Pa (Φ)) (20)
with bˆ being the estimate of the true rate-gyro bias b, Kb
being a time-variant gain associated with bˆ, KW being a time-
variant gain associated with the correction factor W , and Φ
being a matrix associated with attitude error R˜. Define the
unstable set U ⊆ SO (3) by U :=
{
R˜0
∣∣∣Tr{R˜0} = −1} with
R˜0 = R˜ (0). Kb, KW , and Φ will be defined subsequently.
In particular, the dynamic gains Kb and KW will be selected
such that their values become increasingly aggressive as R˜
approaches the unstable equilibria Tr
{
R˜0
}
→ −1, and reduce
significantly as R˜ approaches I3.
5Remark 1. In the conventional design of nonlinear attitude
filters, for example [4,5,12,14], Kb and KW are selected as
positive constant gains. However, the weakness of the conven-
tional design of nonlinear attitude filters is that smaller values
of Kb and KW result in slower transient performance with
less oscillatory behavior in the steady-state. In contrast, higher
values of Kb and KW generate faster transient performance
with higher oscillation in the steady-state.
Consider the error between body-frame and estimator-frame
being defined as
R˜ = R>Rˆ (21)
Also, define the error in bias estimation by
b˜ = b− bˆ (22)
From (13) and (18) the error dynamics can be found to be
˙˜R = R>Rˆ
[
Ωm − bˆ−W
]
×
− [Ω]×R>Rˆ
= R˜
[
b˜−W
]
×
+ R˜ [Ω]× − [Ω]× R˜ (23)
Considering (13) and (14), the error dynamics in (23) are
represented with regards to normalized Euclidean distance
d
dt
||R˜||I = d
dt
1
4
Tr
{
I3 − R˜
}
= −1
4
Tr
{
R˜
[
b˜−W
]
×
}
− 1
4
Tr
{[
R˜, [Ω]×
]}
=
1
2
vex
(
Pa
(
R˜
))> (
b˜−W
)
(24)
where Tr
{
R˜
[
b˜
]
×
}
= −2vex
(
Pa
(
R˜
))>
b˜ as given in (9)
and Tr
{[
R˜, [Ω]×
]}
= 0 as defined in (7).
C. Prescribed Performance
This subsection aims to reformulate the problem such
that the normalized Euclidean distance of the attitude error
||R˜ (t) ||I satisfies the predefined transient as well as steady-
state measures set by the user. Initially, the error ||R˜ (t) ||I is
contained within a predefined large set and decreases system-
atically and smoothly to a predefined narrow set through a pre-
scribed performance function (PPF) [20]. This is accomplished
by first defining a configuration error function [20,23,24]. Let
ξ (t) be a positive smooth and time-decreasing performance
function such that ξ : R+ → R+ and lim
t→∞ ξ (t) = ξ∞ > 0.
The general expression of the PPF is as follows
ξ (t) = (ξ0 − ξ∞) exp (−`t) + ξ∞ (25)
where ξ0 = ξ (0) is the upper bound of the predefined large
set, also known to be the initial value of the PPF, ξ∞ is the
upper bound of the small set such that the steady-state error
is confined by ±ξ∞, while ` is a positive constant controlling
the convergence rate of the set boundaries ξ (t) with respect
to time from ξ0 to ξ∞. It is sufficient to force ||R˜ (t) ||I to
obey a predefined transient and steady-state characteristics, if
the following conditions are met:
−δξ (t) < ||R˜ (t) ||I < ξ (t) , if ||R˜ (0) ||I ≥ 0,∀t ≥ 0 (26)
−ξ (t) < ||R˜ (t) ||I < δξ (t) , if ||R˜ (0) ||I < 0,∀t ≥ 0 (27)
where δ is selected such that 1 ≥ δ ≥ 0. The tracking error
||R˜ (t) ||I , with PPF decreasing systematically from a known
large set to a known small set in accordance with (26) and
(27) is illustrated in Figure 2.
Remark 2. As explained in [20,23], knowing the sign of
||R˜ (0) ||I is sufficient to satisfy the performance constraints
and maintain the error convergence within the predefined
dynamically decreasing boundaries for all t > 0. Since
||R˜ (0) ||I ∈ [0, 1], ||R˜ (0) ||I is guaranteed to be greater than
or equal to 0 for any attitude initialization, and therefore the
only possible condition is (26). If the condition in (26) is
met, the maximum steady-state error will be less than ξ∞, the
maximum overshoot will be less than −δξ (0), and ||R˜ (t) ||I
will be confined between ξ (t) and δξ (t) as given in the upper
portion of Figure 2.
Let us define
||R˜ (t) ||I = ξ (t)Z (E) (28)
with ξ (t) ∈ R being given in (25), E ∈ R being a transformed
error, and Z (E) being a smooth function which satisfies
Assumption 1:
Assumption 1. The smooth function Z (E) must satisfy [20]:
P 1) Z (E) is smooth and strictly increasing.
P 2) Z (E) is bounded between two predefined bounds
−δ < Z (E) < δ¯, for||R˜ (0) ||I ≥ 0
with δ¯ and δ being positive constants and δ ≤ δ¯.
P 3) lim
E→−∞
Z (E) = −δ and lim
E→+∞
Z (E) = δ¯ where
Z (E) = δ¯ exp (E)− δ exp (−E)
exp (E) + exp (−E) (29)
One could find the transformed error to be
E
(
||R˜ (t) ||I , ξ (t)
)
= Z−1
(
||R˜ (t) ||I
ξ (t)
)
(30)
where E ∈ R, Z ∈ R and Z−1 ∈ R are smooth functions. For
clarity, let ξ := ξ (t), ||R˜||I := ||R˜ (t) ||I and E := E (·, ·).
The transformed error E plays a prominent role driving the
error dynamics from constrained form in either (26) or (27)
to that in (30) which is unconstrained. One can find from (29)
that the transformed error is
E =1
2
ln
δ + ||R˜||I/ξ
δ¯ − ||R˜||I/ξ
(31)
Remark 3. [20,23] Consider the transformed error in (31).
If E (t) is guaranteed to be bounded for all t ≥ 0, the
performance function ξ (t) can be used to bound the transient
and steady-state of the tracking error (||R˜||I ) allowing it to
achieve the prescribed performance.
Proposition 1. Consider the normalized Euclidean distance
error ||R˜||I being defined by (1) and from (28), (29), (30) let
6Fig. 2. A detailed representation of tracking normalized Euclidean distance error ||R˜ (t) ||I with PPF satisfying (a) Eq. (26); (b) Eq. (27).
the transformed error be given as in (31) with δ = δ¯. Then
the following statements hold.
(i) The transformed error E > 0∀||R˜||I 6= 0 and E = 0
only at ||R˜||I = 0.
(ii) The critical point of E satisfies ||R˜||I = 0.
(iii) The only critical point of E is R˜ = I3.
Proof. Letting δ = δ¯ with the prescribed
performance constraints ||R˜||I ≤ ξ, the expression(
δ + ||R˜||I/ξ
)
/
(
δ¯ − ||R˜||I/ξ
)
in (31) is always greater
than or equal to 1. Accordingly, E > 0∀||R˜||I 6= 0 and E = 0
at ||R˜||I = 0 which proves (i). For (ii) and (iii), from (1),
||R˜||I = 0 if and only if R˜ = I3. Thus, the critical point of
E satisfies R˜ = I3 and, consequently, also satisfies ||R˜||I = 0
which proves (ii) and (iii). Let us define a new variable
µ := µ
(
||R˜||I , ξ
)
such that
µ =
1
2ξ
∂Z−1
(
||R˜||I/ξ
)
∂
(
||R˜||I/ξ
)
=
1
2ξ
(
1
δ + ||R˜||I/ξ
+
1
δ¯ − ||R˜||I/ξ
) (32)
Consequently, the derivative of the transformed error is gov-
erned by
E˙ = 1
2ξ
(
1
δ + ||R˜||I/ξ
+
1
δ¯ − ||R˜||I/ξ
)(
d
dt
||R˜||I − ξ˙
ξ
||R˜||I
)
= µ
(
1
2
vex
(
Pa
(
R˜
))> (
b˜−W
)
− ξ˙
ξ
||R˜||I
)
(33)
with direct substitution of (24) in (33). Next section presents
two nonlinear attitude filters on SO (3) with prescribed perfor-
mance which guarantees E ∈ L∞,∀t ≥ 0 and, thus, satisfies
(26) provided that 0 ≤ ||R˜ (0) ||I < ξ (0).
IV. NONLINEAR COMPLEMENTARY FILTERS ON SO (3)
WITH PRESCRIBED PERFORMANCE
The primary objective of this section is to propose two
nonlinear attitude estimators on SO (3) with normalized Eu-
clidean distance error satisfying a predefined transient as well
as steady-state performance given by the user. The constrained
error ||R˜||I is relaxed to unconstrained E . The first filter is
termed a semi-direct attitude filter with prescribed perfor-
mance because it requires the attitude to be reconstructed
via the set of vectorial measurements as defined in (11), in
addition to the measurement of the angular velocity in (12).
The second filter is called a direct attitude filter with prescribed
performance because it uses the vectorial measurements in
(11) and the angular velocity measurement in (12) directly
without the need for attitude reconstruction.
A. Semi-direct Attitude Filter with Prescribed Performance
Let Ry denote the reconstructed attitude of R. There are
many methods to reconstruct Ry , for instance, TRIAD [1],
QUEST [2], or SVD [3]. Consider the following filter kine-
matics
˙ˆ
R = Rˆ
[
Ωm − bˆ−W
]
×
, Rˆ (0) = Rˆ0 (34)
˙ˆ
b =
1
2
γµEvex
(
Pa
(
R˜
))
, bˆ (0) = bˆ0, R˜ = R
>
y Rˆ (35)
W = 2
kwµE − ξ˙/4ξ
1− ||R˜||I
vex
(
Pa
(
R˜
))
, R˜ = R>y Rˆ (36)
with E and µ being defined in (31) and (32), respectively, kw
and γ being positive constants, ||R˜||I = 14Tr
{
I3 − R˜
}
being
defined in (1), ξ being PPF defined in (25), and bˆ being the
estimate of b.
Theorem 1. Consider the rotation kinematics in (13), mea-
surements of angular velocity in (12) with no noise associated
with the measurement Ωm = Ω+b, in addition to other vector
measurements given in (10) coupled with the filter in (34),
(35) and (36). Suppose that measurements can be made on
two or more body-frame non-collinear vectors. Define U ⊆
SO (3) × R3 by U :=
{(
R˜0, b˜0
)∣∣∣Tr{R˜0} = −1, b˜0 = 03}
with R˜0 = R˜ (0) and b˜0 = b˜ (0). For almost any initial
condition such that R˜0 /∈ U and E (0) ∈ L∞, then, all signals
7in the closed loop are bounded, limt→∞ E (t) = 0 and R˜
asymptotically approaches I3.
Theorem 1 guarantees that the observer dynamics in (34),
(35) and (36) are stable with E (t) approaching asymptotically
the origin. Since, E (t) is bounded, ||R˜||I obeys the prescribed
transient and steady-state performance introduced in (25).
Proof. Let the error in attitude and bias be defined by
R˜ = R>Rˆ and b˜ = b− bˆ similar to (21) and (22), respectively.
From (13) and (34), the error dynamics can be obtained as in
(23). Also, in view of (13) and (14), the error dynamics are
analogous to (24) in terms of normalized Euclidean distance.
Therefore, considering (14) and (33), the derivative of the
transformed error can be found to be
E˙ =µ
(
1
2
vex
(
Pa
(
R˜
))> (
b˜−W
)
− ξ˙
ξ
||R˜||I
)
(37)
Consider the following candidate Lyapunov function
V
(
E , b˜
)
=
1
2
E2 + 1
2γ
||b˜||2 (38)
Differentiating V in (38) and substituting for ˙ˆb and W in (35),
and (36), respectively, one obtains
V˙ =EE˙ − 1
γ
b˜> ˙ˆb
=µE
(
1
2
vex
(
Pa
(
R˜
))> (
b˜−W
)
− ξ˙
ξ
||R˜||I
)
− 1
γ
b˜> ˙ˆb
=− Eµ
(
kwµE − ξ˙/4ξ
1− ||R˜||I
∥∥∥vex(Pa (R˜))∥∥∥2 + ξ˙
ξ
||R˜||I
)
(39)
Substituting for
∥∥∥vex(Pa (R˜))∥∥∥2 = 4(1− ||R˜||I) ||R˜||I
as defined in (16), the expression in (39) becomes
V˙ =− 4kw||R˜||Iµ2E2 (40)
This implies that V (t) ≤ V (0) ,∀t ≥ 0. Given R˜0 /∈ U
implies that b˜ remains bounded for all t ≥ 0, and, therefore,
E is bounded and well defined for all t ≥ 0. It can be shown
that
V¨ =− 4kw
(
2
(
EE˙µ2 + E2µµ˙
)
||R˜||I + E2µ2|| ˙˜R||I
)
(41)
From (32), it can be found that
µ˙ = −1
2
δξ˙ + || ˙˜R||I(
δξ + ||R˜||I
)2 − 12 δ¯ξ˙ − || ˙˜R||I(
δ¯ξ − ||R˜||I
)2 (42)
where ξ˙ = −` (ξ0 − ξ∞) exp (−`t). Since || ˙˜R||I is bounded,
µ˙ is bounded which shows that V¨ is bounded for all t ≥ 0.
Consequently, V˙ is uniformly continuous, and according to
Barbalat Lemma, V˙ → 0 indicates that one or more of the
following conditions are true
1) ||E|| → 0.
2) ||R˜||I → 0.
3) ||E|| → 0 and ||R˜||I → 0.
as t→∞. According to property (i) and (ii) of Proposition 1,
||E|| → 0 means ||R˜||I → 0 and vice versa. Therefore, V˙ → 0
as t→∞ strictly indicates that ||E|| → 0 and ||R˜||I → 0. As
stated by property (iii) of Proposition 1, ||E|| → 0 implies that
R˜ asymptotically approaches I3. Hence, V˙ → 0 means that R˜
asymptotically approaches I3, which completes the proof.
B. Direct Attitude Filter with Prescribed Performance
Let Ry denote the reconstructed attitude of R obtained
through a set of vectorial measurements in (11). Although
there are many methods to reconstruct Ry , this may add com-
putational cost. The filter proposed in the previous Subsection
IV-A requires Ry to obtain the attitude error R˜ = R>y Rˆ,
for example (the Appendix in [15,27]). In this Subsection
the aforementioned weakness is eliminated by proposing a
nonlinear filter with prescribed performance in terms of direct
measurements from the inertial and body-frame units. Let us
recall υIi ∈ {I} and υBi ∈ {B} from (10) and (11) for
i = 1, . . . , n. Let us define
MI =
(
MI
)>
=
n∑
i=1
siυ
I
i
(
υIi
)>
MB =
(
MB
)>
=
n∑
i=1
siυ
B
i
(
υBi
)>
= R>MIR (43)
where si > 0 refers to confidence level of the ith sensor
measurements, and in this work si is selected such that∑n
i=1 si = 3. According to (43), M
I and MB are symmetric
matrices. Assume that at least two non-collinear inertial-frame
and measured body-frame vectors are available. If two typical
vectors are available for measurements, n = 2, the third
vector is obtained by the cross product as mentioned in
Subsection III-A. Thereby, the set of vectors is non-collinear
and MB is nonsingular with rank
(
MB
)
= 3. Hence, the
three eigenvalues of MB are greater than zero. Let M¯B =
Tr
{
MB
}
I3 −MB ∈ R3×3, provided that rank
(
MB
)
= 3,
then, the following three statements hold ( [28] page. 553):
1) M¯B is a symmetric and positive-definite matrix.
2) The eigenvectors of MB coincide with the eigenvectors
of M¯B.
3) Define the three eigenvalues of MB by λ
(
MB
)
=
{λ1, λ2, λ3}, then λ
(
M¯B
)
= {λ3+λ2, λ3+λ1, λ2+λ1}
such that the minimum singular value λ
(
M¯B
)
> 0.
In the remainder of this section, we assume that rank
(
MB
)
=
3, and accordingly the three above-mentioned statements are
true. Define
υˆBi = Rˆ
>υIi (44)
Define the error in attitude and bias by R˜ = R>Rˆ and b˜ = b−bˆ
which is similar to (21) and (22), respectively. In order to
derive the explicit filter, it is necessary to present the following
equations expressed in terms of vector measurements. From
identity (3), one can find
8[
n∑
i=1
si
2
υˆBi × υBi
]
×
=
n∑
i=1
si
2
(
υBi
(
υˆBi
)> − υˆBi (υBi )>)
=
1
2
R>MIRR˜− 1
2
R˜>R>MIR
= Pa
(
MBR˜
)
such that
vex
(
Pa
(
MBR˜
))
=
n∑
i=1
si
2
υˆBi × υBi (45)
The normalized Euclidean distance of MBR˜ can be found to
be
||MBR˜||I = 1
4
Tr
{
I3 −MBR˜
}
=
1
4
Tr
{
I3 −
n∑
i=1
siυ
B
i
(
υˆBi
)>}
=
1
4
n∑
i=1
si
(
1− (υˆBi )> υBi ) (46)
Let us introduce the following variable
Υ
(
MB, R˜
)
= Tr
{(
MB
)−1
MBR˜
}
= Tr

(
n∑
i=1
siυ
B
i
(
υBi
)>)−1 n∑
i=1
siυ
B
i
(
υˆBi
)> (47)
Consequently, any vex
(
Pa
(
MBR˜
))
, ||MBR˜||I and
Υ
(
MB, R˜
)
will be obtained via a set of vectorial
measurements as given in (45), (46), and (47), respectively,
in all the subsequent calculations and derivations. Let us
define the minimum singular value of M¯B as λ := λ
(
M¯B
)
,
E := E
(
||MBR˜||I , ξ
)
, and µ := µ
(
||MBR˜||I , ξ
)
, and
consider the following filter kinematics
˙ˆ
R =Rˆ
[
Ωm − bˆ−W
]
×
, Rˆ (0) = Rˆ0 (48)
˙ˆ
b =
1
2
γµEvex
(
Pa
(
MBR˜
))
, bˆ (0) = bˆ0 (49)
W =
4
λ
kwµE − ξ˙/ξ
1 + Υ
(
MB, R˜
)vex(Pa (MBR˜)) (50)
where Υ
(
MB, R˜
)
and vex
(
Pa
(
MBR˜
))
are defined in
terms of vectorial measurements in (47) and (45), respectively,
ξ is a PPF defined in (25), E and µ are defined in (31) and (32),
respectively, with every ||R˜||I being replaced by ||MBR˜||I , kw
and γ are positive constants, and bˆ is the estimate of b.
Theorem 2. Consider the filter in (48), (49) and (50) to be
coupled with the normalized vector measurements in (11) and
angular velocity measurements in (12) with the assumption
that no noise is associated with the measurement Ωm = Ω+b.
Let two or more body-frame non-collinear vectors be available
for measurements such that MB is nonsingular. Define U ⊆
SO (3) × R3 by U :=
{(
R˜0, b˜0
)∣∣∣Tr{R˜0} = −1, b˜0 = 03}
with R˜0 = R˜ (0) and b˜0 = b˜ (0). If R˜0 /∈ U and E (0) ∈ L∞,
then, all error signals are bounded, while E (t) asymptotically
approaches 0 and R˜ asymptotically approaches I3.
The observer dynamics in (48), (49) and (50) are guaranteed
by Theorem 2 to be stable as E (t) approaches the origin
asymptotically. It follows that E (t) is bounded, which in turn
causes ||R˜||I to obey the prescribed transient and steady-state
performance as described in (25) in consistence with Remark
3.
Proof. Consider the error in attitude and bias being defined
similar to (21) and (22), respectively. From (13) and (34), the
error dynamics can be found to be analogous to (23). From
(43), one can find the derivative of MB to be
M˙B = R˙>MIR+R>MIR˙
= − [Ω]×R>MIR+R>MIR [Ω]×
= − [Ω]×MB +MB [Ω]× (51)
Therefore, from (23) and (51), the derivative of ||MBR˜||I can
be expressed as
d
dt
||MBR˜||I =− 1
4
Tr
{
MB ˙˜R+ M˙BR˜
}
=− 1
4
Tr
{
MB
([
R˜, [Ω]×
]
+ R˜
[
b˜−W
]
×
)}
− 1
4
Tr
{(− [Ω]×MB +MB [Ω]×) R˜}
=− 1
4
Tr
{
MBR˜
[
b˜−W
]
×
}
− 1
4
Tr
{[
MBR˜, [Ω]×
]}
=
1
2
vex
(
Pa
(
MBR˜
))> (
b˜−W
)
(52)
where Tr
{
MBR˜
[
b˜
]
×
}
= −2vex
(
Pa
(
MBR˜
))>
b˜ as
given in (9), and Tr
{[
MBR˜, [Ω]×
]}
= 0 as defined in
(7). Thus, in view of (14) and (33), the derivative of the
transformed error in the sense of (24) can be found to be
E˙ =µ
2
vex
(
Pa
(
MBR˜
))> (
b˜−W
)
− µξ˙
ξ
||MBR˜||I (53)
Define the following candidate Lyapunov function as
V
(
E , b˜
)
=
1
2
E2 + 1
2γ
||b˜||2 (54)
The derivative of V := V
(
E , b˜
)
in (54) can be expressed as
V˙ =EE˙ − 1
γ
b˜> ˙ˆb
=Eµ
(
1
2
vex
(
Pa
(
MBR˜
))> (
b˜−W
)
− ξ˙
ξ
||MBR˜||I
)
− 1
γ
b˜> ˙ˆb (55)
9Directly substituting for ˙ˆb and W in (49), and (50), respec-
tively, one obtains
V˙ ≤ ξ˙
ξ
 2
λ
∥∥∥vex(Pa (MBR˜))∥∥∥2
1 + Υ
(
MB, R˜
) − ∥∥∥MBR˜∥∥∥
I
µE
− 2
λ
kwµ
2E2
1 + Υ
(
MB, R˜
) ∥∥∥vex(Pa (MBR˜))∥∥∥2 (56)
One can also easily find
ξ˙
ξ
 2
λ
∥∥∥vex(Pa (MBR˜))∥∥∥2
1 + Υ
(
MB, R˜
) − ∥∥∥MBR˜∥∥∥
I
µE ≤ 0 (57)
where E > 0∀||MBR˜||I 6= 0 and E = 0 at ||MBR˜||I = 0
as given in (i) Proposition 1, and µ > 0∀t ≥ 0 as given
in (32). Also, ξ˙ is a negative strictly increasing component
which satisfies ξ˙ → 0 as t→∞, and ξ : R+ → R+ such that
ξ → ξ∞ as t→∞. Thus, ξ˙/ξ ≤ 0. In addition, consider (17)
in Lemma 1, the expression in (57) is negative semi-definite.
Consequently, the inequality in (56) can be expressed as
V˙ ≤− kwµ2E2
∥∥∥MBR˜∥∥∥
I
(58)
This implies that V (t) ≤ V (0) ,∀t ≥ 0. Given that R˜0 /∈ U ,
b˜ is bounded for t ≥ 0, and E ∈ L∞,∀t ≥ 0. As such, E
remains bounded and well-defined for all t ≥ 0. In order to
prove asymptotic convergence of E to the origin and R˜ to the
identity for all R˜0 /∈ U , one obtains the second derivative of
(54) as
V¨ ≤− 2kw
(
EE˙µ2 + E2µµ˙
)
||MBR˜||I
− kwE2µ2 d
dt
||MBR˜||I (59)
Consider the result in (32), as such, it can be shown that
µ˙ = −1
2
δξ˙ + ddt ||MBR˜||I(
δξ + ||R˜||I
)2 − 12 δ¯ξ˙ − ddt ||MBR˜||I(
δ¯ξ − ||R˜||I
)2 (60)
with ξ˙ = −` (ξ0 − ξ∞) exp (−`t). Due to the fact that || ˙˜R||I
is bounded, µ˙ is bounded and in turn V¨ is bounded for all
t ≥ 0. Thus, V˙ is uniformly continuous and in accordance
with Barbalat Lemma, V˙ → 0 implies that either ||E|| → 0
or ||MBR˜||I → 0 or both ||E|| → 0 and ||MBR˜||I → 0 as
t→∞. From property (i) and (ii) of Proposition 1, ||E|| → 0
indicates that ||MBR˜||I → 0 and vice versa. Thus, V˙ → 0
implies that ||E|| → 0 and ||MBR˜||I → 0, which means that
R˜ asymptotically approaches I3 consistent with property (iii)
of Proposition 1, which completes the proof.
It is clear that the gains associated with the vex oper-
ator of ˙ˆb and W in (35), and (36), or in (49), and (50),
respectively, are dynamic. Their values rely on µ, E and
||R˜||I or ||MBR˜||I . Their dynamic behavior has the essential
role of forcing the proposed observer to comply with the
prescribed performance constraints. Thus, the proposed filter
has a remarkable advantage which is reflected in the dynamic
gains becoming increasingly aggressive as ||R˜||I approaches
the unstable equilibria +1. On the other side, these gains
reduce significantly as E → 0. These dynamic gains directly
impact the proposed nonlinear filter forcing it to adhere to
the predefined prescribed performance features imposed by
the user and thereby satisfying the predefined measures of
transient as well as steady-state measures.
Remark 4. (Notes on filter design parameters) δ¯, δ, and
ξ0 define the dynamic boundaries of the transformed error
E . ξ0 and ξ∞ refer to the boundaries of the large and
small sets, respectively. ` controls the convergence rate of the
dynamic boundaries from large to narrow set. The asymptotic
convergence of ||R˜||I or ||MBR˜||I is guaranteed by selecting
δ¯ = δ. Also, increasing the value of ` would lead to faster rate
of convergence of ||R˜||I or ||MBR˜||I to the origin. It should
be noted that if the initial value of ||R˜ (0) ||I or ||MBR˜ (0) ||I
are unknown, the user could select δ¯, δ, and ξ0 based on
the highest value of ||R˜ (0) ||I , therefore accounting for the
worst possible scenario, since ||R˜ (0) ||I ∈ [0, 1], and thus the
prescribed performance is guaranteed.
The filter design algorithm proposed in Subsection IV-B can
be summarized briefly as
A.1 Select δ¯ = δ > ||MBR˜ (0) ||I , the ultimate bound of the
small set of the desired steady-state error ξ∞ and the
desired convergence rate `.
A.2 Evaluate the vex operator vex
(
Pa
(
MBR˜
))
, the
normalized Euclidean distance error ||MBR˜||I , and
Υ
(
MB, R˜
)
from (45), (46), and (47), respectively, in
the form of vector measurements.
A.3 Evaluate the prescribed performance function ξ from
equation (25).
A.4 Evaluate µ
(
||MBR˜||I , ξ
)
and E
(
||MBR˜||I , ξ
)
from
equations (32) and (31), respectively.
A.5 Evaluate the filter design ˙ˆR, ˙ˆb and W from (48), (49),
and (50), respectively.
A.6 Go to A.2.
The same steps can be applied for the filter design in Subsec-
tion IV-A.
V. SIMULATIONS
The performance of the two proposed nonlinear attitude
filters on SO (3) with predefined measures is presented in this
section considering large error initialization and high level of
noise and bias in the measurements. In this regard, consider
the set of measurements given as follows:{
vBi = R
>vIi + b
B
i + ω
B
i
Ωm = Ω + b+ ω
which exemplifies a set measurements obtained from a low-
cost IMUs module, for all i = 1, 2. Let the rotational matrix
R be acquired from attitude dynamics in equation (13) and
suppose that the input signal of the angular velocity is given
by
Ω =
 sin (0.7t)0.7sin (0.5t+ pi)
0.5sin
(
0.3t+ pi3
)
 (rad/sec)
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with R (0) = I3 being the initial attitude. Consider that
a wide-band of a zero mean random noise process vector
with standard deviation (STD) of 0.2 (rad/sec) and bias
b = 0.1 [1,−1, 1]> is contaminating the true angular velocity
(Ω) such that Ωm = Ω + b + ω. Let two non-collinear
inertial frame vectors be given by vI1 =
1√
3
[1,−1, 1]> and
vI2 = [0, 0, 1]
>, whereas the body-frame vectors vB1 and v
B
2
are given by vBi = R
>vIi + b
B
i + ω
B
i for all i = 1, 2.
Similarly, suppose that an additional zero mean random noise
vector ωBi with STD =0.08 corrupts the body-frame vector
measurements with bias components bB1 = 0.1 [−1, 1, 0.5]>
and bB2 = 0.1 [0, 0, 1]
>. vIi and v
B
i are normalized and the
third vector is extracted by υI3 = υ
I
1 ×υI2 and υB3 = υB1 ×υB2 .
The confidence level of body-frame measurements was chosen
as s1 = 1.4, s2 = 1.4, and s3 = 0.2. For the semi-direct filter
in Subsection IV-A, the corrupted reconstructed attitude Ry is
defined using SVD Appendix B or see the Appendix in [15,27]
where R˜ = R>y Rˆ.
To illustrate the robustness of the proposed filtering al-
gorithms, a very large initial attitude error is considered.
The initial rotation of the attitude estimate is defined in
accordance with angle-axis parameterization in (2) as Rˆ (0) =
Rα (α, u/||u||) with α = 178 (deg) and u= [4, 1, 5]>. As
such, ||R˜||I ≈ 0.9999 which is very close to the unstable
equilibria. Initial bias estimate is bˆ (0) = [0, 0, 0]>. The design
parameters are chosen as γ = 1, kw = 3, δ¯ = δ = 1.2,
ξ0 = 1.2, ξ∞ = 0.05, and ` = 3. The total time of the
simulation is 15 seconds.
The color notation is as follows: green color represents
a true value, red depicts the performance of the nonlinear
semi-direct filter on SO (3) derived using a group of vecto-
rial measurements and reconstructed attitude as described in
Subsection IV-A, and blue demonstrates the performance of
the direct filter characterized in Subsection IV-B which does
not demand attitude reconstruction. Also, magenta describes
a measured value while orange and purple refer to prescribed
performance response.
Figure 3 and 4 illustrate high values of noise and bias
components present in angular velocity and body-frame vec-
tor measurements plotted against the true values. Figure 5
illustrates the systematic and smooth convergence of the
normalized Euclidean distance error ||R˜||I . It can be noticed in
Figure 5 that the error function for ||R˜||I = 14Tr
{
I3 −R>Rˆ
}
started very near to the unstable equilibria within a given large
set and ended within a given small residual set obeying the
PPF. Thus, Figure 5 confirms the stability analysis discussed
in the previous section and illustrates the robustness of the
proposed filter. The output performance of the proposed filters
in Euler angles representation is shown in Figure 6. The three
Euler angles (φ, θ, ψ) in Figure 6 show impressive tracking
performance with fast convergence to the true angles. Finally,
the boundedness of the estimated bias bˆ is illustrated in Figure
7.
Table I contains a synopsis of statistical details of the mean
and the STD of the error (||R˜||I ). These details facilitate the
comparison of the steady-state performance of the two filters
proposed in this paper with respect to ||R˜||I . In spite of the
0 5 10 15
-1
0
1
0 5 10 15
-1
0
1
0 5 10 15
-0.5
0
0.5
1
Fig. 3. True and measured angular velocities.
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Fig. 4. Body-frame vectorial measurements: true and measured.
fact that both filters have extremely small mean of ||R˜||I ,
the semi-direct attitude filter with prescribed performance
showed a remarkably smaller mean errors and STD when
compared to the direct attitude filter with prescribed per-
formance. Numerical results outlined in Table I demonstrate
effectiveness and robustness of the proposed nonlinear attitude
filters against large error initialization and uncertainties in
sensor measurements as illustrated in Figure 3, 4, 6, 5, and
7.
TABLE I
STATISTICAL ANALYSIS OF ||R˜||I OF THE PROPOSED TWO FILTERS.
Output data of ||R˜||I over the period (1-15 sec)
Filter Semi-direct Direct
Mean 4.2× 10−3 6.9× 10−3
STD 2.5× 10−3 2.1× 10−3
The robustness and the superior convergence properties
of the proposed nonlinear attitude filters with guaranteed
performance are presented and compared to a well-known non-
linear attitude complimentary filter termed nonlinear passive
complementary filter [5] as well as to a standard attitude filter
which belongs to the family of Gaussian attitude filters and is
termed multiplicative extended Kalman filter (MEKF) [8] in
Subsection V-A and V-B, respectively.
A. Proposed Filters vs Nonlinear Attitude Filters
To further illustrate the robustness and the superior con-
vergence properties of the proposed nonlinear attitude filters
as opposed to the conventional nonlinear attitude filters, a
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Fig. 5. Transient and steady-state performance of normalized Euclidean distance.
0 5 10 15
-100
0
100
0 5 10 15
-50
0
50
0 5 10 15
-100
0
100
Fig. 6. Tracking performance of Euler angles (roll (φ) and pitch (θ), yaw (ψ)).
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Fig. 7. The estimated bias of the proposed filters.
fair comparison is presented. Consider the following nonlinear
passive complementary filter given in [5]
˙ˆ
R = Rˆ
[
Ωm − bˆ−W
]
×
, Rˆ (0) = Rˆ0
˙ˆ
b = k1vex
(
Pa
(
R˜
))
, bˆ (0) = bˆ0, R˜ = R
>
y Rˆ
W = k1vex
(
Pa
(
R˜
))
, R˜ = R>y Rˆ
(61)
where k1 > 0. A fair comparison between the proposed semi-
direct attitude filter and the nonlinear passive complementary
filter in [5] is attainable due to the shared structure of the
filters. Consider initializing the nonlinear passive complemen-
tary filter analogously to the semi-direct attitude filter given
at the beginning of the Simulation Section. To ensure validity
of the comparison, three variations of the design parameter
k1 in (61) namely, k1 = 1, k1 = 10 and k1 = 100. In this
Subsection, the color notation is as follows: black solid and
dashed lines describe the performance of the nonlinear passive
complementary filter, blue center line depicts the proposed
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Fig. 8. Transient and steady-state performance of normalized Euclidean distance: Semi-direct filter vs literature [5].
semi-direct attitude filter while orange and purple refer to
the prescribed performance response. It can be noticed in the
upper portion of Figure 8 that smaller value of k1 results in
slower transient performance with less oscillatory behavior
in the steady-state. In contrast, the lower portion of Figure
8 illustrates that higher value of k1 leads to faster transient
performance with higher levels of oscillation in the steady-
state. Moreover, Figure 8 shows that the predefined measure
of transient performance cannot be achieved for low value
of k1, since the transient performance of the passive comple-
mentary filter violates the dynamic reducing boundaries. In
the same spirit, the predefined characteristics of steady-state
performance cannot be achieved for high value of k1. These
results confirm Remark 1.
Therefore, the nonlinear attitude filters given in the litera-
ture, for example [5,12–14,18,19] cannot guarantee a prede-
fined measure of convergence properties. The semi-direct atti-
tude filter, on the other side, obeys the dynamically reducing
boundaries and allows to achieve a desired level of prescribed
performance.
Table II compares the statistical details, namely the mean
and the STD of ||R˜||I , of the proposed semi-direct attitude
filter and the nonlinear passive complementary filter. The
above-mentioned statistics describe the output performance
with respect to ||R˜||I over the steady-state period of time
depicted in Figure 8. The semi-direct attitude filter displays
smaller values of mean and STD of ||R˜||I when compared to
the passive complementary filter for all the considered cases
of k1 = 1, k1 = 10 and k1 = 100. Moreover, the numerical
results listed in Table II illustrate the effectiveness and robust-
ness of the proposed nonlinear attitude filters against large
error initialization and uncertainties in sensor measurements
which make them a good fit for measurements obtained from
low-cost IMUs modules.
TABLE II
STATISTICAL ANALYSIS OF ||R˜||I OF THE SEMI-DIRECT FILTER VS
LITERATURE.
Output data of ||R˜||I over the period (7-15 sec)
Filter Semi-direct Passive Filter [5]
k1 = 1 k1 = 10 k1 = 100
Mean 2.7× 10−3 4.5× 10−3 6.9× 10−3 91.9× 10−3
STD 1.4× 10−3 2.9× 10−3 2.7× 10−3 14.2× 10−3
B. Proposed Filters vs Gaussian Attitude Filters
In this subsection the effectiveness and the high conver-
gence capabilities of the proposed nonlinear attitude filters
are compared to the performance of a Gaussian attitude
filter. A comparison between the proposed direct attitude filter
and the MEKF in Appendix C is presented. Consider the
MEKF in Appendix C initialized similar to the direct attitude
filter given at the beginning of the Simulation Section. To
guarantee validity of the comparison, three cases of the design
parameters of MEKF have been detailed in Table III.
TABLE III
MEKF DESIGN PARAMETERS.
Case Design Parameters
Case 1 Q¯v(i) = I3 Q¯ω = I3 Q¯b = I3
Case 2 Q¯v(i) = 0.1I3 Q¯ω = 10I3 Q¯b = 10I3
Case 3 Q¯v(i) = 0.01I3 Q¯ω = 100I3 Q¯b = 100I3
In this Subsection, the color notation is as follows: black
solid and dashed lines represent the performance of the MEKF,
blue center line refers to the proposed direct attitude filter
while orange and purple depict the prescribed performance
response. It can be noticed in the upper portion of Figure 9
that cases 1 and 2 show slower transient performance with
less oscillatory behavior in the steady-state. In contrast, the
lower portion of Figure 9 illustrates that case 3 results in
faster transient performance with higher levels of oscillation
in the steady-state. As such, a desired measure of transient and
stead-state error cannot be guaranteed in case of MEKF. The
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Fig. 9. Transient and steady-state performance of normalized Euclidean distance: Direct filter vs MEKF [8].
direct attitude filter, on the other side, follows the dynamically
reducing boundaries achieving a desired level of prescribed
performance set by the user.
The simulation results presented in this section validate the
stable performance and robustness of the two proposed filters
against uncertain measurements and large initialized errors.
The two filters comply with the constraints imposed by the
user indicating guaranteed prescribed performance measures in
transient as well as steady-state performance. This remarkable
advantage was not offered in other nonlinear deterministic
attitude filters such as [5,12–16,18,19] as well as Gaussian
attitude filters such as [6–8]. Semi-direct attitude filter with
prescribed performance requires attitude reconstruction, for
instance in our case we employed SVD Appendix B, to obtain
R˜ = R>y Rˆ. This adds complexity, and therefore the semi-
direct attitude filter requires more computational power in
comparison with direct attitude filter with prescribed perfor-
mance. However, both proposed filters showed remarkable
convergence as detailed in Table I.
VI. CONCLUSION
In this paper, two nonlinear attitude filters with prescribed
performance characteristics have been considered. The filters
are evolved directly on SO (3). Attitude error has been defined
in terms of normalized Euclidean distance such that innovation
term has been selected to ensure predefined characteristics
of transient and steady-state performance. Consequently, the
proposed filters achieve superior convergence properties with
transient error being less than a predefined dynamic decreasing
constrained function and steady-state error being confined by
a known lower bound. The constrained error is transformed to
its unconstrained form which is sufficient to solve the attitude
problem in prescribed performance sense. The filters are
deterministic while the stability analysis ensure boundedness
of all closed loop signals with asymptotic convergence of the
normalized Euclidean distance of attitude error to the origin.
Simulation example illustrated the robustness of the proposed
filters in their response to the predefined constraints in case
when high level of uncertainties is present in the measurements
and a large initial attitude error is observed.
APPENDIX A
Proof of Lemma 1
Let the attitude be represented by R ∈ SO (3). The attitude
could be obtained knowing Rodriguez parameters vector ρ ∈
R3. It is worth mentioning that Rodriguez parameters vector
ρ is used for the sake of proving the results in Lemma 1.
The related map from vector form to SO (3) is governed by
Rρ : R3 → SO (3) [26] such that
Rρ (ρ) = 1
1 + ||ρ||2
((
1− ||ρ||2) I3 + 2ρρ> + 2 [ρ]×) (62)
with direct substitution of (62) in (1) one obtains
||R||I = ||ρ||
2
1 + ||ρ||2 (63)
Likewise, the anti-symmetric projection operator of attitude R
in (62) for Rρ = Rρ (ρ) can be defined as
Pa (R) = 1
2
(Rρ −R>ρ ) =2 11 + ||ρ||2 [ρ]×
and the vex operator
vex (Pa (R)) = 2 ρ
1 + ||ρ||2 (64)
From (63) one can show that
(1− ||R||I) ||R||I = ||ρ||
2
(1 + ||ρ||2)2 (65)
and from (64) one has
||vex (Pa (R)) ||2 = 4 ||ρ||
2
(1 + ||ρ||2)2 (66)
Thus, (65) and (66) prove (16) in Lemma 1. From Subsection
IV-B
∑n
i=1 si = 3 which implies that Tr
{
MB
}
= 3 and
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the normalized Euclidean distance of MBR is ||MBR||I =
1
4Tr
{
MB (I3 −R)
}
. According to angle-axis parameteriza-
tion in (2), one obtains
||MBR||I = 1
4
Tr
{
−MB
(
sin(θ) [u]× + (1− cos(θ)) [u]2×
)}
= −1
4
Tr
{
MB (1− cos(θ)) [u]2×
}
(67)
where Tr
{
MB [u]×
}
= 0 as given in identity (8). One has
[25]
||R||I = 1
4
Tr {I3 −R} = 1
2
(1− cos (θ)) = sin2
(
θ
2
)
(68)
and the Rodriguez parameters vector in terms of angle-axis
parameterization is [26]
u = cot
(
θ
2
)
ρ
From identity (5) [u]2× = −||u||2I3 + uu>, the expression in
(67) becomes
||MBR||I = 1
2
||R||Iu>M¯Bu
=
1
2
||R||Icot2
(
θ
2
)
ρ>M¯Bρ
From (68), one can find cos2
(
θ
2
)
= 1− ||R||I which means
tan2
(
θ
2
)
=
||R||I
1− ||R||I
Consequently, the normalized Euclidean distance is defined in
the sense of Rodriguez parameters vector as
||MBR||I = 1
2
(1− ||R||I) ρ>M¯Bρ
=
1
2
ρ>M¯Bρ
1 + ||ρ||2 (69)
The anti-symmetric projection operator in terms of Rodriguez
parameters vector with aid of identity (3) and (6) can be
defined as
Pa
(
MBR
)
=
MBρρ> − ρρ>MB +MB [ρ]× + [ρ]×MB
1 + ||ρ||2
=
[(
Tr
{
MB
}
I3 −MB + [ρ]×MB
)
ρ
]
×
1 + ||ρ||2
It follows that the vex operator of the above expression is
vex
(Pa (MBR)) = 1
1 + ||ρ||2
(
I3 − [ρ]×
)
M¯Bρ (70)
The 2-norm of (70) can be obtained by
||vex (Pa (MBR)) ||2 = ρ>M¯B
(
I3 − [ρ]2×
)
M¯Bρ
(1 + ||ρ||2)2
with the aid of identity (5) [ρ]2× = −||ρ||2I3+ρρ>, one obtains
||vex (Pa (MBR)) ||2 = ρ>M¯B
(
I3 − [ρ]2×
)
M¯Bρ
(1 + ||ρ||2)2
=
ρ>
(
M¯B
)2
ρ
1 + ||ρ||2 −
(
ρ>M¯Bρ
)2
(1 + ||ρ||2)2
≥ λ
(
1− ‖ρ‖
2
1 + ‖ρ‖2
)
ρ>M¯Bρ
1 + ||ρ||2
(71)
where λ = λ
(
M¯B
)
is the minimum singular value of M¯B
and ‖R‖I = ‖ρ‖
2
1+‖ρ‖2 as defined in (63). It can be found that
1− ‖R‖I = Tr
{
1
12
I3 +
1
4
R
}
= Tr
{
1
12
I3 +
1
4
(
MB
)−1
MBR
}
(72)
Therefore, from (71), and (72) the following inequality holds
||vex (Pa (MBR)) ||2
≥ λ
2
(
1 + Tr
{(
MB
)−1
MBR
})∥∥MBR∥∥
I
which proves (17) in Lemma 1.
APPENDIX B
An Overview on SVD in [3]
Let the true attitude be R ∈ SO (3). A set of vectors
presented in (11) could be utilized to reconstruct the attitude.
Define si as the confidence level the ith measurement and
for n measurements. Define si = si∑n
i=1 si
. Accordingly, the
corrupted reconstructed attitude Ry is given by
J (R) = 1−∑ni=1 si (υBi )>R>υIi
= 1− Tr{R>B>}
B =
∑n
i=1 siυ
B
i
(
υIi
)>
= USV >
U+ = U
 1 0 00 1 0
0 0 det (U)

V+ = V
 1 0 00 1 0
0 0 det (V )

Ry = V+U
>
+
For more details consult [3] or see the Appendix in [15].
APPENDIX C
An Overview of MEKF in [8,29]
The unit-quaternion vector Q =
[
q0, q
>]> ∈ S3 is com-
posed of a scalar component q0 ∈ R and a vector q ∈ R3
defined by
S3 =
{
Q ∈ R4∣∣ ‖Q‖ = 1}
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The structure of MEKF is as follows
Ψ (x) =
[
0 −x>
x − [x]×
]
∈ R4×4, x ∈ R3×1
˙ˆ
Q =
1
2
Ψ
(
Ωm − bˆ+ PaW
)
Qˆ
W =
n∑
i=1
υˆBi × Q¯−1v(i)
(
υˆBi − υBi
)
[
0
W
]
=
n∑
i=1
[
0
υˆBi
]
×
[
0 0>3×1
03×1 Q¯−1v(i)
] [
0
υˆBi − υBi
]
[
0
υˆBi
]
= Qˆ−1 
[
0
υIi
]
 Qˆ (73)
where Qˆ ∈ S3 denotes the estimate of the true unit-quaternion,
 denotes unit-quaternion multiplication, υBi , υIi ∈ R3 are
defined in (10) and (11), and
Ps (A) = 12
(
A+A>
)
, A ∈ R3×3
˙ˆ
b = P>c W
S =
∑n
i=1
[
υˆBi
]
× Q¯−1v(i)
[
υˆBi
]
×
P˙a = Q¯ω + 2Ps
(
Pa
[
Ωm − bˆ
]
×
− Pc
)
−PaSPa
P˙b = Q¯b − PcSPc
P˙c = −
[
Ωm − bˆ
]
×
Pc − PaSPc − Pb
(74)
with Q¯v(i), Q¯ω, Q¯b ∈ R3×3 being covariance matrices, for
i = 1, 2, . . . , n. The rest of the notation is identical to the
notation used in the filter design given before Theorem 1 and
2.
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