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The influence of precipitation near the surface warm front on precipitation
downstream is evaluated. A two-way nested simulation is computed for two selected
cases: 13–15 February 2003 and 3–5 January 2005. The results of the simulation are
compared with output from the North American Regional Reanalysis dataset, which
is used as a high-resolution proxy for true atmospheric conditions. The relevant
physical processes in the generation and maintenance of precipitation poleward of
other precipitation areas are analysed, along with perturbation potential vorticity
(PV) fields. Piecewise PV inversion is used to determine height and wind fields
associated with the perturbation PV. These height and flow fields are used to
compute derived quantities such as balanced deformation, balanced temperature
perturbation, and balanced moisture flux. Both cases illustrate that the role of
rainfall near surface warm fronts on precipitation downstream is complex, and is
associated with more than just moisture flux. The strength, depth and orientation
of diabatically generated PV anomalies within these areas of rainfall are associated
with mesoscale processes relevant to the maintenance of downstream precipitation.
Lastly, this work presents a methodology for analysing the role of precipitation in
individual events. Copyright c© 2011 Royal Meteorological Society
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1. Introduction
The impact of upstream rainfall upon winter storm
precipitation distribution has been a question for forecasters.
Many area forecast discussions (AFDs) issued by the United
States (US) National Weather Service (NWS) contain
reference to the potential for precipitation across the
southern USA to ‘rob’ or inhibit the flow of moisture
downstream (examples can be found in Mahoney and
Lackmann, 2007). This preconception has been used
as a reason to lower quantitative precipitation forecasts
downstream because of expected or ongoing precipitation.
Forecasters have experienced events where precipitation
may be diminished and events where the precipitation
does not appear to be reduced. Overall, there is a lack
of understanding of the role of precipitation that occurs in
close proximity to, but downstream from, a second area of
precipitation.
The manner in which moisture, lift and instability
organize to create frozen precipitation in either banded
Copyright c© 2011 Royal Meteorological Society
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or non-banded form has been previously investigated by
Nicosia and Grumm (1999), Banacos (2003), Jurewicz
and Evans (2004), Novak et al. (2004) and Moore
et al. (2005), among others. This research demonstrates
that the mesoscale processes (frontogenesis, conditional and
symmetric instability) attendant with frozen precipitation
can be viewed as the result of interactions between large-
scale conveyor belts. As Schumacher (2003) notes, an
understanding of synoptic-scale and mesoscale dynamics
and the interactions of processes on these scales is critical
to accurately diagnosing the location of precipitation bands.
The lack of a ‘typical’ structure in both the large-scale and
mesoscale fields creates the need for a process-oriented
approach to analysing wintertime precipitation events.
The use of potential vorticity (PV) as a framework
for atmospheric analysis was presented by Kleinschmidt
(1957), and revived by Hoskins et al. (1985). Cyclonic
PV anomalies develop below the level of maximum latent
heating (Raymond and Jiang, 1990). As documented in
Hoskins et al. (1985), Hertenstein and Schubert (1991),
Fritsch et al. (1994), Ritchie and Holland (1997), and Rogers
and Fritsch (2001), there is a large amount of variability in
the efficiency with which PV will be generated diabatically,
corresponding to the magnitude and type (stratiform or
convective) of diabatic heating, the vertical and horizontal
distribution of the heating, the persistence of the heating, the
amount of ambient absolute vorticity, and the environment
in which the heating takes place. PV anomalies associated
with diabatic heating have been shown to have an important
impact upon cyclogenesis (Davis and Emanuel, 1991;
Stoelinga, 1996; Posselt and Martin, 2004; Moore et al.,
2008), and an influence on the distribution of precipitation
associated with a midlatitude cyclone. Lackmann (2002)
used a quasi-geostrophic PV inversion to show that a
diabatically produced PV anomaly was associated with an
enhanced low-level jet ahead of the cold front. Similarly,
Brennan and Lackmann (2005) showed that the cyclonic PV
anomaly associated with unforecast convection with the 25
January 2000 snowstorm along the US East Coast resulted
in an underforecast of the low-level onshore flow and a
stronger surface cyclone. Finally, Mahoney and Lackmann
(2007) examined the speed of movement of convection
over the southeast USA and its impact on downstream
precipitation. They found that in cases where the squall line
moved slowly to the east, the precipitation downstream was
enhanced, and where the squall line accelerated ahead of the
cold front, precipitation downstream was decreased.
In the events investigated by Lackmann (2002), Brennan
and Lackmann (2005), and Mahoney and Lackmann (2007),
the precipitation had a notable impact on the moisture
flux within the warm conveyor belt through affecting the
strength and orientation of the low-level jet. The magnitude
of the low-level jet subsequently impacts the intensity of
downstream precipitation through its influence on the
amount of low-level moisture flux and convergence. The
events investigated in the three aforementioned studies were
all associated with cold fronts in which the precipitation
was nearly parallel to the low-level jet, and the low-
level jet did not go through the band of precipitation.
Additionally, Novak et al. (2009) document three northeast
USA cyclones in which frontogenesis is enhanced by
diabatic heating within the snow band itself, followed by
frontolysis and band dissipation, as an area of precipitation
and associated diabatic heating east of the band develops.
This work demonstrates that diabatic processes influence
not only moisture flux, but also frontogenetical forcing.
Precipitation near the warm front, where the major axis of
the precipitation can be perpendicular to the low-level jet, is
commonly observed with developing cold-season cyclones
in the central USA. Thus, two cases that feature warm-frontal
precipitation will be investigated here in order to analyse the
following questions:
(1) Does the warm-frontal precipitation impact the
location of the mid-level front and other mechanisms
for lift?
(2) What impact does warm-frontal precipitation have on
moisture transport toward downstream precipitation?
(3) What is the impact of a poor simulation of precipita-
tion by the model on subsequent precipitation farther
downstream?
In answering these questions, this article will present
a methodology for analysing the role of precipitation in
systems which also feature downstream precipitation.
Section 2 is an overview of the data and methods used.
Sections 3 and 4 present the 13–15 February 2003 and 3–5
January 2005 cases, respectively. For each case, an event
overview and an analysis of PV anomalies and their impacts
on the model solution are presented. Section 5 summarizes
the case-studies and provides discussion, and section 6
concludes the work.
2. Data andmethods
2.1. Mesoscale model and data
In order to create a high-resolution dataset for analysis,
events were simulated using Version 2.2 of the Weather
Research and Forecasting – Advanced Research model
(hereafter WRF), developed at the National Center for
Atmospheric Research (Skamarock et al., 2008). Simulations
for 48 h were performed, with two-way nesting of three
domains of 36, 12 and 4 km grid spacing (Figure 1(a)).
Feedback between nests takes place as the mean of the
nine fine grid points contained within each coarse grid
cell is provided as the new value for the coarse grid
point (see Skamarock et al. (2008) for more information).
The 4 km grid encompasses the entire location where
analysis will be performed using the 36 km data. The
grid in the vertical comprises 50 levels, with a model
top of 100 hPa (Figure 1(b)). The WRF uses a terrain-
following hydrostatic pressure vertical coordinate, thus the
effective vertical resolution of the model varies according
to terrain height. Initial and lateral boundary conditions
(updated every 3 h) came from the North American Regional
Reanalysis (hereafter NARR), which has a grid spacing of
32 km and 45 vertical layers to 100 hPa (Mesinger et al.,
2006). The Kain–Fritsch convective parametrization was
used on the two outermost domains (Kain, 2004), with
explicit convection on the innermost domain. A grid spacing
of 4 km has been observed to sufficiently reproduce much
of the structure and evolution of squall-line convective
systems depicted in 1 km simulations (Weisman et al.,
1997), thus 4 km is accepted as a reasonable grid spacing for
representing the precipitation features in the cases examined
here. Other physical parametrizations chosen include the
Lin et al.microphysics scheme (Chen and Sun, 2002), the
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Yonsei University planetary boundary layer scheme (Hong
et al., 2006), and the Dudhia short-wave (Dudhia, 1989)
and rapid radiative transfer model long-wave (Mlawer et al.,
1997) radiation schemes.
The February 2003 case was initialised at 1800 UTC 13
February 2003 (from here on, dates and times will be noted in
the form of DD/HH UTC, e.g. 13/18 UTC), and the January
2005 case was initialised at 0900 UTC 4 January 2005 (04/09
UTC), with the periods of interest occurring 18–24 h and
18–27 h into the simulations, respectively. Throughout the
article, the NARR data will be used as a high-resolution,
high-frequency proxy for the observations (Mesinger et al.,
2006), as upper-air observations lack the necessary spatial
and temporal resolution necessary for this investigation.
The NARR data were generated from 1979 onward using
the three-dimensional variational data assimilation system
used by the operational Eta model as it existed in April 2003.
The NARR data were carefully compared with upper-air
data for both cases, and no large-scale errors were observed.
The precipitation generated by the NARR is similar to that
observed (as discussed in detail later in this section), lending
credence to the fact that the NARR data used in both cases
is realistically depicting processes smaller in scale than can
be resolved by the upper-air network. Fields from the WRF
(36 km grid spacing) and NARR (32 km grid spacing)
are compared. As will be shown, the evolution of physical
processes in the WRF is considerably different from that
depicted by the NARR fields, therefore rendering the small
difference in grid spacing (32 vs. 36 km) used to depict the
fields of secondary importance. There are no instances in
which the other WRF grids (12 km and 4 km spacing) are
compared with the NARR grid.
Cases were selected based on two of the authors’
experience with poor forecasts from the operational
NAM (North American Model) in real time during
these events, where operational forecasters were unable
to improve upon the numerical weather prediction (NWP)
guidance provided. The retrospective WRF simulations are
qualitatively similar to those of the operational NAM.
In the 13–15 February 2003 case, the WRF did not
simulate snowfall that did occur. In the 3–5 January 2005
case, the WRF simulated snowfall that did not occur,
in roughly the same region. In both cases, the WRF
simulated precipitation that was observed south of the area
of snowfall. The differences between the WRF and the NARR
facilitate understanding of the processes responsible for the
precipitation discrepancies in the simulated atmosphere.
This approach also highlights the extent to which numerical
weather prediction models can be in error in such scenarios.
Precipitation simulated by the WRF will be compared
with the analysis of precipitation from the NARR. West
et al. (2007) noted that the NARR precipitation analyses
can be associated with spurious grid scale precipitation,
which occurs when convection is aliased to the smallest
resolved scale of the model due to failures in the convective
parametrization scheme to remove instability (Molinari
and Dudek, 1992). As both events occur after 2002, the
NARR analyses were generated in near-real time, with the
use of radar-dominated precipitation analyses (US National
Centers for Environmental Prediction stage-IV analysis) to
disaggregate the daily gauge-based precipitation analyses
into hourly bins (West et al., 2007). As documented in
Shafran et al. (2004), on a typical day, the gauge-based
dataset consists of 8000 NWS Cooperative Network stations,
7000 NWS River Forecast Center stations, and 2500 Hourly
Precipitation stations (Automated Surface Observing System
(ASOS) data, and other sources, see Higgins et al. (2000)).
Due to the fact that human-recorded observations (non-
ASOS) and radar-dominated analyses are included in the
NARR analysis, it is expected that inaccuracies in the
measurement of frozen precipitation will be diminished. In
both cases the NARR precipitation is found to be comparable
to an analysis created using NWS Cooperative Network data,
which has been successfully used in other studies involving
frozen precipitation (e.g. Baxter et al., 2005; Brennan and
Lackmann, 2005). This comparison suggests that the NARR
precipitation in these events was not a result of spurious
grid scale precipitation. In the interest of caution, composite
reflectivity from Level III post-processed NWS radar data
encompassing 16 elevation scans and interpolated to the
same 4 km grid as the WRF model are examined for each
case in supplement to the NARR precipitation analyses.
In both cases, the amount of precipitation south of the
areas of snowfall and the magnitude of the diabatically
generated PV are incorrect in the WRF. Explaining why
the WRF produces these values of precipitation and PV
using this particular configuration for these two cases is
beyond the scope of this article. It is well established that the
development of convection (or lack thereof) has a nonlinear
impact on the evolution of a simulation from that point
onward (Zhang et al., 2003, 2007), and the forecasting
of convection remains challenging for current operational
models (Fowle and Roebber, 2003; Roberts and Lean, 2008).
Thus, our focus is on the effect that one area of precipitation
has on another area of precipitation farther downstream.
2.2. Non-advective PV tendency and piecewise PV inversion
The local non-advective change in PV with time is calculated
in order to examine the extent to which lower tropospheric
PV anomalies are diabatically generated or enhanced (as
performed in Raymond (1992), Cammas et al. (1994),
Lackmann (2002), and Brennan and Lackmann (2005)),
where P is Ertel’s potential vorticity and Vh is the horizontal
wind vector:
P = g (f k + ∇3 × Vh) · ∇3θ (1)
and Y is the non-advective PV flux vector
Y = −dθ
dt
(f k + ∇3 × Vh) + ∇3θ × F (2)
with ∇p being the quasi-horizontal gradient operator on
an isobaric surface, ∇3 the three-dimensional gradient
operator
{
∇p − k
(
∂
∂p
)}
, and F the frictional force vector.
Horizontal and vertical advections of PV were computed
for the PV anomalies discussed in each case. Values of
these terms were small in comparison to Y, indicating
that the PV was generated in situ and not advected in
from elsewhere. Idealized simulations have shown that
boundary layer friction can baroclinically generate positive
PV anomalies that are advected out of the boundary layer
via the warm conveyor belt (Adamson et al., 2006; Plant
and Belcher, 2007). The effect of moist dynamics on this
mechanism has yet to be fully investigated with a simulation
involving real data, and would therefore be well suited for an
independent investigation. Thus, in the interest of focusing
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Figure 1. (a) WRF model domain locations with grid spacing indicated in lower left. (b) Cross-section of model vertical levels.
on the role of diabatic processes alone, the effect of friction
on the PV structure will not be considered here, despite its
potential contribution to the PV shown. Diabatic heating is
directly output from the WRF (the sum of heating from the
microphysics, convective, radiation and planetary boundary
layer parametrization schemes).
To quantify the impact of various PV anomalies, piecewise
PV inversion is conducted on both WRF and NARR data,
using the methodology outlined by Davis and Emanuel
(1991) in which the nonlinearity in the inversion is retained.
The nonlinear balance equation provides the balance
condition for the inversion (Charney, 1955). In order to
ensure numerical convergence to a solution, the piecewise
inversion is conducted on the entire 36 km (outermost) grid
of the WRF. Piecewise PV inversion requires the specification
of an appropriate reference state to quantitatively define the
anomalies, thus filtering out the planetary-scale flow. We use
the climatological mean flow for the time in question, in the
form of the NARR mean computed over 1979–2001 for the
appropriate month. Comparison with inversions performed
with the more traditional time mean approach yielded
similar results. Seventeen levels are used in the inversion,
ranging from 950 to 150 hPa, with an interval of 50 hPa.
Potential temperatures at 925 hPa and 175 hPa are used
for the lower and upper boundary conditions, respectively.
Lateral boundary conditions are set to zero, as the area of
interest remains far from the lateral boundaries. To avoid
inversion of PV (or potential temperature) at grid points
below ground in the western USA, PV is set equal to zero
for underground points. The 925 hPa level has been chosen
as the lower boundary, as this level is above the model-
parametrized planetary boundary layer heights throughout
the non-elevated portions of terrain (the majority of the
domain).
In each case, the atmosphere was partitioned into four
parts:
(1) upper-level perturbation PV: all negative perturbation
PV (θ) and positive perturbation PV (θ) with RH
<70% from 500 hPa through to 175 hPa boundary θ ;
(2) lower boundary: all positive and negative perturbation
θ at 925 hPa;
(3) moist interior PV: all positive perturbation PV with
RH70% from 900 hPa to 400 hPa (inclusive);
(4) remaining interior PV: all negative perturbation PV
and positive perturbation PV with RH <70% from
900 hPa through to 550 hPa.
The sum of the partitioned layers adds up to the total
perturbation PV (with no PV inverted twice), as no moist
positive perturbation PV exists above 400 hPa in either
case. The partitioning separates tropopause-level PV, which
descends no lower than 500 hPa in these events, from PV not
of stratospheric origin, which exists up to 400 hPa. While
this method of partitioning does not guarantee that all of the
perturbation PV in partition 3 was due to diabatic processes,
the calculation of the non-advective PV generation rates
suggest that diabatic processes were involved in generating
PV near the areas of precipitation. The PV anomalies in
partition 4 are likely remnants of diabatically generated PV,
sometimes referred to as ‘cloud-wake’ PV that is left behind
as gradients in diabatic heating continue to generate PV
farther downstream (Reed et al., 1992). As will be discussed,
the PV in partitions 2 and 4 is associated with smaller
magnitudes of low- to mid-level balanced deformation in
the WRF and the NARR. Thus, PV anomalies in partition
3, which were more recently generated by diabatic heating,
will be the focus of our analysis. Individual PV anomalies
from within partition 3 were selected for inversion where
appropriate.
The perturbation wind field resulting from the inversion
of selected PV has been used to calculate derived fields,
including piecewise deformation and piecewise moisture
flux, the latter of which was first presented in Lackmann
et al. (1998). The same approach can be used to calculate
piecewise frontogenesis, using the perturbation flow as input
to the Petterssen (1936) two-dimensional (2D) frontogenesis
equation. This approach was first quantitatively applied in
Morgan (1999), and further demonstrated in Korner and
Martin (2000). As presented in Morgan (1999), the 2D
balanced frontogenesis function, F, may be separated into n
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components (k = 1, . . . , n) attributable to the PV partitions
1–4 previously discussed, plus those due to the mean PV
and the irrotational part of the flow:
Fk = 1|∇θ |
{
−
(
∂θ
∂x
)2
∂
∂x
u′k −
∂θ
∂y
∂θ
∂x
∂
∂x
v′k
−∂θ
∂x
∂θ
∂y
∂
∂y
u′k −
(
∂θ
∂y
)2
∂
∂y
v′k
}
. (3)
The full thermal gradient is used, rather than the thermal
gradient associated with each PV partition. While the
components of frontogenesis are linear in the velocity fields,
nonlinearity exists in the temperature field, making the
inclusion of the temperature perturbations intractable. The
piecewise frontogenesis presented here will not include the
effects of convergence, as the flow recovered through the
piecewise PV inversion techniques used here only included
the non-divergent component of the wind. It is possible
to use more advanced inversion techniques to recover the
balanced divergent (irrotational) circulation (e.g. Davis et al.,
1996; Wang and Zhang, 2003), but the additional complexity
was not deemed necessary to illustrate the relation between
PV anomalies and frontogenesis in these cases.
3. 13–15 February 2003
3.1. Event overview
Over the 12 h period spanning 14/12 UTC through to
15/00 UTC, a surface cyclone develops in the lee of the
Rocky Mountains and deepens to less than 1000 hPa as it
moves eastward (Figure 2(b) and (d)). The surface cyclone’s
movement is associated with a tropopause undulation
advancing from the southwest, implying positive PV
advection above the surface low, as is commonly observed
during cyclogenesis (e.g. Hirschberg and Fritsch, 1991). The
undulation descends to below 350 hPa at its lowest point
at 14/12 UTC (Figure 2(b)). The output from the WRF
simulation (Figure 2(a) and (c)) depicts a slightly weaker
surface cyclone which remains above 1000 hPa along the
same track as the cyclone in the NARR. The simulated
tropopause undulation in the WRF descends below 400 hPa
at 15/00 UTC (Figure 2(c)).
Differences in precipitation are illustrated through the
comparison of WRF 4 km composite simulated reflectivity
(Stoelinga, 2006) (Figure 3(a)) and observed composite
reflectivity (Figure 3(b)) at 14/06 UTC. At 14/06 UTC,
the WRF inaccurately simulates convection (circled in
Figure 3(a) and (b)) along a warm front (seen as a pressure
trough extending east of the surface low in Figure 2).
This convection is to the west of a northwest–southeast
oriented rain band that is appropriately simulated. As
previously discussed, further investigation of the reasons
for these discrepancies is beyond the scope of this article.
By 14/09 UTC, the northern edge of the convective region
becomes more sharply defined in the WRF, with weaker
reflectivities located farther north (circled in Figure 3(c)).
The observations do not show a strong reflectivity gradient
in the same location, and precipitation is more widespread in
this area (circled in Figure 3(d)). Through the period 14/12
UTC–14/18 UTC, the WRF fails to accurately simulate
the strengthening and increase in areal coverage of this
secondary area of precipitation (circled in Figure 3(e) for
the WRF and Figure 3(f) for the NARR). Comparison of
precipitation over the span of the event (13/18 UTC–15/18
UTC) indicates that the WRF underestimates precipitation
amounts by 10 to 30 mm in the circled area (not shown).
The difference in the development of this secondary
area of precipitation by the WRF and NARR is most
evident from 14/12 UTC onward. At 14/12 UTC, the
NARR depicts strong 700 hPa frontogenesis in the vicinity
of where stratiform precipitation had developed prior to
14/12 UTC (Figure 3(b) and (d)), and a secondary area
of weak frontogenesis near the developing precipitation to
the northwest (circled in Figure 4(b)). While the WRF, like
the NARR, has frontogenesis associated with the stratiform
precipitation at 14/12 UTC, it shows a secondary area of
frontogenesis (circled in Figure 4(a)) developing to the west.
In both the WRF and NARR, the least stable air (assessed
using saturated equivalent potential vorticity, SEPV: Schultz
and Schumacher, 1999) is located to the southwest of the
secondary areas of frontogenesis.
To further investigate the reasons for the maintenance
(or dissipation) of precipitation located downstream of
the primary area of precipitation (circled in Figure 3(c)
and (d)), cross-sections at 14/12 UTC are taken along a line
extending northeastward from the least stable air through the
secondary areas of frontogenesis (as indicated on Figure 4(a)
and (b)). The secondary frontogenesis in the WRF is in the
southwest portion of the cross-section, associated with the
least stable air (Figure 5(a)). The secondary frontogenesis
in the NARR is farther northeast (Figure 5(b)), with the
WRF exhibiting weaker frontogenesis in this same area. In
contrast with the WRF, the unstable air extends farther to
the northeast in the NARR, and the air mass is saturated
with respect to ice. In summary, at 14/12 UTC, the NARR
features instability, frontogenesis and saturated conditions
in the area where secondary precipitation developed (circled
in Figure 3(f)), while the WRF is more stable, had weaker
frontogenesis, and is unsaturated in the same area.
The most striking difference between the WRF and NARR
is in the instability field, which was similar along the
cross-section at 14/09 UTC (not shown). The 3 h time
tendency (ending at 14/12 UTC) of potential stability in the
600–700 hPa layer, along with the 600 hPa vertical motion
at 14/12 UTC, are presented to further investigate why the
instability in the WRF is confined to the south (Figure 5(c)
and (d)). Positive values (dark shading) of stability tendency
indicate that (−∂θe/∂p) is becoming more stable with time,
while negative values (light shading) indicate destabilization.
The air is destabilizing along the cross-section in the NARR
(Figure 5(d)). In the northeast part of the cross-section,
upward motion is present in the NARR, corresponding
with the moisture, frontogenesis and instability seen in this
region (Figure 5(b)). An area of stabilization is present in
the WRF (circled in Figure 5(c)) in an area of downward
motion at 600 hPa. Ascent is present at 700 hPa (not shown),
which increases the stability in the layer. In addition, the
horizontal advection of instability implied by the 650 hPa
winds in the WRF (Figure 4(a)) is weaker than in the
NARR (Figure 4(b)). Calculation of the static stability
tendency equation (Bluestein, 1993, pp 376–379) confirms
that compression of the air column in the vertical and
differential θe advection contribute to a net increase in
potential stability in the WRF. The environment in the WRF
prevents the development of secondary precipitation that
was observed over the next 6 h in the NARR (Figure 3(f)),
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Figure 2. Pressure (shaded; hPa) and winds (barbs; m s−1) on the 1.5 PVU surface, sea-level pressure (contours; 4 hPa interval) from WRF at (a) 1200
UTC 14 February 2003, (c) 0000 UTC 15 February 2003, and (b), (d) NARR for same respective times.
which continued through to 15/00 UTC (not shown).
Accordingly, a diabatically generated PV anomaly is not
observed in the WRF, as will be shown in section 3.2.
The secondary area of frontogenesis in the NARR
strengthens as the precipitation intensifies (Figure 3(f))
through to 14/18 UTC (circled in Figure 4(d)). During
the same time period, the stability increases slightly to the
southwest of the strengthening frontogenesis (Figure 4(b)
and (d)). By 14/18 UTC, the WRF depicts an axis of
frontogenesis which is farther south than the NARR (circled
in Figure 4(c)). As less stable air is located on the warm side
of the frontogenesis in the WRF, this implies that the frontal
circulation is farther south in the WRF versus the NARR.
A new band of precipitation forms in the WRF between
14/18 and 15/00 UTC on the warm side of the frontogenesis
(not shown). In summary, moisture is available for the
initiation of banded precipitation in both the NARR and
the WRF in the presence of weak stability. The primary
difference is in the placement and strength of the axis of
mid-level frontogenesis which provides the lift to realize this
instability.
3.2. PV analysis
The discrepancy in the location of the 700 hPa frontogenesis
is due to differences in the mid-level wind and temperature
fields. At 14/06 UTC, the WRF simulates 700 hPa
perturbation PV as high as 0.75 to 1 potential vorticity
units (PVU) (Figure 6(a)). In contrast, the NARR depicts
negligible values of perturbation PV in the same area (not
shown). Note that the perturbation PV in the WRF is
collocated with the strongest convection shown in the 4 km
simulated reflectivity (Figure 3(a)). A cross-section through
the mid-level PV anomalies in the WRF indicates that
diabatic heating exceeds 7 K h−1 in a deep layer from 450
to 650 hPa (Figure 6(b)). The non-advective PV tendency
reaches 8 PVU (3 h)−1 directly beneath the maximum in
diabatic heating in a layer from 550 to 700 hPa. This is
much larger than the values of horizontal and vertical PV
advection (not shown). Thus, there is sufficient evidence to
suggest that most of the mid-level PV present at 700 hPa
in the WRF was generated via diabatic heating, and has not
been advected into the region from elsewhere.
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Figure 3. WRF composite simulated reflectivity (shaded; dBZ) at (a) 0600 UTC 14 February 2003 and (c) 0900 UTC 14 February 2003 (b), (d) WSR-88D
Level III composite reflectivity (shaded; dBZ) for same times. Previous 6 h accumulated precipitation (mm) from WRF ending at (e) 1800 UTC 14
February 2003, and (f) NARR for same respective times.
By 14/12 UTC, the 700 hPa perturbation PV in the
WRF has reached values greater than 1 PVU along
a northwest–southeast oriented line (labelled PVA in
Figure 7(a)). The NARR does feature PV in the same region,
but it is smaller in coverage and magnitude, maximizing
at 0.5 to 0.75 PVU (labelled PVA in Figure 7(b)). Note
that both the WRF and NARR 700 hPa perturbation
PV fields correspond quite well with the locations of
precipitation maxima at 14/09 UTC (Figure 3(c) and (d)).
By 14/18 UTC, PVA in the WRF has expanded northeast,
with values of 0.75–1.0 PVU in the western portion of
PVA and greater than 1.0 PVU in the eastern portion
(Figure 7(c)). In contrast, the PVA anomaly is farther
east in the NARR, with a weaker magnitude of 0.5 PVU
(Figure 7(d)). Also, by 14/18 UTC, the location and
orientation of the 700 hPa perturbation PVA is similar
to that of the 700 hPa frontogenesis seen in both the NARR
(Figure 4(d)) and WRF (Figure 4(c)). A secondary maximum
in perturbation PV in the NARR at 14/18 UTC (labelled
PVB in Figure 7(d)) is associated with precipitation that
formed and was maintained in this area beginning at 14/12
UTC (see Figure 3(f)), as previously discussed. A secondary
maximum located farther west in the WRF (labelled PVB
in Figure 7(c)) is associated with weaker precipitation that
began after 14/12 UTC, which then moved to the west. As
this area of diabatically generated PV moved westward, it
merged with low-level PV which was advected away from
the elevated terrain in the Rocky Mountains (not shown).
Piecewise inversion of the upper-level PV anomalies
(partition 1) demonstrates that the tropopause undulation
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Figure 4. 700 hPa Petterssen frontogenesis (contours; 5 K (100 km)−1 (3 h)−1), 700–600 hPa average saturated equivalent potential vorticity (shaded;
PVU), and 650 hPa winds (barbs; m s−1) from WRF at (a) 1200 UTC 14 February 2003, (c) 1800 UTC 14 February 2003, and (b), (d) NARR for same
respective times.
had a similar effect on the 700 hPa heights and flow in the
NARR and WRF at both 14/12 and 14/18 UTC, and therefore
will not be shown. Notable differences between the WRF
and the NARR are evident in the height and winds at 700 hPa
associated with the low- to mid-tropospheric PV in moist
air (partition 3; Figure 8). At 14/12 UTC, the trough in the
perturbation flow that extends southeast of the maximum
negative height perturbation is oriented from northwest
to southeast in the NARR (Figure 8(b)), in contrast to its
more west to east orientation in the WRF (Figure 8(a)).
The maximum in balanced deformation resulting from the
perturbation wind field marks the location of the trough,
which rotates cyclonically over the period. By 14/18 UTC,
the balanced deformation in both the NARR (Figure 8(d))
and WRF (Figure 8(c)) is coincident with the location of
the 700 hPa frontogenesis shown in Figure 4(d) and (c),
respectively. Therefore, the low- to mid- tropospheric PV
anomalies are associated with a wind field that influenced
where the 700 hPa frontogenesis would develop.
While the temperature perturbations associated with the
inverted PV anomalies cannot tractably be used as input
into the balanced frontogenesis equation, examining their
structure can still be instructive when paired with the
perturbation deformation. Thus, the hypsometric equation
was solved to find the temperature perturbation in the 650
to 750 hPa layer, using the perturbation heights from the
inversion as input. The resulting perturbation temperature
gradients at 14/18 UTC are shown for the WRF (Figure 9(a))
and the NARR (Figure 9(b)). The magnitude of the
perturbation temperature gradient is larger in the WRF, and
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Figure 5. Cross-section of Petterssen frontogenesis (thin contours; 5 K (100 km)−1 (3 h)−1), saturated equivalent potential vorticity (thick contours; 0.25
PVU, only negative values shown), and relative humidity with respect to ice (shaded; >95%) from (a) WRF and (b) NARR at 1200 UTC 14 February
2003. Location of cross-section shown in Figure 4(a) and (b), and Figure 5(c) and (d). 3 h tendency of potential stability over the 600–700 hPa layer
ending at 1200 UTC 14 February (shaded; K (100 hPa)−1 (3 h)−1; negative values indicate increasing instability) and 600 hPa vertical motion (contours;
0.4 Pa s−1) from (c) WRF and (d) NARR at 1200 UTC 14 February.
is collocated with the axis of balanced deformation shown in
Figure 8(c). The relation between the perturbed temperature
gradient in the NARR and the axis of balanced deformation
in Figure 8(d) is more tenuous. In both the WRF and the
NARR, the piecewise frontogenesis (Figure 9(a) and (b),
respectively) is in a similar location as the full frontogenesis
(Figure 4(c) and (d), respectively). This analysis suggests
that the temperature gradient and wind fields associated
with the low- to mid-tropospheric PV anomalies affect the
location of the maximum frontogenesis in both the NARR
and the WRF.
In both the NARR and WRF, the low- to mid-tropospheric
PV in moist air (partition 3) accounts for 60% of the total
balanced deformation in the region where the balanced
deformation and the perturbation thermal gradient are
collocated, with the remaining partitions accounting for 5
to 20% (not shown). In the interest of completeness, PVA
and PVB (defined by the boxes in Figure 7(c) and (d)) at
14/18 UTC were inverted separately from each other and
the results were compared. This analysis makes clear that
the balanced deformation nearest to the minimum height
perturbation in Figure 8(c) and (d) is primarily associated
with PVB, while the balanced deformation along the trough
east of the minima in perturbation heights is associated with
PVA. This illustrates that, as expected, the magnitude of the
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Figure 6. (a) 700 hPa PV (shaded; PVU) and 70% RH contour for 0600 UTC 14 February 2003 from WRF. (b) WRF cross-section as indicated in (a) of
diabatic heating (shaded; 10−5 K s−1), non-advective PV tendency (contours; 0.5 PVU (3 h)−1), and 70% RH contour. All PV shown in (a) and all
locations beneath the 70% contour in (b) are in moist air.
balanced deformation decreases with distance from the PV
anomalies.
The WRF’s incorrect rapid development of a diabatically
generated PV anomaly (PVA in Figure 7(a) and (c)) is
associated with the 700 hPa front developing along an
east–west axis (circled in Figure 4(a) and (c)), farther south
than in the NARR. The NARR depicts a northwest–southeast
axis of frontogenesis (circled in Figure 4(b) and (d)), which
is associated with a weaker PV anomaly generated via
stratiform precipitation with embedded convection (PVB:
Figure 7(b) and (d)). At 14/12 UTC, stabilization occurred in
the WRF in the vicinity of PVB, preventing the development
of a positive feedback between frontogenesis and diabatic
PV generation that was seen in the NARR. The location of
the 700 hPa front is a crucial factor in the underestimation
of precipitation downstream of the convection in the WRF
simulation, as this feature provides the lifting mechanism.
It has been shown that the strength and placement of the
PV anomalies are associated with both the temperature
gradient and deformation fields, two key components of
frontogenesis.
Finally, the relation between the low- to mid-level
tropospheric PV anomalies and moisture flux downstream
is examined. Figure 9(c) and (d) depict the 700 to 800 hPa
average balanced moisture flux vectors resulting from the
piecewise PV inversion. Areas circled represent the location
of ongoing precipitation within the NARR data (Figure 3(f)),
and solid lines indicate the axis of secondary frontogenesis
(Figure 4(c) and (d)). At 14/18 UTC, the balanced moisture
flux in the WRF (Figure 9(c)) in the northern part of the
domain is directed well toward the north of the developing
frontogenesis. To build on the inferences made from the
balanced moisture flux, 24 12 h backward trajectories
were initialised on the 4 km WRF grid from the area of
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Figure 7. 700 hPa PV from partition 3 (shaded; PVU) for 1200 UTC 14 February 2003 from (a) WRF and (b) NARR, and for 1800 UTC 14 February
from (c) WRF and (d) NARR.
precipitation (circled in Figure 3(e)) at 750 hPa. These
trajectories depict warm conveyor belt air ascending across
the warm front, with a loss of 1.6 g/kg (6.3 g/kg to 4.7 g/kg)
of specific humidity, and relative humidities exceeding
90% along the latter half of the flow (values are averages
over 24 trajectories). Thus, as air flows from the more
intense precipitation toward the downstream precipitation,
moisture decreases, but saturation is maintained. The
balanced moisture flux in the NARR at the same time
(Figure 9(d)) is slightly weaker, but is directed toward the
developing frontogenesis. As balanced moisture transport
exists toward roughly the same area in both the WRF and
the NARR, yet only the NARR depicts notable precipitation
in this area, it appears that the role of moisture flux was
secondary to the location and orientation of frontogenesis
associated with the PV anomalies.
4. 3–5 January 2005
4.1. Event overview
Over the 12 h period spanning 05/00 UTC through to 05/12
UTC, a surface cyclone develops in central Texas and deepens
below 1012 hPa as it moves northeastward (Figure 10(b)
and (d)). A southwest–northeast oriented thermal gradient
develops north of the cyclone as a tropopause undulation
approaches from the southwest. Through the 12 h period,
the undulation descends to 450–500 hPa. The output from
the WRF simulation is quite similar to the NARR, with
the surface cyclone taking the same track and deepening at
the same magnitude (Figure 10(a) and (c)). Two important
differences include the 4 hPa stronger surface high to the
north in the NARR throughout the simulation, and the
more northeastward extension of the tropopause undulation
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Figure 8. 700 hPa perturbation balanced heights (contours; 10 m), winds (barbs, m s−1), and deformation (shaded; 10−5 s−1) calculated using the
inversion of PV from partition 3, for 1200 UTC 14 February 2003 from (a) WRF and (b) NARR, and for 1800 UTC 14 February from (c) WRF and
(d) NARR.
into Nebraska and South Dakota at 05/12 UTC. Despite
the relative similarity between the WRF and NARR with
respect to the large-scale pattern, a notable difference in
the distribution of precipitation between the two datasets is
observed.
Through the period 05/06–05/12 UTC, both the WRF
4 km simulated reflectivity (Figure 11(a), (c) and (e)) and the
observed composite reflectivity (Figure 11(b), (d) and (f))
depict rainfall throughout the Midwestern USA. Two
differences exist: the WRF features reflectivities greater than
40 dBz throughout western Kansas (the evolution of this
feature is circled in Figure 11), and is missing the widespread
area of stratiform precipitation evident to its northeast.
These differences are evident in the 12 h accumulated
precipitation ending at 05/18 UTC (not shown). The primary
difference scrutinized in this case lies in the WRF’s excessive
simulation of 5 to 15 mm of precipitation (in the form of
snowfall) in the area circled in Figure 11(c) and (e), where
the NARR indicates none to 5 mm fell.
Frontogenesis at 600 hPa is examined in this case,
as frontogenesis at this level is best correlated with
the location of this area of precipitation in the WRF.
At 05/12 UTC, the NARR does not indicate 600 hPa
frontogenesis (Figure 12(b)) in the area of precipitation
circled in Figure 11(e) and (f), while the WRF depicts a
southwest–northeast oriented region of frontogenesis in
excess of 10 K (100 km)−1 (3 h)−1 (Figure 12(a)). The
stability is lower in the NARR in this area, with values
ranging from −0.25 to −1.0 PVU. The WRF is more stable
to the southeast of the region of frontogenesis, with SEPV
values of 0.0 to −0.1 PVU. SEPV was lower in the WRF
three hours earlier at 05/09 UTC, indicating that some of the
mid-level instability has likely been released in association
with precipitation simulated in this area (Figure 11(c)).
The WRF is saturated with respect to ice (relative humidity
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Figure 9. 700 hPa temperature gradient (shaded; ◦C (100 km)−1) calculated using the inversion of PV from partition 3 and 700 hPa piecewise Petterssen
frontogenesis calculated as described in text (contours; 1, 3, 5 K (100 km)−1 (3 h)−1), for 1800 UTC 14 February 2003 from (a) WRF and (b) NARR.
700–800 hPa average balanced moisture flux vectors and magnitudes (g kg−1 m s−1) calculated using the inversion of PV from partition 3 for 1200 UTC
14 February from (a) WRF and (b) NARR, and for 1800 UTC 14 February from (c) WRF and (d) NARR. Solid line annotations represent approximate
axis of frontogenesis as seen in Figure 4.
>95%) within the region of weaker stability, while the
NARR is not saturated with respect to ice (relative humidity
85–90%; not shown). The frontogenetical circulation in the
WRF, coupled with relatively small instability, is sufficient to
generate precipitation. Although the NARR features greater
instability, it lacks a mesoscale circulation and saturated
conditions. This suggests that the real atmosphere is not
able to realize the unstable environment.
4.2. PV analysis
As in the previous case, the mechanism for the development
of low- to mid-tropospheric PV anomalies is investigated,
and their associated height and flow fields are analysed.
At 05/09 UTC, 600 hPa perturbation PV is examined
(Figure 12(c)). The WRF depicts an east–west oriented
line of perturbation PV (noted by a line indicating a cross-
section shown in Figure 12(d)), while in the same area
the PV in the NARR is negligible (not shown). Comparing
the 600 hPa perturbation PV with the reflectivity fields
(Figure 11(c) and (d)), the excess perturbation PV in the
WRF is consistent with the greater amount of precipitation,
and the lack of perturbation PV in the NARR with the
relatively lower magnitude of precipitation. Note that the
600 hPa perturbation PV seen in the WRF is associated
with the incorrectly simulated precipitation that was first
observed in western Kansas at 05/06 UTC (Figure 11(a),
circled), which has now moved farther east. A maximum
in diabatic heating of 2–4 K h−1 is observed directly
above an area of positive non-advective PV tendency in
the 600–700 hPa layer ranging from 0.5 to 1.5 PVU (3 h)−1
(Figure 12(d), western portion of cross-section). As in the
previous case, the values of PV advection are much smaller
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Figure 10. Pressure (shaded; hPa) and winds (barbs; m s−1) on the 1.5 PVU surface, sea-level pressure (contours; 4 hPa interval) from WRF at (a) 0000
UTC 5 January 2005, (c) 1200 UTC 5 January, and (b), (d) NARR for same respective times.
than the non-advective PV tendency, which suggests that the
perturbation PV in this region has been generated primarily
by diabatic heating.
The low- to mid-level PV anomalies exhibit different
magnitudes and spatial orientations with height, in contrast
with the more vertically uniform anomalies seen in the
previous case. Perturbation PV at 900 and 600 hPa is
examined in Figure 13 for the WRF (left side) and the NARR
(right side) for 3 h later, at 05/12 UTC. In both the WRF
and NARR, the perturbation PV is higher in magnitude
lower in the troposphere (labelled PVC), reaching 2.25
PVU at 900 hPa (Figure 13(a) and (b)) in the area of
heaviest precipitation (seen for 05/12 UTC in Figure 11(e)
and (f)). The perturbation PV at 900 hPa is similar in shape
and magnitude in the WRF and the NARR. This low-level
perturbation PV is distinct from that observed farther west
in the WRF at 600 hPa (Figure 13(c), labelled PVD), which
is not present in the NARR (Figure 13(d)).
As in the previous case, perturbation PV from partition
3 (low- to mid-tropospheric PV in moist air) is inverted,
in this instance at 05/12 UTC. Piecewise inversion of the
upper-level PV anomalies in partition 1 demonstrates that
the tropopause undulation was associated with similar
low- to mid-level height and flow perturbations in the
NARR and WRF, and therefore will not be shown. At
600 hPa, the magnitude of the perturbation height anomaly
is relatively similar between the WRF (Figure 14(a)) and
NARR (Figure 14(b)). As in the February case, what differs
is the strength and orientation of the balanced deformation
(relevant areas boxed in Figure 14(a) and (b)). Note that
the axis of 600 hPa balanced deformation in the NARR is
largely collocated with the axis of 600 hPa frontogenesis
seen in Figure 12(b), and the 600 hPa PV anomaly seen in
Figure 13(d). The same is true for the WRF, with 600 hPa
frontogenesis seen in Figure 12(a). In the WRF, the low- to
mid-tropospheric PV in moist air accounts for 55% of the
total balanced deformation in the region where deformation
and the perturbation thermal gradient (Figure 14(e)) are
collocated, with the remaining partitions accounting for 10
to 25%.
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Figure 11. WRF composite simulated reflectivity (shaded; dBZ) at (a) 0600 UTC 5 January 2005, (c) 0900 UTC 5 January, (e) 1200 UTC 5 January (b),
(d), (f) WSR-88D Level III composite reflectivity (shaded; dBZ) for same respective times.
As the perturbation PV was similar in the low levels
(Figure 13(a) and (b)) and became increasingly different
with height (Figure 13(c) and (d)), two more inversions were
conducted to better clarify the relation between the varying
PV and the flow field. The differences in PV with height
first become apparent at 750 hPa, thus the PV in partition
3 was split into one partition below 750 hPa and one above
(and including) 750 hPa. Results show that PV from 900
to 800 hPa is not associated with the 600 hPa balanced
deformation (not shown). In the interest of completeness,
the individual anomaly PVD in the WRF (defined by the
box in Figure 13(c)) was inverted from 900 to 400 hPa.
Approximately 75% of the balanced deformation boxed in
Figure 14(a) is associated with this individual anomaly. This
analysis confirms that it is in fact the PV anomaly in the
WRF that extends above 750 hPa that is associated with the
balanced deformation at 600 hPa.
The moisture flux from the balanced flow averaged over
the 650 to 750 hPa layer also illustrates differences between
the WRF (Figure 14(c)) and the NARR (Figure 14(d)).
Higher-magnitude moisture flux is noted farther north in
the WRF, with a ridge of stronger moisture flux directed
northward (boxed in Figure 14(c)). This ridge is in part
due to the fact that the WRF is 1 g kg−1 moister than
the NARR in this area at 05/12 UTC (not shown). The
difference in moisture flux also occurs due to the balanced
flow associated with the perturbation PV at 600 hPa seen
in Figure 13(c), where the NARR contains no perturbation
PV (Figure 13(d)). To build on the inferences made from
the balanced moisture flux, 24 21 h backward trajectories
were initialised on the 4 km WRF grid from the area of
precipitation (circled in Figure 11(e)) at 700 hPa. One-third
of the trajectories originate in the warm air to the south,
with the remaining two-thirds split evenly from the east and
west. Averages taken over the eight trajectories that originate
to the south depict a loss of 4.8 g/kg (8.6 g/kg to 3.8 g/kg)
of specific humidity and relative humidities exceeding 94%
along the flow. As in the previous case, as air flows from the
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Figure 12. 600 hPa Petterssen frontogenesis (contours; 5 K (100 km)−1 (3 h)−1), 600–500 hPa average saturated equivalent potential vorticity (shaded;
PVU), and 550 hPa winds (barbs; m s−1) at 1200 UTC 5 January 2005 from (a) WRF and (b) NARR. 600 hPa PV (shaded; PVU) and 70% relative humidity
contour for 0900 UTC 5 January from (c) WRF. (d) WRF cross-section as indicated in (c) of diabatic heating (shaded; 10−5 K s−1), non-advective PV
tendency (contours; 0.5 PVU (3 h)−1), and 70% RH contour. All PV shown in (c) and all locations beneath the 70% contour in (d) are in moist air.
more intense precipitation to the downstream precipitation,
moisture decreases, but saturation is maintained.
An analysis of the perturbation temperature gradients and
piecewise frontogenesis is presented in Figure 14(e) and (f).
The WRF (Figure 14(e)) simulates a larger magnitude
gradient than the NARR (Figure 14(f)) due east of the
maximum height perturbation (boxed in Figure 14(a)).
This stronger temperature gradient is collocated with the
larger-magnitude balanced deformation observed in the
WRF (Figure 14(a)) versus the NARR (Figure 14(b)).
The maximum piecewise frontogenesis is located in the
aforementioned region (Figure 14(e)), and is in the vicinity
of the maximum in frontogenesis from the full model
output (Figure 12(a)). In contrast, the NARR contains
no frontogenesis in this area, neither from the full
model output (Figure 12(b)) nor the piecewise calculation
(Figure 14(f)).
The perturbation PV generated by the most widespread
convection, seen to the southeast of the snowfall, is simulated
well by the WRF (PVC in Figure 13(a) and (b)). This PV is
primarily in the lower troposphere, and is not directly related
to the snowfall downstream, as confirmed by supplemental
inversions. An area of incorrectly simulated precipitation
farther west develops and moves northeastward over the
period 05/06–05/12 UTC (circled in Figure 11). This results
in PV production in the 600–700 hPa layer in the WRF
(PVD in Figure 13), and an associated enhancement of the
balanced deformation and northward balanced moisture
flux (Figure 14(a) and (c)). This PV is shown to be associated
with mid-tropospheric frontogenesis (Figure 14(e)). This
frontogenesis enhances the lift of moist air streaming from
the south associated with the primary area of convection,
thus influencing the snowfall farther downstream. These
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Figure 13. PV (shaded and contoured in white with an interval of 0.25; PVU) from partition 3 for 1200 UTC 5 January 2005 from WRF at (a) 900 hPa
and (c) 600 hPa. (b), (d) PV from NARR for same time and same respective levels.
processes facilitate continued precipitation production in
the area through to 05/18 UTC.
5. Summary of cases and discussion
Piecewise PV inversion was used to examine the role of low-
to mid-tropospheric PV anomalies on the distribution of
precipitation in two central USA winter storms. Output from
WRF simulations were compared with NARR data, which
served as a proxy for the observations. For the February
case, 25 mm of precipitation was observed downstream from
heavier precipitation, while the WRF simulated much lighter
precipitation in the area. In the January case, 0 to 5 mm
of precipitation fell downstream from heavier precipitation,
while the WRF simulated 5 to 15 mm in this area. Note that
any model that incorrectly simulates precipitation can result
in an improper modification of mesoscale processes, which
can impact downstream precipitation.
The inversion of the low- to mid-tropospheric PV
anomalies in the February case made it evident that the
location of the mid-level frontal band was associated
with the distribution of the PV anomalies, which were
primarily generated via diabatic heating. The inversion
results demonstrate that the PV anomalies were not only
associated with deformation within the frontal zone, but
also with a thermal gradient in this region. By tracing
back the origin of the PV anomalies, one could determine
that the location of the frontal band would, in large part,
be determined by whether convection developed over
southern Kansas between 14/00 UTC and 14/06 UTC.
While the particular orientation of the PV anomalies was
associated with the orientation of the downstream moisture
flux, moisture flux was of secondary importance to the
frontogenesis associated with the PV anomalies, which
provided the lifting mechanism.
The role of the low- to mid-tropospheric anomalies
in the January case was more subtle and complex in
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Figure 14. 600 hPa perturbation balanced heights (contours; 10 m), winds (barbs, m s−1), and deformation (shaded; 10−5 s−1) calculated using the
inversion of PV from partition 3, for 1200 UTC 5 January 2005 from (a) WRF and (b) NARR. 650–750 hPa average balanced moisture flux vectors
and magnitudes (g kg−1 m s−1) calculated using the inversion of PV from partition 3 for 1200 UTC 5 January from (c) WRF and (d) NARR. 600 hPa
temperature gradient (shaded; ◦C 100 km−1) calculated using the inversion of PV from partition 3 and 600 hPa piecewise Petterssen frontogenesis
calculated as described in text (contours; 1, 3, 5 K (100 km)−1 (3 h)−1), for 1200 UTC 5 January from (e) WRF and (f) NARR.
comparison to the February case. The WRF incorrectly
simulated precipitation behind more east–west oriented
convection located downstream. The diabatically generated
PV associated with the east–west oriented convection
was concentrated in the lower troposphere, and thus had
minimal impact on the downstream precipitation, which was
associated with mid-level frontogenesis. The frontogenesis
aloft was associated with deformation produced by the
PV anomalies associated with the incorrectly simulated
precipitation, and led to enhanced lifting of moist air
streaming northward from the convection to the south.
Moisture flux in the mid-troposphere toward the area of
incorrectly simulated snowfall was associated with the mid-
tropospheric PV anomaly.
In both cases, the diabatically generated PV anomalies
were associated with balanced deformation co-located
with the perturbation temperature gradient. The piecewise
frontogenesis generated by this configuration was in a similar
location as the frontogenesis calculated by the full fields. It
is probable that this results in a positive feedback process.
As the enhanced frontogenetical circulation results in more
diabatic heating, PV anomalies will strengthen and further
enhance frontogenesis. This suggests that once a numerical
model has improperly simulated strong diabatic heating,
the model solution will further diverge from reality as the
heating is reinforced by the developing frontogenesis. This
occurrence opens the possibility that cases such as those
presented here may suffer from reduced predictability.
6. Conclusions
Two cases were presented, one in which the WRF
underforecasts downstream precipitation (February), and
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another in which the WRF overforecasts downstream
precipitation (January). These differences in precipitation
were related to the strength of upstream PV anomalies. In the
February case, the upstream PV in the WRF was of higher
magnitude than in the NARR, and was associated with
stronger than observed frontogenesis. This frontogenesis
focuses lift and moisture away from the downstream region,
resulting in an underforecast of downstream precipitation.
In the January case, the upstream PV in the WRF is
of lower magnitude and depth than seen in the NARR.
The WRF also develops a PV anomaly downstream.
This PV is associated with frontogenesis that focuses lift
farther north, and a cyclonic circulation that transports
moisture northward from the upstream precipitation. The
frontogenesis and moisture transport thus result in an
overforecast of downstream precipitation.
Based on the analysis of these cases, two general statements
can be made which may be applicable to similarly structured
events:
(1) Diabatically generated low- to mid-tropospheric PV
anomalies are associated with flow and temperature
perturbations that determine the location and
magnitude of the mid-level front, or even its existence.
(2) These PV anomalies serve to enhance the flow
of moisture northward on the eastern side of the
anomalies, as they are associated with a cyclonic
circulation.
As the latter point is well established, the importance of the
former has been highlighted in this work. Both cases illustrate
that the role of convection associated with warm fronts on
downstream precipitation is more complex than simple
‘robbing’ of moisture. In events that feature widespread,
long-duration convection, as both cases presented here
did, the influence this convection has on downstream
precipitation can be highly variable. The strength, depth and
orientation of diabatically generated PV anomalies must be
examined on a case-by-case basis to ascertain their specific
influence on the environment. Thus, the cases analysed here
do not provide a new conceptual model, or generalization
which can be applied to any forthcoming event. Rather, they
illustrate a methodology for analysing the role of convection
in individual events.
Subsequent research could focus on further documenting
the case-to-case variability of these types of events. The
analysis performed here provides a framework that could
be used to illustrate the relevant features and processes
that are responsible for variability in precipitation forecasts
amongst different model solutions. Thus, further research
could investigate how weather forecasters can recognize
when frontogenesis is being altered by diabatic processes
within the model. Subsequent studies might also document
how piecewise PV inversion could be used in similar
events to improve quantitative precipitation forecasts, as
PV inversions have been conducted within an operational
setting at Me´te´o-France (as described by Santurette and
Georgiev (2005)) and the UK Met Office (Carroll and
Hewson, 2005).
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