











データD = fx1;    ;xngが与えられたとき，標準的な統計モデルを
仮定したいが，適切な単一のモデルの特定が困難で複数のモデルMk =
ffk(x;k) : k 2 kg (k = 1;    ; K) が想定される状況を考える．この
とき, モデルMkの対数密度関数の一般化結合を次のように定める.






ここで ! = f(k; k)g1kK，kは混合比とし，を逆温度パラメータ
とよぶ．特に，次の性質に注目する．
lim






























pk(x;!;  ) =
k expf log fk(x;k)gPK









0k expf log fk(x;0k)g
と仮定する．このとき，上の推定量 b!は真値!0への一致性を持つ．


























ここで pk(x;!;  ) =
k exp[f>k t(x)  k(k)g]PK
k0=1 k0 exp[f>k0t(x)  k0(k0)g]
k(!;  ) =
k expf(k)  (k)gPK
k0=1 k0 expf(k0)  (k0)g
正規モデル
典型的な例題としてp次元正規分布の場合，
f (x;k) = '(x;k;V k)






























































i2Ik(!)(xi   k)(xi   k)>
jIk(!)j + 12(k; kmin)

となる．　ここでkmin = argmin1kK log det(2Vk)，
Ik(!) = fi : '(xi;k;V k) = max
1k0K
'(xi;k0;V k0)g:
分散行列V kが同一で既知であると制限すると，このアルゴリズムはK
平均アルゴリズムと一致する．適当な逆温度を選択すればハードとソ
フトのクラスタリングの両方の良い点を持つ方法が提案できる．
