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1. INTRODUCTION
1.1. Let A be a commutative complex Banach algebra with unit.
The maximal ideal space M(A) is the set of all nontrivial linear multiplica-
tive functionals on A. The norm of any f ¥M(A) is [ 1 and so M(A) is
embedded into the unit ball of the dual space Ag. ThenM(A) is a compact
Hausdorff space in the weak f topology induced by Ag (which is called the
Gelfand topology). We denote by C(M(A)) the algebra of continuous
complex-valued functions on M(A) with the supremum norm. An element
a ¥ A can be thought of as a continuous function on M(A) via the Gelfand
transform ˆ : AQ C(M(A)), aˆ(f) :=f(a). The linear map ˆ is a homo-
morphism of Banach algebras with norm [ 1. When the Gelfand transform
is an isometry, the algebra A is called a uniform algebra. This is the case for
all the Banach algebras considered here.
Let X be a Hausdorff space and A … C(X) be a uniform algebra of
bounded complex-valued functions on X with pointwise multiplication and
with norm
||f||=sup
x ¥X
|f(x)|.
Evaluation at a point of X is an element of M(A), so X is naturally
embedded intoM(A), and the Gelfand transform fˆ is an extension of f to
M(A). In what follows we avoid writing the hat for the Gelfand transform
of f.
We say that a collection f1, ..., fn of functions in A satisfies the Corona
Condition if
|f1(x)|+|f2(x)|+· · ·+|fn(x)| \ d > 0 for all x ¥X. (1.1)
The Corona Problem is solvable means that the Bezout equation
f1 g1+f2 g2+·· ·+fn gn — 1
has a solution g1, ..., gn ¥ A. Solvability of the Corona Problem for any
f1, ..., fn ¥ A satisfying (1.1) and any n \ 1 is equivalent to the statement
that X is dense in M(A). For example, as follows from Carleson’s famous
Corona Theorem [C], this is the case when A=H. is the uniform algebra
of bounded analytic functions on the unit disk D … C.
Further, by the generalized Corona Problem we mean the problem of
finding a left inverse to a ‘‘tall’’ matrix with entries from A. The entries of
the left inverse matrix we are looking for are supposed to belong to A.
When we have an n×1 matrix (a column), then it is simply the classical
Corona Problem of solving the Bezout equation.
If one replaces all matrices by their transposes, one gets the problem
of finding a right inverse for a ‘‘long’’ (k×n, k < n) matrix, which we also
call the generalized Corona Problem. In fact, it takes just simple linear
algebra to show that the generalized Corona Problem for an n×k matrix is
solvable if and only if the Corona Problem is solvable for the collection
of all minors of order k (this was proved independently by Fuhrmann
and Vasyunin, see, e.g., [Ni, p. 293]).
The following problem referred to as the extension problem is much more
interesting and non-trivial: Given an n×k matrix b with entries in A does
there exist an invertible n×n matrix with entries in A that extends b? Such
problems are quite popular in different areas of mathematics (see, for
example, the Serre problem about the extension of a polynomial (in several
variables) matrix). Clearly, if the extension problem has a solution, then the
generalized Corona Problem admits a solution too. But the converse is not
true. It is also clear that the Corona Condition (1.1) for minors of order k
is the (simplest) necessary condition for the solvability of the extension
problem, but it is definitely not sufficient, even in algebras where the
Corona Theorem is true (see, e.g., examples in [CL, T]).
In the case of H. it is possible to solve the extension problem using
some operator theoretic considerations (a combination of the Fuhrmann–
Vasynin result and Tolokonnikov’s lemma, for the proof see, e.g., [Ni]).
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However, for general function algebras operator theoretic considerations
do not apply. One of the possible ways to solve the problem is to use the
information about the structure of M(A). It was proved by Lin [L] in the
case X=M(A), that the extension problem for an A-valued k×n matrix b,
k < n, is solvable iff one can complete b to an invertible n×n matrix with
entries in C(M(A)), and, moreover, if the topological dimension of M(A)
is [ 2 then condition (1.1) for minors of order k is also sufficient for b to
be extended.
Now, based on the Corona Theorem and the result of Sua´rez [S] asserting
that the topological dimension of M(H.) equals 2 one can prove the
following (for the proof see [Bru]).
Let D … C be a bounded domain, whose boundary B consists of k simple
closed continuous curves and H.(D) be the algebra of bounded analytic
functions on D. Suppose that A is a uniform Banach algebra (see definition
above) and n : H.Q A is a homomorphism with dense image. Let a=(aij)
be a k×n matrix, k < n, with entries in A.
Theorem 1.1. Assume that the determinants of submatrices of a of order
k do not all belong to the same maximal ideal of A. Then there exists a
unimodular (i.e., with determinant 1) n×n matrix a˜=(a˜ij), a˜ij ¥ A for all i, j,
so that a˜ij=aij for 1 [ i [ k.
Note that if A=H.(D) and n is the identity mapping the condition of
the theorem is equivalent to the Corona Condition (1.1) (with X=D) for
minors of order k since D is dense in M(H.(D)) (see also [T, Theorem 3]
for an alternative proof in this case).
In Section 7 we sketch the proof of Theorem 1.1.
1.2. The main goal of this paper is to give a complete topological
description of M(H.). Our results generalize the well-known theorems of
Hoffman [Ho] on the structure of the set of the non-trivial Gleason parts
of M(H.). Then, based on our main construction, we solve the extension
problem for some uniform subalgebras of H. that should be thought of as
a generalization of the disk algebra of analytic functions on D continuous
up to the boundary. We proceed to the formulation of main results.
A pseudohyperbolic metric on D is defined by
r(x, y)=sup{|f(x)|: f ¥H., f(y)=0, ||f|| [ 1} (x, y ¥D). (1.2)
This supremum can be explicitly computed and the result is given by
r(x, y)=: x−y
1−y¯x
: .
For x, y ¥M(H.), the formula (1.2) gives an extension of r toM(H.).
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The Gleason part of x ¥M(H.) is then defined as P(x)={y ¥M(H.):
r(x, y) < 1}. It is well known that for x, y ¥M(H.) we have P(x)=P(y)
or P(x) 5 P(y)=”. Hoffman’s classification of Gleason parts [Ho]
shows that there are only two cases: either P(x)={x} (x ¥M(H.)) or
P(x) is an analytic disk. The former case means that there is a continuous
one-to-one and onto map Lx: DQ P(x) such that f p Lx ¥H. for every
f ¥H.. Moreover, any analytic disk is contained in a Gleason part, and
any maximal analytic disk is a Gleason part. Let Ma …M(H.) denote the
set of all non-trivial Gleason parts (Ma will be called the analytical part of
M(H.)). Our main theorem describes the topological structure ofMa.
In [S1, Theorem 3.4] Sua´rez proved that the set M(H.)0Ma of one
point Gleason parts is totally disconnected. Using this result and our
Theorem 1.2 we immediately obtain (see Corollary 6.9) an alternative proof
of the theorem of Sua´rez [S] on the topological dimension ofM(H.).
Let Cr(D) be the algebra of bounded complex-valued functions on D
uniformly continuous with respect to the metric r. Then Cr(D) equipped
with the supremum norm is a uniform Banach algebra containing H.. Let
H … Cr(D) be the Banach algebra generated by H. and its conjugate H..
Clearly, the maximal ideal space of H is homeomorphic to M(H.) and H
is isomorphic (via the Gelfand transform) to C(M(H.)). Note that
Cr(D)0H ]” (for example, the function sin(ln 1+|z|1− |z|) belongs to Cr(D)
but does not belong to H because any function from H has radial limits for
almost all directions). Thus, M(H.) is not homeomorphic to the maximal
ideal spaceM(Cr(D)) ofCr(D). To describe the setMa we use a construction
ofM(Cr(D)) (for similar constructions see Section 2, Theorem 2.2).
Let l.(G) be the algebra of bounded complex-valued functions on a
discrete group G with pointwise multiplication and norm ||x||=supg ¥ G |x(g)|.
Let bG be the Stone–Cˇech compactification of G, i.e., the maximal ideal
space of l.(G) equipped with the Gelfand topology. Then G is naturally
embedded into bG as an open everywhere dense subset, and the topology
on G induced by this embedding coincides with the original one, i.e., is
discrete. Every function f ¥ l.(G) has a unique extension fˆ ¥ C(bG).
Further, the natural right and left actions of G on itself (by ‘‘shifts’’)
determine isometric actions of G on l.(G) and therefore they are extendible
to continuous right and left actions of G on bG. Note also that these
actions are effective, that is if gx=x (respectively, xg=x) for some g ¥ G
and any x ¥ bG then g is the unit of the group.
Assume now that G is the fundamental group of a compact Riemann
surfaceM of genus g \ 2. It is well known that the universal covering ofM
is D. Let F: M(Cr(D))QM(H.) be a continuous (surjective) map
transposed to the embedding H.+ Cr(D). Denote also by Lr(D) … Cr(D)
the subspace of functions Lipshitz with respect to r.
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Theorem 1.2. (a) M(Cr(D)) is a two-dimensional compact Hausdorff
space homeomorphic to a locally trivial fibre bundle p : E(M, bG)QM over
M with fibre bG. (In particular, the construction of E(M, bG) does not
depend of the choice ofM.)
(b) There is an open everywhere dense subset Gin … bG invariant with
respect to the right and left actions of G and a locally trivial subbundle
E(M, Gin) … E(M, bG) with fiber Gin such that F establishes a homeo-
morphism from E(M, Gin) onto Ma (here we identify M(Cr(D)) with
E(M, bG)).
(c) Every f ¥ Cr(D) (respectively, f ¥ Lr(D)) admits a continuous
extension fˆ to Ma so that fˆ p Lx ¥ Cr(D) (respectively, fˆ p Lx ¥ Lr(D)) for
any x ¥Ma. Here Lx: DQ P(x) determines the Gleason part P(x) (see
definition above).
(d) Let F: YQMa be a continuous mapping of a connected and locally
connected space Y toMa (equipped with the Gelfand topology). Then there is
x ¥Ma so that F(Y) … P(x).
(e) For any two distinct points x, y ¥M(H.) there is a connected one-
dimensional compact set lx, y …M(H.) containing them.
We recall that for a normal space X, dim X [ n if every finite open
covering of X can be refined by an open covering whose order is [ n+1. If
dim X [ n and the statement dim X [ n−1 is false, we say dim X=n. For
the empty set, dim”=−1 (for basic topological definitions see, e.g., [N]).
Recall also that a connected set is not necessarily locally connected or
arcwise connected.
Example 1.3. LetS=S1 2S2 …R2bea compact subset,whereS1 :={(x,y)
¥ R2 : y=sin(1/x), 0 < x [ 1} and S2 :={(x, y) ¥ R2 : x=0, −1 [ y [ 1}.
Then S is a connected one-dimensional set in the topology induced by R2.
Clearly, this set is neither locally connected nor arcwise connected.
In the next section we state our results needed in the proof of
Theorem 1.2 and, also, some of the consequences of this theorem.
2. MAXIMAL IDEAL SPACES OF CERTAIN FUNCTIONAL
ALGEBRAS AND FURTHER PROPERTIES OFM(H.)
2.1. The proof of Theorem 1.2 is based on the description of
maximal ideal spaces of certain algebras of continuous functions defined
on regular coverings over compact manifolds. This is a part of a more
general construction describing maximal ideal spaces of certain algebras
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of continuous functions defined on W-manifolds (Whitney manifolds).
The general exposition will appear elsewhere.
Let p: MG QM be a Galois covering over a manifoldM with a covering
group G and d be a metric on MG compatible with its topology and
invariant with respect to the action of the group G. Denote by Cd(MG) the
algebra of bounded functions on MG uniformly continuous with respect to
d equipped with the supremum norm. We describe the maximal ideal space
of Cd(MG) in the case whenM is compact.
Example 2.1. Let M be a compact complex Riemann surface of genus
g \ 2 and G be the fundamental group of M. Then MG is the universal
covering of M which is biholomorphic (by the Riemann theorem) to D.
The group G is the corresponding group of deck transformations of D. It is
a discrete subgroup of the group M(D) of Möbius transformations of D.
The pseudohyperbolic metric r is invariant with respect to the action of
M(D). In particular, Cr(MG) coincides with Cp(D).
In what follows we assume that M has one of the following structures:
continuous, Lipschitz, C., real analytic, complex. Then MG can be
equipped with the same structure as M. Moreover, the group G acts
discretely on MG by mappings which preserve the structure. We also will
use the following definition.
Let N be a manifold and H be a topological group. A locally trivial fibre
bundle B on N with structure group and fibre H is called a principle fibre
bundle. The action ofH on itself by left multiplication induces a continuous
action of H on B. Let U={Ui}i ¥ I be an open covering of N. Then
Z1(U, H) stands for the set of continuousH-valuedU-cocycles. By definition
h={hij} ¥ Z1(U, H) if hij ¥ C(Ui 5 Uj, H) and hijhjk=hik on Ui 5Uj 5 Uk.
Further, it is well known that MG can be thought of as a principle fibre
bundle over M with discrete fibre G (here G is equipped with the discrete
topology). Namely, there is an open covering U={Ui}i ¥ I of M by sets
homeomorphic to open Euclidean balls in some Rn and a locally constant
cocycle g={gij} ¥ Z1(U, G) such that MG is isomorphic (in the corre-
sponding category) to the quotient space of the disjoint union V=
d i ¥ I Ui×G by the equivalence relation: Ui×G ¦ (x, h) ’ (x, hgij) ¥ Uj×G.
The identification space is a locally trivial fibre bundle with projection
p: MG QM induced by the product projection Ui×GQ Ui, see, e.g., [Hi,
Chap. 1]. Let bG be the Stone–Cˇech compactification of G and E(M, bG)
be the locally trivial fibre bundle over M with fibre bG constructed by the
cocycle g. Then as above E(M, bG) is homeomorphic to the quotient space
of the disjoint union V˜=d i ¥ I Ui×bG by the equivalence relation:
Ui×bG ¦ (x, t) ’ (x, tgij) ¥ Uj×bG. The projection p˜ : E(M, bG)QM is
induced by the product projection Ui×bGQ Ui. Note that there is a
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natural embedding V+ V˜ induced by the embedding G+ bG. This
embedding commutes with the corresponding equivalence relations and so
determines an embedding of MG into E(M, bG) as an open everywhere
dense subset. Moreover, if V is another open covering of M and h is a
cocycle on V representing the same element as g in the cohomology set
H1(M, G) (see definitions in [Hi, Chap. 1, Sect. 3]) then the above con-
struction for V and h gives a bundle isomorphic (in the corresponding
category) to E(M, bG). Note also that if Y is a simply connected trian-
gulated subspace ofM (Y can be open or closed) then the restriction of the
bundle p˜ : E(M, bG)QM to Y is trivial, i.e., isomorphic to Y×bG.
Theorem 2.2. For every f ¥ Cd(MG) there is a unique continuous exten-
sion fˆ ¥ C(E(M, bG)). If M is a compact manifold, E(M, bG) is Hausdorff
and compact and the extended algebra coincides with C(E(M, bG)). In
particular, E(M, bG) is homeomorphic to the maximal ideal space of
Cd(MG).
We now describe some topological properties of E(M, bG).
Recall that a topological space X is paracompact if it is Hausdorff and if
for any open covering U of X there is a continuous partition of unity
(V,F) on X such that V is a refinement of U. It is well known (see
[D, Theorem 1]) that every paracompact space is normal.
Let XG :=bG/G be the set of co-sets with respect to the right action of G
and q: bGQXG be the quotient map.
Proposition 2.3. (a) E(M, bG) is a paracompact space of dim E(M, bG)
=dimM;
(b) For every x ¥ bG there is a unique continuous one-to-one map
ix: MG Q E(M, bG) such that (i) ix(MG)=iy(MG) if q(x)=q(y); (ii)
ix(MG) 5iy(MG)=” if q(x) ] q(y); (iii) E(M, bG)=dq(x) ¥XG ix(MG)
(because of (i) ix(MG) depends only on q(x) ¥XG);
(c) Let f: VQ E(M, bG) be a continuous mapping of a connected and
locally connected space V. Then there is an x ¥ bG such that f(V) … ix(MG);
(d) For any two distinct points x, y ¥ E(M, bG) there is a connected
one-dimensional closed set lx, y … E(M, bG) containing them. This set can be
chosen to be locally connected if and only if x, y ¥ iv(MG) for some v ¥ bG.
If, in addition, the group G is finitely-generated then lx, y can be chosen to be
compact.
The sets ix(MG) are analogs of the non-trivial Gleason parts of M(H.).
We will also show that ix for x ¥ bG may turn out not to be a homeo-
morphism from MG onto its image (see Section 4). Further, for a given
structure defined onMG there is a related similar ‘‘structure’’ on E(M, bG).
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Then we prove in these terms an analog of the Stone–Weierstrass
approximation theorem on approximation of functions from Cd(MG) by
‘‘Lipschitz,’’ ‘‘C.’’ or ‘‘real-analytic’’ functions on E(M, bG). These
results generalize a well-knownBernstein theorem on uniform approximation
of bounded uniformly continuous functions on Rn by entire functions
bounded on Rn (see Section 5).
2.2. Using constructions of the preceding section we identify some
naturally defined subsets of the analytical partMa.
Let X be a complex Riemann surface which admits a non-constant
bounded holomorphic function. Let r: DQX be the universal covering
over X. Then D is a principle fibre bundle over X with fibre H :=p1(X).
Similarly to our main construction we determine the fibre bundle
E(X, bH) over X with fibre bH so that there is a natural embedding
D+ E(X, bH) as an open everywhere dense subset.
Theorem 2.4. There is an analytic injective mapping I: E(X, bH)QMa,
i.e., I is continuous and f p I p ix ¥H. for any x ¥ bH, f ¥H..
For any open set U … E(X, bH) the set I(U) …Ma is open. For any
x ¥ bH the set (I p ix)(D) coincides with a Gleason part.
We now state a curious corollary of the above theorem.
Let G be a free group with finite or countable number of generators. For
each t ¥ bG denote P(t) :={tg, g ¥ G}.
Corollary 2.5. Assume that P(t1) 5 P(t2) ]” for t1, t2 ¥ bG. Then
one of these sets contains the other.
Remark 2.6. Our proof of Corollary 2.5 is analytic. It would be
interesting to prove this result by combinatorial methods and to identify a
class of discrete groups satisfying the above property.
Let now Y … Z be a complex Riemann surface compactly embedded into
a Riemann surface Z. Assume that H :=p1(Y) 5 p1(Z) and that the
boundary of Y is a union of continuous curves. We introduce an analog of
the disk algebra. Let rZ: DQ Z and rY: DQ Y be universal coverings over
Z and over Y. According to the Covering Homotopy Theorem and our
assumption, there is an analytic embedding a: DQD equivariant with
respect to actions of p1(Y) and p1(Z), i.e., a(gz)=g(a(z)), z ¥D,
g ¥ p1(Y)=p1(Z). For each open U … Z satisfying Y¯ … U consider the
algebra HU of bounded analytic functions on r
−1
Z (U). Then we define
AY …H. as the closure in L.(D) of the algebra generated by all of ag(HU).
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Theorem 2.7. The maximal ideal space M(AY) of AY is isomorphic to
E(Y¯, bH) and so dimM(AY)=2. In particular, any k×n matrix k < n, with
entries in AY such that all minors of order k do not belong to the same
maximal ideal can be extended to a unimodular n×n matrix with entries
in AY.
Example 2.8. Let Ka :={z ¥ C: a < Arg(z) < p−a} and −p/4 [ a [ 0.
In particular,K0 coincides with the upper half-planeH+. The function r(z) :=
e2pi ln z (with the branch of the logarithm defined on C0{z ¥ C: Re(z)=0,
Im(z) < 0}) maps each Ka onto the annulus Za :={z ¥ C: e−2p(p−a) < |z| <
e−2pa}. Moreover, r: Ka Q Za is the universal covering of Za with the
covering group Z. Let Y :=K0 and Z :=K−p/4. In this case AY in
Theorem 2.7 is defined as the closure in L.(H+) of the algebra generated
by all of H.(Ka)|H+ . One can also show that AY coincides with the sub-
algebra of bounded analytic functions f on H+ continuous on Rg :=
R0{0} such that the restriction of f to a connected component of Rg is
uniformly continuous with respect to the metric d(x, y) :=|ln( xy)|, (
x
y > 0).
The maximal ideal space of AY is the restriction of the bundle
E(Z, bZ)Q Z to Y¯ which is E(Y¯, bZ).
3. PROOF OF THEOREM 2.2
Let B … Rn be a Euclidean ball and X be a discrete countable set. For
points v, w ¥ B×X, v=(v1, v2), w=(w1, w2) we define the semi-metric
r(v, w) :=|v1−w1 |, where |.− .| is the Euclidean distance on B. Let f be a
bounded function on B×X uniformly continuous with respect to r.
Lemma 3.1. There is a continuous function fˆ on B×bX such that
fˆ|B×X=f and supB×bX |fˆ|=supB×X |f|.
Proof. For any v ¥ B function fv(x) :=f(v, x) belongs to l.(X). By
definition, there is a continuous function fˆv on bX which extends fv. We
set fˆ(v, t) :=fˆv(t) and prove that fˆ is continuous. In fact, let us take a
point w=(v, t) ¥ B×bX and a number e > 0. By definition of f, there
is d > 0 such that for any pair of points v1=(v, x) and v2=(vŒ, x) from
B×X with |v−vŒ| < d one has |f(v1, x)−f(v2, x)| < e/3. Define an open
neighbourhood Uv of v ¥ B by Uv :={vŒ ¥ B: |v−vŒ| < d}. Further, by the
definition of fˆv, there is an open neighbourhood Ut … bX of t such that for
any g ¥ Ut we have |fˆv(g)− fˆv(t)| < e/3. Consider Uw :=Uv×Ut. Then Uw
is an open neighbourhood of w ¥ B×bX. Note that fv−fvŒ is a function
from l.(X) and for any vŒ ¥ Uv its supremum norm is < e/2. This implies
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that |fˆv(g)− fˆvŒ(g)| < e/2 for each g ¥ bX. In particular, for any (x, g) ¥ Uw
we have
|fˆ(x, g)− fˆ(v, t)| [ |fˆx(g)− fˆv(g)|+|fˆv(g)− fˆv(t)| < e.
This inequality shows that fˆ is continuous at w ¥ B×bX. L
Assume now that B … Cn is a complex Euclidean ball and f is a bounded
holomorphic function on B×X. Then {f( · , x)}x ¥X is a uniformly bounded
family of holomorphic functions on B and therefore the Cauchy inequal-
ities for derivatives of a holomorphic function imply that f satisfies the
conditions of Lemma 3.1 on every K×X, where K … B is a compact, i.e.,
f is uniformly continuous with respect to the semi-metric r. Let fˆ ¥
C(B×bX) be the extension of f determined in Lemma 3.1.
Lemma 3.2. For any t ¥ bX the function fˆ|B×t is holomorphic.
Proof. Let O … B be an open subset with O¯ … B. It suffices to prove
that fˆ|O×t is holomorphic for any O. Since fˆ is uniformly continuous
on the compact O¯×bX, for any e > 0 there is xe ¥X such that
supz ¥ O¯ |fˆ(z, t)−f(z, xe)| < e. In particular, fˆ( · , t)|O is the limit in C(O)
of the sequence {f( · , x1/k)}k \ 1 of bounded holomorphic functions on O.
Thus fˆ|O×t is also holomorphic.
The lemma is proved. L
Remark 3.3. Similar arguments show that if f is a bounded function
on B×X Lipschitz with respect to r, then fˆ|B×t is Lipschitz for any t ¥ bX.
However, this is wrong for families of real analytic or smooth functions
which are uniformly bounded on B.
Proof of Theorem 2.2. Let p: MG QM be a regular covering over
a manifold M and f ¥ Cd(MG). We construct an extension of f to
C(E(M, bG)) in the case of M compact. The construction for a non-
compactM is the same.
Let U={Ui}i ¥ I be a finite open covering of M and V˜=d i ¥ I Ui×bG,
V=d i ¥ I Ui×G. By the definitions of E(M, bG) and MG (see Section 2)
there is a continuous surjective map s˜ : V˜Q E(M, bG) such that the
restriction s :=s˜|V is a continuous map onto MG. Further, Ui is homeo-
morphic to a Euclidean ball B and this homeomorphism determines a
natural homeomorphism between Ui×G and B×G. Denote by ri the semi-
metric on Ui×G which is the pullback of r by the above homeomorphism.
Replacing the covering U in our constructions by its finite subcovering and
taking into account that the metric d is invariant with respect to the action
of G on MG and compatible with the topology of MG, we may assume
without loss of generality that (f p s)|Ui ×G is bounded and uniformly
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continuous with respect to ri. Now according to Lemma 3.1, every fi :=
(f p s)|Ui ×G has an extension fˆi ¥ C(Ui×bG). Further, the equivalence
relation on V implies that
fi(z, g)=fj(z, ggij) (z ¥ Ui 5 Uj, g ¥ G).
Then by the definition of fˆi for a fixed z ¥ Ui 5 Uj
fˆi(z, t)=fˆj(z, tgij) (t ¥ bG).
This shows that there is a continuous function fˆ on E(M, bG) such that
(fˆ p s˜ )|Ui ×bG=fˆi for any i ¥ I. Moreover, fˆ|MG=f. Since MG is an open
everywhere dense subset of E(M, bG), we also have
sup
E(M, bG)
|fˆ|=sup
MG
|f|.
Thus we obtain a continuous extension of Cd(MG). It remains to prove that
the extended algebra coincides with C(E(M, bG)).
Note, first, that because the definition of E(M, bG) does not depend on
the choice of (finite) covering U of M, we can assume that each Ui …M is
compact and homeomorphic to a closed Euclidean ball. Hence E(M, bG)
is compact as it is the continuous image of the compact V˜. By definition,
the base of the topology on E(M, bG) consists of the sets s˜(V×H), where
V is an open subset of some Ui and H is a clopen (closed and open) subset
of bG, i.e., closure in bG of a subset of G.
Let h be a continuous function on E(M, bG). Then it is bounded and
uniformly continuous. We have to prove that h|MG ¥ Cd(MG), i.e., h is
bounded and uniformly continuous with respect to the metric d. Let us fix
e > 0. We are looking for d=d(e) > 0 such that for all x, y satisfying
d(x, y) < d one has |h(x)−h(y)| < e. From the uniform continuity of h and
the compactness of E(M, bG) it follows that for each x ¥M there is a finite
open covering of the fibre p˜−1(x) … E(M, bG) by sets Yi, x :=s˜(Wx×H¯i),
where Wx …M is an open neighbourhood of x homeomorphic to a Eucli-
dean ball and Hi … G such that |h(v)−h(w)| < e (v, w ¥ Yi, x). In particular,
1 i Yi, x=p˜−1(Wx); Yx :=(1 i Yi, x) 5MG coincides with p−1(Wx) and for a
connected Z … Yx and v, w ¥ Z we have |h(v)−h(w)| < e. Let {Yxj}j ¥ J be a
finite covering of E(M, bG) and {Wxj}j ¥ J be the corresponding covering
of M. For any connected component Z of Yxj denote by aj its diameter
with respect to d and set a :=maxj ¥ J aj. Clearly 0 < a <.. Since G acts
discretely on MG, d is invariant with respect to this action and compatible
with the topology onMG, and the quotientM=MG/G is compact,
inf
g ¥ G, g ] e
d(x, gx)=b > 0.
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Taking, if necessary, a refinement of the covering {Yxj} we can assume that
b−a > 0. Further, dg(p(x), p(y)) :=infg ¥ G d(x, gy) is a metric on M
compatible with its topology. Since M is compact, there is a positive
number d=d(e) < b−a such that every ball Bd …M of radius [ d with
respect to dg belongs to one of the Wxj . We prove that for any x, y ¥MG
with d(x, y) < d the inequality |h(x)−h(y)| < e holds.
In fact, according to our construction dg(p(x), p(y)) < d and so there is
a Wxj containing p(x) and p(y). Let Z be a connected component of
p−1(Wxj ) containing x. Then it also contains y. For otherwise, let gy ¥ Z
with g ] e. Then
d > d(x, y) \ d(y, gy)−d(gy, x) \ b−a.
This contradicts our choice of d and proves that g=e. Hence |h(x)−h(y)| < e
by the choice of {Yxj}j ¥ J.
The above arguments show that h|MG is a bounded function, uniformly
continuous with respect to d.
Thus we have proved that the algebra Cd(MG) admits a continuous
norm preserving extension to the compact E(M, bG) and the extended
algebra coincides with C(E(M, bG)). Therefore the maximal ideal space of
Cd(MG) is E(M, bG).
The proof of the theorem is complete. L
4. PROPERTIES OF THE SPACE E(M, bG)
4.1. Proof of Proposition 2.3. (a) By definition E(M, bG) is a
locally trivial bundle over a paracompact space M (we use here the fact
that M is a manifold) with compact fibre bG. In particular, E(M, bG) is
locally compact and admits a countable covering by subsets homeomorphic
to B×bG, where B is a closed Euclidean ball in Rn and n=dimM. Thus
by [D, Theorem 3] E(M, bG) is paracompact (and therefore is normal).
We will show that dim B×bG=n. Then E(M, bG) is a countable union
of compact sets of dimension n and therefore dim E(M, bG)=n, see, e.g.,
[N, Theorem 9-10].
Since B×{e} … B×bG, we obviously have dim B×bG \ dim B=n.
Further, Theorem 26-4 of [N] implies
dim B×bG [ dim B+dim bG.
Finally by the theorem of Vendenisov, see, e.g., [N, Theorem 9-5],
dim bG=dim G=0. Combining the above inequalities we obtain
dim B×bG=n. This proves part (a).
32 ALEXANDER BRUDNYI
(b) We begin with the following
Lemma 4.1. For any t ¥ bG and g ¥ G, g ] e, one has tg ] t and gt ] t.
Proof. We will prove this result for the right action of G on bG. For the
left action the proof is similar. Assume, to the contrary, that th=t for
some h ¥ G, h ] e, t ¥ bG. Set H :={hn, n ¥ Z} … G. Consider the right
co-sets {Ga :=gaH}a ¥ A by the action of H. Each Ga is disjoint union of
Ga, 0 and Ga, 1, where Ga, 0 :={gahn, n ¥ 2Z} and Ga, 1 :={gahn, n ¥ 2Z+1}.
Let G0=1a Ga, 0 and G1=1a Ga, 1. Then G0 5 G1=” and G0 2 G1=G.
Moreover, G0h=G1 and G1h=G0. Obviously, bG is the disjoint union of
the closures G0 and G1. Assume, e.g., that t ¥ G0. Then th ¥ G1 and we
obtain a contradiction.
The lemma is proved. L
Let now x ¥ bG and q: bGQXG :=bG/G be the quotient map. Further,
let V˜ :=d i Ui×bG be the same as in the definition of E(M, bG) (see
Section 2). Consider the set V˜x :=d i Ui×xG … V˜. For z ¥ Ui 5 Uj we
identify the points z×xh ¥ Ui×xG and z×xhgij ¥ Uj×xG. Here g=
{gij} ¥Z1(U, G) is a cocycle determining E(M, bG). Now according to
Lemma 4.1 there is a natural continuous one-to-one map of V :=d i Ui×G
into V˜ sending z×h ¥ Ui×G to z×xh ¥ Ui×tG. This map commutes with
the corresponding equivalence relations which define MG and E(M, bG),
respectively. Therefore it determines a continuous one-to-one map ix: MG Q
E(M, bG). Clearly, ix(MG)=iy(MG) if q(x)=q(y) and ix(MG) 5 iy(MG)
=” for q(x) ] q(y). In particular, ix(MG) depends only on q(x) ¥XG
and therefore E(M, bG)=dq(x) ¥XG ix(MG). It is also worth noting that
locally ix is an embedding. This proves part (b).
(c) Let f: VQ E(M, bG) be a continuous mapping of a connected
and locally connected space V. We prove that there is an x ¥ bG such that
f(V) … ix(MG). For every v ¥ V consider f(v) ¥ E(M, bG). Let Uf(v) be an
open neighbourhood of f(v) homeomorphic to O×H, where O …M is
open and contractible and H … bG is open and Uf(v) … p˜−1(O) (here
p˜ : E(M, bG)QM is the projection). Then there is a connected open
neighbourhood Uv … V of v such that f(Uv) … Uf(v). Identifying p˜−1(O) with
O×bG (we use here the fact that O is contractible) denote by pO the
projection O×bGQ bG. Then (pO p f)|Uv : Uv Q bG is a continuous map.
Since Uv is connected and bG is totally disconnected (because dim bG=0),
(pO p f)|Uv is a constant map. In particular, there is an x ¥ bG such that
f(Uv) … ix(MG). Further, since V is a connected space, there is a UvŒ with
properties similar to those of Uv such that UvŒ 5 Uv ]”, UvŒ ] Uv.
Let xŒ ¥ bG be such that f(UvŒ) … ixŒ(MG). Then the above condition
implies ixŒ(MG) 5 ix(MG) ]”. Therefore according to Proposition 2.3(b),
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ixŒ(MG)=ix(MG). Choose now an open locally connected set Uvœ such that
Uvœ 5 (Uv 2 UvŒ) ]”; Uvœ is not a subset of Uv 2 UvŒ and Uvœ has properties
similar to those of Uv (here we also use the fact that V is connected). The
same argument shows that f(Uvœ) … ix(MG), etc. We apply transfinite
induction to cover V by sets with the above properties. Then finally we
obtain f(V) … ix(MG). The proof of part (c) is complete.
(d) Let x, y ¥ E(M, bG) be two distinct points and p˜(x), p˜(y) be
their images in M. Let cx, y be a compact path connecting p˜(x) with p˜(y).
Since M is triangulable (it is a manifold), there is a finite or countable
family {ci} of compact closed paths passing through y which generates the
fundamental group p1(M, y) such that 1 i ci is a closed subset of M. Let
Ex, y :=p˜−1(cx, y 2 (1 i ¥ I ci)) … E(M, bG) be a closed set containing x and
y. Arguments similar to those used in (a) applied to Ex, y show that Ex, y
is paracompact of dim Ex, y=1. Further, by the Covering Homotopy
Theorem Ex, y 5MG is an open arcwise connected everywhere dense subset
of Ex, y. This implies that Ex, y is connected. Then we set lx, y :=Ex, y.
Assume now that the group G is finitely-generated. By definition, G is a
quotient group of p1(M). Thus there is a finite family {ci} of compact
closed paths passing through y such that their images in G form a set of
generators. Using these paths we define the set Ex, y as above. Then Ex, y is
a one-dimensional compact. Set now lx, y :=Ex, y.
Assume, in addition, that lx, y is locally connected. Then according to
part (c), there is z ¥ bG such that lx, y … iz(MG). In particular, x, y ¥ iz(MG).
The converse to this statement is obvious: if x, y ¥ iz(MG) for some z ¥ bG
then there is a compact path c …MG such that iz(c) contains x and y.
(Note also that iz |c: cQ iz(c) is a homeomorphism.) This proves part (d).
The proposition is proved. L
Remark 4.2. If x, y belong to the closure ix(MG) … E(M, bG) then one
can also choose lx, y … ix(MG).
4.2. In this section we study properties of the maps ix: MG Q
E(M, bG), x ¥ bG.
Let Y=p−1(y) be the fibre of the bundle p: MG QM over a point
y ¥M. Consider the set Z :=ix(Y) … E(M, bG) and denote by Cl(Z) the
set of limit points of Z.
Proposition 4.3. ix is an embedding if and only if Cl(Z) 5 Z=”.
Proof. Assume that ix is an embedding (i.e., a homeomorphism from
MG onto ix(MG) equipped with the relative topology). Since Y …MG is
discrete, its image Z is discrete in E(M, bG). In particular, Cl(Z) does not
contain points of Z.
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Conversely, assume that Cl(Z) 5 Z=”. We prove that ix is an embed-
ding. Let U …M be an open subset homeomorphic to a Euclidean ball.
Then the preimage p−1(U) …MG is a disjoint union of open sets Vg, g ¥ G,
homeomorphic to U. Since such Vg generate a base for the topology onMG
and the map ix is bijective, it suffices to prove that ix(Vg) is open in ix(MG) in
the topology induced from E(M, bG). Let l be a compact path connecting
the point y with a point in U such that l is homeomorphic to a closed
interval. Then there is an open neighbourhood O of l in M such that
W :=O 2 U is contractible to a point of M. In particular, the bundle
p: MG QM is trivial over W and so p−1(W) is homeomorphic to W×G.
Consider now WŒ :=ix(p−1(W)) … E(M, bG). By definition, WŒ lies in the
set E(W, bG) which is the restriction of the bundle p˜ : E(M, bG)QM to
W. Clearly E(W, bG) is homeomorphic to W×bG by the choice of W.
Below we identify E(W, bG) withW×bG. ThenWŒ coincides withW×xG
and ix(Vg) coincides with U×{xg}. Moreover, denote by py the natural
projection W×bGQ {y}×bG. By definition, it is continuous in the
topology induced by E(M, bG).
Further, assume, to the contrary, that U×{xg} :=ix(Vg) … ix(MG) is not
open in the relative topology. Then there is a point z ¥ U×{xg} such that
for any neighbourhood Uz of z its intersection with ix(MG) contains points
which are not in U×{xg}. In particular, we can consider the system of
neighbourhoods of the form V×K, where V is an open neighbourhood of
p˜(z) ¥ U and K is an open neighbourhood of xg ¥ bG. (We use here the
identification E(W, bG)=W×bG.) Thus there is a net {za} of points
za=(xa, xga) ¥ E(W, bG), ga ] g, that converges to z=(p˜(z), xg). This
implies that the net {py(za)} converges to xg in Z. But py(za)=xga … ix(Y)
and we obtain a contradiction with Cl(Z) 5 Z=”. This proves that ix(Vg)
is open and completes the proof of the proposition. L
We will show now how to construct the embeddings ix: MG Q E(M, bG).
Let us fix a system {Gi} of finite subsets of the group G such
that G−1i =Gi, Gi … Gi+1 and 1 Gi=G0{e}. Construct by induction the
following sequence {gi}:
g1 ¥ G is an arbitrary element and take gn as an element from the
complement of
10n
i=1
g1Gi 2 2 10n
i=1
g2Gi 2 2 · · · 2 10n
i=1
gn−1Gi 2 .
Then clearly for any i, n we have gn ¨ giGi. Let t ¥ bG be a limit point
of {gi}.
Proposition 4.4. it determines an embedding ofMG into E(M, bG).
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Proof. According to Proposition 4.3 it suffices to prove that {tG} is a
discrete subset of bG. (Here we identify fibres of E(M, bG) with bG.)
Equivalently, it suffices to prove that t itself does not belong to the limit
set of {tG}. Assume, to the contrary, that there is a discrete net {ha} … G
such that limatha=t. Let us construct a function f on G by
f(gi)=1, i=1, 2, ..., and f|G0{gi} — 0.
Let fˆ be the continuous function on bG which extends f. By definition,
fˆ(t)=1. Let us prove that fˆ(tg)=0 for any g ] e. In fact, consider the
sequence {gi g}i \ 1. Then clearly its closure contains tg. By definition, there
is a number i0 such that g ¥ Gj for any j \ i0. But the construction of {gi}
implies that {gj g}j \ i0 does not intersect {gi}. In particular, f(gj g)=0
for any j \ i0. Therefore we obtain fˆ(tg)=0 for any g ¥ G, g ] e. This
contradicts the condition that lima fˆ(tha)=fˆ(t).
The proposition is proved. L
We present now non-homeomorphic maps ix: MG Q E(M, bG). We use
the following
Lemma 4.5. There is a multiplication · : bG×bGQ bG converting bG
into a semigroup. Moreover, for g ¥ G the mapping tW t · g, t ¥ bG, coincides
with the right action of G on bG and for any t ¥ bG the mapping gW
g ·t, g ¥ bG, is continuous.
Proof. Let t ¥ bG. Consider the set o(t) :={tg}g ¥ G. The restriction of
a function from C(bG) to o(t) determines a continuous homomorphism of
C(bG) into l.(G). Denote by ft: bGQ bG the continuous transpose map
of maximal ideal spaces corresponding to this homomorphism. Further,
let us consider the space T of all mappings bGQ bG with the product
topology. Then T is a compact Hausdorff space. Let K be closure in T
of the group G acting by right transformations on bG. By definition,
K is a semigroup (in the discrete topology) and the mapping gW g p t, g ¥K,
is continuous for any fixed t ¥ bG. Assume now that a net {gj}j ¥ J of
elements from G converges to k ¥K. Then for any t ¥ bG the element
k(t) ¥ bG is defined as
k(t)=lim
j
t · gj.
In particular, this formula applied to t=e shows that there is limit
g=limj gj ¥ bG. But then we clearly have k(t)=ft(g). Define now the
map i : KQ bG by i(k)=k(e). It is obviously bijective and continuous in
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the topology on K induced from T. Therefore this map is homeomorphic.
Then for g, t ¥ bG we define
g ·t :=i(i−1(g) p i−1(t)).
The required properties of the multiplication follow easily from the
definition.
The lemma is proved. L
Let now t ¥ bG0G be an idempotent with respect to the above multipli-
cation, i.e., t ·t=t (its existence for compact semigroups is proved, e.g., in
[F, p. 159, Lemma 8.4]). Then it: MG Q E(M, bG) is not an embedding.
In fact, the limit set of {tg}g ¥ G contains t. Thus the required statement
follows from Proposition 4.3.
5. APPROXIMATION THEOREMS
In this section we prove an approximation theorem for continuous
functions on E(M, bG). Let M be a manifold equipped with one of the
structures: Lipschitz, C., real analytic, or holomorphic. In what follows we
denote by E one of the above categories.
Definition 5.1. A complex-valued function f ¥ C(E(M, bG)) belongs
to E if for each x ¥ bG the function f p ix belongs to E onMG.
Similarly to this definition one can define sheaves of Lipschitz, C., real
analytic or holomorphic functions on E(M, bG).
Assume now that M is a compact real analytic manifold. Let
CR(E(M, bG)) be the space of real-valued continuous functions on
E(M, bG) with the supremum norm.
Theorem 5.2. The space of real analytic functions on E(M, bG) is dense
in CR(E(M, bG)).
Proof. According to Grauert’s theorem, see [Gr, Sect. 3], M admits a
real analytic embedding into some Rn. Thus without loss of generality we
may assume that M … Rn. Further, by the Weierstrass approximation
theorem any compact in Rn is polynomially convex in Cn with respect to
holomorphic polynomials. This and the smoothness of M imply that there
is an open connected neighbourhood U … Cn ofM such that:
(a) M is a deformation retract of U;
(b) U is a Stein manifold;
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(c) U is invariant with respect to the involution s : CnQ Cn defined
by complex conjugation of coordinates.
According to (a) the fundamental group p1(U) is isomorphic to p1(M).
Then by the Covering Homotopy Theorem there is an analytic embedding
iG: MG Q UG, where UG is the regular covering over U with the transfor-
mation group G which covers the embedding M+ U. (Below denote by p
the covering projection UG Q U (similarly as forMG).) Note that UG is also
a Stein manifold. Let i˜G: E(M, bG)Q E(U, bG) be an extension of iG.
Then i˜G is an embedding and for every function f holomorphic on
E(U, bG) the function f p i˜G is complex-valued analytic on E(M, bG). (We
will say that i˜G is an analytic embedding.) Thus without loss of generality
we may assume that E(M, bG) … E(U, bG).
We prove that
(1) for any two distinct points x1, x2 ¥ E(M, bG) there is a holomorphic
function on E(U, bG) separating them;
(2) the algebra A generated by restrictions to E(M, bG) of holo-
morphic on E(U, bG) functions is self-adjoint with respect to complex
conjugation.
Thus according to the classical Stone–Weierstrass theorem A is dense in the
complexification of CR(E(M, bG)). Then to complete the proof of the
theorem it is sufficient to take real parts of elements of A.
Proof of (1). Let p˜(x1), p˜(x2) ¥M be the projections of x1 and x2.
Assume that p˜(x1) ] p˜(x2) (in the case p˜(x1)=p˜(x2) the proof is similar).
Let Ex1 , Ex2 … E(M, bG) be fibres over p˜(x1), p˜(x2). We prove that for any
complex continuous functions f1, f2 determined on Ex1 and Ex2 , respec-
tively, there is a holomorphic function f on E(U, bG) such that f|Exi=fi,
i=1, 2. This implies (1).
The natural right action of G on itself determines a natural isometric
action of G on l.(G). Let g={gij} ¥ Z1(U, G) be a cocycle determining the
bundle p: MG QM (see Section 2). According to the above remark we
can also think of g as a family of linear isomorphisms of l.(G). Then
similarly to the construction of MG, we construct a Banach holomorphic
vector bundle F over M with fibre l.(G) by the cocycle g={gij} ¥
Z1(U, GL(l.(G))) (see Section 2.1 and definitions in [B, Sect. 4]). Namely,F
is the quotient space of the disjoint union d i ¥ I Ui×l.(G) by the equiva-
lence relation: Ui×l.(G) ¦ (x, v) ’ (x, vgij) ¥ Uj×l.(G). Here we denote
by vW vg the action of g on l.(G) induced by the right multiplication on G
(it is just a ‘‘shift’’ of argument). Let now r: UQM be the retraction from
property (a) for U. Consider the covering r−1(U)={r−1(Ui)}i ¥ I of U,
where U={Ui}i ¥ I is the above covering of M. Then UG can be defined by
the cocycle rg(g)={gij p r} ¥ Z1(r−1(U), G) with the same gij as above.
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Similarly to the definition of F we construct a Banach holomorphic vector
bundle E over U with fibre l.(G) by the cocycle rg(g)={gij p r} ¥
Z1(r−1(U), GL(l.(G))). Then we have E|M=F.
Consider now the vector space S of holomorphic functions f on UG such
that for any compact C … U, supz ¥ p −1(C) |f(z)| <.. Then there is a natural
isomorphism between S and the space of holomorphic sections of E.
Indeed, if f ¥ S then it can be written in local coordinates (z, g), z ¥
r−1(Ui) … U, g ¥ G, i ¥ I, as fi={f(gsi(z))}g ¥ G, where si: r−1(Ui)Q UG is a
local holomorphic section of the bundle p: UG Q U over r−1(Ui) satisfying
si(z)=gij(sj(z)) for z ¥ r−1(Ui) 5 r−1(Uj). From the normal family argu-
ment applied to fi it follows that {(fi, Ui)}i ¥ I uniquely determines a
holomorphic section s of E such that s|Ui=fi. Further, according to
Theorem 2.2 and Lemma 3.2, any function from S admits an extension to a
holomorphic function on E(U, bG). Conversely, for any holomorphic
function on E(U, bG) f the function f|UG ¥ S.
Let OE be the Banach coherent analytic sheaf of germs of local holo-
morphic sections of E and J be its subsheaf of germs of local holomorphic
sections vanishing at p˜(x1) and p˜(x2) ( for definitions see [B]). The natural
embedding p˜(x1) c p˜(x2) … U induces a homomorphism of sheaves OE Q
Ox1, x2 , where Ox1, x2 is the sheaf of sections of E over p˜(x1) c p˜(x2). Clearly
its kernel coincides with J and the factor sheaf OE/J is isomorphic to
Ox1, x2 . From the short exact sequence of sheaves we obtain the following
exact sequence of cohomology
0QH0(U,J)QH0(U, OE)QH0(U, OE/J)QH1(U,J)Q · · ·
Moreover, according to Bungart [B, Sect. 4], H1(U,J)=0 (because U
is Stein). In particular, there is a holomorphic section v of E whose
restrictions to p˜(x1) and p˜(x2) coincide with f1 |p −1(p˜(x1)) and f2 |p −1(p˜(x2)),
respectively. According to the above isomorphism v determines a holo-
morphic function f ¥ S on UG. Then it remains to extend f to E(U, bG).
The proof of (1) is complete.
Proof of (2). Since U is invariant with respect to the involution
s defined in (c) and s induces the identity automorphism of p1(U),
the Covering Homotopy Theorem implies that there is an involution
sŒ : UG Q UG which covers s such that sŒ|MG is trivial. By the definition of sŒ,
for each holomorphic section f of E, f p sŒ is also a holomorphic section
of E and its restriction to M coincides with f¯|M. Identifying as before
holomorphic sections of E with holomorphic functions on E(U, bG) we
obtain that for each holomorphic on E(U, bG) function f there is a
function h, holomorphic on E(U, bG) such that h|E(M, bG)=f¯|E(M, bG). This
proves (2) and completes the proof of the theorem. L
TOPOLOGY OF THE MAXIMAL IDEAL SPACE 39
Remark 5.3. Statements similar to those of Theorem 5.2 hold for
approximations by Lipschitz or C. functions. The proof goes along the
same lines and might be left to the reader.
Remark 5.4. Arguing as in the proof of Theorem 5.2 one can obtain
another proof of the classical Bernstein theorem on uniform approximation
of bounded uniformly continuous (with respect to the Euclidean metric)
functions on Rn by restrictions of entire functions of exponential type
bounded on Rn. One uses here that Rn covers a torus Tn.
6. THE ANALYTICAL PART OFM(H.)
In this section we prove Theorem 1.2. Let M be a complex compact
Riemann surface of genus g \ 2 and G be its fundamental group. We
regard D as the universal covering ofM and G as the corresponding group
of deck transformations. Then G acts on D by Möbius transformations.
Consider the compact space E(M, bG). First we show that the maximal
ideal spaceM(H.) is a quotient space of E(M, bG).
By definition, D is embedded in E(M, bG) as an open everywhere dense
subset and every function f ¥H. admits an extension to a holomorphic
function on E(M, bG) (see Lemma 3.2 and Theorem 2.2). We identify f
with its extension and say that H. is defined on E(M, bG). For points
x, y ¥ E(M, bG) we say that x is equivalent to y if f(x)=f(y) for every
f ¥H.. Then the quotient space E of E(M, bG) by this equivalence
relation is a compact Hausdorff space in the topology defined by
U … E is open if and only if its preimage in E(M, bG) is open.
Denote by F: E(M, bG)Q E the corresponding quotient map. Then F is
continuous and surjective. Further, H. separates points of D and if x ¥D
and y ¥ E(M, bG)0D then x is not equivalent to y. In fact, for the coor-
dinate function z ¥H. we have |z(x)| < 1 but |z(y)|=1. This shows that F
embeds D into E as an open everywhere dense subset. Now for every
g ¥H. there is a unique continuous function gŒ on E such that FggŒ=g.
Therefore without loss of generality we may assume that H. is defined on
E. Clearly, H. separates the points of E.
Proposition 6.1. E is homeomorphic to the maximal ideal space
M(H.).
Proof. Since H. is a subalgebra of C(E) and for any x ¥ E and f ¥H.
we have |f(x)| [ supD |f|, every point of E determines a continuous
homomorphism of H.. Therefore there is an embedding i : E+M(H.).
Then i(E) is a compact subset of M(H.). By the Corona Theorem D is
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everywhere dense in M(H.) implying that i is surjective. So i is a homeo-
morphism as a continuous bijection of compact Hausdorff spaces. L
In fact, we have proved that the surjective map F coincides with the
transpose map of the embeddingH.+ Cr(D) (see Introduction).
Proof of Theorem 1.2. (a) It follows from Theorem 2.2 and Example 2.1
that E(M, bG) is homeomorphic to the maximal ideal space M(Cr(D)) of
Cr(D). Then Proposition 2.3(a) implies that dimM(Cr(D))=2.
(b) We recall the following
Definition 6.2. A sequence {zj} …D is an interpolating sequence if for
every bounded sequence of complex numbers {aj}, there is an f ¥H. so
that f(zj)=aj.
A sequence {gj} … G is said to be interpolating if {gj(0)} …D is inter-
polating. Let Gin … bG be the set defined by
t ¥ Gin iff there is an interpolating sequence {gj} … G such that t ¥ {gj}.
We prove in Lemma 6.5 that Gin is invariant with respect to the right
action of G. Therefore just as in the definition of E(M, bG) one can
construct a locally trivial bundle E(M, Gin) over M with fibre Gin by
the cocycle g ¥ Z1(U, G) which determines E(M, bG). Moreover, since
Gin … bG, this bundle has a natural embedding into E(M, bG). Our
purpose is to prove that F|E(M, Gin) is a homeomorphism onto the analytical
partMa …M(H.). In our proof we use the following facts.
Definition 6.3. A positive measure m on D is a Carleson measure if
m(sh) [ Ch for every sector sh={re ih ¥D : 1−h < r < 1, |h−h0 | [ h}. The
least constant C is called the norm of Carleson measure m.
The following theorem of Carleson characterizes interpolating sequences;
see [C1].
Theorem 6.4. The following are equivalent for a sequence of points {zj}
in D:
(a) {zj} is an interpolating sequence ;
(b) D
k, k ] j
: zk−zj
1−zj zk
: \ d > 0 for all j ;
(c) : zk−zj
1−zj zk
: \ a > 0 for all k ] j and the measure m=C.
j=1
(1− |zj |2) dzj
is a Carleson measure. (Here dzj is the Dirac measure at zj.)
The number d in (b) will be called the characteristic of interpolating
sequence {zj}.
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Lemma 6.5. For any t ¥ Gin and g ¥ G the element tg belongs to Gin.
Proof. Without loss of generality, assume that t ¥ bG0G. Let
{gj}j ¥ J … G be a net converging to t such that {gj(0)} …D is an inter-
polating sequence. Consider sequence {gj g}, g ] e. By definition, 0 <
r(gj(0), gj g(0))=r(0, g(0)) :=a < 1. Now according to [G, Corollary 1.6
of Chap. X, and Lemma 5.3 of Chap. VII], the sequence {gj(0)} can be
decomposed into a finite disjoint union of subsets Ni, i=1, ..., k, such that
every Ni is an interpolating sequence with characteristic di > 2a/(1+a2)
and for any fixed i the sequence {gl g(0)} with gl(0) ¥Ni is interpolating.
Clearly there is a number s such that closure {gl g(0)} … Gin, gl ¥Ns,
contains tg. Then, by definition, tg ¥ Gin.
The proof of the lemma is complete. L
For any interpolating sequence {zj} …D consider its closure {zj} …
E(M, bG). Let I … E(M, bG) be union of all such closures.
Lemma 6.6. The algebra H. … C(E(M, bG)) separates points of I.
Proof. Let g1, g2 ¥ I be two distinct points. Since E(M, bG) is a
compact Hausdorff space there are open neighbourhoods Vi of gi, i=1, 2,
such that V¯1 5 V¯2=”. Without loss of generality we may assume that
Vi 5 Oi×Hi, where Oi, Hi are open subsets of M and bG, respectively (see
the description of the topology on E(M, bG)). Let now xi={xji}j … Vi 5D
be an interpolating sequence such that gi is its limit point, i=1, 2. We
prove that one can choose V1 and V2 above so that x1 2 x2 is an interpolating
sequence. In fact, according to property (c) of Theorem 6.4 it suffices to
check that
: xk1−xj2
1−xj2xk1
: \ a > 0 for all k, j. (6.1)
Let p˜ : E(M, bG)QM be the projection. Consider two cases.
(1) p˜(g1) ] p˜(g2). In this case we can choose V1 and V2 such that
O1 5 O2=”, where Oi :=p˜(Vi), i=1, 2. Assume, to the contrary, that
(6.1) is wrong. Then the pseudohyperbolic distance d(V1 5D, V2 5D) :=
infz ¥ V1 5D, w ¥ V2 5D r(z, w) between V1 5D and V2 5D equals 0. In particular,
d(p−1(O1), p−1(O2))=0, where p=p˜|D. Since r is equivalent to the
Euclidean distance on each compact subset of D and is invariant with
respect to the action of the group of Möbius transformations, the above
condition implies that p−1(O1) 5 p−1(O2) ]”. It remains to note that
p−1(Oi) ıp˜−1(Oi). This gives a contradiction to the condition O1 5 O2
=”.
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(2) p˜(g1)=p˜(g2). In this case we can choose V1, V2 such that
O1=O2, but H1 5 G and H2 5 G are non-intersecting subsets. Since G acts
discretely, cocompactly on D and r is invariant with respect to this action,
we have r(gx, x) \ a > 0 for every g ] e and x ¥D. Further, let us consider
the fiber o=p−1(p˜(g1)) …D. We may assume without loss of generality
that O1 is so small that the distance d({y}, o) < a/4 for each y ¥ Vi 5D,
i=1, 2. Choose now x ¥ V1 5D and y ¥ V2 5D and let x1, y1 ¥ o be nearest
to x, y points (infimum for the distance is attained). Applying the triangle
inequality for r we obtain
r(x, y) \ |r(x, x1)−r(x1, y)| \ r(x1, y1)−r(y1, y)−r(x, x1) > a/2.
Here x1=gy1 for some g ] e because by our assumption (H1 5 G) 5
(H2 5 G)=”. So we have proved that the sequences x1 and x2 are
separated in the pseudohyperbolic metric which is equivalent to (6.1).
Thus x1 2 x2 is an interpolating sequence. Let now f ¥H. be such that
f|x1=0 and f|x2=1. Then clearly f(g1)=0 and f(g2)=1. This completes
the proof of the lemma. L
According to Hoffman’s theorem, see, e.g. [G, Chap. X, Theorem 2.5],
every point of Ma is in the closure of an interpolating sequence. On the
other hand, the above lemma shows that quotient map F: E(M, bG)Q
M(H.) is one-to-one on I and the image F(I) coincides withMa.
Lemma 6.7. I=E(M, Gin).
Proof. Let w ¥ I be a point from a disk ig(D), g ¥ bG. We will prove
that w ¥ E(M, Gin).
Let {xj}j ¥ J …D be a subnet of an interpolating sequence converging to w.
Consider {p(xj)} …M. Since p˜ : E(M, bG)QM is continuous, limj p(xj)
=p˜(w). Let d be the characteristic of {xj}j ¥ J defined by Theorem 6.4(b).
Then we can find an open neighbourhood U …M of p˜(w) and a subnet S
of {xj}j ¥ J (denote its elements by the same letters) such that:
(1) p−1(U) …D is the disjoint union of open sets homeomorphic to U ;
(2) for each xj ¥ S there is wj ¥ p−1(p˜(w)) such that r(xj, wj) < d/3.
Then by [G, Lemma 5.3, Chap. VII] {wj} is also an interpolating sequence
with characteristic \ d/3. Moreover, the condition limj p(xj)=p˜(w)
implies that limj r(xj, wj)=0. In particular, for any function f bounded
on D and uniformly continuous with respect to r,
lim
j
|f(xj)−f(wj)|=0.
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But, by the definition of E(M, bG), limj f(xj)=f(w). Therefore limj f(wj)=
f(w) and so limj wj=w. Further, without loss of generality we may assume
that {wj} consists of distinct points. Consider the orbit {g(0)}g ¥ G. By
definition, there is a positive number r < 1 such that this orbit is an r-net
in D with respect to r. In particular, for every wj there is gj ¥ G so that
r(wj, gj(0)) [ r. Now according to [G, Corollary 1.6 of Chap. X, and
Lemma 5.3 of Chap. VII] the set {wj} can be represented as a finite
disjoint union of subsets Ni, i=1, ..., k, such that every Ni is an inter-
polating sequence with characteristic di > 2r/(1+r2) and any sequence {ul}
satisfying r(ul, xl) [ r for xl ¥Ni is interpolating. Let s be such that the
closure Ns … E(M, bG) contains w. Then there is a subnet W of the net
{wj}j ¥ J converging to w which consists of elements of Ns. Let {gl} … G be
such that r(gl(0), wl) [ r for wl ¥W. Then the sequence {gl(0)} is inter-
polating. Denote by S the set of indices of {gl} and consider the map
D: S×DQD given by
D(l, z) :=gl(z).
Clearly, for each function f bounded on D and uniformly continuous with
respect to r, the function Dgf is uniformly bounded on S×D and uni-
formly continuous with respect to the semi-metric rŒ : rŒ((l, z), (l, w)) :=
r(z, w). Let CrŒ(S×D) be the algebra of bounded continuous functions
on S×D, uniformly continuous with respect to rŒ equipped with the
supremum norm. Then Dg : Cr(D)Q CrŒ(S×D) is a homomorphism of
Banach algebras. In particular, the transposemap ofDg, D˜maps themaximal
ideal space M(CrŒ(S×D)) of CrŒ(S×D) to E(M, bG). But according to
Lemma 3.1, bS×D …M(CrŒ(S×D)) and so D˜ maps bS×D to E(M, bG)
and extends D. Note also that by definition D˜ is continuous with respect to
the corresponding Gelfand topologies. Further, let zj be such that D(zj)=wj
(j=1, 2, ...). Then zj is in the compact set bS×Br, where Br is the closed
ball with respect to r of radius r centered at 0 ¥D. Consider a limit point
z ¥ bS×D of {zj} such that D˜(z)=w. Further, let t×D … bS×D be the
disk containing z. Then, by definition, D˜(t×D) coincides with some ik(D).
Therefore w ¥ ik(D) 5 ig(D) and so k=g by Theorem 2.3. Let {hl} … {gl}
be a subset such that its indices generate a subnet converging to t.
Then {hl(0)} is interpolating and liml hl(D)=ig(D). In particular,
ig(D) …E(M, Gin) and so w ¥ E(M, Gin).
So we have proved that I … E(M, Gin). It remains to prove that
E(M, Gin) … I. Let y ¥ it(z) … E(M, Gin). By definition, there is a net
{gj}j ¥ J such that {gj(0)} is an interpolating sequence and limj gj=t ¥ Gin.
In particular, limj gj(D)=it(D) and there is a z ¥D so that limj gj(z)=y.
Clearly, r(gj(0), gj(z))=r(0, z) :=a < 1. Then arguments similar to those
used in the proof of Lemma 6.5 show that there is a subsequence {gl}l ¥ L
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of {gj} such that {gl(z)} is an interpolating sequence whose closure
contains y. Thus y ¥ I.
The lemma is proved. L
Let H … bG be the closure of an interpolating sequence of G. Then H is
open by the definition of the topology on bG. Further, Gin is the union of
all such H and therefore it is also open in bG. Now, the set E(M, Gin) is a
bundle over M with an open fibre, and so it is an open subset of
E(M, bG). In fact, E(M, Gin) can be covered by a finite number of open
sets homeomorphic to U×Gin, where U …M is open.
To complete the proof of part (b) of the theorem we establish the
following
Lemma 6.8. Let z ¥ E(M, bG) be such that F(z) ¥Ma. Then z ¥
E(M, Gin).
Together with the previous lemmas this shows that F|E(M, Gin) is a
homeomorphism ontoMa.
Proof. Let {zj} …D be a net converging to z in E(M, bG). Since
F(z) ¥Ma, there is a net {xj}j ¥ J of elements of an interpolating sequence
which converges to F(z) in M(H.). Let B be the interpolating Blaschke
product with zeros S={xj}, and suppose that
inf
j
(1− |xj |2) |BŒ(xj)| \ d > 0.
Note that d coincides with the characteristic of {xj}. Now according to
[G, Lemma 1.4, Chap. X], there are l=l(d), 0 < l < 1, and r=r(d),
0 < r < 1, such that the set Br :={z ¥D; |B(z)| < r} is the union of pairwise
disjoint domains Vn, xn ¥ Vn, and
Vn … {z ¥D; r(z, xn) < l}.
Consider the open set U={v ¥M(H.); |B(v)| < r}. Since B(F(z))=0, U is
an open neighbourhood of F(z). Furthermore, by definition, the net {zj}
converges to F(z) in M(H.) (we assume that F|D is identity map). There-
fore there is a subnet of {zj} containing in U which converges to F(z).
(Without loss of generality we may assume that the net itself satisfies this
property.) Further, U 5D coincides with 1n Vn and so {zj} …1n Vn. Let gn
be a Möbius transformation such that gn(0)=xn and let S denote the set of
indices of {xn}. Consider the map h: S×DQD defined by h(l, z)=gl(z).
Then the arguments of Lemma 6.7 show that h admits a continuous
extension h˜ : bS×DQ E(M, bG). Further, {zj} …1n Vn and for each
zj ¥ Zn :={zj} 5 Vn there is yj ¥ n×Bl such that h(yj)=zj. Here Bl is the
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closed ball in D with respect to r of radius l centered at 0. Let Y … bS×Bl
be the closure of {yj} in bS×D. Then h˜(Y) is compact in E(M, bG) and
contains {zj}. In particular, there is a y ¥ Y such that h˜(y)=z. Assume
that y ¥ t×D, t ¥ bS. Then the set h˜(t×D) belongs to some disk ig(D),
g ¥ bG. But by definition, h˜(t×0) is a limit point of the interpolating
sequence {xj}. Therefore h˜(t×0) ¥ E(M, Gin) and ig(D) … E(M, Gin). This
shows that z ¥ E(M, Gin). L
So we have proved that F: E(M, Gin)QMa is one-to-one and F−1(Ma)=
E(M, Gin) is open in E(M, bG). Therefore Ma …M(H.) is open and
F: E(M, Gin)QMa is a homeomorphism. The proof of part (b) is complete.
Since Ma … E(M, bG), statements (c) and (d) follow from the corre-
sponding statements of Theorem 2.2 and Proposition 2.3 (c).
(e) Let x, y ¥M(H.) be distinct points and x1, y1 ¥ E(M, bG) be such
that F(x1)=x and F(y1)=y. According to Proposition 2.3(d), there is a
connected one-dimensional compact set l … E(M, bG) containing x1, x2.
Then lx, y :=F(l) …M(H.) satisfies the required property. Actually, by
Theorem 1.2, dim K [ 1 for any compact K …Ma 5 lx, y. But dim lx, y 5
(M(H.)0Ma) [ 0 by [S1, Theorem 3.4]. Therefore dim lx, y [ 1 by
[N, Chap. 2, Theorem 9-11]. Moreover, lx, y is connected because F is
continuous. Thus dim lx, y=1 (otherwise it is totally disconnected).
The proof of Theorem 1.2 is complete. L
Corollary 6.9. dimM(H.)=2.
Proof. According to Proposition 2.3(a), dim K [ 2 for any compact
K …Ma. Moreover, by Theorem 3.4 of [S1], dimM(H.)0Ma=0. Then
dimM(H.)=2 by [N, Chap. 2, Theorem 9-11]. L
7. SUBSETS OFMa
In this section we prove results of Section 2.2.
Proof of Theorem 2.4. Let X be a complex Riemann surface which
admits a non-constant bounded holomorphic function. Let r: DQX be the
universal covering over X and H=p1(X). We begin with the following
Lemma 7.1. For every z ¥X the sequence {r−1(z)} …D is interpolating.
Proof. Let f be a non-constant bounded holomorphic function on X.
Then clearly the pullback rg(f) ¥H.. Assume, without loss of generality,
that rg(f) vanishes at points of r−1(z). Further, we may also assume
that 0 ¥ r−1(z). In fact, let y ¥ r−1(z) and y ] 0. Then there is a Möbius
transformation g of D, such that g(y)=0. Moreover, g is equivariant
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with respect to the (discrete) actions on D of the groups H and gHg−1,
respectively. In particular, it determines a biholomorphic mapping g˜
between quotient spaces X=D/H and Y=D/gHg−1. Thus Y satisfies
conditions of our lemma. Now if we prove that {ghg−1(0)}h ¥H is inter-
polating, then r−1(z)={h(y)}h ¥H is also interpolating.
So let rg(f) vanish at {h(0)}h ¥H. Then according to [G, Theorem 2.1,
Chap. II], ;h ¥H (1− |h(0)|) <.. To prove that {h(0)}h ¥H is interpolating
we checks property (b) of Theorem 6.4. Since the pseudohyperbolic
distance r is invariant with respect to the action of the group of Möbius
transformations, it suffices to check that <h ] e |h(0)| ] 0. Let H1 …H be
such that for any h ¥H1, 1− |h(0)| < 1/2. Set H2=H0H1. Note that
if h ¥H1 then log |h(0)| > −2(1− |h(0)|). Summing these inequalities we
obtain
C
h ¥H1
log |h(0)| > −2 C
h ¥H1
(1− |h(0)|) > −..
Taking the exponent in the above inequality and noting that H2 is a finite
set we get
D
h ] e
|h(0)| ] 0.
Therefore {h(0)} is interpolating. According to the above remark this case
is general and so {h(y)} is interpolating for any y ¥D.
The lemma is proved. L
Remark 7.2. Similarly to the proof of case (1) of Lemma 6.6 one
obtains from the above lemma that for any z1, z2 ¥X the sequence
r−1(z1) 2 r−1(z2) is interpolating.
Consider now the bundle E(X, bH) over X with fibre bH. Then as
before we have
(a) D is embedded into E(X, bH) as an open everywhere dense
subset;
(b) every f ¥H. has a continuous extension to E(X, bH) (which we
denote by the same letter) such that for any g ¥ bH, the function f p ig
belongs to H.;
(c) dim E(X, bH)=2.
According to Lemma 7.1 and Remark 7.2, H. separates points of
E(X, bH). Therefore there is a continuous injective mapping I: E(X, bH)
QMa. By Theorem 1.2(d) for any g ¥ bH, there is m ¥M(H.) such that
I(ig(D)) belongs to the Gleason part P(m). Moreover, let {hj}j ¥ J be a net
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of elements of H converging to g. By definition, I(ig(z))=limj hj(z) in
M(H.) for any z ¥D. Then the arguments of Theorem 1.7 of Chap. X of
[G] show that I(ig(D))=P(m). Obviously, for any f ¥H. the function
f p I p ig ¥H.. It remains to prove that for any open U … E(X, bH) its
image I(U) is open inMa.
It suffices to prove the statement for open sets generating a base for the
topology on E(X, bH). Let us describe such sets.
Let r˜ : E(X, bH)QX be the projection and r=r˜|D. Consider a point
z ¥X and the set r−1(z)={zi} …D. Let e be so small that for Vi :={z ¥D;
r(z, zi) < e} we have Vi 5 Vj=” for i ] j and for each i the mapping r|Vi
maps Vi univalently onto an open neighbourhood U of z ¥X. Let {zni}i \ 1
be a subset of {zn}. Denote V=1 i Vni and consider the closure V¯ in
E(X, bH). Finally set VŒ=r˜−1(U) 5 V¯. Then VŒ … E(X, bH) is open and
such sets determine a base for the topology on E(X, bH). (It is easy to see
that VŒ is homeomorphic to V×S where S … bH is clopen.) So it suffices
to prove that I(VŒ) is open for any such VŒ. Let y ¥ I(VŒ) and yŒ=
r˜(I−1(y)) ¥ U …X. Denote by ByŒ the interpolating Blaschke product with
zeros at {yi}={r−1(yŒ) 5 Vni} …D. Then clearly y is in the closure of {yi}
and the set Y={v ¥M(H.); |ByŒ(v)| < eŒ} is an open neighbourhood of y.
We prove that if eŒ > 0 is sufficiently small then Y … I(VŒ). In fact, according
to Lemma 1.4 of Chap. X of [G], for sufficiently small eŒ > 0 intersection
Y 5D is the disjoint union of sets Yn … {z ¥D; r(yn, z) < l}, where
l=l(eŒ) > 0. Moreover, if eŒQ 0 then we can also choose lQ 0. So we
can take eŒ so small that Y 5D … V1 … VŒ, where V1 is a compact subset
of VŒ. Therefore Y 5D contains Y and belongs to the compact I(V1). In
particular, Y … I(VŒ). This shows that I(VŒ) is open.
Theorem 2.4 is proved. L
Remark 7.3. Using the arguments of Section 4 we can point out
embedded and non-embedded analytic disks in E(X, bH) …M(H.).
Proof of Corollary 2.5. Let X …D be an open set obtained by removing
from D a finite or countable number of disjoint closed disks. (In the second
case the disks must accumulate at the boundary.) Then clearly X admits a
non-constant holomorphic function and H=p1(X) is a free group with a
finite or countable number of generators. By Theorem 2.4, E(X, bH) is an
open subset of M(H.). Let now t1 and t2 be distinct points of bH such
that P(t1) 5 P(t2) ]”, where P(ti) :={tih, h ¥H}, i=1, 2. We have to
prove that one of these sets contains the other. Let us consider analytic
disks Pi :=iti (D) … E(X, bH) …Ma, i=1, 2. Then every such disk is a non-
trivial Gleason part. According to our assumption the closures P1, P2 in
M(H.) have non-empty intersection. Therefore the above assumption
together with Corollary 2.7 of [S2] imply that one of these sets contains
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the other. But since E(X, bH) is an open subset of M(H.), we have
Pi 5 E(X, bH), i=1, 2, coincides with the closure P −i of Pi in E(X, bH). In
particular, one of the sets P −1, P
−
2 contains the other. Assume, e.g., that
P −2 … P −1. Further, let y ¥X and Uy …X be an open disk centered at y.
Then the bundle E(X, bH) considered over Uy is homeomorphic to
Uy×bH (without loss of generality we may identify these sets). According
to the above arguments, {(y, t2h)}h ¥H is in the closure of {Uy×t1 g}g ¥H.
Therefore for any h ¥H there is a net {(zj, t1 gj)}j ¥ J, zj ¥ Ug, gj ¥H,
converging to (y, t2h). From here it follows immediately that limj zj=y.
Thus limj (y, t1 gj)=(y, t2h). This shows that P(t2) … P(t1). L
Theorem 1.1: Sketch of the Proof. The proof of the theorem is a conse-
quence of the following general statement:
Let b be a k×n matrix whose entries belong to a commutative Banach
algebra A of complex-valued functions defined on maximal ideal spaceM(A).
Assume that dimM(A) [ 2. Assume also that the determinants of submatrices
of b of order k do not all belong to the same maximal ideal of A. Then there
is an invertible n×n matrix with entries in A which completes b.
In fact, as follows from [L, Theorem 4] the above statement is valid,
e.g., in the case when 2(n−k) \ dimM(A).
Proof. According to [L, Theorem 3], it suffices to complete b in the
class of continuous matrix-functions on M(A). Thus we have to find
an n×n matrix b˜=(b˜ij) with entries b˜ij in C(M(A)) with det b˜=1 and
b˜ij=bij for 1 [ i [ k. The matrix b determines a trivial subbundle t of
complex rank k in the trivial vector bundle hn=M(A)×Cn. Let g be
such that t À g=hn. We prove that g is also topologically trivial. Then
a trivialization s1, s2, ..., sn−k of the bundle g will determine the required
extension of b. In fact, if the dimension of M(A) is [ 2 then the only
obstacle to triviality of a complex vector bundle E on M(A) is its first
Chern class c1(E). From the main property of characteristic classes it follows
that
0=c1(hn)=c1(t)+c1(g)=0+c1(g)=c1(g).
Therefore we obtain that g is a topologically trivial bundle. L
Assume now that n : H.(D)Q A is a homomorphism of Banach algebras
with dense image. Then the transpose map
ng : M(A)QM(H.(D)); ng(f)=f p n
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establishes a homomorphism from M(A) onto some closed set E …
M(H.(D)). In particular, dimM(A)=dim E [ 2. We used here the fact
that dimM(H.(D))=2 which follows from the result of Sua´rez asserting
that dimM(H.)=2 (since M(H.(D)) is D plus something attached to
each component of the boundary, and this ‘‘something’’ is exactly what is
attached to the circle in the case ofM(H.); for further details see [Bru]).
Then the required theorem follows from the above result. L
Proof of Theorem 2.7. We first prove that D is dense in the maximal
ideal space M(AY) of the algebra AY. It is equivalent to the following
problem: Let f1, ...fn be holomorphic functions from AY satisfying
max
i
|fi(z)| > d > 0 (z ¥D). (7.1)
Find functions g1, ..., gn in AY so that
C
i
fi gi=1.
Since AY is the closure in L.(D) of the algebra generated by all of ag(HU),
it suffices to solve the above problem for functions f1, ..., fn satisfying:
there is a domain U, Y¯ … U … Z, and bounded holomorphic functions
f −1, ..., f
−
n defined on r
−1
Z (U) and satisfying (7.1) there such that a
g(f −i)=
fi, i=1, ..., n. In particular, it suffices to find a domain V, Y¯ … V … U, and
bounded holomorphic functions g −1, ..., g
−
n defined on r
−1
Z (V) such that
; g −if −i=1. Further, similarly to the constructions of Section 5, we define a
Banach holomorphic vector bundle EU over U with fibre l.(H) associated
with the universal covering rZ: r
−1
Z (U)Q U. Then we can think of a
bounded holomorphic function on r−1Z (U) as a holomorphic section of EU.
Moreover, the natural multiplication defined on l. determines a multipli-
cation of sections of EU. In what follows we identify bounded functions on
r−1Z (U) with sections of EU. Set fi(z)=f
−
i(z)/; |f −k(z)|2, i=1, ..., n. Then
according to (7.1) each fi is a smooth section of EU (existence of deriva-
tives follows from the normality argument) and ; fif −i=1. In particular,
“bfi is a well-defined (0, 1)-form with values in EU. Consider now EU-valued
“b-equations
“bbj, k=fj “bfk, 1 [ j, k [ n. (7.2)
Since U is a Stein manifold, the results of [B, Sect. 4] imply that there are
smooth sections bj, k of EU (not necessary bounded) that solve (7.2). (This is
equivalent to the identity H1(U, OEU )=0, where OEU is the sheaf of germs
of local holomorphic sections of EU.) Let now a domain V be such that
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Y¯ … V¯ … U. Then bj, k |V is bounded (i.e., bj, k(V) … EU is a precompact).
Therefore
g −j(z)=fj(z)+C
n
k=1
(bj, k−bk, j) fk(zŒ), j=1, ..., n,
are bounded holomorphic sections over V satisfying ; (g −jf −j)|V=1 (see
also [G, Chap. VIII]). Further, according to our identification g −j repre-
sents a bounded holomorphic function on r−1Z (V). Thus the functions
ag(g −j) ¥ AY, j=1, ..., n, solve the required corona problem.
The above arguments show that D is dense inM(AY). Note also that any
function f ¥ AY admits a continuous extension to E(Y¯, bH) and according
to Lemma 7.1 and Remark 7.2 the extended algebra separates points of
E(Y¯, bH). Since the above space is a compact and D is dense in M(AY),
the space E(Y¯, bH) is homeomorphic to the maximal ideal space M(AY).
Then Proposition 2.3(a) asserts that dimM(AY)=2. Therefore the
arguments used in the proof of Theorem 1.1 show that any AY-valued k×n
matrix, k < n, whose minors of order k do not all belong to the same
maximal ideal can be extended to a unimodular n×n matrix with entries
in AY.
The proof is complete. L
Remark 7.4. (1) Let r˜Z: E(Y¯, bH)Q Y¯ be the map extending rZ.
Then the Sˇilov boundary of AY coincides with r˜
−1
Z (Y¯0Y).
(2) Assume that Y is a domain in C satisfying the conditions of
Theorem 2.7 and C0 Y¯ is a disjoint union of connected domains. Then
using approximation theorems one can show that the extension of AY to
E(Y¯, bH) coincides with the algebra of holomorphic functions continuous
up to the boundary r˜ −1Z (Y¯0Y).
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