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Abstract: Appliance Load Monitoring (ALM) is essential for energy management solutions,1
allowing them to obtain appliance-specific energy consumption statistics which can further2
be used to devise load scheduling strategies for optimal energy utilization. Fine-grained3
energy monitoring can be achieved by deploying smart power outlets on every device of4
interest; however it incurs extra hardware cost and installation complexity. Non-Intrusive5
Load Monitoring (NILM) is an attractive method for energy disaggregation, as it can6
discern devices from the aggregated data acquired from a single point of measurement. This7
paper provides a comprehensive overview of NILM system and its associated methods8
and techniques used for disaggregated energy sensing. We review the state-of-the art load9
signatures and disaggregation algorithms used for appliance recognition and highlight10
challenges and future research directions.11
Keywords: Non-intrusive Load Monitoring (NILM); Intrusive Load Monitoring (ILM);12
disaggregation algorithms; load signatures; energy management13
1. Introduction14
Today, energy conservation is a challenging issue due to exponentially increasing energy demands.15
Researchers are striving to develop technological solutions in order to address this problem. In the16
European Union, the residential sector alone accounts for 30% of electricity usage. This is a growing17
concern as energy resources are limited and it is predicted that global energy demands will double18
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by the end of 2030 [1] with negative implications on the environment (e.g., CO2 emissions). Energy19
crisis, climate change and the overall economy of a country is directly affected by the growth in20
energy consumption. A significant reduction in the energy wastage can be achieved through fine-grained21
monitoring of energy consumption and relaying of this information back to the consumers [2,3]. A22
detailed review [3] of more than 60 feedback studies suggest that maximum energy saving can be23
achieved using direct feedback mechanisms (i.e., real-time appliance level consumption information)24
as opposed to indirect feedback mechanisms (i.e., monthly bills, weekly advice on energy usage).25
Motivated by this, we see a large scale deployment of smart meters in the residential environment by the26
governments of UK and USA. While it is envisioned that the smart meters will charge consumers based27
on peak or off peak timings [4], traditional smart meters are only able to measure energy consumption28
data at a house level granularity. In order to implement a precise demand-response functionality a much29
finer granularity of information is required. To achieve this, research efforts have led to the development30
of Appliance Load Monitoring (ALM) methods.31
The goal of ALM is to perform detailed energy sensing and to provide information on the breakdown32
of the energy spent. This would further enable the automated energy management systems to profile33
high energy consuming appliances, allowing them to devise energy conservation strategies such as34
re-scheduling of high power demanding operations for the off-peak times. Moreover, companies would35
be able to develop a better understanding of the relationship between appliances and their usage patterns.36
The concept of ALM is decades old but lately we have seen a growing interest in this research area37
inspired by parallel advancements in sensing technology, data communication and networks, artificial38
intelligence and machine learning methods. ALM is an essential prerequisite for providing energy39
feedback to the residential consumers, but it is equally beneficial for the industrial sector because of40
its applicability in fault detection and remote load monitoring services.41
There are two major approaches to ALM, namely Intrusive Load Monitoring (ILM) and Non-Intrusive42
Load Monitoring (NILM). In the literature, ILM and NILM is alternatively referred to as distributed43
sensing and single point sensing methods respectively. This is because the ILM approaches require44
one or more than one sensor per appliance to perform ALM, conversely NILM just requires only a45
single meter per house or a building that is to be monitored. Although the ILM method is more accurate46
in measuring appliance-specific energy consumption compared to NILM, the practical disadvantages47
includes high costs, multiple sensor configuration as well as installation complexity favoring the use48
of NILM especially for the case of large scale deployments. Consequently, established as well start-up49
companies along with academic researchers have focused their attention on the improvement of NILM50
based approaches [5] in order to make it a viable solution for a realistic environment. Motivated by this,51
we provide a comprehensive discussion on the appliance signatures and load identification algorithms52
used in NILM for disaggregated energy sensing.53
The remainder of the paper is organized as follows. In the next section, we provide a brief introduction54
to the NILM framework, whereas we discuss in detail the state-of-the art appliance features used for55
energy disaggregation in Section 3. In Section 4 we present recent advances as well as insights into56
load disaggregation techniques being applied in NILM by providing a comparison of several learning57
algorithms as well as highlighting their limitations. In Section 5, we discuss performance evaluation58
metrics to asses the accuracy of NILM systems. Furthermore, we give an account of the current59
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practices beyond traditional NILM methods to improve the overall appliance disaggregation accuracy,60
and summarize the prevailing challenges and future research directions in Section 6. Finally, we conclude61
in Section 7.62
2. General Framework of NILM63
In this section, we provide an introduction to a general framework for NILM system as shown in64
Figure 1a. The concept of NILM is not new as almost two decades back Hart [6] proposed a method for65
disaggregating electrical loads by examining only the appliance specific power consumption signatures66
within the aggregated load data. The data is acquired from the main electrical panel outside the67
building or the residence, hence it is considered to be non-intrusive as the method avoids any equipment68
installation inside the customer’s property. The goal is to partition the whole-house building data into69
its major constituents. This problem can be formulated as follows: The power signals from the active70
appliances aggregate at the entry point of the meter as P (t) as shown in Figure 1b, where this can be71
mathematically defined as72
P (t) = p1(t) + p2(t) + ...+ pn(t) (1)
whereas pi is the power consumption of individual appliances contributing to the aggregated73
measurement and n is the total number of active appliances within the time period t. The task of74
the NILM is to perform decomposition of P (t) into appliance specific power signals in order to75
achieve disaggregated energy sensing. Electrical loads exhibits a unique energy consumption pattern76
often termed as ’load or appliance signatures’, that enables the disaggregation algorithms to discern77
and recognize appliance operations from the aggregated load measurements. Appliance identification78
is highly dependent on load signatures which are further characterized by the appliance category. As79
proposed by [6], consumer appliances can be categorized based on their operational states as follows;80
• Type-I : These are the appliances with only two states of operation (ON/OFF). Examples of such81
devices includes table lamp, toaster etc.82
• Type-II: These are multi-state appliances with a finite number of operating states also referred to as83
Finite State Machines (FSM). Consumer appliances belonging to this category includes washing84
machine, stove burner etc. The switching pattern of these appliances is also repeatable which85
makes it easier for the disaggregation algorithm to identify their operation.86
• Type-III: The appliances belonging to this category are also known as Continuously Variable87
Devices (CVD) because of their variable power draw characteristics with no fixed number of88
states. The power drill and dimmer lights are examples of CVD’s with no repeatability in their89
power draw characteristics. Hence it is very challenging for the NILM methods to disaggregate90
these type of appliance from the aggregated load measurements.91
• Type-IV: In [5,7] authors have highlighted another category of appliances that remain active92
throughout weeks or days consuming energy at a constant rate and therefore referred to as93
’permenant consumer devices’. Appliances such as hardwired smoke detector, telephone sets,94
cable tv receivers are amongst the devices belonging to this category.95
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Figure 1. (a) General Framework of NILM Approach (b) An Aggregated Load data
obtained using single point of measurement (c) Different Load Types based on their Energy
Consumption Pattern
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The energy consumption pattern of different type of loads have been shown in Figure 1c, which is further96
translated as an appliance feature to distinguish between different appliance categories. Research to date97
has tended to focus on defining load signatures tailored to the appliance categories listed above in order to98
characterize them in a best possible way for identification. However recently in [8] author has argued that99
appliances can have a multi-working model based on user customization and working styles, therefore100
this must be accounted into feature extraction process.101
We will now briefly discuss the constituent modules starting from data acquisition to appliance102
recognition that define a general NILM framework as shown in Figure 1a.103
Data Acquisition Module: The role of the data acquisition module is to acquire aggregated load104
measurement at an adequate rate so that distinctive load patterns can be identified. There is a wide105
variety of power meters designed to measure the aggregated load of the building [9] that can be further106
classified as follows [8].107
• Low-Frequency Energy Meters: The commercial solutions available in the market today offer a108
range of sampling frequencies for the meters. The sampling rate determines the type of information109
that can be extracted from the electrical signals. In order to capture the higher order harmonics110
of the electrical signals which are integral multiples of fundamental frequency (i.e., 60Hz), the111
sampling rate of the energy meter must fulfill the Nyquist-Shannon sampling criteria. For example,112
an energy meter such as Itron has a sampling rate of 600Hz, this enables it to capture up to the113
5th harmonic of the electrical signals (i.e., 300Hz). On the other hand, traditional power metrics114
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such as real power, reactive power, Root Mean Square (RMS) voltage and current values can be115
computed at a low sampling rate (i.e., 120Hz). The computed metrics are either reported to the116
backend server via a Network Interface Card (NIC) or processed inside the meter. The high end117
NICs can read, write and report data up to 1 kHz, however changes are required in the meter118
hardware to support sampling rate greater than 5 kHz [10].119
• High-Frequency Energy Meters: In order to capture the transient events or the electrical noise120
generated by the electrical signals the waveforms must be sampled at a much higher frequency in121
a range of 10 to 100 MHz. These types of high frequency energy meters are often custom built122
and expensive due to sophisticated hardware and are tailored to the type of features that needs to123
be extracted from the signal.124
Researchers however argue that most of the commercially available meters show a variation of 10% to125
20% in data measurements [5]. In addition, low-cost metering solutions offer limited functionality as126
they are equipped with low resolution Analog to Digital (A/D) converter and small size on-chip Flash127
memory used by the processing unit for storing results after various operations [10]. Hence, in order to128
achieve medium or higher rate sampling of the electrical signals, researchers have started to developed129
their own prototypes for experimental evaluations as discussed in [5,9,11]. The data acquisition for130
NILM can further be categorized into whole-house and circuit level data. The typical NILM system131
makes use of whole-house data acquired from a single meter. However, one limitation of such an132
approach is that the identification of low-power and variable appliances in the presence of high-power133
loads from the whole-house data, which often becomes quite challenging. An alternative approach has134
been proposed by [12] to make use of the circuit-level power measurements, as it is often the case135
that high-power appliances receive a dedicated circuit within homes. The task of power decomposition136
becomes much easier as there are fewer devices on each circuit in contrast to the whole-house NILM,137
but at the expense of increased installation complexity and cost.138
Feature Extraction: The next step after the data acquisition is to process the raw data (i.e., voltage139
and current waveforms) in order to compute the power metrics (e.g., active and reactive power). The140
subsequent step after processing the raw data is to detect events such as appliance state transition141
(e.g., On to OFF) from the power measurements. An event detection module detects the ON/OFF142
transition of appliances by analysing the changes in power levels. These events can further be defined143
in terms of steady-state or transient changes, accordingly. In the literature, several event detection144
methods have been proposed [9,13–15] and in order to characterize the detected events, steady-state145
and transient event-based feature extraction methods are developed. Steady state methods identify146
devices based on variations in their steady state signatures, for example a change of steady-state active147
power measurement from a high to low value can identify whether the appliance is being turned On148
or Off. The transient methods on the other hand make use of transient signatures that uniquely define149
appliance state transitions by extracting features like shape, size, duration and harmonics of the transient150
waveforms. However, distinctive transient signatures can only be extracted if the sampling rate is higher151
than 1000 samples per second [5]. There has been a debate considering the use of either steady-state152
or transient based features extraction methods for load disaggregation as both of these approaches have153
their advantages and disadvantages. Bearing in mind the cost of the solution, the steady state methods154
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seem to be a more feasible approach because it requires low-cost hardware. On the other hand, load155
disaggregation algorithms can incorporate transient features to improve the segregation of appliances156
with overlapping steady-state features, but at the cost of expensive hardware. Apart from event-based157
approaches, research efforts have also been made to completely avoid the event detection step either by158
making use of raw current and voltage readings [16] or by analysing the information in the frequency159
spectrum in order to detect the presence of certain appliances while they are being operated [17]. A160
detailed discussion on these methods is provided in Section 3.161
Load Identification: The extracted appliance features are further analyzed by the load identification162
algorithms in order identify appliance-specific states from the aggregated measurement. Most of the163
research work in NILM method is focused on supervised machine learning techniques which require164
labeled data for training the classifier. To date, most of the supervised learning methods adapted165
for load disaggregation are either optimization based or pattern recognition based approaches. The166
optimization approach tries to match the observed power measurements P (t) to a possible combination167
of appliance power signals (present already in the database) to reduce the matching error as reported168
in [5,18,19]. However, one major drawback is that the presence of unknown loads in P (t) complicate the169
optimization problem as the method attempts to provide a solution based on the combination of known170
appliances [6,18]. Therefore the pattern recognition approach has been a preferred method by researchers171
for the task of load identification. Similar to pattern matching, extracted features are matched with a172
pool of load signatures already available in the appliance feature database in order to identify an event173
associated with a operation of an appliance. The requirement of training data for the algorithms is one of174
the major obstacles in the wide adoption of NILM solutions as discussed below. Recently, researchers175
have shown an increased interest in unsupervised methods for the load disaggregation so that the need176
for data annotation can be eliminated. Unlike most of the supervised load disaggregation approaches177
that rely on detection of events for classification, the unsupervised methods are non event-based. These178
methods make use of unsupervised learning techniques and attempts to disaggregate the aggregated179
load measurements directly without performing any sort of event detection. We have provided a180
detailed discussion on the supervised and unsupervised learning algorithms used for the task of load181
disaggregation in Section 4.182
System Training: The system training or a pre-learning phase is often a prerequisite for NILM systems.183
The supervised disaggregation algorithms need adequate labeled data for learning the model parameters184
in order to perform the task of appliance recognition. The training methods can further be classified into185
on-line or off-line. In case of on-line training, researchers [9,20] have used the time slice or window186
based methods for real-time detection and learning of appliance features. However, upon detection187
of load events manual labeling of the appliances is challenging and complex as only the aggregated188
load values are observed instead of individual appliance measurements. In order to facilitate the online189
training process, several sensor assisted training mechanisms are proposed in [21–23]. Conversely the190
off-line training approach acquire the aggregated load measurements from the target environment for a191
time period, such as for specific days or months as reported in [24], and appliances are labeled based on a192
pre-existing signature in the database. Alternatively, a sequential training method can also be employed193
in which the user manually changes the appliance states one by one to complete the appliance feature194
database [6], however this is very time consuming.195
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Figure 2. Taxonomy of Appliance Features for Energy Disaggregation
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In order to ease the data annotation process, sub-metering approach has also been utilized [13,25,26]196
that requires installation of one energy meter per appliance to record appliance-specific consumption197
patterns. However, it not only incurs extra cost but also requires a complex installation of sensors on198
every device of interest which is not feasible for large scale deployment of NILM systems. A possible199
solution to this problem has been addressed in [27], in which a simulation platform for an energy-aware200
smart metering system has been proposed with an aim to expedite the design process for complex smart201
metering solutions. Although the core focus of the simulator is to enable the designers to optimize the202
architecture and communication aspects of the system, it further provides an opportunity to simulate the203
behavior of various appliances within a house. The researchers working in the field of NILM can greatly204
benefit from this extra functionality as it could be used to analyze power dissipation patterns of various205
appliances and their interactions beforehand without the need for a real-world setup. The whole process206
of building an appliance signature database and data annotation is a tedious process and requires human207
intervention and supervision, whereas currently there are no standard automated solutions which can208
facilitate the training process. This has been one of the limiting factor that has hindered the widespread209
success of NILM solutions. Researchers [21,28] envision to build generic appliance signature databases,210
to be shared in a cloud for future applications in order to move ahead towards a unified framework.211
In [29], different training schemes for NILM have been compared and analyzed, and the associated212
challenges with each one have been highlighted.213
3. Appliance Features for Energy Disaggregation214
Appliance features, as discussed earlier, can be broadly categorized into steady state and transient215
state features, however there are also non-traditional signatures that are often used in combination with216
traditional appliance features to improve the performance of load disaggregation algorithms. Steady-state217
analysis consider the stable states of appliance operation whereas transient analysis takes into account218
the transitional state during which the appliances power consumption behavior is unstable. Further219
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Figure 3. (a) Load Distribution in P − Q Plane. From [31](b) Current Draw of Linear Vs
Non-Linear Loads. From [18]
(a) (b)
subdivision of these two categories is shown in Figure 2. In this section, we will provide a detailed220
discussion on the appliance features used in the NILM systems.221
3.1. NILM Methods based on Steady-State Analysis222
The NILM methods based on steady-state analysis make use of steady-state features which are derived223
under the steady-state operation of the appliances. Real power (P) and Reactive power (Q) are two of the224
most commonly used steady state signatures in NILM [6] for tracking On/Off operation of appliances.225
The real power is the amount of energy consumed by an appliance during its operation. If the load226
is purely resistive then the current and voltage waveforms will always be in phase and there will be227
no reactive energy. For a purely reactive load the phase shift will be 90 degree, and there will be no228
transfer of real power. On the other hand, due to inductive and capacitive elements of the load there is229
always a phase shift between current and voltage waveforms that generates or consumes a reactive power230
respectively.231
Researchers [13,26,30] have tried to disaggregate load using real power as a single feature and found232
out that high-power appliances with distinctive power draw characteristics such as electrical heaters and233
water pumps can be easily identified from the aggregated measurements. However this method does234
not take into account appliances with similar power draw characteristics. In addition, simultaneous state235
transitions of appliances leads to erroneous results. In order to address some of these issues, it has been236
shown in [6,24] that the high power type-I and some of the type-II appliances can easily be differentiated237
by analyzing the step changes in real and reactive power features. At the same time, it is challenging238
for the power change method to discern appliances that exhibit overlapping in the P-Q feature space239
especially the low-power appliances as illustrated in the Figure 3a.240
In order to overcome the limitations of power based methods, researchers [32–34] have tried to241
analyze the current I and the voltage V waveforms and extracted unique appliance specific features such242
as peak and Root Mean Square (RMS) current and voltage values as well as the phase difference ϕ and243
Power Factor (PF ) information to uniquely define an appliance activity. The power factor is simply a244
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Table 1. Summary of Steady-State Methods
Steady-State Methods Features Advantages Shortcomings
Power Change
[6,12,13,26,30]
Steady State Variation
of Real and Reactive
Power,∆P,∆Q
High-Power Residential
Loads can easily be
identified, Low-sampling
rate requirement,
Low power appliances
overlap in P-Q plane,
Poor performance in
recognizing Type-II, III
and Type-IV loads.
Time and Frequency
Domain Characteristics
of VI Waveforms
[18,33–39]
Higher order
Steady-State
Harmonics, Irms,
Iavg,Ipeak, Vrms,
Power factor
Device classes can easily
be categorized into
resistive, inductive and
electronic loads
High sampling rate
requirement, Low
accuracy for Type-III
loads, overlapping
features for consumer
electronics of Type-I and
II category, unable to
distinguish between
overlapping activation
events
V-I Trajectory [40,41] Shape features of V-I
trajectory : asymmetry,
looping direction, area,
curvature of mean line,
self-intersection, slope
of middle, segment, area
of segments and peak of
middle segment
Detail taxonomy of
electrical appliances can
be formed due to
distinctive V-I curves
Sensitive to multi-load
operation scenario,
computationally
intensive, smaller loads
have no distinct trajectory
patterns
Steady-state Voltage
Noise [11,42]
EMI signatures Motor-based appliances
are easily distinguishable
as they generate
synchronous voltage
noise, Detection of
simultaneous activation
events, Consumer
appliances equipped with
SMPS can be recognized
with high accuracy
Sensitive to wiring
architecture, EMI
signatures overlap, Not
all appliances are
equipped with SMPS
ratio between real and apparent power ( which is the product of IRMS and VRMS) and it often varies from245
1 to 0 depending on whether the load is motor-driven or resistive. These time-domain V-I features have246
shown good performance when employed within Real Time Recognition and Profiling of Appliances247
(RECAP) system [34] for the identification of On/Off operation of kitchen appliances. The RECAP248
system was the first systematic effort to integrate appliance profiling and recognition under a single249
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framework, however it was acknowledged that these steady-state features are not suitable for recognizing250
multi-state appliance operations. The effectiveness of time domain features in recognizing various loads251
has also been demonstrated through experimental evaluations by [35]. It was found that the root mean252
square features are more discriminative in comparison to peak values, however, the experimental dataset253
does not include type-III appliances. Moreover, there is no discussion on the detection of simultaneous254
appliance activation sequences. In [18,36–39] authors have reported the use of Fourier series analysis255
to determine input current harmonics. In [39], it has been shown that most of the resistive loads have256
constant power (CP) whereas the switching loads have constant impedance (CI). Both types of loads can257
be characterized by their distinctive steady-state current harmonics; hence a method has been proposed to258
decompose the power signal by estimating the proportion of CP to CI using the frequency representation259
of current signals.260
The current harmonics on the other hand can also uniquely characterize non-linear loads that draw261
non-sinusoidal current during the operation. It can easily be seen from Figure 3b that the water boiler262
has a sinusoidal current draw in contrast to the induction cooker, whereas higher order harmonics in263
the current waveform of induction cooker are quite easily visible. The harmonics have been used in264
combination with real and reactive power features [17,33] to improve the performance of the detection265
algorithm, however harmonic analysis requires high rate sampling of the waveforms. It was shown266
by [17] that appliances operating in parallel have unique steady-state harmonic signatures for each of267
their respective combination. Although this approach is suitable to recognize Type I and Type IV loads,268
to perform load identification it requires the availability of unique sets of harmonic signatures with269
respect to all possible device combinations. In [40,41] the author proposed a novel method of using V-I270
trajectory to categorize a group of appliances. For each appliance the V-I trajectory has been plotted271
using the normalized current and voltage values. The V-I trajectory separates the category of appliances272
into eight groups with high accuracy, providing further sub-division within each group. It has been shown273
that V-I based approach is more effective than existing approaches based on power measurements, for274
building a taxonomy of electrical appliances due to their distinct V-I curves.275
Gupta et al. [42] has proposed an interesting approach in which it has been shown that appliances276
equipped with Switch Mode Power Supply (SMPS) can be characterized by analyzing steady-state277
voltage noise generated upon their operation. However, the drawback is it not only requires additional278
hardware for measurement, but also this method is sensitive to the wiring architecture of the monitored279
environment. In Table 1, we provide a summary of our discussion on steady-state NILM methods and280
highlight the advantages and disadvantages of different approaches.281
3.2. NILM Methods based on Transient-State Analysis282
The transient behavior of major appliances is found to be distinct and their features are less283
overlapping in comparison to steady state signatures, however the major limitation is the high sampling284
rate requirement in order to capture the transients [32]. Norford and Leeb [13] have shown that the285
shapes of transient events can also be used as a feature for appliance detection. Chang et al. [43]286
later demonstrated that the energy calculated during a ”turn on” transient event could also be used287
to discriminate between appliances. In [44], the author used power spikes or overshoots during the288
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Table 2. Summary of Transient-State Methods
Transient Methods Features Advantages Shortcomings
Transient Power
[5,38,43,47,48]
Repeatable transient
power profile, spectral
envelopes
Appliances with same
power draw
characteristics can be
easily differenti-
ated,Recognition of
Type I,II,III loads
Continuous
monitoring, high
sampling rate
requirement,not
suitable for Type IV
loads
Start-up Current
Transients [13,44,47]
Current spikes, size,
duration, shape of
switching transients,
transient response
time
Works well for Type I
and II loads, distinct
transient behavior in
multiple load operation
scenario
Poor detection of
simultaneous activation
deactivation of
sequences, unable to
characterize Type III
and IV loads, sensitive
to wiring architecture,
appliance specific
High Frequency
Sampling of Voltage
Noise [11,31]
Noise FFT Multi-state devices,
consumer Electronics
with SMPS
Appliance specific,
computationally
expensive, Data
annotation is very hard
transitional stage of the device as a feature to detect devices but the drawback is that they are appliance289
specific. Though these approaches were proven to be effective for load disaggregation, repeatability of290
transient events and high sampling rate requirement are the major drawbacks. In addition, appliances291
with similar transient characteristics are not differentiable by this approach.292
The concept of analyzing the spectral envelope of the waveform based on Short-time Fourier293
Transform (STFT) [14] was found to be quite useful in detecting variable loads along with other294
appliances. However, the main purpose of load monitoring is not only to detect appliances, but also to295
measure their energy consumption as well. Therefore in [45,46] researchers correlate spectral envelopes296
with P and Q components to address this problem. However, the robustness of the combined feature set297
has not been evaluated in the presence of unknown loads. Another limiting factor is that the proposed298
method demands excessive training of the system. In comparison to Fourier Transform, the wavelet299
transform has also been used to characterize the transient physical behavior of the loads. It has been300
shown by the author in [47] that the transient response time and the transient energy features are better301
than steady-state features for the task of appliance disaggregation; however the study considers selective302
appliances with distinct turn-on characteristics.303
The recent work in NILM by Patel et al. [11,31] shows promising results using high-frequency (HF)304
sampling of voltage noise that occurs during the transient events (i.e., switching from on to off). The main305
concept is that each appliance emits voltage noise back to the main line. This is mainly true for appliances306
equipped with SMPS that create electro-magnetic interference. These noises are categorized into three307
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Figure 4. (a) Harmonic Signature of Monitor where black bars show fluctuations
From [17](b) Schematic Diagram of two unit graph. From [8]
(a) (b)
types: on-off transient noise, steady-state line voltage noise, and steady-state continuous noise. These308
noises can be measured from any electrical outlet inside the home. The problem however with the current309
device recognition system is that, in order to measure the reactive and real power, it requires knowledge310
of the phase angle between the AC voltage and current which can be measured using magnetic sensors.311
This requires installation of these sensors at a metering point by a professional electrician, therefore as312
a remedy to the problem Patel developed a prototype of a plug-in module that can be inserted into any313
wall socket. The study reveals that on-off transient noise signatures remain stable over time and can314
be used to identify unique sources of energy consumption (i.e., light bulb in room 1 versus light bulb315
in room 2). However not all appliances are equipped with SMPS and noise signatures are sensitive to316
wiring architecture. Furthermore, the study has ignored the EM interference sources in the surrounding317
environment that could affect the performance of the system. We provide a summary of most significant318
transient-state NILM methods in Table 2 and highlights the advantages and disadvantages of different319
approaches.320
3.3. Non-Traditional Appliance Features321
Apart from traditional steady-state and transient analysis, recently we have see an increased interest322
in feature extraction methods to acquire non-traditional appliance features. Recently in [8], the author323
has proposed that the power consumption of residential appliances can be described by the combination324
of two basic units rectangles and triangles neglecting the smaller fluctuations and errors. It has been325
argued that this new approach can reduce the problem of appliance feature overlap. The triangle unit can326
be expressed by starttime,peaktime, peakvalue and endtime whereas the rectangle can be described by327
starttime, peaktime, peakvalue, steadytime, steadypower as shown in Figure 4b. Mean-shift clustering328
method is used to quantify the proposed units that define the working style of different categories of329
appliances. The load identification process combines the fundamental features with working styles to330
classify appliances with an accuracy of 80%. The major advantage of this method is that it does not331
require any training or supervision. Liang et al. [18] has proposed to combine several features including332
P , Q, harmonics of the appliances as shown in Figure 4a, eigenvalues of the current waveforms,333
admittance etc for load disaggregation. It has been argued that combination of features improves the334
performance of load identification algorithms. Suzuki et al. [37] have tried to examine the use of raw335
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waveforms for appliance identification, however the experimental evaluations showed that it offers no336
advantage whereas in comparison the processed features are better suited for load identification. Other337
non-traditional features including time of the day, on and off duration distribution, frequency of appliance338
usage as well correlation between the usage of different appliances have also been examined by the339
researchers [49,50] to improve the performance of disaggregation algorithms.340
4. Learning and Inference in NILM Systems341
As mentioned earlier in Section 2, based on current literature, the supervised disaggregation methods342
for NILM systems can broadly be divided into optimization or pattern recognition based algorithms.343
The supervised learning mechanism requires labeled data sets to train the classifier so it would be able to344
recognize appliance operations from the aggregated load measurment. However, system training requires345
setting up initial instrumentation which incurs extra cost and human effort. Therefore, lately researchers346
are actively looking to devise completely unsupervised or semi-supervised methods that can reduce the347
effort of acquiring the training data. In this section, we review the supervised and unsupervised learning348
methods for load disaggregation and further discuss their limitations and corresponding challenges.349
4.0.1. Supervised Learning Approaches350
Optimization Methods: Optimization based methods deal with the task of load disaggregation as351
an optimization problem. In the case of single load recognition, it compares the extracted feature vector352
of an unknown load to that of known loads present in the pool of the appliance database and tries to353
minimize the error between them to find the closest possible match. It can be mathematically expressed354
as355
class = arg min
i
||yˆi − yi|| (2)
whereas the yˆi is the appliance feature available in the signature library and the yi is the new feature356
extracted due to occurrence of an unknown event. However, the optimization problem becomes more357
complex in case of composite load disaggregation as now instead of a one-to-one matching the algorithm358
has to take into account possible combination of appliances present in the known database, which359
could have generated the observed signal. Researchers [7,18,20,37] have tried different optimization360
approaches including integer programming and genetic algorithms in order to tackle the optimization361
problem. However it becomes a challenge to reduce the complexity of these methods especially if362
any unknown loads (i.e., which are not included in the database) are present in the aggregated load363
data. Secondly, apart from being computationally expensive, appliances with similar or overlapping load364
signature are difficult to discern using this approach.365
Pattern Recognition Methods: Pattern matching approaches are the ones most frequently used by the366
researchers for load disaggregation. The appliance database contains multiple appliance specific features367
that are used to define the structure and parameters of the recognition algorithm. A simple clustering368
based approach is proposed by Hart [6] in which appliances form their unique clusters in the P − Q369
plane. For load identification, the steady-state changes of the electrical signal are mapped to a feature370
space. In the next step, clustering analysis based on the distance metric is performed to identify if the371
new feature vector belongs to one of the known clusters. Due to the simplicity of the method, it has been372
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widely applied in the NILM research however the inability of the algorithm to recognize appliances with373
overlapping P − Q features and sensitivity to power drifts are few of the major drawbacks. To address374
these problems, researchers [26,36,51,52] have extended this method to improve the load disaggregation375
performance. In [26], filtering and smoothing mechanisms have been used to deal with power variations376
and instead of power consumption change in real power values are used as a feature to detect appliances,377
however this approach only considers high power loads and furthermore it requires excessive training.378
In [12] the author makes use of the Bayesian approach to detect most likely states of the appliances379
using P and state-change information. For each individual device, a naı¨ve Bayes classifier has been380
trained and accordingly a set of trained classifiers have been used to recognize appliance-specific381
states from the aggregated load measurements. However, an assumption was made that the state of the382
appliances are independent of each other, which we believe is not true as it can easily be seen in the383
residential environment that the operation of consumer appliances are often correlated (e.g., the use of384
DVD player and a television). The Bayesian approach has been compared against an heuristic method385
that makes use of the histogram thinning technique to cluster P and Q events from the measurements.386
It was demonstrated that the Bayesian approach performs better than the heuristic method especially387
if the appliances have stable power behavior. However, only a handful of appliances have been used388
for experimental evaluations. Oppositely, the number of appliances to be monitored by a real-world389
NILM system could be very large. At the same time, the low-power consumer appliances often have390
subtle difference in their power signatures [53], therefore high load recognition accuracy could only be391
achieved if the target appliances have clear separation of features in the feature space.392
Researchers have shown that the temporal information in combination with real power values can393
facilitate the load disaggregation algorithms [5,54]. Therefore Artificial Neural Networks (ANN) [34]394
and Hidden Markov Models (HMM) [55], have shown to perform well for the task of load disaggregation395
due to their ability to incorporate in their learning, temporal as well as appliance state transition396
information. The complexity of the HMM models however, exponentially increases as the number of397
target appliances increases which limits the applicability of this learning method. Besides, if any new398
appliance class has to be added, the complete model needs to be retrained each time. Alternatively,399
ANN [34] offers better extensibility and model performance can further be improved through a feedback400
input, however it requires exhaustive training for each appliance. On the other hand, Support Vector401
Machines (SVM) have shown good performance in classifying appliances especially using harmonic402
signatures and low frequency features as reported in [17,35,54]. A hybrid SVM/GMM model has recently403
been proposed by [53] in which GMM is used to describe the distribution of current waveforms, so as404
to find power similarity; while an SVM performs classification on the extracted power features in order405
to recognize operations of target loads. It can be seen from the literature that while few disaggregation406
algorithms are found out to be robust, even if they are exposed to unknown load signatures, oppositely407
others fail to cope with a situation even if the interclass variability of load signatures is high. Recently,408
Liang et al. [18,56] have proposed to combine different algorithms as well as appliance features using409
committee decision mechanisms (CDM) to improve the overall disaggregation accuracy. It is important410
to mention that the performance of the above mentioned classifiers are highly dependent on the feature411
sets, the type and number of target appliances being used in the experimentation. Therefore, a direct and412
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fair performance comparison of different classifiers can not be made unless a reference dataset is used in413
the evaluation, as discussed in Section 5.414
4.0.2. Unsupervised Learning415
Recently researchers have started to explore methods to achieve disaggregated energy sensing without416
a-priori information. It is highly desirable for the NILM systems to be installed in a target environment417
with a minimal setup cost as the training requirement for the supervised load identification algorithms is418
expensive and laborious. Hence, unsupervised learning approaches are needed for a wider applicability419
of NILM techniques.420
In [57], a blind source separation technique has been applied to discern appliances from the aggregated421
load data in an unsupervised fashion. The steady-state ∆P and ∆Q features have been used to cluster422
appliances. The Genetic K-means and agglomerative clustering approaches have been investigated to423
automatically determine the total number of appliance clusters from the load data. Each cluster is424
assumed to be a linear combination of multiple appliance sources which are further broken down into425
individual sources. The matching pursuit (MP) is used for source reconstruction, whereas the algorithm426
iteratively tries to minimize the distance between the unknown event and the possible clusters as shown427
in Figure 5a. However, there are several drawbacks and challenges as highlighted by the author himself;428
firstly most of the false negative events are generated by the smaller appliances especially the kitchen429
lights, due to the similarities in the consumption level. Secondly, in the case of multi-state appliances,430
source reconstruction becomes even more challenging as they form several clusters due to multiple states431
which results in mixing of the events. On the other hand, large residential appliances can be easily432
detected as they form separate clusters. The study has shown that the genetic k-means approach has433
performed better than the agglomerative based method.434
Recently, [58] has proposed to use the motif mining approach for unsupervised energy disaggregation.435
In order to recognize individual appliances, power change events such as (+500W, -500W) have been436
considered in contrast to power consumption. The motif mining approach has been used to identify437
recurring events referred to as episodes that is basically the On/Off operation of the devices. Each438
episode must fulfill certain conditions so that it can be considered as interpretable, and finally minimal439
episode completion criteria is imposed in order to identify only those episodes that are completed by a440
single device. While the approach is feasible for appliances that have a repeatable and distinctive events441
but it is not well understood how this approach will deal with appliances having variable consumption442
pattern as well devices with similar episodes. Kim et.al [49] developed probabilistic models of appliance443
behavior using variants of Factorial HMM (FHMM). The non-power features such as duration and444
time of appliance usage along with their real power consumption are used to model device specific445
HMMs. The aggregated load data (Y ) at any point in time t depends on the power drawn by the446
appliances operating in their particular states as shown in Figure 5b. FHMM on the other hand is well447
suited to model the interaction of several processes such as appliances contributing independently to the448
aggregated power measurements. Therefore, given Y the task is to find the best possible hidden state449
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Figure 5. (a) MP algorithm tries to match the unknown event with the closest possible
source (b) To define a combined load model, appliance HMM’s are arranged in a specialized
structure to form a Factorial HMM
(a) (b)
st−2 st−1 st st+1Appliance 1
st−2 st−1 st st+1Appliance 2
st−2 st−1 st st+1Appliance 2
yt−2 yt−1 yt yt+1Aggregated OutputY =∑i=Mi=1 pit
sequence (q) which might have resulted the observation. The parameters of the model are learned using450
Expectation Maximization (EM) algorithm, and Gibbs sampling is used to find the best possible q*451
q* = arg maxq P (Y, q|λ) (3)
In comparison to other FHMM models, Conditional Factorial Hidden Semi Markov Model (CFHSMM)452
showed the best unsupervised disaggregation performance achieving an accuracy of 83%. The analysis453
of power measurements gathered from seven different homes showed that the On-state occupancy454
distribution of the devices can be best modeled using gamma distribution. The inclusion of these455
non-power features as well as additional information such as correlation between usage of appliances has456
shown to improve the overall disaggregation performance. However, the model performance decreases as457
the number of target appliances increases. At the same time, the reported work only considers the binary458
operation of the appliances, there is no discussion on how to estimate the total number of appliances from459
the observed data and how the inclusion of unknown appliances may affect the model performance.460
Another drawback of the FHMM based approach is that existing inference techniques for hidden461
state estimation are highly susceptible to local optima. To address this issue, [59] has proposed a new462
inference algorithm, Additive Factorial Approximate MAP (AFMAP), with a convex formulation. It463
has been applied for the task of unsupervised energy disaggregation and used to perform inference over464
the additive FHMM’s in order to separate appliances from the aggregated load data. In comparison465
to previous inference methods, the author showed that the proposed formulation works better but only466
the precision and recall measures have been reported as the true contribution of each appliance from467
the circuit was unknown. The frequently occurring appliance patterns similar to [58] are used as load468
signature to model the HMMs. AFMAP discern appliances with an average precision of 87%, however469
the precision for electronics and kitchen outlets is less than 50%. Besides, the evaluations includes470
limited devices with only short time scale of operation; however there is a possibility to extend the471
model to incorporate more appliances.472
In [60] the author has applied Hierarchical Dirichlet Process Hidden Semi Markov Model (HDP-473
HSMM) factorial structure to the problem of unsupervised power disaggregation. The HDP-HSMM474
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Figure 6. (a) Data Generated from the True Model (b) Model Learned from the data using
HDP-HSMM: Reproduced results from [60]
(a) (b)
has the ability to incorporate duration distributions that allow it to learn from complex sequential data475
as shown in Figure 6. This technique addresses some of the drawbacks of previous approaches such476
as in contrast to [49,59] it is not limited to the binary states of the appliances and instead of using477
training data to learn the parameters; it learns the device models during inference process. This approach478
provides an advantage over EM-based learning methods as it is not only faster in terms of speed but479
also provides flexibility in learning the device models whereas the Expectation Maximization (EM)480
based device models are dependent on the training data which may not be a consistent across all homes.481
To build appliance models, the change points in the data must be identified and grouped to represent482
a complete operation, which again leads to some of the inherent problems faced by NILM methods,483
including similarity in the change points of multiple appliances as well as an inability of the algorithm484
to identify small loads in the presence of large loads. Finally, we summarize the comparison of most485
commonly used learning algorithms for load disaggregation in Table 3.
Table 3. Comparison of Load Disaggregation Algorithms
Learning Algorithm Features
Sta/ Trb
Accuracy
%
Training
Sc/ Ud
Online/
Offline
Scalability Appliance Types
SVM [11,17,35,54] Be 75-98 S Online Yes I,II,III&IV
Bayes [12,50,54] St 80-99 S B No I & II
HMM [49,59,60] St 75-95 B Offline No I& II
Neural Networks
[17,34,61]
B 80-97 S Online Yes I&II&III
KNN [6,9,62] B 70-90 S B Yes I&II
Optimization
[7,18,20,37]
St 60-97 S Offline No I&II
a Steady-State b Transient c Supervised d Unsupervised e Both.
486
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5. Performance Evaluation of Load Disaggregation Algorithms487
Recognition accuracy is the most widely used performance evaluation metric for accessing the488
accuracy of learning algorithms. Most of the research work in NILM report the performance of their489
system using accuracy metrics. However, due to inconsistency in the definition of accuracy it is not490
possible to draw meaningful comparisons between reported research work [5]. The overall accuracy491
measure is not a suitable metric particularly for the multi-class classification problem because it is492
impaired with data unbalance issue. Therefore, researchers often report a Confusion Matrix (CM) to493
provide an insight into model performance. Liang et al. [18] have addressed this issue and suggested494
three accuracy measures to be used for performance evaluation: Detection accuracy, disaggregation495
accuracy, and overall accuracy. Researchers working in the field of pattern recognition often use Receiver496
operating Curves (ROC) to compare the performance of different models. It has been suggested by [5]497
that ROC curves could also be used as a reference evaluation method to benchmark NILM algorithms.498
Another recent work [63] has proposed and discussed metrics for the evaluation of load disaggregation499
algorithms specifically for event detection approaches.500
Apart from a common evaluation metric there is also a lack of reference dataset on which the501
performance of algorithm can be compared. It is quite obvious that the output of the load disaggregation502
algorithm is dependent on the source data, which often varies either due to difference in the number503
and type of appliances used in the experiment or due to the hardware used to extract the load504
signatures. In order to draw meaningful performance comparison of various NILM techniques,505
the availability of common datasets is critical. Motivated by this, recently the Reference Energy506
Disaggregation Data Set (REDD) [28] and the Building-Level fUlly labeled Electricity Disaggregation507
dataset (BLUED) [64] have been made publicly available in order to facilitate the researchers in the508
development and evaluation of new load disaggregation algorithms. The datasets contain high-frequency509
and low-frequency household power measurements primarily for the evaluation of steady-state as well510
as transient state NILM methods. In a similar context a UMass Smart* Home Dataset [65] which is511
part of a Smart* project has also been released and, in contrast with previous examples this particular512
dataset not only provides power measurements but also includes heterogeneous sensory information513
(i.e., motion, thermostat, door and wall switch events) acquired from the target homes. The data from514
the environmental sensors can be very useful for analyzing the correlation between non-power events515
and the power event, which could foster the research in the design of multi-modal sensing framework as516
discussed in Section 6. To address some of the prevailing challenges in the field of NILM, it is critical517
that researchers adopt common evaluation metrics and datasets, so that various load disaggregation518
approaches can be fairly compared.519
6. Challenges and Future Research Directions520
In the previous sections we have discussed existing NILM methods, highlighting the gaps and limitations521
of current approaches. We will summarize those challenges in the discussion below while pointing out522
important future research directions.523
6.1. Beyond Traditional NILM Approaches524
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Recently researchers have started to investigate the usefulness of using external sources of information525
with power-centric appliance features. It has been demonstrated in [66] that operation of appliances not526
only impact the power stream but in parallel they also generate environmental information which can be527
captured and further exploited to improve the accuracy of load disaggregation algorithms, particularly528
in the case of low-power appliances. For example, it has been shown that one can achieve better529
disambiguation between a kitchen light and an overhead light with similar power traces , just by using530
additional information achieved from a light sensor placed in the bathroom. Additionally, leveraging data531
from environmental sensors can also assist in training of the supervised disaggregation algorithms. The532
measurements of light intensity, temperature and motion can be correlated with appliance operating states533
to facilitate automated training procedures, as well as identifying appliances with similar consumption534
patterns. The labeling of training data required by the load disaggregation algorithms is one of the535
major challenges faced by single point sensing solutions as it requires human effort and intervention. At536
present, in order to acquire appliance signatures users have to manually switch on or off each appliance537
one by one, so that manual labellings of the devices can be done in the software, this is time consuming538
and error-prone.539
ANNOT [21] is a prototype system which has been developed by the researchers to automate the540
data annotation process for the NILM systems. The proposed solution detects and labels appliances541
using acoustic signatures and indirect power sensing. The system correlates heterogeneous-sensory542
information with the power measurements in time to label the appliances without the need of human543
supervision. Apart from automatic data annotation, this method offers a possibility to validate system544
results by matching the output of learning algorithm with that of annotated training data. In order545
to test the feasibility of the approach, a single point sensing solution, the RECAP system [34] has546
been employed as already discussed in Section 3. Originally, RECAP requires a human supervision for547
developing an appliance feature database. Subsequently, it requires manual effort to assign labels to the548
features in the database, but the integration of ANNOT with the RECAP system removes any need for the549
user during the labeling process. The combination has achieved high accuracy in detecting appliances,550
however the drawback is the additional cost associated with developing an automatic annotation system.551
The multi-modal sensing framework as already reported in [21,66,68] will benefit not only NILM552
approaches, but it will enable the energy management solutions to look beyond quantification of energy553
consumption only. In [73] it has been demostrated that in addition to energy monitoring, possible554
scenarios of energy wastage can also be identified by combining information from Electromagnetic Field555
Detector (EMF) based appliance state detector developed by CMU researchers [22] and the motion556
sensors. Zoha et al. have proposed a multi-modal sensing architecture that fuses information from557
sound and an energy meter to minimize the ambiguous overlapping of power features in the P − Q558
plane. Similarly, in order to obtain an accurate estimate of the device’s energy consumption pattern,559
the author in [74] has proposed a design of an energy monitoring system that correlates energy meter560
readings and sound samples acquired from the acoustic sensors to identify the operational state of the561
appliances. However, these approaches demand the additional installation of sound sensors to detect562
machine sounds from the target environment. To avoid the installation of sound sensors, a real-time563
prototype system has been developed in [72] that makes use of a microphone sensor available on a564
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mobile phone in order to fingerprint the profile of each individual machine. The results from this initial565
study not only look promising but the concept of using mobile phones for disaggregated energy sensing566
is also very interesting. However, the evaluations do not consider simultaneous operation of appliances567
and the locations and layout of the machines have assumed to be already known.568
At the same time, contextual information has also been utilized with power features for load569
disaggregation. Initially, context is defined as just the location of the user however this definition has570
evolved in the past years incorporating many aspects of user environment. In the realm of ALM, we571
found the most relevant definition to be: “Context is the information that can be used to characterize572
the situation of entities (i.e., whether a person, place or object) that are considered relevant to the573
interaction between a user and an application, including the user and the application themselves ” [67].574
Location however is a key context feature because it represents the users position which helps a system575
to infer possible services and functionalities. In [68] authors propose a method that takes user location576
information acquired through wireless sensor network, and use it to enhance the performance of load577
disaggregation algorithm. The load state changes are correlated with the user location whereas it has578
been shown that the proposed algorithm was able to correctly discern appliances with overlapping load579
signatures. However, for location estimation it has been assumed that the user carries a sensor whose580
signal strength is tracked to locate user’s position. Similarly, Harris and Cahill [69] detects user location581
and identify whether the user is in a vicinity of a device with the help of Bluetooth and a microphone. The582
location information is used to develop Context-Aware Power Management (CAPM) system to control583
the states of appliances, automatically configuring them to different modes for optimal power utilization.584
The two attributes ‘Time of the day’ as well as the ‘appliance usage duration’ have also been used585
in combination with load signatures to enhance the performance of load disaggregation algorithms. It586
has been shown in [49,70] that these non-power features play a decisive role in discriminating between587
appliances with similar load characteristics particularly in the case of learning algorithms that perform588
appliance classification in an unsupervised manner. Furthermore, these two features can also facilitate589
energy companies to formulate time-of-use pricing policies. Moreover, the frequency of appliance use is590
also considered as a feature in [49,71] where researchers try to find a relationship between activities and591
device usage by measuring which devices are most frequently used in several activities. It has been found592
out that the activity of a user has a direct relationship with a device or a group of devices; hence keeping593
in mind energy conservation goals the purposeless use of such devices can be detected so that users can594
be informed about it. It is because the major use case for NILM system is not just to facilitate consumers595
by providing a detail break down of their energy expenditure, but identification of load patterns, precise596
measurement of energy demands, personalized billing, fault monitoring , and tailored energy feedback597
are few of the application areas that can directly benefit from it. [72]598
In [75] the author suggests that devices should be grouped based not on the level of their automation599
but on the level of user presence and control required for the operation of the device. A similar project600
by Microsoft [76] employs energy saving strategies by relating user presence with the appliance usage.601
The presence of the user is detected via motion sensors installed in the living areas and based on602
the occupancy status electricity saving is achieved by controlling the devices (consumer electronics,603
lightning, heating) accordingly. In [77] researchers have tried to utilize context information (i.e., user604
presence) to optimally control HVAC systems in a building. It is important point to highlight that605
Version November 28, 2012 submitted to Sensors 21 of 29
although the use of external sensing modalities facilitates the current NILM approaches and in contrast606
with previous examples it introduces additional challenges as faced by ILM approaches such as cost607
and installation complexity. We believe the way forward in the future is to remain minimally intrusive608
by utilizing the opportunistically available resources such as mobile phones, security sensors installed609
within homes and buildings etc.610
6.2. Challenges611
Even after two decades, still there are numerous challenges that need be addressed in order to make612
NILM a practically viable solution. It is still a challenge to develop a solution that could perform well in613
discerning all types of appliances regardless of their category, make, size and the manufacturer. It is hard614
to form generic appliance models due to high interclass variability of features within each load category615
whereas the power draw pattern by most of the multi-state appliances is dependent on user-specific616
settings. Moreover, there are no widely accepted load signatures that can model well the operation of all617
three categories of appliances. As mentioned in Section 5 due to the lack of reference datasets it was not618
possible to perform fair comparisons and testing of different appliance feature sets. Additionally, low619
power consumer appliances exhibit similar power consumption characteristics making the recognition620
task even more challenging. As most of the work in NILM is based on supervised learning which requires621
each appliance to be profiled during the training phase, a subtle change by an energy supplying company622
(i.e., power factor correction) at the main circuit line can cause a mismatch of appliance profile [34].623
Another closely related challenge for NILM is the update of the appliance signature database. We can624
easily conclude from our literature review that most of the NILM solutions for load disaggregation625
requires off-line training of the algorithms. It involves building a database for appliance signatures which626
in turn is limited to the appliances being used as exemplars, that is further used to train the algorithms627
for classification. It is impractical to include all the appliances of different characteristics (make, model628
, size, etc.) in the database and hence algorithms would not be able to recognize any such device that629
is not in the appliance signature database. The question of how to identify new devices which are not630
included in signature database, still needs an answer. One possible solution is to make use of interactive631
technology in which a system can interact with the user using different interaction channels such as WEB632
and through mobile phone based short message service. In the presence of an unknown load the system633
makes an intelligent guess or the closest match will be presented to the user for verification. The user634
input can further be used to label the device pattern and consequently the appliance signature library will635
be updated.636
Future work should focus on unsupervised learning algorithms for NILM which do not require human637
labeling of data. In order to facilitate the grouping and detection of appliances in an unsupervised638
fashion, the contextual cues from the environment and device usage patterns can further be exploited.639
The algorithms including KNN [78], ISODATA [79], Self-Organizing Trees [80] do not require a640
pre-learning phase and they have been successfully employed in other research domains for the task641
of unsupervised pattern classification. The effectiveness of these learning methods for unsupervised642
load disaggregation can further be explored. For commercialization of NILM systems cost is a key643
factor, therefore researchers are trying to improve the performance of steady-state methods by combining644
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Figure 7. Multi-Modal Sensing Framework for NILM based load disaggregation
them with context-aware features such as time of use and frequency of use information. However,645
there is a trade-off between cost and information because in order to detect parallel device activity or646
simultaneous load activations high frequency measurements are inevitable. Lastly, there are privacy647
concerns associated with ALM approaches as addressed in [81].648
It has already been discussed above that NILM can take advantage of distributed sensing architecture649
not only for improving the load disaggregation performance, but to address some major challenges such650
as unsupervised learning and inference, formation of generic appliance models as well to achieve a651
better understanding of user consumption behavior. We believe the research in NILM methods is moving652
towards a multi-modal sensing framework as shown in Figure 7, that could possibly answer the prevailing653
challenges and offer ease of integration to other research areas in future.654
7. Conclusion655
Due to high cost and intrusive nature of ILM based methods, the research in the field of ALM is656
more focused toward non-intrusive approaches. NILM shows promising results in measuring appliance-657
specific energy consumption, while keeping installation cost and complexity low. We have presented a658
review of NILM methods that make use of steady-state and transient load signatures in combination with659
state-of-the art load disaggregation algorithms. Our review draws several conclusions660
• No set of appliance features as well as load disaggregation algorithms are found to be suitable for661
discerning all types of appliances.662
• To date, too little attention has been paid in devising a method for automatic data annotation663
systems. On the other hand, the pre-deployment setup to acquire the training dataset for664
the supervised load disaggregation algorithms is not only expensive but also is not practical.665
Therefore, we believe that research in the future should focus on unsupervised learning methods666
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because that would not only make NILM systems inexpensive and easy to install but would allow667
wider adoption.668
• The heterogeneous sensory information in a multi-modal sensing framework can further be669
exploited to address some of the prevailing challenges faced by the current NILM techniques,670
however at the cost of increased complexity. The ambiguous overlapping of appliance features671
specially for the case of low-power appliances, as well as issue of high interclass variability of672
appliance features can be addressed by combining power and non-power features. In addition, the673
multi-modal framework could open opportunities for the integration of other research domains,674
for example NILM systems can facilitate ubiquitous computing applications such as user activity675
recognition.676
• Finally, the adoption of standard evaluation procedures for measuring the performance of NILM677
methods is critical for the advancement of research in disaggregated energy sensing.678
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