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Abstrat
We examine the growth of rystals from vapor. We assume that the Wul shape is
a prism with a hexagonal base. The Gibbs-Thomson orretion on the rystal surfae is
inluded in the model. Assuming that the-initial rystal has an admissible shape we show
loal in time existene of solutions.
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1 Introdution
The main result of this paper is a mathematial study of rystals grown from supersaturated
vapor. We assume that evolving rystal Ω is a prism with N-gonal base. We assume that
the number N is onstant. Let us stress that our rystal Ω has not to be a onvex set (see
Figure 1 in the ase N = 54). Suh kind of ie rystals are formed in the atmosphere. Our
ativity is motivated by Gonda and Gomi results, [14℄, and also by Giga and Rybka [9℄.
The authors of the paper [9℄ assumed that the Wul shape is a xed ylinder and also that
the proess was slow, i.e. they onsidered quasi-steady approximation of the diusion equation
(diusion is muh faster than the evolution of free boundary). Giga and Rybka obtained results
for quasi-steady approximation system (see [10℄, [11℄, [12℄, [13℄).
Figure 1
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In this paper we do not assume that the rystal evolves slowly. Namely, we assume that su-
persaturation σ fullls diusion equation with a drift
ε
∂
∂t
σ = ∆σ + f · ∇σ (1)
outside of rystal Ω. For simpliity of notation we assume that ε = 1. We are not going
to examine the properties of the solution when we hange the parameter ε. In the above
equation f is a veloity of vapor. We assume that f is given. In fat, veloity f should satisfy
an addition equation.
We assume that the supersaturation σ has a spei value at innity, i.e.
lim
|x|→∞
σ(x) = σ∞. (2)
We require that mass onservation law on the rystal surfae is fullled. Namely,
g =
∂σ
∂ν
, (3)
where ν is the outer normal. This ondition is very natural in the epitaxy model. See Eliot and
Gurtin paper [6℄. Let us stress that it ould be better to disussed the system with replaed
g by V in (3), where V is the veloity of the growing rystal. Namely, V = ∂σ
∂ν
. This is the so-
alled Stefan ondition. Our method an not be applied to this ase. This problem will be
examined in the forthoming artile [15℄.
The value of the supersaturation σ at the surfae satises Gibbs-Thomson law, namely,
− σ = −divSξ − βV, (4)
where β is the kineti oeient and ξ is a Cahn-Homan vetor eld (see [18℄). We denote by
V the veloity of the growing rystal. We also assume that the veloity V is onstant on eah
side of the rystal. Our model does not inlude bending and breaking of surfae ∂Ω. Roughly
speaking the above relation says the supersaturation on the rystal surfae is proportional
to the urvature of surfae (−divSξ), and to the veloity of the evolving rystal. Let us disuss
the properties of the Cahn-Homan vetor eld ξ. Let γ be surfae energy density (Finsler
metri, see [27℄), i.e. γ : R3 → R is a 1-homogeneous, onvex and Lipshitz ontinuous funtion.
If the surfae of the rystal ∂Ω and the surfae energy density γ are smooth, then
ξ(x) = ∇γ(ν(x)). (5)
If we do not assume that γ and ∂Ω are smooth then the above expression may not make sense
(see [8℄). Instead ∇γ we an write subdierential ∂γ, whih is dened everywhere. In this ase
∂γ is a nonempty onvex set (not neessarily singleton). The ondition (5) an be replaed by
the following relation
ξ(x) ∈ ∂γ(ν(x)).
We are not going to disuss the properties of the Cahn-Homan vetor eld. In preliminaries
setion we show a "nie" property of the averaged divergene of the Cahn-Homan eld ξ,
namely
−κiH
2(Si) =
∫
Si
divSξ dH
2(x),
2
where κi is a rystalline urvature (see next setion). Let us stress that the LHS of the above
expression is independent of ξ.
In this paper we assume that the Frank diagram Fγ (see [18℄ or next setion) is a sum
of two regular pyramids having a ommon base. Hene, the Wul shape Wγ is a prism with
a hexagonal base. We assume that the rystal is an admissible shape, i.e. the set of outer
normal vetors to ∂Ω oinides with the set of outer normal vetors to Wγ . Let us notie that
Ω need not be a onvex set. Let us stress that we ould apply our analysis to more general
Wul shape. Namely, we ould assume that Wγ is a prism with regular k-gonal base, where
k ≥ 3. But only hexagonal symmetry is intersting from pysial point of view (see Figure 1).
In order to simplify our system (1), (2), (3), (4) we will onsider averaged Gibbs-Thomson
law. Taking into aount the above onsiderations and the assumption that the veloity V
is onstant on eah side of the rystal we obtain
−
∫
Si
σdH2 = κiH
2(Si)− βiViH
2(Si). (6)
Let us mention that averaged Gibbs-Thomson is not new ondition. Namely, this equation has
appeared in [19℄ and [21℄.
Our main aim is to show the loal in time existene of solutions to (1), (2), (3), (6). We show
this in a few steps. Let us notie that we an look at this system as paraboli equation oupled
with ordinary dierential equation for the evolving sides of rystal (the signed distane side
from Si(t) to Si(0)). Next, we transform our problem to the system in the xed set, in this ase
it is outside the initial rystal. In this domain we solve our system. Subsequently, we examine
the linear problem and here we apply the analyti semigroup theory (see [1℄, [2℄, [4℄, [7℄, [20℄,
[23℄). Next we onstrut an approximating sequene and apply Asoli's Theorem. Let us notie
that we work in an unbounded domain and the standard Rellih-Kondrahov ompatness
theorem does not work. We have to show additional properties of the approximating sequene.
Our method is similar to the method presented in [28℄.
The paper is organized as follows. First, we introdue notations, reall denitions, show
some fats about rystalline urvature and formulate the problem. Next, we show the main
result. The last setion (Appendix) ontains useful result.
At the end of this setion, let us omment on the mathematial literature. In the smooth
ase, i.e. assuming that the surfae of the rystal is dierentiable manifold and for the two
phase Stefan problem this model was solved in the lass of smooth funtion (see Chen and
Reitih [5℄). Independently, Radkevih (see [26℄) showed loal in time existene of a smooth
solution to the problem onsidered by Chen and Reitih. The advantage of Radkevih is that
the author allows a slightly more general form of the diusion equation. The problem for β = 0
and smooth interfaes was studied by Lukhaus [22℄ and in greater generality by Almgren-
Wang [3℄. In partiular, they showed that uniqueness fails. Let us stress that these authors
have worked in bounded domain. Quasi-steady approximation in the ase when the rystal is
a ylinder and a domain is unbounded was disussed by Giga and Rybka [9℄. Let us mention
that these authors disussed the system with replaed g by V in (3), i.e. the so-alled Stefan
ondition. Our method an not be applied to this ase.
Notation. We use the following onvention, whenever we see the inequality A ≤ cB we
taitly understand that it holds with some positive onstant c independent of A and B.
3
2 Preliminaries
Let us denote an evolving rystal by Ω(t), and its exterior by Ω(t)c = R3\Ω(t). Let S(t) = ∂Ω(t)
its surfae. We assume that rystal Ω(t) is a prism at all times. To be more preise we write
Ω(t) = {(x˜1, x˜2, x˜3) ∈ R
3 : LB(t) ≤ x˜3 ≤ LT (t), (x˜1, x˜2) ∈ W (t)}.
Where W (t) is an N-gon in the plane.
Let us divide the surfae into N + 2 piees, i.e.
Si(t) = {(x˜1, x˜2, x˜3) : (x˜1, x˜2) ∈ Li(t), LB(t) ≤ x˜3 ≤ LT (t)} ,
ST (t) = {(x˜1, x˜2, x˜3) : (x˜1, x˜2) ∈ W (t), x˜3 = LT (t)},
SB(t) = {(x˜1, x˜2, x˜3) : (x˜1, x˜2) ∈ W (t), x˜3 = LB(t)},
where i = 1, 2, ..., N (we also use the notation N + 1 = T and N + 2 = B). The sets Si shall
be alled faets. In order to understand this onvention it is better to look at Figure 2.
TS  (t)
iS (t)
Ω(0)
Ω( )t
S  (t)B
iν
Figure 2
Let us denote by L(t) the boundary in the plane of N-gon W (t), namely
L(t) = ∂W (t) =
N⋃
i=1
Li(t),
where Li(t) are edges. Let us additionally write Ω0 = Ω(0), and the oordinate systems will
be presented as follows
(τ, x1, x2, x3) ∈ R+ × Ω
c
0
(t, x˜1, x˜2, x˜3) ∈ {t} × Ω
c(t).
We denote by n the outer normal vetor to the boundary Ωc0 and by ν the outer normal
to Ωc(t).
We denote the oordinates of verties of Ω0 by(
xi1, x
i
2,
L
2
)
and
(
xi1, x
i
2,−
L
2
)
,
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where i = 1, ..., N and L is the height of Ω0. Through the paper we shall assume that 0 ∈ Ω(0).
Analogously, we denote the oordinates of the verties of Ω(t), i.e.(
xi1(t), x
i
2(t), LT (t)
)
,
(
xi1, x
i
2, LB(t)
)
, where i = 1, ..., N.
Next, we denote by zi(t) the signed distane between i-th fae of Ω(0) and i-th fae of Ω(t),
i.e.
zi(t) =
{
dist(Si(t), Si(0)), if (x
i
1(t)− x
i
1(0), x
i
2(t)− x
i
2(0), LT (t)− LT (0)) · νi > 0,
−dist(Si(t), Si(0)), if (x
i
1(t)− x
i
1(0), x
i
2(t)− x
i
2(0), LT (t)− LT (0)) · νi < 0.
Making not diult but boring and long alulations one an examine what is the dependene
between zi(t), xj(t) and xk. We will summarize them. We use the following onvention xj =
xj(t). Namely, let us denote by
ci = x
i
2 − x
i+1
2 , ei = x
i
1(0)− x
i
1,
di = x
i
1 − x
i+1
1 , fi = x
i
2(0)− x
i
2.
Next, we denote by
ki =
(
di
ci
)
, wi =
(
ei
fi
)
We an assume that xi1 6= x
i+1
1 for i = 1, ..., N . Hene, the normal vetor has the form
ni =
|xi1 − x
i
2|√
(ci)2 + (di)2
[
ci
di
, 1
]
= [ai, bi].
Finally, we an state the following lemma.
Lemma 1.
xi1(t) =
x1ai(t)
mi(t)
, xi2(t) =
x2ai(t)
mi(t)
,
where
x1ai(t) = (x
i
1 + ai−1zi−1)(ci−1 + bi−1zi−1)(di + aizi)− (x
i+1
1 + aizi)(ci + bizi)(di−1 + ai−1zi−1) +
−(xi2 + bi−1zi−1)(di + aizi)(di−1 + ai−1zi−1) + (x
i+1
2 + bizi)(di + aizi)(di−1 + ai−1zi−1),
x2ai(t) = (x
i
1 + ai−1zi−1)(ci + bizi)(ci−1 + bi−1zi−1)− (x
i+1
1 + aizi)(ci + bizi)(ci−1 + bi−1zi−1) +
+(xi+12 + bizi)(di + aizi)(ci−1 + bi−1zi−1)− (x
i
2 + bi−1zi−1)(di−1 + ai−1zi−1)(ci + bizi),
mi(t) = (ci−1 + bi−1zi−1)(di + aizi)− (ci + bizi)(di−1 + ai−1zi−1).
Proof. We leave those straightforward alulations to the interested reader.
In our problem evolution is determined by normal vetors to the boundary of the initial
rystal. It means that faets an move parallel to the faets of Ω0. We assume that the set
of normal vetors of Ω0 oinides with the set of normal vetors of a prism with a hexagonal
base. Suh Ω0 we shall all an admissible shape. Let us notie that we need N +2 parameters,
in order to desribe the evolution of rystals, i.e. distane between faets zi. In our problem
there appears surfae divergene divSξ. We dene this quantity as follows
divSξ(x) := tr((Id− n(x)⊗ n(x))∇ξ(x)),
where n(x) is the unit vetor orthogonal to tangent spae TxS (see [29℄).
5
2.1 Crystalline urvature and surfae energy
Let us reall the basi objets from rystalline geometry, i.e. Wul shape Wγ and Frank
diagram Fγ . Let γ be a surfae energy density, i.e. γ : R
3 → R is a 1-homogeneous, onvex and
Lipshitz ontinuous funtion. Then the Wul shape and Frank diagram (see [18℄) are dened
as follows:
Wγ =
{
x ∈ R3 : ∀n ∈ R3, |n| = 1, x · n ≤ γ(n)
}
Fγ = {x ∈ R
3 : γ(x) ≤ 1}.
In our paper we assume that the Wul rystal Wγ is a prism with a hexagonal base. This as-
sumption is onsistent with physial experiments (see [25℄ and Figure 1). Then, it is not hard
to see that the Frank diagram Fγ is a sum of two regular pyramids having a ommon base.
Let us formulate the following
Lemma 2. Let us assume T6 ∈ SO(2), i.e.
T6 =
(
cos2π
6
−sin2π
6
sin2π
6
cos2π
6
)
and γ(1, 0, 0) = γL. Let us also assume T6(1, 0)
T = (x′1, x
′
2)
T
and
γ1(x˜1, x˜2) = γL
(
x˜1 −
(
x′1
x′2
−
1
x′2
)
x˜2
)
and
γ(x1, x2, x3) = γ1
(
T
−(i−1)
6 (x1, x2)
)
+ |x3|γT if (x1, x2) ∈ Ai,
where Ai is i-th setor (i = 1, 2, ...6), see Figure 3. Then Fγ is a sum of two regular pyramid.
A 4 A 1
A 2A 3
A 5 A 6
Figure 3
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Proof. In this relatively easy alulation homogenity of funtion γ and elementary geometry
have been used. The details we left to the reader.
Let us reall that the surfae energy E(S) is expressed by the formula:
E(S) =
∫
S
γ(n(x))dH2(x),
where H2 is two dimensional Hausdor measure.
The rystalline urvature κi is dened as (see [32℄):
κi = − lim
a→0
∆E
∆V
,
where a is the amount of motion of Si in the diretion of the outer normal to S, ∆E is the re-
sulting hange of surfae energy, and∆V is the hange of volume. Let us denote by αi the angle
between i-th and i+ 1-th faet. Now, we show the following lemma.
Lemma 3. The rystalline urvature is given by expressions:
κT = κB = −
∑N
j=1 ljγ(nj)
H2(ST )
κj = −
1
lj
(
ctg(αj) + ctg(αj+1)
)
γ(nj)−
1
lj
1
sin(αj)
γ(nj−1)−
1
lj
1
sin(αj+1)
γ(nj+1) +
2
l
γ(nT )
Where lj = |Lj| and l = |L|, j = 1, ..., N .
Proof. It is a straightforward alulation. It is not hard to see that:
∆ET =
N∑
j=1
ljaγ(nj)
∆VT = aH
2(ST )
∆Ej = la
(
ctg(αj) + ctg(αj+1)
)
γ(nj)+
+
la
sin(αj)
γ(nj−1) +
la
sin(αj + 1)
γ(nj+1) + a
(
2lj + a
(
ctg(αj) + ctg(αj+1)
))
γ(nT )
∆Vj =
a
2
(
2lj + a
(
ctg(αj) + ctg(αj+1)
))
l,
where j = 1, ..., N . From those formulas the laim follows.
We nish this setion with a theorem whih let us average Gibbs-Thompson law.
Theorem 1. The following equality is true:
κi = −
1
H2(Si)
∫
Si
divSξdH
2(x).
Proof. It is a similar alulation to the proof of Proposition 2.1 from [12℄, where the Gauss
formula was the main tool. We leave this to the reader.
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Finally, we will work with the system
∂
∂t
σ = ∆σ + f · ∇σ in Ωc(t)
g =
∂σ
∂ν
on ∂Ωc(t) (7)
1
H2(Si(t))
∫
Si(t)
σ(x)H2(x) = −κi(t) + βiVi,
where g = (g1, ..., gN+2) is given.
3 The existene of a solution - preparation
Let us mention that we an assume that σ∞ = 0. At the beginning we transform the system
to the one with homogeneous boundary onditions. From Lemma 10 (see Appendix) we know
that there exists a family of funtions hi, where i = 1, 2..., N +2 with ompat supports, suh
that
∂hi
∂νj
∣∣∣
Sj(0)
= δi,j .
Subsequently, let us introdue the notation
G =
N+2∑
i=1
higi,
and u = σ − G. Now we obtain the system for u with homogeneous boundary onditions.
Namely, we will deal with the following nal problem
∂u
∂t
= ∆u+ f · ∇u+
(
∆+ f · ∇ −
∂
∂t
)
G in Ωc(t),
∂u
∂ν
= 0 on ∂Ωc(t), (8)
1
H2(Si(t))
∫
Si(t)
(
u(x) +G
)
dH2(x) = −κi(t) + βiVi,
u(0) = u0, z(0) = 0.
We assume that f ∈ L∞(R3 × R+).
3.1 Transformation of the system to the xed domain
In this subsetion we transform our problem into a system in a xed domain. In this ase it
is the outside of the initial rystal Ω0. We have to onstrut a family of dieomorphisms from
Ωc to Ωc(t), i.e.
Λ : Ωc → Ωc(t).
Let us notie, that Ωc(t) depends on z(t), namely Ωc(t) = Ωc(z(t)) = Ωc(z). We have the fol-
lowing main theorem of this setion.
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Theorem 2. There exists a family of dieomorphisms Λz of C
2+α
lass (α > 0) trans-
forming Ωc(0) on Ωc(z). Additionally, the family has the following property, if |x1, x2, x3| >
10 diam(Ωc(z)) then Λz = Id. In addition, the dependene upon z is smooth.
Before we go to the proof we make some omments.
Remark 1. If we make a ross-setion parallel to ST , then one of the problems is to nd
a dieomorphism transforming the exterior of N-gon onto exterior another N-gon. It seems
that we ould use omplex analysis methods and apply Riemann Theorem. But here we meet
the following problem, namely we work in nonsimplyonneted domain. There exist the so-alled
Christoel-Shwarz expressions transforming half plane onto interior of N-gon. The seond
problem is the requirement of smoothness of Λ with respet to t.
Remark 2. The number 10 in formulation of the theorem is not substantial. We ould take
any number greater than 1.
Remark 3. During the examination of the transformed system we use the property that Λz is
identity far from S(z).
Proof. We divide the onstrution into two steps, namely
Φ : Ωc → Σ(z)
Ψ : Σ(z)→ Ωc(z),
where Σ(z) is dened as follows:
Σ(z) =
{
(x1, x2, x3) ∈ R
3 : LB(z) ≤ x3 ≤ LT (z), (x1, x2) ∈ W (0)
}c
.
We dene the map Λ in the following way
Λ = Ψ ◦ Φ.
First we dene transformation Φ as follows
Φ(x1, x2, x3) =


(
x1, x2, LT (z) +
(
x3 −
L
2
) (
LT (z)−LB(z)
L
))
if x3 ∈
[
−L
2
− δ, L
2
+ δ
]
(
x1, x2, x3 + LT (z)
)
if x3 ∈
[
L
2
+ 2δ,∞
)(
x1, x2, x3 − LB(z)
)
if x3 ∈
(
−∞,−L
2
− 2δ
](
x1, x2, φ1(x3)
)
if x3 ∈
[
L
2
+ δ, L
2
+ 2δ
](
x1, x2, φ2(x3)
)
if x3 ∈
[
−L
2
− 2δ,−L
2
− δ
]
,
where δ > 0 is a xed number and φ1, φ2 are smooth and one-to-one funtions suh that
Φ is smooth. Let us notie that Φ for x3 lose to faets is saling in diretion x3.
Now, we start to onstrut the mapΨ. The idea omes from dierential geometry and is sim-
ilar to exponential map exp (see also onstrution of Lie algebra g of Lie group G), we refer
interested reader to the textbook [31℄. We onstrut a vetor eld Υ whih transforms the
domain Σ(z) onto Ωc(z). Next we integrate this vetor eld and we obtain the ow. This ow
gives us our dieomorphism.
Let us dene the smooth map η
η : R2 → [0, 1].
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iS (0)
1(x , x  ) 21(x , x  ) 2
1(x , x  ) 2
iS (z)
iiα ’ α
Figure 4:
We require that
η(x1, x2) =
{
1 if (x1, x2) /∈ W (0) or dist
(
(x1, x2), ∂W (0)
)
< ε
3
0 if (x1, x2) ∈ W (0) and dist
(
(x1, x2), ∂W (0)
)
> 2ε
3
.
We will need it below.
Subsequently, let us dene the map t˜ as follows
t˜(x1, x2) =
α′i(x1, x2)
α′i(x1, x2) + αi(x1, x2)
,
where αi and α
′
i are explained in Figure 4.
Next let us take a smooth map:
χ : [0, 1]→ [0, 1],
suh that χ[0, 1
3
) = 0, χ( 2
3
,1] = 1 and χ
′(0) = χ′(1) = 0. Let us dene τ in the following way
τ = χ◦ t˜. Let us notie that we an not take simply τ = t˜. Our vetor eld would have required
the properties without lines determined by diretions wi.
Subsequently, we dene the map ξi as follows
ξi =
(
1− τ(x1, x2)
)
wi + τ(x1, x2)wi+1.
Our dieomorphism must full the ondition: the boundary of N-gon is transformed onto
boundary of N-gon. Now, we have to onstrut the vetor led Υ in a smooth way. Namely,
Υ(x1, x2, x3) =


ξi if (x1, x2) ∈ ∆i(z) and x3 ∈
(
LB(z), LT (z)
)
,
η(x1, x2)ξi if (x1, x2) ∈ ∆i(z) ∪Oi(ε) and x3 /∈
(
LB(t), LT (z)
)
,
0 in another ases.
Where ∆i(z) is i-th setor (see Figure 5) and
Oi(ε) = (Li(0))ε \ (ai(z) ∪ bi(z))
where (A)ε is the ε - envelope of set A, i.e.
(A)ε = {x : dist(x,A) ≤ ε}.
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s (z)i
ε
s (0)
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i
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Figure 6:
The sets ai(z) and bi(z) are explained in Figure 6. Thus we have obtained a smooth vetor
eld. Integrating this vetor eld we obtain the ow Υt(x1, x2, x3). We dene transformation
Ψ as follows
Ψ(x1, x2, x3) =
(
Υ1(x1, x2, x3)
x3
)
.
Finally our dieomorphism has the form:
Λ(x1, x2, x3) =
(
Υ1(x1, x2, x3)
Φ3(x3)
)
,
where Φ3 is the third omponent of Φ.
From the proof of the above theorem we obtain the following
Corollary 1. Let J be the absolute value of Jaobian of transformation Λ, then:
a) J ∈ L∞,
b) if |zi| ≤M , where i = 1, ..., N + 2, then there exist l, L suh that 0 < l ≤ J ≤ L,
) Λ is a funtion of (x1, x2, x3) and zi(t).
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Now, we write the system (8) in the new variables. It is not hard to see that
∇(x˜1,x˜2,x˜3) =
(
∇(x1,x2,x3)Λ(x1, x2, x3, τ)
)−1
∇(x1,x2,x3)
∂
∂t
=
∂
∂τ
−
(
∂Λ
∂τ
)T (
∇(x1,x2,x3)Λ(x1, x2, x3, τ)
)−1
∇(x1,x2,x3)
ν =
(
∇(x1,x2,x3)Λ(x1, x2, x3, τ)
)−1
n∣∣∣(∇(x1,x2,x3)Λ(x1, x2, x3, τ))−1 n∣∣∣ .
We will use the following notation:
u(x1, x2, x3, τ) := u(x˜1, x˜2, x˜3, t)|(x˜1,x˜2,x˜3,t)=(Λ(x1,x2,x3,τ),τ).
Let us denote by H(t) the transformed Laplae operator and
H˜(t, z, z˙)∇(x1,x2,x3) =
((
∂Λ
∂τ
)T
+ f
)(
∇(x1,x2,x3)Λ(x1, x2, x3, τ)
)−1
∇(x1,x2,x3).
The boundary operator is dened as follows
B0(t)σ =
(
∇(x1,x2,x3)Λ(x1, x2, x3, τ)
)−1
n∣∣∣(∇(x1,x2,x3)Λ(x1, x2, x3, τ))−1 n∣∣∣ ·
(
A(t), B(t), C(t)
)
σ
where A,B and C are dened in the following way
A(τ) =
1
Q
(
Λ2x2Λ
3
x3
∂x1 − Λ
2
x1
Λ3x3∂x2
)
,
B(τ) =
1
Q
(
Λ1x1Λ
3
x3
∂x2 − Λ
1
x2
Λ3x3∂x1
)
,
C(τ) =
1
Q
((
Λ1x2Λ
2
x3
− Λ1x3Λ
2
x2
)
∂x1 +
(
Λ1x3Λ
2
x1
− Λ1x1Λ
2
x3
)
∂x2 +
(
Λ1x1Λ
2
x2
− Λ1x2Λ
2
x1
)
∂x3
)
,
Q = Λ3x3(Λ
1
x1
Λ2x2 − Λ
1
x2
Λ2x1).
We have used the notation Λixj =
∂Λi
∂xj
. Finally, system (8) takes the form
∂
∂t
u = H
(
z(t)
)
u+ H˜
(
z(t), z˙(t)
)
∇u+
(
H(t) + H˜(t)∇−
∂
∂t
)
G in Ωc0,
B0(t)u = 0 on ∂Ω
c
0, (9)
1
H2(Si(t))
∫
Si(0)
(
u(x) +G
)
J
(
x, z(t)
)
dH2(x) = κi(t) + βiVi,
u(0) = u0, z(0) = 0.
where f,G, u are old f,G, u in new variables.
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4 The existene of a solution - a linear theory
In this setion we show solvability of the following problem
∂
∂t
u = H(t)u− δu+ f(t) in Ωc0,
B0(t)u = 0 on ∂Ω
c
0,
u(0) = u0,
where δ will be speied later and f is a Hölder ontinuous map.
Let us dene an operator with the domain
H(t) : D
(
H(t),Ωc
)
→ L2(Ωc)
D
(
H(t),Ωc
)
:=
{
v ∈ H1(Ωc) : H(t)v ∈ L2(Ωc), B0(t)v|∂Ωc = 0
}
.
Where the norm is dened as follows
||u||D(H(t),Ωc) :=
(
||u||2H1(Ωc) + ||H(t)u||
2
L2(Ωc)
) 1
2
.
Later we will need the following
Proposition 1. D(H(t),Ωc) is Banah spae for eah t ≥ 0.
Proof. We know that D(H(t),Ωc) and D(∆,Ωc(t)) are isomorphi (see the proof of Corollary
3). Hene, it is enough to show that D(∆,Ωc(t)) is Banah spae.
Let us take Cauhy sequene {uk} from D(∆,Ω
c(t)). Subsequently, Dxiuk and ∆uk are
Cauhy sequenes in L2(Ωc(t)). So Dxiuk → vi and ∆uk → f in L
2(Ωc(t)). In partiular
uk → u in L
2(Ωc(t)). Hene,∫
Ωc(t)
uDxiφdx←
∫
Ωc(t)
ukDxiφdx = (−1)
∫
Ωc(t)
Dxiukφdx→ (−1)
∫
Ωc(t)
viφdx.
Analogously∫
Ωc(t)
u∆φdx←
∫
Ωc(t)
uk∆φdx = (−1)
2
∫
Ωc(t)
∆ukφdx→ (−1)
2
∫
Ωc(t)
fφdx.
Hene, we obtain Dxiu = vi and ∆u = f . From trae theorem and D(∆,Ω
c(t)) ⊂ H
3
2
+ε(Ωc(t))
(see [16℄) we obtain ∣∣∣∣
∣∣∣∣∂(ul − uk)∂ν
∣∣∣∣
∣∣∣∣
L2(∂Ωc(t))
≤ C||ul − uk||D(∆,Ωc(t)).
Hene, we obtain the assertion of the proposition.
Now, we show the following
Lemma 4. If u ∈ D(∆,Ω) then there exists a sequene {Rn}, Rn →∞ suh that
lim
Rn→∞
∫
∂B(0,Rn)
∂u
∂ν
u¯ dH2 = 0
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Proof. From the integration by parts formula the following expression follows∫
Ωc\B(0,R)
u∆udx+
∫
Ωc\B(0,R)
|∇u|2dx =
∫
∂B(0,R)
∂u
∂ν
u¯ dH2.
But u,∇u,∆u ∈ L2(Ωc). Hene there exists a sequene Rn suh that∫
Ωc\B(0,Rn)
u∆udx→ 0,∫
Ωc\B(0,Rn)
|∇u|2dx→ 0
as Rn →∞.
From this the lemma follows.
Now, we an go to the following result.
Theorem 3. Eah of the operators −H(t), t ≥ 0, generates an analyti semigroup.
Proof. It is enough to show that −H(t) is a setorial operator (see [23℄ or [20℄). First of all
we examine the operator H(0), i.e. ∆. Namely, we show the following,
Lemma 5. The operator −∆ with the domain D(∆,Ωc) is setorial in L2(Ωc).
Proof. First of all we show that the operator −∆ is losed and densely dened. Indeed,
sine C∞0 (Ω) ⊂ D(∆,Ω) and C
∞
0 (Ω) is dense in L
2(Ω), hene D(∆,Ω) is dense in L2(Ω).
Now, we show that −∆ is a losed operator.
We need the following estimate
||∇v||2L2(Ωc) ≤ ||v||L2(Ωc)||∆v||L2(Ωc) (10)
for v ∈ D(∆,Ωc). In order to show inequality (10) we take the following equality
∆v = f
where f ∈ L2(Ωc) and v ∈ D(∆). We multiply both sides of the above equality by v and after
integration by parts we get,
||∇v||2L2(Ωc) =
∫
Ωc
vfdx ≤ ||v||L2(Ωc)||f ||L2(Ωc) = ||v||L2(Ωc)||∆v||L2(Ωc),
where we used Lemma 4 and Shwarz inequality.
Now, let us take a sequene {vk}
∞
k=1 ⊂ D(∆,Ω
c) suh that:
vk → v
∆vk → f
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in L2(Ωc). From inequality (10) we obtain
||vk − vl||
2
D(∆,Ωc) = ||vk − vl||
2
H1(Ωc) + ||∆vk −∆vl||
2
L2(Ωc) =
||vk − vl||
2
L2(Ωc) + ||∇vk −∇vl||
2
L2(Ωc) + ||∆vk −∆vl||
2
L2(Ωc) ≤
||vk − vl||
2
L2(Ωc) + ||vk − vl||L2(Ωc)||∆vk −∆vl||L2(Ωc) + ||∆vk −∆vl||
2
L2(Ωc) ≤(
||vk − vl||L2(Ωc) + ||∆vk −∆vl||L2(Ωc)
)2
.
Hene
||vk − vl||D(∆,Ωc) ≤ ||vk − vl||L2(Ωc) + ||∆vk −∆vl||L2(Ωc).
Subsequently, we obtain that {vk}
∞
k=1 is Cauhy sequene in D(∆,Ω
c). Finally,
vk → v w D(∆,Ω
c).
Hene, v ∈ D(∆,Ωc) and ∆vk → ∆v.
Now, we show the estimate for a resolvent operator. We follow the method used in the
book [20℄. Let us onsider the equation
λu+∆u = f
where f ∈ L2 and u ∈ D(∆). Let us assume that Reλ < 0.
Let us multiply the above equation by u¯ and integrate:∫
Ωc
λ|u|2 + u¯∆u =
∫
Ωc
u¯f.
Integrating by parts we obtain ∫
Ωc
λ|u|2 − |∇u|2 =
∫
Ωc
u¯f,
where we applied Lemma 4.
Next, we take the real and imaginary part of above expression:
Reλ||u||2L2 − ||∇u||
2
L2 = Re
∫
Ωc
u¯f
−Imλ||u||2L2 = Im
∫
Ωc
u¯f.
Hene,
Reλ||u||L2(Ωc) ≤ ||f ||L2(Ωc)
|Imλ| ||u||L2(Ωc) ≤ ||f ||L2(Ωc).
Subsequently, we take a sum of the above inequalities
|λ| ||u||L2(Ωc) ≤ 2||f ||L2(Ωc).
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Next, for arbitrary λ we behave in a standard way. It means, if Reλ > 0 and φ ≤ | arg(λ)| ≤ π,
let us denote λ = a+ ib we obtain tanφ ≤
∣∣ b
a
∣∣
. From the above estimates we obtain:
|b| ||u||L2(Ωc) ≤ ||f ||L2(Ωc)
and
|a| ||u||L2 ≤
||f ||L2
tgφ
.
Hene,
|λ| ||u||L2(Ωc) ≤
1
| sinφ|
||f ||L2(Ωc).
This ends the proof of the lemma.
Now, we show Theorem 3 for arbitrary t > 0.
Using the same argument as proof of Lemma 5 one an show −H(t) is densely dened.
Subsequently, we show that the operator −H(t) is losed. First of all we show the following
inequalities
||∇u||2L2(Ωc) ≤ c||H(t)u||L2(Ωc) ||u||L2(Ωc), (11)
where u ∈ D(H(t),Ωc). Indeed, let us onsider the equation
H(t)u = f in Ωc.
Changing the variables in the above equation we obtain the following one
∆u = f in Ωc(t).
where u and f are old u and f in the new variables. Following the method presented in
the proof of Lemma 5 and from Corollary 1 we obtain the inequality (11).
From inequality (11) losedness easily follows. Indeed, let us take any sequene {uk} ⊂
D(H(t),Ω) suh that uk → u and H(t)uk → f in L
2(Ω). Hene uk and H(t)uk are Cauhy
sequenes in L2(Ω). Subsequently, from inequality (11) we obtain the following estimate
||∇uk −∇ul||
2
L2(Ωc) ≤ c||H(t)(uk − ul)||L2(Ωc) ||uk − ul||L2(Ωc)
and this inequality nishes the losedness of the operator H(t) (see proof the Lemma 5 for
details).
Now, we show the estimate for the resolvent operator. Let us onsider the equation
λu+H(t)u = f in Ωc.
where f ∈ L2 and u ∈ D(H(t),Ωc). Changing the variables in the above equation we obtain
the following equation
λu+∆u = f in Ωc(t),
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where u and f are old u and f in the new variables.
From the proof of the Lemma 5 we obtain the inequality
|λ| ||u||L2(Ωct ) ≤ C||f ||L2(Ωct ).
After hanging the variables we obtain
|λ|
∫
Ωc
|u|2Jdx ≤ C
∫
Ωc
|f |2Jdx.
From Corollary 1 the following
|λ| ||u||L2(Ωc) ≤ C
L
l
||f ||L2(Ωc)
holds.
From this the theorem follows.
Before we state next result we reall the denition of some hypothesis (see [1℄ and [2℄).
Namely,
Hypothesis I. For eah t ∈ [0, T ], A(t) : D(A(t)) ⊆ L2 → L2 is a losed linear operator
and there exist M > 0 and θ0 ∈ (
π
2
, π] suh that
ρ(A(t)) ⊇ Sθ0 = {z ∈ C : | arg z| ≤ θ0} ∀t ∈ [0, T ],
||R(λ,A(t))||L(L2) ≤
M
1 + |λ|
∀λ ∈ Sθ0, ∀t ∈ [0, T ].
Hypothesis II. There exist B > 0, k ∈ N, α1, ..., αk, β1, ..., βk with 0 ≤ βi < αi ≤ 2, suh
that
||A(t)R(λ,A(t))[A(t)−1 − A(s)−1]||L(L2) ≤ B
k∑
i=1
(t− s)αi |λ|βi−1
∀λ ∈ Sθ0 \ {0}, ∀0 ≤ s ≤ t ≤ T . Where R(λ,A(t)) is resolvent operator.
We have the following
Theorem 4. There exists δ > 0 suh that the operator
A(t) = H(t)− δId
with a domain D(A(t)) = D(H(t)) fullls Hypothesis I and Hypothesis II.
Proof. The proof of Hypothesis I is almost the same as the proof of Theorem 3.
Conerning Hypothesis II, if we set forf ∈ L2(Ωc)
v = A(s)−1f, u = R
(
λ,A(t)
)[
λ− A(s)
]
v,
then we have to estimate L2-norm of
u− v = A(t)R
(
λ,A(t)
) [
A(t)−1 −A(s)−1
]
f.
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Now, u and v solve respetively,
λu−A(t)u = λv − f in Ωc
B(t)u = 0 on ∂Ωc
and
A(s)v = −f in Ωc
B(s)v = 0 on ∂Ωc.
Hene, u− v solves
λ(u− v) + A(s)v −A(t)u = 0 in Ωc
B(t)u = B(s)v on ∂Ωc.
Next, using the similar methods as in the proof of Theorem 3 and from inequality
||∇v||L2(Ωc) ≤ c||f ||L2(Ωc)
and Lipshitz ontinuity of oeients of the operator A the proof follows.
Now, from the above theorem and [1℄ the following holds.
Corollary 2. If f is a Hölder ontinuous map, then there exists unique solution of the following
problem
∂
∂t
u = A(t)u+ f(t) on Ωc0,
B0(t)u = 0 in ∂Ω
c
0,
u(0) = u0.
It is given by the formula
u(t) = U(t, 0)u0 +
∫ t
0
U(t, σ)f(σ)dσ.
5 Nonlinear theory
Before we state the main result we are going to present some fats.
In order to understand better interpolation spaes we show isomorphism theorem.
Corollary 3. The following interpolation spaes are isomorphi[
L2(Ωct), D(∆,Ω
c
t)
]
θ
⋍
[
L2(Ωc), D(H(t),Ωc)
]
θ
.
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Proof. From Theorem 2 we know that there is a family of C2+α dieomorphisms Λt : Ω
c
t → Ω
c
.
Let us denote by Λt∗ the pullbak operator. Hene we an write the following diagram
Ωct
Λt //
vvlll
ll
ll
ll
ll
ll
ll
l Ω
c
))SS
SS
SS
SS
SS
SS
SS
SS
SS
S
L2(Ωct)
((RR
RR
RR
RR
RR
RR
R
L2(Ωc)
uukkk
kk
kk
kk
kk
kk
kk
Λt∗
⋍
oo
(L2(Ωct), D(∆,Ω
c
t)) (L
2(Ωc), D(H(t),Ωc))
⋍oo
D(∆,Ωct)
66lllllllllllll
D(H(t),Ωc)
Λt∗
⋍
oo
iiSSSSSSSSSSSSSSS
Ωct
Λt //
hhRRRRRRRRRRRRRRRR
Ωc
55kkkkkkkkkkkkkkkkkk
So we obtain an isomorphism on the level of interpolation pairs. It is well known (see [33℄)
that interpolation is a funtor from a ategory of Banah pairs into a ategory of interpolation
spaes. Hene, from funtoriality (see [30℄ or [24℄) we obtain
(L2(Ωct), D(∆,Ω
c
t)) ⋍
//
θ

(L2(Ωc), D(H(t),Ωc))
θ

[L2(Ωct), D(∆,Ω
c
t))]θ ⋍
// [(L2(Ωc), D(H(t),Ωc))]θ
Where θ is the interpolation funtor.
Corollary 4. If β > s3
2
+ǫ
, ǫ is suiently small and s < 3
2
+ ǫ, then the following is true
[
L2(Ωc), D(H(t),Ωc)
]
β
→֒ Hs(Ωc).
Proof. It follows immediately from the properties of interpolation spaes and Grisvard theory
(see [16℄ and [17℄), see also [33℄.
Now, we show a ompatness result.
Lemma 6. Let us assume Ω ⊂ Rk is bounded domain with Lipshitz boundary. Let us also
assume that the sequene un is bounded in H
σ(Rk \ Ω) and ||un||Hσ(Rk\B(0,N)) → 0 as N →∞
uniformly with respet to n. Then there exists subsequene of un onvergene in H
α(Rk \ Ω)
for α < σ.
Proof. We an assume that Ω ⊂ B(0, 1). Let {un} ⊂ H
σ(Rk \ Ω), then {un|B(0,N)} ⊂
Hσ(B(0, N)\Ω). Using Rellih - Kondrahov Theorem we an extrat a sequene {un1|B(0,1)} ⊂
Hσ(B(0, 1) ∩ Ω) suh that {un1|B(0,1)} → u1 in H
α(B(0, 1) \ Ω). Let us denote by u˜1 exten-
sion of u1 onto R
k \ Ω. So we have hosen a subsequene {un1} (we restrit the sequene
to suh that the following inequality is satised ||un1 − u˜1||Hα(B(0,1)\Ω) ≤ 1). Analogously
we work on ball B(0, 2), e.g. we subtrat subsequene {un1|B(0,2)}, (we will denote it by
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{un2|B(0,2)}) suh that {un2|B(0,2)} → u2. Denote extension by u˜2 and we take only this terms
suh ||un2 − u˜2||Hα(B(0,2)\Ω) ≤
1
2
end so on, namely
un1 → u1 in H
α(B(0, 1) \ Ω) and extension u˜1
and suh that ||un1 − u˜1||Hα(B(0,1)\Ω) ≤ 1
un2 → u2 in H
α(B(0, 2) \ Ω) and extension u˜2
and suh that ||un2 − u˜2||Hα(B(0,2)\Ω) ≤
1
2
un3 → u3 in H
α(B(0, 3) \ Ω) and extension u˜3
and suh that ||un3 − u˜3||Hα(B(0,3)\Ω) ≤
1
3
.
.
.
unN → uN in H
α(B(0, N) \ Ω) and extension u˜N
and suh that ||unN − uN ||Hα(B(0,N)\Ω) ≤
1
N
where unN is subsequene of unM for N > M . We shall show that {u˜N} is onvergent in
Hα(Rk \ Ω). Indeed, we show that Cauhy ondition is fullled
||u˜N − u˜M ||Hα(Rk\Ω) ≤ ||u˜N − u˜M ||Hα(Ω∩B(0,min{N,M}) +
||u˜N ||Hα(Rk\B(0,min{N,M})) + ||u˜M ||Hα(Rk\B(0,min{N,M})).
Hene, we obtain
lim sup
N,M→∞
||u˜N − u˜M ||Hα(Rk\Ω) = 0.
Let us denote the limit of this sequene by u. We show that unN onverges to u in H
α(Rk \Ω).
Namely,
||unN − u||Hα(Rk\Ω) ≤ ||unN − u||Hα(B(0,N)\Ω) +
||unN ||Hα(Rk\B(0,N)) + ||u||Hα(Rk\B(0,N)).
These last two terms onverge to 0, and
||unN − u||Hα(B(0,N)\Ω) ≤ ||unN − u˜N ||Hα(B(0,N)\Ω) + ||u˜N − u||Hα(B(0,N)\Ω)
≤
1
N
+ ||u˜N − u||Hα(R3\Ω).
This nishes the proof.
Now, we an formulate the main result.
Theorem 5. Let us assume u0 ∈ D(A(0)) and g ∈ C
1,η((0, T );RN+2), then there exists a
solution of the problem
∂u
∂t
= H
(
z(t)
)
u+ H˜
(
z(t), z˙(t)
)
∇u+
(
H(t) + H˜(t)∇−
∂
∂t
)
G,
B0(t)u = 0,
z˙i = −
1
βi
κi
(
z(t)
)
+
1
βiH2(Si(z))
∫
Si(0)
(
u(x) +G
)
J
(
x, z(t)
)
dH2(x),
u(0) = u0, z(0) = 0.
suh that u ∈ Cα([0, T );Hs(Ωc)) and z ∈ (C1,α([0, T )))N+2. Where 1 < s < 3
2
+ ǫ and
α < min(1 − (3
2
+ ǫ)−1s, η).
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For the sake of simpliity of notation we shall write L2 = L2(Ωc) and Hs = Hs(Ωc).
Proof. We will apply the method of suessive approximation. We set
u0(t) = u0, t ∈ [0,∞)
and let z0i be a solution of the following problem
d
dt
zi
0 =
1
βi
κi
(
z0(t)
)
+
1
βiH2(Si(z))
∫
Si(0)
(
u0(x) +G
)
J
(
x, z(t)
)
dH2(x),
z0i = 0,
on the maximal interval of existene [0, T0). Next, we dene u
n+1
as an unique solution (on
interval [0, Tn)) of the following problem
∂un+1
∂t
= H(t)un+1 + H˜(t)∇un+1 +
(
H(t) + H˜(t)∇−
∂
∂t
)
G
B0u
n+1 = 0 (12)
un+1(0) = u0.
Subsequently, we dene zn+1i as a unique solution of
d
dt
zi
n+1 =
1
βi
κi
(
zn+1(t)
)
+
1
βiH2(Si(z))
∫
Si(0)
(
un+1(x) +G
)
J
(
x, zn+1(t)
)
dH2(x), (13)
zn+1i = 0
on the maximal interval of existene [0, Tn+1), where Tn+1 ≤ Tn.
We shall show that sequenes un and zn are equibounded and equiontinuous.
We an solve the paraboli equation (12) using methods from previous setion. Let as
denote H(t) = H(z(t)) and H˜(t) = H˜(z(t), z˙(t)).
We will show that the equation (12) has a unique solution. Indeed, let us denote by T an
operator dened as follows
T w(t) = U(t, 0)u0 +
∫ t
0
U(t, σ)
(
δw(σ) + H˜(σ)∇w(σ) +
(
H(σ) + H˜(σ)∇−
∂
∂σ
)
G
)
dσ.
We will show that the operator T possesses exatly one xed point. First of all we shall show
that there exist Tn > 0 and εn > 0 suh that
B(u0, εn) ⊂ C([0, Tn];H
s)
T : B(u0, εn)→ B(u0, εn).
Let us notie
sup
s∈[0,Tn−1]
||H˜(s)||L∞(Ωc) ≤
sup
(z,v)∈B(ε0)×B(ε′0)
∣∣∣∣∣
∣∣∣∣∣
(
∂Λ
∂s
)T (
∇(x1,x2,x3)Λ(x1, x2, x3, s)
)−1∣∣∣∣∣
∣∣∣∣∣
L∞(Ωc)
+
+ sup
s∈[0,T1]
∣∣∣∣∣∣f (∇(x1,x2,x3)Λ(x1, x2, x3, s))−1∣∣∣∣∣∣
L∞(R3×R+)
≤M1,
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where B(ε0) and B(ε
′
0) are balls in C
1
and Cα respetively, suh that the solution z0i is on-
tained in B(ε0) and z˙
0
i in B(ε
′
0).
Sine G has a ompat support it is not hard to see that
sup
s∈[0,Tn−1]
∣∣∣∣
∣∣∣∣
(
H(σ) + H˜(σ)∇−
∂
∂σ
)
G
∣∣∣∣
∣∣∣∣
L2(Ωc)
≤ M2.
Using the above inequalities and Corollary 4 we an write
∣∣∣∣T w(t)− u0∣∣∣∣Hs ≤ c
∫ t
0
∣∣∣∣A(σ)U(σ, 0)u0∣∣∣∣[D(A(σ)),L2]βdσ + c
∫ t
0
∣∣∣∣U(t, σ)δw(σ)∣∣∣∣
[D(A(t)),L2 ]β
dσ +
c
∫ t
0
∣∣∣∣U(t, σ)H˜(σ)∇w(σ)∣∣∣∣
[D(A(t)),L2]β
dσ + c
∫ t
0
∣∣∣∣
∣∣∣∣U(t, σ)
(
H(σ) + H˜(σ)∇−
∂
∂σ
)
G
∣∣∣∣
∣∣∣∣
[D(A(t)),L2]β
dσ.
Using the methods from [23℄ one an show that the following inequalities∣∣∣∣A(t)U(t, σ)u∣∣∣∣
[D(A(t)),L2 ]β
≤
c
(t− σ)1+β−θ
∣∣∣∣u∣∣∣∣
[D(A(σ)),L2]θ
,
||U(t, σ)u||[D(A(t)),L2]β ≤
c
(t− σ)β
||u||L2
hold for u ∈ D(A(σ)). Next, we obtain
∣∣∣∣T w(t)− u0∣∣∣∣Hs ≤ c
∫ t
0
1
σ1+β−θ
∣∣∣∣u0∣∣∣∣[D(A(0)),L2]θdσ + cδ
∫ t
0
1
(t− σ)β
∣∣∣∣w(σ)∣∣∣∣
L2
dσ +
c
∫ t
0
1
(t− σ)β
∣∣∣∣H˜(σ)∇w(σ)∣∣∣∣
L2
dσ + c
∫ t
0
1
(t− σ)β
∣∣∣∣
∣∣∣∣
(
H(σ) + H˜(σ)∇−
∂
∂σ
)
G
∣∣∣∣
∣∣∣∣
L2
dσ ≤
cT θ−βn ||u0||[D(A(0)),L2]θ + cT
1−β
n
(
(δ +M1) sup
σ∈[0,Tn]
||w(σ)||Hs +M2
)
,
where θ > β. But w ∈ B(u0, εn), hene, we hoose Tn and εn suh that
sup
t∈[0,Tn]
∣∣∣∣T w(t)− u0∣∣∣∣Hs ≤ cT θ−βn ∣∣∣∣u0∣∣∣∣[D(A(0)),L2]θ + (14)
cT 1−βn
(
(δ +M1)
∣∣∣∣w(σ)∣∣∣∣
Hs
+M2
)
+ εnT
1−β
n (cδ +M1c) ≤ εn.
Now, we show that the operator T is a ontration. Indeed,
∣∣∣∣T u(t)− T v(t)∣∣∣∣
Hs
≤ cδ
∫ t
0
∣∣∣∣U(t, σ)(u(σ)− v(σ))∣∣∣∣
[D(A(t)),L2]β
dσ +
c
∫ t
0
∣∣∣∣U(t, σ)H˜(σ)(∇u(σ)−∇v(σ))∣∣∣∣
[D(A(t)),L2]β
dσ ≤ cδ
∫ t
0
1
(t− σ)β
∣∣∣∣u(σ)− v(σ)∣∣∣∣
L2
dσ +
c
∫ t
0
1
(t− σ)β
∣∣∣∣H˜(σ)(∇u(σ)−∇v(σ))∣∣∣∣
L2
dσ ≤ (cδ + cM1)T
1−β
n sup
σ∈[0,Tn]
∣∣∣∣u(σ)− v(σ)∣∣∣∣
Hs
.
We nd εn and Tn suh that T is a ontration and the inequality (14) is satised. Hene,
from Banah xed point theorem we obtain that T has a unique xed point. Let us notie
that εn = ε2 and Tn = T2 for n ≥ 2.
We will show the following
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Lemma 7. The sequene un is equibounded and equiontinuous on [0, T2].
Proof. Equiboundedness follows from previous onsiderations and onstrution of the sequene
un. Let us denote by a an upper bound of un, i.e.
sup
σ∈[0,T2]
||un(σ)||Hs ≤ a.
Now, we show that the sequene un is equiontinuous. Namely,
||un+1(t)− un+1(τ)||Hs ≤ ||U(t, 0, )u0 − U(τ, 0)u0||Hs +
+
∫ t
0
∣∣∣∣
∣∣∣∣(U(t, σ)− U(τ, σ))
(
δun+1(σ) + H˜(σ)∇un+1(σ) +
(
H(σ) + H˜(σ)∇−
∂
∂σ
)
G
)∣∣∣∣
∣∣∣∣
Hs
dσ +
+
∫ t
τ
∣∣∣∣
∣∣∣∣U(t, σ)
(
δun+1(σ) + H˜(σ)∇un+1(σ) +
(
H(σ) + H˜(σ)∇−
∂
∂σ
)
G
)∣∣∣∣
∣∣∣∣
Hs
dσ =
= I1 + I2 + I3.
It is not hard to show the following estimate
I1 ≤ c||u0||[D(A(0)),L2]θ |t− τ |
θ−β.
Next,
I2 ≤
c
∫ τ
0
∫ t
τ
∣∣∣∣
∣∣∣∣A(η)U(η, σ)
(
δun+1(σ) + H˜(σ)∇un+1(σ) +
(
H(σ) + H˜(σ)∇−
∂
∂σ
)
G
)∣∣∣∣
∣∣∣∣
[D(A(η)),L2]β
dηdσ ≤
c1
∫ τ
0
∫ t
τ
1
(η − σ)1+β
(
δ||un+1(σ)||L2 + ||H˜(σ)∇u
n+1(σ)||L2 +
∣∣∣∣
∣∣∣∣
(
H(σ) + H˜(σ)∇−
∂
∂σ
)
G
∣∣∣∣
∣∣∣∣
L2
)
dηdσ ≤
(
(δ +M1)a+M2
)
c2|t− τ |
1−β.
Subsequently, we estimate the last term I3:
I3 ≤ c
∫ t
τ
∣∣∣∣∣
∣∣∣∣U(t, σ)
(
δun+1(σ) + H˜(σ)∇un+1(σ) +
(
H(σ) + H˜(σ)∇−
∂
∂σ
)
G
∣∣∣∣
∣∣∣∣
[D(A(t)),L2]β
)
dσ ≤
c1
∫ t
τ
1
(t− σ)β
(
δ||un+1(σ)||L2 + ||H˜(σ)∇u
n+1(σ)||L2 + ||
(
H(σ) + H˜(σ)∇−
∂
∂σ
)
G||L2
)
dσ ≤
((δ +M1)a+M2) c3|t− τ |
1−β.
Finally,
||un+1(t)− un+1(τ)||Hs ≤ C
(
|t− τ |θ−β + |t− τ |1−β
)
.
Now, we show the following
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Lemma 8. The sequene un has the following properties
||un||Hs(R3\B(0,N)) → 0
as N →∞ uniformly with respet to n.
Proof. Let us denote by BcN = R
3 \B(0, N). First of all we dene the smooth map ΦN : Ω
c →
[0, 1] as follows
ΦN (r) =
{
1 if r ≥ N
0 if r ≤ N
2
,
where r2 = x21 + x
2
2 + x
2
3. We require that funtion ΦN fulll the following ondition
|Φ(k)(r)| ≤
c
Nk
.
Subsequently, we dene the map unN := ΦNu
n
. One an easily show that unN solves the problem
∂unN
∂t
= HunN + H˜∇(ΦNu
n)− unH˜∇ΦN + ΦN
(
H + H˜∇−
∂
∂t
)
G−
−HΦNu
n − 2(H˜ − f)∇ΦN(H˜ − f)∇u
n
with initial ondition unN(0) = u
N
0 = ΦNu0. It is enough to show that ||u
n
N ||Hs(Ωc) → 0 as
N →∞ uniformly with respet to n.
Let us notie that
||U(t, 0)uN0 ||Hs(Ωc) ≤ ||u
N
0 ||Hs(Ωc) + c1T
θ−β
2 ||u
N
0 ||[D(A(0)),L2]θ(Ωc).
Now, we obtain the following estimate
sup
σ∈[0,T2]
||unN(σ)||Hs(Ωc) ≤ c||u
N
0 ||Hs(Ωc) + cT
θ−β
2 ||u
N
0 ||[D(A(0)),L2]θ(Ωc) +
+cT 1−β2
(
sup
σ∈[0,T2]
||unN(σ)||Hs(Ωc) + sup
σ∈[0,T2]
||
(
H(σ) + H˜(σ)∇−
∂
∂σ
)
G||L2(Bc
N
2
)
)
+
+
(
1
N2
+
1
N
)
sup
σ∈[0,T2]
||un(σ)||Hs(Bc
N
2
).
Hene,
sup
σ∈[0,T2]
||unN(σ)||Hs(Ωc) ≤ c||u
N
0 ||Hs(Ωc) + c||u
N
0 ||[D(A(0)),L2]θ(Ωc) +
+c sup
σ∈[0,T2]
||
(
H(σ) + H˜(σ)∇−
∂
∂σ
)
G||L2(Bc
N
2
) +
(
1
N2
+
1
N
)
sup
σ∈[0,T2]
||un(σ)||Hs(Bc
N
2
).
From above inequality and supσ∈[0,T2] ||u
n(σ)||Hs ≤ a the lemma follows.
Now, we examine the properties of the sequene zn. Let us reall that zn+1 is a solution
of the problem
d
dt
zi
n+1 =
1
βi
κi(z
n+1(t)) +
1
βiH2(Si(z))
∫
Si(0)
(
G+ un+1(x)
)
J(x, zn+1(t))dH2(x),
zn+1i = 0.
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First of all we show that the above problem has a unique solution. We dene the operator F
as follows
Fzi(t) =
1
βi
∫ t
0
κi(z(s))ds+
∫ t
0
1
βiH2(Si(z))
∫
Si(0)
(
G+ un+1(x)
)
J(x, z)(t))dH2(x)ds.
We will show that there exist εn+1 and Tn+1 suh that
B(0, εn+1) ⊂ C
(
[0, Tn+1);R
N+2
)
F : B(0, εn+1)→ B(0, εn+1)
and F is a ontration on B(0, εn+1). Let us ompute
|Fz(t)− 0| ≤
1
βi
∫ Tn+1
0
∣∣∣κi(z(s))∣∣∣ds+ K
βi
∫ Tn+1
0
1
H2(Si(z))
∫
Si(0)
∣∣∣un+1(x) +G∣∣∣dH2(x)ds
≤
Tn+1
β
(
c1 +
K
k
γH2(∂Ωc)a +
K
k
b
)
,
where
c1 = sup
1≤i≤N+2
sup
z∈B(0,ε2)
|κi(z)|,
β = inf
1≤i≤N+2
βi,
K = sup
x∈∂Ωc
sup
z∈B(0,ε2)
|J(x, z)|,
k = inf
1≤i≤N+2
inf
z∈B(0,ε2)
H2(Si(z)),
b = sup
1≤i≤N+2
sup
z∈B(0,ε2)
∫
Si(0)
|G|dH2(x)
and γ is the onstant from the trae theorem.
Now, we show that F is ontration on B(0, εn+2).
∣∣∣Fz(t)− F z˜(t)∣∣∣ ≤ 1
β
∫ Tn+1
0
∣∣∣κi(z(s))− κi(z˜(s))∣∣∣ds+
+
1
β
∫ Tn+1
0
∫
Si(0)
∣∣∣∣(un+1(x) +G)
(
J(z(s))
H2(Si(z))
−
J(z˜(s))
H2(Si(z˜))
)∣∣∣∣ ≤
1
β
(c+ kc2γa+ c2b) Tn+1 sup
s∈[0,Tn+1]
|z(s)− z˜(s)|.
Hene, form ontration priniple the solvability of our problem follows. Let us notie that
εn = ε2 and Tn = T2 for n ≥ 2.
We have the following
Lemma 9. The sequenes zn and z˙n are equibounded and equiontinuous.
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Proof. From above onsideration follows that zn is equibounded. We show that it is equion-
tinuous. Namely,
∣∣∣zn+1(t)− zn+1(σ)∣∣∣ ≤ 1
β
∫ t
σ
∣∣∣κi(z(s))∣∣∣ds+
+
1
β
∫ t
σ
1
H2(Si(zn+1))
∫
Si(0)
∣∣∣un+1(x)J(x, z)(t)∣∣∣dH2(x)ds+
+
1
β
∫ t
σ
1
H2(Si(zn+1))
∫
Si(0)
∣∣∣GJ(x, z)(t)∣∣∣dH2(x)ds ≤ 1
β
(
c1 +
K
k
γa +
K
k
b
)
|t− σ|.
Subsequently, we show that z˙n+1 is equibounded,
∣∣z˙n+1∣∣ ≤ 1
β
(
c1 +
K
k
γa+
K
k
b
)
.
Next, equiontinuouity follows from the estimate
∣∣z˙n+1(t)− z˙n+1(σ)∣∣ ≤ 1
β
∣∣κi(zn+1(t))− κi(zn+1(σ))∣∣+
+
1
β
∫
Si(0)
∣∣∣∣(un+1(t) +G(t)) J(zn+1(t))H2(Si(zn+1)) −
(
un+1(σ) +G(σ)
) J(zn+1(σ))
H2(Si(zn+1))
∣∣∣∣ dH2 ≤ c|t− σ|α,
where we applied Lipshitz ontinuity of z and Hölder ontinuity of un+1.
From the above three lemmas, Lemma 6 and Asoli Theorem the proof follows.
6 Summary
In this paper we have onsidered the system modelling evolution of rystals 3-D from supersat-
urated vapor. We have shown loal in time existene of solutions. Let us mention that we ould
not expet global in time existene of solutions (topologial atastrophe ould our). Let us
stress that uniqueness of solutions is still an open problem. In the forthoming artile (see
[15℄) we will show loal in time existene of solutions to the problem with Stefan onditions.
In this problem we shall apply Galerkin method and we shall obtain less regular solutions.
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7 Appendix
This setion ontains an auxiliary and tehnial result.
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Lemma 10. Let us assume that Ω is an admissible shape, i.e. Ω = W × [−L, L]. Then there
exist ontinuous maps hi (i = 1, 2, ..., N + 2) with ompat support suh that
∂hi
∂xl
and
∂2hi
∂xk∂xl
exist a.e. and
∂hi
∂xl
, ∂
2hi
∂xk∂xl
∈ L2(Ωc) (i = 1, 2, ..., N+2 and k, l = 1, 2, 3). Moreover the following
is true
∂hi
∂νj
∣∣∣
Sj(0)
= δi,j .
Proof. It is enough to onstrut maps hi for i = 2, T, B.
Let us introdue N + 2 ut-o maps ηi ∈ C
∞
0 (R
3), 0 ≤ ηi ≤ 1. The following positions of
lateral faets are possible (see Figure 7)
S2
x 1
x 2
S3 S1
ν3
ν2
ν1
S3
ν3
ν2 S1
ν1
S2
Figure 7
Let us denote δ = 10diam(Ω). For i = 1, 2, ..., N we dene ut-o funtion as follows
ηi(x1, x2, x3) =
{
0 if (x1, x2) /∈ (Li)4ε or |(x1, x2, x3)| ≥ δ
1 if (x1, x2) ∈ (Li)ε and |x3| ≤
δ
2
,
where ε is suiently small. Subsequently
ηT (x1, x2, x3) =
{
0 if x3 ≥ 0 or |(x1, x2, x3)| ≥ δ
1 if x3 ∈ [L− ε, L+ ε] and |(x1, x2)| ≤
δ
2
and ηB(x1, x2, x3) = ηT (x1, x2,−x3). Next we denote
hT (x1, x2, x3) = ηT (x1, x2, x3)x3,
hB(x1, x2, x3) = ηB(x1, x2, x3)x3.
and
h2(x1, x2, x3) =


x2η2(x1, x2, x3) if (x1, x2) ∈ A2
x2η2(x1, x2, x3)φ2(x1) if (x1, x2) ∈ B2
x2η2(x1, x2, x3)φ
′
2(x1) if (x1, x2) ∈ C2,
where the sets A2, B2 and C2 are explained in Figure 8.
A 2
C 2 B 2
L 2
4ε
Figure 8
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where φ2(x1) and φ
′
2(x1) are hosen in suh a way that the required properties are fullled.
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