A new two-point scheme is proposed for the extrapolation of electron correlation energies obtained with small basis sets. Using the series of correlation-consistent polarized valence basis sets, cc-pVXZ, the basis set truncation error is expressed as ␦E X ϰ ͑X + i ͒ −␥ . The angular momentum offset i captures differences in effective rates of convergence previously observed for first-row molecules. It is based on simple electron counts and tends to values close to 0 for hydrogen-rich compounds and values closer to 1 for pure first-row compounds containing several electronegative atoms. The formula is motivated theoretically by the structure of correlation-consistent basis sets which include basis functions up to angular momentum L = X − 1 for hydrogen and helium and up to L = X for first-row atoms. It contains three parameters which are calibrated against a large set of 105 reference molecules ͑H, C, N, O, F͒ for extrapolations of MP2 and CCSD valence-shell correlation energies from double-and triple-zeta ͑DT͒ and triple-and quadruple-zeta ͑TQ͒ basis sets. The new model is shown to be three to five times more accurate than previous two-point schemes using a single parameter, and ͑TQ͒ extrapolations are found to reproduce a small set of available R12 reference data better than even ͑56͒ extrapolations using the conventional asymptotic limit formula ␦E X ϰ X −3 . Applications to a small selection of boron compounds and to neon show very satisfactory results as well. Limitations of the model are discussed.
I. INTRODUCTION
The basis set incompleteness error is one of the most serious problems encountered in the application of traditional quantum chemistry to thermochemical problems. The oneparticle ͑Hartree-Fock͒ model approaches the complete basis set limit reasonably fast, [1] [2] [3] but electron correlation energies show frustratingly slow convergence with the size of the basis set, reflecting the inability of orbital-based expansions to properly account for the Coulomb cusp occurring at interelectron coalescence. 4 Analytical and numerical work on various correlation treatments for the helium ground state [5] [6] [7] [8] [9] [10] [11] has shown that each partial wave of angular momentum l contributes an energy which in the limit of large l follows the asymptotic formula ⌬E l = a 4 ͑l + 
+¯, ͑2͒
where
The truncation or basis set incompleteness error is thus roughly proportional to the inverse third power of the maximum angular momentum L, provided that the basis set is radially saturated for all angular momenta l =0,1, ... ,L included. Unfortunately, this condition can hardly be met in standard quantum-chemical calculations, but one may derive similar formulas for principal expansions, [12] [13] [14] which for each principal quantum number n add a set of natural orbitals with angular momentum l =0,1, ... ,n − 1 and m l =−l , ... ,0, ... ,l. The derivation is based on the empirical observation 7 that each of the n 2 natural orbitals with principal quantum number n contributes an almost equal energy proportional to ͑n −1/2͒ −6 , and it leads to the same expression as Eq. ͑2͒ but with different coefficients. The popular series of correlation-consistent basis sets ͑cc-pVXZ͒ of Dunning 15 mimics principal expansions. Although not based on natural orbitals, it adds for each increment in X a set of basis functions with angular momenta l =0,1, ... ,X + −1 and magnetic quantum numbers m l =−l , ... ,0, ... ,l, where = 0 for the light elements hydrogen and helium and = 1 for first-row elements lithium through neon. One may thus expect that atomic correlation energies evaluated with these basis sets converge asymptotically as X −3 . These considerations are used to derive simple two-point extrapolation formulas which, starting from two calculated correlation energies E X and E X+1 , predict the energy E ϱ at the complete basis set limit. Using the short-hand notation for the asymptotic expansion of the truncation error, one may express energies E X and E X+1 as
E X+1 = E ϱ + A 3 f͑X + 1͒, ͑6͒
and eliminate A 3 to obtain a formula for E ϱ
If one uses large values of X only, one may neglect higher order terms in f͑X͒ to obtain a particularly simple and successful extrapolation formula. [16] [17] [18] [19] [20] [21] [22] [23] In practice, however, one is often limited to small basis sets with X =D ͑2͒, T ͑3͒, and maybe X =Q ͑4͒, for which higher order terms still contribute significantly. The expansion coefficients are usually not known and strict application of the asymptotic limit formula f͑X͒ = X −3 may yield poor results. This is unfortunate, as every step up in the hierarchy of the cc-pVXZ basis sets increases the computational effort ͑time͒ roughly by an order of magnitude. Further complications arise from the fact that Eqs. ͑1͒ and ͑2͒ are asymptotic expansions which may not be good approximations for very small values of X ͑or L͒, and that the total correlation energy of n-electron atoms also includes triplet pair energies which are known to converge faster than ϳX −3 , 10,24 thus effectively changing the expansion coefficients in Eq. ͑4͒. The application to molecules is not well motivated from theory as the angular momentum is not a good quantum number, and one may just argue that the use of atom-centered basis sets will lead to similar convergence behavior as observed for atoms. And finally, the value of is not well defined for molecules containing both hydrogen and first-row atoms.
All these considerations may have stimulated the search for more empirical parametrizations of f͑X͒, 16, 22, [25] [26] [27] [28] [29] [30] [31] [32] including those with calibrated exponent, 27 ,28,32 X −␤ , or with calibrated angular momentum offset, 30 ͑X + ͒ −3 . Martin has suggested 25 to use a compromise value of =1/2 and a calibrated exponent, ͑X +1/2͒ −␤ . Varandas has proposed a more complex formula which includes a further term in the expansion, 29 and Schwenke has recently described a fully numerical approach, 31 thus effectively replacing the "scaling factor" f͑X +1͒ / ͑f͑X͒ − f͑X +1͒͒ appearing in Eq. ͑7͒ by a single parameter. Three-and n-point extrapolation procedures have been studied as well. They use additional energies obtained with smaller basis sets ͑E X−1 , E X−2 , etc.͒ and expressions of type ͑5͒ with functions f͑X͒ containing one 16, 26 or several 25 inverse power terms. Often, however, the addition of smaller basis set results adds too little information about the asymptotic limit to be useful, 16 although some improvement may be possible if additional empirical parameters are introduced as well. 31 Apparently, no attempt has been made so far to consider a variable angular momentum offset which reflects the hydrogen content of a molecule. Here we describe such an approach for ͑DT͒ and ͑TQ͒ extrapolations of MP2 and CCSD valence-shell correlation energies. The formula f model,i ͑X͒ = ͑X + i ͒ −␥ includes an angular momentum offset i which is determined from simple counts of the number of correlated electrons and varies between values close to 0 for hydrogen-rich molecules and values closer to 1 for molecules containing only first-row atoms. This empirical formula is motivated by the structure of cc-pVXZ basis sets which contain basis functions up to L = X − 1 in angular momentum for hydrogen and helium and up to L = X for firstrow atoms. It also reflects the general observation made previously 32 that for extrapolations from small basis sets the effective rate of convergence generally decreases in the order C Ͼ N Ͼ O Ͼ F. The new model is described in the next section, and computational details are provided in Sec. III. It is parametrized, validated, and compared to alternative approaches, using a large set of reference data, including complete basis set estimates for 105 first-row molecules ͑H,C,N,O,F͒ obtained from accurate extrapolations using large basis sets ͑Secs. IV A and IV B͒. Further validations include comparisons to available MP2-R12 and CCSD-R12 data for a smaller set of compounds ͑Sec. IV C͒ and applications to other first-row elements ͑B, Ne͒ ͑Sec. IV D͒. Limitations of the model are discussed in Sec. IV E.
II. EXTRAPOLATION MODEL
Recently, 32 we have used the simple formula
to probe numerically for deviations from asymptotic convergence behavior ͑ϳX −3 ͒. Given two energies E X and E X+1 , the effective extrapolation exponent ␤ = ␤ eff ͑X , X +1,ϱ͒ is defined as the exponent for which Eq. ͑7͒ with f͑X͒ = f ␤ ͑X͒ reproduces the target value E ϱ precisely or for which the scaling factor f ␤ ͑X +1͒ / ͑f ␤ ͑X͒ − f ␤ ͑X +1͒͒ matches that of the "true" expansion f͑X͒ appearing in Eq. ͑7͒. Effective extrapolation exponents ␤ eff ͑X , X +1,X + N͒ for finite basis set targets ͑N Ͼ 1͒ may be defined in an analogous way, and analysis of a large set of 105 first-row molecules has shown that variations in ␤ eff ͑D,T,6͒ and ␤ eff ͑T,Q,6͒ between molecules are significant but not random. Electron correlation energies of hydrogen-rich molecules and hydrocarbons, in particular, were shown to exhibit a considerably higher rate of effective convergence ͑larger ␤ eff ͒ than those of molecules with several electronegative atoms ͑N, O, F͒. On the other hand, little difference in effective convergence behavior was seen between conformational and even constitutional isomers. Similar conclusions were reached from an analysis of ␤ eff ͑D,T,ϱ͒ and ␤ eff ͑T,Q,ϱ͒ values derived from a limited set of available complete basis set reference data.
Calibrated two-point ͑E X , E X+1 ͒ extrapolation formulas with either an analytical or numerical representation of the scaling factor in Eq. ͑7͒ do not usually capture the variation in effective convergence behavior. Instead they use a single parameter for an entire set of molecules chosen to minimize the root mean square deviation between predicted and reference energies at the complete basis set limit. In fact, all two-point extrapolation procedures [30] [31] [32] that use a single parameter optimized for a particular correlation method and a particular base ͑X , X +1͒ and target of extrapolation are essentially identical, irrespective of their precise functional form, simply because the same value of the scaling factor is used for the entire set of molecules. Instead of dealing with n reference functions -the reference energies of n molecules -one really only calibrates a model with one reference function, which is the scaling factor that minimizes the squared sum of differences between extrapolated and reference energies.
Two-point extrapolation models can only be further improved upon, if the function f͑X͒ considers in some way the variation in effective convergence behavior between molecules. Previously, we found empirically for extrapolations to finite basis set targets ͑X , X +1→ X + N͒ ͑N Ͼ 1͒ that a model expressing the "optimal" extrapolation exponent as function of elemental composition captures a substantial part of this variation. This model ͓elemental parameters ͑EP͔͒ contains elemental parameters ␤ opt k = ␤ opt k ͑X , X +1,X + N͒ for a particular base ͑X , X +1͒ and target ͑X + N͒ of extrapolation and is expressed as
where n i,k is the number of atoms of element k in molecule i, and n i = ͚ k n i,k . For ͑DT→ 6͒ and ͑TQ→ 6͒ extrapolations, errors were shown to be reduced by factors of 2-3 compared to a scheme with a single, constant value of ␤ = ␤ opt ͑X , X +1,X + N͒, and parameters typically showed the trend ␤ opt
The observed trend suggests that it may be possible to replace elemental parameters by simple counts of the number of correlated electrons which would reduce the required number of parameters significantly.
The molecule dependence may also be expressed in terms of a varying positive angular momentum offset, which in turn influences the effective extrapolation exponent. 32 This choice appears more attractive as the angular momentum offset should depend on elemental composition, and assume values closer to 0 for hydrogen-rich compounds and values closer to 1 for compounds not containing hydrogen, since cc-pVXZ basis sets include basis functions up to angular momentum L = X − 1 for hydrogen ͑and helium͒ and L = X for first-row atoms. Among a number of formulas examined, the following was found to work particularly well:
ͪ .
͑11͒
Here, the index i refers to the particular molecule, n i,1s͑H͒ denotes the number of correlated 1s electrons of hydrogen ͑and helium͒ atoms contributed to the molecule, n i,2sp͑A͒ the number of correlated 2s and 2p electrons of first-row atoms, and n i,A the number of first-row atoms, while ␥, a, and b are empirical parameters. The formula ensures that the angular momentum offset vanishes for systems containing only hydrogen and ͑or͒ helium, and the second term in the enumerator discriminates between different first-row atoms, effectively increasing ͑for positive a and b͒ the angular momentum offset and thus lowering the effective extrapolation exponent in the order C → N → O → F.
III. COMPUTATIONAL DETAILS
The calibration set includes all 105 first-row ͑H, C, N, O, F͒ molecules studied previously 32 at the MP2 ͑Ref. 33͒ and CCSD ͑Refs. 34 and 35͒ levels of theory ͑hereafter referred to as "large set"͒. Complete basis set estimates of the valence-shell correlation energies are obtained from extrapolations using the largest cc-pVXZ ͑Refs. 15 and 36-39͒ basis sets included in that study ͑X = 5 and 6͒. The function f ␤ ͑X͒ is employed for this purpose, using values of ␤ = ␤ opt ͑MP2, 2.87; CCSD, 3.23͒ determined to give the best fit with smaller subsets ͑hereafter referred to as "small subset"͒ of accurate MP2-R12 and CCSD-R12 reference data 40, 41 for 14 and 12 molecules, respectively. The R12 energies were estimated to approach the complete basis set limit to within Ϸ0.2 mH ͑millihartree͒, and the ͑56͒ extrapolated energies were found to reproduce the R12 data to within about 0.1 mH. 32 Such calibrated ͑56͒ extrapolations are likely the most accurate protocol currently available to establish a large set of reliable complete basis set reference data for molecules with up to about ten atoms. Still the accuracy of these reference data cannot be expected to be better than ±0.2 mH, ͑and maybe less for larger molecules͒ which one has to keep in mind when comparing the errors of more approximate methods calibrated with these reference data. This is not a serious problem here, as we focus exclusively on extrapolations from small basis sets, for which currently available extrapolation procedures still carry average uncertainties of at least 3 mH ͑DT͒, and 1 mH ͑TQ͒, respectively, but obviously differences in error statistics much smaller than 0.2 mH must be considered insignificant.
The new extrapolation formula is also checked with accurate MP2-R12 and CCSD-R12 correlation energies reported 40, 41 for the small subset. Note that these data refer to different ͑more accurate͒ geometries, 40, 42 making it necessary to repeat the standard MP2 and CCSD calculations for these geometries.
Additional calculations were performed for a set of five small boron compounds, simple hydrides and fluorides of lithium and beryllium, as well as for the hydrogen molecule ͑R = 1.401 08 a.u.͒, for helium, and for neon. Geometries of the lithium, beryllium, and boron compounds were optimized at the MP2͑fc͒/cc-pVTZ level of theory using the GAUSS-IAN98 series of programs, 43 and confirmed to be true minima by standard force constant analysis. Valence-shell correlation energies were obtained with MOLPRO ͑Ref. 44͒ from singlepoint MP2/cc-pVXZ and CCSD/cc-pVXZ ͑X =D,T,Q,5,6͒ calculations. Estimates of correlation energies at the complete basis set limit are taken either from large scale calculations referred to elsewhere ͓hydrogen, R = 1.401 08 a.u., 45 helium 32 ͔, from MP2-R12 and CCSD-R12 calculations ͑neon 24 ͒, or from extrapolations using the largest basis sets cc-pV5Z and cc-pV6Z ͑boron compounds͒.
All energies and statistical quantities based on energy differences are reported in millihartrees ͑1 mH Ϸ 0.6 kcal/ mol͒.
IV. RESULTS

A. Calibration and statistical analysis
Numerical experimentation with Eqs. ͑10͒ and ͑11͒ shows that the parameters are strongly correlated; further that extrapolated energies are more sensitive to variations of the extrapolation exponent than to variations of the scaling parameters a and b. Free optimizations of all parameters yielded values of a close to 0.75 ͑MP2͒ and 1.25 ͑CCSD͒ and values of b around 1 ͓MP2/͑DT͔͒, between 2 and 3 ͓MP2/͑TQ͒ and CCSD/͑DT͔͒ and around 3 ͓CCSD/͑TQ͔͒. In the final parametrization runs we have fixed a to values of 0.75 and 1.25, respectively, and only considered integer values of b, a restriction that has a negligible influence on the error statistics but permits a simple interpretation of the expression n i,2sp͑A͒ − bn i,A as electron count; for b = 2, e.g., it equals the number of correlated 2p electrons. The final parameters are collected in Table I . Reference data and results for the generic ͓f ␤ ͑X͒, Eq. ͑8͔͒ and the new extrapolation formula ͓f model,i ͑X͒, Eqs. ͑10͒ and ͑11͔͒ are given as supplementary material. 46 A pictorial representation of the individual extrapolation errors is given in Figs. 1 and 2 and statistical analyses are provided in Table II . Figures 1 and 2 display the extrapolation errors of all 105 molecules, sorted for their correlation energies per atom. This quantity correlates well with the number of correlated electrons per atom, but distinguishes between equal electron counts, and places molecules containing primarily electronegative atoms on the left, hydrogen-rich compounds on the right. See the top panels for a few representative molecules. Correlation energies whose effective rate of convergence is expected to be slower than average appear to the left of the center, those with an expectedly faster convergence appear to the right. And indeed, the simple one-parameter function f ␤ ͑X͒ shows large positive errors ͑underestimated complete basis set limits͒ for molecules on the left, fairly small errors for cases appearing in the center, and large negative errors ͑overestimated complete basis set limits͒ for molecules on the right. This observation holds equally for ͑DT͒ and ͑TQ͒ extrapolations of MP2 and CCSD correlation energies, although, naturally, the errors of ͑TQ͒ extrapolations are smaller overall.
The new extrapolation formula, f model,i ͑X͒ = ͑X + i ͒ −␥ , performs precisely as expected. It reduces the errors for cases converging faster or slower than average and maintains ͑on average͒ the good performance of the simpler formula for molecules with about average rates of convergence. The reduction of extrapolation errors for fast and slowly converg- ing correlation energies is very substantial ͑Table II͒. Overall, mean unsigned errors are reduced 3.9-͓MP2/͑DT͔͒ to 4.9-fold ͓CCSD/͑DT͔͒, root mean square errors 3.8-͓MP2/ ͑DT͔͒ to 5.0-fold ͑CCSD/͑DT͒͒, and maximum errors 3.2-͓CCSD/͑DT͔͒ to 4.4-fold ͓CCSD/͑TQ͔͒. In summary, the new formula shows an accuracy three to five times better than the simple one-parameter formula. For reference, Table  II also collects results obtained with f limit ͑X͒ = X −3 , clearly showing that the asymptotic limit formula, not correcting for the implicit effects of higher order terms in the expansion of 
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Electron correlation energies J. Chem. Phys. 127, 164109 ͑2007͒ the truncation error, yields unacceptable results for extrapolations from small basis sets. This being said, ͑TQ͒ extrapolations of CCSD correlation energies appear to be an exception as the optimal value of ␤ ͑3.15͒ is fairly close to the asymptotic limit ␤ = 3, but this seems to be quite fortuitous, as optimal values for ͑Q5͒ and ͑56͒ extrapolations have been shown to be larger than 3.15, suggesting that the asymptotic limit may only be reached for even larger bases ͑X , X +1͒ of extrapolation.
32 Figure 3 offers an alternative analysis demonstrating how the new extrapolation formula improves on previous formulations. It compares the effective extrapolation exponent ␤ eff,i as defined in Sec. II with the value ␤ eff,i ͑model͒ predicted by the model. Either quantity may be obtained by determining for which value of ␤ the extrapolation formula based on f ␤ ͑X͒ reproduces a given target value. This target value is the complete basis set reference energy in the case of ␤ eff,i and the energy predicted by the model, Eqs. ͑10͒ and ͑11͒, in the case of ␤ eff,i ͑model͒. The latter quantity may also be obtained by evaluating the expression
where f model,i ͑X͒ is the function defining the new extrapolation model, Eq. ͑10͒. The four graphs of Fig. 3 show that the 105 molecules of the large set span a fairly wide range of effective rates of convergence, and that the new extrapolation model captures the differences between molecules very well.
For comparison, extrapolation exponents corresponding to the calibrated one-parameter function f ␤ ͑X͒ with ␤ = ␤ opt ͑dashed line͒ and for the asymptotic limit formula f limit ͑X͒ = X −3 ͑dotted line͒ are indicated as well. These formulas do not distinguish between different molecules, and the oneparameter function simply minimizes the root mean square deviation for the entire set, thereby introducing a small bias toward molecules with slow convergence as the scaling factor appearing in Eq. ͑7͒ with f͑X͒ = f ␤ ͑X͒ varies more rapidly for small values of ␤ than for large values.
Note Parametrizations based on the root mean square deviation between predicted and reference data generally bear the risk of deteriorating results for "simple" cases, as they are biased toward reducing the largest errors in the set ͑for a related argument see Ref. 1͒. The latter was precisely the motivation for this study, and the largest errors occurring for the simpler formula f ␤ ͑X͒ were eliminated very successfully. But of course, there are a number of cases, 10 out of 105 for MP2 correlation energies, and 5 ͑DT͒ and 7 ͑TQ͒, respectively, for CCSD correlation energies, for which the new formula shows errors which exceed those of the simpler formula by significant amounts ͑Ͼ0.2 mH͒. All of these cases refer to molecules where the simple one-parameter function yields exceptionally small errors, at least a factor of 3 smaller than the root mean square error over the entire set, and the agreement with the reference data thus appears fortuitous. Closer inspection of individual results shows, e.g., that the correlation energies of some monofluorinated hydrocarbons tend to be extrapolated very accurately by the oneparameter function ͑see supplementary material 46 ͒. As expected from the previous discussion, however, the error grows systematically with increasing degree of fluorination. Errors observed for extrapolations of CCSD/͑TQ͒ correlation energies of CH 4−n F n increase from −0.15 mH ͑n =1͒ to 0.80 mH ͑n =2͒, 1.88 mH ͑n =3͒, and 3.11 mH ͑n =4͒, while the new formula performs worse for n = 1, but much better overall: 0.51 mH ͑n =1͒, 0.29 mH ͑n =2͒ −0.06 mH ͑n =3͒, and −0.37 mH ͑n =4͒. Note that the new formula shows a systematic error in the opposite direction, indicating some degree of overcorrection, but that the trend is much less pronounced. Similar remarks apply to CCSD/͑DT͒ extrapolations ͓f ␤ ͑X͒: −1.09, 2.66, 6.74, 11.22 mH, vs f model,i ͑X͒: 1.63, 1.56, 1.08, 0.73 mH͔, as well as to MP2 extrapolations, and a comparable trend has also been found for mono-to tetrafluorinated ethylenes.
B. Alternative formulations
Table II also compares the new formula to the EP model, Eq. ͑9͒, which was originally calibrated only for extrapolations to finite basis set targets, but reparametrized here to predict correlation energies at the complete basis set limit. The trends observed for the elemental parameters in the EP model were suggesting that it may be possible to arrive at more accurate extrapolation formulas by introducing simple electron counts differentiating between effective convergence behaviors of first-row molecules. The results collected in Table II indeed prove this assumption to be right. The new protocol even surpasses the EP model in accuracy, roughly 1.5-fold and twofold for MP2 and CCSD extrapolations, respectively, lending further support for the ansatz pursued here and suggesting that the variation in effective convergence behavior is accounted for in a very reasonable way. As an additional benefit, the new formula only requires three parameters, instead of five for five elements, significantly reducing the risk of overfitting.
Modifications of the new extrapolation formula were examined as well. One of them, f model,i 0 ͑X͒ = ͑X + i 0 ͒ −␥ , enforces b = 0 and simplifies the expression for the angular momentum offset. i 0 only counts the number of correlated 2s and 2p electrons without using any information about how many first-row atoms contributed them, hence it does not distinguish between different types of first-row atoms, and the angular momentum offset becomes a constant ͑ i 0 = a͒ for molecules not containing any hydrogen. This simplified model performs very well for ͑DT͒ extrapolations of MP2 energies for which also the more flexible model proposed here carries a fairly small value of b, but compromises on the accuracy for CCSD extrapolations. It is still much more accurate than the simple one-parameter function f ␤ ͑X͒, but improvements are less satisfactory when judged in the light of the excellent performance of the more flexible model. An alternative formula that bases the angular momentum offset on atom counts rather than electron counts, i 0 = ͓a · n i,A / ͑n i,H + n i,A ͔͒, with n i,H being the number of hydrogen atoms, reduces the advantage over the one-parameter function even further. ͑Root mean square errors in mH; MP2/ ͑DT͒: 1.55, ͑TQ͒: 0.68; CCSD/͑DT͒: 2.60, ͑TQ͒: 0.88.͒ It appears to be important to go beyond the distinction in angular momentum offsets between hydrogen and first-row atoms, that was suggested by the structure of cc-pVXZ basis sets ͑see above͒, and also consider the empirically found sequence of rates of effective convergence for first-row atoms ͑C Ͼ N Ͼ O Ͼ F͒. Table III shows further results obtained with the new extrapolation protocol and compares them to accurate MP2-R12 and CCSD-R12 data taken from the literature 40, 41 ͑small subset͒. These R12 data were previously used 32 to calibrate the one-parameter formula f ␤ ͑X͒ for extrapolations from As in Table II. large basis sets, and the resulting protocol was employed to generate accurate reference data for the large set of 105 molecules. Note further that all 14 molecules considered here are included also in the large data set used for parametrization of the new extrapolation procedure. Although geometries differ slightly between the two sets of 14 and 105 molecules, the statistical analysis of Table III cannot be considered to be an independent validation, it is rather meant as a check of internal consistency. Analysis of mean unsigned errors and root mean square errors indicates a 3.3-to 3.9-fold improvement of the new extrapolation protocol relative to the one-parameter function. Maximum errors are likewise reduced by factors of 2.8-3.3 for ͑DT͒ extrapolations and 3.8-4.6 for ͑TQ͒ extrapolations. It is reassuring to see that errors of ͑TQ͒ extrapolations are consistently smaller than 0.5 mH.
C. Comparison to R12 calculations
We also considered to use only the small set of R12 data for calibration. The overall effect, compared to the parameters listed in Table I , was a general increase in the angular momentum offset ͑slower convergence͒, compensated by an increase in the exponent ͑faster convergence͒. Subsequent validation with the much larger set of 105 correlation energies obtained by ͑56͒ extrapolation showed, however, that the small subset was not diverse enough to allow for a balanced fine-tuning of parameters. This problem was more severe for ͑TQ͒ extrapolations; in this case parametrization reduced errors for the calibration set to well below 0.2 mH, thus entering the regime where the reference data may not be accurate enough anymore to judge reliably between various sets of parameters.
The small reference set also offers the possibility to compare the performance of the new model to extrapolations from larger basis sets using either the one-parameter formula f ␤ ͑X͒ or the asymptotic limit formula f limit ͑X͒ = X −3 . Root mean square deviations were previously determined 32 to be 0.32 mH ͓MP2/͑Q5͔͒, 0.14 mH ͓MP2/͑56͔͒, 0.16 mH ͓CCSD/͑Q5͔͒, 0.07 mH ͓CCSD/͑56͔͒ for the one-parameter formula, and, in the same order, 0.65, 0.41, 1.24, and 0.44 mH, for the asymptotic limit formula. We conclude that ͑DT͒ extrapolations using the new model reach the accuracy of ͑TQ͒ extrapolations based on f ␤ ͑X͒ and are somewhat worse ͑MP2͒ or better ͑CCSD͒ than ͑Q5͒ extrapolations based on f limit ͑X͒. Likewise, ͑TQ͒ extrapolations using the new model are comparable in accuracy to ͑Q5͒ extrapolations based on f ␤ ͑X͒ and better even than ͑56͒ extrapolations based on f limit ͑X͒. We note further that the accuracy of the asymptotic limit formula is improved only for CCSD but not for MP2, 32 if one extrapolates singlet pair energies ͓f s ͑X͒ = X −3 ͔ and triplet pair energies ͓f t ͑X͒ = X −5 ͔ separately. 24 It appears that ͑56͒ extrapolations using the conventional asymptotic limit formula can be replaced by ͑TQ͒ extrapolations using the new formula, with little or no loss in accuracy, but at a small fraction of the computational cost. The price to pay is, of course, that residual errors tend to be less systematic, and, more importantly, that one needs to be careful about applications for which the approach was not calibrated ͑Sec. IV E͒.
D. Boron compounds and neon
Tables IV and V list results for a small selection of boron compounds and for the neon atom. Reference data for neon are available from R12 calculations, 24 but those for the boron compounds need to be obtained from ͑56͒ extrapolations, Extrapolated ͑56͒ correlation energies serve as complete basis set ͑CBS͒ estimates for the boron compounds ͓f ␤ ͑X͒ = X −␤ , ␤ = 2.87 for MP2, ␤ = 3.23 for CCSD͔. Complete basis set data for hydrogen and helium have been taken from large scale calculations reported in the literature and referred to in Refs. 45 ͑hydrogen͒ and 32 ͑helium͒, those for neon are from R12/B calculations using large uncontracted basis sets as reported by Klopper, Ref. 24. using extrapolation exponents ␤ opt ͑5,6,ϱ͒ previously calibrated for the small subset of HCNOF compounds. Lacking accurate R12 data, we can only use indirect evidence to estimate the accuracy of these ͑56͒ extrapolations for boron compounds. Finite basis set extrapolations ͑Q5 → 6͒ using exponents ␤ opt ͑Q,5,6͒ calibrated for the small subset of HC-NOF compounds reproduce the cc-pV6Z results with almost negligible error ͑Ͻ0.1 mH͒ except for trifluoroborane ͑0.2 mH͒, indicating that the calibrated extrapolation scheme is well suited also for boron compounds. Furthermore, complete basis set extrapolations ͑56→ ϱ͒, using either the smallest ͑MP2, CO: 2.82; CCSD, CO 2 : 3.20͒ or the largest ͑MP2, CH 4 : 3.01; CCSD, CH 4 : 3.42͒ effective extrapolation exponents ␤ eff ͑5,6,ϱ͒ among the molecules of the small subset, show deviations of 0.2 ͑CCSD͒ -0.3 ͑MP2͒ mH or less from the values listed in Table V . Again, trifluoroborane is an exception ͑up to 1.3 mH͒, but the high fluorine content suggests that the effective extrapolation exponent will be closer to that of fluorine ͑MP2: 2.87; CCSD: 3.22͒ than to that of methane ͑3.01, 3.42͒ and thus fairly close to the values of ␤ opt ͑5,6,ϱ͒ optimized for the small subset ͑MP2: 2.87, CCSD: 3.23͒. In summary, the boron reference data obtained by ͑56͒ extrapolation should be accurate to within ±0.2 mH, while somewhat larger errors may occur for trifluoroborane.
͑DT͒ and ͑TQ͒ extrapolations based on the new model are surprisingly accurate for all five boron compounds and for neon, indicating that the new formula and its parametrization are well suited also for the elements B and Ne. Mean unsigned errors and root mean square errors indicate a fiveto tenfold improvement over the simple one-parameter function, and maximum errors are likewise reduced by factors of 3.3-6.3. The errors of ͑TQ͒ extrapolations at both the MP2 and CCSD level are well within the estimated error bars of the reference data themselves. Figure 3 includes the results obtained for boron compounds ͑crosses͒ and neon ͑dia-mond͒, demonstrating that the new model captures effective convergence behavior for these systems quite well. Note that the values of ␤ eff for borane, diborane, and neon extend the range of effective extrapolation exponents observed for HCNOF compounds.
E. Limitations of the model
It is crucial that one explores the range of validity and understands the limitations of any new empirical model proposed. The new extrapolation formula is found to work very well for the entire calibration set which is diverse enoughcontaining a large variety of single, double, and triple bonds between H, C, N, O, and F atoms -to suggest that it will be equally accurate for other first-row molecules that meet the selection criteria applied here: being neutral, closed-shell minima on the ͑ground state͒ potential energy surface. The analysis of boron compounds and of the neon atom shows that the model can be extended without loss of accuracy to the neighboring first-row elements on the left ͑B͒ and right ͑Ne͒ of the Periodic Table. Table V indicates, however, that the new model performs more poorly for molecular hydrogen and for helium, the two limiting cases for which the angular momentum offset i vanishes. The results for hydrogen are fairly acceptable, but those for helium are certainly disappointing, noting that absolute errors are in the range observed for other molecules, although only one electron pair is correlated and the total correlation energy is about an order of magnitude smaller than that of most other systems considered here. It is particularly puzzling to see that the errors for hydrogen and helium are not of comparable magnitude and sometimes even differ in sign.
One may still explain a consistent underestimation of the complete basis set limit, as seen for helium, with the calibration of the new extrapolation model using first-row com- The statistical evaluation excludes hydrogen and helium which are discussed separately in Sec. IV E.
pounds which effectively introduces a bias toward higher rates of convergence: The convergence properties observed for first-row compounds result from a balance between effects enhancing the effective rate ͑contributions from faster converging triplet pairs͒ and those lowering the effective rate ͑angular momentum offset͒. Both effects are present for all first-row molecules, but they are absent for helium. The new extrapolation model, however, accounts explicitly only for differences in the angular momentum offset, while it absorbs average effects of triplet pair energies by parametrization. This seems to work well because triplet pair contributions ͑E X+1,t − E X,t ͒ to the extrapolated energy difference ͑E X+1 − E X ͒ ͓see Eq. ͑7͔͒ vary only moderately. For the systems studied by Klopper 24, 40 one observes that triplet pairs contribute 22%-35% to ͑DT͒ extrapolations of MP2 and CCSD correlation energies and 15%-24% to ͑TQ͒ extrapolations, and that remaining differences ͑smaller contributions for CH 2 , C 2 H 4 , C 2 H 6 , larger contributions for F 2 , Ne͒ largely follow ͑actually oppose͒ the trends observed for effective extrapolation exponents. One may thus expect that the calibration also accounts for some contribution from triplet pair energies for cases where the angular momentum offset vanishes, and this may at least partially explain the underestimation of complete basis set limits for helium correlation energies.
Application of the new extrapolation model to lithium and beryllium compounds is expected to give unsatisfactory results as well, as Li and Be do not contribute any p electrons and current parameters thus afford vanishing or even negative angular momentum offsets for the bare atoms, except for MP2/͑DT͒ extrapolations ͑Be͒. Additionally, compounds of these elements are often fairly ionic, with LiH and LiF essentially being ion pairs, likely requiring more diffuse basis sets for accurate calculations. Unfortunately, good reference energies are not readily available, as published benchmark data are scarce and typically refer to calculations with all electrons ͑valence and core͒ correlated. 47, 48 Reliable complete basis set reference energies obtained by extrapolation, on the other hand, require cc-pV6Z basis sets, which appear not to be available for Li and Be. The supplementary material 46 includes, however, some tentative complete basis set estimates for LiH, LiF, BeH 2 , and BeF 2 , obtained from ͑Q5͒ extrapolations, and indicates that ͑DT͒ and ͑TQ͒ extrapolations with the new model consistently underestimate these reference values. This observation supports the assumption that the angular momentum offsets generated by the current parametrization are too small for compounds containing Li or Be, and demonstrates that the extrapolation model is obviously overtaxed.
The proposed extrapolation model is empirical in nature, and it has only been tested for neutral, closed-shell species. Application to cations or to neutral or cationic radicals is likely unproblematic but requires further validation. Application to anions almost certainly requires the use of more diffuse basis sets ͑e.g., aug-cc-pVXZ͒, and it remains to be seen if extrapolation errors are as systematic as observed for neutral molecules, so that they can be well absorbed by a calibrated angular momentum offset. Furthermore, the new model has only been implemented for extrapolations of valence-shell correlation energies. The fact that the angular momentum offset i involves simple counts of the number of correlated electrons does not imply that the formula is equally applicable to correlation energies obtained with all valence and core electrons correlated. Further investigations along these lines are certainly warranted.
V. DISCUSSION AND CONCLUSIONS
A new two-point formula is presented for molecules of first-row atoms ͑B, C, N, O, F, Ne, and H͒ which allows for accurate extrapolations of MP2 and CCSD valence-shell correlation energies evaluated with small correlation-consistent basis sets. The formula expresses the truncation error in terms of a calibrated inverse power function of the cardinal number X of the basis set, ␦E X,i ϰ ͑X + i ͒ −␥ , and introduces an explicit molecule dependence of the angular momentum offset i . The offset is determined from simple counts of the number of correlated electrons, it vanishes for hydrogen, takes intermediate values for molecules containing both firstrow atoms and hydrogen, and increases with the fraction of correlated electrons contributed by first-row atoms.
The functional form is motivated by ͑a͒ the structure of correlation-consistent basis sets, which include basis functions with angular momentum up to L = X − 1 for hydrogen and L = X for first-row atoms, and ͑b͒ the known asymptotic limit ␦E L ϳ͑L +1͒ −3 of partial-wave expansions for twoelectron atoms. The empirical parameter ␥ is needed to adjust for average deviations from the asymptotic limit, which are generally observed for extrapolations from finite basis sets, 32 and reflects both the electron correlation approach and the size of the basis sets used in the extrapolation. The angular momentum offset i , on the other hand, accounts for differences in effective convergence behavior between molecules. The expression for i contains two parameters, one acting as overall scaling factor ͑a͒, and another one ͑b͒ effectively introducing a dependence on the types of first-row atoms involved. Calibration of the extrapolation formula indicates that this dependence is fairly minor for ͑DT͒ extrapolations of MP2 correlation energies, but important in other cases ͓MP2/͑TQ͒, CCSD/͑DT͒, CCSD/͑TQ͔͒, reflecting the previous empirical finding that effective extrapolation exponents generally decrease in the order C Ͼ N Ͼ O Ͼ F.
By construction, the angular momentum offset i reaches a maximum for the neon atom ͓n i,2sp͑A͒ =8, n i,1s͑H͒ =0, n i,A =1͔. Without introducing any constraints, the calibration of CCSD extrapolations yields parameters a and b for which the maximum angular momentum offset is reasonably close to 1, the value expected from theory. For ͑DT͒ and ͑TQ͒ extrapolations one finds Ne =30/32Ϸ 0.94 and Ne =25/32 Ϸ 0.78, respectively. Effective extrapolation exponents are generally less molecule-dependent for MP2 ͑see Fig. 3͒ , and angular momentum offsets calculated from optimized parameters reach somewhat smaller maximum values of 0.66 ͑DT͒ and 0.56 ͑TQ͒. Attempts to enforce a maximum offset of 1 by setting a =8/͑8−b͒ and freely optimizing b and ␥ led to good error statistics for CCSD extrapolations, but seriously affected the performance for MP2 extrapolations.
The introduction of a molecule-specific angular momen-tum offset largely eliminates the need for exceedingly small values of the exponent ͑Table I͒ which are characteristic 27, 32 for ͑DT͒ extrapolations using the simple one-parameter function f ␤ ͑X͒. The new model affords ͑DT͒ exponents that are larger by 0.5 ͑MP2͒ and 0.74 ͑CCSD͒, assuming values fairly close to the asymptotic limit ͑␤ =3͒. For ͑TQ͒ extrapolations, exponents are likewise larger by 0.33 ͑MP2͒ and 0.48 ͑CCSD͒, and the CCSD value ͑3.63͒ is now significantly above the expected asymptotic limit. Even a value of this magnitude makes sense, however, as the simple superposition of singlet ͑ϰX −3 ͒ and triplet ͑ϰX −5 ͒ pair energies generates effective extrapolation ͑TQ͒ exponents around 3.4. 32 These results indicate internal consistency of the new model and demonstrate that the small exponents for ͑DT͒ extrapolations based on f ␤ ͑X͒ were indeed required to compensate for the missing angular momentum offset for firstrow molecules.
The new extrapolation model tries to capture differences in effective rates of convergence, and these obviously reflect differences in the convergence behavior of individual pair energies contributing to the total correlation energy. We have not attempted a more detailed analysis but refer to a comparison of singlet methylene and water, 46 which seems to indicate that the slower convergence observed for the latter is associated with a fairly uniformly slower convergence of all individual singlet and triplet pair energies.
The new model has been calibrated and tested for a large set of 105 molecules composed of H, C, N, O, and F atoms. Compared to previously suggested two-point extrapolation schemes, it achieves a three-to fivefold better accuracy and eliminates the severe underestimation of complete basis set limits for cases converging slower than average ͑mostly "inorganic" compounds with low hydrogen content͒ as well as the severe overestimation for cases converging faster than average ͑mostly "organic" compounds with large hydrogen content͒. The good performance of the simpler oneparameter function for molecules intermediate on this scale ͑e.g., hydrogen fluoride and hydrogen peroxide͒ is largely retained. The test set covers a large variety of compounds and includes molecules with single bonds between any two of the elements H, C, N, O, and F, furthermore examples of formal double bonds between CC, CN, CO, NN, NO, and OO as well as molecules with formal triple bonds between CC, CN, and NN. Using correlation-consistent basis sets of triple-and quadruple-zeta quality, the extrapolation model reproduces accurate estimates of the complete basis set limit to within 0.2-0.3 mH on average, and maximum errors fall considerably below 1 mH. Results of similar accuracy are obtained for a small set of boron compounds and for neon. The large diversity of reference data and the lack of real "problem cases" indicate that the extrapolation protocol is robust enough to be a useful tool in computational thermochemistry applications. MP2 and CCSD calculations using cc-pVQZ basis sets are quite tractable for larger molecules with maybe up to ten first-row atoms, and extrapolated complete basis set limits of very useful accuracy should be obtained, even though the extrapolation error will scale up with the size of the molecule.
We have not considered other contributions to the total energy of a system, including the Hartree-Fock component, connected triple and possibly higher excitations, and corecorrelation, relativistic, and other corrections, which all need careful consideration in theoretical thermochemistry work. 18, 22, [49] [50] [51] [52] However, the reliable estimate of low-level correlation energies ͑such as CCSD͒ at the complete basis set limit is still one of the major challenges in thermochemical protocols. Any possible reduction in basis set requirements is thus welcome and extends the range of computationally tractable systems. We have demonstrated that ͑TQ͒ extrapolations can be made about as accurate as ͑56͒ extrapolations using the standard asymptotic limit formula ͓f limit ͑X͒ = X −3 ͔, if one allows for modifications that are physically motivated, but ultimately empirical in nature. Modifications of this kind entail limitations, however. First of all, the approach is applicable ͑at least in its present form͒ only for neutral molecules of first-row atoms. Furthermore, it produces unsatisfactory results for the "limiting" case of helium and appears to be unsuitable for compounds of the first-row elements Li and Be. This is a small price to pay, however, given that the remaining first-row elements, for which results are very satisfactory, are by far more important in chemistry.
This work has focused entirely on improving the accuracy for extrapolations from small basis sets. Extrapolations from larger basis sets such as ͑Q5͒ and ͑56͒ were not considered for several reasons: First, our experience with the calibration of the new formula has indicated that it is crucial to include a large and diverse set of reference data and that currently available sets of accurate R12 data may not fit this bill. Using extrapolated energies as reference requires that one goes up at least two steps in the cc-pVXZ hierarchy to ensure that the accuracy of the reference data exceeds the target accuracy of the calibrated model. Unfortunately, basis sets of cc-pV7Z quality and higher are neither generally available nor computationally practical for the size of the molecules studied here. Additionally, there is evidence from finite basis set extrapolations ͓͑DT→ 6͒, ͑TQ→ 6͒, ͑Q5 → 6͔͒, for which accurate reference data are readily available, that variations in effective rates of convergence become smaller for larger values of X, and that observable trends are less regular. 32 This is not unexpected as differences in effective convergence behavior should ultimately vanish as one approaches the asymptotic limit. But it infers that the molecule dependence built into the new extrapolation model may only improve the accuracy of small basis set ͓͑DT͒ and ͑TQ͔͒ extrapolations. In summary, we have proposed a new model to extrapolate MP2 and CCSD valence-shell correlation energies from small basis sets to the complete basis set limit. The model is applicable to neutral closed-shell molecules containing hydrogen and first-row atoms from boron to neon. It is shown to be surprisingly accurate and robust, and it reduces errors of previous formulations by explicit consideration of systematic trends observed for the effective convergence behavior of different molecules.
