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Abstract 
Big data has become one of the major areas of research for cloud service providers. Big data with its characteristics such as size, 
complexity etc. requires efficient methods for migration from one location to the geographically distant other location. Also, 
processing the big data located at different geographically distributed data centers using MapReduce like frameworks consume a 
lot of bandwidth. One of the solutions for reducing the cost of processing such geographically distributed big data is data 
aggregation. In this paper, we propose an online algorithm to find out optimal cost data aggregation site among the 
geographically distributed data centers. This proposed approach gives an optimal cost solution for the data aggregation from 
different geographically distributed data centers which can be efficiently processed at a single site using distributed frameworks. 
We propose a graph model of Geo-distributed data centers. Results are obtained in the online cloud environment, which show 
that proposed approach gives better results. 
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1. Introduction 
Cloud Service Providers (CSPs) nowadays have geographically distributed data centers all over the globe [1]. 
This has been done to provide the faster and better services in terms of response time, availability of services, user 
interests according to geographical locations etc. All the data centers are connected through high speed WAN [2]. 
These WAN links are of high bandwidth and specially designed for the inter data center traffic. All the traffic 
through the network is managed by the SDN [3] and programmable switches [4]. According to the work [5] a large 
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amount of network usage is done only because of the inter data center transfer of the data. To minimize the 
movement of data between the geographically distributed data centers there is need of efficient algorithms which 
needs to be implemented on the programmable switches as well as the in the data centers. 
The applications hosted at each data center create a large amount of data and the rate is dynamic in nature. Social 
networking applications, e-commerce applications and video hosting applications such as You Tube generate data on 
large scale every minute [6]. These applications need to analyze the data generated for the purpose of improving the 
services provided by respective applications. For example, some e-commerce application needs to check the sale of a 
particular product or the visits to a particular product, then the application vendor need to analyze the data at each 
data center (the product information will be in sync with all the other data centers but the number of views may not 
be as it does not affect the sale of product directly). If the application vendor starts processing the data at each data 
center simultaneously with distributed data processing framework, it may take a lot of bandwidth and can degrade 
the overall system performance. As application data needs to be in synchronization throughout each the data center, 
it replicates data at each data center. This process will be running continuously which needs some part of bandwidth. 
Along with this to analyze the data in background application vendor needs an efficient algorithm which improves 
the overall system performance by saving the bandwidth. Another example of such geo-distributed data is sensor 
data which gets collected at different geographic locations and needs to be processed together. 
This geographically distributed system collects large amount of data at each location which is application data 
and as well as log data. Processing large amount of geo-distributed data with MapReduce like distributed data 
processing framework takes a lot of network bandwidth. MapReduce has its own benefits as well as drawbacks with 
distributed data processing [7]. Application logs are rich source of information. Logs need to be processed to get the 
meaningful information out of it. Log mining through hadoop [8] is a challenging task. Processing large amount of 
data at a single site gives better results. To achieve this, it requires transfer of bulk data from one data center to 
another. This paper is extension of our previous work [9]. This paper proposes an efficient algorithm to aggregate 
the data which can be processed with lower cost than distributed processing at distant geographic locations. We 
propose an algorithm which can be run periodically to aggregate the data from different sites. This algorithm gives a 
simple solution to the decision of data aggregation site. 
Rest of the paper is organized as follows. In Section 2, we discuss the different approaches for data movement in 
the literature. The proposed graph model and the proposed algorithm for the big data movement in online cloud 
environment is discussed in section 3. Section 4 explains the experimental setup and results. Finally, in section 5, we 
draw the conclusions and future works. 
2. Related Work 
In this section we discuss some of the approaches related to the data movement. To handle the traffic inside the 
data center mainly SDN is used. Programmable switches [4] gives the opportunity to handle the traffic based on 
different parameters such as load, deadlines etc. In literature there are many approaches such as DCTCP [10], 
D2TCP [11] and D3 [12] for minimizing the cost of data movement inside the data center. These approaches mainly 
focus on efficient transfer of data from one node to another which are located at a single geographical location. 
These approaches modify the topology and connection establishment and maintenance of the data center network. 
These approaches may not suit for the inter data center traffic. Because these are the modification to the existing 
TCP (Transmission Control Protocol) which give the connection oriented and reliable data transfer. These 
approaches give ways of connection establishment and failure recovery or uninterrupted transfer of data from one 
node to another which is connected to a data center at a particular geographic location. 
In literature there are approaches which can be divided into two broad categories. First category is where data 
migration cost is reduced by modifying the data transfer strategy. In this category different approaches explain the 
way to move data. This includes [13], [14] and [15], which explains the cost minimization approaches for data 
movement. Pandora [16], gives an optimal cost solution for transferring large amount of data from one data center to 
the other geographically distant data center. This approach finds the optimal cost considering physical shipment of 
disks as well as the online data transfer. Whichever medium is low cost in the given time, it selects based on the cost 
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calculation considering both the physical as well as online approach. Problem with this approach is conventional 
physical shipment is not an efficient solution to transfer large volumes of data. 
 
Next category is of smart placement of data to reduce the data movement cost. Work done by Yu Wu et al. [17], 
gives a solution to smartly place the data at each data center to minimize the data movement. This approach is best 
suited for the application hosting the videos. This approach considers the user interests and the predictions for 
different users. Based on these parameters it places the data near to the location of potential users of the data. Volley 
[18] by Microsoft Team gives a solution to data placement to reduce the data movement between geo-distributed 
data center. This work takes server logs as input and gives the decision for the data placement. Similar approaches 
[19] and [20] also give the data placement strategy for reduction of cost with genetic algorithm for scientific work 
flows and Data Center Re-sizing (DCR) respectively.   
Work [21] overviews the complete database migration to the cloud environment. This work explains different 
stages to be followed while migrating large data to the cloud environment. Koong Wah Yan et al. discuss the 
problems and the experience they had while migrating data for Malaysia Government in their work [22]. This work 
focuses on different types of data and different problems related to them which needed to be taken care of while 
migrating the data. IBM Active Cloud Engine (ACE) along with caching methods migrate large amount of data 
without any downtime of the application. Work by Pawan Nahar et al. [23], explains the use of IBM Scale Out 
Network Attached Storage (SONAS) and ACE to migrate the data in the form of NFS (Network File System) and 
Common Internet File System (CIFS) shares. Yu Wu et al. [24] propose a SDN based architecture which make use 
of OpenFlow APIs to transfer bulk data in the data center. This approach makes sure that network traffic is handled 
carefully and large volume of data is transferred with efficient utilization of network. 
These all approaches focus differently on the issue of data migration. Major problem with these approaches is not 
having a generic solution to the data migration problem. Each approach is best suited for the specific scenario or a 
specific data set. Also, the conventional physical shipping of hard drives is not efficient. There is a need of an 
efficient online algorithm to migrate bulk of data between geo-distributed data centers. 
3. System Model for Data Movement 
This section explains about the system architecture of the geographically distributed data centers and the 
proposed algorithm to minimize the cost of data aggregation. As discussed in previous sections, to improve the 
services, CSPs distribute the data across the geographically distant data centers. These data centers are connected by 
the special WAN links which are mainly fiber optic cables and can allow the data to be transferred at the rate of 
GBPS (Giga Byte Per Seconds). These links are used for all the traffic between the data centers. Each data center 
continuously communicate to all the data centers for either the request coming from the users or to keep the 
distributed data synchronized with all the other data centers. At peak hours of the application, requests can be 
redirected to another data center to balance the load. For backup and security purposes data is stored at multiple 
locations in the form of replicas. These replicas need to updated if data changes in one of the replicas.  
Considering this existing traffic in the network, available bandwidth needs to be utilized efficiently. The 
processes such as log data analysis or the sensor data analysis need to be done in such a way that overall bandwidth 
cost can be reduced. We cannot shut down the running applications and do the data analysis. To process this data 
efficiently, we aggregate the data at a particular site using the graph model and the proposed algorithm explained in 
further subsections. 
3.1.  Graph Model 
This subsection explains about the graph model we have designed for the system of geographically distributed 
data centers. We consider system of geographically distributed data centers as a directed complete graph. Each node 
represents a data center. These geographically distributed data centers are connected by high speed links which are 
the edges of the graph. Figure 1 shows the graph model. Nodes D1, D2, D3 and D4 are data centers. We have 
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considered system of four geo-distributed data centers. Links connecting each of the nodes are special WAN links 
with high bandwidth. As shown in figure each link Is associate with a weight. This weigh is the cost of transferring 
data thorough the link. W(1, 2) shows the cost of transferring data from node 1 to node 2. Calculation of this cost is 
discussed in next subsection. 
 
 
Fig. 1. Proposed Graph Model. 
Cost from one node to another may not be same in both the directions because of the data size at each node can 
be different. Suppose a link connection two nodes. One of the two nodes has larger size of data than the other. If the 
bandwidth cost is same, then the link going out from the node having larger data size will have more weight. Now, 
about the bandwidth cost, it may differ because of the services it is providing such as QoS (Quality of Service). Two 
links having same bandwidth can have different usage costs.   
In our model we consider a complete data center as a node. We assume that the data from all the VMs (Virtual 
Machines) will be available at a single point which is ready to be transferred. There might be several VMs hosting 
the same application. As there are large number of users of web application, it requires more number of VMs to 
serve requests. These VMs can be on the same or different servers inside a data center. At a single geographical 
location, we can have all the data stored at one location or accessible from a single location. Because of replication 
data at the same geographical location is not beneficial in case of natural disasters. Generally, replication of the data 
happens at geographically distributed locations. This avoids the single point of failure and helps in load balancing 
and recovery procedures. 
3.2. Proposed Algorithm 
In this subsection proposed algorithm has been explained. We mainly consider two types of costs for migrating 
data from one node to the other. First is data transfer cost and second is data storage cost. Data transfer cost (CDT) is 
the cost of transferring data from one node to the other. Data Storage Cost (CDS) is the cost of storing data at the 
destination node.    
We propose algorithm 1 for optimization of data migration cost, and it is shown in Figure 2. This algorithm can 
be mainly divided into two steps. Lines 1 to 6 give the step 1 which minimizes the bandwidth cost and line 7 
explains the step 2 which minimizes the total data aggregation cost.   
  
Step 1 Minimization of Bandwidth Cost: 
 
We create a matrix BWCostMatrix of size n × n. This matrix contains bandwidth cost of transferring unit data 
from one node to another. 
   
BWCostMatrix(i, j) = cost of bandwidth to  transfer unit data from the ith node to the jth node 
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Suppose, we want to send data from a node A to node B. And there is node C such that cost of transferring data 
through node C is less than the cost of transferring data directly from node A to node B. 
 
 
Fig. 2. Proposed Algorithm. 
If the alternative path A→C→B has less cost than A→B then corresponding entry in the BWCostMatrix will be 
updated with new cost. This matrix gives us the minimum bandwidth cost of transferring unit data from any node to 
any other node of the graph.   
 
Step 2 Calculation of Total Migration Cost: 
 
We create another matrix of the same size nn as of BWCostMatrix, where n is the number of node of the 
graph.This matrix is CostMatrix. An (i, j)th element of CostMatrix represents cost of transferring data from ith node 
to the jth node. This value is sum of data transfer cost and data storage cost.   
 
CostMatrix(i, j) = CDT(i, j) + CDS(i, j)                                                                                                (1)    
 
We can calculate the cost of data transfer by multiplying the size of data with the corresponding entry of the 
BWCostMatrix. For example, if we want to calculate the cost of transferring data from node 1 to node 2, we can 
calculate it by multiplying the (1, 2)th entry of BWCostMatrix with the size of data at node 1. With this we can 
calculate the total cost of migration using equation 1.  
In online cloud environment, all the parameters such as data size at each node, available bandwidth between any 
two nodes will be changing over a period of time. We run this algorithm periodically to find out the aggregation site 
for that time slot. We have considered one hour as the time slot. Once the data is aggregated at a node, it can be 
processed at that node. Using the results CSP can take the appropriate decisions. After processing the data we can 
delete the data aggregated as the all the nodes will already be having the data and we have the required results. This 
makes the decision of the current aggregation site independent of the previous aggregation site. 
4. Experimental Results 
This section explains the experimental setup we did to implement the proposed algorithm. We further analyze the 
results of the experiment. Data center environment has been simulated using JAVA programming language. We 
setup a system of four data centers and calculate the cost of data aggregation.  
4.1. Experimental Setup 
We have carried out the simulation on a machine with Intel i7 3.4GHz quad core processor with 8 GB RAM. In 
our simulation, we have considered 4 data centers having data of different sizes stored on each. Each data center is 
having processing power in range of [1000, 1500] MIPS. Each data center is connected to each of the remaining 
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three data centers with the links having different available bandwidths in the range of [5, 20] MBPS and different 
bandwidth costs in the above ranges. Cost of data processing and data storage is also considered as different at each 
data center. These values change over a period of time as the cloud environment simulated is supposed to host the 
live applications. We have considered one hour as the time slot for these parameters.  
We consider the cost of storing 1 GB data at a server is in between [0.01, 0.1]$/h. Bandwidth cost of 1GBPS is 
considered in between [0.05, 0.2]$/h. 
4.2. Results and Analysis 
First we collect the results of proposed algorithm in offline cloud environment to show that the algorithm gives 
better results than the fixed aggregation site. Then we conduct experiments in a online cloud environment, where 
system parameters such as bandwidth between any two data centers, data size at a particular location are changing 
over a period of time. In this scenario also, we compare the cost of aggregation of data using proposed algorithm 
with the cost of aggregation at fixed site.   
 
Fig. 3. Costs of the data aggregation in offline cloud environment. 
Figure 3 shows the comparison of the data aggregation in offline cloud environment. We compare the cost of data 
aggregation at a fixed site with the highest size of data and cost of aggregation with proposed algorithm. We 
increase the size of data at each location randomly. Available bandwidth between any two data centers is fixed. 
Total size of data after aggregation is kept in multiples of 10 for convenience. The data is aggregated at a site, which 
already have the largest site and data is also aggregated based on result of the proposed algorithm. Cost of the data 
aggregation is more for the fixed site approach .This graph clearly shows that only data size cannot determine the 
optimal data aggregation cost and the site of aggregation. We need to consider the data storage cost also. In some 
cases both the approaches give same aggregations site, but this will not be always true.  
We implement the same algorithm in online cloud environment. Here, bandwidth between any two nodes and 
data size at each data center is changing over a period of time. We mainly consider the log data or the data which is 
not directly related to the application (data which has to be replicated and need to be in sync with all the data 
centers). So once the data is processed we can just store the results no need to collect the data from all the data 
centers at keep them at the aggregation site. Based on the results we can take the necessary action to improve the 
service. Hence, we run the algorithm after a particular time slot, which we have taken as an hour. 
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Fig. 4. Costs of the data aggregation using site with highest data size and proposed algorithm. 
Figure 4 shows the results of the experiments in five time slots for different data sizes and different available 
bandwidths between the data centers. Data is aggregated at a site currently having largest size of data and compared 
with data aggregation using proposed algorithm. While running the algorithm we consider the data collected in 
between the current time and the time of previous run of the proposed algorithm. Results in this case also show that 
the proposed algorithm gives better results than the fixed size approach.   
 
 
Fig. 5. Costs of the data aggregation using site with lowest data storage cost and proposed algorithm 
In another experiment, we aggregate the data at a site with the lowest storage cost and with the proposed 
algorithm. Figure 5 shows the comparison of the costs for aggregating data with both approaches. Data storage cost 
can be lower at a particular site, but the size of data at all the locations affect the decision of the aggregation site. So 
site having lower storage cost may not be the optimal cost aggregation site.   
Experimental results show that consideration of parameters like data size, bandwidth and storage cost is 
necessary to come to the decision of the optimal cost aggregation site. In online cloud environment parameters such 
as available bandwidth between two data centers and the size of data aggregated changes over a period of time as the 
data centers are hosting live applications. These live applications generate large amount of data in the form of 
application data and also the log data.  
1565 Prasad Teli et al. /  Procedia Technology  24 ( 2016 )  1558 – 1565 
 
5. Conclusion 
One of the challenges of big data is big data migration. To transfer large amount of data from one geographic 
location to other is a costly task. Processing the data at geo-distributed data centers takes too much of the bandwidth. 
The network bandwidth of the data centers need to be utilized efficiently. As the traffic of live application data also 
occupies the bandwidth of inter data center network, remaining bandwidth needs to be utilized efficiently. This 
paper gives an efficient algorithm which for the decision of the aggregation of such geo-distributed data. We give a 
solution to the costly processing of data located at geo-distributed data centers by first aggregation them. This gives 
a low cost solution than the direct processing with distributed frameworks like MapReduce. Our future work is to 
implement the proposed approach in real time cloud environment. We also plan to implement the proposed approach 
for the live application data. Application data is very large as compared to the log data, it also requires processing. 
This data also takes a lot of bandwidth of inter data center network. 
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