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A FINITENESS PROPERTY FOR PREPERIODIC POINTS OF
CHEBYSHEV POLYNOMIALS
SU-ION IH AND THOMAS TUCKER
Abstract. Let K be a number field with algebraic closure K, let S be a finite
set of places of K containing the archimedean places, and let ϕ be a Chebyshev
polynomial. We prove that if α ∈ K is not preperiodic, then there are only
finitely many preperiodic points β ∈ K which are S-integral with respect to α.
1. Introduction
Let K be a number field with algebraic closureK, let S be a finite set of places of
K containing the archimedean places, and let α, β ∈ K. We say that β is S-integral
relative to α if no conjugate of β meets any conjugate of α at primes lying outside
of S. More precisely, this means that for any prime v /∈ S and any K-embeddings
σ : K(α) −→ Kv and τ : K(α) −→ Kv, we have{ |σ(β) − τ(α)|v ≥ 1 if |τ(α)|v ≤ 1 ; and
|σ(β)|v ≤ 1 if |τ(α)|v > 1 .
Note that this definition extends naturally to the case where α is the point at
infinity. We say that β is S-integral relative to the point at infinity if |σ(β)|v ≤ 1
for all v /∈ S and all K-embeddings σ : K(β) −→ Kv. Thus, our S-integral points
coincide with the usual S-integers when α is the point at infinity.
In [BIR], the following conjecture is made.
Conjecture 1.0.1 (Ih). Let K be a number field, and let S be a finite set of places
of K that contains all the archimedean places. If ϕ : P1K −→ P1K is a nonconstant
rational function of degree d > 1 and α ∈ P1(K) is non-preperiodic for ϕ, then
there are at most finitely many preperiodic points β ∈ P1(K) that are S-integral
with respect to α.
In [BIR], it is proved that this conjecture holds when ϕ is a multiplication-by-
n (for n ≥ 2) map on an Gm or on an elliptic curve. Recently, Petsche [Pet07]
has proved the conjecture in the case where the point α is in the v-adic Fatou set
at every place of K. A similar problem, dealing with points in inverse images of
a single point rather than with preperiodic points, has been treated by Sookdeo
[Soo07].
In this paper, we show that this conjecture is true for Chebyshev polynomials.
That is, we prove the following, where we note that α may lie on the Julia set.
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Theorem 1.0.2. Let ϕ be a Chebyshev polynomial. Let K be a number field, and
let S be a finite set of places of K, containing all the archimedean places. Suppose
that α ∈ K is not of type ζ + ζ−1 for any root of unity ζ. Then the following set
A1ϕ,α,S := {x ∈ Q : x is S-integral with respect to α and is ϕ-preperiodic}
is finite.
This will follow easily from the following theorem.
Theorem 1.0.3. Let (xn)
∞
n=1 be a nonrepeating sequence of preperiodic points for
a Chebyshev polynomial ϕ. Then for any non-preperiodic α in a number field K
and any place v of K, we have
(1.1) hˆv(α) = lim
n→∞
1
[K(xn) : K]
∑
σ:K(xn)/K →֒Kv
log |σ(xn)− α|v,
where σ : K(xn)/K →֒ Kv means that σ is an embedding of K(xn) into Kv, fixing
K, here and in what follows.
Indeed, we will prove Theorem 1.0.3 slightly more generally for any α ∈ K if
v 6 |∞, while for any α 6= −2, 0, or 2 if v|∞. (Note that the proof of Proposition 4.1.3
actually works for any α ∈ [−2, 2]−{−2, 0, 2}.) The proof of Theorem 1.0.2 is then
similar to the proof for Gm given in [BIR]. Specifically, the proof of Theorem 1.0.3
breaks down into various cases, depending on whether or not the place v is finite
or infinite and whether or not the point α is in the Julia set at v. The fact that the
invariant measure for Chebyshev polynomials is not uniform on [−2, 2] provides a
slight twist.
The proof of Theorem 1.0.3 is fairly simple when v is nonarchimedean. Likewise,
when v is archimedean but α is not in the Julia set at v, the proof follows almost
immediately from an equidistribution result for continuous functions (see [Bil97]).
When v is archimedean and α is in the Julia set at v, however, the proof becomes
quite a bit more difficult. In particular, it is necessary to use A. Baker’s theorem on
linear forms in logarithms (see [Bak75]). We note that in all cases, our techniques
are similar to those of [BIR].
The derivation of Theorem 1.0.2 from Theorem 1.0.3 goes as follows: suppose,
for contrary, that Theorem 1.0.2 were to be false. Then we may further assume
that the sequence (xn)
∞
n=1 in Theorem1.0.3 is a sequence of α-integral points. Then
we have
0 < ĥ(α)
=
∑
places v of K
ĥv(α)
=
∑
places v of K
lim
n→∞
1
[K(xn) : K]
∑
σ:K(xn)/K →֒Kv
log |σ(xn)− α|v
= lim
n→∞
1
[K(xn) : K]
∑
places v of K
∑
σ:K(xn)/K →֒Kv
log |σ(xn)− α|v
= 0,
where the equality on the third line comes from Theorem 1.0.3, the integrality
hypothesis on the xn enables us to switch
∑
places v of K and limn→∞ to get the
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equality on the fourth line, and the last equality is immediate from the product
formula. This is a contradiction.
2. Preliminaries
2.1. The Chebyshev polynomials.
Definition.
P1(z) := z, P2(z) := z
2 − 2; and
Pm+1(z) + Pm−1(z) = zPm(z) for all m ≥ 2.
Then a Chebyshev polynomial is defined to be any of the Pm (m ≥ 2).
These polynomials satisfy the following properties (see [Mil99, Section 7]).
(1) For any m ≥ 1, Pm(ω + ω−1) = ωm + ω−m, equivalently Pm(2 cos θ) =
2 cos(mθ), where ω ∈ C× and θ ∈ R.
(2) For any ℓ,m ≥ 1, Pℓ ◦ Pm = Pℓm.
(3) For any m ≥ 3, Pm has m − 1 distinct critical points in the finite plane,
but only two critical values, i.e., ±2.
2.2. The dynamical systems of Chebyshev polynomials.
Definition. Let ϕ be a Chebyshev polynomial. The dynamical system induced by
ϕ on P1 (or A1) is called the (Chebyshev) dynamical system with respect to ϕ or
the ϕ-dynamical system. If ϕ is clearly understood from the context, we simply call
it a Chebyshev dynamical system without reference to ϕ.
Proposition 2.2.1. For any Chebyshev polynomial ϕ, the Julia set of the dynam-
ical system induced by ϕ (resp. −ϕ) is [−2, 2], which is naturally identified as a
subset of the real line on the complex plane.
Proof. See [Mil99, Section 7].
Proposition 2.2.2. Let ϕ be a Chebyshev polynomial. Then the finite preperiodic
points of the ϕ-dynamical system are the elements of K of the form ζ + ζ−1, where
ζ is a root of unity.
Proof. Take an element z ∈ K. Then there is some a ∈ K such that z = a+ 1a , as
can be seen by finding a such that a2−az+1 = 0. Note that a cannot be zero. Now
if a is not a root of unity, then there is some place w of K(a) such that |a|w > 1.
Thus, letting m = degϕ (≥ 2), we have
|ϕk(z)|w =
∣∣∣∣amk + 1amk
∣∣∣∣
w
> |a|mkw − 1,
so |ϕk(z)|w goes to infinity as k →∞. Hence z cannot be preperiodic.
Conversely, if z = ζ+ζ−1, where ζ is a root of unity then there are some positive
integers j 6= k such that ζmk = ζmj , which gives
ϕk(z) = ζm
k
+
1
ζmk
= ϕj(z),
so z is preperiodic for ϕ. 
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2.3. The canonical height attached to a dynamical system. Let ϕ be a
Chebyshev polynomial of degree m and let v be a place of a number field K. We
define the local canonical height hˆv(α) of a point α ∈ Kv associated to ϕ at any
place v of K as
(2.2) hˆv(α) = lim
k→∞
logmax(|ϕk(α)|v , 1)
mk
.
This local canonical height has the property that
hˆv(ϕ(α)) = mhˆv(α)
for any α ∈ Kv (see [CG97] for details). Note that if v is a nonarchimedean
place, then the Chebyshev dynamical system has good reduction at v and we have
hˆv(α) = logmax(|α|v, 1).
When α ∈ K, we have
(2.3) hˆ(α) =
∑
places v of K
hˆv(α),
where the left-hand side is the (global) canonical height of α associated to ϕ.
In the case of the places v | ∞, we will use the ϕ-invariant measure µv := µv,ϕ
(see [Lyu83]) for ϕ to calculate these local heights. It is worth noticing this is not
a uniform measure on [−2, 2], unlike in the case of the dynamical system on P1
with respect to the map z 7→ z2, in which case the measure at archimedean places
is the uniform probability Haar measure on the unit circle centered at the origin
(see [Bil97]). The measure has more mass toward the end/boundary points ±2 of
the Julia set [−2, 2]. Further, the kernel 1π 1√4−x2 has singularities at the extreme
points ±2.
When v|∞, we have the following formula for the local height at v (see [PST05,
Appendix B] or [FRL06]) for any α ∈ C:
(2.4) hˆv(α) =
∫
C
log |z − α|v dµ(z),
where µ := µv,ϕ is the unique ϕ-invariant measure with support on the Julia set of
ϕ at v.
Since any root of unity ξk, say e
2πi/k, is preperiodic for the the map sending z to
zm, we see that ξk + ξ
−1
k = 2 cos(2π/k) is preperiodic for ϕ. Now, the preperiodic
points of ϕ are equidistributed with respect to µ (see [Lyu83, BH05]), so for any
continuous function f on [−2, 2] we have
lim
k→∞
1
k
k∑
j=1
f(2 cos(jπ/k)) =
∫
C
f dµ.
Thus dµ is the push-forward of the the uniform distribution on [0, π] under the map
θ 7→ 2 cos θ, thus
dµ(x) =
1
π
d
dx
cos−1(x/2) dx =
1
π
1√
4− x2 dx.
Thus, (2.4) becomes
(2.5) hˆv(α) =
1
π
∫ 2
−2
1√
4− x2 log |x− α|v dx
for any α ∈ C.
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3. Archimedean places
3.1. A counting lemma. Let K be a number field, and let I ⊂ [−2, 2] be an
interval. For any root of unity ζ ∈ K, write xζ := ζ + ζ−1. Let
N(xζ , I) := #{σ(xζ) ∈ I : σ ∈ Gal
(
K(xζ)/K
)}.
Lemma 3.1.1. Keep notation just above. Let −2 ≤ c < d ≤ 2, and let I := (c, d]
be an interval. Then for any real 0 < γ < 1 and any root of unity ζ ∈ K,
(3.6) N(xζ , I) =
[K(xζ) : K]
π
(
cos−1
c
2
− cos−1 d
2
)
+ Oγ
(
[K(xζ) : K]
γ
)
where cos−1 : [−1, 1]→ [0, π] is the arccos function. In particular, when −2 < c <
d < 2, we may write
(3.7) N(xζ , I) ≤M [K(xζ) : K](d− c) +Oγ
(
[K(xζ) : K]
γ
)
where M :=Mc,d is the supremum of
1√
4−x2 on (c, d].
Proof. Write ζ = e2πi
a
N , where N is a positive integer and 1 ≤ a ≤ N . Then note
xζ ∈ I ⇐⇒ e2πi aN + e−2πi aN ∈ I
⇐⇒ cos
(
2π
a
N
)
∈
( c
2
,
d
2
]
⇐⇒ a ∈ N
2π
[
cos−1
d
2
, cos−1
c
2
)
.
Then (3.6) follows immediately from [BIR, Prop. 1.3]. To see that (3.7) holds, note
that the derivative of the function cos−1(x/2) is 1√
4−x2 . Thus, (3.7) is a consequence
of (3.6) and along with the Mean Value Theorem from calculus. 
Remark. In the above, more precisely, we may define M to be the supremum
of 1π
1√
4−x2 on (c, d]. However, this difference will not matter for our later purpose.
So we will keep the above choice for M .
3.2. Baker’s lower bounds for linear forms in logarithms. Here we state the
theorem on Baker’s lower bounds for linear forms in logarithms, (see [Bak75][A. Baker,
Thm. 3.1, p. 22]).
Theorem 3.2.1 (Baker). Suppose that e2πiθ0 ∈ Q. Then there exists a constant
C := C(θ0) > 0 such that for any coprime a,N ∈ Z (N 6= 0 or ±1) with aN 6= θ0,∣∣∣ a
N
− θ0
∣∣∣ ≥ M−C
where M := max(|a|, |N |).
Proof. ∣∣∣ a
N
− θ0
∣∣∣ = 1
2π
∣∣∣ a
N
· 2πi− 2πiθ0
∣∣∣.
Then apply Baker’s theorem to the absolute value of the right hand side and adjust
the resulting constant for 12π . (Also recall that N 6= 0 or ±1.) 
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4. The main theorem and its variant
4.1. The main theorem and its proof. We will prove Theorem 1.0.3 by breaking
it into several cases. We begin with the case where the place v is finite. For the
sake of precision, we will state when we need α to be in K and when it suffices that
it be in Kv.
Proposition 4.1.1. Let (ζn)
∞
n=1 be a sequence of distinct roots of unity, and write
xn := ζn + ζn
−1 for any n ≥ 1. If v is finite, then for any α ∈ Kv, we have
(4.8) hˆv(α) = lim
n→∞
1
[K(xn) : K]
∑
σ:K(xn)/K →֒Kv
log |σ(xn)− α|v.
Proof. If |α|v > 1, then |σ(xn) − α|v = |α|v. Thus, (4.8) is immediate. Now,
suppose that |α|v ≤ 1. Let r < 1 be a real number. Let xm and xn satisfy that
|xm − α|v ≤ r and |xn − α|v ≤ r. Then observe
r ≥ |(xm − α)− (xn − α)|v
= |xm − xn|v
=
∣∣∣(ζm − ζn)− ζm − ζn
ζmζn
∣∣∣
v
= |ζm − ζn|v |1− (ζmζn)−1|v
= |1− ζ−1m ζn|v |1 − (ζmζn)−1|v.
Hence either |1− ζ−1m ζn|v ≤
√
r or |1− (ζmζn)−1|v ≤
√
r. In the first (resp. second)
case it follows that ζ−1m ζn (resp. (ζmζn)
−1) must have order equal to a power of
the prime number ∈ Z lying below v, and that there are only finitely many choices
for ζ−1m ζn (resp. (ζmζn)
−1) in the first (resp. second) case. Thus, for any real
r < 1, there are only finitely many indices n ≥ 1 such that |xn − α|v ≤ r, which
immediately implies the desired convergence in this case. 
We now treat the archimedean v for which α is outside the Julia set at v.
Proposition 4.1.2. Let xn be as in Proposition 4.1.1. If v is archimedean, then
for any α ∈ C− [−2, 2], we have
hˆv(α) = lim
n→∞
1
[K(xn) : K]
∑
σ:K(xn)/K →֒Kv
log |σ(xn)− α|v.
Proof. From (2.4), we have∫
C
log |z − α|v dµv(z) = hˆv(α),
where µv := µv,ϕ is the invariant measure for ϕ at v. This measure is supported
on [−2, 2], so if g is a function on C that agrees with log |z − α| on [−2, 2] we have
(4.9)
∫
C
g(z)dµv(z) = hˆv(α).
Let ǫ = minw∈[−2,2] |w − α| (note that ǫ 6= 0 since α /∈ [−2, 2]) and define g(z) as
g(z) = min
(
logmax(|z − α|, ǫ), log(|α|+ 2)
)
.
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Then g is continuous and bounded on all of C and agrees with log |z−α| on [−2, 2].
By [Bil97, Theorem 1.1], we have∫
C
g(z) dµv(z) = lim
n→∞
1
[K(xn) : K]
∑
σ:K(xn)/K →֒Kv
g(σ(xn)).
Since all xn ∈ [−2, 2], this finishes the proof, using (4.9). 
Now, we come to the most difficult case.
Proposition 4.1.3. Let xn be as in Proposition 4.1.1. If v|∞ and α ∈ [−2, 2] is
not preperiodic, then we have
hˆv(α) = lim
n→∞
1
[K(xn) : K]
∑
σ:K(xn)/K →֒Kv
log |σ(xn)− α|v.
Proof. We may assume that α ∈ K. If v is archimedean and α ∈ K is in [−2, 2],
then we have hˆv(α) = 0. This follows from the fact that ϕ maps [−2, 2] to itself, so
if α ∈ [−2, 2], then |ϕn(α)|v is bounded for all n, so hˆv(α) = 0 by (2.2).
Note |x|v = |τ(x)| for all x ∈ C, where τ : K(x)/K →֒ C is associated to v
and | · | is the usual absolute value on C. To simplify our notation, we will fix one
v|∞, suppress v in the notation of the absolute value, and use | · | according to this
observation, i.e., without loss of generality we will prove this theorem for the place
v equal to the usual absolute value (|z| = √zz, z ∈ C). However, we will keep v in
the notation of the local height hˆv to avoid any confusion with the global height hˆ.
We may write α = e2πiθ0 + e−2πiθ0 = 2 cos(2πθ0), where θ0 ∈ (− 12 , 12 ]. Note α
cannot be equal to −2, 2, or 0 since we assume that α is not preperiodic. Note that∫ ǫ
0
log
(
t
ǫ
)
dt = −ǫ for any ǫ > 0.
Write
x = e2πiθ + e−2πiθ = 2 cos(2πθ); and
xn = e
2πi a
N + e−2πi
a
N = 2 cos
(
2π
a
N
)
where a and N(6= 0) are integers (depending on n ≥ 1), and
∣∣ a
N
∣∣ ≤ 1.
We recall that hˆv(α) = 0 since for any α in [−2, 2], the quantity |P km(α)| is
bounded for all k ≥ 1. Thus, we have
(4.10)
1
π
∫ 2
−2
1√
4− x2 log |x− α| dx = 0.
Hence it will suffice to show, for all n≫ 1, that the quantity
(4.11)
1
[K(xn) : K]
∣∣∣∣∣ ∑
σ:K(xn)/K →֒C
log |σ(xn)− α|
∣∣∣∣∣
can be made sufficiently small.
Fix ǫ > 0. By (4.10), we have
(4.12)
∣∣∣∣∣
∫ α+δ
α−δ
1√
4− x2 log |x− α| dx
∣∣∣∣∣ < ǫ,
i.e., sufficiently small for all sufficiently small δ > 0.
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Let gδ(z) = logmax(|z−α|, δ). By (4.12) and the fact that 0 > gδ(x) > log |x−α|
for x ∈ [α− δ, α+ δ], we see that
(4.13)
∣∣∣∣∣
∫ 2
−2
1√
4− x2 gδ(x) dx
∣∣∣∣∣ < ǫ.
By the equidistribution theorem of Baker/Rumely ([BR06]), Chambert-Loir ([CL06])
and Favre/ Rivera-Letelier ([FRL06]), we see that for all sufficiently large n, the
quantity
(4.14)
∣∣∣∣∣∣
( 1
π
∫ 2
−2
1√
4− x2 gδ(x) dx
)
−
( 1
[K(xn) : K]
∑
σ:K(xn)/K →֒C
gδ(σ(xn))
)∣∣∣∣∣∣
is sufficiently small. Thus, by (4.13) it suffices to show that
1
[K(xn) : K]
∣∣∣∣∣ ∑
σ:K(xn)/K →֒C
(
log |σ(xn)− α| − gδ(σ(xn))
)∣∣∣∣∣
is sufficiently small for all n≫ 1 and all sufficiently small δ > 0. Since log |σ(xn)−
α| = gδ(σ(xn)) outside of [α− δ, α+ δ], it in turn it suffices to show that
(4.15)
1
[K(xn) : K]
∣∣∣∣∣ ∑
σ:K(xn)/K →֒C
σ(xn)∈[α−δ,α+δ]
(
log |σ(xn)− α| − gδ(σ(xn))
)∣∣∣∣∣
is sufficiently small for all n≫ 1 and all sufficiently small δ > 0.
Now, when δ > 0 is small and x is in [α−δ, α+δ], we have 0 > gδ(x) ≥ log |x−α|
and the quantity (4.15) is bounded above by
(4.16)
1
[K(xn) : K]
∣∣∣∣∣ ∑
σ:K(xn)/K →֒C
σ(xn)∈[α−δ,α+δ]
log |σ(xn)− α|
∣∣∣∣∣.
Hence, finally it suffices to show that (4.16) is sufficiently small whenever n is
sufficiently large and δ > 0 is sufficiently small.
If we choose δ > 0 sufficiently small, we may assume that
(4.17) min
x∈[α−δ,α+δ]
(
1√
4− x2
)
≥ 1
2
max
x∈[α−δ,α+δ]
(
1√
4− x2
)
.
We define M as
(4.18) M := max
x∈[α−δ,α+δ]
(
1√
4− x2
)
Choose a large positive integer D. For any 1 ≤ i ≤ D denote by Si the interval
[α− δ + (i − 1)(δ/D), α− δ + i(δ/D)].
Given any n≫ 1, let Ni := Ni(n) denote the number of σ(xn)’s belonging to Si.
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Note that log |σ(xn)−α| ≤ 0, whenever σ(xn) belongs to any of the Si (1 ≤ i ≤
D). For any 1 ≤ i ≤ D − 1, on Si we have
1
[K(xn) : K]
∣∣∣∣ ∑
σ:K(xn)/K →֒C
σ(xn)∈Si
log |σ(xn)− α|
∣∣∣∣
≤M(δ/D)
∣∣∣ log |(D − i)(δ/D)|∣∣∣+O( 1√
[K(xn) : K]
) ∣∣∣ log ((D − i)δ/D)∣∣∣
(by Lemma 3.1.1 with γ = 1/2)
≤ 2
∣∣∣∣∣
∫
Si+1
(M/2) log |x− α| dx
∣∣∣∣∣+O
(
1√
[K(xn) : K]
) ∣∣∣ log ((D − i)δ/D)∣∣∣
≤ 2
∣∣∣∣∣
∫
Si+1
1√
4− x2 log |x− α| dx
∣∣∣∣∣ +O
(
1√
[K(xn) : K]
) ∣∣∣ log ((D − i)δ/D)∣∣∣
(by (4.17) and (4.18)) .
Summing up over all 1 ≤ i ≤ D − 1 and applying (4.12) we obtain
1
[K(xn) : K]
∣∣∣∣∣ ∑
σ:K(xn)/K →֒C
σ(xn)∈[α−δ,α−(δ/D)]
log |σ(xn)− α|
∣∣∣∣∣
≤ 2ǫ+ 1√
[K(xn) : K]
C2D
(∣∣ log(δ/D)∣∣+ logD),
(4.19)
for some constant C2 > 0 independent of n and D.
Similarly, we see that
1
[K(xn) : K]
∣∣∣∣∣ ∑
σ:K(xn)/K →֒C
σ(xn)∈[α+(δ/D),α+δ]
log |σ(xn)− α|
∣∣∣∣∣
≤ 2ǫ+ 1√
[K(xn) : K]
C3D
(∣∣ log(δ/D)∣∣+ logD),
(4.20)
for some constant C3 > 0 independent of n and D. Since | log(1/D)| and logD
grow more slowly than any power of D, we see that quantities (4.19) and (4.20)
can be made sufficiently small when D is large and [K(xn) : K] ≥ D4.
Now, for all sufficiently small δ > 0, we have
0 ≥ log |xn − α| = log
∣∣2 cos(2π a
N
)
− 2 cos(2πθ0)
∣∣ ≥ log ∣∣∣ a
N
− θ0
∣∣∣+O(1)
for all xn ∈ [α− δ, α+ δ]. When N is sufficiently large, Theorem 3.2.1 thus yields
0 ≥ log |xn − α| ≥ −C4logN +O(1)
where C4 > 0 is a constant independent of n. This inequality is true not only for
xn itself, but also for all its K-Galois conjugates that belong to [α− δ, α+ δ], i.e.,
after readjusting C4 if necessary, we have
(4.21) 0 ≥ log |σ(xn)− α| ≥ −C4 logN
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for all σ(xn) ∈ [α− δ, α+ δ], where C4 > 0 is a constant independent of (all) n≫ 1.
Thus, it follows from (3.7) (again with γ = 1/4) that we have
1
[K(xn) : K]
∣∣∣∣∣ ∑
σ:K(xn)/K →֒C
σ(xn)∈[α−(δ/D),α+(δ/D)]
log |σ(xn)− α|
∣∣∣∣∣
≤ C4M(δ/D) logN + C5 logN
[K(xn) : K]1/2
(4.22)
where C5 > 0 is a constant.
Write φ for the Euler function, and suppose that N ≫ 1. Note that
[K(xn) : K] ≥ [Q(xn) : Q]
[K : Q]
=
φ(N)
[K : Q]
and φ(N) ≥ √N (see [HW79, page 267, Thm 327]), and hence that [K(xn) : K] 12 ≫
4
√
N . Now, let D = ⌊ 4√N⌋. (Note this choice of D is compatible with that of D
in (4.19) and (4.20).) Then, when N is sufficiently large, the right-hand sides of
(4.19) and (4.20) are both sufficiently small and the right-hand side of (4.22) is also
sufficiently small. Combining equations (4.19), (4.20), and (4.22) we then obtain
that
1
[K(xn) : K]
∣∣∣∣∣ ∑
σ:K(xn)/K →֒C
log |σ(xn)− α|
∣∣∣∣∣ is sufficiently small.
Thus, we must have limn→∞
∑
σ:K(xn)/K →֒C log |σ(xn)− α| = 0, as desired. 
The proof of Theorem 1.0.3 is now immediate since the Propositions above cover
all v and all non-preperiodic α ∈ K. Now, we are ready to prove our main theorem,
Theorem 1.0.2.
Proof of Theorem 1.0.2. Let S be a finite set of places of K that includes all the
archimedean places. After extending S to a larger finite set if necessary, which only
makes the set A1ϕ,α,S larger, we may assume that S also contains all the places v
for which |α|v > 1. Then for any v /∈ S and any preperiodic point xn we have
(4.23) log |σ(xn)− α|v = 0 for any embedding σ : K(xn)/K −→ Kv.
Assume that (xn)
∞
n=1 is an infinite nonrepeating sequence in A
1
ϕ,α,S. Since we
can interchange a limit with a finite sum, we have
1
[K : Q]
hˆ(α) =
∑
v∈S
lim
n→∞
1
[K(xn) : Q]
∑
σ:K(xn)/K →֒Kv
log |σ(xn)− α|v
(by (2.3), (4.23), and Thm. 1.0.3)
= lim
n→∞
∑
v∈S
1
[K(xn) : Q]
∑
σ:K(xn)/K →֒Kv
log |σ(xn)− α|v (switching sum and limit)
= lim
n→∞
∑
places v of K
1
[K(xn) : Q]
∑
σ:K(xn)/K →֒Kv
log |σ(xn)− α|v (by (4.23))
= 0 (by the product formula).
(4.24)
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Since α is not preperiodic, however, we have hˆ(α) > 0. Thus, we have a contradic-
tion, so A1ϕ,α,S must be finite. 
4.2. A variant of the Chebyshev dynamical systems. We look at different
Chebyshev polynomials defined by the following recursion formula:
Q1(z) := z, Q2(z) := z
2 + 2; and
Qm+1(z)−Qm−1(z) = zQm(z) for all m ≥ 2.
The dynamical system induced by any of the Qm (m ≥ 2) on A1 (or P1) has
properties similar to those for the Chebyshev dynamical systems, for instance:
(i) The Julia set is equal to the interval [−2, 2] on the y-axis;
(ii) The preperiodic points are (either ∞ or) the points of type ζ − ζ−1, where
ζ is a root of unity.
(iii) The corresponding measures µv satisfy∫
P1(Cv)
log |z − α|v dµv =
{
logmax{|α|v, 1}, if v 6 |∞;
1
π
∫ 2
−2
1√
4−y2
log |yi− α|v dy, otherwise
where α ∈ K (K a number field), v is a place of K, and dy is the usual
Lebesgue measure on [−2, 2]. Note that the measure µv (v|∞) is supported
on the interval [−2, 2] on the y-axis.
It is then easy to see that arguments similar to the above prove the following:
Theorem 4.2.1. Let ψ be any of the Qm (m ≥ 2). Let K be a number field, and
let S be a finite set of places of K, containing all the infinite ones. Suppose that
α ∈ K is not of type ζ − ζ−1 for any root of unity ζ. Then the following set
A1ψ,α,S := {z ∈ Q : z is S-integral with respect to α and is ψ-preperiodic}
is finite.
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