During intense network activity in vivo, cortical neurons are in a high-conductance state, in which the membrane potential (V m ) is subject to a tremendous fluctuating activity. Clearly, this ''synaptic noise'' contains information about the activity of the network, but there are presently no methods available to extract this information. We focus here on this problem from a computational neuroscience perspective, with the aim of drawing methods to analyze experimental data. We start from models of cortical neurons, in which high-conductance states stem from the random release of thousands of excitatory and inhibitory synapses. This highly complex system can be simplified by using global synaptic conductances described by effective stochastic processes. The advantage of this approach is that one can derive analytically a number of properties from the statistics of resulting V m fluctuations. For example, the global excitatory and inhibitory conductances can be extracted from synaptic noise, and can be related to the mean activity of presynaptic neurons. We show here that extracting the variances of excitatory and inhibitory synaptic conductances can provide estimates of the mean temporal correlation-or level of synchrony-among thousands of neurons in the network. Thus, ''probing the network'' through intracellular V m activity is possible and constitutes a promising approach, but it will require a continuous effort combining theory, computational models and intracellular physiology.
Introduction
What does intracellular activity tell us about the activity of the embedding network? Can a link be drawn between the cellular and network dynamics based on the apparently stochastic aspects of neuronal activity? Indeed, neurons are subject to many different sources of noise [58] , which in combination with their excitability may significantly alter their integrative properties [29, 47, 56, 78, 97, 105, 108] (reviewed in [23] ). Of these different sources of noise, synaptic noise is clearly the most prominent one in activated states. In the cortex, synaptic noise originates from the seemingly random and sustained firing of individual cortical neurons Hz in awake animals; see [30, 60, 87, 90, 92] ), combined with their remarkably dense connectivity (tens of thousand synaptic inputs per neuron; see [18, 20, 21, 39, 93] ). Under these conditions, the membrane potential (V m ) of cortical neurons is depolarized (average V $ À65 mV compared to V $ À80 mV in quiescent states without synaptic noise) and shows high-amplitude fluctuations (V m standard deviation r V around 4 mV). In addition, this intense synaptic activity sets the cellular membrane into a high-conductance state, in which the input resistance is reduced by 3 to 5 times compared to quiescent states [2, 3, 8, 23, 67] .
To describe the impact of synaptic noise on neuronal dynamics, a variety of models were proposed. Such models cover a broad range of complexity, starting with integrateand-fire models [7, 11, 28, 53, 54, 98, 104] , stochastic membrane equations [51, 58, [99] [100] [101] , up to biophysically detailed models of single neurons with release activity at thousands of distributed individual synaptic terminals, each described by Poisson processes [5, 22, 43, 52, 70, [75] [76] [77] 96, 100] . An intermediate approach is to model synaptic noise with two global conductances described by stochastic processes [27] . This effective representation was shown to provide a compact description of the total conductance resulting from synaptic inputs. It captures the amplitude of the conductances, their standard deviation and spectral structure, as well as reproduces response properties typical of cortical neurons in vivo [27, 31, 69] . Another advantage of this representation is that synaptic noise can be simulated in real time, and the calculated stochastic synaptic current can be injected in real neurons recorded in vitro [27] . This way, by using the dynamic-clamp technique [74, 85] , cellular states with in vivo-like electrophysiological properties can be recreated in vitro [16, 27, 31, 69] .
In addition to having a possibly important impact on integrative properties, synaptic noise may also be used as a tool to extract information about network activity. This is due to the high interconnectivity of cortical neurons, for which most of the synapses originate in the cortex itself [9, 21] . Synaptic noise, therefore, contains information about the firing of thousands of other cortical neurons. This information should, in principle, be extractable from analyzing V m fluctuations, but no such method has been proposed yet.
In the present paper, we focus on different means of extracting information from network activity based on analyzing synaptic noise. We start by reviewing the characteristics of high-conductance states in cortical neurons, as well as different modeling approaches that reproduce these states. We next review models of synaptic noise that can treated analytically, leading to methods for estimating the statistical properties of the conductances underlying synaptic noise, thereby providing a way to estimate the level of activity of presynaptic neurons. We show that similar methods may also be used to estimate the temporal correlation in network activity, thereby providing estimates of the level of synchrony in the network from analyzing intracellular recordings of single neurons.
Materials and methods
Two types of models were numerically and analytically investigated. Both models simulated a single-compartment neuron, described by the following membrane equation:
Here, V(t) denotes the membrane potential, s m = C/G L the membrane time constant, C = aC m and G L = a g L , where C m is the specific membrane capacity and a is the membrane area. I ext denotes a constant stimulation current, g L and E L are the leak conductance and reversal potential, respectively. The term I syn describes synaptic inputs to the neuron, and is given by
where g e (t) and g i (t) are global excitatory and inhibitory synaptic conductances, respectively, with respective reversal potentials E e and E i . These conductances were modeled either by thousands of individual synapses or by effective stochastic processes, as detailed below.
Biophysical model
In what will be referred to below as the biophysical model, synaptic inputs were modeled by a large number of individual synaptic conductances. In this case, the global synaptic conductances were written as 
where N and M are the total number of excitatory and inhibitory synapses, modeled by a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic (AMPA) and c-aminobutyric acid (GABA A ) postsynaptic receptors with quantal conductances g AMPA and g GABA , respectively [25] . 
where t e,k and t i,k denote the release times at each individual synapse, a {e,i} and b {e,i} are forward and backward rate constants for opening of the excitatory and inhibitory receptors, respectively. T(t) denotes the concentration of released neurotransmitter in the synaptic cleft at time t, and is considered to be a step-function with T(t) = T max for a short time period t dur after a release and T(t) = 0 afterwards (pulse kinetics). The parameters of these kinetic models of synaptic currents were obtained by fitting the model to postsynaptic currents recorded experimentally [26] .
To simulate synaptic background activity, all synapses were activated randomly according to independent or temporally correlated Poisson processes with mean rates k exc and k inh for AMPA and GABA synapses, respectively, and correlation measure c [76] . The activation of N-methyl-D-aspartate (NMDA) receptors is minimal at the voltage levels investigated here, and were not included for simplicity. Correlation, or redundancy, in the activity of the synaptic inputs was generated from N 0 independent Poisson trains with a fixed rate k describing the release activity at N 0 independent synaptic terminals. At each time step, the activity state (release or no release) of these N 0 terminals was uniformly redistributed across N target terminals (N > N 0 ) with an average probability of N/N 0 . Here, N and N 0 are related by N 0 ¼ N þ ffiffi ffi c p ð1 À N Þ with 0 6 c 6 1. For c > 0, the number of independent channels N 0 < N, meaning that several synapses (at average N/N 0 times the release probability at a single terminal) co-release at the given time, whereas each individual terminal still releases according to a Poisson process with rate k.
The model was accessed analytically and simulated numerically with a membrane area of a = 34,636 lm 2 (corresponding to the layer VI neocortical pyramidal cells from cat parietal cortex used in [27] ). Passive parameters were g L = 0.0452 mS/cm 2 , E L = À80 mV, C m = 1 lF/cm 2 [22, 67] . The reversal potentials for synaptic conductances were E e = 0 mV and E i = À75 mV. Synaptic parameters were: g AMPA = 1.2 nS, g GABA = 0.6 nS, a e = 1.1 · 10 6 M À1 s
À1
, b e = 670 s À1 for AMPA receptors, and a i = 5 · 10 6 M À1 s À1 , b i = 180 s À1 for GABA receptors, with T max = 1 mM, t dur = 1 ms in both cases. The number of synaptic terminals and their release rates were chosen to obtain an average membrane potential of about À65 mV with standard deviation around 4 mV characteristic for in vivo states of cortical neurons [22] , and were N = 4472, M = 3801, k exc = 2.16 Hz, k inh = 2.4 Hz and c = 0.7 (referred to as ''standard parameter setup''). To investigate the robustness of the presented findings against changes in the synaptic activity, N and M were varied between 500 and 10,000. The release rates covered a range of 0.21 Hz 6 k exc 6 4.32 Hz, 0.24 Hz 6 k inh 6 4.80 Hz, and 0 6 c 6 0.99. In all cases, simulations of 100 s neural activity with a temporal resolution of 0.01 ms were performed.
Point-conductance model
In the second model, referred to in what follows as the point-conductance model, synaptic inputs were described as resulting from two global synaptic conductances [27] . To that end, the excitatory and inhibitory synaptic conductances in Eq. (2) were formulated in terms of independent one-variable stochastic processes similar to the Ornstein-Uhlenbeck process [102] 
where n {e,i} (t) stands for Gaussian white noise sources with zero mean and unit standard deviation. g {e,i}0 are the mean (static) excitatory and inhibitory conductances, r {e,i} and s {e,i} are their respective standard deviations and time constants [37] . This model was accessed both analytically and numerically. In the latter case, the membrane area, passive parameters and synaptic reversal potentials were as in the biophysical model described above. Other synaptic noise parameter values were chosen to yield a corresponding activity characteristic for in vivo states of cortical neurons (V $ À65 mV, r V $ 4 mV; see [22, 67] ), and were g e0 = 12.1 nS, g i0 = 57.3 nS, r e = 12 nS, r i = 26.4 nS, s e = 2.73 ms and s e = 10.49 ms (referred to as ''standard parameter setup''). To investigate the robustness of the presented findings against changes in the synaptic activity, all synaptic parameters (g {e,i}0 , r {e,i} , s {e,i} ) were varied between 0% and 250% of their standard values. Simulations of 100 s (some simulations up to 500 s) neural activity with a time resolution of 0.1 ms (some simulations with 0.01 ms) were performed.
All numerical simulations were performed in the NEURON simulation environment [42] and were run on PC-based workstations under the LINUX operating system.
Results
With an aim to provide a link between intracellular and network activity (Fig. 1) , we first review the properties of high-conductance states in cortical neurons, as well as compare those properties with biophysical models and simplified models. We next review an analytic treatment of these simplified models based on global conductances, which yields a method for estimating the mean and variance of synaptic conductances from the sole knowledge of membrane potential amplitude distributions. We then link statistical properties of the presynaptic discharge activity to the characterization of synaptic noise in terms of the mean and variance of synaptic conductances. Finally, we combine both methods and demonstrate how the temporal correlation and average firing rate in the presynaptic neuronal population can be deduced from intracellular recordings.
High-conductance states
It has long been known that neurons in the central nervous system are not quiescent but are continuously solicited by synaptic inputs of various sources ( Fig. 2A, left) . One of these sources is associated with asynchronous and irregular firing in the cortical network. During such activity, the EEG, as an indicator of population activity, shows low-amplitude fast fluctuations (''desynchronized EEG'') [91] . Intracellular recordings in the cortex of awake animals or under anesthesia (such as ketamine-xylazine or barbiturate) paralleled with EEG recordings, aiming at the characterization of the cellular activity during such EEG-activated states, date back to over 30 years ago [2, 3, 6, 8, 60, 67, 91, 92, 110] (for reviews see [23, 90] ). They found, that the intense synaptic inputs due to network activity result in seemingly random fluctuations of the membrane potential. The latter contrasts the relative quiescence usually seen in intracellularly recorded neurons in cortical slices kept in vitro ( Fig. 2A, right) . This subthreshold activity caused by the sustained discharge of a large number of presynaptic neurons, also called synaptic noise [5, 22, 55] , has been further characterized in several experimental [1, 13, 17, 22, 50, 64, 67] and theoretical studies [4, 5, 22, 45, 49, 70] . It was found that synaptic noise maintains the membrane in a markedly depolarized state compared to resting or quiescent conditions (depolarization by about 15 mV up to an average V m of À65 mV; Fig. 2B and D, left). The persistent V m fluctuations resulting from the synaptic bombardment are fast and of large amplitude (characterized by a V m standard deviation r V between 2 and 6 mV; Fig. 2B and D, middle), and cause highly irregular and tonic discharges in the 5-40 Hz frequency range [90] (Fig. 2A, right) . Furthermore, the large number of synaptic inputs maintains the membrane in a high-conductance state with fluctuating and low input resistance [2, 3, 6, 60, 90, 110] (typically, about 12 MX compared to about 60 MX in quiescent conditions; Fig. 2C and D, right), resulting in small membrane time constants of the order of about 4 ms [22, 23] . Although differences in the absolute value of the input resistance are reported (e.g. depending on the behavioural state such as wakefulness or sleep [90] ), in most cases the input resistance are relatively low compared to those reported in vitro [7, 67] , irrespective of the cortical area. Functionally, these high-conductance states may have drastic consequences for the subthreshold dynamics of cortical neurons [70] and may shape their superthreshold response [4, 12, 35, 43, 45, 68, [75] [76] [77] 82, 96] . A first obvious consequence is the inherent stochasticity in the dynamics of neurons in high-conductance states, which results in a considerable degree of variability in their response [19, 43, 46] . This stochastic aspect may form the functional basis for effects like enhanced responsiveness and gain modulation [16, 31, 43, 69, 88, 89] . Second, during high-conductance states, the complex interplay between conductance noise, voltage-dependent currents and dendritic action potentials may result in an modulable equalization of the efficacy of individual synapses [77] . This equalization, accompanied by a more localized integration of synaptic inputs, may foster parallelized computations in dendritic subunits [62, 107] . Third, modeling studies have predicted that neurons in high-conductance states should have sharper temporal processing capabilities [4, 5, 45, 77] . This includes a reduced site-dependence of the timing of somatic responses, the resolution of high-frequency synaptic stimulation, as well as the detection of rapid ($2 ms) and faint changes of temporal correlation among thousands of synaptic input sources [75] .
The peculiarities of neuronal dynamics in high-conductance states can be viewed as a fingerprint of the underlying synaptic activity and, therefore, the activity in the embedding network. In what follows, we will restrict to the link between the subthreshold dynamics and network activity. We will address the question to which extend V m recordings can be used to infer the statistical features of cortical network activity.
Models of high-conductance states
To describe the impact of the sustained and intense network activity in the cortex in vivo on neuronal dynamics, a variety of models of synaptic noise in cortical neurons were proposed. In what follows, we will restrict to two types of such models, which allow an analytical treatment and, thus, allow to establish a more exact link between intracellular activity and network dynamics. By combining intracellular recordings with biophysically detailed computational models of single neurons, it was possible to estimate parameters characterizing synaptic activity (such as synaptic densities, quantal conductances and release rates) and, this way, to capture some of the properties characterizing synaptic noise [22, 67] . In such models, synaptic background activity is commonly described by thousands of individual synaptic terminals which release randomly according to Poisson processes [5, 22, 43, 52, 58, 59, 70, 75, 77, 96, 100] . Here, conductance changes during release at single synaptic terminals are described by kinetic models of postsynaptic receptors for excitatory (glutamate AMPA and NMDA receptors) and inhibitory (GABAergic receptors; Fig. 3, top) synapses. The combined activity of multiple channels reflects the statistical properties of discharge activity in the embedding network, such as the average rate, temporal correlation or synchrony in the activity of individual or populations of neurons in the network. The postsynaptic membrane, either part of a detailed threedimensional morphological structure (multi-compartment models; see e.g. [77] and references therein) or viewed as a single compartment [82, 96] , integrates these conductance changes (Fig. 3, middle) and translates them into a change of the membrane potential (Fig. 3, bottom) .
The integration of the activity at thousands of individual synaptic terminals results in global excitatory and inhibitory conductances which fluctuate around a mean value (Fig. 4A, left) . These global conductances are characterized by nearly Gaussian amplitude distributions q(g) (Fig. 4B,  gray) , and their power spectral density S(k) follows a Lorentzian behaviour [27] (Fig. 4C, gray) . One of the simplest stochastic processes which captures these statistical properties is the Ornstein-Uhlenbeck stochastic process, which was introduced at the beginning of the last century to describe Brownian motion [40, 102, 106] . This model has long been used as a effective stochastic model of synaptic noise [53, 71] . Indeed, it can be shown that incorporating synaptic conductances described by OU processes into single-compartment models provides a compact stochastic representation that captures in a broad parameter regime their temporal dynamics (Fig. 4A, right) , amplitude distribution (Fig. 4B , black) and spectral structure (Fig. 4C , black) [27] , as well as subthreshold and response properties of cortical neurons characteristic for in vivo conditions [31, 69] .
Analytic methods to analyze membrane potential fluctuations
The relative simplicity of the description of high-conductance states by effective stochastic processes, such as the OU stochastic process, allows to investigate analy- Fig. 3 . Relation between single-synapse activity, global synaptic conductances and membrane potential. Simulations of a single-compartment model neuron subject to randomly releasing excitatory (AMPA) and inhibitory (GABA A ) synapses. The activity at single excitatory synapses (top left) and inhibitory synapses (top right; in both cases the synaptic conductance is shown for 10 synapses), together with the global synaptic conductance (middle traces) resulting from the sum over all excitatory and inhibitory synaptic conductances (here from 4472 excitatory and 3801 inhibitory channels) is shown. The combined action of AMPA and GABAergic synapses was to set the neuron into a high-conductance state, with an average V m around À65 mV, highamplitude V m fluctuations and irregular firing (bottom trace).
tically membrane equations within the framework of stochastic differential calculus [36, 63, 103] . Here, we will focus on the passive stochastic membrane equation, Eq. (1), with a total synaptic current I syn (t), Eq. (2), described by excitatory and inhibitory stochastic conductances g e (t) and g i (t), Eq. (5), respectively. The probability that the membrane potential takes a value V at time t is given by the probability density function q(V, t). The dynamics of q(V, t) is described by a Fokker-Planck equation which, in the steady-state limit t ! 1, can be solved analytically [78] . The solution yields an asymmetric steady-state probability distribution q(V) for the membrane potential V
Here,
where k L = 2CG L , k e = 2Cg e0 , k i = 2Cg i0 , u e ¼ r 2 es e and u i ¼ r 2 is i , denote voltage-independent coefficients which depend on the passive membrane as well as synaptic noise parameters, and N is a normalization constant such that R 1 À1 dV qðV Þ ¼ 1. Examples of distributions q(V) described by Eq. (6) are shown in Fig. 5A (black) and compared with corresponding numerical results (gray) for a rather symmetric (Fig. 5A, left) and an asymmetric (Fig. 5A, right) case. The apparent asymmetry of the distribution must be viewed as a result of the multiplicative coupling of the stochastic conductances to the membrane potential in I syn (t).
The solution in the steady state limit, Eq. (6), is equivalent to a model in which excitatory and inhibitory conductances are described by effective Gaussian white noise processes with variances proportional to r 2 fe;igs fe;ig . Here,s fe;ig denote effective noise time constants given by Fig. 3 ). Synaptic activity was simulated by the random release of a large number of excitatory and inhibitory synapses (4472 and 3801 synapses, respectively; see scheme on top) in a single-compartment neuron. Individual synaptic currents were described by two-state kinetic models of glutamate (AMPA) and GABAergic (GABA A ) receptors (see Section 2). The traces show respectively the membrane potential (V m ) as well as the total excitatory (AMPA) and inhibitory (GABA) conductances. Right: simplified ''pointconductance'' model of synaptic background activity produced by two global excitatory and inhibitory conductances (g e (t) and g i (t) in scheme on top), which were simulated by stochastic processes [27] . The traces show the V m as well as the global excitatory (g e (t)) and inhibitory (g i (t)) conductances. (B) Distribution of synaptic conductances q(g) (gray: biophysical model; black: point-conductance model). (C) Comparison of the power spectral densities S(k) of global synaptic conductances obtained in these two models (gray: biophysical model; black: point-conductance model). The two models share similar statistical and spectral properties, but the point-conductance model is more than two orders of magnitude faster to simulate. s fe;ig ¼ 2s fe;ig s 0 =ðs fe;ig þ s 0 Þ, where s 0 = C(G L + g e0 + g i0 ) is the membrane time constant characterizing the high-conductance state [79] . These effective noise time constants were introduced to enable the expression to match the voltage distribution for several orders of magnitude of parameter values (see details in Ref. [79] ).
The validity of this extended expression Eq. (6) was assessed by comparison with numerical solutions of the corresponding stochastic point-conductance model (see Section 2). Here, the characterization of the membrane potential distributions in terms of their means V and standard deviations r V showed an excellent agreement between numerical result and analytic description ( Fig. 5B and C ; see also [78, 79] ). Further tests were performed with biophysically more complex models, such as one-compartment models with thousands of synaptic noise sources (see Section 2). This analytic description of the V m distribution was also validated in cases where thousands of synaptic terminals were distributed across spatially extended dendritic structures, and in cases were voltage-dependent conductances for spike generation were incorporated into the model [78, 80] . Taken together, these results suggest that Eq. (6) is an excellent description of the subthreshold V m distribution in high-conductance states. It, moreover, provides a direct link between the characterization of intracellular dynamics and the effective parameters describing the statistical properties of network activity and, therefore, may provide a method to estimate the parameters of synaptic noise from intracellular V m recordings.
To make this link more explicit, we make use of the nearly symmetric form of the steady-state membrane potential distribution q(V) given in Eq. (6) . Replacing the exponent by its power expansion up to second order around the maximum of the probability distribution V , yields a Gaussian approximation of q(V)
which allows a characterization in terms of its mean (or maximum)
and standard deviation
where 
nS, g i0 = 57 nS, r e = 3 nS, r i = 6.6 nS, a = 30,000 lm 2 (A, left), a = 40,000 lm 2 (A, right), 50 lm 2 P a P 100,000 lm 2 (B,C).
The apparent dependence of V and r V on synaptic noise parameters allows us to link this statistical properties of the V m distribution with the mean g {e,i}0 and standard deviation r {e,i} of the excitatory and inhibitory synaptic conductance, respectively. Indeed, combining and inverting two sets of Eqs. (8) and (9), each of which characterizes the steady-state membrane potential distributions at a given injected constant current (I ext1 and I ext2 , respectively), we obtain ; ð11Þ
where DE fe;igf1;2g ¼ E fe;ig À V f1;2g ; DV 12 ¼ V 1 À V 2 and DI ext12 = I ext1 À I ext2 . Eqs. (10) and (11) define a method, the VmD method, for estimating the mean and variance of excitatory and inhibitory synaptic conductances from the sole knowledge of intracellular activity at two different injected constant currents. The core of the method is shown in Fig. 6A : Intracellular recordings (Fig. 6A, upper left) at two different injected current levels with amplitude I ext1 and I ext2 yield two membrane potential time courses (Fig. 6A, upper  right) . After removing spikes, these recordings capture the subthreshold intracellular activity, which is primarily determined by synaptic activity. Gaussian fits (Fig. 6A , bottom right, black) of the corresponding V m distributions q(V) (Fig. 6A, bottom right, gray) yield values for the mean (V 1 and V 2 ) and standard deviation (r V1 and r V2 ) of the membrane potential at the two different current levels. These values serve as input parameters for Eqs. (10) and (11), yielding estimates for the means (g e0 and g i0 ) and standard deviations (r e and r i ) of excitatory and inhibitory synaptic conductances (Fig. 6A, bottom left) .
This approach was successfully tested by characterizing the excitatory and inhibitory conductance distributions in stochastic neuronal models of various complexity [80] , in in vitro recordings in combination with dynamic-clamp experiments [80, 24] , and in vivo intracellular recordings [81] . By averaging intracellular activity over repetitions of similar network states, an extension of the method even allows to estimate the time course of synaptic conductances, in particular their mean and variance (not shown). Taken together, these results suggest that the presented description of synaptic noise in terms of effective synaptic conductances, along with the analytic solution given in Eq. (6), which characterizes the subthreshold intracellular activity, may open a new way for estimating effective statistical properties of excitatory and inhibitory conductances in different network states, or even their time course during responses to stimuli.
Inferring network activity
So far, we described stochastic neuronal dynamics in terms of effective stochastic processes for synaptic conductances, specifically the OU process defined in Eq. (5). Although such an effective representation allows to characterize synaptic noise in terms of the mean, variance and time constant of the total conductances resulting from synaptic bombardment, information about the firing statistics of the presynaptic neurons and, hence, the statistical properties of the activity in the surrounding network can not directly be deduced. However, as pointed out in Section 3.2, the effective stochastic conductances are a result of the combined activity at thousands of synaptic terminals releasing according to independent or temporally correlated Poisson processes. Thus, in principle, the statistical characteristics of the total synaptic conductances are linked to the statistical properties of the discharge activity of presynaptic neurons.
To draw this link more explicitly, we make use of the notion of shot noise stochastic processes [72, 73] . Originally termed ''Schroteffekt'' [14, 15, 84] , shot noise processes describe the output of a dynamical system (e.g. the cellular membrane) characterized by a quantal response function (e.g. the conductance time course of a single release event) activated by a sequence of singular impulses occurring at random times [66] , e.g. in a Poisson-distributed fashion [38, 41, 65] . This provides a direct link between discrete events in time (namely the presynaptic release activity), the quantal kinetics characterizing a dynamical system (namely the synaptic kinetics), and effective statistical parameters describing the systems output (namely the total synaptic conductances). In neuroscience, however, the application of this powerful notion remains so far sparse, and restricts mostly to the characterization of the behaviour of cells in the early visual system [33, 34, 83, 94, 95, 109] , at neuromuscular junctions [32] , the discharge behaviour in simple neuron models [57] , or information transfer in integrateand-fire neuron models [44] .
To which extent the notion of shot noise can be utilized for deducing statistical properties of the network activity depends on how faithful the effective model of synaptic noise (Fig. 4A, right) represents the combined activity at thousands of synaptic terminals. As already outlined in Section 3.2, investigations of models with multiple synaptic inputs channels impinging on a single compartment show that the statistical (Fig. 4B) and spectral (Fig. 4C ) characteristics of the total synaptic conductances provided by AMPA and GABAergic synapses indeed resemble, in a broad parameter regime, those of appropriate OU stochastic processes for excitatory and inhibitory conductances, respectively. In particular, the amplitude probability distributions q(g) of the total excitatory and inhibitory conductances, which are Gaussian in the case of an OU stochastic process (Fig. 4B, black) , take a nearly symmetric Gaussian form for multiple synaptic input channels (Fig. 4B, gray) as well. Therefore, q(g) can be sufficiently well characterized by its mean g and standard deviation r g .
From a more mathematical point of view, explicit expressions for g and r g of single-channel Poisson-driven shot noise process with integrable quantal response functions g(t), e.g. the two-state kinetic models considered here (see Section 2), are given by CampbellÕs theorem [14, 15, 72, 73] 
A prerequisite for the applicability of CampbellÕs theorem is the additive nature of the quantal processes. This is, in general, not true for the two-state kinetic process considered (see Section 2). Here, the change in the fraction of channels in the open state m e (t) and m i (t) at a new release depends on their actual value and, thus, on their release history (see Eq. (4)). However, as numerical studies showed, additivity is well fulfilled for multiple synaptic channels with low average release rates k and small effective synaptic time constants s ( 1/k for each individual channel. These conditions are, in general, met by realistic models of AMPA and GABAergic synapses (see Section 2). In order to extend CampbellÕs theorem to the case of multiple correlated input channels as described above, we construct a new shot noise process based on the following two assumptions: First, the time course of k co-releasing identical quantal events g k (t) equals the sum of k quantal time courses: g k (t) = kg 1 (t), g 1 (t) g(t) . Second, the output due to N correlated Poisson processes equals the sum over (11), from which the mean (g e0 and g i0 ) and standard deviation (r e and r i ) of excitatory and inhibitory synaptic conductances can be estimated (bottom left). (B) Test of the VmD method using biophysical models. Left: Distributions of the global synaptic conductances q(g) obtained in a biophysical model of cortical neuron in a high-conductance state. The model was a single-compartment neuron which received thousands of excitatory and inhibitory synapses (4472 AMPA and 3801 GABA A synapses) releasing randomly according to independent Poisson processes (same model as in Fig. 4) . Right: Estimates of synaptic conductances from voltage fluctuations. Numerical simulations at two different injected constant currents I ext1 and I ext2 yielded membrane potential distributions (dark and light gray), which were used to estimate the mean and standard deviation of synaptic conductances. The estimated values were used to reconstruct the distributions for inhibitory and excitatory conductances (left, black). These estimates were in remarkable agreement with those obtained numerically, both at the level of global conductances (left) and of the V m (right). the time course of k (k = 1,. . . , N 0 ) co-releasing identical quantal events g i k ðtÞ stemming from N 0 independent Poisson trains i = 1,. . . , N 0 . For each of the N 0 independent Poisson trains, g i k ðtÞ is weighted according to a binomial distribution, which describes the probability that the activity state of one of the N 0 independent synaptic channels is redistributed across k out of the N total synaptic channels. With this, we obtain a direct extension of CampbellÕs theorem to the case of multiple synaptic input channels. Specifically, the mean g and variance r 2 g of multiple correlated shot noise processes are given by
where
denotes the binomial weighting factor. Application of Eqs. (14) and (15) to the synaptic inputs described by two-state kinetic models (see Section 2), we obtain
for the mean g and variance r 2 g of the total synaptic conductance, respectively. Here,
with A = b + aT max and the quantal conductance of the synaptic channels g max , are coefficients which only depend on the kinetic parameters of the synaptic model. Moreover, the spectral structure of the total conductances provided by thousands of synaptic input channels resembles for lowfrequency m < 500 Hz that of an OU stochastic process. Therefore, the power spectral density S(m) can be described by a Lorentzian
where the total power D and effective time constant s are functions of the kinetic parameters. Similar analytic expressions can be obtained for other statistical measures, such as correlation functions and amplitude distribution, and for a variety of synaptic kinetic models, ranging from simple exponential models up to multi-state Markovian models. In all cases, it can be shown that the mean g, Eq. (16), and variance r 2 g , Eq. (17), of the total synaptic conductance are monotonic functions of the temporal correlation c and average single channel rate k. Here, an increase in k leads to a proportional increase in g without change in r 2 g (Fig. 8B, compare black and gray) . On the other hand, c is the determinant of the noise variance, with an increase in the fluctuation amplitude for increasing c (Figs. 7 and 8B, compare gray) . From Eq. (17) we see that at zero correlation, r 2 g takes its smallest value proportional to 2kN for N ! 1. For fixed N, r g reaches its upper bound N 2 k for c = 1 and all N. These analytic results were in excellent agreement with the numerical simulations at various correlation levels and for different synaptic kinetics (not shown).
Interestingly, the sensitivity of conductance fluctuations and, thus, the amplitude of resulting V m fluctuations to temporal correlation among thousands of synaptic inputs provides a way to detect changes in the statistics of the synaptic input activity. Previously it was shown that changes in the correlation led to a detectable change in the cellular behaviour [75] (Fig. 7) , even for faint (Pearson correlation coefficient of about 0.05) and brief (down to 2 ms) correlation changes. Indeed, the monotonic dependence of the mean, Eq. (16), and variance, Eq. (17), of the total conductance on the channel firing rate k and temporal correlation c among multiple channels provide a method for characterizing presynaptic activity in terms of k and c based on the sole knowledge of g and r 2 g (Fig. 8A )
Experimentally, values for g and r 2 g can either be obtained using the voltage-clamp protocol, from which distributions for excitatory and inhibitory conductances can be estimated (Fig. 8A, top left) , or by using the VmD method (Section 3.3; Fig. 8A , bottom left). Both approaches yield estimates for the mean (g e0 and g i0 ) and standard deviation (r e and r i ) of excitatory and inhibitory conductances, from which the correlation and individual channel rates for both excitatory and inhibitory subpopulations of synaptic inputs can be estimated using Eqs. (19) and (20), see Fig. 8A (right).
We tested this paradigm in numerical simulations of single compartmental models, in which the temporal correlation and average release rate at single synaptic terminals were changed in a broad parameter regime (see Section 2). Synaptic conductances were obtained using the voltage-clamp [27] protocol (data not shown) or the VmD method based on current-clamp recordings [80] (see Section 3.3). For single-compartment models, the estimated values for the average release rate k matched nearly exact the known input values for both excitatory and inhibitory synapses (Fig. 8C, left) . A good agreement was also obtained for estimates of the correlation c (Fig. 8C, right) , independent on the protocol used. Similar investigations performed with multi-compartment models, however, showed that the suggested method yields an underestimation of k and c, especially for small c due to the filtering of synaptic inputs in spatially extended dendrites. Here, further research is needed to assess the applicability of the proposed shot noise approach.
Discussion and conclusion
What does the intracellular activity of a single neuron in an intact and active brain tell us about the activity in the embedding network? Can a link be drawn between the cellular and network dynamics based on the apparently stochastic aspects of neuronal activity? In this paper, we propose an answer to these questions based on theoretical and computational considerations. First, we show that subthreshold V m fluctuations can be modeled by global conductances (described by Ornstein-Uhlenbeck type stochastic processes) and that this type of effective model provides an excellent representation of the statistical properties of more realistic-but at the same time also more complex-models of in vivo neuronal dynamics. Properties such as the power spectral density and the distributions of synaptic conductances are remarkably well captured. Second, we reviewed a recent approach [78] [79] [80] in which fitting an analytic expression of the steady-state V m distribution to (experimentally or numerically obtained) subthreshold V m distributions yields estimates of the best effective model that describes this subthreshold activity. Application of this approach to models described by thousands of individual synaptic conductances leads to accurate estimates of the mean and variance of the global synaptic conductances. Fig. 4 , with 4472 AMPA and 3801 GABAergic synapses releasing randomly). The graph shows, from top to bottom: raster plots of the release times at excitatory (AMPA) and inhibitory (GABA) synapses, the global excitatory (g e (t)) and inhibitory (g i (t)) synaptic conductances, and the membrane potential (V m (t)). The synapses were initially uncorrelated for the first 250 ms, resulting in rasters with no particular structure (top), and global average conductances which were about 15 nS for excitation and 60 nS for inhibition (bottom). At t = 250 ms, a correlation was introduced between the release of individual synapses for a period of 500 ms (gray box). The correlation increases the probability of different synapses to co-release, which appears as vertical bands in the raster. Because the release rate was not affected by correlation, the average global conductance was unchanged. However, the amount of fluctuations (i.e. the variance) of the global conductances increased as a result of this correlation change, and led to a change in the fluctuation amplitude of the membrane potential. Such changes in the V m can affect spiking activity, thus allowing cortical neurons to detect changes in the release statistics of their synaptic inputs.
Finally, we established the link between this effective description with global synaptic conductances and meaningful physiological parameters. As expected, the mean conductances are related to the average release rate at synaptic terminals. More interestingly, estimating the variance of global conductances gives access to the temporal correlation among presynaptic neurons. Thus, this approach yields means to characterize statistical properties of network activity based on the sole knowledge of intracellular activity, and should be applicable to experimental data.
Before application to experimental data, however, a number of problems must be solved. The main problem is the possible contamination by voltage-dependent currents. Several ionic conductances may be active at subthreshold levels, such as the hyperpolarization-activated current I h or various K + currents. These currents are susceptible to significantly alter the voltage distribution, possibly resulting in errors in the estimate of conductances. There are several ways to cope with this problem. First, one could try to integrate these currents explicitly in the membrane equation, e.g. by using linearizations of Hodgkin-Huxley based voltage-dependent conductances for spike generation [48, 61] , and obtain expressions of membrane potential distributions that include their effect. Second, these currents may be blocked pharmacologically (for example using cesium and QX314 in the recording pipette), resulting in a more linear membrane. Third, the contamination of voltage-dependent currents could be minimized by recording the subthreshold activity in the linear regime of the current-voltage relation of the membrane (as in [22] ), which presumably contains few or no voltagedependent contribution. Fourth, the synaptic filtering in spatially extended dendritic structures, which yields an underestimation of the average release rate and temporal correlation, has to be incorporated. A possible solution might be to modify the shot noise description by using quantal response functions whose properties depend on the location in the dendritic tree.
The proposed approach should be tested in experiments by comparing it to more standard methods, such as voltage-clamp, ideally using the same cells. This type of experiment is feasible in vitro, where a switch from voltage-clamp to current-clamp conditions can be easily realized in the same recording (see e.g. [86] ; see also Ref. [10] in vivo). The estimates of conductance could then be compared from one method to another, thereby assessing the reliability of these estimates. However, it must be pointed out that voltage-clamp methods suffer from errors due to the electrode series resistance. The current produced in the membrane must be compensated by the voltage-clamp Fig. 8 . Characterization of network activity from the mean and variance of synaptic conductances. (A) Method for estimating statistical properties of the activity at multiple synaptic inputs terminals and, hence, of the activity in the embedding network. A statistical characterization of the total synaptic conductances can either be obtained using the voltage-clamp protocol (top left) or the VmD method utilizing the current-clamp protocol (bottom left). The mean (g e0 , g i0 ) and standard deviation (r e , r i ) of excitatory and inhibitory synaptic conductances (middle) yield estimates for the correlation c and average release rate k at synaptic terminals (right) by using Eqs. (19) and (20) . (B) Example of the dependence of the mean and variance of the total synaptic conductances on the frequency and correlation of multiple synaptic input channels. Changes in the release rate (k, from 1 Hz to 5 Hz, from black to dark gray lines, respectively) leads to a proportional change in the mean and variance of the global conductance (GABAergic synapses were used here; for parameter values see Section 2). However, changes in the temporal correlation alone (from c = 0 to c = 0.7; from dark to light gray), did not impact on the mean but only affected the variance. (C) Estimation of the rate k (left) and temporal correlation c among the multiple synaptic input channels (right) from the mean and variance of the global conductance distribution for different levels of background activity. The values estimated from the conductance distribution obtained by using the VmD method are shown as functions of the actual values used for the simulations.
amplifier. This current flows through the electrode series resistance, and the resulting ohmic drop causes an underestimate of the conductances, although this drop can be partially corrected (see [8] ). The present VmD method is entirely based on current-clamp, and there is no such problem because the currents are integrated by the membrane itself, while the electrode only reads the ''results'' of this integration. An in-depth theoretical and experimental characterization of these aspects is needed to adequately compare the methods and possibly refine the present approach. In any case, the approach outlined here brings us a step further towards our goal to obtain means to extract properties of network activity through analysis of intracellular recordings, a goal that is only reachable through a tight combination of experimental and theoretical approaches.
