The hysteretic nonlinear dependence of pre-sliding friction force on displacement is modeled using different physics-based and black-box approaches including various Maxwell-slip models, NARX models, neural networks, nonparametric ͑local͒ models and dynamical networks. The efficiency and accuracy of these identification methods is compared for an experimental time series where the observed friction force is predicted from the measured displacement. All models, although varying in their degree of accuracy, show good prediction capability of pre-sliding friction. Finally, we show that even better results can be achieved by using an ensemble of the best models for prediction. © 2004 American Institute of Physics. ͓DOI: 10.1063/1.1737818͔
I. INTRODUCTION
Friction is defined as the resistance ͑in the dynamic case, friction is actually not always opposed to motion; therefore, it may be better to regard friction simply as the tangential force developed in a sliding interface͒ to motion when two objects are slid against one another. Depending on its type and on the application, friction can be desirable or a drawback in a system. Examples of the first situation are brakes, clutches and friction drives; of the second, are bearings, slides, and joints. One thing is common to both situations, however, and that is: One must be able to characterize the frictional behavior and, possibly, also to be able to control it, in order to ensure proper functioning of a system. Except for viscous friction ͑which is proportional to the velocity͒, all other types of behavior exhibit strong nonlinearity in the displacement, velocity and time. Thus, rather than the presence of friction in itself, it is this nonlinear behavior that makes friction an impediment to system control. 1 A classical phenomenon that is frequently encountered in systems with friction is the so-called stick-slip motion, e.g., of a driven slider, which can appear in different guises. Although there are rule-of-thumb remedies for this phenomenon, e.g., increasing the drive stiffness and/or damping, the problem of accurate tracking/positioning in the presence of friction remains open. One thing, however, is sure: In order to deal effectively with friction, some sort of model or modelstructure is needed. But since friction is the result of extremely complex interactions between the contacting surfaces and lubricants, no accurate quantitative prediction of frictional behavior is yet possible based on the given material and surface properties: One must resort invariably to experimental determination. Understanding of the mechanisms involved in friction is, on the other hand, growing so that formulation of suitable models is becoming more advanced. The unknown parameters involved in such models should generally be estimated from identification tests of each given case. Notwithstanding this, here we try both ''black-box'' identification techniques that assume no a priori knowledge of the physics of the system, and physics-based techniques that are based on an assumed model structure with unknown parameters to be identified. The objective is to gauge the effectiveness of either of the approaches in identifying frictional behavior. This has important implications in regard to system identification and control as well as in validating the identification method itself in regard to universality and robustness. Finally we shall show that instead of asking ''physics-based or black-box?'' it is more efficient in terms of prediction accuracy to combine the best models from both classes in an ensemble whose predictions consist of a superposition of the results of its individual members.
In the next section, the general friction behavior will be described, together with an outline of the most important friction models and an introduction of the test setups used for obtaining friction data for the purpose of identification. In Sec. III different identification methods are introduced including physics-based models and black-box models for time series prediction. The results obtained with these methods are presented in Secs. IV and V and contains a discussion and conclusion.
II. FRICTION CHARACTERIZATION
Frictional behavior may be divided into two main regimes: Pre-sliding and gross sliding. If we consider two objects in ͑frictional͒ contact, then there will always be a displacement resulting from an applied ͑tangential͒ force, unless the contact is infinitely stiff. The same thing can be said of any elasto-plastic, solid object that is subject to a force. Now, below a certain force threshold, if the force is held constant, the displacement will likewise remain constant ͑except perhaps for creeping motion͒. When the force is decreased to zero, not all displacement will be recovered, i.e., that there will, in general, be a residual displacement. This is the ''pre-sliding'' regime, in which, although there is relative motion, there are still points of unbroken contact and points of micro-slip on the two surfaces of the objects resulting in hysteresis of the force in the displacement that marks the frictional behavior in that regime. Above that force threshold, the system will be critically stable, displacement will not remain constant for a constant applied force: The object will suddenly accelerate; all connections are broken, and we have true or gross ''sliding.'' The term ''friction force'' is usually taken to mean ''the resistance to the motion during true ͑or gross͒ sliding;'' it usually has its maximum value at the commencement of motion (ϭstatic friction͒ and usually decreases with increasing relative velocity (ϭdynamic or kinetic friction͒. It has been observed and shown that the force is predominantly a function of the displacement in the presliding regime showing quasi rate-independent hysteresis with nonlocal memory, 2 and predominantly a function of the velocity ͑and its derivatives͒ in the true sliding regime, showing velocity weakening and lag behavior. 1 The borderline between the two regimes is obviously the ''pre-sliding distance'' and/or the ''breakaway force'' (ϭstatic friction force͒ threshold, which are not evident to determine ͑at least exactly͒ owing to many factors.
A. Friction model structures
Although this paper deals exclusively with pre-sliding friction identification, it may be instructive to give an overview of a representative state-of-the-art friction model structure.
Referring to Refs. 3 and 4, friction force dynamics can be described, with the help of a state variable z representing average asperity deflection that satisfies a first order nonlinear d.e., as follows:
Here, F f is the friction force, which is seen to be composed of ͑i͒ a function F h (z) that, for vanishingly small relative velocity v, corresponds to hysteresis function with nonlocal memory ͑see further below͒; and for stead-state sliding, becomes equal to the Stribeck ͑or velocity weakening͒ behavior s(v), and ͑ii͒ a viscous part in the state and in the velocity, characterized by the parameters 1 and 2 , respectively. For a more detailed exposure of friction modeling, the reader is referred to Ref. 5 . During pre-sliding, the behavior will be dominated by that of F h which will then tend to a hysteresis function in the relative displacement x. Since this has a direct bearing on the type of friction dealt with in the rest of this paper, we give here a more detailed sketch of pre-sliding hysteresis. Referring to Fig. 1͑a͒ , in a ''virgin'' contact, the motion starts at point ͑0,0͒ along y(x), termed the virgin curve, which char- acterizes the hysteresis function. If the motion reverses at point 1, it will follow the path ͑1-2-5͒, which is y(x m ) Ϫ2y((xϪx m )/2). If the motion should reverse again at point 2, it would follow (2-3-3Ј); if now there be a reversal at point 3, the trajectory will follow ͑3-4͒. When point 4 ͑or 2͒ is reached, the shaded inner hysteresis loop is closed and the motion proceeds along ͑1-2-5͒ as before. Points 2 and 3 of the closed loop are wiped out of the memory of the system, but all other reversal points must be kept in the memory ͑hence the term nonlocal memory͒. This type of behavior may be modeled using either memory stacks, 3 which is exact but difficult to implement, or by the easier Maxwell slip model, 4, 6 which is however approximate. The latter is depicted in Fig. 1͑b͒ : The hysteresis system is modeled as M massless elasto-slip elements in parallel ͑the system can thus have M reversal points at most͒. Each element i (1рi рM) is characterized by a stiffness k i , element's position x i (t), spring deflection ␦ i (t)ϭx(t)Ϫx i (t) and maximum spring deflection ⌬ i ͑before the element i starts to slip͒; the input displacement x(t) is common to all elements. The total hysteretic force F h is given by the summation of all elements' spring forces, F i (t):
else ͑slip͒
͑5͒
Finally, the transition from pre-sliding to gross sliding, and back, can be quite a complex process and is thus outside the scope of this paper.
B. Acquisition of friction data
In order to obtain experimental friction data, be it for identification or model testing, several dedicated test setups have been built, notably ͑i͒ dry sliding friction test set-up, ͑ii͒ pre-rolling friction setup ͑short stroke and long stroke͒, and ͑iii͒ an ultra accurate new test setup for investigating pre-sliding and transition to gross sliding. The underlying principle of measurement, being the same for each setup, we shall outline the last one here. Figures 2 and 3 show a schematic and a picture of the developed tribometer, which is constructed based on design rules described in Ref. 7 . The objective is to measure the dynamic friction force in the sliding interface between the friction block ͑5͒ and the actuator block ͑6͒. The instrument can be roughly divided into three parts: An actuator part ͑containing components 6,7,9-10͒,a friction part ͑components 2-5 and 12͒, and a loading part ͑components 13-16͒. The different parts are decoupled as much as possible: The actuation part and friction part are only coupled by the friction interface under investigation and the loading part and friction part are completely separated by the use of an air-bearing ensuring that all the tangential forces are directed to the force sensor.
The actuator part consists of three main components: A Lorenz actuator ͑10͒, a moving block ͑6͒ and a displacement sensor. The Lorenz actuator linearly actuates, by means of a stinger ͑9͒, the moving block which makes contact with the friction block. The displacement of the moving block is measured using a Renishaw laser interferometer which measures the distance between a mirror fixed to the moving block ͑7͒ and a mirror fixed to the frame ͑8͒. The Lorenz actuator is current-driven and by feeding back the position signal into a controller a desired displacement can be obtained; therefore, the setup is capable of imposing forces or desired displacement trajectories.
The friction part, shown in Fig. 3 , is the critical part of the tribometer and has two important components: The friction block ͑5͒, on which the friction force acts, and a force cell ͑3͒, which measures the friction force. The elastic joint ͑4͒ between the friction block and the force cell consists of two pairs of elastic hinges. The purpose of the hinge is to set off small vertical, lateral and rotational alignment errors of the friction block ͑all perpendicular to the direction of displacement͒ caused by positioning the friction block on the moving block. The principle of minimal compliance ͑or maximum stiffness͒ 7 of the friction part in the longitudinal direction is crucial for this setup. A small compliance in the friction part, results in a negligible displacement of the friction block. The standstill of the friction block has two crucial advantages: ͑i͒ The relative displacement between both ͑1͒ frame, ͑2͒ support, ͑3͒ force sensor, ͑4͒ elastic joint, ͑5͒ friction block, ͑6͒ actuator block, ͑7͒ moving mirror, ͑8͒ fixed mirror, ͑9͒ thin rod, ͑10͒ Lorenz actuator, ͑11͒ linear guideway, ͑12͒ Plexiglas, ͑13͒ air-bearing, ͑14͒ load, ͑15͒ rotation point, ͑16͒ lever.
blocks equals the absolute displacement of the moving block, and ͑ii͒ the measured force equals the friction force by the lack of inertial force. The compliance of the friction part is given as the sum of the compliances of the support, the elastic joint and the force cell. The overall compliance of the friction part is dominated by the elastic joint. For a peak-topeak friction force equal to 10 N the displacement of the friction block equals 0.12 m ͑as verified experimentally͒.
The compliance of the actuator part of the force chain is not as critical as for the friction part, but a low compliance for this part will facilitate the design of a good controller to impose the different displacement trajectories between the two blocks. For more detail about design and commissioning of this tribometer, the reader is referred to Ref. 8 . Note that, although the setup has been very carefully designed and realized, not any arbitrary motion trajectory may be applied to the actuator block ͑slider͒, since that depends on the controllability of motion in the presence of friction. However, periodic motion can always be imposed.
Experimental results for pre-sliding friction force measured for a given displacement signal are shown in Fig. 4 . Figure 5 shows the experimentally measured time series used for modeling in the following sections. The force signal has a slow trend due to leakage of charge from the ͑piezo-crystal͒ force sensor. This is almost unavoidable when quasistatic force measurements are carried out. On the other hand, in most identification measurements on real machines, one will be confronted with the same problem. Thus, instead of attempting to ''perfect'' the measurement, we decided to consider this trend as part of the identification probem.
III. IDENTIFICATON METHODS
The problem of system identification in its most general form is the construction of a function which maps the inputs of the system to the outputs. For friction modeling the input is the ͑desired͒ displacement P(t) and the output is the force F(t) ͑to be applied͒. To model such an input-output relation one may either derive physics-based models ͑using first principles͒ or apply some black-box modeling technique ͑with-out referring to the underlying physical system͒. In the following we shall use both approaches.
The physics-based models used are all based on the Maxwell-slip model presented in Sec. II A and include linear regression, dynamic linear regression and nonlinear regression approaches that will be introduced in more detail in Secs. III A, III B, and III C, respectively.
The black-box models employed are polynomial NARX models, feedforward neural networks, local ͑nonparametric͒ models and dynamical networks. Except for the latter these methods solve a ͑standard͒ regression where for some given data set ͕(x i ,y i )͖, iϭ1,...,N, with vector inputs x i R d and scalar outputs y i R a mapping f from the inputs to the outputs is found. Usually this mapping depends on some finite number M of parameters j
which are unknown and which have to be determined during the modeling procedure. There are two criteria for the choice of the function f and optimal parameters, accuracy and simplicity. The former guarantees that function outputs ŷ i deviate little from the true values y i . The latter is a precaution to avoid overfitting phenomena for short and noisy data samples. In practice balance between the two criteria is found by using an optimization procedure which depends on the application at hand. Proper selection of suitable model functions and robust estimation of parameters are crucial for succesful ͑black-box͒ modeling and will be discussed in more detail for each method separately.
The experimental time series used for identification is shown in Fig. 5 . It consists of 24 000 samples measured with a sampling time of t S ϭ4 ms and a resolution of 14 bits. The first 16 000 data points are used for training and validation of the derived models and the last 8000 samples provide the test set for independent evaluation ͑cross validation͒. As measure of performance we use the normalized mean-square-error ͑MSE͒ defined by MSE͑ ŷ ͒ϭ 100
where y is the output ͑in our case the friction force F), y 2 is its variance and the caret denotes an estimated quantity. If the mean of the output signal ȳ is used as the model ͑i.e., ŷ i ϭȳ for all i), the MSE is 100. An MSE of less than 5.0 indicates good agreement while one of less than 1.0 reflects an excellent fit. In addition to the MSE the normalized maximum errors on the test set are determined for the different models:
A. The linear regression "LR… approach
Three different physics-based identification approaches, designated as linear regression ͑LR͒, dynamic linear regression ͑DLR͒, and nonlinear regression ͑NLR͒ are postulated and assessed that are all driven by the ͑scalar͒ position signal. All these models use the Maxwell slip model and are, therefore, capable of accounting for the hysteresis, with nonlocal memory, relationship between the displacement ͑exci-tation͒ and pre-sliding friction force ͑response͒. Among their main advantages is simplicity and physical interpretation. All three approaches are based upon minimization of a quadratic cost function of the form
with N designating the number of samples used and e(t) the error consisting of the difference between the measured force F(t) and the model provided force F M (t):
A more detailed analysis and description of the proposed approaches may be found in Refs. 9 and 10. We start with the linear regression ͑LR͒ approach, where the pre-sliding friction force is approximated by a LR(M ) model from within the model class LR(M ,k):
This structure is obtained directly from the Maxwell slip model ͑see Sec. II A above͒ with M superimposed elements.
␦ i (t)(iϭ1 , ...,M) designates the normalized ͑with respect to ⌬ i ) ith spring deflection and e(t) the model error ͑assumed to be a zero-mean uncorrelated random sequence with variance e 2 ). In this model structure the ⌬ i 's are preassigned as equally spaced within the range of the asperity deformation; 4 an apparently gross approximation. The model parameters to be estimated thus are the stiffnesses k i (iϭ1,...,M), collected into the vector k. As the model structure is linear in the parameters, minimization of the cost function J leads to a linear regression type estimator for k.
Model order selection ͑that is selecting the number M of superimposed elements͒ is based upon the successive estimation ͑training͒ of models for increasing M and evaluation of the MSE criterion.
B. The dynamic linear regression "DLR… approach
In this approach the pre-sliding friction force is approximated via a DLR(M ,n) model. 9, 10 This is also based upon the Maxwell slip model with M superimposed elements, but the normalized spring deflections ␦ i (t), collected into the vector ␦(t) ͓␦ 1 (t)...␦ M (t)͔ T , are now driven through a band of finite impulse response ͑FIR͒ filters ͑each one of order n) to produce the pre-sliding friction force. The DLR model class is thus of the form DLR(M ,n,):
with j ( jϭ0, ...,n) designating the FIR filter band's jth coefficient vector, the composite FIR coefficient vector, and e(t) the model error. Note that, like in the previous case, the approximation of preassigned ͑equally spaced͒⌬ i 's is utilized.
The main advantage of this model structure is in the extra dynamics and complexity due to the FIR filter band, which may account for discrepancies between the previous LR model structure and the actual pre-sliding friction dynamics. Also notice that as the DLR(M ,n) model structure is still linear in the parameters, minimization of the cost function J still leads to a linear regression type estimator for .
Here model order selection is based upon the estimation ͑training͒ of models corresponding to various values of n for any given M . The final model is selected following consideration of various values of M .
C. The nonlinear regression "NLR… approach
The nonlinear regression ͑NLR͒ approach 9,10 shares the basic Maxwell slip representation of the pre-sliding friction force, its important difference from the LR approach, however, being that the thresholds (⌬ i 's) are no longer preassigned, but, instead, estimated along with the stiffnesses (k i 's). The NLR model class is thus of the form NLR(M ,k,⌬):
with M designating the number of superimposed elements, k the stiffness vector, and ⌬ the threshold vector. The NLR approach thus corresponds to complete identification of the Maxwell slip model through elimination of the preassigned threshold approximation. This is naturally expected to lead to increased accuracy, yet, the price paid for it is that the linearity in the model parameters is now lost. As a consequence, minimization of a quadratic function of the model error now leads to a nonlinear regression type estimator for the parameter vectors k and ⌬.
NLR model parameter estimation is thus based upon a postulated two-phase, hybrid, optimization scheme. The first ͑pre-optimization͒ phase utilizes probabilistic genetic algorithm ͑GA͒ based optimization 11 
This two-phase scheme is capable of locating ͑with high probability͒ the true global minimum of the cost function and circumventing problems associated with local minima, which are quite common in this case. 9 Model order selection is done in the same way as with LR(M ) models.
D. NARX models
We shall now turn to black-box models starting with NARX models which are a nonlinear extensions of the well known ARX ͑AutoRegressive with eXogenous input͒ models. [13] [14] [15] [16] In the regression formalism the model form is described by some arbitrary nonlinear function ŷ i ϭ f (x i ͉) where the input vector x i includes past values of the time series ͕u t ͖ and values of the exogenous input ͕w t ͖.
How the parameters ϭ( 1 ,..., M ) enter into the model function is not defined. Practical aspects advise to choose f as a linear sum of so-called basis functions j
In this way the parameters j contribute only quadratically to the sum of squared errors
reducing the least squares fit to a simple convex minimization problem with a well defined solution. Theoretically any function type can serve as basis function. Nevertheless it should meet two requirements. First of all the basis functions have to be sufficiently flexible and complex. A combination of them should be able to approximate the potentially complex relationship between the inputs x i and the outputs y i . Obviously for nonlinear regression this implies that the basis functions have to be also nonlinear in some way.
The second requirement is contrary to the first and states that the basis functions should be as simple as possible. This is partly a matter of practicability as simple basis functions reduce computational efforts. However, it also refines the control on the complexity of the model. Every basis function j with a corresponding nonzero coefficient j increases the complexity of the model by a small amount. Choosing an appropriate number M of basis functions effectively determines the trade-off between accuracy and complexity of the model ͑see the forward orthogonal regression 13 
͒.
In our models we have used monomials for basis functions
with the maximum degree pϭ ͚ i p i . Other popular choices are radial basis functions, rational functions, and wavelets.
E. Neural networks
Artificial neural networks have come into recent prominence because of their ability to learn input-output relationships by training on measured data and they appear to show some promise for the system identification problem. The most often used forms are the multi-layer perceptron ͑MLP͒ and radial basis function ͑RBF͒, the model used here will be the MLP. In order to form a model with a neural network it is necessary to specify the form of the inputs and outputs; in this case, the NARX functional form will be used,
where y i denotes the time series to be predicted and x i is some additional input time series. In the case of the MLP with a linear output neuron, the appropriate structure for a single-input-single-output ͑SISO͒ system is
u jm x iϪm ϩb jͪ ,
͑20͒
where n x and n y denote the number of input and output lags, respectively, and the w's, u's, and v's are the weights, or if a nonlinear output neuron is used,
u jm x iϪm ϩb jͪ ͬ .
͑21͒
As a linear output neuron is often adopted for regression problems, the structure ͑20͒ is used here. Some of the earliest examples of the use of neural networks for system identification and modeling are the work of Chu et al. 17 and Narendra and Parthasarathy. 18 Masri et al. are amongst the first structural dynamicists to exploit the techniques. 19 The latter work is interesting because it demonstrates ''dynamic neurons'' which are said to increase the utility of the MLP structure for modeling dynamical systems. One of the most comprehensive programs of work to date is that of Billings and co-workers starting with Ref. 20 for the MLP structure and Ref. 21 for the RBF.
The neural networks described further were trained using the scaled conjugate gradient algorithm 22 with a 3 layer structure. The strategy for optimizing the neural network structure involves using a training set to establish weights and a validation set to fix the optimum hidden layer number, initial conditions, stopping time and number of lags. The program is summarized by the following pseudo-code:
for different input lagsϭ0t o6 ͑ where 0 indicates the current input͕͒ for different output lagsϭ0t o6 ͑ where 0 indicates that no output lags was used in the network͕͒ for number of hidden layer neuronsϭ1t o1 0͕ for different random initial conditionsϭ1t o2 0͕ train network on training data evaluate on validation data terminate training at minimum on validation set͖͖͖͖.
For simplicity the maximum number of input-lags n x was assumed equal to the maximum number of input-lags n y . During training, time-varying learning coefficients and momenta were used. These were initially set high to allow potential movement between local minima and then annealed to allow fine-tuning. The networks updated the weights at each presentation of an input-output pair, i.e., an epoch of unity was used.
F. Local models
In contrast to the global models discussed so far, local models do not use any training data until queried with some point x. A small neighborhood of x is located in the training set and a simple model using only the training points lying in this neighborhood is constructed. 23 The most common choice for the neighborhood is to locate the k nearest neighbors x nn 1 ,..., x nn k of x ͑fixed mass͒, i.e., the k points in the training set which have the smallest distance to the query point according to some arbitrary metric ʈ•ʈ ͑usually Euclidean͒. To find the nearest neighbors we use a fast algorithm called ATRIA, which relies on a binary search tree built in a preprocessing stage. 24 The model used in the neighborhood of the query point is usually fairly simple. A locally constant model computes a weighted average of the images of the nearest neighbors
Besides their speed of computation, locally constant models are very robust, as their predictions always remain in the data range given by the nearest neighbors. The weights w i are usually drawn from a monotonically decreasing weight function, so that the influence of the furthest nearest neighbors is decreased. Otherwise, the model output becomes discontinuous, as shifting the query point x results in points suddenly entering or leaving the neighborhood.
A locally linear model fits a linear function
͑with ãϭ͓a;a 0 ͔ and xϭ͓x;1͔) in the neighborhood of the query point by minimizing the weighted sum of squared errors
The solution for ã is given by 25 For locally linear models, four types of parameters must be chosen: The number of nearest neighbors k and the metric used to locate these, the weighting function for the weights w i , and the regularization parameters s 1 ,s 2 . Additionally, one must also find good values for the embedding parameters. Instead of the usually chosen delay embedding with the two parameters dimension and delay, a nonuniform embedding is used, which allows varying delays between the components of the input vector.
For finding good parameter values, one can use a training procedure like cross validation. Here, the data set is split into a training and a test set which are used for training and validating the model, respectively. Local models allow an ''extreme'' form of this procedure, the leave-one-out cross validation ͑LOOCV͒, where the test set is reduced to one single point. Such an implementation is possible because local models are lazy learners, which delay any model calculations until they are queried. Of course, one has to repeat this validation procedure with enough different test points to get a good estimation of the actual model error.
A genetic algorithm which minimizes the LOOCV error is used for optimizing the delays of the embedding and the number of nearest neighbors.
For the other parameters a simple type of ciclyc optimization is used, where all parameters are succesively optimized with a semiglobal line search. 25 Although these optimization procedures do not necessarily lead to the global minimum in parameter space, they are usually able to improve prediction accuracy compared to manually chosen parameters.
G. Dynamical networks
All methods introduced in the previous subsections require a delay vector as an input. An alternative are dynamical networks ͑DN͒ 26 -28 that are trained to generate a specific output signal when driven by the corresponding input signal. The nonlinear functional relation between input and output is here an emergent feature of generalized synchronization 26 between the driving process ͑input signal͒ and the dynamical network. As a special case of recurrent neural networks ͑RNNs͒ this class of systems has some internal memory. Thus they differ from memoryless models ͑like NARX, local models or feed forward neural networks͒ that operate on vector valued input and provide ͑static͒ functions between input-output pairs (x i ,y i ). In order to use the latter for prediction purposes one has to introduce an external memory by the embedding technique described above. In contrast dynamical networks do not depend on this technique. They preserve information from the past in the states of their internal elements and can use it for dynamic tasks like prediction or classification.
Dynamical networks are a special type of RNN. However, the internal elements of the network are not restricted to neuron-like systems but may consist of any type of ͑stable͒ dynamical system. 26 The local dynamics of the network used here for friction modeling consists of N dynamical elements
with input
where x i (t) is the state of the ith element at time step t, w ij is the connection strength of the output from the jth element to the ith element, w i0 the bias of the ith element, v i the connection strength of the external input signal u(t) to the ith element and (•) a piecewise linear sigmoid activation function
͑28͒
The parameter ␣ i (Ϫ1.0,1.0) determines the degree by which the past state of the ith element influences the present one. Higher absolute values result in a longer memory whereas for values near zero the information about the past state degrades more rapidly. There are many ways to define the topology of dynamical networks. For our purpose we used a constructive approach consististing of two phases. In the growing phase we started with an empty network. Each iteration step we added a new element with at most two connections to the already existing ones. The procedure was stopped when ten elements were present in the network. This growing phase was followed by a restructuring phase. Each iteration step a few connections between the elements were randomly added, cut or changed and randomly chosen parameters ␣ i ,w ij ,w i0 ,v i were optimized by a nonlinear minimization algorithm. If the new network structure rendered a better performance on the validation data set it was chosen to replace the old one. The restructuring procedure was stopped when no more significant improvements could be achieved.
The output of the network was represented by a linear superposition of the elemental states
where the weights i ,iϭ0,...,N were computed on the training data set with the usual least squares method as already described for NARX models.
IV. SIMULATION RESULTS
The goal of our modeling is to estimate the ͑current͒ force value F(t) by using values of the displacement signal P(t),P(tϪ1),P(tϪ2),... . Typical results obtained by the aforementioned methods are shown in Fig. 6 . Figure 6͑a͒ shows the last 8000 samples of the given data set which constitute the test set. The deviations e(t) ϭF (t)ϪF(t) of the predicted force F and from the true measured force F are plotted for the different models in Figs. ͑6b͒-͑6m͒ where also the mean-square-error or MSE ͑9͒ and the maximum error MAX ͑10͒ on the test set are given.
A. Linear regression
In contrast to black-box models, the physics-based models are not prepared to cope directly with the offset present in the displacement and friction signals due to sensor calibration. The offset compensation strategy followed within the LR approach ͑also within the DLR and NLR approaches͒, includes:
͑i͒ Sample mean subtraction of the displacement signal, assuming that the displacement sample mean is equal to the experimental displacement offset; ͑ii͒ incorporation of an extra parameter, denoted as b, into the physics-based models in order to account for the experimental friction offset. Thus the LR model is a member of the class LR(M ,k,b) and becomes
Model estimation and order selection are based upon two disjoint data sets, designated as training set and validation set. These data sets are derived from the first 16 000 data points. The first set is used for parameter estimation. The final model is selected by considering the mean square error ͑MSE͒ of the candidate models within both sets.
Model order selection results are presented in Fig. 7 , which depicts the MSE as a function of the model order. Figure 7͑a͒ refers to the training set and Fig. 7͑b͒ to the validation set.
As Fig. 7͑a͒ indicates the MSE criterion is, for the LR sequence of models, decreasing as the order increases. The behavior of the LR model in the second set ͓Fig. 7͑b͔͒ is not as smooth. From the LR sequence of models the LR͑6͒ model is finally selected.
The performance assessment of the selected LR͑6͒ model within the test set is presented in Fig. 6͑b͒ in which the MSE criterion along with the corresponding maximum error are provided. These results indicate that the LR͑6͒-based friction simulation is in good overall agreement with its measured counterpart.
B. Dynamic linear regression
The DLR model order selection results are also presented in Fig. 7 . The behavior of the DLR sequence of models within both sets is analogous to that of the LR model sequence. Nevertheless, the MSE criterion reaches an approximate plateau for M у5 ͓Fig. 7͑a͔͒. The DLR͑5,7͒ model is thus selected, as it is characterized by parametric complexity ͑number of estimated parameters͒ that is significantly smaller than its DLR͑6,7͒ counterpart. It is worth noting that the MSE criterion achieved via each DLR model within the first set is quite higher than that achieved within the second set.
The simulation performance assessment of the DLR͑5,7͒ model is presented in Fig. 6͑c͒ . The DLR͑5,7͒ model achieves an MSE of 0.747%, indicating excellent fit.
C. Nonlinear regression
The order selection results ͑Fig. 7͒ for the NLR sequence of models indicate that the MSE attains an approximate plateau for M у5 ͓Fig. 7͑a͔͒. For M ϭ5 a first minimum is also attained within the validation set ͓Fig. 7͑b͔͒. The NLR͑5͒ model is thus selected.
The NLR͑5͒ simulation performance assessment results ͓Fig. 6͑d͔͒ show that the NLR͑5͒ model achieves significantly better simulation performance than its LR͑6͒ counterpart, while being characterized by 5 ͑versus 6͒ elements.
On the other hand the DLR͑5,7͒ model achieves the lowest MSE criterion ͓less than half of that of the NLR͑5͔͒. This is, however, achieved at a significantly higher parametric complexity ͑almost four times that of the NLR͑5͒ model͒. This indicates that the FIR part of the DLR͑5,7͒ model accounts ͑apart from the problem of false threshold preassignment͒ for extra pre-sliding friction dynamics which are not accounted for by the NLR͑5͒ model. Nevertheless, the NLR͑5͒ model is judged as striking a good balance between accuracy ͑simulation performance͒ and parametric complexity ͑number of estimated parameters͒.
To better cope with the trend in the friction signal we have also tested the NLR approach with an additional linear at and exponential a͓1Ϫexp (Ϫ(t/b) c )͔ term in the force ansatz ͑15͒. The parameters a, b, and c are determined with the other paremeters of this model by nonlinear minimization ͑Nelder-Mead and Trust-Region algorithm͒. The results are shown as NLR͑8͒-LIN and NLR͑8͒-EXP in Figs. 6͑e͒ and  6͑f͒ , respectively.
D. NARX models
The first NARX model ͑Sec. III D͒ is a polynomial of degree three ͑including 32 monomials͒ that has been trained on the raw data with input vector x(t)ϭ( P(t),P(t Ϫ2),...,P(tϪ18),F(tϪ2)) and output y(t)ϭF(t). The prediction accurracy obtained with this method is shown in Fig. 6͑g͒ . To take into account the trend in the force signal we have also applied the NARX-approach to a linearly detrended force signal where a linear function of time was subtracted from the full data set shown in Fig. 5 . Identification results obtained with this preprocessing ͑NARX-DT͒ are shown in Fig. 6͑h͒ indicating a slight improvement of the MSE.
E. Neural networks
Figures 6͑i͒ and 6͑j͒ illustrate predictions obtained with the neural network approach ͑Sec. III E͒, applied to the raw data ͑NN͒ and to a linearly detrended force time series ͑NN-DT͒. Again the MSE for the preprocessed data is smaller. Figure 6͑k͒ shows the prediction results for the original time series with a locally linear model ͑LM͒ based on 338 nearest neighbors with a constant weight function. The genetic optimization of the nonuniform embedding leads to a 15-dimensional input vector, consisting of nine components from the position and six components from past force values. The MSE is quite large which can be attributed to the fact that the local model is unable to extrapolate the trend in the force time series. Figure 6͑l͒ shows the prediction results using the linearly detrended force time series ͑LM-DT͒, leading to a considerably reduced MSE. The input vector consisted of nine components from the position time series and six components from the past force values. The local model used 300 nearest neighbors with a constant weight function.
F. Local models

G. Dynamical networks
Prediction results using a dynamical network ͑DN͒͑Sec. III G͒ are shown in Fig. 6͑m͒ . This approach provided the best results of all black-box methods, even without detrending the force time series. The magnitudes of errors are comparable to those obtained with the best physics-based method ͓DLR͑5,7͔͒. A possible reason for this common efficiency is the fact that both methods possess some internal memory structure that may cover the slow trend in the data.
H. Ensemble models
Superposition of output from different models ͑trained individually͒ may provide better results than any individual model, because such ensemble models typically exhibit better generalization properties and robustness features. 29 To investigate whether the best normalized mean squared error MSEϭ0.747 ͓DLR͑5,7͔͒ and the minimal normalized maximum error MAXϭ0.41 ͑DN and NARX͒ could be improved using an ensemble model we combined the best models without detrending. Figure 8͑a͒ shows the remaining prediction error for a superposition of the DLR͑5,7͒ and the DN model and in Fig. 8͑b͒ the outputs of the DLR͑5,7͒, DN, and NLR͑8͒-EXP model are averaged. The errors (MSEϭ0.279 and MAXϭ0.24) of the latter three models ensemble are ͑much͒ smaller than the minimal errors of the individual errors (MSEϭ0.747 and MAXϭ0.41). If more of the remaining ͑worse͒ models are included the prediction error of the ensemble increases again.
V. DISCUSSION AND CONCLUSIONS
The identification results achieved by the various methods considered in this paper are in general very good and may suffice for control application purposes. There are some notable differences, however, in the performance of each method as reflected in Fig. 6 . First, using the performance criteria of Sec. III, we conclude that the black-box as well as the physics-based methods result in good to excellent fits. Within the black-box methods, the dynamical networks score the best; and within the physics ones, the DLR approach. This is achieved, however, at the expense of both programming and calculation intensiveness. Noteworthy is the fact that physics-based models, when we take into account their relative simplicity, would score the overall best. This is due, in our case, to the fact that the Maxwell slip model used as a basis for those methods accounts very closely to pre-sliding friction force dynamics. Knowledge of a model ͑structure͒ representing a physical phenomenon, however approximately is, therefore, a considerable asset in identification. In the absence thereof, black-box techniques prove very powerful tools for nonlinear system identification, not requiring any a priori knowledge of the physics, yet producing very good fits. If very exact predictions are required combinations of different types of models within an ensemble turn out to be superior to any of the investigated ͑individual͒ models.
In conclusion, this paper has presented an overview of friction force dynamics; its characterization, measurement, and identification. Owing to its presence in most machine elements coupled with its highly nonlinear character, friction force dynamics have to be identified and modeled if effective control of machines is desired. This task is eased significantly by devising accurate measurement setups, constructing suitable models and developing efficient methods of identification, as this paper has clearly shown. An obvious next step is to extend this methodology from pre-sliding friction to gross sliding and transition.
