Abstract--We consider and analyze a new projection method for solving pseudomonotone variational inequalities by modifying the extragradient method. The modified method converges for pseudomonotone Lipschitz continuous operators, which is a much weaker condition than monotonicity. The new iterative method differs from the existing projection methods. Our proof of convergence is very simple as compared with other methods.
INTRODUCTION
Variational inequalities.have had a great impact and influence in the development of almost all branches of pure and applied sciences. There are a substantial number of numerical methods including projection, the WieneroHopf equations, auxiliary principle techniques for solving variational inequalities, see for example, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . It is well known that the convergence of the projection method requires the operator T to be strongly monotone and Lipschitz continuous. Gabay [4] and Tseng [16] have shown that the convergence of the projection method can be proved for the co-coercive operators. Note that co-coercivity is weaker than strongly monotonicity, but is stronger than the monotonicity. These strict conditions rule out many applications of the projection method for a wide class of problems. These facts motivated to modify the projection method and its variant forms. The extragradient method [2, 16] overcomes this difficulty by using the technique of updating the solution, which modified the projection method by performing additional step and projection at each step according to double projection formula. Solodov and Tseng [14] and He [7] suggested another modified projection type-method involving only one projection. It is worth mentioning that the convergence of both the extragradient method and the modified projection type method requires that the solution exists and the operator to be monotone and Lipschitz continuous. These facts motivated us to modify the extragradient method by using the ideas of Noor [11, 12] and Tseng [16] . Our proposed modification is in the spirit of the extragradient method performing an additional forward step and projection at each step. We would like to point out that our modified projection method still involves two projections as in the extragradient method. One advantage of this approach is that one can suggest a splitting 0893-9659/02/$ -see front matter © 2002 Elsevier Science Ltd. All rights reserved. Typeset by .A.MS-TEX PII: S0893-9659 (01)00137-9 M.A. NOOR type method, see Algorithm 3.3, for solving variational inequalities, which is very much similar to the splitting method of Peaceman and Rachford [17] . Using this modification, we suggest and analyze a number of iterative methods for solving monotone variational inequalities. The convergence of our new methods, that is, Algorithm 3.4, requires only the pseudomonotonicity of the Lipschitz continuous operator whereas the convergence of the extragradient and the modified projection type methods requires only monotonicity of the Lipschitz continuous operator. This fact clearly shows that the proposed method has added advantages over the existing ones, which is the prime motivation of this paper. Recently, Tseng [16] has considered the modified forward-backward splitting method for solving monotone variational inequalities. He has shown that his method converges for monotone and Lipschitz continuous operators. We have shown that the convergence analysis of the new method can be studied under weaker conditions than the requirements for the convergence of other projection and extragradient methods [2, 7, 8, 14, 16] .. In brief, our results represent a significant improvement and refinement of the existing methods.
FORMULATION
Let H be a real Hilbert space, whose inner product and norm are denoted by (., .) and [l" [[ respectively. Let K be a closed convex set in H and T : H ~ H be a nonlinear operator. We now consider the problem of finding u E K such that
Problem (2.1) is called the variational inequality, which was introduced and studied by Stampacchia [15] in 1964. It has been shown that a large class of obstacle, unilateral, contact, free, moving, and equilibrium problems arising in regional, physical, mathematical, engineering, and applied sciences can be studied in the unified and general framework of the variational inequalities (2.1), see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] and the references therein. If K* --{u E H : {u, v} _> 0, for all v E K} is a polar (dual) cone of a convex cone K in H, then problem (2.2) is equivalent to finding u E K such that which are known as the generalized complementarity problems. Such problems have been studied extensively in the literature, see, for example, [2, 3, 5, 9, 14, 16] .
LEMMA 2.1. For a given z • H, u • K satisfies the inequality
(u -z, v -u) >_ 0, for all v E K,(2.
3) if and only if U = PK(Z),
where Pg is the projection of H onto K. Also, the projection operator PK is nonexpansive.
DEFINITION 2.1. For all u, v c H, the operator T : H , H is said to be
(iii) Lipschitz continuous, if there exists a constant 5 > 0 such that
Note that monotonicity implies pseudomonotonicity but the converse is not true, see [5] . where 0 < p < 2a/~ 2, a is the strongly monotonicity constant and j3 > 0 is the Lipschitz continuity constant of the nonlinear operator T. Gabay [4] and Tseng [16] have shown that the projection Algorithm 3.1 converges for co-coercive variational inequalities. Note that co-coercivity of an operator implies monotonicity and Lipschitz continuity. We note that the projection method requires the restrictive assumption that T must be strongly monotone or co-coercive for convergence. To overcome this difficulty, a technique of updating u was used to suggest the double formula. Equation This fixed-point formulation enables us to suggest the following iterative method, which is known as the extragradient method, see [2, 7, 14] . It is well known [2, 14] that the convergence of the extragr~dient Algorithm 3.2 requires the monotonicity and Lipschitz continuity of the operator. We now modify the extragradient method under which the modification entails an additional forward step and a projection step at each iteration. By updating u, we may write equation (3.1) (3.3) which also involves the double projection like the extragradient Algorithm 3.2. This fixed-point formulation is used to suggest the following iterative method, which is due to Noor [11] . Algorithm 3.3 is two step forward-backward splitting method in which the order of PK and T has not been changed. This method is similar to that of Peaceman and Rachford [17] . We now define the residue vector by the relation
in the form u = PK [PK [u --pTu] --pTPI~ [u -pTu]] = PK [I --pT] PK [I --pT] (u),
(3.5)
M.A. NOOR
From Lemma 3.1, it is clear that u E K is a solution of (2.1) if and only if u E K is a zero of the equation
For a positive stepsize 3' E (0, 2), we consider the equation
This fixed-point formulation is used to suggest the following. For the convergence analysis of Algorithm 3.4, we need the following results, which are proved by using the technique of Noor [8, 12] . For the sake of simplicity, we take p = 1.
LEMMA 3.2. Let ~ E K be a solution of (2.1). If T : H ---* H is a pseudomonotone Lipschitz continuous operator with constant ~ > O, then
for all u e g. (3.8) PROOF. Since T is a pseudomonotone operator, for all u, fie K, 
= (u -PK [PK[u --Tu] -TPK [u -Tu]], TPK[PK[U --Tu] -TPK[u -Tu]]> + <PK[PK[u --Tu] -TPK[U -Tu]] -fz, TPK[PK[U --Tu] -TPK[U -
where we have used the Cauchy-Schwarz inequality, Lipschitz continuity of the operator T and (3. Combining (3.10) and (3.11), we obtain
the required result. | LEMMA 3.3. Let ~ E K be a solution of (2.1) n---~oo Let ~ be the cluster point of {un} and the subsequence {un~} of the sequence {un} converge to ~2. Since R is continuous, it follows that R(5) = limi~ R(un,) = 0, which implies that ~ is a solution of (2.1) by invoking Lemma 3.1 and ]iUn+l --~ii 2 < iiun --~112 • Thus, the sequence {un} has exactly one cluster point, and consequently, limn--.c~ Un = ~ E K, satisfying the variational inequality (2.1). | REMARK 3.1. Since the nonlinear complementarity problem (2.2) is a special case of problem (2.1), Theorem 3.1 continues to hold true for problem (2.2) . Using the technique of Zhang and Xiu [18] , one can easily show that the suggested modified projection method has the local convergence behavior, which enables us to identify accurately the optimal active constraints after finite many iterations. In this paper, we have suggested and analyzed a new projection method for pseudomonotone variational inequalities and complementarity problems by using the updating technique of the solution. The convergence of the new method requires only the pseudomonotonicity of the operator, which is a weaker condition than monotonicity and of the operator. In this respect, our results represent a significant improvement. This new method is in the spirit of the extragradient and modified extragradient methods, we expect that the new method is efficient and practical. The implementation of the new method is the subject of a subsequent paper. The comparison of this new method with other methods of He [7] , Noor [8, 11, 12] , Solodov and Tseng [14] , and Tseng [16] is an interesting problem for further research.
