Abstract-This paper considers the estimation algorithm for response time distribution of a server application under the environment where software aging occurs. We develop the continuous-time Markov chain (CTMC) model to represent the degradation level of server and then show that the response time distribution can be represented by a Markov-modulated compound Poisson process (MMCPP). The estimation algorithm for the response time distribution is given by the EM algorithm for MMCPP. In a numerical example, we demonstrate the response time estimation for the experimental data of MySQL server.
I. INTRODUCTION
Software aging and rejuvenation have been discussed as the problem to be solved for highly-reliable system in the last three decades. The software aging causes performance degradation and a sudden crash of software application due to resource exhaustion. The main cause of software aging is aging-related bugs [1] such as memory leak, fragmentation and round-off errors. Since aging-related bugs are poorly reproducible, it is difficult to detect and remove them in testing phase.
The software rejuvenation is a significant technique to counteract performance degradation and system failure caused by software aging. The software rejuvenation is a proactive action to mitigate software aging by refreshing the system resources. Typical examples of the software rejuvenation are garbage collection, flushing operating system kernel tables, reinitializing internal data structures and hardware reboot.
One of the main issues of the software rejuvenation is when to start the rejuvenation operation, because time overheads are incurred by the rejuvenation operation. There are two approaches which have been discussed in the literature: modelbased and measurement-based approaches. The model-based approach provides a state-based model such as continuoustime Markov chain (CTMC) representing behavior of software aging and rejuvenation. Based on the model, we determine the optimal rejuvenation timing so that the performance index could be minimized or maximized. On the other hand, the measurement-based approach is to monitor system attributes to find a significant sign of the software aging, and is to determine the condition to trigger the software rejuvenation.
To determine the optimal rejuvenation strategy in the modelbased approach, it is necessary to determine model parameters from data in advance. That is, the parameter estimation is an important issue in software aging and rejuvenation. In particular, failure time distribution and response time distribution are significant model components to discuss the software rejuvenation timing, and they should be estimated from experimental data. In the past literature, there are some papers that discuss how to estimate these distributions [2] . In general, it is difficult to determine the degradation level since the degradation level is unobservable. In the measurement approach, many system attributes are measured to determine the degradation level, but they do not represent the degradation level directly. Even if we discuss the relationship between the performance degradation and system attributes, the failure time or response time distribution should be estimated by using statistical methods.
In this paper, we consider the estimation of response time distribution from experimental data. Especially, we treat a parametric approach to determine the response time distribution. In [3] , we have little discussed the estimation of response time distribution based on a CTMC model. The paper is an extension from [3] . Based on the CTMC-based degradation model, we show the response time distribution can be represented by a Markov-modulated compound Poisson process (MMCPP) [4] , and the paper provides the parameter estimation algorithm by using EM (expectation-maximization) algorithm.
II. DEGRADATION MODEL
Consider a server application with software aging. In this paper, we build the stochastic model to represent the response time of the server application when a request of a client occurs, and we wish to estimate the response time distribution from the empirical data. Since the performance of the server application is degraded with software aging such as memory leak with long time operation, the estimation of response time distribution is not straightforward.
Let {D(t); t > 0} be the degradation level of server application at time t, which is the stochastic process on the state space S = {1, . . . , N }. The number indicates the degree of performance degradation. If D(t) = 1, the server application has not been degraded yet. Also g i (x) denotes the probability density function of response time when the degradation level of server application D(t) = i.
In the paper, we assume that D(t) is a continuous-time Markov chain (CTMC) with skip free to the right. Figure  1 represents the state transition diagram of the underlying CTMC. As shown in the figure, the degradation level is not decreasing with time. The infinitesimal generator of the CTMC is given by the following upper triangle matrix:
where µ i,i = N j=i+1 µ i,j and µ N,N = 0. Then the response time distribution is governed by the CTMC, and it has the similar structure as Markov-modulated compound Poisson process (MMCPP) [4] . In [4] , the estimation of response time distribution is treated when g i (t) is the exponential distribution. The proposed method of this paper is the extension with respect to a general distribution.
III. ESTIMATION OF RESPONSE TIME DISTRIBUTION
As mentioned before, the response time distribution of the server application with software aging can be modeled by an MMCPP. In this section, we consider the estimation of response time distribution from empirical data.
Let O = {(t 1 , x 1 ), (t 2 , x 2 ), . . . , (t K , x K )} be the empirical data for response time of the server application, where t i is the (cumulative) operation time of the server application and x i is the response time to a client request at time t i . Then the likelihood function is given by
where π = (1, 0, . . . , 0), ∆t k = t k − t k−1 , µ is a parameter vector for Q, 1 is a column vector whose elements are 1. Also G(x; θ) is the diagonal matrix leading g i (x), i.e.,
where
The maximum likelihood (ML) estimatesμ andθ can be obtained by the values maximizing the likelihood function, namely,
However, it is not easy to obtain the ML estimates by maximizing Eq. (2) directly. The difficulty of estimating response time distribution is that the degradation level is unobservable.
To overcome the problem, we apply the EM (expectationmaximization) algorithm for estimating response time distributions. EM algorithm is an iterative method for the ML estimation with incomplete data [5] . Let O and U respectively denote the observed and unobserved data. Assume that we wish to estimate a set of model parameters η given the observed data O. EM algorithm consists of two parts: 1) computing the expected log-likelihood function (LLF) for the complete data pair (O, U), given that only the data O is observed, and 2) finding a parameter set η that maximizes the expected LLF. These two parts are mathematically formulated as:
where E U is the expectation operator for the unobserved data U provided that O is given. In order to compute this expected LLF, we need a provisional set of parameters. That is, Eq. (5) implicitly gives an update formula of the parameters, and the parameters are updated until they converge to within a given tolerance. The E-step and the M-step in the EM algorithm correspond to the two parts: 1) computing the expected LLF and 2) finding a set of parameters that maximizes the expected LLF.
To obtain the EM algorithm to estimate the response time distribution, we define the following unobserved statistics:
• Z k,i : the indicator random variable meaning the degradation level is i at time t k , • N i,j : the number of transitions from the degradation level i to the level j during [0, t K ).
• T i : the total sojourn time in the degradation level i during [0, t K ).
Then the M-step of our algorithm is given by
Note that Eq. (6) is the ordinary ML estimation for g i (x) with respect to the weighted samples.
On the other hand, in the E-step, we compute the expected
Let f k and b k be the forward and backward likelihood vectors which are defined as follows.
By using the forward and backward likelihood vectors, the expected value of Z k,i is given by
where [a] i denotes the i-th element of the vector a. Moreover, the expected values for N i,j and T i can be written by
We have ML estimates for µ and θ by executing E-step and M-step repeatedly until the parameters converge.
IV. A NUMERICAL EXAMPLE
In this section, we present a numerical example to estimate the response time distribution in the database management system (DBMS) by using the proposed algorithm. In the experiment, we set up MySQL server on the host which equips a 1.66GHz Atom Intel CPU, 1GB memory of RAM and Windows 7 SP1. The version of DBMS was MySQL 5.5. 1 million records had been inserted in advance, and for a better performance on write operations, the storage engine of InnoDB instead of MyISAM was chosen. To eliminate the influence of network delay, a client is the same host and SQL requests were generated by Python scripts. In our experiment, we set 5 parallel processes to connect with database persistently lasting for 1 hour. Precisely, the processes 1 through 4 submitted "UPDATE" requests and the process 5 submitted "SELECT" requests. We measured the response time for each SQL request.
Figures 2 through 6 present the response time for processes 1 through 5 during the experiment period, respectively. The x-axis is the cumulative system CPU time for the experiment period. The y-axis represents the response time. From these figures, we find that all the response times gradually increase with CPU time. This is the evidence that the performance of SQL server was degraded.
As shown in the figures, since the response time increases with time, it is difficult to use the ordinary fitting techniques from independent and identically distributed random samples. On the other hand, in our approach, the response time distribution is changed by a underlying CTMC process, and thus we apply the fitting method to such response time data. In this example, we assume that there are three degradation levels and the response time distributions for the three levels are given by 2-stage Erlang distribution with the following probability density function;
The estimated parameters are given by
• process 1: 
• process 2: • process 4: Also, Table I presents the mean time computed from the estimated distributions. The first three columns indicate the mean time of response time at each degradation level, and the last two columns represent the mean time of transitions between degradation levels. From the table, it can be seen that mean time of response time increases as the degradation level becomes large. Moreover, in our framework, we can also estimate the mean time to degradation. For instance, the processes 1 through 3 have almost same tendency in terms of performance degradation. On the other hand, although the process 4 has the same response time distribution as processes 1, 2 and 3, the degradation speed is little slower than those of processes 1, 2 and 3 from the estimated mean time of degradation. From the table, we also see that the degradation speed of process 5 is the slowest among all the processes. V. CONCLUSION
In this paper, we have presented the parameter estimation algorithm for response time distribution in a server application. Specifically, in the environment where the performance of application is degraded by software aging, we have developed the CTMC-based degradation model and have shown such a model becomes an MMCPP. In addition, based on the EM algorithm, the paper have provided the parameter estimation algorithm for response time distribution. In the numerical example, we have demonstrated the response time estimation from the experimental data with our proposed algorithm. In future, we will consider how to determine the number of degradation level by applying some information criteria.
