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Abstract
The idea that complex motor, perceptual, and cognitive behaviors are composed of smaller units, which are somehow
brought into a meaningful relation, permeates the biological and life sciences. However, no principled framework defining
the constituent elementary processes has been developed to this date. Consequently, functional configurations (or
architectures) relating elementary processes and external influences are mostly piecemeal formulations suitable to
particular instances only. Here, we develop a general dynamical framework for distinct functional architectures
characterized by the time-scale separation of their constituents and evaluate their efficiency. Thereto, we build on the
(phase) flow of a system, which prescribes the temporal evolution of its state variables. The phase flow topology allows for
the unambiguous classification of qualitatively distinct processes, which we consider to represent the functional units or
modes within the dynamical architecture. Using the example of a composite movement we illustrate how different
architectures can be characterized by their degree of time scale separation between the internal elements of the
architecture (i.e. the functional modes) and external interventions. We reveal a tradeoff of the interactions between internal
and external influences, which offers a theoretical justification for the efficient composition of complex processes out of
non-trivial elementary processes or functional modes.
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Introduction
The notion that basic elementary units serve as constituent
building blocks (or primitives) for the composition of complex
functional processes and behaviors, be they motoric, perceptual or
cognitive, is widely adhered to in the biological and life sciences.
For instance, the vocal behavior of singing birds comprises
functional elements with distinct associated time scales, such as
notes and syllables (groups of notes), that are represented
hierarchically in the avian forebrain [1]. The time-scale separation
that is inherent to the production of bird song has recently been
proposed to also underlie its perception [2]. Similar hierarchical
decompositions are likely to be involved in (human) speech
perception [3], where phonemes are known to constitute
meaningful categories relevant for communication [4]. In a
similar spirit, precise manual movements, as evident in handwrit-
ing, may result from the dual activity of a sequential controller
interacting with a trajectory generator [5]. Finally, perception-
action architectures in artificial intelligence may initiate learning
cycles using primitives to acquire complex skills [6].
These examples readily indicate that the literature is replete
with functional architectures with a hierarchy of processes
operating on different time scales. These architectures often
contain a considerable degree of detail and specificity, in order to
account for the specific features of a particular application.
However, it also limits their generality. A noticeable exception in
that regard is the approach developed over the last years by
Friston and colleagues [7]. The main premise of their approach is
that the brain’s structural and functional organization mimics the
causal structure in the environment through the free-energy
principle. The framework is nicely illustrated in [2], where
environmental dynamics are inherently structured as a temporal
hierarchy. The authors exemplified their approach in the context
of bird song, generated as a two-leveled coupled Lorenz attractor
operating on distinct time scales. Perceptually, the slower evolving
causal dynamics (singing bird) are retrieved via a Bayesian
inversion of the generative model from the temporal structure in
the fast environmental changes (sound waves). Powerful and
promissory as the approach is, the question as to what identifies
and classifies the elementary units of which complex behaviors are
constructed remains unaddressed.
A variety of attempts, nevertheless, to identify elementary units
has been pursued, mainly so, to our best knowledge, in the context
of motor control. There, a pertinent question is how the nervous
system reliably controls, stores, and activates complex motor
behavior in light of changing environmental context and neuro-
muscular system’s complexity [8,9]. Elementary functional units in
movement sciences are referred to as motor primitives or synergies
[9–15] in different domains stressing distinct albeit associated
aspects of motor control. In that regard, a synergy refers to a
temporal and functional organization in terms of ‘‘a group of
muscles often spanning a number of joints that is constraint to act
as a single functional unit’’ [16]. In contrast, a motor primitive
(originally) refers to mechanical consequences (force fields) that are
the resultant of the stimulation of hard-wired neural circuitry (see
below) although it has recently also been used in a broader sense
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cognitive information-processing perspective, Schmidt [9,17]
proposed that action is controlled on the basis of a limited
number of functional modules, referred to as generalized motor
programs (GMPs). Accordingly, each GMP contains fixed
‘algorithms’ to control a particular class of actions (e.g., overhand
throwing) such that it assures the class-invariant features
(presumably, the order of events, relative timing, and relative
force). Whenever a GMP is called upon several adjustable
parameters (time duration, force, and effectors used) are specified
so as to satisfy the context-specific task constraints. An altogether
different perspective stems from Mussa-Ivaldi and colleagues,
namely that neural circuits in the spinal cord are organized in
terms of functionally distinct modules. Experimental studies on
spinalized frogs revealed that stimulation of a particular spinal
cord circuit evoked reproducible contractions in groups of muscles,
inducing module-specific force fields—the motor primitives
[18,19]. The simultaneous activation of multiple modules leads
to the vectorial superposition of the corresponding force fields and
as such may generate a large variety of motor behaviors [10,20].
Others, still, have claimed that (stable) fixed points and limit cycles
– dynamical structures that are associated with discrete and
rhythmic movements, respectively – constitute the fundamental
building blocks that are at the nervous system’s disposal to
compose actions [14,21,22]. Importantly, their attractiveness
guarantees the units’ functionality in the face of perturbations,
which (among others) motivates their utility in humanoid robotics
design [23,24]. Also, turning ‘‘on’’ or ‘‘off’’ dynamical systems out
of an available ‘‘alphabet’’, depending on different behavioral
situations, is the basis of one popular control strategy in the
robotics and hybrid automatic control literature, known as Motion
Description Languages (MDLs) [25–27]. Outside of the motor
control domain, the notion of primitives is debated in the context
of visual perception, where Marr’s [28] proposal that local
geometrical properties serve as visual primitives has dominated
the debate for a long time. Recently, however, evidence was found
that the topologies of static [29,30] as well as dynamic [31] visual
scenes count as primitives underlying pattern recognition (see [32]
and [33] for contrasting views).
This brief overview readily indicates that the various
approaches stress different aspects adhering to motor primitives,
namely class-defining invariance and within class variation,
executive stability (i.e., maintenance of performance in the
presence of perturbations), and assemblability (i.e., the notion
that primitives can be assembled and embedded into a larger
functional organization). No single approach, however, incorpo-
rates all three features. Below, we outline a general dynamical
framework for functional two-layered architectures for the
production of complex behavioral processes incorporating all
three requirements. These architectures contain two ingredients:
functional modes that are defined in terms of phase flows, which
define the evolution of the state variables in their state space; and
signal operating upon the phase flows. These operational signals
may act on different time scales than the functional modes. We
define four representative functional architectures based on the
notion of time scale separation and evaluate their efficiency. The
latter is achieved by calculating the ‘informational content’ of the
operational signals and the ‘complexity’ of the functional modes
(see the Measures of Complexity section for the formal implemen-
tation of these intuitive notions). Please notice that we do not
refer to the functional elementary entities out of which complex
processes can be composed as primitives or synergies as these
concepts have particular connotations in the motor control
literature (see above) and the framework here outlined is not
limited to motor behavior.
We illustrate our framework in the context of the control of a
sequential movement, mimicking the well-known four introducto-
ry notes of Beethoven’s 5
th symphony, as a toy example. We
portray the execution of this musical phrase as the sequence of
three piano key presses of equal duration followed by a forth one
of longer duration (Figure 1). Each key press is realized by a
different finger. Constructing a hierarchy of processes modeling
the entire sequence we evaluate the functional architecture with
regard to its mathematical form rather than from the specific
instantiation of the composite processes. Our perspective though
should not be limited to motor behavior only. Quite on the
contrary: we propose that phase flows constitute a generic
language of the nervous system for the coding of cognitive (in
the broadest sense) phenomena, although this is presently a
conjecture.
Methods
Phase flows and control
Dynamical systems are either autonomous or non-autonomous,
so defined via the absence versus presence of an explicit time-
dependent component, respectively. Autonomous, deterministic,
and time continuous systems are unambiguously described by the
flow in phase (or state) space, which provides a quantitative
description of a system’s evolution as a function of its current state
(see Figure 2). The phase flow topology uniquely determines a
system’s qualitative behavior. Another way of putting this is that
phase flow topologies conserve a system’s dynamic invariant
features—thus identifying all behavioral possibilities within a class
in a model-independent manner. While a system’s flow completely
describes an autonomous (deterministic) system’s behavior, the
behavior of non-autonomous systems additionally depends on
some (external) time-dependent influences. In its most general
Figure 1. Illustration of our toy example. One finger (blue) plays three notes in sequence followed by a fourth note of a longer duration played
by another finger (green). The fingers’ positions (x1*, x2*) are displayed in the right panel as a function of time.
doi:10.1371/journal.pone.0016589.g001
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phase flow as
_ x xi~fx i,s t ðÞ ðÞ ð 1Þ
where xi for i=1…N are the system’s state variables (the dot
indicates the time derivative) and s(t) represents a time-dependent
influence – the operational signal – that, if constant in time,
renders the process autonomous. A functional mode is defined
through equation (1) where _ s s(t)~0 for all t and the dynamic
repertoire is the set of functional modes. To anticipate, intuitively
it makes sense to assume that the costliness associated with a
process is a function of the presence versus absence of an
operational signal, and furthermore depends on the complexity of
the functional mode and the operational signal (if present).
Different functions f may preserve particular invariant properties
while allowing for variation in detailed trajectory variability as
imposed, for instance, by particular task constraints, which is easily
illustrated in the context of limit cycles. Limit cycles may contain
various damping and stiffness terms (e.g., van der Pol, Rayleigh,
Duffing, and others, [34]) that all are closed orbits in phase space.
This formulation embraces the characteristics mentioned above:
class-defining invariance and within class variation, executive
stability, and assemblability.
The operational signal s(t) operates (upon) the functional
modes and generally will not be independent of xi.H e r ew ew i s h
to focus on the causal effects of the operational signal upon the
functional modes. Let tf and ts denote the time scales
corresponding to a particular functional mode and operational
signal s(t) respectively. For different functional architectures, ts
may operate on various time scales relative to tf and could in
principle span a continuum of scales. Here, we choose four
different instantiations of time scale separations (see Figure 3 for
an overview). In cases in which s(t)a c t sm u c hf a s t e rt h a nt h e
functional mode (i.e., ts%tf), s(t) operates upon the mode
(exemplified below as Scenario 1). In those cases where s(t)a c t so n
a time scale similar to that of the functional mode (i.e.,
ts<tf2Scenario 2), s(t) may be said to operate the functional
mode. In Scenario 3 we consider the case where s(t)a c t sm u c h
slower than the functional mode (ts%tf). Finally, in the fourth
architecture s(t) can be considered as time-independent (i.e.,
s(t)< constant during the functional process or equivalently
tsR‘2Scenario 4). All scenarios are exemplified below.
Functional hierarchies exemplified
We illustrate our approach by computationally implementing
the execution of our toy example (Figure 1) using qualitatively
distinct functional modes (phase flows) in the four different
scenarios. While each specific model implementation exemplifies
one of the four scenarios, it is important to notice that they
(merely) serve as placeholders representing phase flows: in each
case numerous other phase flows could be implemented, but the
scenarios are set apart via their corresponding time scale
separations. We have computationally implemented various
other realizations of individual phase flows (not shown here),
and all other results remained the same. The functional modes
used in the scenarios below can be conceived of as ‘minimal’
implementations such that they avoid capacities that are
irrelevant for the ‘task’ at hand (i.e., they are not functionally
redundant). The significance of the role of the functional mode(s)
i nt h es c e n a r i o sd e p e n d s ,b yl a r g e ,o nt h ed e g r e eo ft i m es c a l e
separation. The delineation of (invariant) functional modes and
(varying) operational signals s(t), however, allows for the
quantification of the (operational) influence required for a given
(complex) behavioral process as well as the functional mode’s
complexity (see below).
The functional modes implemented below consist of 4-
dimensional phase flows (two dimensions per effector). In all
cases, (x1, x2, x3, x4), are the state variables of the system, T1,2 are
the effectors’ main time constants while k1,2 introduce a time scale
separation between the state variables of each effector’s phase
flow. Thus, (x1, x2), T1, k1 and (x3, x4), T2, k2 refer are associated
with the first and second effector respectively. At the same time,
the state variables (x1, x3) correspond to the effectors’ positions,
while (x2, x4) correspond to their velocities. This notation is used in
Figures 4, 5, 6 and 7 describing the results and in the presentation
of Scenario 4 below. The same notation is used for the operational
signals where the indexes of s correspond to either the equation’s
state variables (1 to 4 in Scenarios 1 and 2) or to an effector (1 or 2,
in Scenario 3). For reasons of brevity, we only present the two-
dimensional phase flows used to model either both or each one of
the effectors for Scenarios 1–3 below, since the two effectors are
modeled as uncoupled (and can thus be presented separately). The
4-dimensional system in Scenario 4 is presented entirely as its
corresponding two effectors are coupled. No claim for the
generating mechanisms of the operational signals is made in the
present work. The ones used in the simulations where chosen such
Figure 2. Examples of functional modes. Phase flows corresponding to a linear point attractor, a limit cycle, a monostable, and a bistable
condition in panels A, B, C, and D, respectively (see also equations (3), (4) and (2) ignoring operational signal s(t) where present). Blue arrows sketch
the vector fields of the flows in phase space, here spanned by position x1 and velocity x2, and describe the system’s evolution as a function of its state
(x1, x2). Black lines represent trajectories (i.e., realized system evolutions) for various initial conditions; black circles represent stable fixed points (i.e.,
points where _ x x1,2~0). The black closed orbit (panel B) represents a stable limit cycle (a circular structure describing oscillatory phenomena). A
separatrix (i.e., a structure that locally separate flow with opposing directions) exists in the monostable and bistable condition (panel C and D), and
can particularly well be gleaned from panel D, where two trajectories with initial conditions close to each other approximately in the middle of the
phase space, diverge into different directions. Fixed points, limit cycles, and separatrices are so-called topological structures.
doi:10.1371/journal.pone.0016589.g002
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autonomous and their different dimensions are uncorrelated. All
simulations were carried out in MATLAB, while a Runge-Kutta
algorithm of 4
th order has been used for the integration of the
dynamical systems. Further details on the models and simulations
can be found in the Supporting Information (Text S1).
Scenario 1. In architectures where ts%tf, the phase flows
maintain a constant structure, since s(t) operates only instantly on
them. The phase flow may account for more than one sub-
function coded in the phase space (in cases of multistability) and
s(t) aids in accessing them by acting as a functional perturbation.
In the context of our toy example, the movement execution is
accounted for by the functional mode, even though its initiation
requires the involvement of the instantaneous signal s(t). The
phase flows used to that aim potentially involve a fixed point (i.e.,
mono-stable) or two fixed points (i.e., bi-stable) (the Excitator
model can account for both cases [35]; Figures 2C,D). Both fixed
point regimes are implemented via
_ x x1~
k
T
x2zx1{x3
1
  
_ x x2~
1
T
fx 1,x2 ðÞ zs t ðÞ
ð2Þ
where x1,2 are the state variables and k, T are constant. The
function fx 1,x2 ðÞ allows to manipulate the phase flow, where the
mono-stable regime is realized for f(x1,x2)~{(x1z1) and the
bi-stable regime for fx 1,x2 ðÞ ~{x2. Both phase flows are
characterized by a so-called separatrix, a structure in phase space
that locally divides the flow in opposing directions. In these cases,
movement execution requires that an (instantaneous) input s(t)
‘kicks’ the system out of the fixed point and across the separatrix
(see also [36], who report evidence for the existence of the
corresponding threshold properties in humans, and [13]).
Consequently, the operational signal is responsible for the
movement timing and initiation only—it does not dictate the
Figure 3. Overview of the four functional architectures. Each column represents a functional architecture with time scale separation as
indicated at the top. Lower row: Time series depicting the operational signals si,j(t) (lower graph; i, j index the system’s dimensions –in columns 1 and
2- or fingers –in column 3- where s operates upon) and the system’s output x1,3(t) (upper graph; state variables accounting for position). Blue and
green lines represent si and x1 versus sj and x3, respectively. Upper rows: The time evolution is indicated by the arrows. Each square panel in the
upper rows represents the phase space of a particular functional mode; sequential panels (in time) indicate changes in the functional modes; dotted
lines indicate the persistence of a particular mode (until substituted by another one). Paired panels (left, right) represent the modes corresponding to
finger 1 and 2, respectively (except for the fourth column where the two fingers are coupled and where only three out of the four dimensions of the
system’s phase space can be shown). From left to right; first column (ts%tf): s2,4 provide instantaneous functional kicks to the modes (see equation
(2)); second column (ts<tf): fixed points are driven by s1,3 through phase space (one movement cycle depicted only –also see equation (3)); third
column (ts&tf): s1,2 sequentially select distinct functional modes (see equation (5)); fourth column (tsR‘): s=constant (has no effect), i.e., the
system is entirely autonomous. Notice that the more the time scales of the operational signals and the functional modes differ, the more the role of
the operational signals decreases and the complexity of the phase flows involved increases.
doi:10.1371/journal.pone.0016589.g003
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with the output trajectories (panel A) and the output time series (positions x1,3 and operational signals s2,4(t) -panel B). Blue and green discriminate
between first and second finger; a small black filled circle denotes an attracting fixed point. The phase flows remain constant during the functional
process (ts%tf), while the amplitude of the operational ‘‘kicks’’ has been regulated in order to optimize the output (in any case maintaining the
characteristics of a d-function like stimulus with very large amplitude and minimal duration). Note that s(t) operates upon the second and fourth
dimensions of x that account for the velocities of the fingers’ movements.
doi:10.1371/journal.pone.0016589.g004
Figure 5. Illustration of Scenario 2. Scenario 2 (see equation (3)) shows a sketch of the phase flows (linear point attractor -panel A) as well as the
output time series (positions x1,3 and operational signals s1,3(t) -panel B). Colour coding and fixed point notation are the same as in the previous
figure. A single pulse of s1(t) and its effect on the phase flow of the first finger are blown up in panel A, depicting five characteristic instances of the
phase flow. The phase flows change at the same time scale as the functional process (ts<tf), since the position of the attracting equilibrium point is
constantly assigned by the operational signal.
doi:10.1371/journal.pone.0016589.g005
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enough to endow the functional modes with the existence of
separatrices and (potentially) multistability, which is achieved via
the introduction of nonlinearities. We thus expect that Scenario 1
will be associated with a limited informational content of the
operational signal and a high complexity of the functional modes.
Scenario 2. Here ts<tf, so that s(t) acts on the phase flow on
a time scale similar to the one of the functional mode, thus,
constantly modifying its structure during the functional process.
Consequently, the operational signal determines the functional
dynamics by far.
An exemplar of such architectures is a dynamical formulation of
equilibrium-point models that are well-known in the motor control
literature [11,37–40]. It consists of a single linear point attractor
phase flow (for each effector),
_ x xi~fx i,s t ðÞ ðÞ ~
_ x x1~{
k
T
x1{s1 t ðÞ ðÞ
_ x x2~{
1
T
x2{s2 t ðÞ ðÞ
8
> <
> :
ð3Þ
where x1,2, T and k are as before. The operational signal s1,2(t)
determines the position of the linear point attractor in phase
space—and thus the ensuing trajectory. Consequently, this
scenario allows for the generation of trajectories of arbitrary
complexity, but at the price of requiring the constant involvement
of the operational signal s1,2(t) that specifies the trajectories
evolution. Indeed, as the operational signal largely prescribes the
functional dynamics we expect its informational content to be
high. The absence of nonlinearities, in contrast, is likely to result in
a moderate phase flow complexity.
Scenario 3. Architectures in which ts&tf typically involve
multiple functional modes since the slow change of s(t) yields
qualitative changes to the structure of the phase flow dynamics at
critical points.
To obtain the required movement, we implement a van der Pol
limit cycle (another instance of the generic Excitator model [35];
Figure 2B) as:
f1 x1,x2 ðÞ ~_ x x1~
k
T
x2zx1{x3
1
  
f2 x1,x2 ðÞ ~_ x x2~{
1
T
x2
ð4Þ
(where x1,2, T and k are as before) and a linear point attractor, as
these are the simplest systems describing rhythmic and discrete
movements, respectively. In this implementation, s(t) is responsible
for sequencing phase flows; it sequentially selects a particular
functional mode and can be considered approximately constant
during the time the corresponding process evolves:
Figure 6. Illustration of Scenario 3. Scenario 3 (see equation (5)) shows the temporal succession of the phase flows (linear fixed points and limit
cycle) together with the corresponding concurrent segments of the output trajectories (panel A) as well as the output time series (positions x1,3 in
panel A and operational signals s1,2(t) in panel B). Colour coding and fixed point notation are the same as in the previous figures. The arrows are
pointing at segments of the output time series during which a phase flow is activated (and thus dominates the output dynamics). The actual moment
and duration of activation of each phase flow can be directly inferred by the operational signal plot in panel B. The phase flows change only at critical
moments during the functional process due to the slow change of s(t). Note that s1(t) and s2(t) operate upon the first and second finger phase flows
respectively.
doi:10.1371/journal.pone.0016589.g006
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X
j
sj t ðÞ f1j x1,x2 ðÞ
_ x x2~
X
j
sj t ðÞ f2j x1,x2 ðÞ
ð5Þ
where the operational signal sj [ ½0,1  acts as an ‘on/off’ switch
for each component functional mode so that only one mode is ‘on’
(i.e., activated) at each time step even though the selecting or
switching parameter sj is present throughout the entire movement
sequence. This working of the selecting parameter sj resembles the
competition mechanisms in synergetics models of pattern
recognition [41,42].
While in contrast to Scenario 2, the operational signal in this
scenario does not prescribe the functional dynamics, it is present to
a far larger extent than in Scenario 1. Its informational content can
thus be expected to lie in between that of the former two scenarios.
The here combined use of linear and nonlinear phase flows
predicts an intermediate functional mode complexity relative to
Scenario 1 (only nonlinear phase flows) and to Scenario 2 (only linear
phase flows).
Scenario 4. In the exemplar of these architectures, s(t)i s
constant during the functional process (tsR‘), in other words, no
operational signal is required (i.e., the system is autonomous), and
thus no informational content can be associated with it.
Furthermore, it will not come as a surprise that we expect this
scenario to be associated with the highest functional mode
complexity since it has to account for all the functional dynamics.
The current implementation consists of a single 4-dimensional
phase flow exhibiting one attractor that controls the entire musical
phrase as a whole. Such dynamics is achieved via an inhibitory
coupling of simpler phase flows, like the ones described in Scenario
3:
_ x x1~
k1
T1
x2zx1{x3
1
  
_ x x2~{
1
T1
x1z
1
1ze
{10 x3z0:5 ðÞ
 !
_ x x3~
k2
T2
x4zx3{x3
3
  
_ x x4~{
1
T2
x3{1{2x1 ðÞ
ð6Þ
where x1–4, T1,2 and k1,2 are as before. Alternative implementa-
tions could be achieved by coupling the simple phase flows
through an additional slow varying state (or phase) variable
[43,44].
Measures of Complexity
We quantify the degree of control required in the four scenarios,
distinguishing between the control attributed to the operational
signals or to the phase flow. For the former ones we calculate their
Shannon entropy [45] (H), thus evaluating their informational
content. As an additional measure to evaluate how much of the
output trajectories dynamics is contained into s(t) we also calculate
their mutual maximum cross-correlation (MCrC).
For the phase flows, we quantify the complexity of the vector
field. Given equation (1) for a phase flow and ignoring the effect of
s(t) uniformly sampling the phase space corresponds to obtaining a
uniform distribution for the state variable x (in all that follows we
adopt a vectorial representation for an N-dimensional system). As a
consequence, its Shannon joint entropy maximally is H(x)=H
max.
The phase flow structure is quantified as DH=H
max2H(_ x x). In
other words, we compute the entropy reduction due to the
application of the (vector field) function f(.) onto the random
sample of the state variable x. (In the Supporting Information –file
Text S1- we provide more technical details of all calculations
involved as well as a brief additional discussion on their
interpretation). Several other measures (such as singular value
decomposition, entropy, joint entropy and mutual information)
applied to time series generated by the phase flows utilized, have
been tested in quantifying the functional modes’ complexity,
always giving converging results.
Results
In the following we illustrate how the representative functional
architectures generate the time course of our toy problem (see
Figure 1).
In Scenario 1 (see Figure 4 and Video S1 with Video Legends S1),
the phase flows (monostable and bistable - fingers uncoupled)
remain constant during the functional process. Three inputs
(ts%tf) act upon the first finger’s monostable phase flow (one per
movement cycle) and two subsequent inputs upon the second
finger’s bistable phase flow. Notice that s(t) operates upon the
second and fourth dimensions of x that account for the velocities of
the fingers’ movements.
In Scenario 2 (see Figure 5 and Video S2 with Video Legends S1),
the phase flows (linear point attractors - fingers uncoupled) change
at the same time scale as the functional process (ts<tf), since the
position of the attracting fixed point is constantly assigned by the
operational signal.
Figure 7. Illustration of Scenario 4. Scenario 4 (see equation (6))
shows the phase flow (3-dimensional projection) through the output
trajectory (panel A) as well as the output time series (positions x1,3 and
operational signal s(t) –panel B). Blue and green discriminate between
first and second finger (coupled) only for the time series plot. The phase
flow remains constant during the functional process since there is no
operational signal involved. Although this is just a 3-dimensional
projection of the phase flow, one can observe the spiral of the three
movement cycles of the first finger on the plane x12x2, followed by one
more on what would be the plane x32x4.
doi:10.1371/journal.pone.0016589.g007
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the phase flows (linear point attractors and limit cycle) change only
at critical moments during the functional process due to the slow
change of s(t). In the initial period, both fingers are at rest. Then,
the operational signal activates the functional mode of finger 1
(blue line in Figure 6) resulting in a finger oscillation. The
functional modes are stable and constant during this period. Then
the first mode is deactivated followed by the activation of the
second mode (green line). Thus, Scenario 3 is characterized by a
consecutive activation of functional modes remaining active
during a period substantially larger than the time scale of the
relevant functional process (here the finger movement). As a
consequence, the functional modes have to be substantially rich in
complexity to account for the functional dynamics while
operational signals have to be present throughout the process.
In Scenario 4 (see Figure 7 and Video S4 with Video Legends S1),
the 4-dimensional phase flow remains constant during the
functional process since there is no operational signal involved.
The whole function is accounted by the unique 4-dimensional
complex attractor. Please note that in this scenario, the two finger
movements are coupled by necessity, whereas in all previous
scenarios this may or may not be the case.
Subsequently, the scenarios are evaluated via the application of
complexity measures separately for the functional modes’ phase
flows and the operational signals involved. As can be appreciated
from Figure 8, the measures confirmed the prediction of a
‘functional mode – operational signal complexity’ trade-off
between Scenarios 1and 4 (with constant phase flows during the
functional process) and Scenario 2 (with flow changes at a similar
time scale as the function) and Scenario 3 (with very slow and
intermittent time flow changes). In particular, both the operational
signal’s entropy and its cross-correlation with the system’s output is
zero in Scenario 4 (tsR‘ - that is, s is practically constant during
the functional process), while being minimal in Scenario 1 (ts%tf)
and much larger in Scenario 2 & 3. (One would also expect a
bigger difference between Scenarios 2 & 3. However, the simplicity
of our toy example does not allow this to become evident.) On the
other hand, DH increased from zero in Scenario 2 (ts<tf)t o
intermediate values for Scenarios 1 & 3 (between which Scenario 1
exhibits higher functional mode complexity) and finally, to a
maximum value in Scenario 4.
Scenario 1 qualifies as an efficient functional architecture, since it
combines a minimal operational signal with a phase flow of
moderate complexity. In other words, it appears to be computa-
tionally efficient to ‘‘precode’’ the functional dynamics to a certain
degree with minimal intervention as the dynamics is executed.
Discussion
We proposed a framework for functional architectures for the
execution of complex functional processes. Accordingly, functional
architectures contain two functionally distinct ingredients: a
repertoire of functional modes, conceptualized as phase flows,
and additional operational influences acting at a continuum of
time scales relative to the ones pertaining to the functional modes.
Below, we discuss the implications of our approach for functional
modes, functional architectures, learning and related issues as well
as neuro-scientific evidence in support of the representative
architectures.
Functional modes
By conceptualizing functional modes in terms of phase flows,
our approach brings together the main features of functional
modes in the context of motor control (i.e., motor primitives,
synergies, and GMPs) as found in the dominating views in the
literature. As the modes are defined through their topology, they
combine class-invariant properties with within-class variation that
allows for adjustments to specific task constraints.
In that sense the functional modes here proposed reveal a
functional resemblance to generalized motor programs [9,17]—
though motivated from a diametrically opposing theoretical
perspective. In addition, functional modes may be super-posed
[10,20] via the (slow) operational signal. In our architecture
exemplified in Scenario 3 the modes were super-positioned by
setting one s to one with the others vanishing. In principle,
however, multiple s may be competing and obtain any value
(between zero and one) for an arbitrary duration of time, as for
instance in perceptual categorization [2,41,42]. In fact, our
approach and the modular primitives proposed by Musa-Ivaldi
and colleagues are distinct in two major aspects. First, the
primitives identified by Musa-Ivaldi et al. are defined in terms of
hard-wired neural circuits in the spinal cords rather than in terms
of (abstract) functional objects. The neurally-identified modules,
however, are not at odds with our dynamically motivated
architectures: it may well be that which neural modules are
assembled and how they are super-positioned depends on the
functional mode utilized in a given task context. Second, the
domain of operation of Mussa-Ivaldi et al.’s spinal modules is
limited to motor behaviors while our approach aims at a larger
degree of generality including perceptual and cognitive processes.
Finally, the executive stability requirement guarantees preserva-
tion of function in the face of perturbations. Several authors have
previously proposed that fixed points and limit cycles constitute the
building blocks of the (human) motor control system [13,14,22].
While (the flow pertaining to) these structures are included here,
our general formulation allows (in principle) for numerous other
flow topologies.
Regardless, some of the functional modes here utilized to
illustrate the architectures have been identified as being used by
humans (and other species) in the literature. In the motor control
literature, rhythmic movements conceived of as limit cycles have
been studied in-depth by various groups [46–49], which has shown
that a diversity of nonlinear oscillator ingredients can be utilized so
as to match particular task demands [34]. Similarly, discrete
movements have been conceptualized as fixed points [14,50]
Figure 8. Complexity evaluation. Complexity of the operational
signal (panel A) and the functional modes (panel B). The degree of
control of the operational signal quantified via the Shannon entropy (H)
and the maximum cross-correlation (MCrC) is high in Scenarios 2 and 3,
to drop remarkably in Scenario 1 and vanish in Scenario 4. The
complexity of the functional modes DH is zero in Scenario 2, moderate
in Scenarios 1 and 3 and maximal in Scenario 4. Notice that Scenario 1
qualifies as an efficient functional architecture, since it combines a
minimal operational signal with a phase flow of moderate complexity.
doi:10.1371/journal.pone.0016589.g008
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[13,51,52]). Moreover, which functional mode is used in (motor)
precision aiming (a phase flow structured by a limit cycle or two
fixed points) has recently been shown to be dependent on the task’s
difficulty (i.e., the degree of accuracy required relative to the target
distance [52]). Changes of task difficulty within which a particular
functional mode was utilized resulted in the structural task-
dependent phase flow adjustments. All these instances, in other
words, provide exemplars of class invariance as well as within class
variability.
In the non-motor domain, distinct dynamical elements have
been proposed to be associated with specific functional processes.
For instance, an ‘s’ in a spoken word may be perceptually
categorized as /s/ or /sh/, depending on the position of the
tongue against the palette, and the transition from one category (or
perceptual functional mode) to the next occurs abruptly (indicative
of class invariance). At the same time, different speakers will
pronounce an ‘s’ differently due to various (among others)
anatomical differences of their articulator systems, indicating
within class variability, but perceivers may still hear an /s/ [4]. In
the visual domain, perceptual categorizing has also been mapped
onto specific topological structures. For instance, honey bees [29]
and humans [30] have been shown to be more sensitive to (static)
topological properties of objects (such as connectivity, presence
versus absence of holes) than to local features distinguishing the
objects (but see [32,33] for criticism). In a similar vein, changing
topological relations in geographic events (e.g., the motion of a
hurricane relative to a peninsula) are, next to non-topological
features, used for their categorization [31,53]. How such changes
map onto phase flow patterns remains to be seen, however.
Regardless, visual perception have been shown to exhibit
characteristics pertaining to attractor dynamics (such as multi-
stability and hysteresis, [54,55]). The corresponding perceptual
stability has been shown to depend on (biophysical) processes that
stabilize the activation of individual neurons in ensembles of
detectors and excitatory and inhibitory interactions among them
[54]. In other words, while the question whether topologies
represent visual primitives can presently neither be firmly
confirmed nor refuted, there are strong indications that visual
processing adheres to nonlinear dynamical principles, and thus
lends itself naturally for an interpretation within the present
framework.
Functional architectures
We implemented specific realizations of the processes (as
scenarios) for the prototypical architectures. Each scenario in
principle allows for the implementation of infinitely many other
flows (be it of the same or a higher dimension) than those here
utilized. The corresponding topology, however, invariably grants
the system with threshold-like properties (via the presence of a
separatrix; as in Scenario 1); may reveal a dependency on a
competition or switching parameter s (as in Scenario 3). In other
words, while quantitative aspects of the flows may vary, the
additional (operational) influences that are required so as to
perform a complex process, if any, is independent thereof for a
given topology. That is, while the phase flow complexity may to a
minor degree depend on the flow details, and, similarly, the ss’
entropy as well as its correlation with the system’s output on task
specifics, the degree of efficiency of the various scenarios will be
largely independent thereof. We tested this argument computa-
tionally by creating large numbers of phase flows with varying
topologies for a given scenario. In all instances the measures of
complexity provided the same results.
Numerous examples of the architectures here illustrated can be
found in the literature. For instance, equilibrium point control
[11,37–40] as well as Bullock et al.’s handwriting architecture [5]
can be viewed as instantiations of Scenario 2. While in both cases
the time scale of the operational signal s(t) and the evolving
trajectory may not match exactly (one issue pertaining to
equilibrium point models is the speed at which the equilibrium
point is set), under both models the system’s evolution is largely
determined by the repetitive resetting of the equilibrium point
[37,38] or GO signal in [5]. Examples of the slow operation of a
competition or switching parameter s relative to the functional
modes’ dynamics pervade the perceptual literature [2,41,42] and
are likely to be involved in many cognitive processes. The
existence of very brief impacts on flows (as in Scenario 1) is known in
the motor control literature [13,51,52], where they are sometimes
interpreted in terms of a ‘clock’ mechanisms [56,57]. The simplest
and minimal example of autonomous processes (Scenario 4)i s
purely oscillatory processes (i.e., processes governed by limit
cycles), exemplars thereof abound in the motor control literature.
We outlined a framework for two-layered hierarchies; the
number of layers, however, can easily be expanded (see also [2]),
and will, in all likelihood, exceed two layers in complex processes,
as for instance in language production and perception. Language
is a hierarchical system containing multiple levels ranging from
phonetics to meaning (of words, sentences, text, etc. [58,59]). It is
known that phonemes, the entities at the lower end of the linguistic
hierarchy underlying communication, can be conceived of as
dynamic meaningful categories [4]. Word recognition, a process
which arguably takes place on one level above phonemes
processing, has also been modeled in terms of attractor dynamics
[60]. Both levels, as well as the higher ones, may very well be
architecturally related as exemplified in Scenario 3 (see also [2,61].
Indeed, as functional modes are typically associated with
elementary processes, it is likely that the more complex a process,
the more layers are implicated.
Finally, we conceptualized functional modes and the additional
effects thereon as operating independently. Obviously, this need
not be the case; it may well be that, at least in some cases, both
architecture ingredients are (uni- or bi-directionally) coupled. For
instance, the instantaneous s(t) pulses could well be constrained to
occur with differential probability in different parts of phase space.
This issue is, however, beyond the scope of the present study.
Efficiency and Learning
The distinction between the dynamic repertoire and the
operational signals allowed us to quantify the functional modes’
complexity as well as the operational signals’ entropy and
correlation with the output. In other words, it allowed us to
evaluate the different architectures’ efficiency. Our results, in that
regard, clearly showed a trade-off between the degree of (external)
operation required and the complexity of the functional modes:
the more complex the mode’s topology the less the dependency on
the operational signal. The mechanisms associated with Scenario 1
came to the fore as most effective: the complexity of a functional
mode’s phase flow is moderate (at least relative to the extremes of
Scenario 2 & 4) while requiring little external operation. The
latter, in that regard, owes to the multistability (due to the presence
of the separatrix) of the associated systems.
Similarly but inversely to their efficiency, the architectures’
flexibility also goes approximately hand in hand with the
operational effects required, at least, under the assumption that
phase flow-governed movements cannot be (easily) stopped once
initiated. Everyday experience is open to interpretation along these
lines: who of us does not know the feeling of being unable to
Functional Modes and Architectures of Behavior
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liberation from operational influences is paid in terms of a
flexibility loss, while, inversely, flexibility comes at the costs of high
external influences. Which architecture is best utilized will thus be
context dependent: unpredictable contexts demand for high
flexibility—do not even allow for complex functional modes,
while the utilization of architectures whose functionality heavily
depends on operational signals would be wasteful for the
performance of repetitive and standardized actions.
The possibility of accomplishing a task via different architec-
tures sheds a novel light on motor equivalence, that is, the
phenomenon that task achievement can be achieved via various
motor means [9]. For instance, writing can be performed with the
right and left hand, as well as with a pen held between the lips or
toes [9]. We demonstrate that task accomplishment, next to its
realization via different end-effectors (in the context of motor
behavior), can also be realized via distinct functional architectures.
Our approach opens up new avenues for the learning of
function too. In dynamical approaches to motor behavior,
perception and cognition, the learning of a particular task is
generally viewed in terms of the creation of a new attractor and/or
stabilization of an existing one [62] and corresponding dimen-
sionality changes [63,64], that is, as enduring changes at the level
of existing functional modes. The present framework embraces
these conceptions, but additionally predicts that skill acquisition
may be extended to the learning of novel functional modes as well
as architectures. An important question, in that regard, is whether
the learning of multiple architectures using particular functional
modes would transfer to, or at least facilitate learning a task in
which different modes need to be used.
The learning of novel functional modes can, tentatively, be linked
to a particular instance of learning referred to as ‘chunking’.
Chunking is a process commonly believed to play a role in
perceptual, motor, and cognitive sequence learning during which
multiple (functional) elements are integrated into one larger ‘chunk’
[65–68]. While chunking is generally believed to be a process in
which the smaller units are somehow linked together, it may well be
that the newly formed chunks are fundamentally (topologically)
different from the basic units. That is, while in the former case the
individual units (modes) remain traceable; in the latter case the
process underlying the function fundamentally changes (cf. [61]).
From our perspective, simply linking basic units will hardly, if at all,
diminish the control (or otherwise processing) demands, which
requires a fundamentally different chunk organization. In line with
this intuition, recent work in artificial intelligence suggests that
‘horizontal learning’ (re-using existing capabilities at every learning
step) is associated with computationally less efficient than ‘vertical
learning’ (in which new capabilities are created; [6]. In that regard,
the process of reorganizing the architecture underlying a particular
skill may well provide a new complementary window into the
automatization of motor behavior during learning [9,69].
Neural support for the representative architectures
The functional architectures here outlined are per definition
abstract, that is, one may well ask if their existence is supported by
neuro-scientific data. As for the functional modes, it has recently
been formally shown that networks composed of firing rate
neurons are able to generate phase flows with distinct topologies
[70]. Similarly, networks of spiking neurons [71] are able to
generate so-called heteroclinic cycles (i.e., low dimensional orbits
in higher dimensional space; see also [72]). In biological systems, it
is well known that populations of neurons may be active in a
coordinate fashion, which effectively reduces the population’s
dynamics. Significantly, the dynamics of neurons constituting
central pattern generators are typically constrained so as to
produce a limit cycle dynamics, which is reflected in the ensemble
dynamics phase space [73]. In other words, dynamical models as
well as biological data indicate that the ensemble dynamics of
populations of neurons may effectively reduce to a structured flow
in phase space, that is, a functional mode.
The time scale separation as exemplified in Scenario 3 resembles
the one as reported by Kiebel et al. [2]. These authors argued that
the time scale separation found in environmental events is
reflected in the hierarchical organization of the nervous system,
in particular the cortex. Structurally, the hierarchy is formed via
convergence and divergence of forward and backward connec-
tions, while their differential functionality introduces a temporal
(and spatial) separation of scales of operation. Presumably,
processes in the primary areas occur faster than the modular
influences thereon from the higher levels. Assuming that the
functional modes are generated in the primary (and/or secondary)
areas, Kiebel et al. arguments may well be consistent with the
(closely-associated) architecture here exemplified in Scenario 3.
Evidence favoring biological realism for the different architec-
tureshasbeenfound (orsuggested) in variouscontexts.Forinstance,
the operational signals s(t) pertaining to Scenario 2-like architectures
can be associated with equilibrium points in the corresponding
models [11,37–40], which are inherently physiologically motivated.
In these models, a limb’s equilibrium position is defined by the
flexor and extensor’s length-tension functions, and movements are
made by shifting the length-tension functions (see [11] for an
extension beyond paired agonist-antagonist interpretations). The
adjustments of the length-tension curves are brought about via the
a-(motor) neuronssolely (the a-model[37,38]orinconjunctionwith
c-system and muscle spindle feedback (the l-model [74–76]).
The instantaneous signals s(t) have previously been associated
with timing mechanisms (‘clocks’) [13,51]. In fact, the notion of
brief pulses initiating timed movements is well established in the
psychological literature [56,57], and is accompanied by a
plentitude of neuro-imaging studies aiming to identify the timing
mechanism’s anatomical substrate (for a review, see [77]). The
cerebellum [78–80], and basal ganglia [77] have been forwarded
as candidate structures, in that regard. This brief overview readily
indicates that there are multiple indications in favor of both the
neural generation of functional modes as well as the existence of
the various operational signals in the nervous system.
Conclusion
We outlined a general framework for functional architectures
controlling complex behavioral processes that contains two
functionally distinct elements that (potentially) operate on different
time scales. Our analysis offers a theoretical justification for the
fact that complex behavioral processes are composed of functional
subunits. This conceptualization opens a new theoretical window
into the control of complex processes, learning and automatization
as well as chunking. From a more applied perspective, our insights
may have offshoots to robotics and related fields (where some of
the here utilized primitives are already implemented [14,24–27]),
learning and rehabilitation.
Supporting Information
Text S1 Supplementary information on model formu-
lation, simulations and complexity measures.
(DOC)
Video S1 Simulation of Scenario 1.
(MP4)
Functional Modes and Architectures of Behavior
PLoS ONE | www.plosone.org 10 February 2011 | Volume 6 | Issue 2 | e16589Video S2 Simulation of Scenario 2.
(MP4)
Video S3 Simulation of Scenario 3.
(MP4)
Video S4 Simulation of Scenario 4.
(MP4)
Video Legends S1 Legends of videos.
(DOC)
Author Contributions
Conceived and designed the experiments: VJ DP. Performed the
experiments: DP. Analyzed the data: DP. Wrote the paper: RH DP VJ.
Discussed and developed the theoretical framework: DP RH VJ.
References
1. Yu AC, Margoliash D (1996) Temporal hierarchical control of singing in birds.
Science 273: 1871–1875.
2. Kiebel SJ, Daunizeau J, Friston KJ (2008) A hierarchy of time-scales and the
brain. Plos Computational Biology 4: e1000209.
3. Poeppel D, Idsardi WJ, Wassenhove V van (2008) Speech perception at the
interface of neurobiology and linguistics. Philos Trans R Soc Lond B Biol Sci
363: 1071–1086.
4. Tuller B, Jantzen MG, Jirsa VK (2008) A dynamical approach to speech
categorization: Two routes to learning. New Ideas in Psychology 26: 208–226.
5. Bullock D, Grossberg S, Mannes C (1993) A neural-network model for cursive
script production. 70: 15–28.
6. Shevchenko M (2009) A linear-complexity reparameterisation strategy for the
hierarchical bootstrapping of capabilities within perception-action architectures
Image and Vision Computing.
7. Friston KJ (2008) Hierarchical models in the brain. Plos Computational Biology
4: e1000211.
8. Bernstein NA (1967) The co-ordination and regulation of movements. New
York: Pergamon.
9. Schmidt RA, Lee TD (2005) Motor control and learning: A behavioral
emphasis. Human Kinetics Champaign, IL.
10. Mussa-Ivaldi FA, Giszter SF, Bizzi E (1994) Linear combinations of primitives in
vertebrate motor control. Proceedings of the National Academy of Sciences 91:
7534.
11. Balasubramaniam R, Feldman AG (2004) Guiding movements without
redundancy problems. In: Jirsa VK, Kelso JAS, eds. Berlin: Springer. pp
155–176.
12. Flash T, Hochner B (2005) Motor primitives in vertebrates and invertebrates.
Curr Opin Neurobiol 15: 660–666.
13. Huys R, Studenka BE, Rheaume NL, Zelaznik HN, Jirsa VK (2008) Distinct
timing mechanisms produce discrete and continuous movements. Plos
Computational Biology 4: e1000061.
14. Sternad D (2008) Towards a unified theory of rhythmic and discrete
movements–Behavioral, modeling and imaging results. In: Fuchs A, Jirsa VK,
eds. pp 105–133.
15. Bizzi E, Cheung VCK, d’Avella A, Saltiel P, Tresch M (2008) Combining
modules for movement. 57: 125–133.
16. Kugler PN, Kelso JAS, Turvey MT (1980) On the concept of coordinative
structures as dissipative structures: I. Theoretical lines of convergence. Tutorials
in motor behavior. pp 3–47.
17. Schmidt RA (1975) A schema theory of discrete motor skill learning.
Psychological review 82: 225–260.
18. Bizzi E, Mussa-Ivaldi FA, Giszter S (1991) Computations underlying the
execution of movement: A biological perspective. 253: 287.
19. Giszter SF, Mussa-Ivaldi FA, Bizzi E (1993) Convergent force fields organized in
the frog’s spinal cord. Journal of Neuroscience 13: 467.
20. Mussa-Ivaldi FA, Bizzi E (2000) Motor learning through the combination of
primitives. Philos Trans R Soc Lond B Biol Sci 355: 1755–1769.
21. Schaal S, Kotosaka S, Sternad D (2000) Nonlinear dynamical systems as
movement primitives.
22. Buchanan JJ, Park JH, Ryu YU, Shea CH (2003) Discrete and cyclical units of
action in a mixed target pair aiming task. 150: 473–489.
23. Degallier S, Santos C, Righetti L, Ijspeert AJ (2006) Movement generation using
dynamical systems: A drumming humanoid robot.
24. Ijspeert AJ, Crespi A, Ryczko D, Cabelguen JM (2007) From swimming to
walking with a salamander robot driven by a spinal cord model. Science 315:
1416.
25. Brockett RW (1988) On the computer control of movement. In: Philadelphia,
PA. pp 534–540.
26. Egerstedt M (2003) Motion description languages for multi-modal control in
robotics. Control Problems in Robotics. pp 74–90.
27. Mehta TR, Egerstedt M (2008) Multi-modal control using adaptive motion
description languages. Automatica 44: 1912–1917.
28. Marr D (2010) Vision MIT Press.
29. Chen L, Zhang S, Srinivasan MV (2003) Global perception in small brains:
topological pattern recognition in honey bees. Proceedings of the National
Academy of Sciences of the United States of America 100: 6884–9.
30. Wang B, Zhou TG, Zhuo Y, Chen L (2007) Global topological dominance in
the left hemisphere. Proceedings of the National Academy of Sciences of the
United States of America 104: 21014–9.
31. Klippel A (2009) Topologically Characterized Movement Patterns: A Cognitive
Assessment. Spatial Cognition & Computation 9: 233–261.
32. Horridge A (2009) What does the honeybee see? And how do we know? ANU E
Press.
33. Casati R (2009) Does topological perception rest on a misconception about
topology? Philosophical Psychology 22: 77–81.
34. Beek PJ, Beek WJ (1988) Tools for constructing dynamical models of rhythmic
movement. 7: 301–342.
35. Jirsa VK, Kelso JAS (2005) The excitator as a minimal model for the
coordination dynamics of discrete and rhythmic movement generation. Journal
of motor behavior 37: 35–51.
36. Fink PW, Kelso JAS, Jirsa VK (2009) Perturbation-induced false starts as a test
of the Jirsa-Kelso Excitator model. Journal of motor behavior 41: 147–157.
37. Polit A, Bizzi E (1978) Processes controlling arm movements in monkeys.
Science 201: 1235–1237.
38. Polit A, Bizzi E (1979) Characteristics of motor programs underlying arm
movements in monkeys. Journal of Neurophysiology 42: 183–194.
39. Feldman AG (1980) Superposition of motor programs–I. Rhythmic forearm
movements in man. Neuroscience 5: 81–90.
40. Feldman AG (1980) Superposition of motor programs–II. Rapid forearm flexion
in man. Neuroscience 5: 91–95.
41. Daffertshofer A, Haken H (1994) A new approach to recognition of deformed
patterns. Pattern Recognition 27: 1697–1705.
42. Haken H (2004) Synergetic computers and cognition: A top-down approach to
neural nets Springer Verlag.
43. Schaal S, Ijspeert AJ, Billard A (2003) Computational approaches to motor
learning by imitation. Philosophical Transactions of the Royal Society of
London. Series B: Biological Sciences 358: 537.
44. Nakanishi J, Morimoto J, Endo G, Cheng G, Schaal S, et al. (2004) Learning
from demonstration and adaptation of biped locomotion. Robotics and
Autonomous Systems 47: 79–91.
45. Weaver W, Shannon CE (1963) The mathematical theory of communication
University of Illinois Press Urbana.
46. Kay BA, Kelso JAS, Saltzman EL, Scho ¨ner G (1987) Space-time behavior of
single and bimanual rhythmical movements: Data and limit cycle model. Journal
of Experimental Psychology: Human Perception and Performance 13: 178–192.
47. Kay BA, Saltzman EL, Kelso JAS (1991) Steady-state and perturbed rhythmical
movements: A dynamical analysis. Journal of Experimental Psychology: Human
Perception and Performance 17: 183–197.
48. Beek PJ, Rikkert WEI, Wieringen PCW van (1996) Limit cycle properties of
rhythmic forearm movements. 22: 1077–1093.
49. Mourik AM van, Daffertshofer A, Beek PJ (2006) Deterministic and stochastic
features of rhythmic human movement. Biological Cybernetics 94: 233–244.
50. Scho ¨ner G (1990) A dynamic theory of coordination of discrete movement.
Biological Cybernetics 63: 257–270.
51. Huys R, Studenka BE, Zelaznik HN, Jirsa VK (2010) Distinct timing
mechanisms are implicated in distinct circle drawing tasks. Neuroscience Letters
472: 24–28.
52. Huys R, Fernandez L, Bootsma RJ, Jirsa VK (2010) Fitts’ law is not continuous
in reciprocal aiming. Proceedings of the Royal Society B 277: 1179.
53. Klippel A, Li R, Hardisty F, Weaver C (2010) Geographic Information Science.
Fabrikant SI, Reichenbacher T, Kreveld M, Schlieder C, eds. Berlin,
Heidelberg: Springer Berlin Heidelberg. pp 130–144-144.
54. Hock H, Scho ¨ner G (2011) A Neural Basis for Perceptual Dynamics. In: Huys R,
Jirsa VK, eds. Nonlinear Dynamics in Human Behavior. Berlin, Heidelberg:
Springer Berlin Heidelberg, Vol. 328. pp 151–177-177.
55. Ditzinger T (2011) Optical Illusions: Examples for Nonlinear Dynamics in
Perception. In: Huys R, Jirsa VK, eds. Nonlinear Dynamics in Human
Behavior. Berlin, Heidelberg: Springer Berlin Heidelberg, Vol. 328. pp
179–191-191.
56. Wing AM, Kristofferson AB (1973) The timing of interresponse intervals.
Perception and Psychophysics 13: 455–460.
57. Wing AM, Kristofferson AB (1973) Response delays and the timing of discrete
motor responses. Perception and Psychophysics 14: 5–12.
58. Palmer FR (1976) Semantics: a new outline Cambridge University Press.
59. Seneff S, Wang C (2005) Statistical modeling of phonological rules through
linguistic hierarchies. Speech Communication 46: 204–216.
60. McLeod P, Plaut CD, Shallice T (2001) Connectionist Modelling of Word
Recognition. Synthese 129: 173–183.
Functional Modes and Architectures of Behavior
PLoS ONE | www.plosone.org 11 February 2011 | Volume 6 | Issue 2 | e1658961. Abler W (1989) On the particulate principle of self-diversifying systems. Journal
of Social and Biological Systems 12: 1–13.
62. Kelso JAS (1995) Dynamic patterns: The self-organization of brain and behavior
The MIT Press.
63. Mitra S, Amazeen PG, Turvey MT (1998) Intermediate motor learning as
decreasing active (dynamical) degrees of freedom. Human Movement Science
17: 17–65.
64. Huys R, Daffertshofer A, Beek PJ (2004) The evolution of coordination during
skill acquisition: The dynamical systems approach. In: Williams AM, Hodges NJ,
eds. London: Routledge. pp 351–373.
65. Miller GA (1956) The magical number seven, plus or minus two: Some limits on
our capacity for processing information. Psychological review 63: 81–97.
66. Verwey WB, Eikelboom T (2003) Evidence for lasting sequence segmentation in
the discrete sequence-production task. Journal of motor behavior 35: 171–181.
67. Rhodes BJ, Bullock D, Verwey WB, Averbeck BB, Page M (2004) Learning and
production of movement sequences: behavioral, neurophysiological, and
modeling perspectives. Human Movement Science 23: 699–746.
68. Janata P, Grafton ST (2003) Swinging in the brain: Shared neural substrates for
behaviors related to sequencing and music. Nature Neuroscience 6: 682–687.
69. Bernstein NA (1996) On dexterity and its development. In: Latash ML,
Turvey MT, eds. MahwahNew Jersey: Lawrence Erlbaum Associates. pp 3–244.
70. Pillai AS (2008) Structured flows on manifolds: Distributed functional
architectures. Boca RatonFL: Florida Atlantic University.
71. Huerta R, Rabinovich M (2004) Reproducible sequence generation in random
neural ensembles. Physical review letters 93: 238104.
72. Rabinovich MI, Huerta R, Varona P, Afraimovich VS (2008) Transient
cognitive dynamics, metastability, and decision making. Plos Computational
Biology 4: e1000072.
73. Rabinovich MI, Varona P, Selverston AI, Abarbanel HDI (2006) Dynamical
principles in neuroscience. Reviews of modern physics 78: 1213–1265.
74. Feldman AG (1986) Once more on the equilibrium-point hypothesis (lambda
model) for motor control. Journal of motor behavior 18: 17.
75. Feldman AG, Levin MF (1995) Positional frames of reference in motor control:
their origin and use. Behav Brain Sci 18: 723–806.
76. Latash ML (1993) Control of human movement. ChampaignIL: Human
Kinetics.
77. Coull JT, Nobre AC (2008) Dissociating explicit timing from temporal
expectation with fMRI. Current opinion in neurobiology 18: 137–144.
78. Ivry RB, Spencer RM, Zelaznik HN, Diedrichsen J (2002) The cerebellum and
event timing. Annals of the New York Academy of Sciences 978: 302–317.
79. Spencer RMC, Zelaznik HN, Diedrichsen J, Ivry RB (2003) Disrupted timing of
discontinuous but not continuous movements by cerebellar lesions. Science 300:
1437.
80. Ivry RB, Spencer RMC (2004) The neural representation of time. Current
opinion in neurobiology 14: 225–232.
Functional Modes and Architectures of Behavior
PLoS ONE | www.plosone.org 12 February 2011 | Volume 6 | Issue 2 | e16589