Abstract. We consider the problem of the optimal filtration for systems with the noise being a multivariate fractional Brownian motion. We partially solve the problem of the optimal filtration for nonlinear systems. The system of equations for the optimal filtration is obtained in the case of linear systems.
Introduction
Systems governed by the fractional Brownian motion form a generalization of systems governed by the standard Brownian motion.
We consider a real-valued process X t treated as an input signal and a process Y t treated as an observation (the signal distorted by the noise). The processes X t and Y t are defined by the following system of equations: , and the pair (X, ξ) has a given distribution µ (X,ξ) . Assume that Y is observed and one wants to estimate the process X. So we deal with the classical problem of filtration of a signal X at a moment t from the values of the process Y observed until the moment t.
It is well known that the conditional expectation π t (X) with respect to the σ-algebra Y t = σ({Y s , s ∈ [0, t]}) is the solution of the problem of filtration (π t (X) is called the optimal filter for this problem). The solution of this problem is presented in books [1] and [2] for the case of noise being the standard Brownian motion. The classical theory of filtration is extended in [3] to the case of noise being a fractional Brownian motion. The filtration for linear systems with one-dimensional fractal Brownian noises is studied in [4] . This paper is devoted to the problem of the optimal filtration for systems with a multivariate fractional Brownian noise. The solution of this problem is based on the representation of the process X in terms of the corresponding family of semimartingales.
The main properties of the fractional Brownian motion are briefly discussed in Section 1. These properties allow one to use classical methods of filtration theory. The problem of the optimal filtration is partially solved in Section 2 for system (1.1). The system of equations for the optimal filter is obtained in Section 3 for linear systems.
Main properties

Fractional Brownian motion.
In what follows we assume that all random variables and processes are defined on a common stochastic basis (Ω, F, F t , P) satisfying standard assumptions. The P-completion of the flow of σ-algebras generated by a stochastic process is taken as the natural flow of σ-algebras for this process.
Let T > 0 be fixed. A stochastic process V = (V t , t ∈ [0, T ]) is called normalized fractional Brownian motion with Hurst parameter H ∈ (1/2, 1) if
(1) V is a Gaussian process with continuous trajectories and stationary increments;
The standard Brownian motion corresponds to the case of H = 1/2. Any fractional Brownian motion is not a semimartingale; thus one cannot apply the classical theory of the stochastic integral for the fractional Brownian motion. Nevertheless the integration with respect to the fractional Brownian motion can be defined for some deterministic functions.
Let the functions f and g be defined on [0, T ]. Put 
The process V is not a semimartingale. Nevertheless, an integral transform of V ,
is a martingale, where k * t is a nonrandom kernel such that
The covariance matrix of V * is given by
Moreover the flow of σ-algebras generated by the process V * coincides with the flow of σ-algebras generated by the process V up to null sets. The process V * is called the fundamental martingale of a fractional Brownian motion V (see [5] ).
More details concerning the fractional Brownian motion can be found in [5] .
2.2. The optimal filtration for nonlinear systems with fractional Brownian motion. The problem of filtration is considered in [3] for the case of a fractional Brownian noise. It is shown in [3] that equations for the optimal filter
can be obtained by a method similar to the classical method for the standard Brownian noise. Following this method, one uses the existence and properties of the fundamental martingale for the fractional Brownian motion and introduces the process Z t as follows:
The process Z t is a P-semimartingale. It is proved in [3] that the σ-algebras
The following theorem contains equations for the optimal filter of a special semimartingale.
where
and
The process v plays the same role as the innovation process in the classical model. The process v is a Gaussian (Y t )-martingale with the correlation function ψ H . Each square integrable (Y t )-martingale M t with respect to the measure P with M 0 = 0 can be represented as
We assume that the noises V 1 , . . . , V N in the definition of the process X depend on each other in the sense that we know the functions
We seek a solution represented as the optimal filter for the functional φ(
If the noises in the definition (1.1) of the input signal X are standard Brownian motions, then the Itô formula applied to the representation of the semimartingale φ(X t ) and Theorem 2.1 solve the filtration problem under consideration (see Chapter 5 of [3] ). On the other hand, X is not a semimartingale. To avoid this problem we apply an approach of [4] based on the representation of the integral with respect to the fractional Brownian motion in terms of the integral of the corresponding kernel with respect to the fundamental martingale of this fractional Brownian motion. 
and (2.10)
Using Lemma 2.2 we introduce a family of semimartingales X t s , 0 ≤ s ≤ t, as follows:
It is obvious that X t t = X t . The Itô formula implies that the process φ(
, is a semimartingale represented as follows:
The derivatives
are well defined by assumption. Moreover, it follows from (2.5) that
for i = j. Applying Theorem 2.1 to the semimartingale φ(X t ) we obtain the equation for the optimal filter π s (φ(X t )):
Putting s = t and using the equality X t t = X t , we get the equation for the filter π t (φ(X)):
(2.14)
It is proved in [3] that there exists a probability measureP such that the fractional Brownian motionṼ considered with respect to the measureP generates the same filtration as the process Y and is independent of the input process X. The process Y considered with respect to this measure satisfies the equation
This result can be derived from a Girsanov type theorem for the fractional Brownian motion (see, for example, [5] ). The relation betweenP and the measure P for which Y satisfies system (1.1) is as follows:
is called the nonnormalized filter. Its name is explained by the dependence between σ(φ(X t )) and the optimal filter π t (φ(X)) known as the Kallianpur-Striebel formula:
The equation forΛ t = σ t (1) =Ẽ[Λ t |Y t ] is obtained in [3]; namely, (2.18)Λ
Using this equation and (2.13) we obtain an analog of the classical Zakai equation for the nonnormalized filter σ t in the case of several fractional Brownian noises distorting the input signal.
Theorem 2.3. Let σ t be a nonnormalized filter for the model (1.1). Then
for any twice continuously differentiable function φ.
Proof. The Kallianpur-Striebel formula implies that
Representation (2.13) for the optimal filter π s (φ(X t )), equation (2.18), and the Itô formula for differentials imply that Equations (2.14) and (2.19) imply that the solution of the problem of filtration requires an equation to determine π t (q). We consider this problem in the next section for linear systems and obtain a system of equations for the optimal filter.
2.3. The optimal filtration in Gaussian linear systems with fractional Brownian noises. We assume in this section that the input signal X t , t ∈ [0, T ], and the process Y t , t ∈ [0, T ], are such that
Similarly to the general case (see system of equations (1.1) Since the processes in (2.23) are Gaussian, the distribution of the optimal Gaussian filter is Gaussian, too. To completely define the filter one needs to know the mean value π t (X) and the variance γ XX (t) = E(X t − π t (X)) 2 of errors of filtration. To obtain necessary equations we apply the technique proposed in [4] . By ζ we denote the two-dimensional process (X, q) where X is defined in system (2.23), while q is given by (2.8). Our current aim is to get an equation for the mean value π t (ζ) and covariance matrix γ ζζ (t) = E(ζ t − π t (ζ))(ζ t − π t (ζ)) . The processes ζ and Y are jointly Gaussian; however, ζ is not a semimartingale. As in the preceding section we apply Lemma 2.2 to solve the problem.
First we introduce the following nonrandom functions:
Given a fixed t ∈ [0, T ] we define a Gaussian semimartingale ζ 
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Consider the following family of 2 × 2 covariance matrices:
We need the following auxiliary result. 
where ρ = cov(x, y), = cov(x, z), and α and β do not depend on x. We have
Now we obtain the equation for the filtration of the process ζ. 
