Abstract-We consider a covert communication scenario where a transmitter wishes to communicate simultaneously to two legitimate receivers while ensuring that the communication is not detected by an adversary, the warden. The legitimate receivers and the adversary observe the transmission from the transmitter via a three-user discrete or Gaussian memoryless broadcast channel. We focus on the case where the "no-input" symbol is not redundant, i.e., the output distribution at the warden induced by the no-input symbol is not a mixture of the output distributions induced by other input symbols, so that the covert communication is governed by the square root law, i.e., at most Θ( √ n) bits can be transmitted over n channel uses. We show that for such a setting, a simple time-division strategy achieves the optimal throughputs for a class of broadcast channels. Our result implies that a code that uses two separate optimal point-to-point codes each designed for the constituent channels and each used for a fraction of the time is optimal in the sense that it achieves the best constants of the √ n-scaling for the throughputs. Our proof strategy combines several elements in the network information theory literature, including concave envelope representations of the capacity regions of broadcast channels and El Gamal's outer bound for more capable broadcast channels.
I. INTRODUCTION
There has been a recent surge of research interest in reliable communications in the presence of an adversary, or a warden, who must be kept incognizant of the presence of communication between the transmitters and receivers. This line of research, known synonymously as covert communications, communication with low probability of detection (LPD) [1] , [2] , deniability [3] , [4] , or undetectable communication [5] , seeks to establish fundamental limits on the throughputs to communicate to the legitimate receiver(s) while ensuring that the signals observed by the warden are statistically close to the signals if communication were not present. It was shown by Bash et al. [1] that in the point-to-point setting, if the legitimate user's channel and the adversary's channel are perfectly known, the number of bits that can be reliably and covertly transmitted over n channel uses scales at most as Θ( √ n) for additive white Gaussian noise (AWGN) channels. This is colloquially known as the "square root law". For discrete memoryless channels, the covert communication is also governed by the square root law if the no-input symbol is not redundant, i.e., the output distribution at the warden induced by the no-input symbol is not a mixture of the output distributions induced by other input symbols. Recently, the optimal pre-constant in the Θ( √ n) term has also been established in a couple of elegant papers by Bloch [6] and Wang, Wornell and Zheng [7] .
In this paper, we are interested in extending the above model and results to a multi-user (or network) scenario [8] in which there is one transmitter, two legitimate receivers and, as usual, one warden. We are interested in communicating reliably and simultaneously to the two receivers over the same medium while ensuring that the warden remains incognizant of the presence of any communication. We call our model a two-user discrete memoryless broadcast channel (BC) with a warden. This communication model mimics the scenario of a military general delivering commands to her/his multiple subordinates while, at the same time, ensuring that the probability of the communication being detected by a furtive enemy, the warden, is vanishingly small. We establish the fundamental performance limits for communicating in this scenario when the no-input symbol is not redundant. Somewhat surprisingly, we show that the most basic multi-user communication scheme of time-division [8, Sec. 5.2] is optimal for a wide class of BCs. This implies that a code designed for such BCs that uses two separate point-to-point codes, each designed for the constituent channels and each used for a fraction of the time (blocklength) is optimal in the sense that it achieves the best constants of the √ n-scaling of the throughput.
II. PROBLEM FORMULATION
A BC with a warden (X , Y 1 , Y 2 , Z, P Y1,Y2,Z|X ) consists of a channel input alphabet X , three channel output alphabets Y 1 , Y 2 , and Z, and a transition matrix P Y1,Y2,Z|X . The output alphabets Y 1 and Y 2 correspond to the two legitimate receivers and Z corresponds to that of the warden. Without loss of generality, we let X = {0, 1, . . . , K}. We let 0 ∈ X be the "no input" symbol that is sent when no communication takes place and define Q x = P Z|X (·|x) for each x ∈ X . The BC is used n times in a memoryless manner. If no communication takes place, the warden at receiver Z observes Z n , which is distributed according to Q ×n 0 , the n-fold product distribution of Q 0 . If communication occurs, the warden observesQ Z n , the output distribution induced by the code. For convenience, in the sequel, we often denote the two marginal channels corresponding to the two legitimate receivers as W = P Y1|X and V = P Y2|X respectively.
The transmitter and the receiver are assumed to share a secret key S uniformly distributed over a set K. We assume that the key is sufficiently long, i.e., the set K is sufficiently large. However, we bound the length of the key in the full version of this paper [9] . The transmitter and the receiver aim to construct a code that is both reliable and covert. Let the messages to be sent be W 1 and W 2 . These messages are assumed to be independent and also independent of S. Also let their reconstructions at the receiver Y j beŴ j for j = 1, 2. As usual, a code is said to be reliable if the probability of error Pr(∪ 2 j=1 {Ŵ j = W j }) vanishes as n → ∞. The code is covert if it is difficult for the warden to determine whether the transmitter is sending a message (hypothesis H 1 ) or not (hypothesis H 0 ). Let π 1|0 and π 0|1 denote the probabilities of false alarm (accepting H 1 when the transmitter is not sending a message) and missed detection (accepting H 0 when the transmitter is sending a message), respectively. Note that a blind test (one with no side information) satisfies π 1|0 + π 0|1 = 1. The warden's optimal hypothesis test satisfies
. Hence, covertness is guaranteed if the relative entropy between the observed distribution Q Z n and the product of no communication distribution Q ×n 0 is bounded by a small δ > 0.
Note that if supp(P Z|X (·|x)) supp(Q 0 ) for some x ∈ X , such x should not be transmitted, otherwise it is not possible for D(Q Z n Q ×n 0 ) to vanish [7] . Hence, by dropping all such input symbols as well as all output symbols not included in supp(Q 0 ), we assume throughout that supp(Q 0 ) = Z. In addition, we assume that the no-input symbol 0 is not redundant i.e., P Z|X (·|0) / ∈ conv{P Z|X (·|x ) : x ∈ X , x = 0} where conv{·} denotes the convex hull. If the symbol 0 is redundant, there exists a sequence of codes for which D(Q Z n Q ×n 0 ) = 0 for all n [7] so π 1|0 +π 0|1 = 1 (i.e., the warden's test is always blind) and transmitting at positive rates is possible; this is a regime we do not consider in this paper.
,Z|X ) and with a covertness constraint consists of
• Two independent messages uniformly distributed over their respective message sets, i.e.,
• Two decoders ϕ j : Y n j × K → M j for j = 1, 2; such that the following constraints hold:
In this paper, we ignore the secret key set (i.e., we assume that the secret key is sufficiently long) for the sake of simplicity and refer to the family of codes above with secret key sets of arbitrary sizes as (n, M 1n , M 2n , ε, δ)-codes. We revisit the effect of the key size in [9] .
+ is (ε, δ)-achievable for the BC with a warden and with a covertness constraint if there exists a sequence of (n, M 1n , M 2n , ε n , δ)-codes such that
lim sup
Define the (ε, δ)-covert capacity region L ε,δ ⊂ R 2 + to be the closure of all (ε, δ)-achievable pairs of (L 1 , L 2 ). We are interested in the δ-covert capacity region
We will also need the notion of covert capacities for pointto-point discrete memoryless channels (DMCs) with a warden (X , Y, Z, P Y,Z|X ) [6] , [7] . This scenario corresponds to the above definitions with Y 1 = Y and Y 2 = ∅. Recall that the chi-squared distance between two distributions Q 0 and Q 1 supported on the same alphabet Z is defined as
. Theorem 1 (Bloch [6] and Wang, Wornell, Zheng [7] ). Let (X , Y, Z, P Y,Z|X ) be a DMC with a warden in which W := P Y |X and Q k := P Z|X (·|k) for k ∈ X . We assume that it satisfies W (·|k) W (·|0) for all k ∈ X \{0}, supp(Q 0 ) = Z and 0 ∈ X is not redundant. Then its covert capacity is T where p k ≥ 0 and
. If X = {0, 1}, i.e., P Y,Z|X has a binary input, then the maximization over p in (5) is unnecessary and
As previously mentioned, we assume that Q 1 Q 0 in the binary input case (or more generally,
T is any maximizer of (5)). Otherwise, covert communication is impossible [6, Appendix G] . With this assumption and the fact that 0 ∈ X is not redundant, L * (P Y,Z|X ) as defined in (5) and (6) is finite.
III. MAIN RESULTS
In this section, we present our main results.
A. A Condition on BCs
Condition 1. Fix a BC with a warden P Y1,Y2,Z|X . Let the covert capacities of P Y1,Z|X and P Y2,Z|X be L *
, we assume that (10)) such that Condition 1 is satisfied (resp. not satisfied) is indicated in gray (resp. white).
• Otherwise if L * 2 ≥ L * 1 , we assume that
A few remarks concerning Condition 1 are in order. 1) Condition 1, which is easy to check numerically as the optimizations over P X are over compact sets, neither subsumes nor is subsumed by degradedness or any other ordering of W and V . That is, we can show that there exists some degraded BCs that do not satisfy Condition 1 and there are also non-degraded BCs that satisfy Condition 1. 2) Condition 1 is significantly simplified in the binary-input case. Let W = P Y1|X , V = P Y2|X , and W γ (y) := x∈X P γ (x)W (y|x), y ∈ Y where P γ is the Bernoulli distribution with probability of 1 being γ ∈ [0, 1]. Similarly define V γ . Then, one can use (6) and [9, Lemma 1] to show that (7) is equivalent to
Thus the verification of Condition 1 for binary-input BCs reduces to a line search over [0, 1]. 3) To illustrate this condition, we consider the scenario in which 1 W = BSC(p) where p ∈ {0.01, 0.20} and V is a (generally) asymmetric binary-input, binary-output channel such that the transition matrix reads
for q 0 , q 1 ∈ [0, 1]. In Fig. 1 , we show the range of values of (q 0 , q 1 ) ∈ [0, 1] 2 such that Condition 1 is satisfied (indicated in gray). Also we note that the "diagonal" values of (q 0 , q 1 ) in which q 0 = q 1 satisfy Condition 1. Hence, if V is a BSC, Condition 1 is satisfied. More generally, we can verify numerically that if W and V 1 We use the notation W = BSC(q) if it is a binary-input, binary-output channel in which Y = X ⊕ Ψ where Ψ ∼ Bern(q).
are both BSCs, then Condition 1, or equivalently (9) for the case L * 1 ≥ L * 2 , is satisfied.
B. Time-Division is Optimal for Some BCs
Our main result is a complete characterization of the δ-covert capacity region for all BCs satisfying Condition 1 and certain absolute continuity conditions. Theorem 2. Assume that a BC with a warden P Y1,Y2,Z|X is such that Condition 1 is satisfied and the constituent DMCs W := P Y1|X and V := P Y2|X satisfy W (·|k) W (·|0) and V (·|k) V (·|0) for all k ∈ X \ {0}. Also assume that the length of the secret key is sufficiently large. Then, for all δ > 0, the δ-covert capacity region is
C. Remarks on the Main Theorem
A few remarks are in order. 1) First, note that (11) implies that under the covert communication constraints, time-division transmission is optimal for all BCs satisfying Condition 1. The achievability part simply involves two optimal covert communication codes, one for each DMC with a warden. The first code, designed for P Y1,Z|X , is employed over ρn channel uses where ρ ∈ [0, 1]. The second code, designed for P Y2,Z|X , is employed over the remaining n − ρn channel uses. However, because the normalization of log M jn is √ nδ, we need a slightly more subtle time-division argument. To do so, fix δ < δ, then from Theorem 1, we know that there exists codes transmitting log M 1n ∼ = √ ρnδ L * 1 bits for user 1 over ρn channel uses and with covertness constraint (upper bound of the divergence in (2)) δ and log M 2n ∼ = (1 − ρ)n(δ − δ )L * 2 bits for user 2 over n − ρn channel uses and with covertness constraint δ − δ . Choosing δ = ρδ and combining these two codes, achieves the covertness constraint δ and the rate point
2 ) which is on the boundary of L δ . By varying ρ ∈ [0, 1], we achieve the whole boundary and hence the entire region in (11) . Note that time-division is strictly suboptimal for the vast majority of BCs in the absence of the covert communication constraint. Thus, the covert communication constraint significantly simplifies the optimal coding scheme for BCs satisfying Condition 1.
2) The converse of Theorem 2 thus constitutes the main contribution of this paper. To obtain an explicit outer bound for the capacity region for BCs that satisfy some ordering-such as degraded, less noisy or more capable BCs [8, Chapter 5]-one often has to resort to the identification of the optimal auxiliary random variablechannel input pair (U, X) in the capacity region of these classes of BCs. For general (or even arbitrary degraded) BCs, this is, in general, not possible. Our workaround involves first starting with an outer bound of the capacity region for general memoryless BCs by El Gamal [10] . We combine the inequalities in the outer bounds and use this to upper bound a linear combination of the two throughputs in terms of the concave envelope of a linear combination of mutual information terms [11] . This allows us to circumvent the need to explicitly characterize (U, X) since U is no longer present in this concave envelope characterization. We then exploit Condition 1 and some approximations to obtain the desired the outer bound to (11) . The appeal of this approach is not only that we do not need to find the optimal (U, X).
IV. PROOF OF THEOREM 2
We prove the converse to Theorem 2 for the case when X = {0, 1}. This is done for the sake of clarity and simplicity. We show how to extend the analysis to the multiple symbol case (i.e., |X | > 2) in the full version of this paper [9] . Fix a sequence of (n, M 1n , M 2n , ε n , δ)-codes for the BC with a warden P Y1,Y2,Z|X satisfying the 0-reliability constraint in (1) and (4) and the covertness constraint in (2) . In the proof, we use the following result by Bloch [6, Lemma 1, Remark 1]:
. Furthermore, for any sequence γ n such that γ n → 0 as n → ∞, for all n sufficiently large,
1) Covertness Constraint: We first discuss the covertness constraint in (2) . Let Z n (resp. X n ) have distributionQ Z n (resp.P X n ) and letQ Zi (resp.P Xi ) be the marginal ofQ Z n (resp.P X n ) on the i-th element. Additionally, letQ n be the average output distribution on Z, i.e.,Q n := 1 n n i=1Q Zi . Similarly we define the average input distributionP n on X asP n := 1 n n i=1P Xi . Then mimicking the steps in the proof of [7 
Thus, by the covertness constraint in (2), we have
Since lim n→0 D(Q n Q 0 ) = 0 and symbol 0 ∈ X is not redundant, 2 it follows thatP n = P αn for some α n → 0. BecauseQ n (z) = Q αn (z) for all z ∈ Z, by Lemma 1,
= max
Here, (24) follows from the Markov chain U − − X − − Y 2 and (26) follows from the definition of the concave envelope. 3 Note that we employ the subscript P X on C to emphasize that the concave envelope operation is taken with respect to the distribution P X and it is thus a function of P X .
3) Approximating the Maximization over Low-Weight Inputs: Due to the above considerations, it now suffices to simplify (26). To obtain the outer bound to (11), we set
and add (λ − 1) copies of (16) to one copy of (19) to obtain the analogue of (20) with U i := U 1i . We also use (8) instead of (7) in Condition 1. Finally, in the rest of the proof, we replace the index 1 by 2 and W by V and vice versa. The following arguments go through verbatim with these minor amendments.
By expressing the mutual information quantities in (26) as I(P X , W ) and I(P X , V ) [12] (for I(X; Y 1 ) and I(X; Y 2 ) respectively), we can write (26) as follows:
By applying (7) of Condition 1, we see that I(P X , W ) − λI(P X , V ) ≤ 0. Hence, we obtain that (27) is upper bounded by max P X λI(P X , V ) Now we parametrize P X = P αn =P n as the vector [1 − α n , α n ] T where 0 ≤ α n ≤ᾱ n (1 + o(1)) [cf. (15)]. Appealing to Lemma 1, we see that the value of the optimization problem max P X λI(P X , V ) is given by λᾱ n (1+ o(1)) · D(V (·|1) V (·|0)). Now, combining these evaluations with the upper bound in (26), we have 1 n (log M 1n + λ log M 2n )(1 − ε n ) − (1 + λ)
4) Completing the Converse Proof Taking Limits: At this point, we invoke the definition ofᾱ n in (15) and normal-ize (28) by √ nδ to obtain 1 √ nδ (log M 1n + λ log M 2n )(1 − ε n ) − (1 + λ)
Taking the lim sup in n on both sides, recalling that (i) λ = L * 1 /L * 2 and (ii) the definition of achievable (L 1 , L 2 ) pairs according to Definition 2, and the facts that ε n → 0 and nδ → ∞, we obtain
Finally, by recalling the definition of the covert capacity of P Y2,Z|X according to (6) in Theorem 1, we see that the righthand-side of (30) is exactly L * 1 . Hence we obtain the desired outer bound corresponding to L δ in (11) 
