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Abstract 
Summarization of videos for different applications like video object recognition and classification, video retrieval and archival 
and surveillance is an active research area in computer vision. One of the methods to summarize video data is extraction of key-
frame. This paper proposes a method of key-frame extraction using thresholding of absolute difference of histogram of 
consecutive frames of video data. The experiment is conducted on KTH action database. For evaluation purpose compression 
ratio and fidelity value is calculated and it is able to achieve reasonably higher accuracy rate. 
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1. Introduction 
Key-frame extraction from video data is an active research problem in video object recognition and information 
retrieval. Key-frame refers to the image frame in the video sequence which is representative and able to reflect the 
summary of a video content. By using the key-frame it is able to express the main content of video data clearly and 
reduce the amount of memory needed for video data processing and complexity greatly. So we could make the 
storage organization, retrieval and recognition of video information more convenient and efficient [1]. Thus key-
frame extraction is an efficient method for video summarization.  Depending on the content complexity of the shot 
one or more key-frames can be extracted from a single shot. A shot is defined as unbroken sequence of frames 
recorded from a single camera, which forms the building blocks of video. In video data which contains multiple 
shots it is necessary to identify individual shots for key-frame extraction.  
Literature classifies key-frame extraction in to sequential based approaches and cluster based approaches. In 
sequential based approaches visual features and temporal information are used to determine key-frames. That is the 
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variation between the visual content of frames is estimated and the key-frame is selected whenever there is a 
considerable change. In cluster based approaches the basic idea is to produce the key-frame by clustering frames of a 
shot. The frames corresponding to representative of each cluster are selected as a key-frame. It should be noted that 
the clustering should preserve the temporal order of frames in video data. Also, the extracted key-frames may be 
static or dynamic in nature. The static key-frames are those frames that are extracted from the video which hold the 
important content of the video. Thus they are representative of video. Dynamic key-frames preserve dynamic nature 
of video in the sense that they are temporal ordered sequence of key-frames extracted [2]. 
This paper presents a method of computation of key-frame using thresholding of absolute difference of histogram. 
It computes thresholding point using mean and standard deviation of absolute difference of histogram for 
comparative study of feature difference of consecutive video frames. The organization of the paper is as follows. In 
section 2 a brief overview of related work is presented. In section 3 proposed frame works for key-frame extraction 
is discussed. The results are discussed in section 4 and finally conclusions are drawn in section 5. 
2. Previous Works 
In this section some of the approaches of key-frame extraction is discussed. A detailed review of existing 
techniques is done by Li et al. [3].One of the simplest methods for key-frame extraction is to select first frame of 
each shot segment as key-frame. But this may not be a proper choice, since the rest of the frames are not inspected to 
determine whether they are also represented by the selected key- frame [4]. Zhao et al. exploited the concept of 
curve segmentation to extract key-frames. In their work each frame is represented by the use of color histogram 
where each frame is represented by using CIE U V color model with 256 bins. The difference between adjacent 
frames is estimated and plotted versus frames as a point in a 2D plane. The plotted curve is analyzed to estimate the 
sharp corners and the frame corresponding to the sharp corner are treated as key-frame of the shot [5]. A fuzzy based 
key-frame selection approach is presented by Doulamis et al. Each frame is represented in the form of a fuzzy color 
and a motion histogram. Normally features are extracted on the entire frame, where as in this work each frame is 
segmented using the multi-resolution recursive shortest spanning tree algorithm. For each segment a fuzzy color and 
motion histogram is extracted and stored as a representative. The frames which are not similar to each other are 
selected based on the cross-correlation criterion by the use of genetic algorithm [6]. Mukherjee et al. have proposed 
a model to estimate key-frames from a video shot based on the randomness of representative of the frames. For each 
frame spatial and Har wavelet based features are extracted. In case of spatial, average intensity and busyness of 
intensity defined over 3×3 image mask are calculated and in case of Har wavelets, frequency space points at 
different resolutions are estimated. Individual features are used to estimate the randomness between frames and the 
frames with high randomness are selected as key-frames. Also to take a decision based on both spatial and wavelet 
features Dempster – Shafer theory of evidence is used [7]. 
Li Liu et al. developed a new method of key-frame extraction using correlated pyramidal motion-feature for 
human action recognition. To select key- frame for each action sequence he used Ada - Boost learning algorithm [8]. 
A method of key frame extraction based on unsupervised clustering was adopted by Zhuang et al. They used color 
histogram of each frames of video computed in HSV color space and a threshold to control clustering density. The 
key frame selection is employed only to the clusters which are big enough to consider as key cluster. From each key 
cluster a representative is selected as a key-frame [9].Gong and Liu proposed a technique for video abstraction based 
on singular value decomposition. The method calculated color histogram of video frames in RGB color space. To 
incorporate spatial information each frame is divided into 3×3 blocks and a 3D histogram is created for each block. 
The nine histogram are then concatenated together to form a feature vector. These feature vectors are used to form 
clusters and for each cluster the frame closest to the cluster center is selected as a key frame [10].  
The related works of key-frame extraction reveals that they select predefined number of key-frames and should 
take care of temporal ordering of frames during clustering. Proposed method extract distinct key-frames keeping 
temporal ordering of video sequence based on threshold obtained from mean and standard deviation of absolute 
difference of histogram of consecutive frames.   
38   Sheena C.V. and N.K. Narayanan /  Procedia Computer Science  70 ( 2015 )  36 – 40 
3. Key
Thi
consec
deviat
compa
video 
frames
thresh
T μ=
Wh
thresh
thresh
Step.1
Step. 2
Step. 3
Step. 4
Step. 5
> Tsel
Step. 6
The
joggin
scenar
the da
camer
have a
action
4. Exp
 
Fidelit
compr
ratio o
 
 – frame extra
s section explo
utive image fra
ion of histogra
ring the thresh
frames one by
 are calculated
old point. The t
adhadh σ+  
ere ȝadhmean 
old is obtained 
old. The propos
 Extract frames
 Histogram diff
 Calculate mea
 Compute thre
 Compare the d
ects it as a key-
 Continue till e
 experiment is 
g, running, box
ios: outdoors s
tabase contain
a with 25fps fr
 length of four 
 database under
eriments and 
To evaluate 
y measure is u
ession ratio is 
f a method indi
ction using ab
res a method o
mes. It is a two
m of absolute 
old against abso
 one. After pre
. The mean an
hreshold (T) is 
  
of absolute di
next phase dete
ed algorithm is
 one by one 
erence betwee
n and standard
shold 
ifference with 
frame else go t
nd of video 
conducted on K
ing, hand wavi
1, outdoors with
s 2391 sequen
ame rate. The 
seconds in aver
 the class runni
results 
the performanc
sed to study t
used to study t
cate that the me
solute differen
f key-frame ex
 phase method
difference of 
lute difference
processing eac
d standard dev
computed using
 
fference and ı
rmine the key-f
 given below. 
n two consecuti
 deviation of ab
T and if it is     
o step 2 
TH action dat
ng and hand cl
 scale variation
ces. All sequen
sequences were
age [11]. Fig.1 
ng is shown in 
Fig.1 KTH a
e of the propose
he effectivenes
he compactnes
thod is good [1
ce of histogram
traction algorit
 in which first p
consecutive im
 of consecutive
h video frame
iation of absolu
 following equ
  
adhis the stan
rames by comp
ve frames 
solute differen
abase,a databas
apping) perform
 s2, outdoors w
ces were take
 down sample
shows illustrati
Fig.2 
ction database i
d technique fid
s of a method 
s of the shot co
2]. 
 of consecutiv
hm based on a
hase compute 
age frames. Se
 image frames.
s histogram dif
te difference o
ation. 
  
dard deviation 
aring the absol
ce 
e containing six
ed several tim
ith different cl
n over homog
d to the spatial
on of KTH acti
llustration 
elity measure a
in preserving 
ntent. Higher v
e frames 
bsolute differen
threshold using
cond phase ex
 The algorithm 
ference betwee
f histogram is
 
of absolute di
ute difference o
 types of huma
es by 25 subje
othes s3 and in
eneous backgro
 resolution of 
on database. So
 
nd compression
the global con
alues of fidelit
ce of histogram
 mean and stan
tract key – fra
starts by extrac
n two consecu
 calculated to f
 (1) 
fference. Once
f histogram aga
n actions (walk
cts in four diffe
doors s4. Curre
unds with a s
160x120 pixels
me frames of K
 ratio is compu
tent of a shot. 
y and compres
 of 
dard 
mes 
ting 
tive 
ix a 
 the 
inst 
ing, 
rent 
ntly 
tatic 
 and 
TH 
ted. 
The 
sion 
39 Sheena C.V. and N.K. Narayanan /  Procedia Computer Science  70 ( 2015 )  36 – 40 
 
 
 
 
 
 
Fig.2 Sample frames of class running 
Fidelity is a maximum of minimal distance between the set of key-frames of a shot and frames of 
correspondingshot or semi Hausdorff distance. The fidelity value is computed as follows. Let SF={Fi/1iN} be a 
set of N numbers of frames in a shot S and KF={KFj/1jl}be set of l number of key-frames obtained for the shot S. 
The semi Hausdorff distance between the set of frames SF to the set of key-frames KF is the maximum of the 
minimal distance between individual frames of the shot SF and the key-frame in the set KF. The distance between 
jthkey-frame KFj to the image frame of a shot is calculated as follows 
dj=min{dis(KFj,Fi)} , Fi/1iN, 1jl        (2) 
Then semi Hausdorff distance between SF and KF is  
dsh=max{dj};1jl          (3) 
The compression ratio (CR) is used to study the compactness of shot due to selected key-frames and it depends on 
the number of key-frames selected. Compression ratio is computed using the equation  
selected frames-key ofnumber 
shot in video frames ofnumber  total
=CR        (4) 
Table. 1 gives the compression ratio (CR) and fidelity value of the selected video data in KTH action database. In 
KTH action database all video data are represented as single shot of individuals’ actions so shot detection is not 
performed. Key-frame extraction is directly performed on the noise filtered video data. The key-frames obtained for 
the video data person01_running_d1_uncomp.avi is shown in Fig. 3. 
 
 
 
 
 
 
 
 
 
 
 
   
Fig .3 Key- frames of data person01_running_d1_uncomp.avi 
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Table .1 Compression ratio and fidelity 
criteria for selected videos in database 
5. Conclusion 
 In this paper a method for automated extraction of key-frames for video summarization is presented. The 
role of key- frame extraction in Human Action Recognition is to reduce redundant frames that can lead 
dimensionality reduction of feature vector for classification. Directly representing the video sequence by all the 
frames, which contain redundant and indiscriminate information, would confuse the classifier in action recognition 
[13]. In future we have to extract visual features from the extracted key-frame for recognition. Majority of the 
existing key-frame extraction algorithm consider predefined number of key-frames to be extracted on the other hand 
those which are automated need high computation and ordering of temporal data. But the proposed algorithm is able 
to compute the key-frames using simple calculations of histogram of absolute difference of consecutive frames in 
video data. The values of compression ratio and fidelity criteria show that the results obtained are reasonably 
accurate. 
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Video 
 
Compression Ratio 
(CR) 
Fidelity 
(dsh) 
person01_running_d1_uncomp.avi 5.6780 1457 
person01_running_d2_uncomp.avi 8.9024 1381 
person01_running_d3_uncomp.avi 6.4815 1480 
person02_running_d1_uncomp.avi 6.8261 1584 
person02_running_d2_uncomp.avi 7.5354 1867 
