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Abstract
Lean-burn combustion technology has been identified to be the key
methodology for gas turbine combustion systems to achieve legislative
requirements for NOx emissions. Currently it is a mature technology
in the power generation field but is still on development for aero en-
gines. Combustors on which this type of combustion is implemented
are characterized, in general, by high swirl numbers to provide adequate
flame stabilization and strong reduction, or total absence, of dilution jets
upstream to the turbine entry section. Such characteristics make the
aero-thermal field on the combustor/turbine interface very “aggressive”,
being characterized by temperature non-uniformities, residual swirl and
high turbulence intensity.
Given the growing interest in the topic by industry, the present the-
sis aims to investigate, from a numerical point of view, the aero-thermal
aspects that characterize combustor/turbine interaction. Despite a large
number of studies has been dedicated in scientific literature in the past,
especially concerning hot streaks migration in turbine stages, comprehen-
sive studies of the combustor/turbine interaction are still very limited.
The first part of the work is dedicated to the development and valida-
tion of a CFD methodology oriented to the integrated study of combustor
and turbine. Such method is also applied to a case of interaction between
an annular combustion chamber and a high-pressure vane row.
In the second part of the work, the impact of non-uniformities that
characterize combustor exit flow, is investigated on film cooled high-
pressure vanes by means of conjugate heat transfer simulations.
iv
Results point out the need of integrated studies for the correct re-
production of the actual working conditions at which components are
subjected to, evidencing aspects related to both aerodynamics and heat
transfer that are not predictable without considering components inter-
action.
Contents
Abstract iii
Contents viii
List of Figures xv
List of Tables xvii
Nomenclature xix
Introduction and motivations of the work xxv
1 Literature review 1
1.1 Characterization of the aero-thermal field on the combus-
tor/turbine interface . . . . . . . . . . . . . . . . . . . . . 2
1.1.1 Combustor exit temperature non-uniformities and
hot streak transport in turbine stages . . . . . . . 2
1.1.2 Residual swirl on the turbine inlet section . . . . . 12
1.1.3 Turbulence intensity and length scale on the tur-
bine inlet section . . . . . . . . . . . . . . . . . . . 21
1.1.4 Total pressure non-uniformities at the combustor
exit . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.2 Numerical approaches for combustor/turbine interaction . 24
v
vi CONTENTS
I Integrated CFD simulations of combustor and tur-
bine 29
2 Development of a numerical methodology for the study
of combustor/turbine interaction 31
2.1 Description of the approach for integrated CFD simulations 32
2.2 Steady and unsteady synchronization of the solvers . . . . 34
2.2.1 Steady methodology . . . . . . . . . . . . . . . . . 34
2.2.2 Unsteady methodology . . . . . . . . . . . . . . . . 36
2.3 CFD solvers used . . . . . . . . . . . . . . . . . . . . . . . 38
2.3.1 The HybFlow code . . . . . . . . . . . . . . . . . . 38
Navier-Stokes equations in conservative form . . . 39
Spatial discretization . . . . . . . . . . . . . . . . . 40
Implicit time-marching . . . . . . . . . . . . . . . . 44
Unsteady approach . . . . . . . . . . . . . . . . . . 46
2.3.2 ANSYSR© Fluent . . . . . . . . . . . . . . . . . . . 46
2.4 Exchange of variables between solvers . . . . . . . . . . . 47
2.4.1 RANS/RANS and URANS/URANS coupling . . . 48
Loosely coupled methodology . . . . . . . . . . . . 48
Moderately coupled methodology . . . . . . . . . . 49
2.4.2 SAS/URANS coupling . . . . . . . . . . . . . . . . 50
3 Validation of the numerical methodology 55
3.1 Sajben transonic diffuser . . . . . . . . . . . . . . . . . . . 56
3.1.1 Description of the test case . . . . . . . . . . . . . 56
3.1.2 Results . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2 Unsteady flow in a linear cascade . . . . . . . . . . . . . . 65
3.2.1 Description of the test case . . . . . . . . . . . . . 65
3.2.2 Results . . . . . . . . . . . . . . . . . . . . . . . . 68
3.3 Turbulent pipe flow . . . . . . . . . . . . . . . . . . . . . . 76
3.3.1 Description of the test case . . . . . . . . . . . . . 76
3.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . 78
CONTENTS vii
4 Study of a realistic case of interaction between combustor
and high-pressure turbine vanes 83
4.1 Description of the test case . . . . . . . . . . . . . . . . . 84
4.1.1 Annular combustor . . . . . . . . . . . . . . . . . . 85
4.1.2 MT1 high-pressure vane . . . . . . . . . . . . . . . 87
4.2 Numerical approach . . . . . . . . . . . . . . . . . . . . . 88
4.2.1 Combustion modeling . . . . . . . . . . . . . . . . 91
4.2.2 Hypothesis of uniform chemical species distribution
within the turbine domain . . . . . . . . . . . . . . 95
4.2.3 Coupling process . . . . . . . . . . . . . . . . . . . 96
4.3 Characterization of the aero-thermal field at the exit sec-
tion of the combustion chamber . . . . . . . . . . . . . . . 97
4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
II Effects of combustor non-uniformities on cooled high-
-pressure vanes 113
5 Study of the effects of combustor non-uniformities on a
film-cooled high-pressure vane 115
5.1 Description of the test case . . . . . . . . . . . . . . . . . 116
5.1.1 Simulation matrix . . . . . . . . . . . . . . . . . . 119
5.1.2 Non-uniform inlet boundary conditions . . . . . . 119
5.1.3 Numerical approach . . . . . . . . . . . . . . . . . 122
5.2 Model assessment . . . . . . . . . . . . . . . . . . . . . . . 123
5.2.1 Grid sensitivity analysis . . . . . . . . . . . . . . . 123
5.2.2 Turbulence model assessment . . . . . . . . . . . . 126
5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.3.1 Effect of swirl . . . . . . . . . . . . . . . . . . . . . 130
5.3.2 Combined effect of swirl and inlet temperature non-u-
niformity . . . . . . . . . . . . . . . . . . . . . . . 136
Average thermal characteristics . . . . . . . . . . . 140
Performance of the showerhead cooling system . . 142
viii CONTENTS
Conclusions 147
Appendix A Effect of non-uniform chemical species distri-
bution on the turbine inlet section 151
A.1 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
A.2 Effects of chemical species transport . . . . . . . . . . . . 156
A.2.1 Numerical approach . . . . . . . . . . . . . . . . . 156
A.2.2 Results . . . . . . . . . . . . . . . . . . . . . . . . 160
Aerodynamics . . . . . . . . . . . . . . . . . . . . . 160
Heat transfer . . . . . . . . . . . . . . . . . . . . . 162
A.3 Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
Appendix B Calibration of the kT −kL−ω turbulence model
on a film cooled nozzle guide vane 167
B.1 Description of the test case . . . . . . . . . . . . . . . . . 168
B.1.1 Numerical approach . . . . . . . . . . . . . . . . . 169
B.1.2 Grid dependence analysis . . . . . . . . . . . . . . 169
B.2 Empirical re-calibration of the kT − kL − ω model . . . . 174
B.3 Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
Bibliography 193
List of Figures
1.1 Combustor exit temperature field of a military engine, from
Povey et al. [3]. . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Non-dimensional temperature distribution at the inlet of
the high-pressure turbine experimentally measured by Mit-
subishi Heavy Industries (Ong and Miller [4]). . . . . . . . 4
1.3 Turbine total temperature inlet profile used by Shahpar
and Caloni [5] on the SILOET test case. . . . . . . . . . . 5
1.4 Distribution of a non-reacting tracer measured experimen-
tally by Cha et al. [6] at the exit secion of an aeronautical
combustor in similitude conditions. . . . . . . . . . . . . . 6
1.5 Non-dimensional temperature distribution measured down-
stream of the hot streak generator proposed by Qureshi
et al. [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.6 Overview of the maximum and minimum non-dimensional
temperature peaks in different hot streaks generators; adapted
from Koupper et al. [8]. . . . . . . . . . . . . . . . . . . . 7
1.7 Preferential migration of hot fluid through the pressure
side of the blades, from Rai and Dring [18]. . . . . . . . . 10
1.8 Schematic of the segregation effect, from Martelli et al. [21]. 10
1.9 Relative alignment between hot streaks and vanes [23]; en-
tropy contours are shown. . . . . . . . . . . . . . . . . . . 12
1.10 Temperature contours that shows hot spots with two dif-
ferent circumferential length scales [23]. . . . . . . . . . . 12
ix
x LIST OF FIGURES
1.11 Whirl and pitch angle distributions downstream of a lean-burn
combustor reported by Shahpar and Caloni [5]. . . . . . . 13
1.12 Swirl generator used in the work by Qureshi et al. [24]. . . 14
1.13 Swirl profile obtained by Qureshi et al. [24] through the
swirl generator of Figure 1.12. . . . . . . . . . . . . . . . . 15
1.14 Effects of swirl orientation on the hub of a nozzle guide
vane; adapted from the work by Schmid and Schiffer [25]. 16
1.15 Effects of swirl orientation and alignment in determining
hot spot migration from the work by Khanal et al. [26]. . 17
1.16 Effect of swirl in determining the adiabatic effectiveness
on a cooled leading edge model by Hong et al. [28]. . . . . 19
1.17 Images taken from the work by Turrel et al. [29], showing
high temperature zones on a sector of nozzle guide vanes. 20
1.18 Turbulence characteristics obtained by Cha et al. [31] down-
stream of an actual RQL combustor during a cold flow test. 22
1.19 Typical total pressure non-uniformities. . . . . . . . . . . 24
2.1 Schematic representation of the computational domains
with overlapped regions; the exchange of information is
also represented. . . . . . . . . . . . . . . . . . . . . . . . 32
2.2 Schematic representations of the data exchange between
overlapped domains; a two-dimensional case is shown for
clarity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3 Steady synchronization process. . . . . . . . . . . . . . . . 35
2.4 Unsteady synchronization process. . . . . . . . . . . . . . 37
2.5 Spatial discretization. . . . . . . . . . . . . . . . . . . . . 41
2.6 Effect of the amplitude of the moving average. . . . . . . 52
3.1 Computational domain and grid of the Sajben diffuser test
case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.2 Mass flow convergence history of the coupled simulations. 59
3.3 Convergence history of the axial velocity residual in the
coupled Fluent+HybFlow case. . . . . . . . . . . . . . . . 60
LIST OF FIGURES xi
3.4 Mach number distributions: comparison between coupled
domains and entire domains. . . . . . . . . . . . . . . . . 61
3.5 Mach number profiles in the overlapped zone. . . . . . . . 62
3.6 Pressure distribution along upper and lower walls: com-
parison with experimental data. . . . . . . . . . . . . . . . 63
3.7 Axial velocity profiles at four positions downstream to the
throat section. . . . . . . . . . . . . . . . . . . . . . . . . 64
3.8 Instrumented blade (Sieverding et al. [56]). . . . . . . . . 66
3.9 Computational domain. . . . . . . . . . . . . . . . . . . . 66
3.10 Computational grid used of the coupled calculations. . . . 68
3.11 Contours of Mach number obtained from steady and un-
steady simulations of the entire domain and the coupled
sub-domains. . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.12 Turbulent kinetic energy obtained with steady and un-
steady coupled simulations. . . . . . . . . . . . . . . . . . 70
3.13 Isentropic Mach number distribution: comparison between
experimental data and numerical simulations. . . . . . . . 71
3.14 Non-dimensional static pressure distribution along the trail-
ing edge circle: comparison between experimental data
and numerical simulations (pressure side for negative s/d). 72
3.15 Frequency contents of the signal measured on the point
referred as “kulite 8” in Figure 3.9: comparison between
experimental data and numerical simulations. . . . . . . . 73
3.16 Time-resolved non-dimensional pressure signal in the points
a,b and c indicated in Figure 3.9: comparison between sim-
ulation with entire domain and coupled sub-domains. . . . 75
3.17 Computational domain and grid of the tubular domain. . 76
3.18 Instantaneous axial velocity field; URANS solution is shown
on the overlapped region. . . . . . . . . . . . . . . . . . . 79
3.19 Axial velocity signal on a point positioned along the axis
of the tube in correspondence of the inlet section of the
second sub-domain. . . . . . . . . . . . . . . . . . . . . . . 80
xii LIST OF FIGURES
3.20 Time averaged radial profiles of M [51], turbulent kinetic
energy and specific dissipation rate on a section positioned
in correspondence of the inlet of the second sub-domain. . 81
3.21 Time averaged radial profile of axial velocity on a section
positioned in correspondence of the inlet of the second sub-
-domain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.1 Computational domain. . . . . . . . . . . . . . . . . . . . 84
4.2 Instrumented MT1 stage [70]. . . . . . . . . . . . . . . . . 87
4.3 Computational grids of combustion chamber and nozzle
guide vanes. . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.4 Isentropic Mach number distribution at three spanwise po-
sitions along the MT1 vane under uniform inlet conditions.
Comparison between experimental data and numerical re-
sults. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.5 Schematic of the probability density function from [46]. . 92
4.6 Aero-thermal field on the combustor/turbine interface. . . 98
4.7 Comparison of RTDF and tangentially averaged non-di-
mensional total temperature with respect to available data
from scientific literature. . . . . . . . . . . . . . . . . . . . 99
4.8 Comparison of yaw angle distributions at 20% and 80% of
the channel height; reference data are extracted from the
work by Qureshi et al. [24]. . . . . . . . . . . . . . . . . . 101
4.9 Distributions of turbulence intensity and turbulent length
scale on the combustor/turbine interface plane. . . . . . . 102
4.10 Comparison between the isentropic Mach number distribu-
tions on the NGV obtained with coupled simulation and
uniform inflow. . . . . . . . . . . . . . . . . . . . . . . . . 103
4.11 Tangentially-averaged quantities measure on the outlet sec-
tion of the NGV domain (corresponding to the stator/rotor
interface). . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.12 Distributions of non-dimensional adiabatic wall tempera-
ture on S1 and S2 vanes. . . . . . . . . . . . . . . . . . . . 106
LIST OF FIGURES xiii
4.13 Distributions of heat transfer coefficient on S1 and S2 vanes.107
4.14 Distributions on S1 and S2 vanes of the difference between
adiabatic wall temperature of the coupled simulation with
respect to the case with uniform inflow. . . . . . . . . . . 109
4.15 Distributions on S1 and S2 vanes of the difference between
heat transfer coefficient of the coupled simulation with re-
spect to the case with uniform inflow. . . . . . . . . . . . 110
4.16 Zones (depicted in red) where both adiabatic wall tempera-
ture and heat transfer coefficient are underestimated using
uniform inlet boundary conditions. . . . . . . . . . . . . . 111
5.1 Schematic of the cooling system. . . . . . . . . . . . . . . 116
5.2 Geometrical configurations tested. . . . . . . . . . . . . . 118
5.3 Relative alignments between inlet distortions and vanes. . 121
5.4 Effect of grid resolution in determining isentropic Mach
number distribution on the cooled vane (experimental con-
figuration). . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.5 Effect of grid resolution in affecting mass flow rates and
average heat fluxes over the blade surface. . . . . . . . . . 124
5.6 Computational grids of the tested configurations. . . . . . 125
5.7 Effect of turbulence model in determining spanwise-aver-
eraged distributions of adiabatic effectiveness and heat flux;
pressure side for negative s/L. . . . . . . . . . . . . . . . . 128
5.8 Row-by-row comparison of coolant mass flow rates obtained
experimentally and numerically. . . . . . . . . . . . . . . . 129
5.9 Isentropic Mach number distribution on the uncooled vane
geometry: comparison between experimental data and nu-
merical results. . . . . . . . . . . . . . . . . . . . . . . . . 130
5.10 Adiabatic film cooling effectiveness distributions along the
vanes. Uniform case is compared with the two cases having
inlet swirl in different clocking positions. . . . . . . . . . . 132
xiv LIST OF FIGURES
5.11 Loss coefficient distributions 0.16 axial chords downstream
of the trailing edge. Observation point is downstream of
the section. . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.12 Pitchwise-averaged spanwise distributions of total pressure
and yaw angle measured 0.16 axial chords downstream of
the cascade. . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.13 Isentropic Mach number distributions at 15% and 85% of
the span; a detail on the first half of the axial chord is shown.135
5.14 Different hot streak migration determined by swirl align-
ment with respect to the vanes. . . . . . . . . . . . . . . . 137
5.15 Non-dimensional temperature distributions along the vanes.
Uniform case is compared with the two cases having inlet
hot spot and swirl in different clocking positions. . . . . . 139
5.16 Pitchwise-averaged total temperature on the outlet section. 140
5.17 Average non-dimensional temperature and total thermal
power: comparison between uniform case and hot spot
with swirl. . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
5.18 Showerhead cooling system: spanwise distributions of ther-
mal power removed by heat sink and coolant mass flow rate.143
A.1 Structured grids (fine version) of the MT1 stage. . . . . . 153
A.2 Isentropic Mach number distributions at three vane heights;
comparison with experimental data. . . . . . . . . . . . . 154
A.3 Pressure distribution at midspant of the rotor; comparison
with experimental data. . . . . . . . . . . . . . . . . . . . 155
A.4 Mass fractions of CO2, O2 and H2O at the inlet section of
the turbine. . . . . . . . . . . . . . . . . . . . . . . . . . . 158
A.5 Schematic of the computational domain. . . . . . . . . . . 159
A.6 Effects of gas modeling on non-dimensional pressure dis-
tributions at three rotor heights. . . . . . . . . . . . . . . 160
A.7 Local pressure difference along the rotor surface between
simulation with equivalent gas and species transport. . . . 161
List of Figures xv
A.8 Effects of gas modeling on tangentially averaged distribu-
tions of relative total pressure and yaw angle downstream
of the rotor. . . . . . . . . . . . . . . . . . . . . . . . . . . 162
A.9 Effects of gas modeling on heat flux distributions at three
vane heights of the two vanes. . . . . . . . . . . . . . . . . 163
A.10 Effects of gas modeling on heat flux distributions at three
rotor heights. . . . . . . . . . . . . . . . . . . . . . . . . . 164
A.11 Local difference of heat flux and adiabatic wall tempera-
ture between simulation with equivalent gas and species
transport. . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
B.1 Computational domain and grid of the cooled MT1 NGV. 170
B.2 Effect of grid resolution in determining the isentropic Mach
number distribution at midspan of the vane. . . . . . . . . 172
B.3 Normalized mass flow of mainstream, front and rear plenums.173
B.4 View of the kidney vortices downstream of a cooling hole
on suction side at mid-span as a function of the number of
grid elements. . . . . . . . . . . . . . . . . . . . . . . . . . 173
B.5 Nusselt number distributions along the midspan of the
cooled vane. . . . . . . . . . . . . . . . . . . . . . . . . . . 179
B.6 Nusselt number distributions along the midspan of the un–
cooled vane. . . . . . . . . . . . . . . . . . . . . . . . . . . 181

List of Tables
3.1 Boundary conditions used for the Sajben diffuser test case
(weak shock case). . . . . . . . . . . . . . . . . . . . . . . 58
3.2 Geometrical characteristics and operating conditions from
Sieverding et al. [56]. . . . . . . . . . . . . . . . . . . . . . 67
4.1 Air and fuel repartitions in the combustion chamber. . . . 86
5.1 Working conditions of the experimental case. . . . . . . . 117
5.2 Test matrix. . . . . . . . . . . . . . . . . . . . . . . . . . . 120
A.1 Grid dimensions for NGV and blade. . . . . . . . . . . . . 152
A.2 MT1 working conditions. . . . . . . . . . . . . . . . . . . 154
B.1 Working conditions of the NGV. . . . . . . . . . . . . . . 169
B.2 Characteristics of the computational grids used for grid
sensitivity analysis. . . . . . . . . . . . . . . . . . . . . . . 171
B.3 Model constant of the original formulation of the kT−kL−ω
model proposed by Walters and Cokljat [83]. . . . . . . . 178
B.4 Summary of all the tests performed for the model calibration.179
xvii

Nomenclature
Acronyms
ACARE Advisory Council for Aviation Research and Innovation in Europe
BR Blowing Ratio [−]
CFD Computational Fluid Dynamics
CFL Courant-Friedrichs-Lewy number
CHT Conjugate Heat Transfer
DES Detached Eddy Simulation
DR Density Ratio [−]
EOTDF Enhanced Overall Temperature Distortion Factor
FACTOR Full Aerothermal Combustor-Turbine interactiOns Research
FFT Fast Fourier Transform
GCI Grid Convergence Index
GMRES Generalized Minimum RESidual method
HPT High-Pressure Turbine
HTC Heat Transfer Coefficient [W/(m2K)]
ILPF Isentropic Light Piston Facility
ILU Incomplete LU factorization
LSRR Large Scale Rotating Rig
LE Leading Edge
LES Large Eddy Simulation
MPI Message Passing Interface
MUSCL Monotone Upstream-centered Schemes for Conservative Laws
NGV Nozzle Guide Vane
NRBC Non-Reflecting Boundary Conditions
NSCBC Navier-Stokes Characteristic Boundary Conditions
PS Pressure Side
RANS Reynolds-Averaged Navier-Stokes equations
RQL Rich-Quench-Lean
xix
xx Nomenclature
RTDF Radial Temperature Distortion Factor
SAS Scale Adaptive Simulation
SILOET Strategic Investment in Low-Carbon Engine Technology
SIMPLE Semi-Implicit Method for Pressure-Linked Equations
SS Suction Side
SST Shear Stress Transport
TATEF Turbine Aero Thermal External Flows
TRF Turbine Research Facility
TTF Turbine Test Facility
URANS Unsteady Reynolds-Averaged Navier-Stokes equations
WCTF Warm Core Turbine Facility
Letters
A Area [m2]
a Sound speed [m/s]
B Backward set of information see text
C,L Chord [m]
c Progress variable [−]
cp Specific heat at constant pressure [J/(kg ·K)]
d Trailing edge diameter [m]
D Generic dimension [m]
Da Damko¨hler’s number [−]
E Total internal energy [J/kg]
e Specific internal energy [J/kg]
ei i-th component of unit vector [−]
F Forward set of information see text
Fce Centrifugal action [N/m3]
Fco Coriolis action [N/m3]
f Convective terms see text
f Mixture fraction [−]
f ′ Mixture fraction variance [−]
Gθ Axial flux of tangential momentum [m
5/s2]
Gx Axial flux of axial momentum [m4/s2]
g Diffusive terms see text
H Specific total enthalpy [J/kg]
H Height [m]
h Specific static enthalpy [J/kg]
H∗ Height of throat section [m]
K Jacobian matrix
k Turbulent kinetic energy [m2/s2]
Nomenclature xxi
M Blowing ratio [−]
M Mach number [−]
M Ratio between modeled and total k [−]
m˙ Mass flow rate [kg/s]
p, P Pressure [Pa]
Pr Prandtl number [−]
Q Vector of conservative variables see text
Q Thermal power [W ]
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τik i,k element of the viscous stress tensor [Pa]
Φ Equivalence ratio [−]
~ω Vorticity vector [s−1]
ω Specific turbulence dissipation rate [s−1]
Subscripts
0 stagnation quantity
1 referred to inlet section
2 referred to outlet section
aw adiabatic wall
air referred to air
ax in axial direction
b bulk
BP referred to bypass transition
burnt referred to combustion products
cc referred to combustion chamber
crit critical
des in design conditions
eff effective
fuel referred to fuel
in inlet
is isentropic
L referred to laminar quantity
m,main referred to main flow
max maximum
min minimum
mod modeled
mwa mass-weighted average
NAT referred to natural transition
n.d. non-dimensional
ox referred to oxidizer
rec recovery
red reduced
ref reference quantity
res resolved
rms root-mean-square
s.a. spanwise averaged
sw referred to swirler
T, t referred to turbulent quantity
Nomenclature xxiii
t.a. tangentially averaged
tot total
unburnt, u referred to unburned mixture
w,wall referred to the wall
x in x direction
Superscripts
L left state
R right state
T transposed
Symbols
[ ] Average
˜[ ] Tensor

Introduction and motivations of
the work
The development of gas turbines has been driven in the last years
by the need of increased performance and efficiency, but also by emis-
sions regulations. In particular, these latter are become more and more
restrictive, imposing the introduction of new technologies. Combustors
have been object of research, especially with the aim of reducing NOx
emissions, in the fields of heavy-duty gas turbines and aero engines. Lean-
burn combustion technology has been identified to be the key methodol-
ogy for combustion systems to achieve legislative requirements for NOx
emissions. It is by now a mature technology for gas turbines dedicated
to power generation but is still on development for aero engines. In this
latter context, significant emissions reductions have been requested by
the ACARE (Advisory Council for Aviation Research and Innovation in
Europe), that imposed in 2002 a reduction of the NOx emissions of −80%
by 2020 compared to 2000 [1]. This objective has been recently further
reduced to −90% by 2050 [2]. Such very demanding objectives enforced
the study of lean-burn combustion systems also in aero engines.
Lean combustion technology operates with an excess of air in order to
significantly reduce flame temperature with respect to traditional Rich-
Quench-Lean (RQL) systems, reducing the NOx production due to the
thermal mechanism (named also Zeldovich mechanism). Up to 70% of
the total air flow has to be premixed with fuel before entering the reaction
zone within the combustion chamber. Therefore, cooling flow must be
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reduced accordingly to provide sufficient air for mixing. Such air splitting
leads to a different combustor layout with respect to RQL combustors,
leading to more compact volumes with high swirl numbers in order to
guarantee an adequate flame stabilization. No use is made of dilution jets,
or however they are very limited. In this way the strong swirl imposed by
the burners persists up to the first turbine stage. All these characteristics
make the aero-thermal field on the interface between combustion chamber
and high-pressure turbine very aggressive. In order to fill the lack of
knowledge of the actual working conditions at which components are
subjected to, it is necessary to introduce integrated analysis of combustor
and high-pressure turbine.
In this context, Computational Fluid Dynamics (CFD) represents a
powerful instrument that supports researchers and designers in under-
standing aerodynamic and thermal issues, reducing the need of expensive
experimental activities, at least in the early parts of the design process.
Motivated by the aforementioned necessity, this thesis presents nu-
merical investigations of the aero-thermal aspects that characterize the
interaction between combustion chamber and first stage of high-pressure
turbine. The activity has been divided into two parts. The first one is
dedicated to the development, validation and application of a methodol-
ogy for the integrated CFD simulation of combustor and turbine. The
second part is aimed to study the effects of combustor non-uniformities
on cooled high-pressure vanes by means of conjugate heat transfer simula-
tions that allow the prediction of local temperature of metal components.
Before the two aforementioned parts, a literature review is proposed in
the first Chapter of the thesis. It is aimed to characterize the interface
between combustor and turbine from an aero-thermal point of view and
to provide an overview of the physical phenomena involved.
Chapter 1
Literature review
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In this first chapter, an overview of the aero-thermal aspects that char-
acterize the interaction between combustion chamber and high-pressure
turbine is proposed. The final part of the chapter is dedicated to a review
of the current numerical methodologies used for the integrated study of
combustion chamber and high-pressure turbine.
Before to treat the various aspects in detail, it is appropriate to give
a first, rough, characterization of the flow field at the exit of a modern
gas turbine combustion chamber. It is, in general, characterized by:
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• total temperature non-uniformities
• residual swirl
• high turbulence level
• total pressure non-uniformities
All these aspects will be treated in this chapter of the thesis, trying to give
qualitative and quantitative characterizations. The information collected
from the scientific literature will be useful for the studies proposed in this
work in order to give a characterization of the aero-thermal field of the
combustor/turbine interface.
Combustor/turbine interaction is a relatively new topic in turboma-
chinery research and covers many aspects of the physics of gas turbine
operation. Some of these aspects, like temperature non-uniformities, were
studied singularly in a considerable number of papers published in the
past twenty five years. Nevertheless, only in the last few years researchers
started to analyze the problem in its entirety, approaching the comprehen-
sion of the actual physical phenomena which result from the simultaneous
presence of all the aspects listed above. Following this “fragmentation” of
the scientific literature, the results of the published research are analyzed
in the following sections.
1.1 Characterization of the aero-thermal field on the
combustor/turbine interface
1.1.1 Combustor exit temperature non-uniformities and
hot streak transport in turbine stages
One of the aspects that makes combustor/turbine interaction a chal-
lenging topic in gas turbine research is the difficulty in dealing with an
experimental campaign under actual working conditions. Experimen-
tal tests aimed to determining the temperature field at the combustor
exit section on full-scale geometries, at the machine design point, are ex-
tremely difficult and expensive. For these reasons, scientific papers that
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Figure 1.1: Combustor exit temperature field of a military engine, from
Povey et al. [3].
shown temperature profiles at the inlet of the high-pressure turbine are
a very limited number. An overview of the characteristics of a tempera-
ture field established downstream of gas turbine combustors is given in
the follow.
Figure 1.1 shows the time average temperature field measured at the
exit section of a typical modern military engine, equipped with 20 burners
[3]. Thermal field is characterized by maximum temperature peaks over
2200 K, while the coldest regions, located near hub and casing, are even
below 1500 K. Hot spots are present due to the tangential temperature
gradients generated by the discrete number of fuel injection points and to
the presence of dilution jets [3] (no other information is provided by the
authors about the type of combustion system). Strong radial gradients
are caused by the liner cooling, even if the coverage provided by the
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Figure 1.2: Non-dimensional temperature distribution at the inlet of the
high-pressure turbine experimentally measured by Mitsubishi Heavy
Industries (Ong and Miller [4]).
coolant seems to be not sufficient to avoid hight temperature zones near
the endwalls. Figure 1.1 allows also to note that, for this particular case,
the strongest tangential temperature gradients are located near hub.
Figure 1.2 shows an example of non-dimensional total temperature
profile, which definition is given in equation 1.1.
θ0 =
T0 − T0,min
T0,max − T0,min (1.1)
It has been obtained from experimental measurements on a heavy-duty
Mitsubishi gas turbine; the image is taken from the work by Ong and
Miller [4]. In this case, the machine layout strongly influences the tem-
perature map. The machine is equipped with a can-annular combustor,
where multiple flame tubes are positioned circumferentially within an an-
nular casing and are connected with the turbine inlet section through
transition pieces. The well defined hot spots are clearly visible from Fig-
ure 1.2, where the cold spots are also observable. As stated by Ong and
Miller [4], such cold spots are generated by leakage of compressor exit
flow close to the flanges of the transition pieces. The can-annular com-
bustor arrangement, therefore, leads to have alternate “hot” and “cold”
vanes.
Another representative total temperature distribution downstream of
a new generation lean-burn combustor for aero engines, presented by
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Figure 1.3: Turbine total temperature inlet profile used by Shahpar and
Caloni [5] on the SILOET test case.
Shahpar and Caloni [5], is reported in Figure 1.3. Such temperature
profile has been used within the SILOET (Strategic Investment in Low-
carbon Engine Technology) programme by Rolls-Royce. The stagnation
temperature, obtained from a numerical simulation, is normalized with
respect to a reference wall temperature. Distribution of hot and cold
zones is similar, for certain aspects, to the one reported in Figure 1.1. In
this case, temperature gradients are mainly in radial direction, due to
the combustor liner cooling, but a marked hot spot is observable in the
region at normalized pitchwise coordinate between 0.5 and 1.5.
Due to the difficulty of experimental testing in actual engine condi-
tions, some research groups approach the problem of characterizing the
turbine inlet temperature profile by means of tests under similitude con-
ditions or through the development of “combustor simulators”. For both
these approaches, the flow is non-reactive and the exit temperature non-
uniformity is studied by reproducing a hot spot through electric heaters
or by means of the use of non-reacting tracers. For this latter approach,
the mass transfer analogy is used to derive a non-dimensional tempera-
ture distribution.
Cha et al. [6] present the experimental study of a RQL aero engine
combustion chamber, tested in similitude conditions, without fuel injec-
tion. The test rig includes the full annular liner with burners and injec-
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Figure 1.4: Distribution of a non-reacting tracer measured
experimentally by Cha et al. [6] at the exit secion of an aeronautical
combustor in similitude conditions.
tion systems. Since a cold flow test is considered, CO2 is used as non-
reactive tracer in order to reproduce the hot fluid distribution within the
combustion chamber. Figure 1.4 reports the corrected CO2 concentra-
tion, obtained on a section positioned on the combustor-turbine interface
plane, at which the boundary conditions are normally specified during
the numerical simulation of the high-pressure turbine. A wavy-shaped
hot streak is present on the investigated plane, with the maximum peaks
located about at the mean radius of the channel. The cold zones are posi-
tioned along the endwalls and are more extended near casing. Figure 1.5
Figure 1.5: Non-dimensional temperature distribution measured
downstream of the hot streak generator proposed by Qureshi et al. [7].
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Figure 1.6: Overview of the maximum and minimum non-dimensional
temperature peaks in different hot streaks generators; adapted from
Koupper et al. [8].
reports the total temperature distribution obtained by Qureshi et al. [7]
downstream of a hot streak generator. The map covers two NGV pitches
and shows clearly the presence of well defined hot spots, positioned cen-
trally in radial direction. In this case, the cold fluid covers very well the
endwalls without presenting the tangential gradients evidenced in Figures
1.1, 1.3 and 1.4.
An interesting summary of the most important facilities equipped
with hot streaks generators, installed in various laboratories, is given
by Koupper et al. [8]. Figure 1.6 reports maximum and minimum non-
dimensional temperature peaks reached in each hot streak generator; tem-
perature is non-dimensionalized using its average value. The facilities
considered are the following:
• FACTOR (Full Aerothermal Combustor-Turbine interactiOns Re-
search) test rig; Koupper et al. [8]
• TTF (Turbine Test Facility); Mathison et al. [9] and Dunn and
Mathison [10]
• TRF (Turbine Research Facility); Barringer et al. [11]
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• ILPF (Isentropic Light Piston Facility) with enhanced Overall Tem-
perature Distortion Factor described by Povey and Qureshi [12],
which temperature profile is the same reported in Figure 1.5
• ILPF (Isentropic Light Piston Facility); Hilditch et al. [13]
• RTBDF; Shang et al. [14]
• LSRR (Large Scale Rotating Rig); Joslyn and Dring [15]
• WCTF (Warm Core Turbine Facility); Stabe et al. [16]
All the temperature distortions are in the range 0.73 < T/T < 1.21
except the LSRR case, that is characterized by a wider temperature in-
terval 0.68 < T/T < 2.0. Amongst the listed ones, the three most recent
facilities are also the more representative of modern aero engines. In par-
ticular, the test rig of the FACTOR European project, currently under
investigation, is aimed to simulate the flow exiting from a new generation
lean-burn, effusion-cooled, aero engine annular combustion chamber.
In order to summarize the qualitative and quantitative aspects emerged
from the analysis of the temperature field treated above, it is worth to
remark some aspects:
• The most intense temperature gradients are mainly directed radi-
ally.
• Actual combustor geometries leads to have remarkable tangential
non-uniformities near the endwalls. The presence of tangential gra-
dients in the center of the height of the channel is strongly depen-
dent from the combustor architecture.
• Hot streaks coming from actual geometries tend to be pretty dis-
torted. The same is not true for the profile shown in Figure 1.5,
coming from the hot streaks generator presented in the work by
Povey and Qureshi [12], where well defined hot spots are present.
Nevertheless, this consideration can not be generalized to all the
hot streaks generators.
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• In quantitative terms, the most representative hot streaks genera-
tors aimed to reproduce aero engines combustors, are characterized
by 0.73 < T/T < 1.21.
After discussing the characteristics of temperature profiles at the in-
let of the high-pressure turbine, it is appropriate to treat what are the
effects of the distorted thermal filed on turbine operation. The topic of
the effects of temperature non-uniformities coming from the combustor
and their migration in HPT has been largely treated in literature since
1989, when two studies by Butler et al. [17] and Rai and Dring [18] inves-
tigated experimentally and numerically the argument. Their study were
conducted on a single-stage axial turbine working with air, where the
inlet hot spots was reproduced by means of circular spots of heated air
seeded with CO2. The main findings can be summarized as follow. The
stator flow filed is not affected by the presence of a total temperature
distortion without total pressure non-uniformities, in agreement with the
so-called substituion principle proposed by Munk and Prim [19]. It has
been formulated for a steady isentropic flow in absence of volume forces
but can be extended, as a first approximation, for the analysis of the
flow outside of the boundary layer in stator rows. For a given geome-
try and a defined inlet total pressure field, streamlines, Mach number
and static pressure field are not influenced by the inlet total temperature
field. On the contrary, the rotor flow field is strongly affected by the
hot streak and a segregation effect is created. The hot fluid migrates
through the pressure side of the blades, as shown in Figure 1.7, while
the cold fluid along the suction side. These preferential migrations of
hot and cold fluid, further confirmed by Dorney et al. [20], are caused by
the difference of velocity angles in the relative frame. The segregation
effect is explained schematically in Figure 1.8. This mechanism has been
evidenced for the first time by Kerrebrock and Mikolajczack [22] treat-
ing the wake transport inside compressors but can be used to explain
the preferential migration of hot fluid through the pressure side of the
rotor blades. Looking at Figure 1.8, taken from the work by Martelli
et al. [21], the “design” velocity triangle at the rotor inlet section is char-
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Figure 1.7: Preferential migration of hot fluid through the pressure side
of the blades, from Rai and Dring [18].
Figure 1.8: Schematic of the segregation effect, from Martelli et al. [21].
acterized by a certain relative inflow angle that guarantees the optimal
incidence on the blades. The wake flow has obviously a reduced velocity
and the relative velocity vector is directed more axially. The contrary
happens for the hot fluid. Recalling the substitution principle, the hot
streak having the same absolute total pressure of the surrounding fluid,
but reduced density, has an higher absolute velocity and a higher relative
tangential component. The opposite happens for the hot fluid, similarly
to the wake flow. Once made these consideration, it is evident that the
hot fluid impacts on the blades with positive incidence and vice versa
for the cold fluid. Comparing the velocity triangles of the hot and cold
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fluid with the design one, it is possible to identify two “sleep velocity”,
called respectively “positive jet” and “negative jet” in Figure 1.8. Such
sleep velocity are the aerodynamic effects to which the rotor blades are
subjected to in the relative frame.
From a thermal point of view, the preferential migration of the hot
fluid through the pressure side leads to the formation of a hot spot on
this latter that can not be predicted considering uniform inlet flow condi-
tions. For this reason, the migration of the hot spot originated from the
combustion chamber needs to be taken into account during the thermal
design process, in order to guarantee appropriate safety margins.
Two important aspects of a gas turbine layout are the ratio between
number of burners and high-pressure vanes and the relative circumferen-
tial positioning between burners and vane passages. These parameters,
that are selected by designers during the early parts of the machine de-
sign, have been the subject of the study performed by He et al. [23]. The
study has been conducted, by means of numerical simulations, on the
research high-pressure turbine stage MT1, designed by Rolls-Royce. The
stage is composed by 32 vanes and 60 rotor blades. The authors tested
two different relative alignments between vanes and hot spots with two
different numbers of these latter. Figures 1.9(a) and 1.9(b) show respec-
tively the hot spot alignment with leading edge and vane passage. Figure
1.10 reports the two different hot spots counts used, with hot spot-to-
vane ratios of 1 : 4 and 1 : 1. The shape of the inlet total temperature
distortions is sinusoidal in both radial and tangential directions and is
characterized by the ratio T0,max/T0,min = 1.5. Results have shown that,
for the 1 : 1 case, the rotor blade thermal load is strongly dependent from
the hot streak/NGV clocking, while the aerodynamic forcing is almost
independent from it. On the contrary, for the 1 : 4 case, clocking has a
very little effect in determining the adiabatic blade temperature while the
unsteady forcing on the rotor blades is at least five times higher than for
the 1 : 1 case. Although such results have been obtained with theoretical
total temperature inlet distributions, without considering any other type
of flow distortion coming from the combustor, they give very important
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(a) hot streaks aligned to the lead-
ing edges
(b) hot streaks aligned to the passages
Figure 1.9: Relative alignment between hot streaks and vanes [23];
entropy contours are shown.
Figure 1.10: Temperature contours that shows hot spots with two
different circumferential length scales [23].
information concerning the necessity of considering combustor/turbine
interaction during aero-thermal design of the machine.
1.1.2 Residual swirl on the turbine inlet section
Modern low emission combustion chambers make use of strong swirl
flows in order to provide an adequate flame stabilization. A high swirl
number is imposed to the flow by means of appropriate systems located
in the burners. The definition of swirl number SN , typically used to
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(a) whirl angle (◦) (b) pitch angle (◦)
Figure 1.11: Whirl and pitch angle distributions downstream of a
lean-burn combustor reported by Shahpar and Caloni [5].
characterize swirling flows, is given in equation 1.2
SN =
Gθ
RswGx
(1.2)
where Gθ is the axial flux of tangential momentum, Rsw is the outer
radius of the duct from which swirl is originated and Gx is the axial
flux of the axial momentum. Swirl numbers higher than 0.6 are often
adopted in modern combustors. The intensity of the tangential velocity
component makes swirl persist downstream, up to the nozzle guide vanes
of the high-pressure turbine. This is particularly significant for lean-
burn combustors, where two aspects contribute to maintain swirl up to
the combustor exit section. The first aspect is certainly the fact of using
very high swirl numbers and the other is connected to the absence, or
more in general, to the reduction of dilution jets, that would contribute
to dissipate swirl.
Figure 1.11, taken from the work by Shahpar and Caloni [5], reports
the whirl and pitch angles distributions, obtained numerically on the
outlet section of a new generation lean-burn aero engine combustor. As
it is possible to observe, in support to what stated above, an organized
flow distortion is present, indicating that combustor swirl is conserved up
to the exit. For this particular case the maximum and minimum whirl
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Figure 1.12: Swirl generator used in the work by Qureshi et al. [24].
angles are respectively +25◦ near hub and −25◦ near casing, while the
pitch angle ranges from 0◦ near casing to 40◦ near hub.
Against this background, some works in the scientific literature have
investigated the effects of swirl on the aero-thermal behaviour of the
high pressure turbine. In the follow, some of the results are reported and
discussed.
Qureshi et al. [24], in the Oxford Turbine Research Facility, used the
annular device reported in Figure 1.12, constituted by 16 swirl generator.
Each of them is composed by 6 stationary flat-plate vanes inclined by
an angle of 40◦ with respect to the axial direction. The generated swirl
have been experimentally measured and is reported in Figure 1.13 in the
form of vector plot and yaw angle distributions at 20% and 80% of the
radial position. Figure 1.13(b) quantifies the swirl intensity in proximity
of the endwalls, which is characterized by maximum and minimum peaks
of yaw angle respectively equal to about 50◦ and −50◦. Qureshi et al. [24]
applied such swirl profile to the inlet section of the MT1 high-pressure
turbine stage, investigating experimentally and numerically what are its
effects. The ratio between vanes and swirlers is 1 : 2 (16 swirlers and 32
vanes), while the rotor counts 60 blades. Results have shown that the
vane aerodynamics is considerably altered by swirl, resulting in relevant
changes in the rotor incidence, up to +4◦ from midspan to tip and −6◦
near hub with respect to the uniform inlet case. Such incidence changes
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(a) swirl vectors (b) yaw angle at 20% and 80% of
the span
Figure 1.13: Swirl profile obtained by Qureshi et al. [24] through the
swirl generator of Figure 1.12.
modify the structure of the flow pattern within the rotor itself, impacting
also on heat transfer along the casing, where experiments with inlet swirl
have shown an increment of 20% of the Nusselt number with respect to
the uniform case. In terms of Nusselt number along the rotor surface,
an increase between 7% and 13% have been observed on the suction
side. It is attributed by the authors to the enhanced turbulence intensity
with inlet swirl. Along the pressure side, an increment of the Nusselt
number of about 8% near hub and up to 40% near tip have been observed.
Such significant increase in the upper part of the blade is mainly due to
increased secondary flows due to swirl, that enhance tip leakage flow.
Schmid and Schiffer [25] studied a linear cascade of nozzle guide vanes
by means of numerical simulations, including inlet swirl vortices in a 1 : 1
ratio with respect to the vane counts. They considered three different
swirl numbers, equal to 0.6, 0.8 and 1, as well as three different swirl
orientations (clockwise, counter clockwise and counter rotating). Results
have shown that an increase of the swirl intensity is accompanied by a
strong increase of the total pressure loss coefficient, that ranges from
+25% of the value obtained with axial flow for SN = 0.6, up to +35%
for SN = 1. Moreover, remarkable effects of the swirl orientation have
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(a) numerical surface oil flow visualization
(b) heat transfer coefficient
Figure 1.14: Effects of swirl orientation on the hub of a nozzle guide
vane; adapted from the work by Schmid and Schiffer [25].
also been observed. Figure 1.14 reports a “numerical surface oil flow
visualization” along the hub of the cascade, allowing to observe very
different flow features for the three reported cases. When the swirling
flow near hub is almost orthogonal to the vane orientation (clockwise
case), the saddle point of the streamlines impacting on the vane surface
is moved through the pressure side. The opposite happens for the counter
clockwise case, for which the saddle point is moved along the suction side.
A different situation occurs when alternate swirl directions are used for
the adjacent vanes (counter rotating case). In this case, the flow features
are very different from the two aforementioned cases and the two vanes
works very differently one from the other. Figure 1.14(b) shows how the
complex flow feature created, especially in the clockwise and the counter
rotating cases, generates local increases of the heat transfer coefficient
that could be potentially deleterious for the metal component from the
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(a) vane aligned cases (front view) (b) vane aligned cases (rear view)
(c) passage aligned cases (front view) (d) passage aligned cases (rear
view)
Figure 1.15: Effects of swirl orientation and alignment in determining
hot spot migration from the work by Khanal et al. [26].
thermal point of view.
Khanal et al. [26] investigated numerically the hot streak transport in
the MT1 high-pressure turbine stage with the contemporaneous presence
of an inlet swirl and a hot spot centered on the swirl core. They con-
sidered two different relative alignments between swirl and vanes: swirl
aligned to the vane leading edge and aligned with the passage. More-
over, for each of these cases they considered also positive and negative
swirl directions. A case with the hot spot only, without swirl, is also
taken into account for each of the alignments. The behaviours of the
hot streak transport are reported in Figure 1.15. Swirl is responsible
for determining the radial migration of the hot streak inside the vane
passages, going to affect the temperature distortion on the inlet section
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of the downstream rotor. In fact, for all the cases shown in Figure 1.15,
the shape of the hot streak is very different from the case without swirl.
In particular, considering the vane aligned cases, when a positive swirl
is used, highest temperatures are found near casing on the pressure side
and near hub on the suction side. The opposite happens for negative
swirl. When the passage aligned cases are considered, the positive swirl
tends to redistribute the hot streak in pitchwise direction inside the pas-
sage in the medium/high part of the span, while the hot fluid is confined
in the center of the passage in the lower part of the channel. A similar
behaviour is found for the negative swirl case, even if the region near
casing results less thermally loaded and the hot streak less extended in
pitchwise direction with respect to the positive swirl case. Khanal et al.
[26] individuated the passage aligned case with negative swirl as the less
impacting from the aero-thermal point of view, offering the lower heating
of the rotor tip and the lower loss coefficient of the nozzle guide vane.
Until now there has been talk about uncooled components of the tur-
bine but it is worth to consider swirl effects on cooling systems. Scientific
literature is very limited in this field. Two interesting works have been
presented by Giller and Schiffer [27] and Hong et al. [28]. They stud-
ied the effects of swirl in determining the performance of a leading edge
cooling system.
Giller and Schiffer [27] considered a linear cascade of high-pressure
vanes with two rows of cooling holes positioned along the leading edge.
They investigated two different configurations, considering holes with and
without upward inclination. One of the most relevant aspects observed is
that, with swirl, the shape of the stagnation line does no longer follow the
leading edge line but is twisted. This behaviour is visible also in Figure
1.15. The twisting of the stagnation line means that the locus of points
with high pressure is moved along pressure and suction side, depending
on the spanwise position and on the direction of rotation of the swirl.
Consequently, since the coolant stagnation pressure is approximately the
same for all the channels fed by the same plenum, at all the spanwise
positions, the pressure ratio across each channel is modified. In this way
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(a) axial inlet flow
(b) swirled inlet flow
Figure 1.16: Effect of swirl in determining the adiabatic effectiveness on
a cooled leading edge model by Hong et al. [28].
all the cooling system parameters are changed with respect to the case
with axial flow, leading to altered mass flow repartition, different blowing
ratio and, consequently, different cooling effectiveness.
Similar conclusions are drawn in the work by Hong et al. [28], where a
cooled leading edge model is investigated. According to what observed by
Giller and Schiffer [27], the adiabatic effectiveness is strongly influenced
by swirl. This is observable in Figures 1.16(a) and 1.16(b), where the
adiabatic film cooling effectiveness for axial inlet flow is compared with
the one obtained with inlet swirl. The distorted behaviour clearly appears
from Figure 1.16(b), evidencing scarcely covered zones, especially near
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(a) sector
(b) central vane (c) non-central vane
Figure 1.17: Images taken from the work by Turrel et al. [29], showing
high temperature zones on a sector of nozzle guide vanes.
the endwalls.
Figure 1.17, taken from the work by Turrel et al. [29], shows the
vanes located downstream of a low emission can combustor. Images,
obtained experimentally by means of temperature-sensitive paint, allow
to visualize the high temperature zones on the metal components. Figure
1.17(a) shows how the suction side of the vane located centrally, and
aligned with the combustor burner, is subjected to a higher thermal load
with respect to the adjacent part. A detail of the coolant tracks on the
central vane is reported in Figure 1.17(b). As indicated in the image,
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coolant is deflected downward in the lower part of the vane, while in the
central part of the span, coolant does not reach to remain attached to the
surface, leaving uncovered zones. A very different behavior is shown in
Figure 1.17(c) for a non-central vane, on which coolant seems to remain
attached, without leaving significant unprotected zones. Turrel et al. [29]
attribute a similar behavior to the effect of swirl. The core of the residual
swirl is, in fact, aligned with the central vane, causing the significant “off-
design” behavior of the cooling system.
1.1.3 Turbulence intensity and length scale on the turbine
inlet section
The topic of turbulence on the inlet section of the high pressure tur-
bine has been subject of discussion in the years. Researchers agreed to
say that a “high” turbulence intensity is present downstream of the com-
bustion chamber even if the actual value of the turbulence fluctuations
and their length scale are emerging only from recent studies, thanks to
the increased attention on the topic of combustor/turbine interaction.
In 1999, Radomsky and Thole [30] provided a review of the existing
literature, individuating the turbulence level downstream of various types
of combustion chambers between 9% and 30%. Moreover, nevertheless
only a few information are present concerning the turbulence length scale,
Radomsky and Thole [30] indicated an interval between 0.1 and 0.14 times
the vane pitch.
A significant recent contribution in understanding the characteristics
of turbulence on the interface between combustor and turbine has been
given by Cha et al. [31]. They studied experimentally a test rig includ-
ing actual engine hardware, composed by an RQL annular combustion
chamber with a downstream row of nozzle guide vanes. Figure 1.18(a)
reports the turbulence intensity measured on the combustor/turbine in-
terface plane. Extended zones with high turbulence intensity, up to 35%,
are present in the central part of the channel height. Figure 1.18(b) re-
ports the distribution of turbulence length scale, normalized with the
vane chord, on the same measurement plane. Peaks of non-dimensional
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(a) turbulence intensity
(b) turbulence length scale normalized
with respect to the vane chord
Figure 1.18: Turbulence characteristics obtained by Cha et al. [31]
downstream of an actual RQL combustor during a cold flow test.
length scale up to 0.25 are present, while extended zones at about 0.17
are observable.
In terms of turbulence level, similar results to the ones found by Cha
et al. [31], have been obtained by Koupper et al. [8] with LES simulations
of a hot streak generator representative of a lean burn effusion cooled
combustor for aero engines. Turbulence level peaks observed are between
35% and 40% and are located in the central parts of the height of the
channel.
Radomsky and Thole [30] demonstrated experimentally that the tur-
bulence level of the flow at the turbine entrance does not decay signif-
icantly through the nozzle guide vanes but rather remains quite high.
Local increases of the turbulent kinetic energy have been observed in the
regions characterized by strong curvature of the streamlines, like outside
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the boundary layer along the most convex region the suction side and
near the stagnation points. High turbulence intensity of the flow within
the vane passages leads, in addition to anticipate transition of the bound-
ary layer, also to enhance significantly the heat transfer coefficient, as
shown by Radomsky and Thole [30].
1.1.4 Total pressure non-uniformities at the combustor
exit
Due to the complexity of the flow field inside a combustion cham-
ber, it might seem reasonable to suppose the presence of total pressure
non-uniformities on its exit section. Some works report a map of stagna-
tion pressure downstream combustion chambers or hot streak generators.
Two examples are shown in Figure 1.19. Figure 1.19(a) shows the exper-
imentally measured total pressure downstream of the hot streak genera-
tor whose temperature distortion has been reported in Figure 1.5. Figure
1.19(b) instead shows the stagnation pressure obtained numerically down-
stream of the lean burn combustor whose temperature distortion has been
shown in Figure 1.3. despite a qualitative difference of the maps, both
the distributions are characterized by a very narrow range of variation,
with the maximum non-uniformity lower than 1.4%. In the case of Fig-
ure 1.19(a) it is not possible to observe organized structures due to the
low resolution of the experiments. On the contrary, the case in Figure
1.19(b) allows to distinguish some aspects. The zone with the lower total
pressure is located in the central part of the channel height and is coinci-
dent with the swirl core (see Figure 1.11(a)). Moreover, it is possible to
hypothesize that the high total pressure bands positioned near the end-
walls are due to the coolant flow injected upstream to protect the liner
walls. A behavior quite similar to the one shown in Figure 1.19(b) has
been observed also by Hall et al. [32] on a hot streak generator, both in
qualitative and quantitative terms.
After this analysis it is possible to conclude that stagnation pressure
non-uniformity, on the combustor/turbine interface, are much less impor-
tant than the temperature distortions and, as a first approximation, it
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(a) from Qureshi et al. [7] (b) from Shahpar and Caloni [5]
Figure 1.19: Typical total pressure non-uniformities.
does not constitute a primary aspect of the interaction between combus-
tor and high-pressure turbine.
1.2 Numerical approaches for the study of combus-
tor/turbine interaction
As previously stated, experimental investigation of combustor/tur-
bine interaction is very complex and expensive. In fact, if the combustor
is of annular type, it is difficult to reproduce an adequate periodicity be-
tween each sector without considering a considerable angular extension
of the investigated section. This means to handle high mass flow rates of
reacting flow at high pressure. Therefore, such kind of experimentation is
difficult to sustain and the role of numerical predictions becomes crucial
in understanding real working conditions of components.
A very small number of scientific works are available in the open
literature concerning numerical investigations of combustor/turbine in-
teraction. One of the main reasons is probably the need of powerful
computational resources, that have been developed only in recent years.
Another reason, in author opinion, is that the need of studying com-
bustor/turbine interaction emerges because of the necessity to go more
and more in detail in the comprehension of the aero-thermal aspects of
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the components operation. The trust for this studies has been partic-
ularly strong in the last years, when emission regulations have become
more restrictive and manufacturers needed to work hard on combustion
chambers, leading to the study of lean burn combustion also in aero en-
gines. The modern design for low emission means that the exit section of
combustion chambers is characterized by an aggressive aero-thermal flow
field, making necessary the simulation of combustor/turbine interaction
in order to ensure components reliability.
The massive development of computer science in the last years has
opened the way to numerical simulations for “multi-component” studies.
The possibilities have been prospected in some US publications by Stan-
ford researchers, in particular in the work by Shankaran et al. [33] in 2001
and from the work by Schlu¨ter et al. [34] in 2003. This latter describes,
for the first time, the development of a system aimed to simulate, through
CFD, an entire turbomachinery by using jointly the URANS approach
for compressor and turbine and the LES approach for the combustion
chamber. Further developments of the work have been presented in the
papers by Schlu¨ter et al. [35], Kim et al. [36], Schlu¨ter et al. [37, 38] and
Medic et al. [39, 40].
In particular, Medic et al. [39] describes the simulation of a sector of
20◦ of an entire Pratt & Whitney turbofan engine using the integrated
approach described above, including fan, compressor, combustor and tur-
bine. This represent at the moment the most advanced work present in
the open literature concerning the integration of turbomachinery compo-
nents from the point of view of the aero-thermal analysis.
The method developed by the Stanford researchers is based on the
use of different CFD solvers, each of them dedicated to a specific com-
putational domain: the first URANS solver for fan and compressor, the
LES solver for the combustion chamber and the second URANS solver for
the turbine. Therefore two interfaces are present, the first one between
compressor and combustor and the second one between combustor and
turbine. The exchanges of information between each solver ensure the
communications through the two interfaces and the convergence of the
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system.
A different approach has been proposed in the works by Klapdor [41]
and Klapdor et al. [42], where the interaction between combustor and
high-pressure vanes has been studied by means of a single CFD solver
through the RANS approach. In this case a single domain contains all
the components under investigation.
A further numerical study of the combustor/turbine interaction has
been addressed by Collado Morata [43]. She considered a multi-solver
methodology, similar to the one proposed by the Stanford researchers,
for integrated LES simulations of the combustion chamber and RANS
simulations of the downstream turbine. In this case, different computa-
tional domains, characterized by the presence of an overlapped region,
are considered.
To summarize, two main strategies are adopted by researchers for
multi-component studies:
1. Single CFD solver that resolves the reactive flow through combustor
and turbine. In this case a single computational grid, including
combustion chamber and turbine, is considered.
2. The computational domain is divided into multiple sub-domains
and hence multiple grids. Each of these is handled by a specific CFD
solver. A mechanism for the exchange of information across the
domain interfaces ensures spatial and temporal consistency between
the solutions in the sub-domains and synchronization of the solvers.
The two approaches are characterized by benefits and disadvantages.
First of all it must be considered that resolving the reactive flow across
combustor and turbine using a single code is difficult from the points
of view of accuracy and stability. In fact, Mach number varies strongly
passing from the combustion chamber, where a nearly-incompressible sub-
sonic flow is present, to the turbine, where a compressible high-Mach
number flow is present. Even if substantial improvements have been
done in the last years, difficultly a CFD solver is contemporary accurate
and numerically stable in both these regimes. For this reason the use of
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a specific solver for each component can provide the necessary accuracy
and stability in its specific field. Moreover, it is worth to underline that
solvers oriented for turbomachinery applications, are often not able to
consider reactive flow, where multiple chemical species are transported.
Similarly, a code that have been developed for the study of combustors,
it is often not able to manage moving grids like the ones necessary to
resolve the flow in rotating components. Considering these aspects, it
is possible to state that the second strategy allows to use pre-existing
codes with only minor modifications.The first one is difficultly applica-
ble without massive modifications of pre-existing codes, not specifically
developed for the study of combustor/turbine interaction.
Another practical aspects that can drive the selection of the multi-
solver approach consists in the treatment of computational meshes. In
fact, a lot of solvers for turbomachinery applications are “structured”, i.e.
they can treat only structured grids. This choice reduces computational
costs with respect to unstructured grids but, having hypothesized that
the solver is able to manage combustion, it would make difficult to include
the combustion chamber in the computational domain because of its ge-
ometrical complexity. Due to the presence of a lot of geometric features,
like injection holes, swirler, cooling systems, etc. unstructured grids are
in fact more appropriate, ensuring relative ease in spatial discretization.
From a modeling point of view, another aspect favors the choice of
separating the computational domain into sub-domains. Considering the
characteristics of the flow field within these two components, it is possible
to identify different needs in term of turbulence modeling. In fact, the
combustion chamber is characterized by a mainly “unguided” flow with
large-scale turbulence and strong unsteadiness while, within the turbine,
a wall-bounded flow is present. For the first one the most appropriate
strategies for turbulence modeling consists in scale-resolving methods like
LES, SAS or DES. Such methodologies are currently not applicable at
industrial level for the study of turbine stages, where RANS or URANS
approaches with eddy viscosity turbulence models are the most used and
relatively reliable. It is quite evident that a “hybrid” approach that
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merges the two methodologies, has a better applicability in the case of
multiple solvers rather than with a single one.
It can therefore be concluded that, having pre-existing CFD codes,
the most direct approach is the multi-solver one. This is the case of this
thesis, as will be described later in the text in Chapter 2.
Part I
Integrated CFD simulations of
combustor and turbine
29

Chapter 2
Development of a numerical
methodology for the study of
combustor/turbine interaction
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As underlined in the previous sections, the numerical study of com-
bustor/turbine interaction requires integrated approaches. In the present
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Figure 2.1: Schematic representation of the computational domains
with overlapped regions; the exchange of information is also represented.
Chapter, a methodology for CFD simulation of coupled domains of com-
bustion chamber and high-pressure turbine is described. Initially, a gen-
eral description of the methods is given, then numerical methods for
steady and unsteady simulations are presented.
2.1 General description of the approach for integrated
CFD simulations
At the end of Chapter 1, an overview of the current approaches
adopted for the CFD simulation of combustor/turbine interaction has
been given. Benefits and disadvantages of the existing methodologies
have been underlined. When pre-existing codes, dedicated respectively
to combustion and aerodynamics in turbine stages, are used, the most
direct and logical choice is using the “multi-code” strategy. This latter
consists in dividing the computational domain into two sub-domains, sep-
arating combustor from turbine. In this way it is possible to benefit from
the specificities of each single solver.
In the present work, a multi-code strategy similar to the one pre-
sented by Collado Morata [43], with partially overlapped domains, has
been chosen for the integrated CFD simulations. A schematic represen-
tation of the division of the computational domain is reported in Figure
2.1. Two sub-domains are considered, called respectively “domain 1” and
“domain 2”. They share a common volume, depicted in gray, where the
computational grids are overlapped and there is not, in general, a 1 : 1
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correspondence of the nodes, i.e. grids are not conformal. On the initial
and final sections of the overlapped region in each sub-domain, two in-
terfaces are present, as depicted in Figure 2.1. For the first domain, the
first interface corresponds to the inlet section of the second domain, while
the outlet section of the first domain corresponds with the second inter-
face of the second domain. Across the interfaces the exchange of data
between the two sub-domains happens. Two data set are exchanged as
schematically depicted in Figure 2.1: the first one (F) forward from the
first interface in the first sub-domain to the inlet section of the second
sub-domain, while the second one (B) is exchanged backward from the
second interface in the second sub-domain to the outlet section of the
first sub-domain. As will be described later, as a function of the coupling
methodology adopted, the data set F can contain different variables (a
simple set of boundary conditions or conservative variables) while B al-
ways contains a static pressure map.
In order to give generality to the methodology, an approach based
on non-conformal grids has been developed. An example of overlapped,
non-conformal, hybrid unstructured grids is shown in Figure 2.2(a). To
explain how exchanges of the data sets happen (Figure 2.2(b)), let’s take
into consideration the passage of F, the same is valid for B. First of all it
is necessary to extract F from the first sub-domain. In the case of hybrid
unstructured grids, the most general one, the grid nodes are not aligned
on a plane (or a line, if the domains are two-dimensional like in the case
of Figure 2.2(b)) corresponding to the inlet section of the second sub-
domain. For this reason, it is necessary to project the required variables,
stored in the centers of the cells crossed by the plane, on the plane itself.
Then, it is possible to interpolate the variables from the plane extracted
previously, to the inlet of the second sub-domain. To obtain an accurate
passage of the variables, the interpolation uses, for a given point on the
inlet of the second sub-domain, only the four nearest points located on
the extracted plane and considers a weighted average based on the square
of the inverse distance. The same procedure is used also to exchange B
from the second sub-domain to the first one.
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(a) overlapped hybrid unstructured
grids
(b) data exchange
Figure 2.2: Schematic representations of the data exchange between
overlapped domains; a two-dimensional case is shown for clarity.
2.2 Steady and unsteady methodologies: synchro-
nization of the solvers
The method developed for the integrated study of combustor and tur-
bine can be used both in steady and unsteady simulations. It is based on
the iterative exchange of data between the CFD codes that manages the
sub-domains and, for this reason, synchronization routines are needed to
ensure that solvers proceed coordinately. The working principle which is
the basis of the synchronization is slightly different in the case of steady
simulations with respect to unsteady simulations. In the first case the
only advance in iterations is required, while in the second one the ad-
vancement in iterations corresponds to an advancement in physical time.
The synchronization process of both the cases is explained in the follow.
2.2.1 Steady methodology
The method is based on an iterative exchange of information between
the two sub-domains. In the case of steady simulations, in order to reach
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Figure 2.3: Steady synchronization process.
a converged state where continuity is ensured between all the quantities
in the two sub-domains, a certain number of cycles is required. Figure
2.3 explains how these cycles happen and shows the sequence of the data
exchanges. Solvers evolves through a series of stationary states, since
time is not a variable of the computation. Looking at Figure 2.3, the i-th
cycle can be summarized in the following four steps:
1. solver 1 is initially at the state Si1 and, after receiving the feedback
B from solver 2, starts to iterate until to reach the steady state
Si+11 ; solver 2 waits
2. solver 1 passes F to solver 2
3. solver 2 is initially at the steady state Sj2 and, after receiving F
from solver 1, starts to iterate until to reach the steady state Sj+12 ;
solver 1 waits
4. solver 2 passes B to solver 1 and the cycle restarts.
This scheme of synchronization is similar to the so-called “staggered
scheme” proposed by Collado Morata [43] for the LES/RANS coupling,
except for the difference that, in the present case, no advancement in
time is required since simulations are steady. During the convergence
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process each solver executes, separately from the other, a defined number
of numerical iterations to evolve from one stationary state to the next
one, in order to converge to a solution that ensure consistency in space
between the two sub-domains. It is worth to underline that the number
of numerical iterations executed for each cycle can be different from one
solver to the other, in order to consider that solvers can be characterized
also by very different convergence rates.
2.2.2 Unsteady methodology
When unsteady simulations are executed, consistency in space must
be ensured in both space and time, taking into account that solvers can
also advance in time with different time steps. In the case solvers run with
the same time step (∆t1 = ∆t2), the synchronization scheme, reported
in Figure 2.4(a), is very similar to the one used for steady simulations.
The only difference is that, now, solvers do no more advance through
stationary states but in physical time. The four operations executed
during each cycle are identical to the ones described for the steady case.
The case with ∆t1 6= ∆t2 is slightly different. Considering Figure
2.4(b), where a case with ∆t1 = ∆t2/4 is reported, it must be considered
that data exchange should happens when solvers are at the same physical
time. For the case shown in Figure 2.4(b), the operations performed are
the following:
1. solver 1 is initially at the state Si1, that corresponds to the time
t = ti, and, after receiving the feedback B from solver 2, starts to
advance in time until to reach the state Si+41 , that corresponds to
the time t = ti+4; solver 2 waits
2. solver 1 passes F to solver 2. F contains time averaged data, taken
on a moving window which amplitude can also be larger than the
time interval ti+4 − ti
3. solver 2 is initially at the state Sj2, that corresponds to the time
t = tj = ti and, after receiving the time averaged F from solver 1,
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(a) case with ∆t1 = ∆t2
(b) case with ∆t1 6= ∆t2 (example with ∆t1 = ∆t2/4)
Figure 2.4: Unsteady synchronization process.
advances in time until to reach the state Sj+12 , that corresponds to
the time t = tj+1 = ti+4; solver 1 waits
4. solver 2 passes B to solver 1 and the cycle restarts.
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The procedure has been explained for the particular case with ∆t1 =
∆t2/4 but it can be easily extended to the general case with ∆t1 6= ∆t2.
The reason why a case with ∆t1 6= ∆t2 should be considered is that,
advanced turbulence models like DES, SAS or LES can be applied for
the resolution of the combustor domain. In such cases, in order to obtain
an adequate time resolution for the turbulent structures, the time step
will be, in general, lower than in the turbine domain where such methods
are not practically applicable and URANS is a almost forced choice at
the moment.
2.3 CFD solvers used
In this section a description of the CFD codes that have been used
are described. Two CFD solvers have been considered for the activities
presented in this thesis: an in-house code and a commercial one. The
in-house code is called HybFlow and is developed at the department of
Industrial Engineering of the university of Florence. The commercial
code chosen is ANSYSR© Fluent. A description of the two codes is given
in the following.
2.3.1 The HybFlow code
The HybFlow code has been developed at the Department of Indus-
trial Engineering of the University of Florence [44, 45]. It is a CFD
solver written in the Fortran language, able to numerically resolve the
Navier-Stokes equations in discretized form. HybFlow is based on the
finite volumes approach and is able to manage both two-dimensional and
three-dimensional domains. The solver treats unstructured grids, com-
posed by elements of various geometry: hexahedrons, prisms, pyramids
end tetrahedrons. This kind of grids has the advantage of allowing a
rapid spatial discretization also in cases of very complex domains, for
which structured meshes are difficult to realize. Moreover, contrary to
what happens for structured grids, it allows the local imposition of a con-
trolled mesh resolution, without propagating the effects through large
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zones of the domain, where it would be unnecessary.
The code is parallelized by means of the use of the MPI libraries; a
preprocessor allows to obtain a proper domain decomposition distributing
the various partitions to parallel CPUs.
Both (U)RANS and LES methodologies are implemented in the code,
however only the Reynolds-Averaged formulations of HybFlow are used
in this thesis. The HybFlow solver is used only in absence of reacting
flows, for this motivation, in the context of the integrated simulations
described previously, it is oriented to resolve the second computational
domain (see Figure 2.1), i.e. the turbine domain.
Navier-Stokes equations in conservative form
The HybFlow solver is based on the compressible Navier-Stokes equa-
tions written in their conservative form:
∂Q
∂t
+
∂fk
∂xk
=
∂gk
∂xk
+ S k = 1, 2, 3 (2.1)
This vector formalism1 allows also to include the transport equations rela-
tive to turbulence modeling. Focusing the attention on the Navier-Stokes
equations, Q is the vector containing the solution in terms of ρ, ρuk, ρE,
where E is the specific internal total energy; Q = [ρ, ρu1, ρu2, ρu3, ρE]
T .
The system of equations 2.1 expresses the conservation laws for mass, mo-
mentum and energy, where different terms appear: unsteady, convective,
diffusive and source. The convective and diffusive terms are respectively
defined as follows:
fk =


ρuk
ρu1uk + pδ1k
ρu2uk + pδ2k
ρu3uk + pδ3k
ρEuk + puk

 gk =


0
τ˜1k
τ˜2k
τ˜3k
τ˜khuh − q˜k

 (2.2)
1In the follow, if not differently specified, the bold character will indicates vector
quantities.
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where τ˜kh represents the generic element of the viscous stress tensor,
while q˜k is the generic component of the conductive thermal flux. If
a moving frame of reference is chosen, e.g. for rotating blade rows, the
same formalism is adopted, but total quantities are the relative ones. The
source term vector is given by:
S =

 0Fce +Fco
Fce · u

 , Fce = −ρΩ ∧ (Ω ∧R)
Fco = −2ρ(Ω ∧ u)
(2.3)
where Fce and Fco indicates respectively centrifugal and Coriolis forces.
Supposing that x1 is the axis of rotation of the machine, it follows that.
S =


0
0
ρΩ2x2 + 2ρΩu3
ρΩ2x3 − 2ρΩu2
ρΩ2(x2u2 + x3u3)

 (2.4)
Finally, the thermodynamic relation between pressure, temperature (pass-
ing through the specific total internal energy) and density is imposed
through the ideal gas equation of state.
p = ρ(γ − 1)
(
E − u
2
2
)
(2.5)
Spatial discretization
As stated above, the solver uses the finite volumes method. Equations
described in the previous section are integrated on each volume element
of the grid. Thanks to the divergence theorem, spatial derivatives are
converted into fluxes across the control surfaces of each element of the
computational grid. Equations 2.1 assume the form:
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Figure 2.5: Spatial discretization.
∂Qi
∂t
+
1
Vi
∑
j=ne(i)
F (Qij , ~nij ,∆Aij) =
=
1
Vi
∑
j=ne(i)
G(∇Qij , ~nij ,∆Aij)
(2.6)
where j = ne(i) the set of elements that share a face with the i-th el-
ement, Vi is the element volume, Qij the solution on the face, ~nij and
∆Aij are respectively the normal and the area of the face shared between
the elements. Functions F and G represents the numerical approxima-
tion of the fluxes of the vectors f and g of equations 2.1, through the
faces of the considered element. Calculation of the fluxes across a face
is performed using the MUSCL (Monotone Upstream-centered Schemes
for Conservation Laws) scheme, using the solution stored in the center
of the cells that share the same face. Concerning the discretization of the
convective flux, it can be subdivided into two phases: reconstruction and
evolution. The first one is necessary to define the states QL and QR on
the two portions divided by the face, while the evolution phase allows to
update the solution on the face center, indicated with Mij in Figure 2.5
In this second phase it is hypothesized that the evolution of the so-
lution QM,ij in the medium point is described by a Riemann problem
2,
2It is a initial value problem for the one-dimensional Euler equations, with the
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characterized by the interaction of two initial states, equal to QL and QR.
This allows, in the evolution phase to take into account the direction of
propagation of the characteristic waves across the face. The solution used
for the Riemann problem is the approximated one proposed by Roe, for
which fluxes are calculated as follows:
F (Qij , ~nij ,∆Aij) =
=
1
2
[
F (QLi , ~nij ,∆Aij) + F (Q
R
j , ~nij ,∆Aij)
]
+
− 1
2
|K(Qij , ~nij ,∆Aij)|∆QLR
(2.7)
The convective flux of equation 2.7 is:
F (Q,~n,∆A) = fknk ·∆A (2.8)
while K is the Jacobian matrix, defined by:
K(Q,~n,∆A) =
[
∂fk
∂Q
nk
]
∆A (2.9)
In the Roe scheme, the average state Qij is calculated by averaging the
solution as follows:
χ =
√
ρR
ρL
, ρij = ρL · χ
u1,ij = (u1,R · χ+ u1,L)/(1 + χ)
u2,ij = (u2,R · χ+ u2,L)/(1 + χ)
u3,ij = (u1,R · χ+ u1,L)/(1 + χ)
Hij = (HR · χ+HL)/(1 + χ)
(2.10)
where H is the specific total enthalpy.
Let’s now clarify how the calculation of QL and QR is performed. The
initial condition constituted by a step between two states, which remains constant
on the left and the right of the step. In the case of the finite volume method, the
step is located in correspondence of the face shared by two adjacent cells.
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following interpolation is considered:
QL = Qi +Φi∇Qi · ~ri,ij , QR = Qj + Φj∇Qj · ~rj,ij (2.11)
where ∇Qi and ∇Qj are respectively the solution gradients in the cell
centers i and j, while ~ri,ij and ~rj,ij are the vectors that connects the
cells centers with the center of the common face (see Figure 2.5). The
coefficients Φi e Φj , that assumes values between 0 and 1, are called
“slope limiters” and are introduced to ensure solution monotonicity also
in presence of strong non-linear phenomena like shocks. The accuracy
of the numerical scheme decreases from second order to first order when
such coefficients goes to zero, making the scheme more dissipative. The
value of the Φ coefficients is based on what follows. Given the element i,
for all the elements adjacent to it (j = ne(i)) the following calculation is
performed:
(φi)j =


min
(
1,
Q
max
j −Qi
QL−Qi
)
per QL −Qi > 0
min
(
1,
Q
min
j −Qi
QL−Qi
)
per QL −Qi < 0
1 per QL −Qi = 0
(2.12)
then Φi is defined by:
Φi = min[(φi)1, (φi)2, (φi)3, . . . , (φi)j=ne(i)] (2.13)
This limiting approach results sensitive to the solution gradients and is
necessary to control its effect in the regions where, even if strong gradients
are present, solution is continuous; this is to avoid a deterioration of the
accuracy. To do this, it is necessary to measure the pressure variation
across through two contiguous elements. Limiting is only actuated when
such variation overcome an imposed threshold, otherwise Φi and Φj are
assume equal to 1. The solution gradients can be calculated in HybFlow
with two different schemes. The first one based on the divergence theorem
(Green-Gauss) and the second one based on a least squares methodology.
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Implicit time-marching
The steady solution of the equations is calculated through an implicit
time-marching procedure. The system of equations to be resolved is
representable as:
∂Q
∂t
+R(Q) = 0 (2.14)
where Q is the solution vector, including all the values referred to the
cells centers, while R is the residuals vector3. The implicit method leads
to write the system 2.14 in the form:
∆Qn
∆tn
= −R(Qn+1) ∆Qn = Qn+1 −Qn , ∆tn = tn+1 − tn (2.15)
Expressing the residuals vector through a first order approximation, cen-
tered at the time tn, it is possible to obtain:[
I
∆t
+
∂R(Q)
∂Q
]n
︸ ︷︷ ︸
A
∆Qn = −R(Qn) (2.16)
where I is the identity matrix and ∂R(Q)
∂Q
is the Jacobian matrix of the
residuals vector with respect to the solution. The solver is based on
a numerical approach for the calculation of the Jacobian matrix that
consists in considering that a not null ij block with dimensions 5 × 5
exists only for i and j corresponding to contiguous elements. Each of
these blocks can be calculated numerically as follows:
∂Ri(Q)
∂Qj
≈
[
Ri(Q+ ~eh)−Ri(Q)

]
h=h1(j),h2(j)
(2.17)
where h1(j) and h2(j) are the initial and final indexes of the solution
vector, corresponding to the element j within the overall Q vector, ~eh
the corresponding unit vector and  an arbitrarily small number.
The resolving scheme used in the code performs a main loop, on all
3If relative motions between the elements are not present the source term S is
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the grid faces, composed by the following steps:
1. calculate the numerical flux 2.7 using the solutions stored in the
cell centers of the adjacent elements that share the face
2. by using , alternatively perturb left and right states of the face
3. calculate fluxes with the perturbed solutions
4. calculate derivative as differences between perturbed and unper-
turbed fluxes
5. update the blocks of the jacobian matrix with the derivatives cal-
culated at the previous step
The matrix A indicate in the linear system of equation 2.16, for unstruc-
tured grids, results to be sparse and not symmetric. Its inversion is then
particularly computationally demanding and can be unstable for high
values of ∆t. For the inversion, HybFlow makes use of the Generalized
Minimal RESidual method (GMRES), with a ILU(0) type precondition-
ing. The time step of the method is defined by:
∆t = CFL · ∆
V + a
(2.18)
where ∆ is the characteristic dimension of the element, V the velocity
magnitude and a the sound speed. ∆t assumes different values as a
function of the local solution. The CFL number can be selected by the
user or defined according to the following law:
CFLn+1 = CFLn ·
( |∆Q|n−1
|∆Q|n
)sp
(2.19)
From this latter it is possible to note how, when the solution tends to
the converged one, CFL is automatically increased. This allows to have
stability in the initial phases of the computation and to benefit from an
increased convergence rate in the final parts of the simulation. Moreover,
the exponent sp, generally equal to 1, can be reduced in order to obtain
a better stabilization in the initial phases.
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Unsteady approach
The HybFlow solver uses the dual time-stepping method for time-
dependent problems. It offers the advantage, with respect to explicit
schemes, to make the time step selection independent from stability cri-
teria. With the dual time-stepping approach, the numerical derivative(
∂
∂τ
)
is added to the physical system 2.1, obtaining the system:
∂Qi
∂τ
+
[
∂Qi
∂t
+Ri(Q)− Si(Q)
]
= 0 (2.20)
Defining a vector of “unsteady residuals” like:
R∗i (Q) = −
[
∆Qi
∆t
+Ri(Q)− Si(Q)
]
(2.21)
equations assume the same form of the ones that describe a steady prob-
lem:
∂Qi
∂τ
= R∗i (Q) (2.22)
The physical time derivative is approximated by using a backward second
order derivative:
∆Qn+1i
∆t
=
3Qn+1i − 4Qni +Qn−1i
2∆t
(2.23)
The similitude with a steady problem allows using the time-marching
method also in this case to obtain the convergence of the numerical un-
steady term
(
∂Q
∂τ
)
. When a defined criterion on the convergence of the
unsteady residual is satisfied, the physical solution at the time n + 1 is
updated.
2.3.2 ANSYS R© Fluent
The commercial code ANSYSR© Fluent is also used in the context of
the integrated simulations and a general and concise description is given
in the following. For detailed information about Fluent, see [46].
It is a finite volume unstructured CFD code, able to resolve two or
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three dimensional problems, in which different numerical schemes and
physical models are implemented. Both pressure-based and density-based
solvers are present, respectively more suitable for low and high Mach
number flows. Different schemes of spatial discretization are available, as
well as different type of gradients discretization and time discretization.
Turbulence can be modeled using both the RANS approach and some
scale-resolving methodologies. RANS turbulence models includes fully
turbulent models like Spalart-Allmaras, k- and its variants, k-ω and its
variants and the Reynolds stress model. Transitional models are also
available, like the transitional versions of the SST model and the kT -kL-
ω. Different scale resolving methods are implemented in the code, like:
LES, DES and SAS.
The code is also able to manage flows with multiple chemical species
and combustion. In particular, concerning this latter, the three main
categories of fuel mixing can be modeled: premixed, non-premixed and
partially-premixed combustion. Different types treatments for the chem-
istry of reacting flows in gaseous phase can be chosen as well as different
kinds of approaches for the interaction between turbulence and chemistry.
More detailed descriptions of the applied models will be given treating
the specific applications proposed in the continuation of the thesis.
2.4 Exchange of variables between solvers
In 2001, Shankaran et al. [33] formulated a classification of the pos-
sible ways to couple different CFD solvers, in increasing hierarchy of
complexity:
• loosely coupled systems: the presence of interfaces can be treated
by each solver through only boundary conditions
• moderately coupled systems: the primary or primitive variables at
the interface are exchanged between the codes
• tightly coupled systems: in addition to the primary variables, fluxes
are also exchanged across the interface
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• simultaneously coupled systems: the algorithmic variables of codes
are directly exchanged.
It is quite clear that the first approach, based on the only boundary
conditions is the most direct one and it is the most easy to implement.
The opposite happens for the last methods listed, where the algorithmic
variables are exchanged and modifications in the codes are required. In
this thesis, only the first two methodologies are considered, depending
on what solvers are used.
The loosely coupled methods is chosen when a coupling between dif-
ferent instances of the ANSYSR© Fluent solver are considered to resolve
the sub-domains. Instead, the moderately coupled method is used when
the sub-domains are resolved jointly by ANSYSR© Fluent and HybFlow.
2.4.1 RANS/RANS and URANS/URANS coupling
As previously described in section 2.1, two data sets are exchanged
between the solvers: forward (F) and backward (B). This exchange
is executed in every case, regardless of the fact that the simulation is
steady or unsteady. However, depending from what solvers are used
(Fluent/Fluent or Fluent/HybFlow), the content of F changes while B is
always constituted by a static pressure map.
Loosely coupled methodology
As stated before, when two independent instances of ANSYSR© Fluent
are used to solve the sub-domains, the loosely coupled methodology is
considered. This means that the interfaces are treated simply through
the imposition of boundary conditions. In such case, the two data sets
assume the following content:
F = {p0, e1, e2, e3, T0, k, ω} B = {p} (2.24)
where p0 is the stagnation pressure, ei with i = 1, 2, 3, are the compo-
nents of the unit vector indicating the flow direction, T0 is the stagnation
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temperature, k is the turbulent kinetic energy and ω its specific dissipa-
tion rate. Concerning these last two quantities, here we suppose that in
both the sub-domains a k − ω based two-equations turbulence closure is
used. However this is not binding since, with the RANS approach, an
algebraic relation between ω or  and k can be used to derive an universal
value of the turbulent length scale that could eventually be imposed in
the second sud-domain if a different turbulence closure is used, provided
that a two equation eddy viscosity model is used. It is worth to underline
that all the exchanged quantities are functions of the spatial coordinates.
It should be noted how, regardless from the type of information ex-
changed, conditions imposed along the other boundaries, not involved
in the coupling process, must be chosen in order to ensure a well-posed
problem in both the sub-domains.
The implementation of the data interpolation and the management of
code synchronization has been done respectively through “user-defined
functions4” [47] and Scheme scripting [48], with which is possible to in-
troduce external routines in the commercial software.
Moderately coupled methodology
When the sub-domains are solved using jointly ANSYSR© Fluent and
HybFlow, the moderately coupled approach is used. In this case, the two
data sets exchanged assume the following content:
F = {ρ, ρu, ρv, ρw, ρe0, ρk, ρω} B = {p} (2.25)
where ρ is density, u,v and w are the components of the velocity vectors
and e0 is the total internal energy. In this way, the conservative variables
are passed from the first solver to HybFlow where RANS equation in con-
servative form are solved. The same considerations done for the loosely
coupled approach concerning turbulence quantities are valid also in this
case.
When the data set F is provided by Fluent to Hybflow, an interpo-
4Functions written in C language and compiled directly within ANSYSR© Fluent
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lation is firstly done along the inlet section of the domain, as previously
explained in section 2.1. After that, the information contained in F is
directly used to calculate fluxes along the inlet faces, in a similar way it
is done for internal faces of the computational grid. The only difference
with respect to internal faces is that a first order approximation in space
is adopted on the inlet interface, since no information upstream of the
corresponding interface section for the first solver are provided.
2.4.2 SAS/URANS coupling
The flow field inside a gas turbine combustion chamber is intrinsically
characterized by strong unsteadiness and large scale turbulence. In that
context, the so-called “scale resolving methods” guarantees substantial
improvements with respect to the classical (U)RANS approach in repro-
ducing the turbulent field. The SAS method (Scale Adaptive Simulation),
formulated by Menter and Egorov [49], is an advanced URANS approach
able to reproduce spectral content for unstable flows. The model is based
on the transport of the von Karman length scale in the framework of a
URANS simulation, based on which it is possible to adjust the turbulence
model to resolved structures, resulting in a LES-like behavior in the un-
steady regions of the flow field, without altering the RANS behavior in
stable regions. Transport equations resolved by the SAS model are the
same of the SST k − ω model by Menter [50] except for the fact that an
additional source term is introduced in the transport equation of turbu-
lence dissipation [46, 49] in order to allow the local adaptation to small
turbulence scales, up to a lower limit imposed by the local grid size.
By controlling the local grid size, it is possible to obtain LES-like
behaviors in the regions of the flow characterized by unsteadiness like,
for example, wakes or recirculating zones and to obtain a typical RANS
solution in regions where turbulence scales do not need to be resolved.
For this reason, the SAS approach represents an interesting alternative
to LES at industrial level, limiting the high computational costs imposed
by this latter. In view of the study of combustor/turbine interaction, the
SAS approach is retained interesting for the application to the computa-
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tional domain of combustion chamber.
Similarly to the (U)RANS/(U)RANS coupling methodology described
previously, the SAS/URANS method is based on the same scheme of
variable passage between sub-domains. Also the approaches that can be
used are the loosely coupled one or the moderately coupled one. However,
some differences are present with respect to the (U)RANS/(U)RANS case.
First of all, recalling Figure 2.4(b) where the synchronization process is
illustrated, since the first solver advances in time with a smaller time step
with respect to the second one, F must contain appropriately averaged
quantities. As mentioned before, SAS is able to provide a resolution
of the small scale turbulence but the same is not valid for URANS. It
follows that the time step used in the two sub-domains must be chosen
taking into account this aspect. The ratio between the two time steps is
obviously dependent from the specific case analyzed an is not possible to
generalize. However, it is worth to underline the importance of selecting
an adequate strategy to calculate the time averaged quantities of the data
set F to be passed to the URANS solver.
Lets consider the generic signal (for example a velocity signal in a
turbulent flow field obtained with the SAS method) represented by the
solid line in Figure 2.6 and lets analyze two different average signals,
representative of the condition to be passed to the URANS solver. Sup-
posing to use a moving average, the selection of its amplitude is crucial.
For the signal of Figure 2.6, composed by about 700 discrete points, if a
moving average based on 50 points is chosen, the high-frequency content
is reduced with respect to the original signal. Increasing the amplitude
of the moving windows to 200 points, the high-frequency fluctuations of
the original signal are considerably filtered out. The moving average acts
like a low-pass filter, allowing the determination of the type of fluctua-
tions that are passed from SAS to RANS. The appropriate amplitude
should not allow turbulence high-frequencies to pass to the URANS do-
main, and contemporaneously should allow to the main unsteadiness to
be transmitted to the URANS domain. An appropriate choice for the
time amplitude of the moving window is to guarantee that it is of the
52
2. Development of a numerical methodology for the study of
combustor/turbine interaction
Figure 2.6: Effect of the amplitude of the moving average.
same order of the turbulence integral time scale [43].
Another crucial aspect is represented by the passage of the turbulence
quantities from SAS to URANS. A solution of a scale adaptive simula-
tion contains both “resolved” and “modeled” turbulent kinetic energy.
The first one is linked to the velocity fluctuations of the solution, while
the second one is a transported scalar that contributes to the effective
viscosity. Obviously, in the LES-like regions, resolved turbulence is the
main contribute while the opposite happens in the URANS regions. In
the present approach, the resolved part of turbulent kinetic energy is
calculated as follows:
kres =
1
2
(
u2rms + v
2
rms +w
2
rms
)
(2.26)
where
urms =
√∑j=i
j=i−N
(
uj − u
)2
N + 1
(2.27)
assumed i −N the index of the time step at which the moving window
starts and i the index of the time step correspondent to the end of the
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moving window. With this notation, the average is calculated at the time
step i of the SAS simulation, on N + 1 samples (separated by N time
steps):
u =
∑j=i
j=i−N uj
N + 1
(2.28)
Therefore, being ∆t the time step of the SAS solver, N∆t is the time
amplitude of the moving window. Analogous expressions can be derived
in the other directions for vrms and wrms.
The total turbulent kinetic energy takes into account the resolved one
and the modeled one through a simple addition:
ktot = kres + kmod (2.29)
where the kmod contribution is the turbulent kinetic energy handled by
the transport equation of the SST model in the RANS regions.
Pope [51] gives a practical criterion to determine the local quality (in
space and time) of turbulence resolution:
M(~x, t) =
kmod(~x, t)
kres(~x, t) + kmod(~x, t)
(2.30)
M ranges from 0 to 1 and, according to Pope [51], if M ≤ 0.2 the turbu-
lence resolution is adequate to LES. Depending on the grid spacing and
the time step, some zones of the SAS domain could be characterized by
values of M close to unity, meaning that a RANS solution is obtained.
Since the value of ktot is calculated in the SAS domain and used in the
URANS one, the approach is general, but obviously it is appropriate to
maintain M ≤ 0.2 in the zones of interest of the SAS domain.
For the loosely coupled methodology the quantities exchanged by the
solvers are
F =
{
p0, e1, e2, e3, T0, ktot, ω
}
B = {p} (2.31)
where the overlined quantities are averaged on the moving window and
ktot is calculated as previously described. For the treatment of turbulence
specific dissipation rate ω the following approximation is introduced. Af-
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ter obtaining the coupled RANS/RANS solution on the two domains
(needed to start the SAS/URANS coupled computation), the obtained
field of ω at the inlet section of the URANS domain is frozen and main-
tained constant (but not uniform) during all the SAS/URANS computa-
tion. This is a simplifying assumption that avoids the complex calculation
of the local dissipation rate during the computation. Such approach is
similar the one used by Collado Morata [43] for the LES/RANS coupled
simulation of a turbulent pipe flow, where a fixed distribution of the
length scale, based on theoretical considerations, was assumed. Despite
the approximation, the methodology used for the treatment of ω allows
the imposition of an appropriate distribution of turbulence dissipation at
the inlet of the URANS domain also in cases where theoretical formula-
tions of the length scale are not available (e.g. on the combustor/turbine
interface).
Chapter 3
Validation of the numerical
methodology
Contents
3.1 Sajben transonic diffuser . . . . . . . . . . . 56
3.1.1 Description of the test case . . . . . . . . . 56
3.1.2 Results . . . . . . . . . . . . . . . . . . . . 58
3.2 Unsteady flow in a linear cascade . . . . . . 65
3.2.1 Description of the test case . . . . . . . . . 65
3.2.2 Results . . . . . . . . . . . . . . . . . . . . 68
3.3 Turbulent pipe flow . . . . . . . . . . . . . . 76
3.3.1 Description of the test case . . . . . . . . . 76
3.3.2 Results . . . . . . . . . . . . . . . . . . . . 78
Methodologies described in the previous Chapter has been validated
on some test cases in order to assess their correct implementation and
the adequacy of the results provided. Results of such validations are
presented in the next sections. The following test cases are considered:
• Sajben transonic diffuser: used to validate the steady RANS/RANS
coupling methodology
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• Vortex shedding downstream a linear cascade: used for the URAN-
S/URANS coupling methodology
• Turbulent pipe flow: validation of the SAS/URANS coupling
3.1 Sajben transonic diffuser
The transonic diffuser experimentally studied by Salmon et al. [52]
has been used to validate the steady RANS/RANS coupling methodology.
This test case is quite common in literature concerning validation of CFD
codes and a considerable amount of data can be found in [53]. The Sajben
diffuser has been considered also by Klapdor [41] for the validation of a
novel solver oriented to the study of combustor/turbine interaction.
3.1.1 Description of the test case
The two-dimensional computational domain is shown in Figure 3.1(a).
The channel is defined by a lower straight wall and an upper shaped wall
that makes the passage converging-diverging. The throat section, whose
height is H∗ = 44mm, is located at x/H∗ = 0. The computational do-
main extends from x/H∗ = −4.04 to x/H∗ = 8.65. As shown in Figure
3.1, when coupled simulations are considered, the domain is divided into
two partially overlapped domains. The first one is extended from the
inlet section up x/H∗ = −0.65 while the second one has its inlet section
at x/H∗ = −1 and arrives up to x/H∗ = 8.65. The axial extension of
the overlapped region is equal to 0.35H∗. Computational grids, gener-
ated with the commercial software CentaurTM [54] are shown in Figure
3.1(b). As it is possible to observe, grids are hybrid unstructured and
non-conformal in the overlapped region. The presence of 30 prismatic
layers is enforced at the wall in order to obtain a better discretization
of the boundary layer. The height of the first prismatic layer ensures
y+ < 1 along all the surfaces, compatibly with the integration of turbu-
lence quantities up to the wall, without using wall functions. Since the
flow is characterized by the presence of a shock in the diverging part of
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(a) domain
(b) grid
Figure 3.1: Computational domain and grid of the Sajben diffuser test
case.
the channel, grid has been refined in the region where such shock was
expected, in order to improve the resolution of the flow where strong
gradients are present.
A grid sensitivity analysis has been performed in order to define the
optimal grid resolution. The final grid of the entire domain (without
subdivisions) is composed by about 75k elements. The two sub-domains,
used for the coupled simulations, have been generated with the same grid
parameters used for the entire domain and are respectively composed by
about 16k and 62k elements.
The so-called “weak shock case” [53] has been selected as operating
point. Boundary conditions corresponding to it are reported in Table
3.1. Values of 5% and H∗/20 has been assumed respectively for turbu-
lence intensity and length scale. Steady RANS simulations have been
performed using the k−ω turbulence model byWilcox [55]. In order to as-
sess the effectiveness of the coupling methodologies, four simulations have
been performed. Two coupled simulations, Fluent/HybFlow and Fluen-
t/Fluent, have been compared with two simulations where the whole
domain has been resolved once with HybFlow and once with ANSYSR©
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inlet total pressure 1.344 [bar]
inlet total temperature 277.8 [K]
outlet static pressure 1.107 [bar]
inlet turbulence level 5 [%]
inlet turbulence length scale H∗/20 [m]
Table 3.1: Boundary conditions used for the Sajben diffuser test case
(weak shock case).
Fluent. The Fluent/HybFlow coupled simulation has been performed ex-
changing conservative variables from the first sub-domain to the second
one (moderately coupled methodology explained in section 2.4), while
the Fluent/Fluent coupling has been performed with the loosely coupled
methodology. Concerning the coupled simulations, 10 coupling cycles,
each one composed by 200 numerical iterations, have been used to reach
convergence starting from decoupled solutions. The pressure-based solver
has been used in all the domains resolved with ANSYS FluentR© , while
HybFlow is density-based.
3.1.2 Results
Before to compare the results of the coupled simulations with experi-
mental data and simulations performed on the entire domain, it is worth
to make some comments on the convergence process of the coupled sim-
ulations. Figure 3.2 shows the progressive reduction of the mass-flow
imbalance between the outlet section of the first sub-domain and the in-
let section of the second one. The mass flow rates reported are referred
to a width of the channel of 1mm since the domains have been extruded
in normal direction in order to obtain a quasi-3D domain. Figure 3.2(a)
is relative to the Fluent/HybFlow computation, while Figure 3.2(b) is
relative to the Fluent/Fluent run. In both the cases the mass imbalance
is almost entirely removed in four coupling cycles, even if with a differ-
ent dynamic. In fact, in the Fluent/HybFlow case the mass imbalance is
not reduced monotonically, differently from the Fluent/Fluent case. This
can be attributed to the nature of the HybFlow solver and more in detail
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(a) Fluent/HybFlow
(b) Fluent/Fluent
Figure 3.2: Mass flow convergence history of the coupled simulations.
to the oscillations of the solution due to the changes of inlet conditions
that cause numerical transients in the time marching procedure. The
maximum final absolute value of mass imbalance, registered in the Fluen-
t/Fluent computation is about 0.02%. Moreover, this error is comparable
with the differences in the mass flow estimation obtained comparing the
solutions obtained simulating the entire diffuser in a unique domain with
the commercial code and the in-house one.
Figure 3.3 shows the convergence history of the axial component of the
momentum equation for the Fluent/HybFlow computation. Residuals de-
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Figure 3.3: Convergence history of the axial velocity residual in the
coupled Fluent+HybFlow case.
crease by more than three orders of magnitude in both the sub-domains.
It is interesting to note the discontinuities of the residuals that occur at
the start of each coupling cycle due to the modifications of the boundary
conditions on the interfaces. As the calculation advances these discon-
tinuities tend to vanish since solutions across the two domains became
continuous. It is also possible to observe how the convergence rate of the
in-house solver is lower than for the commercial code.
Figure 3.4 shows the contours of Mach number for all the simulations
performed. Looking at Figures 3.4(a) and 3.4(b), relative to the coupled
simulations, it is possible to observe a smooth passage from the first to
the second sub-domain. For all the cases, flow accelerates up to a Mach
number of 1.2 downstream of the throat section then passes to subsonic
conditions through a shock. The shock position is predicted slightly dif-
ferently in the four simulations. In particular, the simulation of the entire
domain with ANSYSR© Fluent leads to predict the highest flow accelera-
tion, with the shock positioned downstream with respect to all the other
cases. The opposite happens in the case of the entire domain resolved
with HybFlow. As expected, an hybrid behavior has been found in the
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(a) coupled (Fluent/HybFlow)
(b) coupled (Fluent/Fluent)
(c) entire domain with HybFlow
(d) entire domain with Fluent
Figure 3.4: Mach number distributions: comparison between coupled
domains and entire domains.
Fluent/HybFlow case, while the Fluent/Fluent computation provides a
result very similar to the one relative to the simulation of the entire do-
main with the commercial code, although a slight difference in the shock
position is present.
The coherency of the solutions in the overlapped regions is demon-
strated in terms of Mach number profiles in Figure 3.5(a) for the Fluen-
t/HybFlow case and in Figure 3.5(b) for the Fluent/Fluent case. The
full-domain computations are taken as references since no experimental
data are available in that zone. Profiles are taken at x/H∗ = −0.825,
in the middle between the two interfaces. Mach number distributions
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(a) coupled Fluent/HybFlow and
entire domains
(b) coupled Fluent/Fluent and
entire domains
Figure 3.5: Mach number profiles in the overlapped zone.
relative to the two sides of the overlapped regions (black lines in Fig-
ure 3.5) are almost equal, indicating an effective transfer of information
between the domains. As evidenced before, the main differences in de-
termining the results with respect to the full-domain computations are
again ascribable to the code selected.
Figures 3.6(a) and 3.6(b) show the comparison between numerical sim-
ulations and experimental data in terms of pressure distributions along
respectively upper and lower walls of the channel. A general qualitative
good agreement between computations and experiments is reached. The
main differences with respect to experimental data are present immedi-
ately downstream of the position of the shock measured experimentally
(x/H∗ ' 1.5). In the interval 1.5 < x/H∗ < 2.5, the uncertainty in the
prediction of the shock position, postponed in all the simulations with
respect to the experiments, leads to underestimates the local pressure.
Such underestimations are more marked for the cases where the domain
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(a) upper wall
(b) lower wall
Figure 3.6: Pressure distribution along upper and lower walls:
comparison with experimental data.
is simulated with Fluent, either entirely or separately. However, the pres-
sure distribution does not differ sensibly between these latter simulations,
leading to conclude that the main differences in reproducing the flow field
are due to the code selected rather that to the use of the coupling method.
In other words, in the analyzed case, the domain separation affects the
solution only in a limited way.
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Figure 3.7: Axial velocity profiles at four positions downstream to the
throat section.
The axial velocity profiles at four different positions downstream to
the throat section are reported in Figure 3.7. The first profile (x/H∗ =
1.729) is taken immediately upstream of the shock. As commented pre-
viously the computations executed with the full domain with Fluent and
the Fluent/Fluent one predicts a stronger acceleration of the flow. This
aspect is particularly evident by comparing the numerical results with
the experimental data. Downstream of the shock all the simulations are
more in line with the experimental data, with a general underestimation
of the axial velocity (tendency evident also in literature [53]), coherently
with the overestimation of the static pressure present in the terminal part
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of the channel (Figures 3.6(a) and 3.6(b)). Again, the main differences
between numerical results can be ascribed to the ability of each solver in
reproducing the flow field, more than to the application of the coupling
methods. In particular, ANSYSR© Fluent has evidenced the tendency
to predict more “rounded” velocity profiles far downstream to the shock
position (x/H∗ = 4.611 and x/H∗ = 6.340 in Figure 3.7).
3.2 Unsteady flow in a linear cascade
The high-subsonic flow through the linear cascade experimentally in-
vestigated by Sieverding et al. [56] is studied in this section with the
aim to validate the unsteady coupling methodology based on the URAN-
S/URANS technique. Sieverding et al. [56] provided both time-averaged
and time-resolved experimental data, including the pressure distribution
along the trailing edge of the profile, which is very difficult to reproduce
numerically due to the strong unsteadiness and the complexity of the flow
field in the base region.
3.2.1 Description of the test case
The instrumented blade is reported in Figure 3.8, taken from the work
by Sieverding et al. [56]. The geometric definition of pressure and suction
surfaces is reported by Cicatelli and Sieverding [57]. As observable from
Figure 3.8 the blade is prismatic and two fences are present at the ends in
order to reduce the onset of secondary flows. It follows that it is possible
to treat the flow as two-dimensional. Pressure taps are positioned along
the blade surface at midspan. The blade is equipped with a rotatable
trailing edge cylinder instrumented with a pneumatic pressure tap and
a fast response pressure sensor that allow the acquisition of the pressure
signal along all the semi-circumference of the trailing edge itself. The
geometrical characteristics and operating conditions of the cascade are
reported in detail in Table 3.2
Figure 3.9 shows a schematic of the two-dimensional computational
domain. The inlet section is positioned 0.5 chords upstream of the leading
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Figure 3.8: Instrumented blade (Sieverding et al. [56]).
Figure 3.9: Computational domain.
edge while the outlet section is located 1 chord downstream of the trailing
edge of the profile. For the coupled simulations the domain has been
divided into two sub-domains. The first one is extended from the inlet
section up to about 0.27 axial chords downstream to the trailing edge
while the second one is overlapped to the first one on a portion equal to
about 0.22 axial chords and is extended up to the outlet section. The
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chord length 140 [mm]
axial chord to chord ratio 0.656
pitch to chord ratio 0.696
trailing edge thickness to chord ratio 0.0531
stagger angle −49.83 [deg]
inlet total pressure 1.4 [bar]
inlet total temperature 280 [K]
outlet isentropic Mach number 0.79 [bar]
inlet turbulence level 1 [%]
Reynolds number 2.8 · 106
(based on chord and outlet velocity)
Table 3.2: Geometrical characteristics and operating conditions from
Sieverding et al. [56].
four “numerical probes”, referred as kulite 8, point a, point b and point c
in Figure 3.9, are used to monitor the static pressure during the unsteady
solution and to evaluate the effectiveness of the communication between
the coupled sub-domains. The “kulite 8” probe is the same reported in
[56] and experimental data are available for it.
The computational grid used for the coupled simulations is reported in
Figure 3.10. It is an hybrid unstructured grid generated with the software
CentaurTM [54]. Thirty layers of quadrilateral elements are used at the
wall to accurately reproduce the boundary layer, while the remaining
part of the domain is filled with triangular elements. A preliminary grid
sensitivity analysis has been performed in order to choice the appropriate
grid resolution. The entire domain counts about 134k elements, while
the count is slightly higher in the case of coupled sub-domains due to
the presence of the overlapped region. A low Reynolds grid has been
generated near wall, where y+ of the first element is below the unity along
all the blade surface. As visible in Figure 3.10, particular attention has
been dedicated to obtain a gradual refinement of the region downstream
of the trailing edge, which is also the location of the interfaces.
Simulations have been performed using the pressure-based solver im-
plemented in ANSYSR© Fluent both for the entire domain and the coupled
sub-domains. For the coupled simulations the loosely coupled approach
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Figure 3.10: Computational grid used of the coupled calculations.
has been used. Unsteady simulations have been performed, starting from
the steady solution, with a time step of 1µs, also in the two sub-domains
of the coupled case. Such time step ensures an adequate reproduction
of vortex shedding phenomenon that occurs downstream of the trailing
edge. The turbulence model used is the fully turbulent SST k − ω by
Menter [50]. Time averaged quantities have been calculated over 60 vor-
tex shedding periods after reaching statistical convergence. In the case
of unsteady coupled simulation the exchange of information between the
two sub-domains happens for each physical iteration without averaging
(see Figure 2.4(a)), being the time step the same in both the sub-domains.
3.2.2 Results
Figure 3.11 shows the Mach number distributions obtained from both
steady and unsteady simulations. The effect of the domain subdivision
for the steady computations can be evidenced comparing Figure 3.11(a)
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(a) steady calculation: entire domain (b) steady calculation: coupled sub-
domains
(c) unsteady calculation: entire do-
main
(d) unsteady calculation: coupled
sub-domains
Figure 3.11: Contours of Mach number obtained from steady and
unsteady simulations of the entire domain and the coupled sub-domains.
with 3.11(b) and for the unsteady computations, comparing 3.11(c) with
3.11(d). Mach number distributions obtained from the steady simula-
tions are almost identical, confirming that the application of the coupling
method to divided sub-domains does not cause substantial alteration of
the solution for a steady case. A slightly different behavior can be noted
for the unsteady cases. Despite the two solutions (Figures 3.11(c) and
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3.11(d)) are very similar, some differences can be noted in the amplitude
of the high-Mach number zone downstream of the throat section. An-
other aspect that appears from Figure 3.11 is that, independently from
the fact that the domain is divided or not, the predicted Mach number
is higher in the steady cases, although the choking conditions are not
reached. To evaluate the effectiveness in the transfer of turbulent quanti-
(a) steady simulation (b) unsteady simulation (detail of in-
stantaneous k downstream of the trail-
ing edge)
Figure 3.12: Turbulent kinetic energy obtained with steady and
unsteady coupled simulations.
ties across the two sub-domains, distributions of turbulent kinetic energy
within the domain has been reported in Figure 3.12. Figure 3.12(a) shows
the turbulent kinetic energy obtained with the steady coupled simulation;
as it is possible to observe, no appreciable discontinuities can be observed.
Figure 3.12(b) reports the instantaneous turbulent kinetic energy distri-
bution downstream the trailing edge resulting from the coupled unsteady
simulation. An evident vortex shedding is reproduced by the simulation,
with the characteristic coherent structures originated from the trailing
edge. Also in this case, discontinuities in the turbulent kinetic energy
fields are very limited.
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Figure 3.13: Isentropic Mach number distribution: comparison between
experimental data and numerical simulations.
The isentropic Mach number distributions obtained numerically are
compared with those obtained experimentally by [56] in Figure 3.13. Re-
sults relative to the steady simulations on the entire domain and on the
coupled sub-domains are coincident, as already commented previously
looking at the Mach number distributions, but some discrepancies with
respect to the experimental data can be observed. For 0.4 < x/cax < 0.75
the steady simulations overestimate isentropic Mach number, while they
underestimate it in the trailing edge region. This latter tendency is evi-
dent also in the work by Le´onard et al. [58], on the same test case, and in
the one by Gehrer et al. [59], performed on a linear cascade with a geom-
etry different from the one analyzed here. A significant improvement of
the results is obtained with the unsteady simulations, underlining the im-
portance of the unsteadiness in determining the blade loading, especially
along the suction side. A significant difference between steady and un-
steady simulations is present in the trailing edge region, due to the effects
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Figure 3.14: Non-dimensional static pressure distribution along the
trailing edge circle: comparison between experimental data and
numerical simulations (pressure side for negative s/d).
of the vortex shedding phenomenon that are completely missed with a
steady approach. In such region, some differences between the unsteady
simulations of the entire domain and the coupled sub-domains can be
observed. Looking at the pressure distribution around the trailing edge
circle, reported in Figure 3.14 as a function of the curvilinear coordinate,
non-dimensionalized with respect to the trailing edge diameter, trends ev-
idenced above are confirmed. In fact, steady simulations overestimate the
base pressure and, in addition, do not reproduce its distribution neither
from a qualitative point of view. On the contrary, the qualitative behavior
is reproduced quite well with the unsteady simulations, even if an underes-
timation is present with respect to the experimental data. As observable
in Figure 3.14, the unsteady results obtained with the entire domain and
the coupled sub-domains differ in the interval −0.6 < s/d < 0.5 with
the major discrepancies along the pressure side portion (the maximum
percentage difference of 6.8%, considering the entire domain as reference,
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Figure 3.15: Frequency contents of the signal measured on the point
referred as “kulite 8” in Figure 3.9: comparison between experimental
data and numerical simulations.
is located at s/d = −0.16). To better understand the reason of such
discrepancies it is appropriate to compare the numerical results with the
experimental data available in the point referred as “kulite 8” in Figure
3.9. Such point is in fact located immediately upstream to the trailing
edge circle along the pressure side. Figure 3.15 reports a comparison be-
tween the experimentally measured frequencies and the discrete Fourier
transformation (obtained by means of a FFT) of the numerical pressure
signal. The computation on the entire domain reproduces very well the
five harmonics present in the experimental data while the coupled simu-
lation tends to overestimate such frequencies, with a shift that increases
progressively moving to higher frequencies. Moreover, except for the two
lower harmonics, the amplitude of the higher ones is slightly larger in the
coupled case. Figure 3.16 shows the pressure fluctuations downstream of
the trailing edge, in the points a, b and c of Figure 3.9. The frequency
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shift evidenced on the kulite 8 point is confirmed also for these points.
The maximum percentage differences in terms of local pressure peaks
are +8%, −1.1% and −0.9% respectively for point a, b and c, consid-
ering the entire domain as reference. It is interesting to underline such
percentage errors becomes smaller moving away from the trailing edge,
where the unsteadiness are generated. From a numerical point of view,
the differences found for the coupled simulations with respect to the en-
tire domain can be attributed to the treatment of boundary conditions
of the two interfaces (the outlet section of the first sub-domain and the
inlet section of the second sub-domain). These boundaries are not com-
pletely transparent to the pressure waves that travels across them since
no NRBC (Non-Reflecting Boundary Conditions [60]) have been used.
For this reason, waves originated from the trailing edge and traveling in
the flow direction are partially reflected by the outlet section of the first
domain. Similarly, waves propagating from the second sub-domain to
the first one, like for example a pressure wave reflected from the outlet
of the second sub-domain, are partially reflected by the inlet section of
the second sub-domain. Generally speaking, the problem of spurious re-
flections across domain boundaries has been resolved in literature using
NRBC or NSCBC (Navier-Stokes Characteristics Boundary Conditions
[61, 62]). However, such methods are not directly applicable to the bound-
ary conditions exchanged between coupled sub-domains. In facts, these
are not satisfactory for the reproduction of the time-dependent influence
of a downstream URANS domain on the upstream one because tend to
filter the unsteadiness arriving from this latter, creating a discontinuity
in the pressure field. Very recently, Vagnoli and Verstraete [63] proposed
a solution to this problem, based on the theory of characteristic waves.
Instead of using the classical approach for the imposition of boundary
conditions, they enforced directly the exchange of characteristic waves,
reaching to adequately reproduce the influence of the downstream do-
main on the first one. The future implementation of such approach could
represent an interesting potential improvement to the work presented in
this thesis.
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(a) point a
(b) point b
(c) point c
Figure 3.16: Time-resolved non-dimensional pressure signal in the
points a,b and c indicated in Figure 3.9: comparison between simulation
with entire domain and coupled sub-domains.
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3.3 Turbulent pipe flow
This test case has been used to validate the unsteady SAS/URANS
coupling methodology presented in section 2.4.2. It has been derived
from an analogous test case studied by Collado Morata [43] during the
development of a LES/RANS coupling method.
3.3.1 Description of the test case
The computational domain has a very simple geometry, represented
by a cylindrical volume with a diameter of 3mm and a length equal to
six diameters. It has been divided into two sub-domains, as reported in
Figure 3.17(a), respectively resolved with SAS method and the URANS
method in ANSYSR© Fluent. The extension of the first sub-domain goes
(a) domain (b) grid section
Figure 3.17: Computational domain and grid of the tubular domain.
from the origin of the coordinate system to 7mm in x direction while the
second one is in the interval 5mm ≤ x ≤ 13mm. The axial extension of
the overlapped region is equal to 2mm. The working fluid is air having
a total temperature of 300K and a bulk velocity of Ub = 100m/s. Under
these conditions, the Reynolds number, based on tube diameter and bulk
velocity, is about 2·104 ; therefore a turbulent flow is expected. According
to Collado Morata [43], an average turbulent velocity profile has been
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imposed on the inlet section of the first sub-domain by means of the
empirical power law:
u(r) =
1
2
Ub(n+ 2)(n+ 1)
(
1− r
R
)n
(3.1)
where R is the external radius of the tube and n = 1/7. An inlet tur-
bulence intensity of 10% has been imposed through the velocity fluctu-
ations introduced by means of the vortex method (Mathey et al. [64]).
A uniform static pressure is imposed on the outlet section of the second
sub-domain.
Structured multi-block grids have been generated for both the do-
mains using ANSYSR© ICEM CFD. A transversal section of the grid is
shown in Figure 3.17(b). It is an O-grid composed by 112 elements in y
and z directions that provides an element dimension of 0.04mm in the
core of the flow, while the grid size in axial direction is 0.1mm. Grid di-
mension is reduced gradually in radial direction close to the wall in order
to ensure y+ < 1. Both the sub-domains have the same grid resolution.
The overall domain counts 1.3536 · 106 elements: 4.7376 · 105 in the first
sub-domain (SAS) and 8.7984 · 105 in the second one (URANS).
Different time steps have been used for the two domains. In the SAS
domain ∆t1 = 1.5 · 10−7s has been chosen, while for the URANS domain
∆t2 = 10∆t1 = 1.5 · 10−6s. In this way, for the SAS domain, the CFL
number obtained is:
CFL =
u(r = 0) ·∆t1
∆x
' 0.18 (3.2)
ensuring an appropriate time resolution (according to [65], CFL < 1
should be guaranteed in the “LES” zones.).
Calculation, based on the loosely coupled strategy, has been started
from coupled RANS solutions of the two sub-domains. Due to the dif-
ferent time steps (∆t2 = 10∆t1), the exchange of boundary conditions
was set every ten time steps for the first sub-domain (passage of F to
the second sub-domain) and every time step for the second one (passage
of B to the first sub-domain). In this way, a “relaxed” variation of the
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back pressure on the outlet section of the SAS domain is obtained. Ten
numerical iterations have been executed for each physical iteration of the
SAS solver while twenty numerical iterations were necessary to obtain
an adequate convergence of the physical iterations of the URANS solver
due to the larger time step. The amplitude of the moving window for the
computation of the average quantities of the data set F has been set to
0.6 ·10−4s, corresponding to 1/3 of the convective time of the entire tube.
More in detail, the time interval of the moving window corresponds to
400 time steps of the SAS domain and, consequently, to 40 time steps of
the URANS domain.
After a first initial phase necessary to reach statistical convergence, 14
convective times (0.00252s) has been simulated to collect time statistics.
It was necessary to use non-reflecting boundary conditions (NRBC)
on the outlet sections of both the sub-domains, since if simple reflective
conditions were used, spurious pressure waves reflections induce unphys-
ical strong fluctuations of the solution.
3.3.2 Results
Figure 3.18 shows an instantaneous map of the axial velocity field
along a longitudinal section of the domains (the URANS solution is shown
in the overlapped region). As it is possible to observe, the SAS solution is
characterized by velocity gradients in axial and radial directions, caused
by the synthetic turbulence generation imposed on the inlet section. On
the contrary, due to the effect of the moving window that acts like a low-
pass filter in the transmission of data from SAS to URANS, the second
domain is mainly characterized by radial velocity gradients.
The effect of the averaging process passing from SAS to URANS is
clearly observable in Figure 3.19, where the axial velocity signal obtained
on a point positioned along the axis of the tube, in correspondence of the
inlet section of the second sub-domain, is shown. Such point is shared
between the SAS and the URANS sub-domains, allowing the compari-
son of the solution on the two sides. Figure 3.19(a) reports the signal
on a time window large about 1.1 convective times. As it is possible to
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Figure 3.18: Instantaneous axial velocity field; URANS solution is
shown on the overlapped region.
observe, on the SAS side, the velocity signal is characterized by strong
high-frequency fluctuations while, after the averaging process, the same
point on the URANS side is characterized by a filtered signal. Figure
3.19(b) reports the same signal of Figure 3.19(a), but showing a narrow
time window. Points represent the discrete samples that compose the
signals. As it is possible to note, the time resolution of the SAS signal is
higher than the URANS one, coherently with the relation ∆t2 = 10∆t1.
On a plane corresponding to the inlet section of the second sub-domain, a
study of the transmission of turbulent quantities has been done. Details
are reported in Figure 3.20 in terms of time averaged quantities. Figure
3.20(a) reports the ratio between the modeled and the total turbulent
kinetic energy. As explained previously, this quantity allows establish-
ing if an adequate resolution of turbulence is obtained in scale-resolving
simulations. An appropriate solution in terms of turbulence resolution
is obtained when M ≤ 0.2 [51]. The quantity M has been calculated
in both the sub-domains. As shown in Figure 3.20(a), the SAS solution
evidences an LES behavior along most of the radius (M ≤ 0.2), while
M > 0.2 only in the outer parts of the domain, near wall, where the
peak of turbulent kinetic energy is present. On the opposite, for the
URANS solution, M is close to unity along most of the radial coordi-
nate, indicating that turbulence is mainly modeled, as expected from a
Reynolds-averaged simulation. M is not equal to unity in the URANS
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(a) time window on about 1.1 convective times
(b) time window on about 0.22 convective times
Figure 3.19: Axial velocity signal on a point positioned along the axis of
the tube in correspondence of the inlet section of the second
sub-domain.
solution since a portion of the turbulent kinetic energy is still present
in terms of velocity fluctuations (see Figure 3.19). Made these premises,
the average total turbulent kinetic energy profiles (containing resolved
and modeled terms), shown in Figure 3.20(b), are coherent, except for a
slight underestimation of ktot in the URANS solution.
As explained previously, turbulence specific dissipation rate is not di-
rectly passed from the SAS computation to the URANS one. The approx-
imation of assuming a frozen field of ω, deriving from the RANS/RANS
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(a) M = kmod/ktot (b) turbulent kinetic energy
(c) specific dissipation rate
Figure 3.20: Time averaged radial profiles of M [51], turbulent kinetic
energy and specific dissipation rate on a section positioned in
correspondence of the inlet of the second sub-domain.
coupled simulation, at the inlet of the second sub-domain is done. For
this reason, as shown in Figure 3.20(c), radial profiles of ω differ sensibly
in the core of the flow, while tends to the same value at the maximum
radius as a consequence of the imposition of the same boundary condition
along the wall in terms of ω.
In order to verify that the domain subdivision does not affect sensi-
bly the solution, velocity profiles obtained with the SAS/URANS com-
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Figure 3.21: Time averaged radial profile of axial velocity on a section
positioned in correspondence of the inlet of the second sub-domain.
putation along a section positioned in correspondence of the inlet of the
second sub-domain, are compared with the velocity profile obtained with
the simulation of the entire domain with the SAS approach. Profiles
are reported in Figure 3.21. No evident discrepancies can be observed
between the velocity profiles relative to SAS and RANS solutions of the
coupled case. Moreover, the results of the coupled simulation agrees very
well with the one of the entire domain simulated with the SAS approach,
evidencing that the application of the coupling method does not affect
the prediction of the flow field.
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After having validated the methodology for the coupling of different
CFD solvers, its application to a realistic test case of interaction between
annular combustion chamber and high-pressure turbine vanes is proposed
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Figure 4.1: Computational domain.
in this Chapter. The annular combustor considered is a “virtual model”
designed ad hoc for this activity, while the high pressure vanes considered
are those of the well-known MT1 turbine stage used in the framework of
the EU projects TATEF I and TATEF II [7, 21, 66]. Details about
geometry and boundary conditions are reported in the following sections,
after which the numerical results are presented.
4.1 Description of the test case
A schematic of the computational domain is reported in Figure 4.1.
It is a periodic sector of 22.5◦ that includes a burner of the combustion
chamber and two vanes, with an overlapped region which axial extension
is 0.38 NGV axial chords. Detailed descriptions of the two sub-domains
are given in the follow.
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4.1.1 Annular combustor
As previously mentioned, the combustion chamber is a virtual model
designed during the PhD activity and no experimental data are available.
The decision to design and use such model has been dictated by the
impossibility to access actual industrial geometries. It was therefore de-
cided to reproduce a model representative of a modern lean-burn annular
combustor making use of existing scientific literature. The combustion
chamber presented here is an evolution of the one described in [67]. The
main principle at the base of the design of the virtual model was to ade-
quately reproduce aero-thermal characteristics on the interface between
combustor and turbine. At the same time some constraints on geometry
and operating conditions were imposed by the selected turbine. Concern-
ing geometrical constraints, the shape of the endwalls of the vanes were to
be respected. As it is possible to observe from Figure 4.1, the liner walls
perfectly match the hub and casing surfaces of the turbine. The only
fluid contained within the liner has been modeled, without considering
any external casing in order to reduce computational costs.
The whole combustion chamber is equipped with 16 main burners,
which corresponds to an equal number of pilot burners, arranged con-
centrically to the main ones with the function to provide an adequate
flame stabilization. In this way the ratio between burners and vanes is
1 : 2, it follows that the geometry is characterized by a periodicity of
22.5◦. A premixed stream of air and methane feed the main burner, from
which enters the 90% of the total thermal input. The remaining 10% of
the global thermal input is elaborated by a diffusion type pilot burner
that supports each main burner. Methane is injected in the pilot burners
through four cylindrical channels inclined in radial direction with respect
to the burner axis. Air/fuel mixture in the main burner and air in the pi-
lot one enter the combustion volume with tangential velocity components
(co-rotating) with an angle of 40◦ with respect to the axis that provides
swirl numbers of about 0.61 and 0.7 respectively for main and pilot burn-
ers. No swirler vanes are introduced in the computational model in order
to reduce computational costs. For this reason, the swirl velocities have
86
4. Study of a realistic case of interaction between combustor and
high-pressure turbine vanes
m˙air/m˙air,tot [%] m˙fuel/m˙fuel,tot [%]
main burner 75 90
pilot burner 5 10
outer slot cooling 2.6
inner slot cooling 1.8
outer effusion cooling 9.5
inner effusion cooling 6.1
Table 4.1: Air and fuel repartitions in the combustion chamber.
been imposed by means of boundary conditions.
The combustor liner is cooled by means of two slots, adjacent to the
dome, and through four effusion cooling platforms: two on the inner
liner and two on the outer one. The cooling configuration is quite similar
to the one studied by Andreini et al. [68]. Effusion cooling holes are not
inserted in the model because of the excessive requirement in terms of grid
resolution. The effusion platforms are treated by means of the adiabatic
homogeneous model proposed by Mendez and Nicoud [69] to reproduce
the effects of the effusion cooling on the main flow. Multiperforated
platforms have been replaced by inlet sections, where the coolant mass
flow rate is uniformly distributed with an inclination angle of 10◦ with
respect to the surface in order to reproduce the flow direction impressed
by inclined effusion holes.
The mass flow repartition of air and fuel is reported in Table 4.1.
A percentage of 20% of the total air is dedicated to the liner cooling,
while the remaining air flow passes through the burners. The 4.4% of
the air is used for slot cooling, while the 15.6% feeds the effusion cooling
platforms. The equivalence ratio of the main burner is Φ = 0.63, while
the pilot burner works at stoichiometric conditions (Φ = 1). The over-
all equivalence ratio Φ = 0.52 is characteristic of lean-burn combustion
systems. The operating pressure is 26bar and air enters the combustion
volume at a stagnation temperature of 770K, while fuel is provided at
300K. The Reynolds number of the main burner, considering the channel
height as reference, is about 4.17 · 105, while its Mach number is about
0.24.
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4.1.2 MT1 high-pressure vane
The nozzle guide vane of the MT1 transonic research high-pressure
stage [7, 21, 66] is inserted in the computational domain downstream to
the combustion chamber. An image of the stage is reported in Figure 4.2.
Such stage has been originally designed to operate with relatively low inlet
Figure 4.2: Instrumented MT1 stage [70].
total pressure (4.6bar) and total temperature (444K) thus, the coupling
with the combustor described above leads to alter its dimensional working
conditions. However, the matching between the operating conditions
of combustor and vane is thought in order to maintain unaltered non-
dimensional working parameters of the vane, as well as its geometry. In
such a way the vane operates in similitude with respect to the original
design point. In fact, when operative conditions of the combustor have
been chosen, reduced mass-flow has been maintained unchanged, in first
approximation, with respect to the design point m˙red ' m˙red,des (see
Dixon [71] for the definition) as well as Reynolds number Re ' Redes, as
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shown in the following equations:
m˙red =
m˙
√
RT01
D2p01
' m˙des
√
RdesT01,des
D2desp01,des
= m˙red,des (4.1)
Re =
ρUD
µ
' ρdesUdesDdes
µdes
= Redes (4.2)
where p01 and T01 are intended at the inlet section of the vane row and the
subscript “des” is referred to the design point. At the design point, the
Reynolds number of the NGV, based on its axial chord, is about 1.61·106 ,
while the absolute Mach number at the NGV exit is 0.879. Further details
on the MT1 stage can be found in [72, 73]. The geometry of the vane
has not been modified (D = Ddes), while all the other parameters change
when the NGV works in conjunction with the combustion chamber. It is
worth to underline that it must be also considered that the gas properties
R and µ change since air is elaborated at design point while the combustor
exit flow is constituted by a mixture composed mainly by N2, CO2, H2O
and O2 with different thermo-chemical properties with respect to air.
4.2 Numerical approach
Simulations of the combustor/NGV interaction have been performed
using a steady RANS approach with the loosely coupled methodology.
For both the sub-domains, the same code ANSYSR© Fluent has been used,
but with different numerical approaches. Within the combustion chamber
domain, the reactive turbulent flow is modeled using the SST turbulence
closure and the partially premixed combustion model implemented in
the solver. For the NGV sub-domain, the same turbulence closure is
used while it is supposed that combustion is “frozen” at the exit of the
combustor sub-domain. This assumption allows to avoid the need of
resolving additional transport equations relative to combustion modeling.
Such approximation will be discussed more in detail later in the text.
The computational domain used for the coupled simulations is re-
ported in Figure 4.1. The exit section of the first sub-domain (combus-
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tion chamber) is located on a plane positioned 0.25 NGV axial chords
upstream of the leading edges plane while the inlet section of the second
sub-domain (NGV) is located 0.6 NGV axial chords upstream of the lead-
ing edges plane. The computational domain terminates with the outlet
section of the NGV domain, which is located in correspondence of the
stator/rotor interface of the stage (' 0.21 axial chords downstream of
the trailing edge).
(a) combustion chamber
(b) nozzle guide vanes
Figure 4.3: Computational grids of combustion chamber and nozzle
guide vanes.
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Computational grids used for combustion chamber and NGV, both hy-
brid unstructured and generated with the commercial software CentaurTM
are respectively reported in Figures 4.3(a) and 4.3(b). The mesh of the
combustor is composed by about 5 · 106 elements while the NGV grid
counts about 3.3 · 106 elements for the two vanes. Grid setting for this
latter are derived from a previous work by Salvadori et al. [74], where a
grid dependency study was performed.
The ability of ANSYSR© Fluent in reproducing the isentropic Mach
number distribution along the MT1 vane in its original working condi-
tions (p01 = 4.6bar, T01 = 444K) has been evaluated comparing nu-
merical results with the available experimental data at three spanwise
positions. Results are reported in Figure 4.4 and are obtained with the
SST k−ω turbulence model by Menter [50]. The isentropic Mach number
distribution is in general good agreement with experimental data along
the pressure side while, along the suction side, some discrepancies are
Figure 4.4: Isentropic Mach number distribution at three spanwise
positions along the MT1 vane under uniform inlet conditions.
Comparison between experimental data and numerical results.
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present for x/Cax > 0.75. In that zone, numerical results slightly un-
derestimate flow acceleration at 50% and 90% of the spanwise position
while at 90% of the vane height the peak of Mach number is not well
reproduced by the CFD code. However, it is worth mentioning that, the
actual geometry is characterized by fillets that connect the vane surface
to hub and casing. Such geometric features are not reproduced in the
computational model and this represents surely a source of uncertainty
in comparing numerical results with experimental data.
4.2.1 Combustion modeling
The so-called “partially premixed” model [46] implemented in ANSYSR©
Fluent has been used to resolve the combustion process. It is based on the
premixed and the non-premixed combustion models and allows to simu-
late combustion systems where the premixed and non-premixed type of
combustion coexist. This is, in fact, the case of the analyzed combustor,
where a air/fuel mixture enters the main burner and contemporaneously
fuel is injected directly in the pilot burner.
The approach to non-premixed combustion modeling is based on the
“mixture fraction” concept: a scalar variable which is conserved during
the combustion process. It includes the concentration of all the species
taking part to the reaction [75]. Through the use of the mixture fraction
f , the thermo-chemical state of the flow is locally described by means of
the following ratio:
f =
Yi − Yi,ox
Yi,fuel − Yi,ox (4.3)
where Yi is the mass fraction of the i-th element, Yi,ox the mass fraction of
the element i contained in the oxidizer, while Yi,fuel is the mass fraction of
the element i contained in the fuel. It follows that f varies between 0 and
1, respectively for oxidizer and fuel. The possibility of “collapsing” all
the chemical species in the mixture fraction depends from the assumption
that all the species are characterized by the same diffusion coefficient.
In this way, the mixture fraction definition is unique and it is possible
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to substitute the transport equations for each specie to the transport
equations for two scalar quantities. The first one is relative to the time-
averaged mixture fraction itself (f):
∂
∂t
(ρf) +∇ · (ρ−→v f) = ∇ ·
(
µt
σt
∇f
)
+ Sm + S (4.4)
and the second one relative to its time-averaged variance (f ′ = f − f):
∂
∂t
(ρf ′2) +∇ · (ρ−→v f ′2) = (4.5)
= ∇ ·
(
µt
σt
∇f ′2
)
Cgµt(∇f)2 −Cdρ 
k
f ′2 + S
where σt, Cg and Cd are constants, Sm takes into account mass transfer
between liquid and gaseous phase in case of liquid fuels, while S indicates
source terms eventually defined (in our case both Sm and S are null). In
order to describe the interaction between chemistry and turbulence the
approach based on “assumed-shape probability density function” p(f)
has been used. It can be imagined as representative of the time fraction
in which fluid is in the state determined in the neighborhood of a given
value of f . Figure 4.5 summarizes this concept: on the right the fluctu-
ating behavior of the mixture fraction is shown while the corresponding
probability density function is shown on the left. The concept can be
Figure 4.5: Schematic of the probability density function from [46].
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expressed mathematically as follows:
p(f)4f = lim
T→∞
1
T
∑
i
τi (4.6)
where τi is the fraction of time where f assumes the value determined
from the neighborhood 4f . The shape of the probability density func-
tion depends from the nature of the turbulent fluctuations, which are
not known a priori. For this reason it is assumed before the calcula-
tion and in our case a β-function probability density function has been
assumed. Simulations have been performed using an extension of the
non-premixed model for non-adiabatic systems. In this way it is no more
sufficient the only mixture fraction to describe the local thermo-chemical
state but the enthalpy variable must be introduced in order to describe
energy exchanges. Chemistry is treated by means of the “diffusion lam-
inar flamelet” concept. It is based on the concept of imagine the turbu-
lent flame as an ensemble of diffusion laminar flamelets embedded within
the turbulent flow field. Through the use of a detailed chemical kinetic
mechanism it is possible to resolve, upstream of the CFD simulation, a
multitude of flaminar flames where fuel and oxidizer are injected in op-
position. Subsequently the generated flamelets must be “embedded” in
the turbulent flame by means of the approach based on the probability
density function described previously. In this way chemistry, which is pre-
processed and tabulated, is managed through a group of look-up tables
that are consulted during the resolution of the flow, without the need of
a time-consuming resolution of chemistry for each iteration. It is then
possible to take into account for complex chemical mechanisms ensuring
an accurate reproduction of the chemical processes. The chemical kinetic
mechanism used to describe methane combustion is a reduced mechanism
developed by Correa [76] that considers 16 chemical species and 41 reac-
tions. However the approach based on laminar flamelets is limited to the
assumption that chemistry is infinitely fast with respect to characteristic
aerodynamic phenomena, therefore it is not applicable for the prediction
of relatively slow chemical phenomena like for example NOx formation.
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The flamelet regime can be individuated through the Damko¨hler num-
ber Da, defined as the ratio between the characteristic time relative to
integral scale turbulence and the characteristic time of chemistry based
on laminar flame thickness and laminar flame speed. The hypothesis of
“fast chemistry” will be satisfied when Da  1. Further details on the
non-premixed combustion model and on flamelet generation are reported
in [46, 75].
What described up to here is relative to the non-premixed modality
of fuel injection and to its relative development of the combustion pro-
cess. On the other side it is necessary to treat the premixed combustion
process taking place downstream to the main burner of Figure 4.1. It has
been treated by means of the so-called “c-equation” model. It is based
on a scalar reactive quantity called “progress variable” that defines the
advancement of the reactive process being defined zero in the unburnt
mixture and unity in the burnt products. In terms of temperature it is
defined by:
c =
T − Tburnt
Tunburnt − Tunburnt (4.7)
The flame front propagation is solved by means of a transport equation
for the mean progress variable c:
∂
∂t
(ρc) +∇ · (ρ−→v c) = ∇ ·
(
µt
Sct
∇c
)
+ ρSc (4.8)
where Sct is the turbulent Schmidt number and Sc is the reaction progress
source terms. This latter term, the mean reaction rate, is modeled in the
following way:
ρSc = ρuUt |∇c| (4.9)
having defined ρu and Ut respectively how the unburnt density and the
turbulent flame speed. The right evaluation of the turbulent flame speed
is the key of the premixed combustion model. This local parameter has
been evaluated by means of the Zimont closure [77], which uses the local
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turbulence intensity and length scale to derive the turbulent flame speed
from the laminar one.
To summarize, the following equations are resolved in the combus-
tor domain: continuity, momentum (three components), energy, mixture
fraction, mixture fraction variance, progress variable, turbulent kinetic
energy and specific dissipation of this latter.
4.2.2 Hypothesis of uniform chemical species distribution
within the turbine domain
As mentioned before, going downstream to the combustor domain,
the combustion process is assumed to be frozen. In this way it is not
necessary to use combustion models within the turbine domain, reducing
computational costs. It is straightforward that this assumption is much
more realistic then the chemical reactions are close to the completion.
Although some chemical reactions, like for example the ones relative to
NOx formation, are relatively slow, it is reasonable to assume that most
of the chemical reactions that determine the heat release are completed
before that flow enters the turbine. Moreover, even if it is decided to
resolve combustion process within the turbine domain it should be con-
sidered that an appropriate combustion model should be chosen. In fact,
as described previously, the combustion model used is based on the as-
sumption that the chemical processes are infinitely faster than turbulent
phenomena. Such assumption may no longer be valid for the high-speed
flow that is established in the turbine, affecting the model accuracy.
Not only the combustion process is frozen downstream to the com-
bustor domain, but another approximation is done concerning the dis-
tribution of the combustion products. The concentration of these latter
is not uniformly distributed on the combustor/turbine interface and lo-
cal gradients are present, especially near the endwalls, where only the
cooling air is present. For this reason, in order to accurately describe
the transport of chemical species, it should be necessary to use a single
transport equation for each specie. Considering only the most impor-
tant species (CO2, H2O, O2 and N2), four additional equations should
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be resolved in the turbine domain, even if combustion is not considered.
This is obviously time-consuming and the following simplification is done.
Once a preliminary computation of the reactive flow in the combustor
is obtained without considering the turbine, the mass-weighted average
thermo-chemical properties are calculated on the plane corresponding to
the inlet section of the turbine domain. Such average values are used to
define the properties of the ideal gas that is used in the turbine domain to
reproduce the combustion products. In this way, using such “equivalent”
ideal gas, it is intrinsically assumed that combustion products are uni-
formly distributed within the turbine domain. An attempt to quantify
the error introduced by this approximation is reported in Appendix A.
4.2.3 Coupling process
To initialize the coupled simulations, a preliminary simulation of the
only combustion chamber has been performed with a uniform static pres-
sure map imposed on its outlet section, without considering the influence
of the downstream vanes. Once obtained the converged solution, the dis-
tributions of total pressure, components of the velocity unit vector, total
temperature, turbulent kinetic energy and turbulence specific dissipation
rate have been extracted on a plane corresponding to the inlet section of
the NGV domain. Such distributions have been used as inlet boundary
conditions for the computation of the only NGV domain. In this latter,
a static pressure map corresponding to the time-averaged result obtained
from an unsteady RANS computation of the entire MT1 stage, operating
at the design point, performed by Salvadori et al. [74], has been used
as outlet boundary condition. Obviously, since the working conditions
simulated with the upstream combustor are different with respect to the
MT1 design point (reported above), such pressure distribution has been
rescaled in order to obtain the mean exit value required by the actual
operating conditions.
After resolving the two separated domains in these two preliminary
steps, the iterative coupling process has been started. Convergence has
been obtained after 15 coupling cycles composed by 500 numerical it-
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erations for each solver. Two runs have been performed with different
thermal conditions imposed along the walls: adiabatic and isothermal.
The first has been used to derive the adiabatic wall temperature distri-
bution while the second one permitted to calculate wall heat flux.
4.3 Characterization of the aero-thermal field at the
exit section of the combustion chamber
As mentioned before, no experimental data are available for the con-
sidered combustion chamber. Therefore, the first step was to evaluate
the coherence of the aero-thermal field at the exit with data available in
the scientific literature relatively to modern low-emission gas turbine an-
nular combustion chambers or hot streaks generators dedicated to their
reproduction.
A map of non-dimensional total temperature (non-dimensionalized
with respect the mass-weighted average), with superimposed velocity vec-
tors, extracted on a plane corresponding to the inlet section of the NGV
domain, is shown in Figure 4.6. It has been obtained from a steady
RANS simulation of the combustor domain only, with uniform static
pressure imposed on the outlet section. The plane is located 0.6 NGV
axial chords upstream of the leading edge plane and the image is a view
looking upstream from the turbine. As it is possible to observe, the hot
fluid is confined in the central region of the height of the channel, while,
coolant injected within the combustion chamber generates cold streaks
along the endwalls. It is also evident that swirl, imposed by the burners,
is conserved up to the analyzed plane. Differently from what expected,
the swirl center is not positioned centrally with respect to the burner
position (central with respect to Figure 4.6), but it is moved tangen-
tially. Such lateral migration has been observed also in [67] and can be
attributed to the shape of the end-walls; the internal end-wall in fact is
more curved than the external one. This implies that the meanline of
the channel, moving from combustor to turbine, is characterized by an
increase of radius. Vorticity originated by the swirler is initially oriented
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Figure 4.6: Aero-thermal field on the combustor/turbine interface.
as the axis of the machine but, since the mean radius increases towards
the vanes, the vortex tube is forced to deflect radially. As a consequence
of this deflection the vortex core tends to moves laterally. From a math-
ematical point of view, the vorticity equation should be considered; for a
steady incompressible flow of a Newtonian fluid in absence of body forces
it can be expressed as follows:(
~V · ~∇
)
~ω =
µ
ρ
∇2~ω +
(
~ω · ~∇
)
~V (4.10)
The therm on the left-hand side of equation 4.10 represents the inviscid
transport of vorticity. The first term on the right-hand side represents
diffusion of an existent vorticity due to viscosity while the second term is
responsible for reorientation or stretching of vortex filaments [78]. This
latter term, present also for inviscid flows, is the reason why the vortex
core migrates tangentially. In case the end-walls were parallel planes,
swirl is not subjected to changes of direction and remains aligned with
the swirler from which it was generated. This behavior is evident in
the work by Giller and Schiffer [27], where a linear cascade with straight
end-walls is analyzed. On the contrary, a tangential migration could
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(a) RTDF (b) non-dimensional total
temperature
Figure 4.7: Comparison of RTDF and tangentially averaged
non-dimensional total temperature with respect to available data from
scientific literature.
be noticed in the work by Hall et al. [32], where the analyzed combustor
simulator test rig is characterized by a shape of the end-walls very similar
to the test case considered in this thesis.
On the considered combustor/turbine interface, the combustor model
reproduces fairly well the radial distributions of non-dimensional tem-
perature of other test cases available in literature, as shown in Figure
4.7. Non-uniformities are reported in terms of local Radial Temperature
Distortion Factor (RTDF ) and non-dimensional total temperature. Pro-
files, obtained from the simulation of the only combustor domain, are
compared with the ones available from the works by Cha et al. [6], You
et al. [79], Beard et al. [80] and Hall et al. [32]. The local RTDF (r) is
defined by:
RTDF (r) =
T0;t.a. − T0;mean
∆T0;cc
(4.11)
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where T0;t.a. is the tangentially-averaged total temperature and T0;mean is
the mean total temperature; ∆T0;cc is the total temperature rise between
T0;mean and temperature of air entering the combustion chamber itself.
Concerning the references from literature, the works by Cha et al. [6] and
You et al. [79], reported in Figure 4.7(a), both concerns real combustion
chambers for aero engines. The first one analyzes a RQL combustion
chamber experimented in similitude conditions, without reacting flow.
The second one is relative to the combustion chamber of the Pratt &
Whitney 6000 engine. The works by Beard et al. [80] and Hall et al.
[32] of Figure 4.7(b) are instead both referred to hot streak generators,
experimented at the Oxford Turbine Research Facility (OTRF), working
in conditions of non-reacting flow. All the literature references differ
between them, especially in the regions close to the endwalls. However,
the temperature profile of the present analysis (solid line in Figure 4.7) is
a compromise both in terms of maximum temperature peak in the central
region of the span and near the endwalls. It was therefor judged that the
virtual combustor model was adequate to reproduce a realistic thermal
field at the entry section of the high-pressure turbine. The aerodynamic
field obtained from the steady RANS computation of the combustor only,
on the plane positioned 0.6 NGV axial chords upstream of the leading
edge plane, has been also compared in Figure 4.8 in terms of yaw angle
with data available in the work by Qureshi et al. [24]. Such reference
data are relative to target distributions, at 20% and 80% of the height of
the channel, that had to be matched by the authors through an apposite
swirl generator. As visible from Figure 4.8, the yaw angle distributions
of the present analysis are less aggressive with respect to the ones of
Qureshi et al. [24], especially in terms of maximum and minimum peaks.
Turbulence intensity and turbulence length scale, obtained on the
combustor/turbine interface, are shown in Figure 4.9. These values, even
if obtained with a RANS simulation, are indicative of the tubulence quan-
tities on the inlet section of the turbine. A streak with high turbulence
intensity (' 30%) appears in the central part of the channel, with an
inclined shape caused by swirl. Such high value of Tu is in line with
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Figure 4.8: Comparison of yaw angle distributions at 20% and 80% of
the channel height; reference data are extracted from the work by
Qureshi et al. [24].
what emerged from Chapter 1.
The length scale, calculated as the local ratio
√
k/ω and normalized
with respect to the channel height, is shown in Figure 4.9(b). The maxi-
mum peak found is about 5% of the height of the channel. This value is
lower with respect to the findings of Chapter 1 but it must be considered
that no turbulence scales are resolved with a RANS simulation.
4.4 Results
Figure 4.10 reports the isentropic Mach number distributions at three
vane heights, for the two vanes; results of the coupled simulations are com-
pared with the ones relative to the simulation of the only NGV domain
considering uniform inlet flow. As expected, S1 and S2 vanes work under
different aerodynamic conditions with respect to the uniform inlet case.
In particular, an increment of the aerodynamic load can be observed at
10%, especially for the S2 vane. At midspan no noticeable differences are
present neither between S1 an S2 nor with respect to the uniform inlet
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(a) turbulence intensity
(b) normalized turbulence length scale
Figure 4.9: Distributions of turbulence intensity and turbulent length
scale on the combustor/turbine interface plane.
case. Near casing, at 90% of the height, both the vanes have a reduced
aerodynamic load with respect to the uniform case and the difference is
more marked on the S2 vane. All these variations are due to changes
of the flow incidence with respect to the uniform case, induced by the
incoming swirl. At 10% the incidence is slightly increased, while at 90%
is reduced, coherently with the swirl motion imposed in the combustor,
which generates a positive axial vorticity component with respect to the
burner machine axis. The cause of the more pronounced aerodynamic
variations evidenced on the S2 vane can be ascribed to the previously
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(a) 10% span
(b) 50% span (c) 90% span
Figure 4.10: Comparison between the isentropic Mach number
distributions on the NGV obtained with coupled simulation and
uniform inflow.
mentioned lateral swirl migration taking place passing from combustion
chamber to turbine. In fact, despite of the burner is centered with re-
spect to the vane passage, swirl tends to move laterally with respect to
the original direction and arrives at the inlet section of the turbine close
to the S2 vane. Due to the aero-thermal distortions entering the turbine,
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(a) total temperature
(b) total pressure (c) yaw angle
Figure 4.11: Tangentially-averaged quantities measure on the outlet
section of the NGV domain (corresponding to the stator/rotor
interface).
the characteristic of the flow downstream of the NGV row are modified
with respect to a case considering uniform inlet flow. Such variations
are particularly critical for the downstream rotor and a measure of how
they impact on the operation of the rotor can be deduced observing the
tangentially-averaged quantities measured on the NGV outlet section re-
ported in Figure 4.11. As stated before, that section has been defined in
correspondence of the stator/rotor interface of the stage. All the quan-
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tities reported in Figure 4.11 are mass-weighted averages. From Figure
4.11(a), showing the spanwise distribution of the total temperature, the
effect of the hot spot is clearly visible. In fact, compared with the uniform
case, the coupled one is characterized by an increased total temperature
peak located slightly below midspan while lower total temperature is
present near the endwalls. Such temperature reductions are due to the
cold streaks established by the action of the cooling system present in
the combustion chamber.
As demonstrated previously in Figure 4.10, residual swirl and total
pressure non-uniformities, exiting from the combustor, considerably alter
aerodynamics of the vanes and consequently its losses. This is visible in
Figure 4.11(b), where the spanwise distribution of total pressure is shown.
This latter is normalized with respect to the average total pressure mea-
sure in the combustor, on a plane corresponding to the inlet section of
the NGV domain. The increased losses due to flow distortions present in
the coupled cases are particularly evident in the lower part of the span.
Such increased losses can be ascribed to the interaction between residual
swirl and secondary flows developing inside the vane passages. Figure
4.11(c), that reports the radial distribution of the exit yaw angle, sup-
ports this hypothesis. In fact, a considerable under-turning is present in
the lower part of the span, where swirl and passage vortex are discordant.
The opposite happens in the upper middle part of the span, where an
overturning can be observed for the coupled case.
Variations of the tangentially-averaged quantities shown in Figure
4.11 are absolutely non-negligible considering both the NGV and the op-
eration of the components downstream of it. Therefore, these results
underline the importance of taking into account the real working condi-
tions of components.
Although the aerodynamic variations induced by distortions coming
from the combustion chamber are relevant, the behavior of the NGV is
also modified from a thermal point of view. Adiabatic wall temperature
and heat transfer coefficient are analyzed in the follow. Distributions of
non-dimensional adiabatic wall temperature along the vanes are reported
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(a) S1
(b) S2
Figure 4.12: Distributions of non-dimensional adiabatic wall
temperature on S1 and S2 vanes.
in Figure 4.12. The hot streak migration causes a non-uniform distri-
bution along the surfaces of the vanes and, similarly to what observed
before concerning aerodynamic load, the two vanes are subjected to very
different conditions. Differently from the aerodynamic load, in this case
the most critical conditions are relative to the S1 vane, where the high-
temperature region is more extended with respect to the S2 vane, both
in streamwise and in spanwise directions. Moreover, the characteristic
shape of the hot streak, distorted by swirl, leads to a different position-
ing of such high-temperature zones. In fact the hot streak impacts on
the S1 vane in the upper part of span, vice versa, for the S2 vane, it goes
to affect the lower part of the span, leaving a marked cold streak near
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(a) S1
(b) S2
Figure 4.13: Distributions of heat transfer coefficient on S1 and S2
vanes.
casing.
Distributions of heat transfer coefficient are ported in Figure 4.13; it
is calculated according to the following definition:
HTC =
q˙
Taw − Tw (4.12)
where q˙ is the local wall heat flux, obtained through a simulation with an
imposed uniform wall temperature (Tw) and Taw is the adiabatic wall tem-
perature distribution shown in Figure 4.12. Although some differences
are present, distributions of heat transfer coefficient are characterized
by less marked vane-to-vane differences with respect to what previously
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observed in terms of adiabatic wall temperature. The maximum peak
is located on the suction side of the S2 vane, in the upper part of the
span, where, the heat transfer coefficient remains higher with respect to
the S1 vane also downstream. On the contrary, looking at the pressure
side, a more extended spot with HTC is present on the S1 vane. The
non-uniform distribution of heat transfer coefficient along the vane sur-
faces is due to, obviously the flow acceleration inside the passages and,
in addition, to the non-uniformly distributed turbulence intensity of the
incoming flow (Figure 4.9(a)). Close to the endwalls, the effect of sec-
ondary flows in determining the spanwise gradients of HTC are visible,
especially along the suction side of the vanes.
Comparing the results of the coupled simulations (adiabatic and isother-
mal cases) with the analogous obtained using a uniform inlet flow with
the same average parameters of coupled one, it has been possible to cal-
culate local differences of adiabatic wall temperature (∆Taw) and heat
transfer coefficient (∆HTC) along the surfaces. ∆Taw and ∆HTC are
defined as:
∆Taw =
Taw;coupled − Taw;uniform
Taw;uniform
(4.13)
∆HTC =
HTCcoupled −HTCuniform
HTCuniform
(4.14)
Such differences are reported in percentage terms respectively in Figures
4.14 and 4.15. These maps report locally the percentage error that would
be committed relying on a simulation that does not take into account any
inlet distortion. As for the adiabatic wall temperature distribution, also
the qualitative behavior of ∆Taw is characterized mainly by spanwise
gradients, being the inlet total temperature of the reference simulation
uniform. ∆Taw ranges from −30% up to +10%. The negative peaks
are located close to the endwalls, where the reference simulation does
not take into account the cold streaks generated by the cooling system
of the combustor. The maximum peak instead is located in the upper
middle part of the S1 vane and is more extended axially along the suction
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(a) S1
(b) S2
Figure 4.14: Distributions on S1 and S2 vanes of the difference between
adiabatic wall temperature of the coupled simulation with respect to
the case with uniform inflow.
side. Even if the present simulations do not consider the turbine cool-
ing system, it is possible to draw some considerations concerning this
latter. Relying the cooling system design on simulations that do not con-
sider any inlet temperature distortion, two problems can emerge. The
first one is related to the overestimation of the main flow temperature
close to the endwalls, that could drive the designer to overestimate the
amount of cooling air needed to protect such zones. The second problem
is opposite and is related to the underestimation of the main flow tem-
perature in the zone interested by the hot streak. In those regions the
designer, based on the estimation done considering uniform inflow, could
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(a) S1
(b) S2
Figure 4.15: Distributions on S1 and S2 vanes of the difference between
heat transfer coefficient of the coupled simulation with respect to the
case with uniform inflow.
be inclined to save cooling air, with potential deleterious effects on the
component reliability. Obviously, the actual metal temperature of the
vanes depends, apart from the efficacy of the cooling system, not only by
the adiabatic wall temperature but also from the heat transfer coefficient.
The same evaluations proposed above in terms of ∆Taw can be done in
terms of ∆HTC (Figure 4.15). Percentage variation of the heat transfer
coefficient, with respect to the reference case, is wider with respect to
∆Taw, ranging from −25% to +35%. The maximum peak is located on
the S2 vane (where the most pronounced incidence variations have been
observed; see Figure 4.10) along the pressure side, in the lower part of
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Figure 4.16: Zones (depicted in red) where both adiabatic wall
temperature and heat transfer coefficient are underestimated using
uniform inlet boundary conditions.
the span. Both Figures 4.15(a) and 4.15(b) evidence large percentage
variations in the estimation of the heat transfer coefficient close to the
endwalls. This is a clear sign that secondary flows, characterizing these
zones, are modified by the incoming aerodynamic distortions.
Combining the information given by data shown in Figures 4.14 and
4.15, it is possible to evaluate zones where, the consideration of a uni-
form inlet flow would lead to an underestimation of both adiabatic wall
temperature and heat transfer coefficient. Such zones are individuated
by the following simple criterion:
min(∆Taw,∆HTC) > 0 (4.15)
The colored parts of the vanes shown in Figure 4.16 indicates where the
criterion is satisfied. In this way, critical zones associated to not consider
inlet aero-thermal flow distortions are highlighted. The “critical” zones
cover large portions of pressure and suction side of both the vanes. The
fact that both ∆Taw and ∆HTC are greater than zero does not imply
necessarily that metal temperature will be higher than in other zones
but, however, it provides a measure of how uniform inlet conditions can
be ineffective in simulating the actual behavior of components. However,
any consideration on metal temperature and component life can not be
separated by an evaluation of the temperature field inside the metal parts
itself, for example by means of conjugate heat transfer simulations.
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Study of the effects of combustor
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high-pressure vane
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In the previous Chapter, the importance of considering the actual
working conditions at which components are subjected to, has been high-
lighted analyzing an annular combustor and a high-pressure vane, this
115
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latter without considering cooling system. Results have demonstrated
strong aerodynamic variations with respect to a reference case with uni-
form inlet boundary conditions, suggesting important modifications of
the operation of cooling systems, where present. In the present Chapter,
a film-cooled high pressure vane subjected to inlet temperature distor-
tions and residual swirl is considered. Performance of the cooling system
and metal temperature distributions are evaluated by means of conjugate
heat transfer (CHT) simulations.
5.1 Description of the test case
The test case used for numerical activity is a heavily film cooled vane
which detailed description is available in the research papers of Jonsson
and Ott [81] and Charbonnier et al. [82]. It is a transonic research vane,
experimentally investigated with uniform inflow conditions in a linear
cascade at the Ecole Polythecnique Fe´de´rale de Lausanne during the
EU-funded TATEF2 project. The exit Reynolds number based on chord
length is 1.46 · 106 while the nominal value of isentropic Mach number
at the outlet section is 0.88. The cooling system, shown in Figure 5.1,
Figure 5.1: Schematic of the cooling system.
consists of three rows of fan-shaped holes on both pressure and suction
side while 4 rows of cylindrical holes inclined by 45◦ downward protect the
leading edge of the vane (showerhead). The streamwise injection angle of
the fan-shaped holes is different row by row and ranges from 31◦ of row
10 to 53.3◦ of row 3 with respect to the local surface tangential direction.
The diffuser shape opens 12◦ symmetrically in both lateral directions
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main coolant
working fluid air CO2
inlet total pressure [bar] 1.535 1.780
inlet total temperature [K] 333 303
inlet turbulence intensity [%] 10
inlet turbulence length scale [m] 0.013
exit static pressure [bar] 0.927
Table 5.1: Working conditions of the experimental case.
together with a laid-back angle of 15◦. Two computational domains have
been considered for the numerical campaign. The first one, referred as
experimental geometry, has been used for grid sensitivity analysis and
validation while the second one, referred as realistic geometry (or engine-
like geometry), has been used for the evaluation of the thermal effects
with realistic inlet conditions. The computational domain used for grid
sensitivity analysis and turbulence model assessment is shown in Figure
5.2(a) and reproduces the experimental configuration of Jonsson and Ott
[81] reported in Figure 5.2(b). It includes the whole fluid region with
plenum and cooling channels but no solid parts. Inlet and outlet sections
are placed respectively about 0.65Cax upstream of the leading edge and
about 0.6Cax downstream of the trailing edge. The coolant inlet is on
the top of the plenum.
For the experimental configuration, CO2 is used as coolant in order
to match coolant-to-main-flow density ratio (DR = 1.6) of an engine-like
condition. The nominal blowing ratio (BR) of the showerhead cooling
system is about 2.8, while varies from 1 to 1.5 moving from row 1 to row
3 and from 3.4 to 1.5 moving from row 8 to row 10. The other working
conditions are reported in Table 5.1. Since no information were present
concerning turbulence quantities for the cooling flow, a turbulence level of
5% and a length scale of 0.0004m have been imposed in the simulations.
In order to study the effects of realistic inlet conditions, the computa-
tional domain has been modified to be representative of a real machine
configuration. The novel geometry, shown in Figure 5.2(c), has identical
cooling system but is composed of two vanes and has a reduced aspect
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(a) domain of the experimental configuration (b) experimental test ar-
ticle
(c) domain of the engine-like configuration
Figure 5.2: Geometrical configurations tested.
ratio in order to match the realistic inlet profile periodicity and character-
istic dimensions ratio. The model includes the whole fluid region (both
plenums and cooling channels) and also solid regions in order to allow
CHT simulations for the estimation of its thermal field.
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5.1.1 Simulation matrix
All the simulations performed are summarized in Table 5.2. Simula-
tions are subdived in three main groups. The first one is dedicated to the
model assessment and includes grid sensitivity analysis and comparisons
of numerical results with the experimental data in terms of adiabatic ef-
fectiveness ηaw, wall heat flux q˙ and isentropic Mach number along the
vane. This latter is evaluated on the same vane geometry but without
cooling system.
The second group of simulations is dedicated to the study of the
effects of swirl on the adiabatic film cooling effectiveness. A simulation
with uniform inlet flow is used as reference for the comparison with two
simulations where an aggressive swirl is imposed on the inlet section,
considering two different alignments with respect to the vanes. The two
configurations tested are relative to the swirl core aligned once with the
vane passage and once with the leading edge.
The third group of simulations concerns the study of the combined
effect of an inlet swirl with a superimposed hot spot. Also here, a sim-
ulation with uniform inlet flow is taken as a reference and is compared
with two simulations where hot spot and swirl are clocked in the same
positions used in the second group of simulations.
Adiabatic effectiveness has been evaluated via adiabatic condition
imposed along the walls while an isothermal condition of 323K has been
imposed according to Charbonnier et al. [82] for analyzing the heat flux.
For the last group of simulations, since conjugate heat transfer is used, the
thermal boundary condition present along the solid surfaces is determined
by the coupled resolution of the thermal field of solid and fluid.
The non-uniform inlet boundary conditions used in the second and
third groups of simulations are described in the following section.
5.1.2 Non-uniform inlet boundary conditions
The hot spot and swirl profiles used derives from the experimental
campaign of the EU-funded TATEF2 project and are respectively de-
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domain n◦ of vanes thermal b.c. hot spot swirl
grid sensitivity (uniform inlet flow) experimental 1 323K no no
evaluation of ηaw (uniform inlet flow) experimental 1 adiabatic no no
evaluation of q˙ (uniform inlet flow) experimental 1 323K no no
evaluation of Mis (uniform inlet flow) experimental 1 323K no no
uniform engine-like 2 adiabatic no no
swirl aligned to leading edge engine-like 2 adiabatic no yes
swirl aligned to passage engine-like 2 adiabatic no yes
uniform engine-like 2 CHT no no
hot spot and swirl aligned to leading edge engine-like 2 CHT yes yes
hot spot and swirl aligned to passage engine-like 2 CHT yes yes
Table 5.2: Test matrix.
5.1 Description of the test case 121
(a) passage aligned configuration
(b) leading edge aligned configuration
Figure 5.3: Relative alignments between inlet distortions and vanes.
scribed in the work by Salvadori et al. [74] and by Qureshi et al. [24]. The
hot spot profile, already presented in Figure 1.5, is colloquially referred
from the TATEF2 project as “EOTDF” (Enhanced Overall Temperature
Distortion Factor). A measure of the spanwise and pitchwise temperature
non-uniformities is given respectively as follows:
max(T0;t.a.)−min(T0;t.a.)
T0
= 0.335 (5.1)
max(T0;s.a.)−min(T0;s.a.)
T0
= 0.14 (5.2)
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where T0;t.a. and T0;s.a. are respectively the tangentially-averaged and
spanwise-averaged total temperature, while T0 is the total temperature
averaged over the whole inlet surface and is equal to the one used for uni-
form simulations. A preferential spanwise variation is present, coherently
with modern aero-engines.
The swirl profile, deriving from the work by Qureshi et al. [24], is
shown in Figure 1.13.
Both hot spot and swirl have been rearranged in spanwise and pitch-
wise directions in order to be adapted to the geometry of the test case,
obtaining a 1 : 2 ratio between non-uniformities and number of vanes.
As mentioned previously, two different relative alignments between non-
uniformities and vanes have been tested. The passage aligned configu-
ration is shown in Figure 5.3(a) while the leading edge aligned one is
reported in Figure 5.3(b).
When non-uniform inlet flows are analyzed, in order to maintain co-
herency between the minimum temperature of the non-uniform inlet pro-
file and the coolant temperature, this latter has been reduced for the
engine-like case. A coolant-to-main-flow temperature ratio of 0.598 has
been used with main flow total temperature unaltered. Moreover air has
been used as coolant, instead of using CO2, without modifying its inlet
pressure in order to obtain a nominal density ratio equal to the experi-
mental case.
5.1.3 Numerical approach
Steady Reynolds-averaged Navier-Stokes simulations have been per-
formed, on hybrid unstructured grids, using the commercial code ANSYSR©
Fluent. To ensure reliable results, a preliminary grid sensitivity analysis
has been done, together with the assessment of the turbulence model. A
second-order accurate upwind discretization has been applied in space,
while gradients are reconstructed with the Green-Gauss node based ap-
proach. The pressure-based solver has been used in conjunction with the
SIMPLE scheme for pressure-velocity coupling.
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5.2.1 Grid sensitivity analysis
The geometry of a film-cooled vane is characterized by large variations
of characteristic lengths from cooling channels diameter to vane chord.
This implies that very different length scales of the flow are present, mak-
ing grid generation a crucial issue. A grid dependence analysis has been
carried out on the experimental configuration using hybrid unstructured
grids generated with the commercial software CentaurTM. A domain
composed by a single vane (fluid only) has been used for this purpose.
Prismatic layers are used near the walls to accurately reproduce boundary
layer while tetrahedral elements fill the remaining volume. Refinements
have been enforced in the cooling channels, near the vane surfaces and
in the mixing zone between cooling flow and main stream. Four differ-
ent grids have been generated consisting of about 3.66 · 106, 6.35 · 106,
14.2·106 , and 25.9·106 elements. For all the grids the number of prismatic
layers and their height are the same, in order to maintain the accuracy
in the discretization of the boundary layer. For all the cases the average
y+ is about 0.3 and its maximum is about 0.92. Simulations of the grid
sensitivity analysis has been performed using a re-calibrated version of
the kT − kL−ω model (originally proposed by Walters and Cokljat [83]),
which details will be provided in section 5.2.2.
Spanwise-averaged isentropic Mach number distributions are shown
in Figure 5.4 for the various grid resolutions. Negligible variations have
been observed therefore results are not sensitive to grid in terms of static
pressure field. A more detailed evaluation demonstrates that strong
effects of the grid resolution can be observed in terms of aggregated pa-
rameters. Figure 5.5 reports the dependence, with respect to the total
number of elements, of mainstream and coolant mass flow rates as well as
the average heat flux along the vane surface. Values are normalized with
respect to the result corresponding to the finer grid. The mainstream
mass flow is scarcely influenced by grid resolution but, on the contrary,
a strong dependence can be observed for the coarse grids in terms of
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Figure 5.4: Effect of grid resolution in determining isentropic Mach
number distribution on the cooled vane (experimental configuration).
Figure 5.5: Effect of grid resolution in affecting mass flow rates and
average heat fluxes over the blade surface.
coolant mass flow. The behavior becomes almost asymptotic passing
from 14.2 · 106 to 25.9 · 106 elements. Heat flux is the most sensitive
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to grid resolution. Although the difference in average heat flux predic-
tion is reduced sensibly increasing the number of elements, non-negligible
variations has been observed passing from 14.2 ·106 to 25.9 ·106 elements.
Grid effects have been quantified for the mass flows and total pressure
losses using Grid Convergence Index (GCI) suggested by Roache et al.
[84]. The value of the GCI for coolant mass flow on the finest meshes is
1.18% while for the total pressure loss coefficient is 0.45%. This latter is
defined as follows:
ξ =
p01;main − p02
p02 − p2 (5.3)
It can be concluded that increasing the computational cost from the
14.2 · 106 elements to the 25.9 · 106 does not imply substantial variations
in terms of the analyzed quantities. Despite the non-negligible change
in terms of average heat flux remains, the 14.2 · 106 elements grid has
been selected for the numerical campaign, resulting a trade-off between
accuracy and computational costs. Once the distribution of the char-
acteristic grid dimensions has been assessed it has also been applied to
the engine-like domain. The grid obtained for such configuration, counts
about 37 · 106 elements, including solid parts (vanes and endwalls). The
obtained grids are shown in Figure 5.6.
(a) experimental configuration (b) engine-like configuration
Figure 5.6: Computational grids of the tested configurations.
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5.2.2 Turbulence model assessment
Once the appropriate resolution of the computational grid has been
determined, an assessment of the turbulence model has been performed.
Three different turbulence closures have been considered: the fully turbu-
lent SST k−ω model by Menter [50], the transitional kT − kL−ω model
in the original configuration proposed by Walters and Cokljat [83] and a
re-calibrated version of this latter [85, 86].
The kT−kL−ω model is based on the k−ω structure and is able to pre-
dict both natural and bypass transition mechanisms. A third transport
equation for laminar kinetic energy kL is added to predict the behavior of
the low-frequency velocity fluctuations in the pre-transitional zone of the
boundary layer. The kT − kL − ω model is not fully based on empirical
correlations like other models but it is conceived on a phenomenological
approach that makes it probably more suitable for engineering evalua-
tions. However, the complexity of the physics that is the basis of transi-
tion process implies the use of a large number of model constants. For
the re-calibrated version of the model four parameters have been modified
with respects to the original set of 27 proposed by Walters and Cokljat
[83]: CR,NAT , CNAT,crit, Cλ and CR. For the definitions of these parame-
ters please refer directly to [83]. The choice of these parameters has been
dictated by their role in the model. In fact, they control directly both
natural and bypass transition and also the turbulence production term
driven by strain rate. The re-calibration of the kT − kL − ω model has
been based on thirteen RANS simulation, which results are not reported
here for sake of brevity, that have been performed by varying empirically
the selected parameters in order to match the experimental distribution
of heat flux on a cooled vane different from the one analyzed here. The re-
calibrated version of the model is characterized by CR,NAT = 0, Cλ = 2.2
and CR = 0.8 while the CNAT,crit parameter losses its significance being
CR,NAT = 0 (natural transition no more considered). Further details on
the model calibration can be found in [85] and [86]. A detailed description
of the calibration is provided in Appendix B.
The efficacy of the three tested turbulence models has been evaluated
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based on the experimental data (extracted from the works by Jonsson
and Ott [81] and Charbonnier et al. [82]) available in terms of spanwise-
averaged adiabatic film cooling effectiveness and heat flux. The adiabatic
film cooling effectiveness is defined as follows:
ηaw =
Trec − Taw
T0m,in − T0c,in (5.4)
where Trec is the mainstream recovery temperature, Taw is the adiabatic
wall temperature while T0m,in and T0c,in are the total temperatures of re-
spectively mainstream and coolant, measured on the corresponding inlet
sections. The mainstream recovery temperature is calculated according
to the classical definition:
Trec = T + Pr
1/3 u
2
is
2cp
(5.5)
The distribution of the isentropic velocity uis along the vane has been cal-
culated through the isentropic Mach number distribution obtained from
a simulation of the uncooled geometry, according to the work by Char-
bonnier et al. [82]. It must be stated that the heat flux data are analyzed
for a slightly different working condition with respect to what reported
in Table 5.2: the main flow inlet pressure is equal to 1.493bar (with exit
isentropic Mach number unchanged) and a coolant mass flow of 6.8g/s is
imposed, coherently to [82]. A general good agreement is achieved be-
tween qualitative trends of prediction and experiments, as evident from
Figures 5.7(a) and 5.7(b). Comparing the turbulence models tested, dif-
ferent behaviors are shown downstream of the cooling rows (represented
via vertical dotted lines). From a quantitative point of view, turbulence
models do not agree particularly downstream of the last cooling row mov-
ing from the leading edge to the trailing edge of the suction side (row 1).
In fact for s/L > 0.4 the SST k − ω over-predicts adiabatic effectiveness
while the original kT − kL − ω significantly under-predicts it. Same be-
havior is also highlighted for the heat flux. In such region, that covers
a significant amount of the suction side of the blade, the re-calibrated
kT − kL − ω shows the best performance. Looking also at the other
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(a) spanwise-averaged adiabatic effectiveness
(b) spanwise-averaged heat flux
Figure 5.7: Effect of turbulence model in determining
spanwise-avereraged distributions of adiabatic effectiveness and heat
flux; pressure side for negative s/L.
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Figure 5.8: Row-by-row comparison of coolant mass flow rates obtained
experimentally and numerically.
zones, this latter seems to be a good compromise for the prediction of
both effectiveness and heat flux. Therefore it has been selected for the
subsequent simulations. For the selected turbulence model, the coolant-
to-mainstream mass flow ratio is evaluated as well the row by row coolant
distribution. The experimental value of the first one is about 4.36% and
is correctly predicted by the numerical simulations where a value of 4.22%
is obtained. Concerning the coolant distribution, shown in Figure 5.8, a
general good agreement is achieved. The over-prediction of the row 1
(the last of the suction side of the vane) and the under-predictions of
the other rows with peaks in the leading edge region (rows 4 to 7) can
be attributed to the different methodology used in evaluating the mass
flow. While numerical simulation allows to evaluate the mass flow when
all the cooling rows are feeded, a different approach has been followed to
derive the experimental data. In the experimental case, coolant distribu-
tion were derived discharging coolant row by row into ambient pressure
instead of using the back pressure imposed by the mainstream.
The isentropic Mach number distribution at 50% of the vane span,
obtained with the re-calibrated kT − kL − ω turbulence model along the
uncooled geometry is compared with experimental data in Figure 5.9. A
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Figure 5.9: Isentropic Mach number distribution on the uncooled vane
geometry: comparison between experimental data and numerical results.
general very good agreement is obtained, except for 0.6 < s/L < 0.8
on the suction side, where the isentropic Mach number is slightly under-
estimated, however, the same behavior has been observed in literature
[82].
5.3 Results
After validating the numerical setup in terms of grid resolution and
turbulence model, results of the simulations with inlet distortions are
presented in this section. Effects of swirl in determining film cooling
effectiveness are initially evaluated considering only the fluid domain and
subsequently the combined effect of hot spot and swirl are evaluated by
means of conjugate heat transfer simulations.
5.3.1 Effect of swirl
Results for the doubled vane with uniform and swirled conditions are
shown in Figure 5.10 in terms of adiabatic effectiveness. Uniform sim-
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ulation shows a good overall covering effect of the film cooling system
even if low effectiveness is present at the leading edge in the shroud re-
gion due to the downward angle of the showerhead holes. Consequently,
a jet impinges the lower end-wall generating an advantage for its cover-
age. Swirling cases show three main effects on the adiabatic effectiveness.
The first one is the effect of the main-flow incidence variation along the
leading edge. This affects mainly showerhead behavior since the exter-
nal pressure field is modified, leading to performance deterioration with
respect to the uniform case. The second effect is that, despite the show-
erhead low efficacy, the modified working conditions imply a beneficial
effect for the hub, which is partially covered by the jets coming from the
showerhead itself, especially near the pressure side. The third effect is
due to swirl migration and its interaction with cooling jets and secondary
flows (enforcing lower passage vortex and suppressing higher). For the
passage aligned case of Figures 5.10(c) and 5.10(d), swirl is convected
inside the central passage thus affecting mainly the pressure side of the
vane 1 and suction side of the vane 2, with detrimental effects respectively
over the mid-span and under the midspan. For the leading edge aligned
case of Figures 5.10(e) and 5.10(f) the vortex core is convected in the
other passage thus affecting vane 2 pressure side and vane 1 suction side,
showing analogous detrimental effects previously highlighted.
The distributions of total pressure losses, on a section located 0.16 ax-
ial chords downstream of the trailing edge, are reported in Figure 5.11 for
the three cases. The quantity shown is the local loss coefficient, defined
as follows:
ξlocal =
p01 − p0
p0 − p (5.6)
For the uniform case (5.11(a)), losses induced by secondary flows are
evident near the endwalls, with a more marked loss coefficient near hub.
The asymmetric behavior between hub and casing are due to the fact that
the showerhead cooling system injects coolant with a downward velocity
component. Different behaviors emerges for the two cases with inlet swirl
(5.11(b) and 5.11(c)). The maximum peaks of loss coefficient are higher
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(a) uniform case (PS) (b) uniform case (SS)
(c) passage aligned case (PS) (d) passage aligned case (SS)
(e) leading edge aligned case (PS) (f) leading edge aligned case (SS)
Figure 5.10: Adiabatic film cooling effectiveness distributions along the
vanes. Uniform case is compared with the two cases having inlet swirl
in different clocking positions.
than in the uniform case. For both the cases, the maximum losses are
generated in the upper part of the channel, downstream of the S2. With
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(a) uniform case
(b) passage aligned case
(c) leading edge aligned case
Figure 5.11: Loss coefficient distributions 0.16 axial chords downstream
of the trailing edge. Observation point is downstream of the section.
respect to the uniform case, the shape of the wakes are distorted, espe-
cially for the passage aligned case, where a distortion coherent with the
swirl direction can be observed. The strong interaction between swirl and
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(a) total pressure (b) yaw angle
Figure 5.12: Pitchwise-averaged spanwise distributions of total pressure
and yaw angle measured 0.16 axial chords downstream of the cascade.
secondary flows developing inside the passages leads to altered pitchwise-
averaged distributions of both total pressure and yaw angle, respectively
shown in Figures 5.12(a) and 5.12(b). In the spanwise distribution of the
total pressure, the exact feature of the loss coefficient maps, shown in
Figure 5.11, can be found. Losses are particularly relevant at 85% of the
vane height in the passage aligned case, while the leading edge aligned
case shows a minimum of total pressure close to midspan. The distorted
non-uniform distribution of total pressure could significantly affect the de-
velopment of secondary flows inside the downstream rotating row, which
is also affected by a modified spanwise distribution of absolute yaw angle
(5.12(b)). Considering this latter, the passage aligned case is character-
ized by significant underturning above 60% of the span with respect to
the uniform case, while an overturning is present elsewhere. The under-
turning is less pronounced in the leading edge aligned case, even if more
extended in the spanwise direction. Contrarily, the overturning is higher
in the leading edge aligned case below 30% of the span. Looking at Fig-
ure 5.13, the effects of swirl in altering the aerodynamic load of the vanes
can be clearly observed. Comparing the isentropic Mach number at 15%
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(a) 15% span
(b) 85% span
Figure 5.13: Isentropic Mach number distributions at 15% and 85% of
the span; a detail on the first half of the axial chord is shown.
and 85% of the vane span for both the clocking positions, with respect to
the uniform inlet condition, it is evident that swirl mainly affects S2 vane.
A strong negative incidence is in fact observed at 15% of the span, while
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a severe positive incidence is present at 85% of the span. This confirms
the detrimental effects observed in Figure 5.10 in terms of adiabatic ef-
fectiveness, especially on the leading edge. This latter is in fact the part
of the vane that is more affected by incidence variations caused by swirl.
As a consequence, altered metal temperature distributions are expected.
5.3.2 Combined effect of swirl and inlet temperature non-
uniformity
As one might expect, the combined presence of swirl and hot streak
leads to a different transport of this latter with respect to a case without
swirl. A representation of the hot streak migration is shown in Figure
5.14. As observable, the convection of the hot fluid inside the passages
is dependent from the relative alignment between vanes and distortions.
In the passage aligned case the hot spot is convected into the passage
defined by the suction side of the S2 vane and the pressure side of the
S1 vane. Swirl and secondary flows drive it towards the S2 suction side,
where the aerodynamic effects generates some uncovered regions (see Fig-
ure 5.10(d)). In the leading edge aligned case, the hot fluid is directly
convected to the leading edge of the S2 vane and the hot streak embraces
the whole vane, maximizing the heat exchange on uncovered regions of
the suction side. Moreover, the hot streamlines that in the leading edge
aligned case reach the pressure side of the S2 vane are transported, to-
wards the suction side of the S1 vane, in the lower corner near the trailing
edge.
Figure 5.15 shows the thermal fields along the metal parts for the three
cases. Before to highlight the characteristic behavior of the distorted
cases, some general aspects, will be firstly evidenced. A first aspect is that
the lower endwall is at a higher temperature than the upper one. This
is due to the hot spot configuration that has the minimum temperature
in the upper part of its spanwise distribution. A heat sink effect of the
coolant entering the plenum also affects the upper endwall on both vanes.
The temperature increase at mid-span due to the hot spot presence is
lower than expected along all of the vanes, except for the S2 vane in the
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(a) passage aligned case
(b) leading edge aligned case
Figure 5.14: Different hot streak migration determined by swirl
alignment with respect to the vanes.
leading edge aligned case that will be discussed later. This indicates that
the cooling system remains effective enough to mitigate the effect of the
incoming hot streak, especially in the front part of the vanes. However, it
must be underlined that quite extended zones in the lower-rear part of the
vanes undergoes a temperature increase. This effect is more aggressive on
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the S2 vane for both clocking positions. The difference in terms of upper
and lower regions on the vanes thermal field is another consequence of the
hot spot radial temperature distribution (with its minimum temperature
at the upper endwall). This affects the vane temperature both externally
(a colder fluid convection in the upper vane region) and internally, due to
conduction between vanes and endwalls with significant variations from
upper to lower regions.
As previously stated both clocking positions experience an aggressive
temperature increase on S2 vane lower-rear region. A detailed investiga-
tion demonstrates that the overheating is mainly due to two effects: the
hot spot migration inside of the passage and the film cooling effectiveness
reduction in the rear part of the suction side of the S2 vane. Due to swirl
and secondary flows interaction, hot spot migration inside of the passages
affects mainly the S2 vane in both the clocking positions. The S2 vane
results also affected by strong aerodynamics effects caused by swirl that
significantly alter the coverage effect provided by the cooling system.
Comparing Figures 5.15(c) and 5.15(d) with Figures 5.15(e) and 5.15(f),
clocking effects can be highlighted. The previously described phenomena
bringing the S2 vane to experience a higher temperature in the rear-lower
region is more aggressive on the leading edge aligned configuration; with
an increase of +4% in local temperature peak. Another clocking effect
can be observed in the lower leading edge region of S2 vane for the leading
edge aligned case, where a higher temperature is observed with respect to
the other clocking position and the other vane in the same position. Since
both configurations are similarly affected by swirl effects on the coverage
performance of the cooling system, the increase in temperature has to be
attributed to the hot spot migration; hot fluid is driven to the leading
edge of the S2 vane. Finally, temperature of the lower endwall results
higher in the region from the S1 suction side to the S2 pressure side for
the leading edge aligned configuration. This is again a secondary effect of
a previously described phenomenon. The hot spot transported towards
the S1 rear-lower region is previously driven to the lower end-wall.
As evidenced, the hot spot migration is strongly affected by the rel-
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(a) uniform case (front) (b) uniform case (rear)
(c) passage aligned case (front) (d) passage aligned case (rear)
(e) leading edge aligned case (front) (f) leading edge aligned case (rear)
Figure 5.15: Non-dimensional temperature distributions along the
vanes. Uniform case is compared with the two cases having inlet hot
spot and swirl in different clocking positions.
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Figure 5.16: Pitchwise-averaged total temperature on the outlet section.
ative alignment between vanes and distortions. This not only alters the
thermal behavior of the vane row but also will go to affect the down-
stream component. In fact, as shown in Figure 5.16, a different spanwise
distribution of the pitchwise averaged total temperature emerges from
the distorted cases. In particular, swirl of the leading edge aligned case
tend to move the hot fluid downward with respect to the passage aligned
case, determining an increased thermal load in the lower part of the
downstream blades. Such zone are also the most stressed from a mechan-
ical point of view, due to centrifugal force. This aspect is particularly
important and should be considered during the design phase.
Average thermal characteristics
Figure 5.17 reports aggregated parameters in terms of non-dimensional
averaged temperature and thermal power (positive from fluid to metal)
for pressure and suction side as well as the overall data. Although the
maximum temperature peaks are higher in the non-uniform cases, Figure
5.17 shows that the uniform inlet flow generates higher averaged temper-
atures, except for the S2 vane in the leading edge aligned configuration.
This is due to the fact that the uniform inlet temperature profile is char-
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(a) temperature
(b) thermal power
Figure 5.17: Average non-dimensional temperature and total thermal
power: comparison between uniform case and hot spot with swirl.
acterized by higher temperatures near the endwalls with respect to the
non-uniform cases. This overheats endwalls which, in turn, go to heat
both the vanes via metal conduction.
The lower averaged temperatures experienced by both clocking posi-
tions (with the exception cited above) are due to the internal conductive
effects. In fact, looking at the thermal power exchanged along the vanes,
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it is possible to notice how in front of a decrease in averaged temperature,
an increase in thermal power is shown. Since the thermal power repre-
sented is the external one, this implies that the contradiction raises from
not considering all the actors in the phenomenon. Internal conductive
fluxes needs to be considered demonstrating the important role of the
internal heat exchange from and to the endwalls. As previously stated,
the S2 vane in the leading edge aligned case is the only one experiencing
an increase in averaged temperature. The reason has been discussed pre-
viously describing the temperature fields. In fact, the hot spot migration
in the leading edge aligned case maximizes the external heat fluxes, espe-
cially where aerodynamics causes lack of coverage (e.g. S2 suction side).
This increase is significant and sufficient to contrast internal conductive
fluxes.
As a general observation, it is possible to state again that the S2 vane
is always more thermally loaded than the S1. As previously discussed,
this is mainly due to detrimental swirl effects and hot spot migration.
Moreover, results allows to individuate the leading edge aligned case as
the worst one, both in terms of temperature and thermal power.
Performance of the showerhead cooling system
The leading edge region of a HPV is critical from a thermal point of
view due to the strong curvature of the surface that makes almost impos-
sible to generate an attached film of coolant. For this reason showerhead
holes, where large amounts of thermal power is extracted from the vanes
via heat sink effect, results a constrained choice. Realistic inlet flows
are characterized by strong swirl velocity components that sensibly al-
ter the pressure distribution in the front part of the vanes, as previously
demonstrated. For this reason the behavior of such cooling systems is
particularly problematic. A detailed analysis of the showerhead opera-
tive conditions is presented in Figure 5.18. Figure 5.18(a) reports the
thermal power removed along the internal surface of each showerhead
channel, grouping the holes by row (see Figure 5.1).
Before to comment the effects of the non-uniform inlet profile, some
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(a) thermal power
(b) coolant mass flow rate
Figure 5.18: Showerhead cooling system: spanwise distributions of
thermal power removed by heat sink and coolant mass flow rate.
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considerations have to be done about the uniform case. All the rows
show a bow-shaped distribution of the thermal power due to the heat
flux coming from the endwalls, where an adiabatic condition has been
imposed on the top and bottom of the metal surfaces. The bow-shaped
behavior of the rows 5 and 7 is slightly different in the upper part because
these two rows are shifted upward by a half of the holes pitch, resulting
then closer to the shroud with respect of row 4 and 6.
Remarkable differences are highlighted with realistic inlet conditions.
An S-shaped behavior can be approximately evidenced for all the vanes in
both the configurations. Except for the common behavior on the shroud
region, where heat flux is reduced due to the colder part of the hot spot,
significant variations are present. The S1 vanes results less thermally
loaded and thus with a generally lower heat exchange via heat sink effect
than the S2 vanes (for the reasons discussed previously). The spanwise
oscillations slightly disappear moving from row 4 to row 7, except for the
S1 vane of the passage aligned configuration that results almost insensi-
tive. Qualitatively, it is possible to state that the showerhead system in
leading edge aligned case extract more thermal power than in the pas-
sage aligned one. The percentage differences in terms of thermal power,
whith respect to the uniform case, are reported in the lower part of Figure
5.18(a). From such figure it is possible to observe a behavior similar to
a bow-shaped distribution that is due to the hot spot radial distribution.
As expected, the positive peak is reached in the S2 vane of the leading
edge aligned case at 50% of the span, where a +100% of thermal power
is reached with respect to the uniform case.
Figure 5.18(b) reports a similar analysis for the mass flow passing
through the showerhead channels, again grouped by row. As for the
thermal power, the mass flow of the channels is characterized by a bow
shaped distribution in the uniform inlet case although in the opposite
sense. This behavior is due to the proximity of the upper and lower holes
to the endwalls. Local effects of streamlines curvature and total pressure
losses reduce the mass flow through that holes with respect to that far
away from the endwalls. Concerning realistic inlet effects, it is possible
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to observe a reduction of the mass flow spanwise variations moving from
row 4 to row 7. A bow shaped distribution can be observed for the S2
vane in the leading edge aligned configuration. Considering percentage
differences with respect to the uniform case (lower part of Figure 5.18(b)),
in the upper region (above 50% of the span) the S1 vane discharges a lower
mass flow with respect to the S2 vane, in particular the S2 vane of the
leading edge aligned case reaches the maximum coolant mass flow (76g/s
and a +19% difference). Again, this difference tends to disappear from
row 4 to row 7. In the lower region, the S2 vanes shows reduced variations
with respect to those of the S1 vane. An opposite behavior is highlighted
with a reduction of mass flow with respect to the uniform case for the
S1 vane of the leading edge aligned case (with a peak of −22%) and an
increase in the coolant mass flow on the S1 vane of the passage aligned
case (+20%).

Conclusions
The field of combustor/turbine interaction is very complex and scarcely
covered by scientific literature, limited to a few works. From a literature
review it is emerged that the various aspects that characterize the interac-
tion between the two components are treated with “fragmentation” and
a very limited number of scientific paper gives a comprehensive vision of
the problem. In fact, a large number of scientific works were dedicated in
the past especially to the study of hot streaks propagation within turbine
stages. Despite some works have gave a fundamental comprehension of
the physical phenomena governing hot streaks propagation, most of the
scientific papers considered only theoretical inlet temperature distortions,
far from the actual one. Consideration of the additional non-uniformities
in terms of residual swirl, turbulence intensity, turbulence length scale
and total pressure have been analyzed only quite recently.
Due to complexity and costs of experimentation in this research field,
computational fluid dynamics is necessary to understand the aerody-
namic and thermal mechanisms. The comprehension of them is of great
importance in the design process, helping to mitigate some deleterious
aspects emerging from the combustor/turbine coupling.
In the field of CFD simulations, a problematic emerges about the
specificities of the codes used for the resolution of the specific compo-
nent. In fact, difficultly a CFD solver can provide accurate and stable
solution of the nearly-incompressible reacting flow inside of the combus-
tion chamber and contemporary allow analyzing the high Mach number
flow through the downstream turbine stages. To overcome this prob-
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lem, methods based on the use of coupled solvers emerged from scientific
literature, although only a few works are present. In this context, a
methodology finalized to coupled simulation of combustion chamber and
high-pressure turbine has been developed in the first part of the thesis
using different commercial and in-house solvers. The methodology has
been applied to steady and unsteady RANS test cases, demonstrating
an adequate reproduction of the experimental data available. Moreover,
the subdivision of the computational domain in two coupled sub-domains
has demonstrated to be not intrusive in the case of steady simulations.
However, considering unsteady flows, a slight perturbation of the solution
is introduced with respect to a case where the entire domain is simulate
into a unique solver. The reason has been addressed to spurious reflec-
tions of pressure waves between the interfaces of the sub-domains and the
resolution of this problem represents a possible evolution of the present
work.
The steady coupling methodology developed has been applied to a
realistic case of interaction between annular combustion chamber and un-
cooled high pressure vanes. Results, obtained with the RANS approach,
have demonstrated the onset of aerodynamic and thermal aspect in the
vane row that are not reproducible without considering the realistic work-
ing conditions that emerges from the combustor/high-pressure turbine
coupling. The aggressive aerodynamic conditions at which vanes are sub-
jected to, due to swirl originated from the burners, affects not only the
operation of the vane row itself, but also the downstream components.
In fact, tangentially averaged quantities on the stator/rotor interface, ob-
tained considering the coupling between vanes and combustion chamber,
are modified with respect to a case with uniform inlet conditions in the
turbine.
A novel unsteady coupled approach based on zonal SAS/URANS sim-
ulations has been developed and validated on a simple test case. It is able
to locally resolve turbulence structures in a predefined computational
sub-domain (e.g. combustion chamber), resulting in a LES-like behavior,
conserving the limited computational costs of the unsteady RANS ap-
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proach in the remaining sub-domain (e.g. high-pressure turbine), where
turbulence resolution would involve excessive computational resources.
The application of the zonal SAS/URANS coupled approach to an ac-
tual case of interaction between combustion chamber and high-pressure
turbine represents a future development of the present work, considering
large scale turbulence that characterize the reactive flow in the combus-
tor.
Having in mind the aggressive flow conditions at which the high-
pressure vanes are subjected to, the effects of inlet distortions on cooled
components have been analyzed in the second part of the work. In this
field, open scientific literature is very limited. The studied linear cascade
is equipped with a representative cooling system, characterized by show-
erhead holes along the leading edge and fan-shaped film cooling holes
along pressure and suction side. Results, carried out with steady RANS
conjugate heat transfer simulations, demonstrated the deleterious effects
that inlet distortions have on the cooling system. In particular, the ag-
gressive incidence changes induced by incoming swirl alters significantly
the distribution of adiabatic effectiveness, affecting the protection of the
surfaces against the hot fluid of the mainflow. Moreover, coherently with
the results obtained in the first part of the thesis concerning the effects
of combustor non-uniformities on uncooled vanes, strong changes in the
pitchwise-averaged quantities downstream of the row have been observed.
The combined presence of hot streak and swirl lead to different aero-
thermal behaviors of the components in relation to the relative alignment
between distortions and vanes. The analysis, that considered passage
aligned and leading edge aligned configurations, permitted to individu-
ate this latter as the most critical from the thermal point of view. More-
over, results have shown that inadequacy of simulation with uniform inlet
conditions in reproducing the actual behavior of the cooling system. Par-
ticularly critical is resulted to be the showerhead cooling system, that is
strongly affected by incidence variations caused by swirl.
As a general conclusion of the work, it is possible to state that strong
attention should be dedicated in considering components integration for a
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reliable prediction of the actual working conditions at which components
are subjected to and, consequently, to guarantee a design able to optimize
component life.
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As mentioned in Chapter 4, going downstream to the combustor do-
main, the combustion process is assumed to be frozen. In this way com-
putational costs, due to the use of combustion models within the turbine
domain, are eliminated. Moreover, not only the combustion process is
frozen downstream to the combustor domain, but another approximation
is done concerning the distribution of the combustion products. These
latter are not uniformly distributed on the combustor/turbine interface
in the actual case. For this reason, in order to accurately describe the
transport of chemical species, it should be necessary to use a single trans-
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n◦ of elements on NGV n◦ of elements on blade
coarse 633234 784364
medium 1005920 1672940
fine 1805580 3324160
very fine 2727140 4925470
Table A.1: Grid dimensions for NGV and blade.
port equation for each chemical specie. This is obviously time-consuming
and the simplification of assuming uniformly distributed species is done.
Once a preliminary computation of the reactive flow in the combustor
is obtained without considering the turbine, the mass-weighted average
thermo-chemical properties are calculated on the plane corresponding to
the inlet section of the turbine domain. Such average values define the
properties of the “equivalent” ideal gas that is used in the turbine domain
to reproduce the combustion products. In this Appendix, an estimation
of the effects that the assumption of uniformly distributed species has on
the aero-thermal results of the turbine domain is performed.
The test case used is the MT1 high-pressure turbine stage [7, 21,
66], of which both stator and rotor are considered. The whole stage is
composed by 32 nozzle guide vanes and 60 unshrouded blades.
A.1 Validation
Before to study the effect of the assumption of uniformly distributed
chemical species, a preliminary validation of the computational model
has been carried out using air with uniform inlet flow. Numerical re-
sults have been compared with the experimental data reported in [87].
The adequacy of the grids used has been evaluated by means of a grid
sensitivity analysis. Four different multi-block structured grids, with in-
creasing resolution, have been considered (the number of elements are
reported in Table A.1). The same resolution of the boundary layer has
been maintained for all the grids (y+max ' 1). Steady state simulations
have been performed using the mixing plane model to reproduce sta-
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tor/rotor interaction. In this way it is possible to consider one vane and
one blade with different pitches without introducing geometry alterations
to restore a even periodicity. Figure A.1 shows the computational grids
used for NGV and blade (fine version).
A summary of the working conditions of the MT1 stage at the design
point is reported in Table A.2. Such parameters have also been imposed
as boundary conditions for the simulations carried out for the model
validation.
The inlet section of the domain is located 0.67 NGV axial chords
upstream of the vane leading edge while the stator/rotor interface is
positioned 0.23 NGV axial chords downstream of the vane trailing edge.
The outlet section of the domain is positioned about 1.51 rotor axial
chords downstream of the blade trailing edge.
Simulations have been performed using ANSYSR© CFX v14.5 [88].
The transitional SST γ − θ k−ω model by Langtry and Menter [89] has
been used as a turbulence closure with a second-order-accurate spatial
discretization.
(a) NGV (b) rotor
Figure A.1: Structured grids (fine version) of the MT1 stage.
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inlet total pressure 4.6 bar
inlet total temperature 444 K
inlet turbulence level 5 %
metal temperature 289 K
rotational speed 9500 rpm
rotor exit pressure (at hub) 1.449 bar
Table A.2: MT1 working conditions.
Results in terms of isentropic Mach number along the vane are shown
in Figure A.2 at three spanwise positions. The overall agreement is quite
good, even if some discrepancies can be observed between experimental
(a) 10% span (b) 50% span
(c) 90% span
Figure A.2: Isentropic Mach number distributions at three vane heights;
comparison with experimental data.
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Figure A.3: Pressure distribution at midspant of the rotor; comparison
with experimental data.
data and numerical results in the region 0.7 < x/Cax < 0.9. The errors
can be ascribed to an erroneous prediction of the NGV back pressure
determined by the mixing plane assumption that does not take into ac-
count unsteady effects. Secondarily, an uncertainty is introduced by the
fact that fillets are present in the experimental model at the vane hub
and shroud, as well as the blade hub, but they are not reproduced in
the computational model. As evident in Figure A.2, the effect of grid
resolution in altering the predicted isentropic Mach number distribution
on the vane is limited to the rear region near hub.
A comparison of the non-dimensional pressure distribution between
simulations and experiments along the midspan of the rotor blade is
show in Figure A.3. Static pressure is normalized using the total pressure
measured at the inlet section of the stage. The agreement of the numerical
results with experiments is not as good as for the vane. Pressure is in
fact overestimated by simulations along both pressure and suction side.
However, similar difficulties in predicting the rotor blade load on the
same test case have been also observed in literature, with different CFD
codes and different eddy viscosity turbulence models, like for example
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in the work by Salvadori et al. [87]. Neither the more accurate and
computationally demanding LES approach proposed by Wang et al. [90]
is able to correctly reproduce the experimental pressure distribution along
the suctions side, nevertheless along the pressure side the agreement is
improved with respect to steady and unsteady RANS.
The effect of grid resolution in determining the rotor pressure distri-
bution is more marked with respect to what observed for the vane. The
most appreciable variations are limited to the region 0.75 < x/Cax < 1,
where the “fine” and “very fine” grids presents the same behavior.
After observing the effects of grid spacing in affecting the numerical
solution, the “fine” version has been retained adequate for the subsequent
simulations, being the “very fine” version more computationally demand-
ing without providing benefits in the solution accuracy with respect to
the selected one.
A.2 Effects of chemical species transport
A.2.1 Numerical approach
The effect of assuming uniformly distributed chemical species at the
turbine inlet is investigated by means of the comparison between two
different approaches. The first one using the actual chemical species dis-
tribution found in the annular combustion chamber analyzed in Chapter
4 (on a plane corresponding to the inlet section of the turbine) with a
transport equation for each specie. The second one assuming the working
fluid as a mixture of uniformly distributed chemical species, which mean
composition equals the one found at the combustor exit section.
The temperature dependence of thermodynamic properties is described
by means of the standard NASA format [91]. For the i-th specie, being
R the gas constant, it follows:
cp,i
Ri
= a1,i + a2,iT + a3,iT
2 + a4,iT
3 + a5,iT
4 (A.1)
hi
Ri
= a1,iT +
a2,i
2
T 2 +
a3,i
3
T 3 +
a4,i
4
T 4 +
a5,i
5
T 5 + a6,i (A.2)
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si
Ri
= a1,ilnT + a2,iT +
a3,i
2
T 2 +
a4,i
3
T 3 +
a5,i
4
T 4 + a7,i (A.3)
where a1÷7,i are specific coefficients for the i-th specie. Two sets of
coefficients have to be defined: one for a low-temperature interval and
one for a high-temperature interval, which temperature ranges depend
from the considered specie. To summarize, 14 coefficients characterize the
thermodinamic properties of each specie. For the case considering species
transport, such coefficients have been defined for each specie while, for
the case with the “equivalent gas”, coefficients have been calculated as
averages weighted on the mass fraction of the specie measured on the inlet
section on the domain of the computation with species transport. The
temperature dependence of dynamic viscosity and thermal conductivity
has been defined by means of the kinetic theory model [91].
The two approaches have been applied to simulations considering both
isothermal and adiabatic conditions along the walls to respectively deduce
wall heat flux and adiabatic wall temperature. A total amount of four
steady simulations is then considered.
Only the four main chemical species are considered in the analysis:
CO2, N2, O2 and H2O. Mass fractions of such species in the main flow
are respectively 7.70%, 74.6%, 11.4% and 6.29%. In the case considering
species transport, only three of the four species need to be transported
(the selected ones are: CO2, O2 and H2O); the concentration of the
remaining one (N2) is simply obtained from:
YN2 = 1− (YCO2 + YO2 + YH2O) (A.4)
Distributions of CO2, O2 and H2O at the turbine inlet section are re-
ported in Figure A.4. As it is possible to observe, the effect of cooling
flow is particularly evident from Figure A.4(b), where a high concentra-
tion of oxigen is present near the endwalls, while is reduced in the core of
the flow due to the combustion process. The opposite happens for CO2
and H2O (combustion products) whose concentration tends to decrease
from the core of the flow to the endwalls.
The operating conditions simulated are the same reported in Table
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(a) CO2
(b) O2
(c) H2O
Figure A.4: Mass fractions of CO2, O2 and H2O at the inlet section of
the turbine.
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A.2, except that distorted inlet conditions are considered and a high
turbulence level is introduced. Both the cases have been performed re-
producing the realistic aero-thermal field on the turbine inlet section
obtained from the combustor simulation including total temperature and
total pressure non-uniformities as well as residual swirl. The average val-
ues of turbulence level and length scale, respectively equal to 21% and
1/50 of the channel height, have been uniformly imposed on the turbine
inlet section. Since the combustor exit profiles have been obtained in
real machine conditions, they have been rescaled to match the operating
parameters of Table A.2 in terms of average inlet total temperature and
total pressure. In this way the outlet pressure is maintained unchanged.
Figure A.5: Schematic of the computational domain.
Since the ratio between combustor burners and vanes is 1 : 2, two
NGVs have been included in the computational domain with a single
rotor blade downstream of them. As for the grid sensitivity analysis, the
mixing plane approach has been used on the stator/rotor interface. A
schematic of the computational domain is reported in Figure A.5.
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A.2.2 Results
Aerodynamics
Concerning vane aerodynamics, results have shown negligible varia-
tions introduced considering uniform species concentration. A slightly
different behavior has been instead evidenced analyzing the blade row.
Figure A.6 shows the non-dimensional pressure distribution on the
blade at three heights. Differences between the results are almost not
appreciable along all the pressure side and in the rear part of the suction
(a) 10% span (b) 50% span
(c) 90% span
Figure A.6: Effects of gas modeling on non-dimensional pressure
distributions at three rotor heights.
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side while the equivalent gas approach leads to underestimate pressure in
the front part of the suction side, where the strongest flow acceleration is
present. Figure A.7 shows a map of difference in the pressure estimation
Figure A.7: Local pressure difference along the rotor surface between
simulation with equivalent gas and species transport.
between the two approaches, having selected the approach with species
transport as a reference. It confirms what evidenced in Figure A.6, al-
lowing to localize the spot of pressure difference in the middle-upper part
of the span along the suction side. Moreover, some differences, although
quite limited, can be noted in the regions characterized by the develop-
ment of secondary flows, especially near shroud (in correspondence of
the tip leakage vortex). Figure A.8 reports radial distributions of tan-
gentially averaged relative total pressure and yaw angle measured on a
plane positioned half rotor axial chord downstream of the blade trailing
edge. The prediction of both the quantities is very similar for the two
approaches.
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(a) relative total pressure (b) relative yaw angle
Figure A.8: Effects of gas modeling on tangentially averaged
distributions of relative total pressure and yaw angle downstream of the
rotor.
Heat transfer
From a thermal point of view, the adiabatic wall temperature distri-
bution along the vanes is resulted to be not altered by the simplifying
assumption of uniform chemical species. Different considerations arises
from the analysis of the heat flux along the vanes, extracted from the
simulations with imposed wall temperature.
Distributions of heat flux are reported in Figure A.9 for the two vanes
analyzed at three spanwise positions. The differences between the two
vanes are due to the fact that the inlet flow is characterized by tempera-
ture distortions and swirl (see Figure 4.6). Pressure side is reported for
negative x/Cax. The abrupt increase of heat flux visible along the rear
part of the suction side is due to the prediction of transition by the tur-
bulence model. Differences between the two approaches for gas modeling
emerges from the comparison between solid and dashed lines. At 50% of
the span differences are negligible while at 10% and 90% limited differ-
ences appears in the front part of the suction side, where the approach
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with the equivalent gas leads to a slight overestimation of the heat flux.
(a) 10% span (b) 50% span
(c) 90% span
Figure A.9: Effects of gas modeling on heat flux distributions at three
vane heights of the two vanes.
The heat flux distribution at three spanwise positions on the rotor
surface is reported in Figure A.10. Distributions at 10% and 50% are
qualitatively similar between them while, at 90%, a strong peak of heat
flux is present on the suction side at x/Cax = 0.6 due to the effect of the
tip leakage vortex.
The local differences in heat flux prediction between the two ap-
proaches are more pronounced than for the vanes. A map showing the
local percentage difference between the two approaches in the heat flux
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(a) 10% span (b) 50% span
(c) 90% span
Figure A.10: Effects of gas modeling on heat flux distributions at three
rotor heights.
prediction is reported in Figure A.11(a). The maximum positive peak is
higher than the absolute value of the minimum peak, indicating that the
approach with the equivalent gas tends to provide mainly overestimations
of heat flux with respect to considering species transport. Figure A.11(b)
reports the local difference between the two approaches in the estimation
of adiabatic wall temperature on the rotor surface. Differences are less
pronounced with respect to the ones evidenced for heat flux. The charac-
teristics patterns of secondary flows traces appear, indicating a slightly
different prediction in the development of secondary flows.
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(a) ∆q˙
(b) ∆Taw
Figure A.11: Local difference of heat flux and adiabatic wall
temperature between simulation with equivalent gas and species
transport.
A.3 Remarks
To summarize, results obtained from this study indicates that the
effects introduced by approximating the composition of the gas enter-
ing the turbine as uniform are limited and affects mainly the blade row.
Differences found in terms of pressure and adiabatic wall temperature dis-
tributions are small. Heat flux distribution along the blade is the most
affected by the approximation due to local modifications in the predic-
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tion of mixture properties and flow field characteristics. The magnitude
of the differences found between the two studied approaches is compara-
ble with what obtained by Wang and Yuan [92] for a similar study with
unsteady RANS simulations. The differences found allow to retain that,
the consideration of uniformly distributed chemical species in the turbine
domain is not a heavy approximation, having in mind the common inac-
curacies of the numerical models (at least for the (U)RANS approach) in
reproducing experimental data.
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As explained in Chapter 5, a re-calibrated version of the kT − kL−ω
transitional turbulence model, originally proposed by Walters and Cokl-
jat [83], has been used to simulate a film cooled nozzle guide vane. The
calibration of the turbulence model has been done on the test case pre-
sented in this Appendix.
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B.1 Description of the test case
The test case used for the numerical activity is the vane of the MT1
high-pressure stage (in its annular version). This is an un-shrouded, high-
pressure research turbine designed by Rolls-Royce and tested in the Isen-
tropic Light Piston Facility (ILPF) by QinetiQ [93] [94]. The stage, com-
posed by 32 vanes and 60 blades, has been tested in a cooled configuration
with uniform inlet conditions during the Turbine Aero-Thermal External
Flows (TATEF) project funded by the European Commission. Only the
NGV is considered in the present analysis. The Reynolds number, based
on the true chord of the Nozzle Guide Vane (NGV) and evaluated at
the NGV outlet, which is positioned at the stage stator-rotor interface,
is about 2.75 · 106 while the isentropic exit Mach number is about 0.942.
The axial chord of the NGV is 38.8mm.
For the NGV cooling system, air supply is assured by two plenum
channels positioned inside of the vane. The diameter of the front and
of the rear plenum is 10mm and 7mm respectively. Stagnation pressure
is different between each plenum, leading to different coolant mass flows.
Coolant reaches the vane surface through six rows of cylindrical holes: for
each plenum, two rows are placed on the pressure side while a single row
protects the suction side. The diameter of cooling channels is 0.6mm and
all the rows have a spanwise pitch of 1.8mm. The pressure side double
row has an axial separation of 1.56mm. All the cooling rows are charac-
terized by an inclination angle of 50◦ with respect to the local tangent
on the vane surface. The nominal cooling non-dimensional parameters
are reported by Chana and Mole [93]. Heat transfer measurements and
pressure distributions along the surface of the vane are available from the
experimental campaign. The vane operating conditions are summarized
in Table B.1. Temperatures an pressures are normalized with respect to
respectively the average inlet total temperature and average inlet total
pressure.
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inlet plenum 1 plenum 2 wall outlet
total pressure [−] 1 1.365 1.061
total temperature [−] 1 0.645 0.645
turb. level [%] 6 5 5
turb. length scale [mm] 0.008 0.0004 0.0004
metal temperature [−] 0.65
static pressure [−] 0.565
Table B.1: Working conditions of the NGV.
B.1.1 Numerical approach
Numerical simulations on hybrid unstructured grids have been per-
formed using a steady approach with the commercial code ANSYSR© Flu-
ent. The transitional kT − kL−ω model by Walters and Cokljat [83] has
been selected for the turbulence closure. A second-order-accurate upwind
discretization has been applied in space, while gradients are reconstructed
with the Green-Gauss node based approach. The SIMPLE scheme has
been used for the pressure-velocity coupling. The computational domain,
reported in Figure B.1(a), includes the whole fluid region, i.e. the exter-
nal flow, the coolant interior channels and the supply plenums, colored
in blue. Inlet and outlet sections are placed respectively about 0.65Cax
upstream of the leading edge and about 0.15Cax downstream of the trail-
ing edge. The inlet sections of the cooling flow are located on the side of
the external endwall while the lower end is closed.
Total pressure, total temperature, turbulence level, turbulent length
scale and flow direction have been imposed on the inlet sections, as well
as zero laminar kinetic energy. The outlet section of the domain is lo-
cated in correspondence of the stator/rotor interface and a static pressure
map, obtained from the time-averaged solution of a previously performed
unsteady simulation of the MT1 stage (see Salvadori et al. [74]), has been
imposed to reproduce the radial and tangential pressure gradients.
B.1.2 Grid dependence analysis
The geometry of a film cooled vane is characterized by large variations
of characteristic lengths, from cooling channels diameter to vane chord.
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(a) computational domain
(b) grid
Figure B.1: Computational domain and grid of the cooled MT1 NGV.
This implies that very different length scales of the flow are present, and
then grid generation must be considered a crucial issue in the simulation
of such kind of components. A grid dependence analysis is the only way
to limit the computational cost of the numerical campaign contempora-
neously limiting the influence of grid resolution on the accuracy of the
obtained results. For that reason a grid dependence analysis has been car-
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n◦ of tetrahedra (x106) n◦ of prisms (x106) y+ y+max
4M 1.96 1.96 0.45 2.22
8M 4.30 3.80 0.47 1.20
15M 6.70 8.50 0.47 1.38
28M 10.1 17.9 0.45 1.49
Table B.2: Characteristics of the computational grids used for grid
sensitivity analysis.
ried out using hybrid unstructured grids generated with the commercial
software CentaurTM. Prismatic layers are used in the near wall region
to better reproduce boundary layer development while tetrahedral ele-
ments are used to fill the remaining volume. The unstructured nature
of the mesh allows obtaining local refinements where necessary, i.e. in
the cooling channels and in the cross-flow zone between cooling flow and
mainstream, as it is possible to observe in Figure B.1(b). Four different
grids have been generated consisting of about 4 · 106, 8 · 106, 15 · 106 and
28 · 106 elements whose main characteristics are reported in Table B.2.
The number of circumferential divisions of the cooling channels and the
maximum element dimension on the vane surface have been limited to
respectively increasing values moving from 4 · 106 to 28 · 106 elements.
The presence of 30 prismatic layers adjacent to the vane walls has been
enforced for all the investigated meshes in order to obtain the same accu-
racy in the discretization of the boundary layer. The number of prismatic
layers has been maintained unchanged also in channels and plenums, as
well as the expansion ratio between each layer. For the first three layers
the expansion ratio is 1.0 while it changes to 1.2 from the fourth to the
tenth and to 1.25 for the remaining prisms. The height of the first pris-
matic cell is coherent with a low Reynolds approach, as demonstrated by
the y+ values shown in Table B.2.
Results of the grid dependence analysis, in terms of isentropic Mach
number distribution along the vane midspan, are shown in Figure B.2.
All the grids are almost equivalent except for the coarse one (4M), that
shows a different behavior immediately downstream of the last cooling
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Figure B.2: Effect of grid resolution in determining the isentropic Mach
number distribution at midspan of the vane.
row on the suction side. Some differences between the grids are also
present downstream of the cooling holes (vertical dashed lines in the
image), where peaks are filtered out in the coarser versions. A good
agreement with the experimental data is achieved, except in the terminal
part of the suction side probably due to the time-averaged exit condition
which is not able to mimic the real effect of stator-rotor interaction.
Figure B.3 shows the trend of mass flows of the mainstream and the
two plenums. Values are normalized with respect to the result obtained
using the 28M grid. All the flow rates show an asymptotic behavior
increasing the number of elements. Although the higher discrepancies
are individuated on the coolant mass flows, variations of 2.6% for the
front plenum and 3.1% for the rear one, between the 15M grid and the
28M grid, are considered acceptable for the objectives of the activity,
especially considering that computational costs are doubled.
In Figure B.4 a detailed view of the secondary flow structures down-
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Figure B.3: Normalized mass flow of mainstream, front and rear
plenums.
Figure B.4: View of the kidney vortices downstream of a cooling hole on
suction side at mid-span as a function of the number of grid elements.
stream of a cooling hole located at mid-span on the suction side is shown.
The section is obtained about six diameters downstream to the hole it-
self. The classical kidney vortex structure is not present in the solution
obtained with the 4M grid, while in the 8M grid it is poorly defined. In
the 28M grid it appears to be sufficiently well defined, but also in the
15M grid is very similarly.
After the grid dependence analysis it could be concluded that eval-
uating the adequacy of a grid relying only on aerodynamic parameters
like the isentropic Mach number distribution would have been incorrect,
because it would lead to select a grid that filters out some of the flow struc-
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tures that drive heat transfer. The analysis demonstrates that doubling
the computational cost from 15M elements to 28M does not introduce
dramatic improvements in the accuracy of the solution, therefore for the
subsequent simulations the 15M grid is used.
B.2 Empirical re-calibration of the kT −kL−ω model
Before to show the results of the calibration it is worth to give a
detailed description of the mathematical formulation of the model in
order to allow the comprehension of the way in which the calibration goes
to act. The kT − kL − ω model proposed by Walters and Cokljat [83]
uses three transport equations for turbulent kinetic energy (kT ), laminar
kinetic energy (kL) and specific dissipation rate ω:
D(ρkT )
Dt
= ρ
(
PkT +RBP +RNAT −ωkT −DT
)
+
∂
∂xj
[(
µ+
ραT
σk
)
∂kT
∂xj
]
(B.1)
D(ρkL)
Dt
= ρ
(
PkL −RBP −RNAT −DL
)
+
∂
∂xj
[
µ
∂kL
∂xj
]
(B.2)
D(ρω)
Dt
= ρ
[
Cω1
ω
kT
PkT +
(
CωR
fW
− 1
)
ω
kT
(RBP +RNAT )− Cω2ω2
(B.3)
+ Cω3fωαT f
2
W
√
kT
d3
]
+
∂
∂xj
[(
µ+
ραT
σω
)
∂ω
∂xj
]
where d is the wall distance. The total “fluctuation” energy is given by
ktot = kT + kL. Having defined S as the magnitude of the strain rate
tensor, the production terms for turbulent and laminar kinetic energy are
respectively given by:
PkT = νT,sS
2 , PkL = νT,lS
2 (B.4)
For the production term of turbulent kinetic energy we have:
νT,s = fνfINTCµ
√
kT,sλeff (B.5)
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where the effective small-scale turbulence kT,s is given by:
kT,s = fSSfW kT (B.6)
fW is a wall damping function. λeff is the effective length scale that is
calculated using the following limiting function:
λeff = min(Cλd, λT ) (B.7)
Defining the turbulent length scale λT using the classical definition λT =√
kT
ω
, the wall damping function is given by:
fW =
λeff
λT
(B.8)
The function fν is computed by means of the effective turbulent Reynolds
number:
fν = 1− e−
√
ReT
Aν (B.9)
ReT =
f2W kT
νω
(B.10)
The function fSS that models the so-called “shear-sheltering” effect is
defined by:
fSS = e
−
(
CSSνΩ
kT
)2
(B.11)
The coefficient Cµ in the definition turbulent viscosity is defined by:
Cµ =
1
A0 +As
S
ω
(B.12)
The effect of intermittency on the turbulence production is introduced
by means of the dampind function:
fINT = min
(
kL
CINT ktot
, 1
)
(B.13)
Concerning the production of laminar kinetic energy (second defini-
tion of B.4), it is assumed to be governed by large-scale near-wall tur-
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bulent fluctuations that is obtained from kT and the previously defined
kT,s contribution due to small-scale fluctuations: kT,l = kT − kT,s. The
turbulent viscosity associated to the large-scale fluctuations is expressed
as:
νT,l =min
[
fτ,lCl1
(
Ωλ2eff
ν
)√
kT,lλeff+ (B.14)
+ βTSCl2ReΩd
2Ω,
0.5(kL + kT,l)
S
]
where
ReΩ =
d2Ω
ν
(B.15)
βTS = 1− e−
max(ReΩ−CTS,crit,0)
2
ATS (B.16)
fτ,l = 1− e
−Cτ,l
kT,l
λ2
eff
Ω2
(B.17)
The near-wall dissipation terms for kT and kL are expressed respec-
tively as:
DT = ν
∂
√
kT
∂xj
∂
√
kT
∂xj
DL = ν
∂
√
kL
∂xj
∂
√
kL
∂xj
(B.18)
For the transport equations of kT and ω, the effective diffusivity αT
is defined by:
αT = fνCµ,std
√
kT,sλeff (B.19)
The function fω is defined by:
fω = 1− e
−0.41
(
λeff
λT
)4
(B.20)
The remaining terms are related to laminar-to-turbulent transition
mechanisms and in particular to bypass transition (RBP ) and natural
transition (RNAT ). Transition is represented by an energy transfer from
kL to kT and for this reason the terms RBP and RNAT appears with
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opposite signs in equations B.1 and B.2. Such terms are defined by:
RBP = CRβBP kLω/fW (B.21)
RNAT = CR,NATβNAT kLΩ (B.22)
where
βBP = 1− e−
φBP
ABP (B.23)
φBP = max
(
kT
νΩ
− CBP,crit, 0
)
(B.24)
βNAT = 1− e−
φNAT
ANAT (B.25)
φNAT = max
(
ReΩ − CNAT,crit/fNAT,crit, 0
)
(B.26)
fNAT,crit = 1− e−CNC
√
kld
ν (B.27)
When heat transfer effects are considered, the turbulent thermal dif-
fusivity αθ is introduced:
αθ = fW
kT
ktot
νT,s
Prθ
+ (1− fW )Cα,θ
√
kTλeff (B.28)
The turbulent viscosity to be used in the momentum equation is the
sum of the contributions due to large-scale and small-scale fluctuations:
νT = νT,s + νT,l (B.29)
All the parameters not explicitly defined are models constants. The
complete summary of all the model constants of the original formulation
by Walters and Cokljat [83] is reported in Table B.3. Due to the complex-
ity of the physical phenomena involved in laminar-to-turbulent transition,
the model is characterized by a considerable amount of parameters (27).
The re-calibration of the kT − kL−ω model is based on the empirical
modification of some of the parameters listed in Table B.3 in order to
match the experimental distribution of Nusselt number along the midspan
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A0 = 4.04 CNC = 0.1 CR = 0.12 Cω,R = 1.5
As = 2.12 CNAT,crit = 1250 Cα,θ = 0.035 Cλ = 2.495
Aν = 6.75 CINT = 0.75 CSS = 1.5 Cµ,std = 0.09
ABP = 0.6 CTS,crit = 1000 Cτ,l = 4360 Prθ = 0.85
ANAT = 200 CR,NAT = 0.02 Cω,1 = 0.44 σk = 1
ATS = 200 Cl1 = 3.4 · 10
−6 Cω,2 = 0.92 σω = 1.17
CBP,crit = 1.2 Cl2 = 1.0 · 10
−10 Cω,3 = 0.3
Table B.3: Model constant of the original formulation of the
kT − kL − ω model proposed by Walters and Cokljat [83].
of the vane. The Nusselt number definition is:
Nu =
q˙
Trec,main − Tw
Cax
k
(B.30)
where q is the local heat flux measured along the vane surface, Trec,main is
the recovery temperature of the mainstream, Tw is the wall temperature
imposed as boundary condition, Cax the axial chord of the profile and
k the thermal conductivity of the fluid (air) measured at the stagnation
temperature of the mainflow at the inlet of the domain.
The parameters chosen for the re-calibration are CR,NAT , CNAT,crit,
Cλ and CR. The choice of these parameters has been dictated by their
role in the model. In fact, as shown above, they control directly both
natural and bypass transition and also the turbulence production term
driven by strain rate. A total amount of twelve runs have been per-
formed varying the selected parameters. Table B.4 summarizes all the
configurations tested. For sake of brevity, only the most promising sets
of parameters are commented in the follow, referred as SET1, SET2 and
SET3 in Table B.4. Figure B.5 reports the Nusselt number distributions
along the vane midspan, obtained with the original model constants and
with the modified ones. With the original constants (continuous black
line) non-negligible discrepancies are present with respect to the experi-
mental data. Nusselt number in the terminal part of the pressure side is
completely miss-predicted since CFD results provide an opposite behav-
ior with respect to experiments. Furthermore, downstream of the first
cooling row along the suction side a non-physical flat Nusselt number
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run ID CR,NAT CNAT,crit Cλ CR
original model [83] 0.02 1250 2.495 0.12
test00 0.03 1000 2.495 0.24
test01 0.03 1200 2.495 0.30
test02 0.02 1250 2.495 0.40
test03 0.02 1250 2.495 0.60
test04 (SET1) 0.00 − 2.495 0.60
test05 0.00 − 2.000 0.60
test06 0 − 2.000 0.80
test07 (SET2) 0 − 2.200 0.80
test08 0 − 2.200 1.00
test09 (SET3) 0 − 1.800 1.40
test10 0 − 2.000 1.80
test11 0 − 2.000 2.40
Table B.4: Summary of all the tests performed for the model
calibration.
Figure B.5: Nusselt number distributions along the midspan of the
cooled vane.
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behavior is observed in the interval 0.28 < x/Cax < 0.53. Since experi-
mental sensors are quite distant it is not easy to state the real behavior
of the Nusselt number but, it is reasonable to believe that, due to the
interaction between cooling jets and mainstream, turbulent structures
are created immediately downstream of the row. Consequently a peak
of heat transfer would be expected. Figure B.5 also reports the results
of the cases named SET1, SET2 and SET3. The apparent unphysical
behavior showed between 0.22 < x/Cax < 0.53 is no more present and a
unique peak appears in this zone for the modified configurations. SET1
and SET3 have an opposite behavior on pressure and suction side with
respect to the experimental data. In fact, SET1 predicts more accurately
the Nusselt number along the rear part of the pressure side and overes-
timates the heat transfer along the suction side while SET3 is closer to
the experimental data along the suction side and underestimates Nusselt
number in the terminal part of the pressure side. SET2 is a good com-
promise over the entire vane and, for this reason, it has been chosen as
the definitive “improved” setting.
SET2 has also been used to reproduce the Nusselt number distribu-
tion along the midspan of the same vane geometry but in the un-cooled
configuration. Grid of this case has been generated with the same set-
tings of the 15M grid of the cooled case. Results are shown in Figure
B.6. The new set of constants allows obtaining a better estimation of
Nusselt number along the vane mid-span along the pressure side, if com-
pared with the standard parameters. Along the suction side, both the
versions fail in predicting Nusslet number distribution. Although this as-
pect, both of them move the transition position downstream with respect
to the cooled case (vertical line in Figure B.6). This result is physically
correct because in the un-cooled case the turbulent production induced
by the cross flow interaction between main-flow and cooling jets is absent.
Moreover, the modified model allows a better reproduction of the Nusselt
number in the zones close to the trailing edge of the vane, especially on
the suction side.
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Figure B.6: Nusselt number distributions along the midspan of the
un-cooled vane.
B.3 Remarks
The re-calibration of the model proposed in this Appendix is based
on purely empirical considerations related to the reproduction of experi-
mental data of a specific case. However, as demonstrated in Chapter 5,
the “improved” set of constants proved a better behavior in the repro-
duction of experimental data on a different geometry of film cooled vane
with respect to both the fully turbulent SST k−ω model and the original
version of the kT − kL − ω model. Nevertheless, the appropriateness of
the proposed model parameters should be verified on other geometries
and under different operating conditions.
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