Abstract -The linearized Bregman iteration was successful used to find the sparse signal from the its noise measurements. It was proved that the iteration algorithm converges to the augmented minimization problem
Introduction
Compressed sensing theory shows that it is high possible to reconstruct sparse signals with fewer measurements than what is classically accepted. It is drawn lots of attentions from different research fields recently. A vector is sparse if the number of its nonzero coefficients is that is far less . The linearized Bregman iteration was proposed in [11] to find the true signal from the observation where ( ) is the measurement matrix. The linearized Bregman iteration converges to the solution of [3, 4, 11] (1.1) where is a positive scalar. Here, , , is the " -norm" on the Euclidean space. Since the model (1.1) smoothes the norm by adding , it is named as the augmented model. A natural question is when the solution of (1.1) is the true sparse signal. To answer this question, the measurement matrix should satisfy some conditions. A well known property is the restricted isometry property [5] . A given matrix satisfies the restricted isometry property of order if there exists a such that
Suppose that is -sparse and satisfies the restricted isometry property with and , then is the unique minimizer of (1.1) [7] . Many types of random matrices satisfy the restricted isometry property with high probability, such as subgaussian random matrix [2] and random partial Fourier matrix [7] . For subgaussian random matrix, the condition implies that the optimal number of the measurements is [2] The restricted isometry property also can be used to characterize the stable recovery of near sparse signals from the noisy measurements , where is the noise vector. The -sparse approximation error of in is defined by
For
, let be the solution of
Suppose that and , it was showed in [7] that where and are constants. In this paper, we consider the random matrix whose entries are independent symmetric Weibll random variable with exponent i.e., the tail probabilities satisfy
In this paper, the symmetric Weibull random variables are assumed to have mean zero and variance . Therefore, the squared norm of each column has mean equal to one. Different with the subgaussian random matrix, the Weibull random matrix does not satisfy the restricted isometry property with the optimal number of measurements. For , it is the Laplace random variables. Then the Laplace random measurement matrices satisfies the restricted isometry property with the number of measurements [1] For , it is the Rademacher random variables. To reduce the number of the measurements, we use the robust null space property which was also named as the sparse approximation property to characterize the measurement matrices [6, 9] . The main results of this paper are stated as follows: . Then with probability at least , the solution of (1.2) with any satisfies as long as
The constants and are given in (2.21).
Remark 1.3.
It is natural to extend the model (1.1) and model (1.2) to the low rank matrix recovery problem or the signals which are sparse under some powerful transforms. The related problems can be found in [6, 7, 12] and many references there in.
Robust Null Space Property
In this section, the stability of the argument model is proved via the robust null space property. Let be the bestsparse approximation of in the . The measurement matrix satisfies the -robust null space property of order with constant and if
The definition of the -robust null space property is slight different with the original one given in [6] . But it is a special case of the more general version of [9] . The connection between the robust null space property and the restricted isometry property was discussed in [6, 9] . 
