Most analyses of reaction time (RT) data
typically, some observed rts are not a result of the process of interest. For example, luce (1986) demonstrated that genuine rts have a minimum value of at least 100 ms: time needed for physiological processes such as stimulus perception and for motor responses. reaction times below this value could be the result of fast guesses, for example. it is easy to identify these very fast rts, and they are normally eliminated by using a cutoff of between 100 ms and 200 ms. response times in the middle of the distribution that are due to spurious processes are impossible to identify, because they are intermixed with genuine rts. there is nothing that can be done-beyond tight experimental control during the task itself-to attenuate the effects of these responses. it is quite common for some rts to be slow because the subject is inattentive, and these rts can strongly influence the outcome of hypothesis tests. there are a number of techniques for dealing with spurious slow rts, and these will be discussed in more detail below in the context of the different analysis methods.
central tendency Approaches the most common method of analyzing rt data is to report a central tendency parameter (e.g., the mean) and a dispersion parameter (e.g., the standard deviation). the mean difference in rt across conditions is then often analyzed by using ANoVA. However, using hypothesis tests on data that are skewed, contain outliers, are heteroscedastic, or have a combination of these characteristics (raw rt data typically have at least the first two) reduces the power of these tests and can result in a failure to detect a real difference between conditions (Wilcox, 1998) . For example, ratcliff (1993) demonstrated that when the difference between conditions was in mu (i.e., the distribution was shifted to the right) and the data included outliers, the ability to detect the difference with an ANoVA on mean rt was severely reduced. this type of analysis is common (Van Zandt, 2002) ; for example, in Dibbets, Maes, and Vossen (2002) and Fields, landon-Jimenez, Buffington, and Adams (1995) mean raw rt was reported. to obtain a better measure of central tendency, assuming that the difference between conditions is contained in the middle 85%-95% of the rt distribution, researchers can delete some proportion of the extreme trials, transform the data, or accommodate the outliers by using parameters that are less sensitive to outliers. ratcliff (1993) investigated the effect of these methods by using Monte carlo simulations on rt data. No method greatly affected the number of type i errors, but the power varied considerably across methods. the most common approaches are discussed below. cutoffs eliminate slow rts by excluding data longer than some absolute time, some percentage of the data, or data that are some proportion of standard deviations above the mean. According to ratcliff (1993), when the difference between conditions was in mu, eliminating rts above an absolute cutoff point maintained the highest power. However, when the effect was in tau and there were no outliers, the use of absolute cutoffs reduced power because real data were eliminated. When the effect was in tau and there were outliers, then absolute cutoffs had the potential to increase power, although if the cutoff was too large then power was decreased because genuine rts were eliminated. the disadvantage of this method is that no reliable rule can be used to establish absolute cutoffs because they are highly dependent on the particular data that were observed. consequently, cutoffs are often based on the standard deviation (e.g., exclude rts greater than two standard deviations above the mean). ratcliff found that basing cutoffs on the standard deviation could have very adverse effects on power, depending on whether the experimental factors had their effects on the fast or slow rts (e.g., 2 conditions might differ only in the slower responses). Furthermore, Ulrich and Miller (1994) showed that cutoffs can introduce asymmetric biases into statistics such as the sample mean, median, and standard deviation and warn against using cutoffs without allowing for these effects.
Data transformations have the potential to lessen the impact of outliers or skew, or both, by reducing larger values to a greater extent than smaller values. transforming rts to speed (i.e., the reciprocal of latency) normalizes the distribution somewhat, reduces the effect of slow outliers, and therefore generally maintains good power (e.g., imam, 2006; Spencer & chase, 1996;  c.f., Greenwald, Nosek, & Banaji, 2003) . ratcliff (1993) reported that this was the next most powerful approach after cutoffs for minimizing the effects of outliers. transforming data by using the logarithm of each rt normalizes the distribution more than the inverse transformation, although the effect of long rts is not attenuated to the same extent as the inverse, and therefore power is reduced relative to the inverse transformation. researchers should be careful about transforming data, however, because it is possible to eliminate significant effects by transformation. there are also issues of interpretation after transformation of a variable, because the relationship among the variables has been changed (osborne, 2002) .
Neither the mean nor standard deviation are said to be robust measures. that is, the mean is not reflective of the typical response if the distribution is skewed, because the mean is distorted in the direction of the skew. the standard deviation can be greatly increased by a relatively low number of slow rts. therefore, many researchers report the median rt as a central tendency parameter, because it is less susceptible to departures from normality (i.e., robust). the interquartile range (the range between the third and first quartiles) is a robust method of estimating the dispersion. ratcliff (1993) reported that using the median generally resulted in lower power than using cutoffs or transformations. this was the case when the effect was in mu or tau, and both with and without outliers. However, when there was large variability among participants the median had more power than some other methods, such as the inverse transformation.
A difficulty with using the median is that unlike the sample mean, it is a biased estimator of the population median when the population is skewed (a biased estimator does not, on average, equal the value of the parameter or function that it estimates): the true population median will, on average, be underestimated. this is not a problem when comparing conditions with the same number of trials, because the bias is approximately equal across conditions. crucially, the bias becomes more extreme as the sample size becomes smaller (Miller, 1988) and thus the median is more likely to be overestimated in the condition with fewer trials (e.g., Bentall, Jones, & Dickins, 1998, experiment 1). the median should never be used on rt data to compare conditions with different numbers of trials.
examining the Whole rt Distributions
Although analysis of the central tendency is the most popular method of analyzing rt, there are drawbacks to this approach. the mean rt can be the same even if two rt populations are genuinely different. For example, the modal part of the distribution (the left hump) can decrease in value while the number of data in the tails increases, thus producing a null effect of condition. in addition, examining the mean alone could obscure interesting details, such as the behavior of fast and slow responses across the conditions of an experiment. An increasingly popular approach is to analyze the whole distribution itself, thereby discovering effects that would otherwise have been missed. it is perhaps easiest to describe the benefits of analyzing the whole distribution by describing some actual results from a recent study. Hervey and colleagues (2006) employed a Go/No go task to measure differences in neuropsychological performance between children with attention deficit hyperactivity disorder (ADHD) and control subjects. reaction times faster than 100 ms were eliminated. the traditional rt measures-sample mean and standard deviation-showed that children with ADHD were significantly slower and more variable in responding than children in the control group. However, when the ex-Gaussian measures of rt were employed, a different pattern of results emerged. children with ADHD demonstrated faster reaction times on the mean of the normal component of the ex-Gaussian rt curve compared with normal controls (296 ms vs. 319 ms, respectively). However, the difference between groups was largest on the exponential part of the curve, tau, indicating that children with ADHD had a greater number of rts that were well beyond their mean performance than did the control group (229 ms vs. 144 ms, respectively). the authors concluded that children with ADHD were not generally slower than controls but rather were prone to attentional lapses on some trials. Balota and Spieler (1999) analyzed data from a lexical decision task using this approach.
one drawback of analyzing the whole distribution is that many data points per participant and condition are required, which may be difficult to obtain in practice. recently, rouder, Sun, Speckman, lu, and Zhou (2003; see rouder, lu, Speckman, Sun, and Jiang, 2005 for a more accessible account) have described a distribution that adequately describes rt data, even if there are relatively few data points per participant. Distributional analyses are also subject to the influence of outliers. ratcliff (1993) reported that absolute cutoffs work well when the outliers are extreme. if, however, the outliers are intermixed with genuine rts then the parameters will be overpredicted when using cutoffs, although trends in the data will be preserved.
Aggregating rt Data the most common method to aggregate rt data is parameter averaging (e.g., averaging mu, sigma, and tau across subjects). However, the situation is complicated because individual differences across measures of central tendency, dispersion, or distributional shape can be considerable (luce, 1986) . A method called Vincentizing is often used to address this problem. With this approach, estimates of the quantiles (the percentage of points below the given value; 0.4 quantile means that 40% of the data are below and 60% are above that value) of individual observers' distributions are aligned to produce an estimate of the aggregate distribution (see ratcliff, 1979, for a detailed discussion of this issue). this approach is not without its limitations, however, and rouder and Speckman (2004) have demonstrated that parameter averaging outperforms Vincentizing as sample size increases.
implementation of these Methods it is easy to employ many of these analytic approaches. For instance, if the raw data are stored in Microsoft excel format, then excel's built-in formulas can be used to efficiently conduct simple data analyses, such as transformations (see the appendix for a list of usable formulas). However, excel should not be used to conduct inferential statistical and some types of descriptive calculations (e.g., quartiles; Mccullough & Wilson, 2002) . Programs such as SPSS, SAS, and the Matlab Statistics toolbox (http://www.mathworks.com) offer the scope to accurately and efficiently calculate the central tendency and spread of data. For example, analyzing data with the Explore option in SPSS will automatically produce the median, interquartile range, and 5% trimmed mean of the data. A number of software programs may be used to estimate parameters of various distributions (e.g., the Matlab Distribution Fitting toolbox; see also Van Zandt, 2000) . For example, a researcher can use distribution-fitting software to estimate the parameters of the ex-Gaussian distribution (mu, sigma, and tau) for each subject and condition. these methods typically require some programming knowledge, however. conclusion and recommendations A key point of the present article is that some statistical approaches, such as ANoVA on sample means, are unsuitable for rt data, because power to detect differences can be poor. Although some protocols require specific methods of analyzing rts (e.g., Greenwald et al., 2003) , some general recommendations for analyzing rt data may be made. For example, methods to allow for the effects of outliers should be applied carefully. Applying an inverse transformation can maintain high power under many situations. An alternative, and perhaps superior, approach to analyzing central tendencies is to examine the whole distribution, because this method can yield valuable information about the differences between conditions. in view of the time and effort required to design an experiment and collect data, the use of more advanced analysis methods can maximize the return from the obtained data. Interquartile range Do not use Excel
