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Abstract. We extended a local meshless approximation method for solving nu-
merically time-dependent 2D wave equations. The present numerical method is
meshfree and is capable of solving large scale time-dependent PDEs in multi-
dimension for arbitrary shaped domain.
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1. Introduction. Roland Hardy, an Iowa State geodesist, studied RBFs approximation methods
in 1968. Hardy found that his developed interpolation methods were eective for solving two-
dimensional and higher dimensional scattered data problems. Hardy method is known as the
multiquadric (MQ) radial basis function method [7]. In 1986 Charles Micchelli, proved that the
system matrix for the MQ method was invertible, which means that the RBF scattered data
interpolation problem is well-posed [8]. later on, physicist Edward Kansa rst used the MQ method
to solve partial dierential equations [9]. The convergence theory of Kansa's approach was provided
by Schaback [10]. During the past two decades the meshless methods have been developed and
eectively applied to solve many engineering and science problems [11, 12, 13, 14, 15, 16, 17,
19, 20, 21, 22, 24, 25, 26, 27, 23]. The key point of Kansa's method for solving the PDEs is
the approximation by a set of global approximation functions. The main advantage of using the
RBF approximation method for solution of PDEs is its simplicity, applicability to various PDEs,
and eectiveness in dealing with high dimensional problems and complicated domains. The main
disadvantage of RBF approximation method comes from the related full matrices that are very
sensitive to the choice of the free parameter in RBFs and dicult to solve for problems with a large
number of unknowns. This is because the use of the radial basis function interpolation increases
the condition numbers of the related matrices with increasing number of nodes. There are several
methods to circumvent this issue such as domain decomposition [28, 29], the greedy algorithm [30].
One of the possibilities for mitigating computational cost for large-scale problems is to employ the
domain decomposition by Mai-Duy et al. [31], the multi-grid approach and compactly supported
RBFs by Chen et al. [32]. An other way is to use the local radial basis function methods such
as [33, 17, 34, 16], etc. In the present work, we extended local radial basis function method and
developed a local meshless numerical scheme for solving time-dependent 2D wave equation.
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2. Local RBF approximation method for time-dependent PDEs. In this section, we de-
scribe a local RBF approximation method for time-dependent PDEs of the form
ut(x; t) = Lu(x; t); x 2 
  Rd; t > 0: (1)
2.1. Spatial approximation. For given a set of N centers fx1; :::; xNg  
. Where 
 is arbi-
trary shaped domain and the centers can be chosen any where in the domain. In the local RBF
approximation method, at each center xi 2 
, the local interpolant takes the form
u(xi; t) =
inX
j=i1
j(t)(kxi   xjk); j = i1; i2; :::; in 2 Ii(n)  
; (2)
where  is a vector of expansion coecients, r = kx xjk, denotes the Euclidean distance between
two centers x and xj , (r) is a radial basis function dened for r  0 and Ii(n) is a vector
corresponding to the center xi, contains the index i1 of the center xi as well as the indices of the
reaming n  1 centers. The set of centers corresponding to the vector Ii(n) is called a stencil,two
such stencils, one correspond to an interior center, and another to boundary center, have been
shown in Fig. 1. So corresponding to each stencil, we have N number of n n linear systems,
ui = Aii; i = 1; 2; :::; N: (3)
where the entries of the matrix Ai are aikj = (kxk  xjk); k; j 2 Ii(n), the matrix Ai is called the
interpolation matrix, and each system have to be solved for the expansion coecients.
Now to approximate Lu(x; t), where L is a linear dierential operator, we have
Lu(xi; t) =
inX
j=i1
j(t)L(kxi   xjk); j = i1; i2; :::; in 2 Ii(n)  
; (4)
Eq. (3) can be written as a dot product of two vectors, as
Lu(xi; t) = vi  i; (5)
where i is the n 1 vector of expansion coecients, and vi is 1 n vector with entries
vi = L(kxi   xjk); j = i1; i2; :::; in 2 Ii(n) (6)
To eliminate the expansion coecients, we have from Eq. (2)
i = (Ai) 1ui (7)
We substitute the values of i from (7) in (5) to get,
Lu(xi; t) = vi(Ai) 1ui = wiui (8)
where,
wi = vi(Ai) 1; (9)
is the weight corresponding to center xi. Hence for all centers locations, we have
Lu =Wu; (10)
where W is N N sparse dierentiation matrix, each row of the matrix W contains n non-zeros
elements and N-n zeros elements, where n is the number of elements in a stencil.
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2.2. Temporal approximation. After spatial local RBF approximation, we obtained the follow-
ing system of ODEs
ut = F (u); (11)
In our case F (u) =Wu. To discretize in time we can use any ODE solver like ode113, ode45 from
Matlab. The starting vector will be the initial solution u0.
ode45 is based on an explicit Runge-Kutta (4,5) formula, the Dormand-Prince pair [35]. It is a
one-step solver for computing u(tn), and it needs only the solution at the immediately preceding
time point, u(tn 1). In general, ode45 is the best function to apply as a rst try for most problems.
ode113 is a variable order Adams-Bashforth-Moulton PECE solver [36]. It may be more ecient
than ode45 for stringent tolerances and when the ODE le function is particularly expensive to
evaluate. ode113 is a multistep solver; it normally requires the solution at several preceding time
points to compute the current solution.
A good ODE solver will automatically select a reasonable time step t and detect stiness of
the ODE system. For this ODE computation we have used a fourth-order Runge-Kutta method
and selected the time step t manually.
r1 = F(u
n);
r2 = F(u+
t
2
r1);
r3 = F(u+
t
2
r2);
r4 = F(u+ tr3);
un+1 = un +
t
6
(r1 + 2r2 + 2r3 + r4): (12)
2.3. Choosing a good value of shape parameter. A variety of kernel functions are available
in the literature. In our computation we used the the multiquadrics, (r) =
p
1 + (cr)2. As
usual these RBFs contain a shape parameter c and solution accuracy greatly depends on this
parameter. In this paper we used the the following well known algorithm for a good value of the
shape parameter [16].
Algorithm
 = 0
1013 <  < 1015
while  < min and  > max
U;S;V = svd(Ai)
 = max(S)=min(S)
if  < min; c = c  c
if  > max; c = c+ c
c (optimal) = c.
Here svd is the singular value decomposition of the interpolation matrix Ai. U, V are N  N
orthogonal matrices and S is N  N diagonal matrix contains the N singular values of Ai, and
 = kAikk(Ai) 1k = max(S)=min(S) is the condition number of the matrix Ai.
When an acceptable value of shape parameter is returned by the above algorithm, then the svd is
used to compute (Ai) 1 = (USVT) 1 = V S 1UT (see [18]). Note that for orthogonal matrices
the inverse of the matrix is equal to its transpose. Consequently, we can compute the weights wi
in (9).
3. Numerical experiments. In this section, we apply the local meshless approximation method
described in the above section to check the accuracy and validity of the local meshless approxima-
tion method for the wave equations.
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n L1  c C.time(s)
RK4(MQ) 5 1.5537e-003 4.8730e+013 0.0200 2.465325
10 1.4628e-003 3.3301e+014 0.4300 2.658144
15 3.1315e-004 4.2923e+013 1.0800 3.018656
20 2.9421e-004 5.2723e+013 1.4600 2.996878
Table 1. Numerical results with dierent stencil sizes n, correspond-
ing to example 1: when N = 625, t = 1, t = 0:001,  = 1, domain
[0; 1]2.
3.1. The 2D membrane vibrating problem. Here we consider time-dependent 2D membrane
vibration problem
utt(x; y; t) = 
2 r2u(x; y; t); x; y 2 
; t > 0; (13)
which may be transformed into a system of two partial dierential equations given by
ut = v; vt = 
2 r2u(x; y; t); x; y 2 
; t > 0; (14)
and having exact solutions
u(x; y; t) =
64
6
1X
m=1
1X
n=1
1
m3n3
sin (mx) sin (ny) cos(
p
m2 + n2t); (15)
to validate the capability of the local meshless method. The initial conditions u(x; y; 0) = f(x; y),
and ut(x; y; 0) = g(x; y; 0) can be extracted from the analytical solution. We have used the bound-
ary conditions u = 0 on the boundary @
. The solution is advanced in time by fourth-order
Runge-Kutta method with time step size t = 0:001. The problem domain is discretized with
N = 625 equally spaced centers and stencil size 5  n  20 have been used as shown in Fig. 1.
The optimal value of n is mainly a problem dependent, however for a sparse dierentiation matrix
we have to choose n much smaller than N . The L1 error norm, the stencil size n, the condition
number , of the interpolation matrix for the last center and its corresponding shape parameter c,
and the computation time in seconds are shown in Table 1.
4. Conclusions. In this work we have extended the local radial basis functions approximation
method and developed a local meshless numerical scheme for solving 2D wave equation. Due to
the radial basis functions the applied method have a great exibility to solve multi-dimensional
problems with arbitrary shaped domain. For large scale problems it is not possible to implement
the global RBF method due to the dense dierentiation matrices, but the local RBF method have
the capability of solving large scale problems with a small stencil size to keep the dierentiation
matrix sparse. The applied local method is equally applicable for large scale time-dependent
multi-dimensional problems with irregular shaped domain.
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