In recent years, there has been a growing interest in applying convolutional neural networks (CNNs) to low-level vision tasks such as denoising and super-resolution. Optical coherence tomography (OCT) images are inevitably affected by noise, due to the coherent nature of the image formation process. In this paper, we take advantage of the progress in deep learning methods and propose a new method termed multi-input fully-convolutional networks (MIFCN) for denoising of OCT images. Despite recently proposed natural image denoising CNNs, our proposed architecture allows exploiting high degrees of correlation and complementary information among neighboring OCT images through pixel by pixel fusion of multiple FCNs. We also show how the parameters of the proposed architecture can be learned by optimizing a loss function that is specifically designed to take into account consistency between the overall output and the contribution of each input image. We compare the proposed MIFCN method quantitatively and qualitatively with the state-of-the-art denoising methods on OCT images of normal and age-related macular degeneration eyes. Index Terms-Fully convolutional network (FCN), Multi-input FCN, Image denoising, Optical Coherence Tomography (OCT).
RELATED WORKS

Convolutional Neural Network
CNN is a multilayer architecture with an input layer, an output layer, and multiple hidden layers. The hidden layers mostly consist of convolutional and pooling layers. The last hidden layers can be fully connected layers for global decision-making. The convolution and pooling layers enable the whole structure to extract a hierarchical representation of the data, in which shallower layers concentrate on low-level features whereas deeper layers represent higher-level features [28] . Each layer composed of a number of feature maps. Each unit in a feature map (neuron) is computed by a local operation, i.e., convolution or pooling, on the previous layer. By contrast, in a fully connected layer, each neuron is connected to every neuron in the previous layer. The local connectivity greatly reduces the number of parameters to be learned and captures local statistics of natural images. Moreover, these local operations can operate over arbitrary-sized inputs. In this base, Long et al. [29] proposed a variant of CNNs by casting fully connected layers into convolutions and named it FCN. This makes the FCN a natural choice for image transformation tasks ranging from low-level to high-level vision tasks.
Network Architectures
In general, the main purpose of successive convolution and pooling layers in CNNs is hierarchical feature extraction. However, the pooling or sub-sampling, in any forms, results in loss of spatial information [30, 31] . Therefore, we have chosen a network architecture without subsampling layers as a building block for implementing our proposed MIFCN method.
The context aggregation network (CAN) was recently proposed for semantic segmentation [30] and it mainly contains convolution layers with dilated convolutions. Dilated convolution provides a mean to aggregate contextual information without the need for any form of subsampling. More recently, a fast and compact instance of CAN has been also successfully applied for approximating a number of image processing operators [31] . We will describe some of the main components of this architecture in the following paragraphs.
Convolution Layer and Dilated Convolution
Convolution layer is the main ingredient of a CNN architecture [29] . Each convolution layer composed of several feature maps of the same size and every feature map highlights the regions in the input that are most similar to its corresponding filter. These filters are learned in such a way that they eventually activate features suitable for a given task. During the forward pass, feature maps are computed from the previous layer as follows:
where is the i-th feature map of layer , −1 is j-th feature map of the previous layer ( − 1), , is a convolution kernel, the operator * represents dilation convolution with dilation , and is a bias. By increasing the dilation d, the filter can tap locations separated by the factor d without losing resolution [30] . Mathematically, the d-dilated convolution at location x between a feature map and a kernel can be written as:
Activation Layer
To enhance representation ability of neural networks, the results of a convolution layer usually pass through a point-wise nonlinearity. A popular activation function is rectified linear function (ReLU). However, since ReLU outputs zero for all negative values, some neurons can die (dying ReLU problem). The leaky variants of ReLU can be used to avoid this problem. Here, we use the leaky ReLU (LReLU) [32] which is defined as ( ) = max ( , ),
where the constant parameter (called the leak parameter) determines the slope for negative values. Fig. 1 . The overall structure of the proposed MIFCN method for OCT image denoising. The numbers in front of the letters "k", "d", and "c" represent kernel size, dilation rate, and number of feature maps, respectively.
PROPOSED MIFCN METHOD FOR OCT IMAGE DENOISING
Given an OCT image observation 1 (main image) with T-1 number of its nearby OCT images, our goal is to design a network that can effectively utilize the correlations among these T inputs { 1 , … , } and reduce noise of the main image. This problem can be cast as a regression problem [12, 13] . In this section, we propose a multibranch architecture that can be learned in an end-to-end manner. The overall architecture of the proposed MIFCN method is shown in Fig. 1 . Each branch mainly consists of convolution layers with the aim to reduce the amount of noise in its input. Thus, each branch is an FCN. Then, a weighted averaging module is used to combine the results based on their similarity to the main image ( 1 ). The architecture is followed by another convolution and activation layers to enhance the modeling ability and give more plausible result. The network for each branch is designed as shown in Fig. 2 . We have used a similar network structure for all branches. This structure consists of three convolution layers. All of these layers have the same number of feature maps C = 24. The dilation rate (d) for each of hidden layers are set to 1, 2, and 1, respectively. Then, the output of each convolution layer is passed through an activation layer. Let us indicate the input to the t-th branch as 0 = ∈ × , where ∈ {1,2, … , }. Therefore, as explained in the previous sections (2.3 and 2.4), each feature map in the convolution layers are computed as follows:
where ∈ {1,2,3} indicates the layer number, and , is a 3 × 3 kernel. Then, another convolution layer without activation layer can be used to reconstruct an output image at the end of each branch:
where , 4 is a 1 × 1 convolution kernel.
During the forward pass, the outputs of branches result in a set of noise reduced images {̂1, … ,̂}. Since the inputs are nearby images, the outputs of branches have some spatial correlations. However, there might be slight variations between these images. Thus, simple pixel by pixel averaging can result in blurring artifacts [33] . Motion compensation algorithms can be used with the expense of high computational cost and tolerating error (even for noise-free images) [34] . Here, inspired by the nonlocal mean (NLM) weighting mechanism [19] , which is almost robust to slight variations in patches [33, 35] , we propose a module that compares each pixel of the main branch output (̂1) to the corresponding pixels from the other outputs {̂2, … ,̂}. The proposed module assigns weights to pixels of denoised nearby images. Each pixel in the output of the proposed module is simply formed by a 6 weighted combinations of a pixel from the main branch output and the corresponding pixels from the other outputs.
Concretely, the output of the averaging module is computed as follows:
where ̅ is the output of the weighted averaging module, ̂ is the output at the end of each branch ( Fig. 1 ), is a weight matrix with the same size as ̂, and the operator represents Hadamard product. Each entry in the weight matrix ( ) reflects the similarity between the corresponding pixels in the main branch output (̂1) and the t-th branch output (̂). Therefore, the maximum scores are always assigned to the main branch pixels and the entries of 1 are bigger than the others. To compute the weight matrix, we need firstly to compute the differences between corresponding pixels from denoised nearby images:
where is a matrix of intensity differences whose elements are differences between pixels from the main branch (̂1) and pixels from the t-th branch (̂). Then, this matrix can be used for computing exponentially decaying weights for pixels of an image:
where is the matrix of weights associated for each pixel in the t-th branch prediction, and h is a constant parameter. To ensure that these weights sums to one, we can normalize the weight matrix by:
Next, the result of the weighted averaging module is processed by another set of network layers. As shown in Fig. 1 , the output of the averaging module ( ̅ ) is fed into a convolution followed by LReLU activation layers to obtain the last hidden feature map ( 5 ). Then, this feature map ( 5 ) is converted to the final image using a 1x1 convolution layer:
where ̂d enotes the final result of our 3-D reconstruction method.
Before concluding this section, it is worth mentioning that unlike the original NLM weighting mechanism [19, 33] which is based on comparing small patches around each pixel, here, we compute weights based on comparing pixels between denoised nearby images. We have experimentally found that this pixel by pixel averaging module is strong enough to provide plausible results and avoid extra computations. The reasons can be explained as follows:
1) noise is expected to reduce in each branch, thus pixel by pixel comparison is more robust compared to such a comparison between pure noisy images, and 2) we can compare our module with local filtering approaches [4] . In local filtering approaches, a pixel is denoised based on weighted average of pixels around it. Here, instead of considering a neighborhood around each pixel, we use corresponding pixels from the nearby images that have some correlations. Therefore, it is reasonable to apply the same principles.
LEARNING THE PARAMETERS
Since FCN is not sensitive to the input size, we can train an FCN for denoising using only patches. In fact, training an FCN for denoising using patches have empirically shown to be helpful [25, 26] . This is because it enables the network to see more local information. As shown in Fig. 1 , the proposed MIFCN architecture has T branches.
To train the parameters of all branches simultaneously, we need T patch pairs. However, in contrast with the test dataset, the training dataset does not include nearby images (the training and test datasets will be described in Section 5.1). Since the training procedure is based on using patches, we can gather similar patches for each patch.
Therefore, following a simple procedure, we can create a dataset of patches and their similar ones as a training dataset. First, N patches of size p 1 × p 2 pixels are extracted from all high SNR images. Then, for each patch in an image, the T most similar patches (including the patch itself) are collected by nonlocal searching [19] in that image.
By extracting the corresponding noisy patches for each patch, we have a training set of the following form:
where ( ) is the t-th similar patch for the j-th noisy patch and ( ) indicates its corresponding high SNR patch.
Given the training dataset D, we need a loss function to train the parameters of the network architecture. The set of parameters include kernels and biases of all feature maps. The widely used mean squared error (MSE) is the common choice for image reconstruction purposes. However, in our experiment with the proposed MIFCN architecture, we could not train the proposed MIFCN architecture using pure MSE, particularly because MIFCN has multiple branches. Pure MSE only takes into account the error between predicted outputs and desired outputs.
Since our proposed MIFCN architecture has multiple branches, learning its parameters using only MSE might result in a useless branch which outputs zeros. Instead, we have designed a loss function which also takes into account the last feature maps of branches. This loss function enables training the architecture in an end-to-end manner:
where N is the number of training patches, T is the number of branches, ̂( ) is the output of the last feature map in the t-th branch for the i-th noisy training patch, ̂( ) is the final output of the architecture for the i-th noisy training patch, and ( ) is the corresponding high SNR patch.
In Equation (11), the first term encourages the similarity between the result of the last feature map in each branch for its input and the corresponding high SNR patch. This is because the last feature map should be a noise reduced version of its input. The second term encourages the similarity between the final output and the prediction of the first branch (or main branch). In this way, we can ensure that slight variations in the inputs cannot negatively affect the final output.
For training, the loss function ( ) can be minimized using a gradient descent based optimizer [36] . We trained the network with augmented data generated by horizontal and vertical flipping, and +90-degree rotation. All of the training data was presented for 60 epochs. In the first 30 epochs, the learning rate was set to 0.0001. Then, it was set to 0.00001 for the remaining epochs. The total training time for this architecture was less than two hours. More epochs do not seem to improve the performance. 8 
EXPERIMENTAL RESULTS
In this section, we present experimental results of the proposed MIFCN method. We compare the proposed MIFCN methods with some of the well-known state-of-the-art denoising methods. The source code of our method will be made publicly available on the website (https://github.com/ashkan-abbasi66/MIFCN). Also, all of visual results of the proposed method and compared methods are now available on the website.
Datasets
To train and evaluate our proposed MIFCN method, we have used the SDOCT datasets that were made publicly available by [12] [13] [14] . All of these images were captured by Bioptigen SDOCT imaging (Durham, NC, USA) from 28 subjects with normal and age-related macular-degeneration (AMD) eyes. In the training part, there are 10 high SNR images with their corresponding noisy images. These high SNR images and their noisy correspondences can be used for training. The high SNR images were acquired by registration of azimuthally repeated OCT images from the fovea [12] [13] [14] . The rest of images are used as test dataset. Therefore, there are 18 images in the test part.
However, for each image in the test dataset, four noisy nearby OCT images are also provided along with a high SNR image. Thus, an image denoising algorithm can exploit one or more OCT images to reconstruct a high quality OCT image and the final reconstruction results can be compared with the corresponding high SNR images.
Quantitative Metrics
The performance of the proposed MIFCN method is assessed by various image reconstruction metrics.
Specifically, we adopt the peak signal-to-noise-ratio (PSNR), mean-to-standard-deviation ratio (MSR) [37] , contrast-to-noise-ration (CNR) [38] , and equivalent number of looks (ENL) [6] . Since we have high SNR images, we compute the PSNR as a widely accepted metric in this scenario. This metric is defined based on the intensity differences between the output and a reference image. The other metrics do not need the reference images but they are computed locally. Therefore, we need to select a few regions of interest (ROIs) from the images. The contrast between foreground regions (e.g. red box #2-#6 in Fig. 3 ) and background noise is measured by the CNR metric.
The background noise is computed in the background region (e.g. red box #1 in Fig. 3 ). The CNR metric is large when ROIs contain prominent features with bigger mean than background's mean, but with small variance. The MSR is a sign of good feature recovery without taking into account background regions. The ENL evaluates smoothness in background regions. Large ENL indicates a stronger noise smoothing in background areas [6] . In addition, we have used the Wilcoxon signed-rank test to show the statistical differences between the proposed MIFCN method and the compared methods.
Compared methods
The proposed MIFCN method is compared with some of the well-known state-of-the-art denoising methods from the literature. The comparison methods include: K-SVD denoising algorithm [10] , block matching and 3-D filtering (BM3D) [24] , spatially adaptive iterative singular-value thresholding (SAIST) [39] , patch group based Gaussian mixture model (PG-GMM) [40] , block matching and 4-D filtering (BM4D) [41] , and segmentation based sparse reconstruction (SSR) [14] .
The K-SVD denoising algorithm [10] is a celebrated sparse representation based image denoising method. In this method, the sparse representation over a learned dictionary is used to remove noise. The benchmark BM3D [24] combines the benefits of sparsity based image modeling and nonlocal similarity within each group of similar patches. The BM4D [41] is an extension of BM3D for volumetric data. In BM4D, groups of similar cubes are collaboratively filtered to reduce noise. Therefore, BM4D can naturally capture correlation between multiple images. The SAIST [39] uses a low-rank approach to characterize local and nonlocal variations in a group of similar patches. In contrast to the existing nonlocal image restoration methods which use only nonlocal similarity of corrupted image, the PG-GMM [40] learns a nonlocal similarity prior from an external training dataset. Gaussian mixture models are used to learn the prior based on groups of similar patches. The SSR [14] is a recently proposed OCT image reconstruction algorithm which performs sparse representation over learned dictionaries for each layer.
The dictionary for each layer is learned/selected using a segmentation algorithm. Thus, SSR combines a good modeling approach (i.e., sparse representation over learned dictionaries) and a good model selection strategy.
Algorithm parameters
Most of the parameters of the proposed MIFCN method, including kernels and biases of feature maps, are learned automatically from the training data. The constant parameter of LReLU function was set to 0.2 and the identity initialization method [30] were used to initialize kernels and biases of feature maps. The number of branches (T) is, in general, dictated by the imaging configuration (more specifically, it is based on the azimuthal resolution of the OCT volume). This is because we want to avoid the contributions of images with large difference in contents.
However, there is also a constant parameter h in the exponential weight function (7) that can be used to control the amount of contributions from nearby images. In Section 5.6, we will show the effect of different values of the parameter h on the performance of the proposed MIFCN method. Our test dataset (Section 5.1) has five images per subject. Therefore, we set the number of input branches T to 5. The constant parameter h was experimentally set to 400. Setting a smaller value for h weakens the contributions of nearby images.
For training, we had 10 pairs of noisy and high SNR images (Section 5.1). We extracted patches of size 15×15 pixels. The bigger patch sizes may cause blurring artifacts because of losing small details and smaller patch sizes are more likely to capture noise [26] . Since there are a large background portion in OCT images, we manually are also shown at the bottom of each column. As can be seen, K-SVD, BM3D, SAIST, and PG-GMM attenuate the noise while result in apparent visual artifacts. Exploiting self-similarity in BM3D, SAIST, and PG-GMM allows better reconstruction of retinal layers. The SAIST method utilizes a low-rank approach which is a powerful technique especially for background regions. However, this method results in more artifacts especially in retinal layers compared to other methods (e.g., compare red box#4 in Fig. 3, (D) and (M) with their corresponding boxes in other images). The visual results confirms that BM4D, SSR, and our proposed method can better preserve layer structure due to exploiting correlation among nearby OCT images. Similar to the results of BM3D (e.g. Fig. 3, (C) and (L)), using fixed bases in BM4D limits modeling ability and results in visible artifacts. However, there are less artifacts in the OCT reconstruction results of BM4D compared to the BM3D's results. This might be attributed to finding better matches by grouping 3-D patches in BM4D instead of grouping 2-D patches in BM3D. Although the SSR uses learned dictionaries for reconstruction of each layer, its reconstruction results are too smooth. The layer boundaries are reconstructed very well, but the smoothness can be easily seen from the background regions (vitreous and sclera) and cloudy appearance choroidal region below retinal layers.
Results for OCT Image Denoising
The visual results can be validated by the average quantitative results which are reported in Table I and II. In Table I three quantitative metrics (i.e., MSR, CNR, and ENL) which are widely used in the evaluation of OCT reconstruction algorithms [6, 14] are reported. The average PSNR results are reported in Table II . These quantitative results reveal that the proposed MIFCN method performs reasonably well in terms of all metrics, except that for the mean of the ENL. This is because the ENL evaluates smoothness in background regions. Therefore, this high ENL value for SAIST can be attributed to the strong noise suppression in background areas due to exploiting a low-rank strategy. For SSR method, smoothing textures is the main cause of achieving high ENL value. However, because SSR can well preserve layers structures, other metrics have relatively high values. All of these qualitative and quantitative results suggest that the proposed MIFCN method outperforms other methods for OCT denoising. We reported the average run-time (in seconds) for denoising by the compared methods in 
Effects of different values of the parameter h
The aim of our proposed MIFCN method is to reduce the noise of an OCT image by exploiting the correlation among some nearby OCT images. To this end, the constant h in Equation (7) controls the amount of contributions from other branches (or nearby images). A few visual results are reported in Fig. 4 . If a very small value is selected for h ( Fig. 4 (C) ), the final result (̂) is almost identical to the prediction of the main branch (̂1). The reason is that very small weights are assigned to each pixel of other branches. As we increase this constant, we can continuously increase the amount of contributions from other denoised nearby images. Comparing Fig. 4 (D) and
(F) clearly shows that in Fig. 4 (D) small features become blurry and the reconstruction result suffers from artifacts.
Since the constant value of h has a significant effect on the final result, we experimentally study effects of different values for this parameter. Quantitative metrics may also help in selecting a suitable value for h. In Table IV , we reported the mean values of some quantitative metrics which were obtained using different values of the parameter h. However, each metric has its own merits and drawbacks. Therefore, visual inspection is still the most prominent tool. For an ideal metric, it is natural to expect that by increasing the value of h, that metric's value increases until a certain point, then it starts to fall down. This is because increasing the value of h results in more contributions from other nearby images and this might reconstruct an image which is not faithful to the main input image. From Table   IV , one can see that the MSR and CNR metrics does not help in our experiment since they are continuously increasing. However, the ENL and PSNR give more relevant results which are more consistent with the visual results in Fig. 4 . For example, when the parameter h is greater than 500 in Table IV , the ENL value starts to decrease and the PSNR value remains almost unchanged. Figure 4 (F) and (H) also demonstrate that when h is much larger than 500, the small features become less visible, and the result becomes blurry. Therefore, for a given dataset of OCT images, both the quantitative metrics and the visual quality of the reconstruction results must be considered to find a suitable value for h. Overall, we have used h = 400 for all of the experiments that are reported in Section 5.5.
Effects of the number of layers
In this section, we experimentally show how the number of convolution layers could affect the performance of the proposed MIFCN method. In the proposed MIFCN method's architecture ( Figs. 1 and 2) , the main ingredients are 3 × 3 convolution followed by LReLU activation layers, 1 × 1 convolution layers, and a pixel by pixel averaging module. Here, we are interested in varying the number of 3 × 3 convolution layers while keeping all other things unchanged.
In Table V , the mean squared error (MSE) of five different configurations are reported. These configurations are indicated by MIFCN-A-B, where A shows the number of 3 × 3 convolution layers for each branch (Fig. 2) and B
shows the number of 3 × 3 convolution layers right after the pixel by pixel averaging module ( Fig. 1 In Table V, shows that the model needs more data since the MSE for the training set decreases significantly but the test error does not improve. The last configuration in Table V shows that removing one convolution layer from each branch leads to a model (MIFCN-2-1) with limited modeling capacity. For this model, the MSEs for the training and test sets are significantly higher than the other configurations. These quantitative comparisons show that the main model (MIFCN-3-1) offer a good trade-off between performance and complexity.
CONCLUSION
In this paper, we propose a new deep learning method (named MIFCN) for denoising SDOCT images. The proposed MIFCN method exploits a weighted averaging module which is inspired by the nonlocal mean method [19] to effectively capture useful information from nearby OCT images. We show how the parameters of the proposed MIFCN architecture can be learned in an end-to-end manner. We have also conducted extensive experiments to compare the proposed MIFCN method with some of the well-known state-of-the-art methods. The experimental results show the effectiveness of the proposed MIFCN method over the compared methods. These results also show that the proposed MIFCN method can effectively reduce noise while preserving textures and layer structures. Interestingly, our proposed MIFCN produces less artifacts compared to other competing methods.
Therefore, the proposed MIFCN method is not only useful for OCT image quality improvement but also it might be a good preprocessing step for retinal layers segmentation methods. In the future, we would like to incorporate segmentation information into our proposed MIFCN method [14] . Also, we would like to extend the proposed MIFCN method for OCT image interpolation [14, 15] . In addition, although we only considered the task of retinal OCT image denoising, the proposed MIFCN method might also be applied to denoising of other medical images.
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