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We give a condition which implies that the trivial solution, U I= 0, of a class 
of reaction-diffusion systems with homogeneous Dirichlet boundary conditions, 
is a global attractor for all nonnegative solutions. In certain cases, this condition, 
which relates the diffusion matrix and the domain to a parameter which depends 
on the nonlinear term, significantly improves similar conditions which can be 
obtained from energy estimates. Applications are given to equations arising in 
mathematical ecology. 
I 
The purpose of this paper is to give a condition which implies that the trivial 
solution U = 0 of the reaction-diffusion system 
lJ, = D AU + F(U), U(0, x) = UO(x), (1) 
u IasaxLQ, = 0, (2) 
is a global attractor for all nonnegative solutions of (1) (2). Our condition relates 
the diffusion matrix, D, and Q to a third parameter which depends on the non- 
linear term. In certain cases, this provides a considerable improvement over the 
conditions and results obtained from energy estimates by Conway, Hoff, and 
Smoller [3]. These results have applications to systems arising in mathematical 
ecology. 
We assume that D = diag(d, ,..., d,), where each di is a positive constant, 
F(U) = (fr( U) ,..., fn( U)), d is the m-dimensional Laplacian, and that Q is a 
bounded domain in lFP lying on one side of its boundary, which we assume to 
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be smooth. The interactive term F is assumed to be smooth and to possess 
bounded invariant sets Z of the form ,Z = nyZ, [0, ai], for sufficiently large 
ai > 0; that is, if U”(x) is continuous and has values in Z then U(X, t) E .Z 
for x E Q and all t >, 0 for which the solution U of (l), (2) exists. This will be 
the case if we impose the condition 
F(U) . v(U) < 0, (34 
for all U E aZ and x E Q; here, V(U) is an outward normal to 82 at U. It follows 
that there then exists a unique, smooth solution of (1) (2) defined for all t > 0 
and with values in z1, see [2] for details. It will also be assumed that fi has the 
form 
f,(U) = u,M,(U). (3b) 
In the context of mathematical ecology, Md is the local growth rate of the ith 
species. 
We first give a condition which implies that the plane (ui = 0} is a global 
attractor for solutions of (l), (2) with data U”(x) E 2. Let 
gi(W) = SuP(fi(61 paa+) 5i-I T W, 5i+1 ,-.P 5%): 0 G 5j < ajp i #.i>, (4) 
and define Gi(w) = Jrg,(s) ds. Now let 
Ai = sup(G,(w)/w2: 0 < w Q a,>. 
(Note that Xi is bounded by an expression which depends on ai and the Lipschitz 
constant of gi , which is finite; see [4, Lemma].) If R is the radius of the smallest 
ball containing 0, our condition is that 
where y > 0 depends only on m if m > 1; (if m = 1 y also depends on gi 
and RU,‘). The proof employs a comparison technique introduced by Conway 
and Smoller, [4], to estimate ui from above by the solution w of the scalar 
equation 
wt = didw +g,(w), w(x, 0) = U~O(X), w IaJzxiw, = 0. (6) 
Next, it is shown that condition (5) implies that zero is the unique solution of 
the steady state equation 
0 = di dw + g,(w), w lm = 0, (7) 
associated with (6), and hence, that w(x, t) must decay to zero as t approaches 
infinity. Thus if (5) holds for 1 < i < n, the origin must be a global attractor. 
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It should be noted that if A, < 0, (which occurs in a number of examples), 
our condition is independent of D and Sz. In Section III, we apply the above 
result to equations which describe the ecological interactions of predation and 
competition. 
Acknowledgement. The author would like to thank M. Crandall for suggesting 
that D and 52 be related to hi ; (the theorem was originally proved with the 
hypothesis Ai < 0 instead of (5)). 
II 
We shall begin with a discussion of the case m = 1 and Ai ,( 0. The proof, 
though trivial, provides a simple geometric interpretation of condition (5) 
which may help to extend our results to a more general setting. The crucial 
step is to show that zero is the unique nonnegative solution of (7). If w is a smooth 
nonnegative solution on Sz = (--I, I) we multiply (7) by wZ and integrate from 
zero to x to obtain 
C = diwz2/2 + Gi(w), 
where C = diwn2(0)/2 + Gi(w(0)). H ence the solutions of our boundary value 
problem coincide with the level curves of the expression diz2/2 + Gd(w), where 
z = w, . When G,(w) ,< 0, the level curves of this expression are as in Fig. 1; 
the solutions of (7) must cross the z-axis when x = &Z. Clearly, there is no 
FIGURE 1 
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such smooth nonnegative solution. We shall prove a similar result in several 
space variables by reducing the problem to one dimension. 
THEOREM. Suppose that conditions (3) and (5) hold. Then lim,, U&Y, t) = 0, 
uniformly for x E Q, where ui is the ith component of the solution of(l), (2). 
Proof. We begin by noting that (3) together with the definition (4) of gi 
imply that gi(0) = 0 and that g,(a,) < 0, so that 0 and ai are respectively lower 
and upper solutions of (7). M oreover, it is shown in [4] that gi is uniformly 
Lipschitz (and hence Holder) continuous on [0, ai], so that there exists a unique 
classical solution w of (6) with values in [0, ai] defined for all t > 0. 
The desired comparison ui < w is obtained by arguing as in [4]. In particular, 
we let x = ui - w and h(x, t, Z) = f,(U) - gi(w), so that z satisfies the equation 
zt = di AZ + h(x, t, x), z Iz.oxR+ = z It--O = 0. (8) 
From (4) we see that h(x, t, 0) < 0, so that {Z < 0} is an invariant set for (8); 
hence ui < w in9 x R,. 
We now assert that zero is the unique smooth solution of 
-di Aw = gi(w), w Ian = 0, (9) 
with values in [0, ai]. Suppose that this is not the case, and let wO(x) + 0 be 
a solution. Let D = {x E KP: 1 zc j < R}, where R > 0 is chosen such that 
Q C D, and define 
w*(x) = WON XEL?, 
= 0, x E D\Q. 
Clearly, w.+ E H,l(D). We claim that w* is a weak lower solution of 
-di Aw = gi(w), w IaD = 0; 
that is, w.+ satisfies the inequality 
I diVw, * Vvdx < D s gdw*) ‘P dx, D 
for all cp E H,,l(D), with a, > 0. It clearly suffices to prove this inequality for all 
‘p E Corn(D). Let n denote the outward unit normal to aQ. Then dw,/dn < 0, 
since w0 >, 0 in Q and w,, = 0 on aQ. Let K = supp q~,, and let H = 22 n K. 
If we give H the orientation induced by rz, we have that 
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since Q) = 0 on aK. Thus 
s diVg, . VW, dx = s d,Vg, . VW, dx + D KnR I diVp . w* dx K\Q 
= s am-in) dig, dw,/dn da - J dip, Aw, dx KnR 
d JKnR dip gdwtJ dx = Jr, dip gdw*> dx, 
since gi(0) = 0. Thus wu* is an &l(D) lower solution of (9), . Clearly w* = a, 
is an upper solution, so that we may apply an existence theorem of Dueul and 
Hess, [7], to obtain an exact &l(D) solution wr of (9)n which satisfies 
w.+ < w1 < w*. Since w, is bounded and gi is Lipschitz continuous, the usual 
bootstrapping arguments imply that wI E Cz+~(D), so that by an existence 
theorem of Amann, [l], there exists a maximal C*+*(D) solution w satisfying 
WI < w < w*. Since any rotation of a solution of (9)n is again a solution of 
(g)D) it follows that w is rotationally invariant, so that w satisfies the ODE 
-4 (w,, + -+ wr) = g,(w), w(R) = 0, W?(O) = 0; 
(the boundary condition at r = 0 follows from the smoothness of w). We 
rescale this equation to obtain 
-P (wW + + WT) = g,(W), w(l) = 0, w,(O) = 0, (10) 
where p = diRw2. Now multiply (10) by We and integrate from r = 0 to r = 1 
to obtain 
p (w:(l)/2 + (m f 1) l1 S-1W~2(S) ds) = Gi(w(O))* (11) 
(We have used the fact that G,(w(l)) = G,(O) = 0). First, we shall suppose 
that m > 1. Since w(l) = 0, by Poincare’s inequality there exists a constant 
C, > 0 such that C, si w2(s) ds < st w:(s) ds, so that 
C,(l + Cl)-l Jo1 (w” + wr2) ds < s,’ w?(s) ds G Jo1 s-lwT2(s) ds. 
By the Sobolev embedding theorem, there exists a constant Ca > 0 such that 
c-2 II w IL G II w II‘41 * The last two inequalities together with (11) imply that 
p/-l~(O)~ < Gi(w(O)), where y-l = ClC22(m - l)/(C, + 1); note that y 
depends only on m. Suppose that w(0) = 0. Then there exists r, with 0 < Y, < 1 
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and such that Ij w jlm = w(r,,J. Multiply (10) by w, and integrate from Y = 0 
to r = Y, to obtain 
-Pb - 1) lo?” +00,2(s) ds = GJw(r,)) < 0, 
and from Y = Y, to r = 1 to obtain 
P (WAW + (m - 1) j’ 
r?n 
s+J,~(s) ds) = G,(w(r,)) > 0, 
contradiction. Thus we have that w(0) > 0 and that 
1 < p-‘rGJw(O)) w(O)-” < R2yA,/di . 
This inequality violates condition (5), yielding the desired contradiction. 
If m = 1, we must use a different argument. Let F(w, z) = (a, -p-‘g,(w)), 
so that the solution of (10) also satisfies 
(w, z)r = F(w, 4, (41, P), 41, PI) = (0, B>, (12) 
when /I = /I,, for some & < 0. Since solutions to (12) are unique, solutions of 
(12) are uniformly bounded by the particular solution of (12) when /I = & 
for any B with 0 > /I > /3,. Viewing /3 as parameter, we apply Gronwall’s 
inequality to obtain for any /I1 , Pa between zero and & 
(40, A> - 40, B2>>” + (40, Bl) - m B2>>” G Y I A - B2 I23 
where y depends only the Lipschitz constant of p-‘g, and on ai . Taking p2 = 0 
and /3r = PO, we have that 
Since m = 1, we clearly have that w(0) # 0. The proof now proceeds as above. 
We shall now show that lim,,, w(x, t) = 0, pointwise, where w(x, t) is the 
solution of (6). If this is not the case, there exists x0 E Sz such that 
lim supthm w(xO, t) > 0. By [8, Lemma 3.81, there exists a constant K > 0 
such that 1 V2w(x, t)j < K for (x, t) E D x [l, cc). We may therefore choose 
a sequence {tn} with lim t, = co, and such that if W,(X) = w(x, t,J, then 
lim w,(x) = wO(x) in @(Q), 0 < ol < 1, and w&c,) > 0. We claim that s+,(x) 
is a solution of (9). If v E C,,m(sZ), then 
= lim 
n IS d,p, 4x, hz> dx sa 
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Now multiply (6) by w, , integrate over 9 x [l, cc), and apply Green’s theorer 
to obtain 
so that lim,,, 11 wt(*, t)jlLz = 0. Hence w,, is a weak (and therefore strong) solu 
tion of (9); since gi is Lipschitz continuous and w, is Holder continuous, w 
must therefore have that w,, is a nontrivial, nonnegative classical solutior 
yielding the desired contradiction. 
We obtain uniform decay of w as follows. If p(t) = 11 w(., t)/& , we obtai. 
the differential inequality t.~’ + C~ < so wgi(w) dx by multiplying (6) by u 
integrating over Q, integrating by parts, and by finally applying Poincare’ 
inequality. Since wg,(w) is a bounded function which converges pointwis 
to zero, the Lebesgue dominated convergence theorem implies tha 
lim,,, lo wg,(w) dx = 0, and thus the above differential inequality implies tha 
lim,,, p(t) = 0. Since w is bounded, we obtain LP decay for any p > 2, ant 
we obtain uniform decay from [9, Lemma 3.11. 1 
Our result can be extended in several ways. The functions fi( U) may bl 
allowed to depend on x and t; we need only alter the definition (4) of gd by taking 
the supremum of fi( U, x, t) over all appropriate values of x and t in addition tc 
the variables uj , j # i. 
We may also replace -did by an elliptic operator L, of the form 
Lo = - C &,ayaxi axj, 
j.k 
where the a$,k’s are constants which satisfy the condition Ci,&,&tk > di 1 [ j2 
We modify the proof by first performing a linear change of variables x -+ x’ 
which transforms L, into -d,d. 
We can also consider other boundary value problems when m = 1; (2) i$ 
replaced by the mixed condition 
ui + pi(x) duJdn = 0, x = -Jg, 
where Sz = (-Z, I) and flti >, 0. For simplicity, we consider the case & ,( 0. 
Suppose that the condition 
d?” II Pi llco maxi1 gi(w)(--G~(w))-1’2 I> -C 1 (13) 
holds. We claim that there are no nonnegative, nontrivial stationary solutions. 
Such a solution must connect the ray w = /$(-I) .a when x = -1 to the ray 
w = --/3,(Z) z when x = 1, where w, = a. Condition (13) ensures that the 
former ray lies above those trajectories which coincide with the curve OAB 
in Fig. 1 and that the latter ray lies below those trajectories which coincide 
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with the curve OCD in Fig. 1, since the slope of OAB and OCD is &gd(w) x 
(-W,(w))- 1/2 when Gi(w) # 0, and the appropriate right or left hand limit of 
this expression when Gi(w) = 0. It should be noted that condition (13) is 
independent of D and Q. 
The above remarks indicate that our theorem should be true in somewhat 
greater generality. For example, it is reasonable to consider uniformly elliptic 
variable coefficient operators of the form Li = -Cj,&(x, t) a2/axk axj , or 
mixed boundary conditions of the form (13) in several space variables. However, 
the proof given above does not seem to be adaptable to such situations. It seems 
likely that a proof might be found which avoids using the extension procedure 
and the rotational symmetry of the Laplacian. 
III 
In this section, we shall consider a few examples arising in mathematical 
ecology. Most attention has been given to the Cauchy problem and to the initial- 
boundary value problem with homogeneous Neumann, (or “no flux”) conditions, 
14-6]. However, Dirichlet or mixed boundary conditions may be more appro- 
priate if there is migration across the boundary. It is worth noting that our result 
is not valid for the pure Neumann or Cauchy problem, since in these cases, 
there exist nontrivial constant rest states. 
EXAMPLE 1. PREDATION. Let w be the population density of a predator 
species, and let u be the density of its prey. Let M and N be the growth rates 
of u and ZJ, respectively; then u and e satisfy the system 
ut = dl Au + uM(u, o), 
o, = $ Av + vN(u, v). 
The interaction is characterized by making certain assumptions about the 
algebraic signs of M and N and their partial derivatives; for a complete dis- 
cussion, see [4-61. We shall assume that (i), iU < 0 and N < 0 if u and w 
are both near zero, (ii), M < 0 if u is large and N < 0 if z, is large, and (iii), 
M, < 0 and N, >, 0. Condition (i) requires that there be a critical population 
density below which each species goes extinct and (ii) is a resource limitation 
condition. The predator prey relationship is characterized by (iii). One such 
example is the Rosensweig-MacArthur equations, where we take 
M = u(-w + S(u - a)@ - u)), 
N = w(-w + cu - d); 
a, b, c, d, and 6 are positive constants. The phase diagram of the vector field 
(uM, wN) is given in Fig. 2. 
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We have that gi(ru) = Sw(w - a)(b - w). A simple computation shows that 
A, = S[(u + b)2/9 - ab/2], so that A1 < 0 if a 2 b/2. In this case, u must 
tend to zero independently of D, 52, and 6. Since N < 0 if u is sufficiently 
small, we must have that w tends to zero also, (even though A2 is always positive 
here). 
EXAMPLE 2. COMPETITION. We now let u and v be the population densities 
of two competing species. These variables will again satisfy a system of equations 
of the form (14). However, we now replace hypothesis (iii) with (iii)‘, M, < 0 
and N, < 0. (We still assume that (i) and (ii) hold). The phase diagram of an 
example of such a system is indicated in Fig. 3. 
For definiteness, let 
iv = u(--8 + 8,(u - %)(61 - UN, 
N = v(-u + 8,(w - a,)@~, - 0)). 
M=O 
FIGURE 3 
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As in Example 1, we have that the origin is a global attractor, provided that 
Uf > b,/2, i = 1,2. 
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