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Abstract
Metric graph properties lie in the heart of the analysis of complex networks, while in this paper we
study their convexity through mathematical definition of a convex subgraph. A subgraph is convex if
every geodesic path between the nodes of the subgraph lies entirely within the subgraph. According
to our perception of convexity, convex network is such in which every connected subset of nodes
induces a convex subgraph. We show that convexity is an inherent property of many networks
that is not present in a random graph. Most convex are spatial infrastructure networks and social
collaboration graphs due to their tree-like or clique-like structure, whereas the food web is the only
network studied that is truly non-convex. Core-periphery networks are regionally convex as they can
be divided into a non-convex core surrounded by a convex periphery. Random graphs, however, are
only locally convex meaning that any connected subgraph of size smaller than the average geodesic
distance between the nodes is almost certainly convex. We present different measures of network
convexity and discuss its applications in the study of networks.
Keywords: network convexity, convex subsets, convex subgraphs, core-periphery structure
1 Introduction
Metric graph theory is a study of geometric properties of graphs based on a notion of
the shortest or geodesic path between the nodes defined as the path through the smallest
number of edges (Bandelt & Chepoi, 2008). Metric graph properties have proved very use-
ful in the study of complex networks in the past (Milgram, 1967; Freeman, 1977; Watts &
Strogatz, 1998). Independently of these efforts, metric graph theorists have been interested
in understanding convexity in a given graph (Harary & Nieminen, 1981; Farber & Jamison,
1986; Van de Vel, 1993; Pelayo, 2013). Consider a simple connected graph and a subgraph
on some subset of nodes S. The subgraph is induced if all edges between the nodes in S in
the graph are also included in the subgraph. Next, the subgraph is said to be isometric if at
least one geodesic path joining each two nodes in S is entirely included within S. Finally,
the subgraph is a convex subgraph if all geodesic paths between the nodes in S are entirely
included within S. For instance, every complete subgraph or a clique is obviously a convex
subgraph. Notice that any convex subgraph is also isometric, while any isometric subgraph
must necessarily be induced.
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Fig. 1. Standard definitions of convexity for different mathematical objects. (left) Real-
valued function f (x) is convex if the line segment between any two points (x1, f (x1)) and
(x2, f (x2)) is above or on the graph of f , ∀t ∈ [0,1]: t f (x1)+ (1− t) f (x2) ≥ f (tx1 +(1−
t)x2). (middle) Set S ⊂ R2 is convex if the line segment between any two points x1,x2 ∈ S
lies entirely within S, ∀t ∈ [0,1]: tx1+(1−t)x2 ∈ S. (right) Connected subgraph induced by
a subset of nodes S is convex if any geodesic path between two nodes in S goes exclusively
through S (diamonds). Otherwise, the subgraph is non-convex (squares).
Fig. 2. Pairs of different graphs with the same or similar number of induced subgraphs, but
varying numbers of convex (diamonds) and non-convex (squares) subgraphs. For instance,
all connected triples of nodes are convex subgraphs in the first graph of each pair.
For better understanding, Figure 1 compares standard definitions of convexity for dif-
ferent mathematical objects. In all cases, convexity of a mathematical object is defined
through the inclusion of the shortest or geodesic paths between its parts.
Convex subgraphs provide an insight into the metric structure of graphs as building
blocks for embedding them in simple metric spaces (Van de Vel, 1993; Bandelt & Chepoi,
2008; Pelayo, 2013). See the two graphs shown in the left side of Figure 2. The first one
is a star graph representing hub-and-spokes arrangement found in airline transportation
networks (Barthelemy, 2011) and the Internet (Guimera` et al., 2007). The second one is a
bipartite graph suitable for modeling two-mode affiliation networks (Davis et al., 1941) or
word adjacency networks (Milo et al., 2004). From the perspective of either graph theory or
network science, these two graphs would be deemed different. However, they both contain
no triangles and 10 or 9 connected triples of nodes, which is quite similar. On the other
hand, all connected triples of nodes in the first graph are convex subgraphs (diamonds),
whereas none is convex in the second graph (squares). In this way, convex subgraphs are
very sensitive to how they are intertwined with the rest of the graph.
One probably noticed that the two graphs differ in the number of nodes and edges. The
right side of Figure 2 therefore shows two additional graphs that are identical up to 3-node
subgraphs. Yet, the graphs are obviously different. Looking at their convex subgraphs again
nicely discriminates between the two as all subgraphs in the first graph are convex.
Convex subgraphs explore convexity in graphs only locally. Define the convex hull
H (S) of a subset of nodes S to be the smallest convex subgraph including S (Harary
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& Nieminen, 1981). Since the intersection of convex subgraphs is also a convex subgraph,
H (S) is uniquely defined. Now the hull number of a graph is the size of the smallest
S whoseH (S) is the entire graph (Everett & Seidman, 1985). This number can be inter-
preted as a convexity-based measure exploring the global macroscopic structure of a graph.
For instance, the hull numbers of the two graphs in the left side of Figure 2 are 5 and 2,
while computing the hull number of a general graph is NP-hard (Dourado et al., 2009).
The concept of convexity is by no means novel to the study of networks. Social networks
literature defines a clique to be a maximal group of nodes directly connected by an edge.
As such definition might be too crude for larger groups, a k-clique is defined as a group
of nodes at distance at most k (Luce, 1950). For k = 1, one recovers the original definition
of a clique. Finally, a k-clan further restricts that all geodesic paths must lie within the
group (Wasserman & Faust, 1994), which is precisely our understanding of convexity. Still,
there is no restriction on the maximum distance k in the definition of a convex subgraph.
The nodes can be at any distance as long as the subgraph is convex.
The analysis of small subgraphs or fragments (Batagelj, 1988; Estrada & Knight, 2015)
in empirical networks is else known under different terms. Motifs refer to not necessar-
ily induced subgraphs whose frequency is greater than in an appropriate random graph
model (Milo et al., 2002). Graphlets, however, are induced subgraphs that represent specific
local patterns found in biological and other networks (Przˇulj et al., 2004). Small subgraphs
have proven extremely useful in network comparison (Milo et al., 2004; Przˇulj, 2007) and,
recently, for uncovering higher-order connectivity in networks (Xu et al., 2016; Benson
et al., 2016). Note that some of the subgraphs are convex by construction or very (un)likely
to be convex under any random graph model. In this sense, the above work already provides
a glimpse of convexity in complex networks.
In this paper we study convexity in more general terms by asking “What is convexity
in complex networks?”. (Similarly as a subset of a plane can be convex or not, while
a plane is always convex, a subgraph can be convex or not, whereas a connected graph
would always be convex. Thus, asking “What is convexity of complex networks?” would
make little sense.) We try to answer this question by expanding randomly grown subsets of
nodes to convex subgraphs and observing their growth, and by comparing the frequency of
small convex subgraphs to non-convex subgraphs. This allows us to study convexity from
a global macroscopic perspective while also locally.
We demonstrate several distinct forms of convexity in graphs and networks. Networks
characterized by a tree-like or clique-like structure are globally convex meaning that any
connected subset of nodes will likely induce a convex subgraph. This is in contrast with
random graphs that are merely locally convex meaning that only subgraphs of size smaller
than the average geodesic distance between the nodes are convex. Core-periphery networks
are found to be regionally convex as they can be divided into a non-convex core surrounded
by a convex periphery. Convexity is thus an inherent structural property of many networks
that is not present in a random graph. It can be seen as an indication of uniqueness of
geodesic paths in a network, which in fact unifies the structure of tree-like and clique-like
networks. This property is neither captured by standard network measures nor is convex-
ity reproduced by standard network models. We therefore propose different measures of
convexity and argue for its use in the future studies of networks.
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Table 1. Basic statistics of empirical networks studied in the paper. These show the number
of nodes n and edges m, the average node degree 〈k〉 and clustering coefficient 〈C〉, and
the average geodesic distance between the nodes 〈`〉.
Network n m 〈k〉 〈C〉 〈`〉
Western US power grid 4941 6594 2.67 0.08 18.99
European highways 1039 1305 2.51 0.02 18.40
Networks coauthorships 379 914 4.82 0.74 6.04
Oregon Internet map 767 1734 4.52 0.29 3.03
Caenorhabditis elegans 3747 7762 4.14 0.06 4.32
US airports connections 1572 17214 21.90 0.50 3.12
Scientometrics citations 1878 5412 5.76 0.13 5.52
US election weblogs 1222 16714 27.36 0.32 2.74
Little Rock food web 183 2434 26.60 0.32 2.15
The rest of the paper is structured as follows. In Section 2, we first study convexity from
a global perspective by analyzing the expansion of convex subsets of nodes. In Section 3,
we support our findings by analyzing convexity also locally through the frequency of small
convex subgraphs. Section 4 discusses various forms of convexity observed in graphs and
networks, and proposes different measures of convexity. Section 5 concludes the paper
with the discussion of network convexity and prominent directions for future work.
2 Expansion of convex subsets of nodes
We study convexity in different regular and random graphs, synthetic networks and nine
empirical networks from various domains. These represent power supply lines of the west-
ern US power grid (Watts & Strogatz, 1998), highways between European cities part of the
E-road network in 2010 (Sˇubelj & Bajec, 2011), coauthorships between network scientists
parsed from the bibliographies of two review papers in 2006 (Newman, 2006), Internet
map at the level of autonomous systems reconstructed from the University of Oregon
Route Views Project in 2000 (Leskovec et al., 2007), protein-protein interactions of the
nematode Caenorhabditis elegans collected from the BioGRID repository in 2016 (Stark
et al., 2006), connections between US airports compiled from the Bureau of Transportation
Statistics data in 2010 (Kunegis, 2013), citations between scientometrics papers published
in Journal of Informetrics, Scientometrics or JASIST between 2009-2013 as in the Web of
Science database (Sˇubelj et al., 2016), hyperlinks between weblogs on the US presidential
election of 2004 (Adamic & Glance, 2005) and predator-prey relationships between the
species of Little Rock Lake (Williams & Martinez, 2000).
The networks are listed in Table 1. Although some of the networks are directed, all are
represented with simple undirected graphs and reduced to the largest connected compo-
nent. Table 1 also shows the basic statistics of the networks including the number of nodes
n and edges m, the average node degree 〈k〉, 〈k〉 = 2m/n, the average node clustering
coefficient 〈C〉 (Watts & Strogatz, 1998) with the clustering coefficient of node i defined as
Ci =
2ti
ki(ki−1) , where ki is the degree and ti is the number of triangles including node i, and
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the average geodesic distance between the nodes 〈`〉, 〈`〉= 1n ∑i `i, where `i = 1n−1 ∑ j 6=i di j
and di j is the geodesic distance between the nodes i and j defined as the number of edges
in the geodesic path. The networks are ordered roughly by decreasing average geodesic
distance 〈`〉, which will become clear later on.
Given a particular network or graph, we define a subset of nodes S to be a convex subset
when the subgraph induced by S is a convex subgraph. In what follows, we study convexity
by analyzing the growth of convex subsets of nodes and observing how fast they expand.
Recall the hull number defined as the size of the smallest subset S whose convex hullH (S)
spans the entire network (Everett & Seidman, 1985). Since H (S) is the smallest convex
subgraph including S, the hull number measures how quickly convex subsets can grow.
We here take the opposite stance and analyze how slowly randomly grown convex subsets
expand. We use an algorithm for expansion of convex subsets, which we present next.
We start by initializing a subset S with a randomly selected seed node. We then grow S
one node at a time and observe the evolution of its size. To ensure convexity, S is expanded
to the nodes of its convex hull H (S) on each step. Every S realized by the algorithm is
thus a convex subset. Newly added nodes are selected among the neighbors of nodes in S
by following a random edge leading outside of S. In other words, new nodes are selected
with the probability proportional to the number of neighbors they have in S. This ensures
that S is a slowly growing connected subset of nodes. An alternative approach would be to
select new nodes uniformly at random from the neighboring nodes.
Let Γi denote the set of neighbors of node i. The complete algorithm for convex subset
expansion is given below.
1. Select random seed node i and set S = { i}.
2. Until S contains all nodes repeat the following:
(a) Select node i /∈ S with probability ∝ |Γi∩S|.
(b) Expand S to the nodes ofH (S∪{ i}).
Before looking at the results, it is instructive to consider the evolution of S in the first
few steps of the algorithm. Initially, S contains a single node i, S = { i}, which is a convex
subset. Next, one of its neighbors j is added, S = { i, j}, which is still convex. On the
next step, a neighbor k of say j is added to S, S = { i, j,k}. If k is also a neighbor of i, S
is a convex subset. This is expected in a network that is locally clique-like indicated by
high clustering coefficient 〈C〉 > 0.5. Similarly, in a (locally) tree-like network with zero
clustering coefficient 〈C〉 ≈ 0, every connected triple of nodes including S is expected to
be convex. In any other case, S would have to be expanded with all common neighbors
of i and k, which may demand additional nodes and so on, possibly resulting in an abrupt
growth of S. Therefore, in the early steps of the algorithm, the expansion of convex subsets
quantifies the presence of locally tree-like or clique-like structure in a network. In the later
steps, the algorithm explores also higher-order connectivity, whether a network is tree-like
or clique-like as a whole. In the extreme case of a tree or a complete graph, every connected
subset of nodes induces either a tree or a clique, which are both convex subgraphs.
Figure 3 shows the evolution of S in a randomly grown tree on 169 nodes, triangular
lattice with the side of 13 nodes and a random graph (Erdo˝s & Re´nyi, 1959) with 169
nodes and the same number of edges as the lattice. The plots show the fraction of nodes
s(t) included in the subset S at different steps t of the algorithm, t ≥ 0. Note that t is the
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Fig. 3. Expansion of convex subsets of nodes in a randomly grown tree (diamonds),
triangular lattice of the same size (squares) and the corresponding random graph (ellipses).
(top) The fractions of nodes s(t) in the growing convex subsets at different steps t of our
algorithm. The subsets are grown from a seed node selected uniformly at random and the
most central node with the smallest geodesic distance ` to other nodes. The markers are
estimates of the mean over 100 runs, while error bars show the 99% confidence intervals.
(bottom) Highlighted subgraphs show particular realizations of convex subsets grown from
the most central node for 15 steps as in the plots above. The labels of the nodes indicate
the step t in which they were included in the convex subset.
number of expansion steps (2. step), disregarding the initialization step (1. step). Hence,
s(0) = 1/n, s(1) = 2/n and s(2)≥ 3/n. In general, s(t)≥ (t+1)/n.
As anticipated above, convex subsets grow one node at a time in a tree graph (diamonds
in Figure 3). Although somewhat counterintuitive, the same slow growth also occurs in a
complete graph (results not shown). Relatively modest growth is observed in a triangular
lattice due to its nearly clique-like structure (squares in Figure 3). However, in a random
graph (ellipses in Figure 3), convex subsets grow slowly only in the first few steps, due to
its locally tree-like structure, upon which they expand rapidly to include all the nodes.
Figure 4 shows the evolution of S in empirical networks introduced in Table 1, random
graphs with the same number of nodes n and edges m (Erdo˝s & Re´nyi, 1959) and ran-
dom graphs with the same node degree sequence k1,k2, . . . ,kn. These are obtained by ran-
domly rewiring the original networks using 10m steps of degree preserving randomiza-
tion (Maslov & Sneppen, 2002). For relevant comparison, we ensure that all realizations
of random graphs are simple and connected.
Notice substantial differences between the networks (diamonds in Figure 4). Convex
subsets grow almost one node at a time in the western US power grid and European
highways network. These are both spatial infrastructure networks that are locally tree-like
with very low clustering coefficient 〈C〉 ≈ 0. The same slow growth is also observed in
the coauthorship graph that is locally clique-like with 〈C〉 = 0.74. Note that the lack of
any sudden growth indicates that the structure of these networks is throughout tree-like or
clique-like. In other networks, convex subsets expand relatively quickly in the early steps,
whereas the growth settles after a certain fraction of nodes has been included. This occurs
ZU064-05-FPR manuscript 12 May 2017 0:25
Convexity in complex networks 7
5 10 15
0
0.2
0.4
0.6
0.8
1
Western US power grid
%
 n
od
es
 s
(t)
# steps t
5 10 15
0
0.2
0.4
0.6
0.8
1
European highways
%
 n
od
es
 s
(t)
# steps t
5 10 15
0
0.2
0.4
0.6
0.8
1
US airports connections
%
 n
od
es
 s
(t)
# steps t
 
 
network
rewired
random
5 10 15
0
0.2
0.4
0.6
0.8
1
Networks coauthorships
%
 n
od
es
 s
(t)
# steps t
 
 
network
rewired
random
5 10 15
0
0.2
0.4
0.6
0.8
1
Scientometrics citations
%
 n
od
es
 s
(t)
# steps t
5 10 15
0
0.2
0.4
0.6
0.8
1
US election weblogs
%
 n
od
es
 s
(t)
# steps t
5 10 15
0
0.2
0.4
0.6
0.8
1
Caenorhabditis elegans
%
 n
od
es
 s
(t)
# steps t
5 10 15
0
0.2
0.4
0.6
0.8
1
Little Rock food web
%
 n
od
es
 s
(t)
# steps t
 
 
network
rewired
random
5 10 15
0
0.2
0.4
0.6
0.8
1
Oregon Internet map
%
 n
od
es
 s
(t)
# steps t
Fig. 4. Expansion of convex subsets of nodes in empirical networks (diamonds), randomly
rewired networks (squares) and the corresponding Erdo˝s-Re´nyi random graphs (ellipses).
Plots show the fractions of nodes s(t) in the growing convex subsets at different steps t of
our algorithm. The markers are estimates of the mean over 100 runs, while error bars show
the 99% confidence intervals.
after including 42% of the nodes in C. elegans protein network, while over 83% in the
weblogs graph. Finally, the growth in the food web is almost instantaneous, where convex
subsets expand by entire trophic levels and thus cover the network in just a couple of steps.
Erdo˝s-Re´nyi random graphs fail to reproduce the trends observed in empirical networks
(ellipses in Figure 4). In the top row of Figure 4, random graphs match the growth in
networks only in the first few steps, due to reasons explained above, whereupon the con-
vex subsets expand quite rapidly. The difference is most pronounced in the case of the
coauthorship graph. We consider this an important finding as it shows that convexity is an
inherent property of some networks. In contrast, in the bottom rows of Figure 4, convex
subsets initially grow faster in networks than in random graphs, while they settle already
after including some finite fraction of nodes. Notice, however, that the expansion always
occurs at about the same number of steps, which is best observed in the citation network.
Randomly rewired networks show similar trends as random graphs (squares in Figure 4),
yet the convex subsets settle much sooner. In a particular case of C. elegans protein net-
work, the growth of convex subsets seems to be entirely explained by node degrees.
According to our perception of convexity, a convex network or graph is such in which
every connected subset of nodes is convex. Convexity is therefore associated with ex-
tremely slow growth of convex subsets as in the spatial infrastructure networks and social
coauthorship graph, whereas non-convexity can be identified by instantaneous growth as
in the food web. By measuring this growth, one can analyze convexity quantitatively. We
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Fig. 5. Expansion of convex subsets of nodes in rectangular lattices with different number
of nodes n (squares), Erdo˝s-Re´nyi random graphs with different n but the same number
of edges m (ellipses) and empirical networks with different average geodesic distance 〈`〉
(diamonds). (top) The fractions of nodes s(t) in the growing convex subsets at different
steps t of our algorithm. (middle) The graphs of s(t)with the steps t rescaled by the average
geodesic distance between the nodes. (bottom) The growth of the diameter D(t) of convex
subgraphs at different steps t shown using the rescaled variables as above. The markers are
estimates of the mean over 100 runs, while error bars show the 99% confidence intervals.
return to this in Section 4, while next, in Section 2.1, we first show that the expansion of
convex subsets in networks occurs when the number of steps of our algorithm exceeds the
average geodesic distance between the nodes and, in Section 2.2, that the growth settles
when the convex subsets extend to the network core.
2.1 Size of convex subsets of nodes
Expansion of convex subsets in empirical networks and random graphs occurs at about the
same number of steps of our algorithm (see bottom row of Figure 4). Below we show that
this happens when the number of steps t of the algorithm exceeds the average geodesic
distance 〈`〉 in a network, t > 〈`〉, or an appropriate estimate for a regular or random graph.
Top row of Figure 5 shows the evolution of convex subsets S in rectangular lattices with
the side of 5 and 10 nodes (squares), Erdo˝s-Re´nyi random graphs with the number of nodes
n equal to 1000 and 2500, and the average node degree 〈k〉 equal to 12.5 and 5, respectively
(ellipses), and two empirical networks with relatively different average geodesic distance
〈`〉 (diamonds). These pairs of graphs and networks were specifically selected since they
show distinct trends with the expansion occurring at different number of steps t.
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The middle row of Figure 5 shows the evolution of S with the steps t rescaled by the
average geodesic distance between the nodes. We use the empirical value 〈`〉 for networks,
and the analytical estimates
√
n for lattices and lnn/ ln〈k〉 for random graphs (Newman,
2010). Notice that the expansion of convex subsets in graphs and networks occurs when
the rescaled number of steps t ln〈k〉/ lnn or t/〈`〉, respectively, becomes larger than one.
There is a sudden transition in random graphs at t = lnn/ ln〈k〉, while the growth is much
more gradual in networks and settles when 〈`〉 < t < 2〈`〉. Similar trend is observed also
in rectangular lattices. In what follows, we give a probabilistic argument for this behavior
relevant for networks and graphs, while we further formalize the results for random graphs
in Appendix A.
Consider a pair of nodes at the maximum geodesic distance or diameter in the subgraph
induced by S. Let D(t) be the diameter of the subgraph at step t and let d(t) be the geodesic
distance between the mentioned nodes in the complete network or graph that is internally
disjoint from S. Note that S is a convex subset only if d(t) > D(t). For d(t) ≤ D(t), not
all geodesic paths between the mentioned nodes are included in the subgraph and the
expansion of S occurs. If S is small enough then the average geodesic distance 〈`〉 in
the network is almost identical as in the remaining network obtained after removing all
the nodes in S but the mentioned ones. Now assume that D(t) ≥ 〈`〉. Since the mentioned
nodes can be considered arbitrary in the remaining network, simply by the properties of an
average P(d(t)≤D(t))> 0.5. Hence, when the diameter of the subgraph D(t) exceeds the
average geodesic distance 〈`〉 in a network or an appropriate estimate for a graph, there is a
significant probability that S is not a convex subset and that the expansion of S will occur.
Bottom row of Figure 5 shows the evolution of subgraph diameter D(t). Due to small
diameter of graphs and networks considered, D(t) initially grows linearly with the number
of steps t. In the case of rectangular lattices, every convex subset S induces a rectangular
sublattice with the side of the sublattice increased by one on each step t. It is thus easy to
see that D(t) = t. In networks and random graphs, D(t)≈ t as long as the number of steps
t is below the average geodesic distance 〈`〉 in a network or lnn/ ln〈k〉 in a random graph.
However, when t ≥ 〈`〉 or t ≥ lnn/ ln〈k〉, also D(t)≥ 〈`〉 or D(t)≥ lnn/ ln〈k〉, and by the
above argument the expansion of S is expected to occur.
Regardless of this equivalence, the expansion of convex subsets in networks and random
graphs is still notably different (see middle row of Figure 5). There is a sudden growth in
random graphs at t = lnn/ ln〈k〉, whereas every connected subset with up to lnn/ ln〈k〉
nodes is almost certainly convex (see derivation in Appendix A). We refer to this as
local convexity. On the other hand, networks in Figure 5 are not locally convex with
the expansion starting already when t < 〈`〉. Furthermore, in Section 3, we show that
even the most convex infrastructure networks and coauthorship graph from the beginning
of Section 2 do not match the local convexity of random graphs.
2.2 Non-convex core and convex periphery
Expansion of convex subsets in empirical networks settles after including a certain fraction
of nodes (see bottom rows of Figure 4). Although every run of our algorithm is of course
different, convex subsets actually converge to the same subsets of nodes in these networks.
More precisely, for sufficient number of runs of the algorithm, each node is included in
ZU064-05-FPR manuscript 12 May 2017 0:25
10 T. Marc and L. Sˇubelj
1
701 286
2914
7018
1800
2497
1239
3561
293
2828
189
5727
14045
1673
86
7170
2685
13315
5006
7260
4200
6461
2548
6301
5696
11354
1740
6453
4550
11015
6172
6201
5650
71
33
10911
12179
3
3360
7756
209
1691
7176
6555
3847
8092
3356
6467
6113
32
174
5646
226
8938
8959
4565
6993
2856
1833
8918
3967
3303
5413
3549
8750
3257
11341
14150
10553
11853
13942
11854
11573
11839
3126
10910
10912
13599
13832
12184
10913
11527
4544
13681
5737
6227
11104
10827
34
46
199
5691
6
668
48
2637
145
4
11422
8
4557
114
9
5050
13
14
1785
16
17
11537
18
6922
3354
22
25
11423
26
27
10886
29
3557
37
3520
3739
45
80
125
1742
1103
7081
10490
2603
1201
151
4657
2493
5378
1755
1290
11997
12238
13837
13883
196
10721
7843
3951
12015
13624
13547
14075
13593
14051
13967
14047
12233
10726
224
5676
229
237
234
267
1225
3333
702
5459
568
2516
517
1901
1836
1136
3304
3302
2551
291
292
7922
6660
1275
4000
5409
3320
2917
6427
6402
4323
7066
297
12337
721
577
5690
854
592
13625
10851
11959
6198
8143
12045
8074
4592
13375
11810
11729
11902
6347
6507
11971
13471
13443
11400
6410
13321
12156
10625
10453
13707
10603
3585
12069
12261
7046
12223
8079
705
1280
12271
7016
3703
815
3493
814
852
816
10838
7015
11690
12097
8062
6388
13368
7029
6128
6983
8047
11213
11232
13659
4926
13432
11981
7332
3300
5774
2647
8960
1680
5594
6762
8210
5089
703
11737
13954
12199
12010
12041
11255
11574
11826
11595
11795
11910
10434
8136
13516
12054
11377
13894
11764
13576
11664
14082
11813
11996
12117
11132
13378
11486
13851
11891
10769
11163
8000
10673
13454
7799
12128
13360
6433
14010
12194
10788
10484
12127
11601
12237
12274
8119
11211
12197
11349 12246
7261
11584
13638
13339
12287
14315
11548
13399
13379
7131
12151
13312
11214
13570
13380
10466
14036
2140
13793
13419
12196
4960
14265
10866
9269
8012
12062
11233
13534
11908
13830
13532
6544
13762
13626
10884
11035
13614
14330
13457
13586
13445
13740
10461
13703
7042
10571
10431
13812
11319
13952
14037
14219
14067
14506
13765
11473
13896
11849
10334
13887
14114
11588
13976
8182
14034
13931
10477
14063
11952
13554
14039
4286
14133
14299
14279
14329
14127
13393
14143
14205
14154
12144
14124
13916
13983
14290
6938
6225
6223
6226
10424
10826
10828
6224
10832
10825
10833
10383
3384
6164
10514
5056
9010
1849
1270
8404
3259
9027
12479
5430
6747
6696
1890
9055
5400
714
1455
786
8933
6327
3602
7992
12021
7398
10482
11260
8209
1221
2764
1325
13997
11812
11359
11508
13578
6580
13815
11107
6443
13488
11101
6082
7743
13572
3491
10994
8052
10643
11492
5769
10771
14155
4231
10609
7997
4005
7823
4134
5511
2529
6755
11403
13329
11530
636713568
3850
2379
5674
5678
5677
5675
4540
2711
3463
6805
1273
6878
1299
3301
8342
6793
1322
1335
1327
11563
1667
7189
13540
11560
13436
10311
11955
7377
11627
2686
6830
5388
8437
5424
9057
5588
5578
2607
8472
5607
6905
1763
11351
7931
14011
5551
8297
8387
2033
4969
2119
13927
2386
11290
2915
2554
4774
2521
5417
11397
11235
13758
10796
11461
7908
12048
13335
12019
11226
9187
5673
5681
5680
7288
8175
7543
2767
11522
8160
4908
5671
6259
3407
7911
8743
6870
2874
7806
11874
7853
3914
3254
6320
11903
13553
7473
8908
12645
8874
5436
3215
8192
5392
8999
8964
3305
8196
5620
5427
6705
8237
8527
8593
8220
8608
8251
5583
3335
5568
3352
6813
5641
11778
10261
8001
11042
14095
11277
11895
11134
6337
4129
11589
11857
11906
13992
5683
13888
6307
13346
12022
11707
7757
11426
13343
11427
12270
11060
13359
6463
3669
3737
6350
8709
6779
6852
6719
8269
8284
6897
8335
11383
4993
13690
13737
11937
7657
10318
13367
13753
5072
11550
86128469
8271
8761
8319
9026
5384
6730
6689
6669
6735
8903
8610
12503
8950
5549
6751
8254
8336
8623
8730
12448
9121
6763
6188
5666
6411
13526
14049
5679
12116
10660
11268
13455
10878
13642
6140
11741
12121
13770
14005
9430
13537
11919
7586
7333
6470
6851
9212
6853
6859
9557
6988
13391
10656
11806
12163
11090
7462
12099
7914
10947
11516
11684
12120
9329
11337
11154
10588
13632
13373
13371
14149
10914
13558
13552
139197309
13641
13627
12068
12039
7079
12281
12082
13688
14113
10317
14076
14153
13560
12153
12394
9396
7713
13414
7915
9126
8263
8784
9040
13429
10821
12262
14342
13566
13953
65105
11143
11293
11662
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269
270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323
324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377
378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431
432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485
486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539
540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593
594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647
648
649
650651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701
702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755
756
757
758
759
760
761
762
763
764
765
766767
768
769
770
771
772
773 774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809
810
811
812
813
814
815
816
817
818
819
820
821
822
823
824
825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863
864
865
866
867
868
869
870
871
872
873
874
875
876
877
878
879
880
881
882
883
884
885
886
887
888
889
890
891
892
893
894
895
896
897
898
899
900
901
902
903
904
905
906
907
908
909
910
911
912
913
914
915
916
917
918
919
920
921
922
923
924
925
926
927
928
929
930
931
932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959
960
961
962
963
964
965
966
967
968
969
970
971
972
973
974
975
976
977
978
979
980
981
982
983
984
985
986
987
988
989
990
991
992
993
994
995
996
997
998
999
1000
1001
1002
1003
1004
1005
1006
1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
1022
1023
1024
1025
1026
1027
1028
1029
1030
1031
1032
1033
1034
1035
1036
1037
1038
1039
1040
1041
1042
1043
1044
1045
1046
1047
1048
1049
1050
1051
1052
1053
1054
1055
1056
1057
1058
1059
1060
1061
1062
1063
1064
1065
1066
1067
1068
1069
1070
1071
1072
1073
1074
1075
1076
1077
1078
1079
1080
1081
1082
1083
1084
1085
1086
1087
1088
1089
1090
1091
1092
1093
1094
1095
1096
1097
1098
1099
1100
1101
1102
1103
1104
1105
1106
1107
1108
1109
1110
1111
1112
1113
1114
1115
1116
1117
1118
1119
1120
1121
1122
1123
1124
1125
1126
1127
1128
1129
1130
1131
1132
1133
1134
1135
1136
1137
1138
1139
1140
1141
1142
1143
1144
1145
1146
1147
1148
1149
1150
1151
1152
1153
1154
1155
1156
1157
1158
1159
1160
1161
1162
1163
1164
1165
1166
1167
1168
1169
1170
1171
1172
1173
1174
1175
1176
1177
1178
1179
1180
1181
1182
1183
1184
1185
1186
1187
1188
1189
1190
1191
1192
1193
1194
1195
1196
1197
1198
1199
1200
1201
1202
1203
1204
1205
1206
1207
1208
1209
1210
1211
1212
1213
1214
1215
1216
1217
1218
1219
1220
1221
1222
1223
1224
1225
1226
1227
1228
1229
1230
1231
1232
1233
1234
1235
1236
1237
1238
1239
1240
1241
1242
1243
1244
1245
1246
1247
1248
1249
12501251
1252
1253
1254
1255
1256
1257
1258
1259
1260
1261
1262
1263
1264
1265
1266
1267
1268
1269
1270
1271
1272
1273
1274
1275
12761277
1278
1279
1280
1281
1282
1283
1284
1285
1286
1287
1288
1289
1290
1291
1292
1293
1294
1295
1296
1297
1298
1299
1300
1301
1302
1303
1304
1305
1306
1307
1308
1309
1310
1311
1312
1313
1314
1315
1316
1317
1318
1319
1320
1321
1322
1323
1324
1325
1326
1327
1328
1329
1330
1331
1332
1333
1334
1335
1336
1337
1338
1339
1340
1341
1342
1343
1344
1345
1346
1347
1348
1349
1350
1351
1352
1353
1354
1355
1356
1357
1358
1359
1360
1361
1362
1363
1364
1365
1366
1367
1368
1369
1370
1371
1372
1373
1374
1375
1376
1377
1378
1379
1380
1381
1382
1383
1384
1385
1386
1387
1388
1389
1390
1391
1392
1393
1394
1395
1396
1397
1398
1399
1400
1401
1402
1403
1404
1405
1406
1407
1408
1409
1410
1411
1412
1413
1414
1415
1416
1417
1418
1419
1420
1421
1422
1423
1424
1425
1426
1427
1428
1429
1430
1431
1432
1433
1434
1435
1436
1437
1438
1439
1440
1441
1442
1443
1444
1445
1446
1447
1448
1449
1450
1451
1452
1453
1454
1455
1456
1457
1458
1459
1460
1461
1462
1463
1464
1465
1466
1467
1468
1469
1470
1471
1472
1473
1474
1475
1476
1477
1478
1479
1480
1481
1482
1483
1484
1485
1486
1489
1490
1491
1492
1493
1494
1495
1496
1497
1498
1499
1500
1501
1502
1503
1504
1505
1506
1507
1508
1509
1510
1511
1512
1513
1514
1515
1516
1517
1518
1519
1520
1521
1522
1523
1524
15251526
1527
1528
1529
1530
1531
1532
1533
1534
1535
1536
1537
1538
1539
1540
1541
1542
1543
1544
1545
1546
1547
1548
1549
1550
1551
1552
1553
1554
1555
1556
1557
1558
1559
1560
1561
1562
1563
1564
1565
1566
1567
1568
1569
1570
1571
1572
1573
1574
Fig. 6. Division of (left) the Internet map and (right) airline transportation network into
core (diamonds) and periphery (squares). The cores are convex subsets grown for 15 steps
of our algorithm. Network layouts were computed with Large Graph Layout (Adai et al.,
2004).
either more than 90-95% or less than 10-15% of the grown convex subsets, with no node
in between. Below we analyze the convex subsets grown for 15 steps as in Figures 3–5 and
show that these are in fact the cores of the networks.
Core-periphery structure refers to a natural division of many networks into a densely
connected core surrounded by a sparse disconnected periphery (Borgatti & Everett, 2000).
There exist different interpretations of core-periphery structure (Holme, 2005) including
those based on the k-core decomposition (Seidman, 1983), blockmodeling (Doreian et al.,
2005), stochastic block models (Zhang et al., 2015), conductance cuts (Leskovec et al.,
2009), overlapping communities (Yang & Leskovec, 2012) and others (Rombach et al.,
2014). Formally, core-periphery structure can be defined by requiring that the probability of
connection within the core is larger than between the core and the periphery, which is fur-
ther larger than within the periphery. For the division into core and periphery inferred from
the grown convex subsets in the Internet map and airline transportation network in Figure 6,
these probabilities are 36.8h, 6.5h, 0.9h and 40.4h, 2.2h, 0.5h, respectively.
Hereafter we refer to the nodes included in at least 90% of the grown convex subsets as
the convexity core or c-core for short and to the remaining nodes as the periphery. Top row
of Figure 7 shows different distributions separately for the nodes in the c-core (diamonds)
and the periphery (squares). These are the distributions of node degree k and the average
geodesic distance to other nodes `, `i = 1n−1 ∑ j 6=i di j, for C. elegans protein network, and the
distribution of corrected node clustering coefficient Cµ (Batagelj, 2016), where Cµi =
2ti
kiµ
and µ is the maximum number of triangles a single edge belongs to, for airline transporta-
tion network due to low clustering of the former (see Table 1). Notice that the nodes in the
c-core have higher degrees and also clustering coefficient than peripheral nodes, while they
also occupy a more central position in the network with lower geodesic distances to other
nodes. Besides, network degree distribution seems to be entirely governed by the c-core,
whereas the nodes in the periphery follow a different seemingly scale-free distribution.
Although interesting on its own, we do not investigate this further here.
Core-periphery division identified by our algorithm is compared against the k-core de-
composition (Seidman, 1983) that gained much attention recently (Baxter et al., 2015;
Yuan et al., 2016; He´bert-Dufresne et al., 2016). A k-core is a maximal subset of nodes in
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Fig. 7. Analysis of the core-periphery structure identified by our algorithm in empirical
networks. (top) The distributions of node degree k and geodesic distance ` in C. elegans
protein network, and the distribution of corrected node clustering coefficient Cµ in airline
transportation network, separately for the nodes in the c-core (diamonds) and the periphery
(squares). (bottom) Comparison between the c-core and the k-core decomposition. Plots
show the fractions of nodes in the intersection of c-core and k-core for different k relative
to the size of one or the other, and the Jaccard coefficient of the two subsets. The markers
are estimates of the mean over 100 runs, while error bars show the standard deviation.
which every node is connected to at least k others. It can be identified by iteratively pruning
the nodes with degree less than k until no such node remains (Batagelj & Zaversˇnik,
2011). Since every k-core is a subset of a (k− 1)-core and so on, k-cores form a nested
decomposition of a network, with 1-core being the set of all nodes in a connected network.
Nodes in a k-core that are not part of a (k+1)-core are called a k-shell. Note that k-cores
can be disconnected, which is not the case for the networks below.
Bottom row of Figure 7 shows the fraction of nodes in the intersection of c-core and
k-core for different k relative to the number of nodes in one subset or the other. In the
case of C. elegans protein network, the c-core is almost entirely included within the 2-
core and contains 88% of the nodes of the 2-core and 95% of the nodes of the 3-core. In
airline transportation network, the c-core best matches the 4-core and contains 90% of its
nodes, while it also contains nodes from the 3-shell and 2-shell. On the other hand, the
c-core of the Internet map shows low similarity to any k-core. Core-periphery structure
identified by our algorithm thus differs from the k-core decomposition. According to our
knowledge, this is the first study of the core-periphery structure based on the inclusion
of geodesic paths, whereas the length and number of geodesic paths has already been
considered before (Holme, 2005; Cucuringu et al., 2016).
We stress that despite the fact that the c-core of these networks is a convex subset by
definition, a c-core is a non-convex core surrounded by a convex periphery according to
our understanding of convexity. This is because convex subsets expand very quickly until
they reach the edge of the c-core beyond which the growth settles. In other words, the c-
core is the smallest convex subset including the network core. Convexity in core-periphery
networks can therefore be interpreted in terms of the size of the c-core. In this sense, convex
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G1 G2 G3 G4 G5 G6 G7 G8G0
Fig. 8. Connected non-isomorphic subgraphs with up to four nodes. Highlighted subgraphs
are convex by construction (diamonds), while the trivial edge subgraph G0 is shown only
for reasons of completeness.
infrastructure networks from the beginning of Section 2 have no c-core, while non-convex
food web lacks periphery.
3 Frequency of small convex subgraphs
Section 2 explores convexity in graphs and networks from a global macroscopic perspec-
tive, while in this section we analyze convexity also locally. We study small connected
induced subgraphs or graphlets in biological networks jargon (Przˇulj et al., 2004; Przˇulj,
2007) and ask whether induced subgraphs found in empirical networks are convex sub-
graphs. Note that this is fundamentally different from expanding subsets of nodes to convex
subgraphs and observing their growth as in Section 2. We nevertheless expect networks that
have proven extremely convex or non-convex in that global sense to be such also locally.
We consider subgraphs Gi with at most four nodes shown in Figure 8. Note that prior
probabilities of convexity vary across subgraphs. The clique subgraphs G0, G2 and G8 are
convex by construction (diamonds), whereas the path subgraph G3 is the least likely to be
convex. The frequencies of induced subgraphs are computed with a combinatorial method
(Hocˇevar & Demsˇar, 2014), while we use our own implementation for convex subgraphs.
Figure 9 shows the frequencies of induced (squares) and convex (diamonds) subgraphs
Gi in networks from Table 1. In the case of infrastructure networks, most induced sub-
graphs are convex subgraphs. Similar holds for the coauthorship graph. On the contrary,
only a small fraction of subgraphs is convex in the food web or the weblogs graph (mind
logarithmic scales). These are precisely the networks that were identified as either particu-
larly convex or non-convex by the expansion of convex subsets in Figure 4. This confirms
that convexity is an inherent property of some networks independent of the specific view
taken. There are a few differences relative to before which we discuss below.
Let gi be the number of induced subgraphs Gi in a network and let ci be the number
of these that are convex subgraphs. The empirical probability Pi that a randomly selected
subgraph Gi is convex is then
Pi =
ci
gi
. (1)
In Appendix B, we also derive the analytical priors P˜i that a random subgraph Gi is convex
in a corresponding Erdo˝s-Re´nyi random graph. As already shown in Section 2.1, random
graphs are locally convex meaning that any connected subgraph with up to lnn/ ln〈k〉 nodes
is expected to be convex. This includes also the subgraphs Gi in all but very dense graphs.
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Fig. 9. Frequency of small non-isomorphic subgraphs Gi in empirical networks. Plots show
the number of induced subgraphs gi (squares) and the number of these that are convex ci
(diamonds). The subgraphs Gi are listed in Figure 8, while the lines are merely a guide for
the eye.
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Fig. 10. Probability of convex subgraphs Gi in empirical networks Pi (diamonds) and the
corresponding Erdo˝s-Re´nyi random graphs P˜i (squares). The frequencies of subgraphs Gi
are shown in Figure 9, while the lines are merely a guide for the eye.
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Figure 10 shows the empirical probabilities Pi (diamonds) excluding those of clique
subgraphs for obvious reasons. As observed above, most subgraphs are convex in the
infrastructure networks with Pi ≈ 80%, while almost none is convex in the food web
or the weblogs graph with Pi ≈ 0%. Notice, however, that no square subgraph G5 is
convex in the coauthorship graph that was previously classified as convex. Yet, only seven
subgraphs G5 appear in the entire network, thus a random subgraph is still more likely to
be convex. Non-negligible fractions of subgraphs are convex Pi > 50% also in the Internet
map and C. elegans protein network. Recall that both of these networks have a pronounced
core-periphery structure with a relatively small c-core (see Section 2.2). The majority of
subgraphs is thus found in the periphery which is convex.
Figure 10 shows also the prior probabilities P˜i (squares) that are consistently higher P˜i >
Pi and tend to 100% in sparse networks. Note that notably lower P˜i in airline transportation
network, the weblogs graph and the food web are due to much higher density of these
networks 〈k〉 > 20 (see Table 1). In the case of all other networks, every subgraph Gi is
almost certainly convex in a corresponding random graph P˜i≈ 100%. Hence, even the most
convex infrastructure networks do not match the local convexity of random graphs, despite
being considerably more convex from a global point of view.
4 Measures of convexity in networks
Sections 2–3 explore convexity from a local and global perspective, and demonstrate var-
ious forms of convexity in graphs and networks (see Figure 11). In contrast to other net-
works, convex subsets expand very slowly in tree-like infrastructure networks and clique-
like collaboration graph. We refer to this as global convexity. On the other hand, random
graphs are locally convex meaning that any small connected subgraph is almost certainly
convex. Finally, core-periphery networks consist of a non-convex c-core surrounded by a
convex periphery, which we denote regional convexity. Note, however, that convex periph-
ery is only a specific type of regional convexity.
In what follows, we introduce different measures of convexity in graphs and networks.
In Section 4.1, we propose a measure called c-convexity suitable for assessing global and
regional convexity, while, in Section 4.2, we propose different measures of local convexity.
4.1 Global and regional convexity in networks
Global and regional convexity in graphs and networks can be assessed by measuring the
growth of convex subsets within our algorithm presented in Section 2. Recall s(t) being the
fraction of nodes included in the convex subsets at step t of the algorithm, s(t)≥ (t+1)/n,
where n is the number of nodes in a network. Furthermore, let t ′ be the number of steps
needed for the convex subsets to expand to the entire network, s(t ′) = 1. For notational
convenience, let s(t) = 1 for every t ≥ t ′.
We define the growth at step t of the algorithm as ∆s(t) = s(t)− s(t − 1), which is
compared against the growth in an appropriate null model. A common choice is to select
some random graph model in order to eliminate the effects that are merely an artifact of
network density or node degree distribution (Erdo˝s & Re´nyi, 1959; Newman et al., 2001).
However, random graphs are locally convex and thus can not be used as a non-convex
ZU064-05-FPR manuscript 12 May 2017 0:25
Convexity in complex networks 15
25
36
25
36
25
25
51
42
70
76
36
72
96 61
61
50
47
63
5298
67
70
42
95
89
95
89
 5
12
16
11
89
21
10
 2
41
 0
 8
13 35
53
73
25
55
80
89
89
75
74
91
89
95
65
2323
23
26
26
85
19
23
32
45
23
25
79
83
56
 4
49
43
15
 3
 7
 6
 1
94
30
 9
94
28
22
14
82 57
90
37 26
26
97
33
26
87
39
44
29
66
62
43 43
59
31
3134
2525
8493
23
81
8686 86
77
46
99
60
6968
58
18
71
17
54
48
54
54
38
24
92
78
27
40
20
30
89
89
51
51
61
64
88
95
89
89
12
 5
 0  5
 5
 5
 5
 5
 5
 5
 5
 5
 5
 5
31
 5
 5
60
 5
 5
 5
 5
18
 5
 5
 5
 8
 5
35
 5
77
 5
 5
 5
 5
 5
 5
 5
 5
 5
15
 5
 5
 5
 5
 5
 5
55
 5
 5
 5
 5
 5
19
 5
64
 8
 5
 5
 5
 5
 5
 5
 5
 5
 5
84
68
 5
 5
35
89
89
89
60
 5
83
 5
 5
 5
 5
 5
 9
 5
 5
81
15
 5
29
 5
 5  5
 5
 5
 5
 5
 5
 5
 5
 5
 5
 5
 5
 5
 5
 5
 5
 5
 5
 5  5
 5
 5
 5
18
13
 5
34
 8
 7
49
 5 20
4548
 5
98
74
71
 5
 5
 5
 5
 5
 5
 5
 5
 5
 5
42
 5
 5
14
46
 5
 2
 5
 5
 8
 5
85
 5
 5
 5
 5
61
75
16
51
44
56
21
78
6566
27
43
62
96
38
54
99
 5
 5
 4
33
39
 5
 5
87
 5
 5
28
32
 3
 5
36
 1
52
80
 5
 6
22
17
73
 5
 5
 5
 5
 5
30
 5
 5
 5
58
 5
 5
 5
 5
 5
 5
 5
 8
 5
 5
 5
 5
 8
72
77
 5
 5
63
 5
76
 5
 5
86
39
47
 5
 5
 5
 5
 5
 5
82
 5
 5
 5
 5
 5
 5
55
 5
 5
93
 5
 5
 5
58
 5
 5
69
 5
11
 5
88
 5
28
 8
 8
 5
 5
 5
 8
 5
 5
 8
 5
 5
 5
 5
30
40
30
30
 5
 5
 5
 5
95
 5
 5
 5
 5
 5
 5
 5
77
73
 5
 5
87
26
 5
4150
58
 5
 5
 5
 5
 5
 8
 5
 5
 5
70
 5
59
 8
 5
 5
 5
 5
40
 5
 5
 5
25
23
23
86
 5
 8
 8
58
 5
46
53
13
 5
 8
 5
 5
94
12
37
79
9192
97
90
 5
67
24
 5
 5
57
10
 6
 6
 6
 6
13
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6 6
 6
 6
 6
 6
 6
14
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 3
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 7
 6
 6
 4
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
24
 6
 6
 6
 6
 6
 6
 6
10
 6
 6
 6
 6
 6
 6
22
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
12
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6  6
 6
 6
17
 6
 6
 6
 6
 6
 6
 6
16
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6  6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
11
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 1
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
21
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
15
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 8
 6
 6
 0
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
20
 6
 9
 6
 6
 6 6
 6
 6
23
 6
 6
 6
 6
 6
 6
 6  6
 6
 6
 6
 6
 6
 6
 6
25
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
18
 6
 6
 6
 6
 6
 5
 6
 6
 6
 6
 6
 6
 6
 6
 6
 2
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6  6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
19
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
 6
Fig. 11. Expansion of convex subsets of nodes in (left) globally convex collaboration
graph, (middle) regionally convex Internet map and (right) locally convex random graph.
Graphs show particular realizations of convex subsets grown from the most central node
with the smallest geodesic distance ` to other nodes. The nodes included in the growing
subsets by construction are shown with diamonds, while squares are the nodes included by
expansion to convex subsets. The labels of the nodes indicate the step t in which they were
included, while the layouts were computed with Large Graph Layout (Adai et al., 2004).
null model. For this reason, we rather compare networks, and also random graphs, with a
fully convex graph. Such graph is a collection of cliques connected together in a tree-like
manner in which the growth equals 1/n at each step t. Notice that this definition includes
also a tree and a complete graph that are both convex graphs.
Let c be a free parameter properly explained below, c≥ 1. We define c-convexity Xc of a
network as the difference ∆s(t)−1/n over all steps t of the algorithm, which is subtracted
from one in order to get higher values in convex networks where ∆s(t)≈ 1/n. Hence,
Xc = 1−
t ′
∑
t=1
c
√
∆s(t)−1/n
= 1−
t ′
∑
t=1
c
√
s(t)− s(t−1)−1/n (2)
= 1−
n−1
∑
t=1
c
√
max{s(t)− s(t−1)−1/n, 0}. (3)
For c = 1, most of the terms of the sum in Equation (2) cancel out and 1-convexity X1
can be written as
X1 = 1−
t ′
∑
t=1
s(t)− s(t−1)− 1
n
= 1− s(t ′)+ s(0)+ t
′
n
=
t ′+1
n
. (4)
X1 simply measures the number of steps needed to cover the network t ′ relative to its size n,
X1 ∈ [0,1]. In this way, X1 is an estimate of global convexity in a network. In core-periphery
networks, X1 can also be interpreted in terms of a non-convex c-core defined in Section 2.2.
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Table 2. Global and regional convexity in graphs and networks. Columns show c-convexity
of empirical networks Xc, randomly rewired networks Xc and the corresponding Erdo˝s-
Re´nyi random graphs X˜c. The values are estimates of the mean over 100 runs.
Network X1 X1 X˜1 X1.1 X1.1 X˜1.1
Western US power grid 0.95 0.32 0.24 0.91 0.10 0.01
European highways 0.66 0.23 0.27 0.44 −0.02 0.06
Networks coauthorships 0.91 0.09 0.06 0.83 −0.05 −0.09
Oregon Internet map 0.68 0.36 0.06 0.53 0.20 −0.09
Caenorhabditis elegans 0.57 0.54 0.07 0.43 0.40 −0.13
US airports connections 0.43 0.24 0.00 0.30 0.16 −0.07
Scientometrics citations 0.24 0.16 0.02 0.04 0.00 −0.13
US election weblogs 0.17 0.12 0.00 0.06 0.04 −0.08
Little Rock food web 0.03 0.03 0.02 −0.06 −0.02 −0.02
Let nc be the number of nodes in the network c-core and let 〈`〉 be the average distance
between the nodes. Then,
X1 ≈ 2〈`〉+1n +
n−nc
n
= 1− nc−2〈`〉−1
n
, (5)
where 2〈`〉 is approximately the number of steps needed for the convex subsets to cover the
network c-core, which actually occurs at some step 〈`〉< t < 2〈`〉 as shown in Section 2.1,
and n−nc is the number of nodes in the convex periphery. In this way, X1 is an estimate of
regional convexity in a network.
For c > 1, c-convexity Xc also takes into account the growth of convex subsets itself
by emphasizing any superlinear growth in s(t). Consequently, Xc becomes negative in a
network with a sudden expansion of convex subsets as it occurs in random graphs, Xc ∈
(−∞,1]. Note that the sum in Equation (3) does not have to be computed entirely. After
the growth of convex subsets settles, all subsequent terms of the sum are zero or close to
zero and thus negligible even for very large networks. We approximate Xc from the first
100 terms of the sum in Equation (3), which is sufficient for our purposes here.
Table 2 shows c-convexity Xc of empirical networks from Table 1, randomly rewired
networks Xc and the corresponding Erdo˝s-Re´nyi random graphs X˜c. The results confirm
our observations from Section 2. c-convexity is much higher in networks than random
graphs with Xc > Xc > X˜c in all cases except the food web. This is best observed in the
values of 1.1-convexity X1.1 that are negative in random graphs X˜1.1 < 0. Standard models
of small-world and scale-free networks (Watts & Strogatz, 1998; Baraba´si & Albert, 1999)
also fail to reproduce convexity in these networks (results not shown). According to 1-
convexity X1, most convex networks are tree-like power grid and clique-like coauthorship
graph with X1 > 0.9. Both these networks are globally convex. On the other hand, the
food web is the only network that is truly non-convex with X1.1 < 0. C. elegans protein
network represents a particular case of a regionally convex network with X1 > 0.5 which is
merely a consequence of its degree distribution X1 ≈ X1. Other regionally convex networks
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are also the Internet map and airline transportation network with X1 ≈ 0.5. Convexity of
information networks, however, is very moderate with X1.1 ≈ 0.
The c-convexity is a global measure of convexity in graphs and networks such as the
hull number of a graph (Everett & Seidman, 1985) introduced in Section 1. Yet, it has
a number of advantages over the hull number. It is not sensitive to small perturbations,
has polynomial computational complexity and also a clear interpretation in core-periphery
networks.
4.2 Local convexity in networks
Local convexity in graphs and networks can be assessed either by measuring the growth of
convex subsets in the first few steps of our algorithm or by computing the probabilities of
convex subgraphs as done in Section 3. We start with the latter.
As before, consider subgraphs Gi with up to four nodes shown in Figure 8. Recall gi be-
ing the number of induced subgraphs Gi in a network, ci the number of these that are convex
and Pi the empirical probability that a subgraph Gi is convex defined in Equation (1). The
probability P that a randomly selected subgraph of a network is convex is then
P = ∑
i
gi
∑i gi
Pi
=
∑i ci
∑i gi
. (6)
Furthermore, let g˜i be the average number of induced subgraphs Gi in a corresponding
Erdo˝s-Re´nyi random graph and P˜i the analytical probability that a subgraph Gi is convex
derived in Appendix B. The probability P˜ that a randomly selected subgraph of a random
graph is convex is then
P˜ = ∑
i
g˜i
∑i g˜i
P˜i. (7)
First two columns of Table 3 show the probability of convex subgraphs P in empirical
networks from Table 1 and the corresponding random graphs P˜. Observe that the probabil-
ity is much higher in random graphs than networks with P< P˜ in all cases except the food
web. As shown in Section 2.1, random graphs are locally convex with P˜≈ 100% as long as
the average distance between the nodes lnn/ ln〈k〉 is larger than the size of the subgraphs.
Notice that globally convex infrastructure networks are also fairly locally convex with
P ≈ 80%. Some local convexity P > 50% is observed also in regionally convex networks
such as the Internet map and C. elegans protein network, where most of the subgraphs
are found in the convex periphery. On the other hand, airline transportation network is not
locally convex with P ≈ 0%, even though the network is regionally convex. However, as
one can observe in Figure 6, the periphery of airline transportation network consists of
mostly pendant nodes, which is ignored by the subgraphs.
In the remaining, we assess local convexity in graphs and networks also by measuring
the growth of convex subsets in the first few steps of our algorithm from Section 2. In
particular, we measure the number of steps for which the convex subsets grow one node at
a time and therefore no expansion occurs. The fraction of nodes s(t) included in the convex
subsets at step t of the algorithm must thus be s(t) ≈ (t + 1)/n. This gives an estimate of
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Table 3. Local convexity in graphs and networks. Columns show the probability of convex
subgraphs in empirical networks P and the corresponding Erdo˝s-Re´nyi random graphs
P˜, and the maximum size of convex subsets in networks Lc and graphs L˜c. The values in
brackets are the values of Lt that are different from L1, while last column is the analytically
derived estimate of L˜1. The values are estimates of the mean over 100 runs.
Network P P˜ L1 (Lt ) L˜1 lnn/ ln〈k〉
Western US power grid 77.0% 99.4% 6 (14) 9 8.66
European highways 83.2% 97.6% 7 (16) 7 7.54
Networks coauthorships 53.3% 71.3% 7 (17) 4 3.77
Oregon Internet map 56.0% 86.4% 3 4 4.40
Caenorhabditis elegans 77.8% 97.6% 2 5 5.79
US airports connections 5.5% 12.9% 2 3 2.38
Scientometrics citations 30.5% 89.2% 3 4 4.30
US election weblogs 2.7% 6.0% 2 2 2.15
Little Rock food web 2.2% 0.3% 2 2 1.59
local convexity seen as the maximum size of the subsets of nodes that are still expected to
be convex. Note that this is different than above where we have fixed the maximum size
and also the type of subgraphs, while we grow random subsets of nodes below.
We define the maximum size of convex subsets Lc as
Lc = 1+max{ t | s(t)< (t+ c+1)/n}, (8)
where c is a free parameter different than in Equation (2), c > 0. For c = 1, L1 measures
the maximum size of the subsets of nodes that on average require less than one additional
node in order to be convex s(t)< (t+2)/n. For c= t, one gets a more relaxed definition Lt
requiring that less than one additional node needs be included for each node in the subset or,
equivalently, at each step t of the algorithm s(t)< (2t+1)/n. To account for randomness,
we use the lower bound of the 99% confidence interval of s(t) in Equation (8).
Second two columns of Table 3 show the maximum size of convex subsets Lc in em-
pirical networks from Table 1 and the corresponding Erdo˝s-Re´nyi random graphs L˜c.
Consider first the values of L1 and L˜1. These further confirm that random graphs are
locally more convex than networks with L1 ≤ L˜1 in all cases except one. Notice also
that L˜1 well coincides with the analytical estimate for random graphs lnn/ ln〈k〉 derived
in Appendix A. In regionally convex or non-convex networks, only very small subsets of
nodes are expected to be convex with L1 ≤ 3. On the contrary, much larger subsets are
convex in globally convex infrastructure networks and collaboration graph with L1 ≈ 7.
Considering also the relaxed definitions Lt and L˜t , only three values change in Table 3.
The maximum size of convex subsets more than doubles in globally convex networks with
Lt ≈ 16, while the values remain exactly the same in all other networks Lt = L1 and random
graphs L˜t = L˜1. Hence, under this loose definition, globally convex networks are actually
even more locally convex than random graphs.
Global convexity in networks thus implies also strong local convexity. Regionally con-
vex networks, however, are not necessarily locally convex. This is due to a specific type of
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regional convexity observed in networks. Although a convex periphery can cover a large
majority of the nodes in a network, these are by definition disconnected and are connected
only through a non-convex c-core as shown in Section 2.2. Therefore, one can not grow
large convex subsets solely out of the nodes in the periphery.
5 Conclusions
In this paper we have studied convexity in complex networks through mathematical defini-
tion of a convex subgraph. We explored convexity from a local and global perspective by
observing the expansion of convex subsets of nodes and the frequency of convex subgraphs.
We have demonstrated three distinct forms of convexity in graphs and networks.
Global convexity refers to a tree-like or clique-like structure of a network in which
convex subsets grow very slowly and thus any connected subset of nodes is likely to be
convex. Globally convex networks are spatial infrastructure networks and social collabo-
ration graphs. This is in contrast with random graphs (Erdo˝s & Re´nyi, 1959), where there
is a sudden expansion of convex subsets when their size exceeds lnn/ ln〈k〉 nodes. In fact,
the only network studied that is globally less convex than a random graph is the food web.
Random graphs, however, are locally convex meaning that any connected subgraph with
up to lnn/ ln〈k〉 nodes is almost certainly convex. Globally convex networks are also fairly
locally convex, or even more convex than random graphs under a loose definition of local
convexity, whereas almost any other network studied is locally less convex than a random
graph. On the other hand, most of these networks are regionally convex.
Regional convexity refers to any type of heterogeneous network structure that is only
partly convex. For instance, networks with core-periphery structure can be divided into a
non-convex c-core surrounded by a convex periphery. Such are the Internet map, C. elegans
protein and airline transportation networks. Note that this type of regional convexity does
not necessarily imply local convexity. This is because the nodes in convex periphery are
generally disconnected and are connected only through the non-convex c-core.
We have proposed different measures of local, regional and global convexity in net-
works. Among them, c-convexity can be used to assess global convexity and measures
whether the structure of a network is either tree-like or clique-like, differently from ran-
dom graphs. There are many measures that separate networks from random graphs like
the average node clustering coefficient (Watts & Strogatz, 1998) and network modular-
ity (Newman & Girvan, 2004). However, these clearly distinguish between tree-like struc-
ture of infrastructure networks and clique-like structure of collaboration graphs. Yet, the
two regimes are equivalent according to c-convexity. This is because they represent the
border cases of networks with deterministic structure. The fact might be interesting since
many of the results in network science are known only for tree-like or locally tree-like
networks (Dorogovtsev et al., 2008; Newman, 2010).
Convexity is thus an inherent structural property of many networks. Random graph
models (Erdo˝s & Re´nyi, 1959; Newman et al., 2001) and also standard network mod-
els (Watts & Strogatz, 1998; Baraba´si & Albert, 1999) fail to reproduce convexity in
networks. This is not surprising as most models are based on the existence of individual
edges between the nodes and not on the inclusion of the entire geodesic paths. Development
of realistic models of network convexity represents an important direction for future work.
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The study of convexity should also be extended to directed and weighted networks, where
the definition of geodesic paths changes, and disconnected networks, where geodesic paths
are ill-defined.
Frequency of small subgraphs is often used in network comparison or alignment (Przˇulj,
2007; Yaverog˘lu et al., 2014) and for revealing distinct classes of networks (Milo et al.,
2004). While the frequency of non-induced subgraphs or motifs (Milo et al., 2002) must
necessarily be compared against some null model, induced subgraphs or graphlets (Przˇulj
et al., 2004) are specific local structures found in networks. Moreover, convex subgraphs
are special types of induced subgraphs and might as such enable even more detailed classi-
fication of networks. This could also represent an important contribution to understanding
geometric properties of networks (Clough & Evans, 2016a; Clough & Evans, 2016b).
Another prominent direction for future work is to investigate convexity in the context
of different mesoscopic structures observed in networks. We have studied convexity only
in the case of core-periphery structure (Borgatti & Everett, 2000) and proposed a novel
characterization of core and periphery, which might be of separate interest. However,
other examples include also node communities (Girvan & Newman, 2002), overlapping
communities (Palla et al., 2005), disassortative groups (Newman & Leicht, 2007), role
models (Reichardt & White, 2007) and hierarchical structure (Clauset et al., 2008). In fact,
many community detection methods adopt a definition of community that can actually be
seen as an approximation of a convex subgraph (Rosvall & Bergstrom, 2008).
Network convexity is an indication of uniqueness of geodesic paths in a network. The
geodesic paths are mostly unique in convex infrastructure networks due to high cost of con-
nections, while largely redundant in a non-convex food web in order for the ecosystem to
survive. Convex networks thus represent locally self-sufficient systems. As such convexity
can be seen as a measure of network redundancy, a concept closely related to robustness
and resilience (Albert et al., 2000; Baraba´si, 2016).
Convexity is probably most commonly associated with its benefits in mathematical
optimization (Boyd & Vandenberghe, 2004; Hallac et al., 2015). For instance, many NP-
complete problems in general graphs become polynomial in chordal graphs (Gavril, 1974)
which can be seen as a model of convex graphs. There seems to be no good reason why
such results could not be derived also for convex networks.
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A Size of convex subsets in random graphs
In this appendix, we approximate the probability P˜G that a random induced connected
subgraph G is convex in a random graph (Erdo˝s & Re´nyi, 1959). The sampling procedure
generating subgraphs G is selecting the nodes of the graph randomly with constant prob-
ability and discarding any induced subgraphs that are not connected. Thus, each induced
connected subgraph G with a fixed number of nodes has the same probability of being
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generated. Note that this procedure is not equivalent to the expansion of convex subsets of
nodes in Section 2, but we use it as an indicator of the convex growth in random graphs.
Let n be the number of nodes in a random graph, p the probability of an edge and 〈k〉
the expected node degree, 〈k〉 = p(n− 1). Our results below are of asymptotic nature.
We say that a property holds almost certainly if the probability that it holds in a random
graph with the expected node degree 〈k〉  1 limits to one when the size of the graph n
grows to infinity. In particular, we show that any induced connected subgraph G with up to
lnn/ ln〈k〉 nodes is almost certainly convex.
We first analyze the internal structure of subgraph G. Denote its nodes with 1,2, . . . ,s.
Since subgraph G is connected, it must include a spanning tree on s−1 edges. Furthermore,
G is a subgraph of a random graph with edge probability p. The probability of existence
of any of
(s
2
)− (s−1) = (s−12 ) possible edges of subgraph G that are not on the spanning
tree of G is p. The probability that subgraph G has no additional edge besides the edges of
the spanning tree is then
(1− p)(s−12 ) ≈ e−p(s−12 )
= e−
〈k〉(s−1)(s−2)
2(n−1) .
For s2  n, the above expression is close to one. Thus, a random induced connected
subgraph G with much less than
√
n nodes is almost certainly a tree. Since each tree on
nodes 1,2, . . . ,s has the same probability to appear, we deduce that subgraph G is a random
tree. The average geodesic distance and also the diameter of a random tree on s nodes is
almost certainly in O(
√
s) (Meir & Moon, 1970; Re´nyi & Szekeres, 1967), while the exact
expressions are
√pi
2 s and 2
√
2pis, respectively.
Notice that subgraph G is convex iff no two nodes of 1,2, . . . ,s have a geodesic path
that is internally disjoint from G. Besides, for each node i of subgraph G, the remaining
graph obtained after removing all the nodes of G but i is still a random graph with edge
probability p = 〈k〉/(n−1) and the average degree 〈k′〉= p(n− s). In such a graph, the
expected number of nodes at the geodesic distance at most d from node i is approximately
1+ 〈k′〉+ 〈k′〉(〈k′〉−1)+ . . .+ 〈k′〉(〈k′〉−1)d−1 ≤ 〈k′〉d ≤ 〈k〉d (Newman, 2010). We de-
note with Γi(d) the set of nodes at the geodesic distance at most d from a given node i also
called the dth neighborhood of node i, i≤ s.
Let r be a number such that 2r+1 is greater than the diameter of subgraph G but as
close as possible. By the above results, 2r+1≈ c1
√
s+O(1) for some constant c1 > 0. If
for each pair of nodes i and j of subgraph G there is no edge connecting the nodes in the
rth neighborhood Γi(r) with the nodes in the rth neighborhood Γ j(r), subgraph G must be
convex, i, j ≤ s. Since the sizes of these neighborhoods are on average smaller than 〈k〉r,
there is at most 〈k〉r〈k〉r(s2) possible edges. Hence, the probability P˜G that subgraph G is
convex is
P˜G ≥ (1− p)〈k〉2r(
s
2).
Taking the logarithm of both sides we find
ln P˜G ≥ 〈k〉2r
(
s
2
)
ln
(
1− 〈k〉
n−1
)
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≈ 〈k〉
2r+1
n−1
(
s
2
)
,
and thus
P˜G ≥ e−
〈k〉c1
√
s+O(1)
n−1 (
s
2).
For s≤ log〈k〉 n and large enough n, the probability P˜G is close to one meaning that sub-
graph G is convex.
On the other hand, since the average geodesic distance in subgraph G is almost certainly
c2
√
s for some constant c2 > 0, there is a non-trivial fraction f > 0 of nodes at the geodesic
distance at least c2
√
s. Similar as before let r be a number such that 2r+1 is less then the
average geodesic distance in subgraph G but as close as possible, 2r+1≈ c2
√
s−O(1).
Recall that the expected number of nodes in the rth neighborhood Γi(r) at the geodesic
distance exactly r from node i is approximately 〈k′〉(〈k′〉−1)r−1 (Newman, 2010) which
is greater than (〈k〉/2)r assuming 〈k〉  1 and s2 n. These nodes are also called the
surface of the neighborhood. Now let i and j be a pair of nodes of subgraph G at the
geodesic distance at least 2r+1 in G, i, j ≤ s. If the rth neighborhoods Γi(r) and Γ j(r) are
not disjoint, then subgraph G is not convex. Assuming that the neighborhoods are disjoint,
subgraph G is still not convex if there exists an edge between the nodes of the surfaces of
the two neighborhoods. Let A be the event that all
(s
2
)
pairs of rth neighborhoods Γi(r) and
Γ j(r) are disjoint, and let AG be the event that subgraph G is convex. The probability P˜G
can then be written as
P˜G = P(AG|A)P(A)
≤ P(AG|A)
≤ (1− p)(〈k〉/2)2r f(s2)
and by the same sequence of arguments as above we obtain
P˜G ≤ e−
(〈k〉/2)c2
√
s−O(1)
n−1 f(
s
2).
For s≥ log2〈k〉/2 n and large enough n, the probability P˜G is close to zero meaning that
subgraph G is not convex.
To gain mathematical completeness of the above results one would have to analyze also
non-average cases of the properties considered. In particular, one would have to analyze
what if the diameter and the average geodesic distance in subgraph G are not c
√
s for some
constant c> 0, and what if the sizes of the dth neighborhoods Γi(d) are not 〈k〉d , i≤ s.
Since the tails of the probability distributions of these events are thin (Re´nyi & Szekeres,
1967; Meir & Moon, 1970; Newman, 2010), while we are here only interested in the
asymptotic behavior and not in the exact constants of the threshold functions, we leave
such analyses to be performed elsewhere.
Finally, consider the expansion of convex subsets of nodes within our algorithm from Sec-
tion 2. In the first few steps of the algorithm the subsets grow one node at a time and the
induced subgraphs are convex trees. This can be anticipated since any random induced
connected subgraph with much less than
√
n nodes is almost certainly a random tree and
any such tree with up to lnn/ ln〈k〉 nodes is almost certainly convex. The sudden expansion
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of convex subsets occurs between O(log〈k〉 n) and O(log
2
〈k〉/2 n) nodes, while the exact
threshold function suggested by the above calculations is the solution s of the equation
n = 〈k〉
√
s
(s
2
)
.
B Probability of convex subgraphs in random graphs
Figure 8 shows all connected non-isomorphic subgraphs Gi with up to four nodes. In this
appendix, we derive the probabilities P˜i that a randomly selected induced subgraph Gi is
convex in a random graph (Erdo˝s & Re´nyi, 1959). As before, let n be the number of nodes
in the graph, p the probability of an edge and 〈k〉 the expected node degree, 〈k〉= p(n−1).
First, recall that the clique subgraphs G0, G2 and G8 are convex by construction.
P˜0 = 1
P˜2 = 1
P˜8 = 1
Next, we consider the star subgraph G4. Denote the central node of subgraph G4 with 1,
the pendant nodes with 2,3,4 and the remaining nodes with 5,6, . . . ,n. Notice that subgraph
G4 is convex iff no two nodes of 2,3,4 have a common neighbor other than 1. Let Ai be
the event that subgraph G4 is convex in a graph induced by the nodes of G4 ∪{ i}, i ≥ 5.
The event Ai occurs iff node i is connected to at most one of the nodes 2,3,4. Hence,
P(Ai) = (1− p)3+3p(1− p)2
= 1−3p2+2p3.
Since the events Ai are independent, the probability P˜4 equals
P˜4 = (1−3p2+2p3)n−4.
For other subgraphs with diameter two G1, G5, G6 and G7, the derivation is analogous.
P˜1 = (1− p2)n−3
P˜5 = (1−2p2+ p4)n−4
P˜6 = (1−2p2+3p3)n−4
P˜7 = (1− p2)n−4
For the path subgraph G3, one must take a different approach. Denote the nodes of
subgraph G3 with 1,2,3,4, where 1,4 are the pendant nodes. Let A1 be the event that nodes
1,4 have no common neighbor, and that nodes 1,3 and 2,4 have no common neighbor other
than 2 and 3, respectively. Furthermore, let A2 be the event that there is no path of length
three connecting nodes 1,4 that is outside of subgraph G3. Then, P˜3 = P(A1)P(A2|A1).
The event A1 occurs iff each node i ≥ 5 is either connected to at most one of the nodes
1,2,3,4 or is connected to a pair of connected nodes 1,2 or 2,3 or 3,4. Hence,
P(A1) =
(
(1− p)4+4(1− p)3+3(1− p)2 p2)n−4
= (4p4−6p3−3p2+8p−3)n−4.
On the other hand, the probability P(A2|A1) can be computed as follows. The event A2
occurs iff no pair of neighbors of nodes 1,4 other than 2,3 is connected. Since nodes 1,4
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have c = p(n−4) other neighbors on average, there are c2 of such pairs given A1 and
P(A2|A1) = (1− p)c2 .
The probability P˜3 thus reads
P˜3 = (4p4−6p3−3p2+8p−3)n−4(1− p)p2(n−4)2 .
