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Abstract
In this paper we present a two phase model for vehicular traffics subject to point constraints on the flow, its motivation being, for
instance, the modelling of the effects of toll booths along a road.
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1. Introduction
Macroscopic traffic flow models has been a growing field of research in the last decade as it is finding real life applications
related to traffic control, management and prediction, see the surveys [5, 11, 12], the books [8, 14] and the reference therein.
Among these models, two of most noticeable importance are Lighthill, Whitham [10] and Richards [13] model (LWR)
ρt + (v ρ)x = 0, v = V(ρ),
and the Aw, Rascle [4] and Zhang [15] model (ARZ)
ρt + (v ρ)x = 0, [ρ (v + p(ρ)]t + [v ρ (v + p(ρ)]x = 0.
Theses two models aim to predict the evolution in time t of the density ρ and the velocity v of vehicles moving along a ho-
mogeneous highway parametrized by the coordinate x ∈ R and with no entries and exits. Both of the models have drawbacks
however in their modelling of the evolution of traffic flows. Indeed, LWR assigns a priori an explicit relation between density and
velocity, that means that the model assumes that the velocity of the vehicles is entirely determined by the density and dismisses
the possibility of different vehicle populations that might exhibit a different velocity for a given density. Empirical studies show
however that the density-flux diagram can be approximated by this kind of models only up to a certain density, across which the
traffic changes phase from free to congested, the latter being better approximated by a second order models such as ARZ. On the
other hand ARZ is not well-posed near the vacuum. In particular, when the density is close to zero, the solution does not depend
in general continuously on the initial data.
This motivated the introduction in [9] of a two phase model that describes free and congested phases by means of respectively
LWR and ARZ. Recall that this model was recently generalized in [6]. A couple of mathematical difficulties have to be high-
lighted. First, the model consists of two systems of equations that prescribe the evolution in time of the traffic in two different
phases, free and congested, and prescribes a specific set of admissible phase transitions. One difficulty is that it is not known
a priori the curves in the (x, t) plane dividing two phases. The problem cannot be reduced therefore into solving two different
systems in two distinct regions with prescribed boundary conditions. As a consequence, defining a notion of weak or entropy
solution via an integral condition (as it is standard in the field of PDEs) turns out to be a delicate task. In [6] it has been possible
to do so when the characteristic field of the free phase is linearly degenerate, because in this case the flux in the free phase reduces
to a restriction of the flux diagram of ARZ, which allowed to make use of the definition of weak and entropy solution introduced
in [1].
Another difficulty is the possibility that two phase transitions may interact with each other and cancel themselves. In fact, for
instance, it is perfectly reasonable to consider a traffic characterized by a single congested region C, with vehicles emerging at
the front end of C and moving into a free phase region with a velocity higher than the tail of the queue at the back end of C, so
that after a certain time the congested region disappears and all the traffic is in a free phase. For this reason a global approach
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for the study of the corresponding Cauchy problem can not be applied, as it would require a priori knowledge of the phase tran-
sition curves; it is instead preferable to apply the wave-front tracking algorithm, as it allows to track the positions of the phase
transitions.
The present article deals with the Riemann problem for the two phase model introduced in [6], equipped with a local point
constraint on the flow, meaning that we add the further condition that at the interface x = 0 the flow of the solution must be lower
than a given constant quantity Q. This models, for instance, the presence of a toll gate across which the flow of the vehicles
cannot exceed the value Q. The additional difficulty that this add to the mathematical modelling of the problem is that this time
one can start with a traffic that is initially completely in the free phase, but congested phases arise in a finite time in the upstream
of x = 0, as it is perfectly reasonable in the case of a toll gate with a very limited capacity. The aim of this paper is to establish
two Riemann solvers for this model and to study their properties. These Riemann solvers will be the basis upon which to rely for
the ulterior study of the Cauchy problem.
The paper is organized as follows. In Section 2 we state carefully the problem, introduce the needed notations and define the
two Riemann solvers, see Definition 2.2 and Definition 2.3. Then in Section 3 we study their basic properties, some of which
require lenghty and technical proofs that are postponed in the last section.
2. The model and the main result
The aim of this section is to propose two Riemann solvers for the two phase transition model developed in [6], coupled with
a point constraint on the flow (1).
2.1. Assumptions and notations
Let us first introduce the notation to the reader and explain its usage. Fix R′′f > R
′
f > 0. Consider the maps V ∈ C2([0,R′′f ];R+)
and p ∈ C2([R′f ,+∞);R) such that V(R′′f ) > 0 and
Vρ(ρ) ≤ 0, V(ρ) + ρVρ(ρ) > 0, 2Vρ(ρ) + ρVρρ(ρ) ≤ 0 ∀ρ ∈ [0,R′′f ], (H1)
pρ(ρ) > 0, 2pρ(ρ) + ρ pρρ(ρ) > 0 ∀ρ ∈ [R′f ,+∞), (H2)
Vρ(ρ) + pρ(ρ) > 0, V(ρ) < ρ pρ(ρ) ∀ρ ∈ [R′f ,R′′f ]. (H3)
For later convenience, see Figure 1, we introduce the following notation:
Vmax
.
= V(0), Vmin .= V(R′′f ),
Wmax
.
= p(R′′f ) + Vmin, Wc
.
= p(R′f) + V(R′f),
Rmax
.
= p−1(Wmax), Rc .= p−1(Wc), qmax = R′′f Vmin.
By definition we have Rmax > R′′f > 0, Rc > R
′
f > 0, Wmax > Wc and by (H2) the map p−1 : [Wc − V(R′f),Wmax] → [R′f,Rmax] is
increasing.
To avoid technicalities in the exposition, we will throughout assume that p is defined in (0,+∞) and that there it satisfies
(H2).
Some simple choices for V and p, see [3, 4, 9], are
V(ρ) .= vmax
[
1 − ρ
R
]
, p(ρ) .=

vref
γ
[
ρ
ρmax
]γ
, γ > 0,
vref log
[
ρ
ρmax
]
, γ = 0,
where vmax, R, γ, vref and ρmax are strictly positive parameters, that can be chosen so that (H1)-(H3) are satisfied, see [6] for the
details.
Fix Vc ∈ ]0,Vmin] and let u .= (ρ, v) belong to Ω .= Ωf ∪ Ωc, where
Ωf
.
=
{
u ∈ [0,R′′f ] × [Vmin,Vmax] : v = V(ρ)
}
and Ωc
.
=
{
u ∈ [R′f ,Rmax] × [0,Vc] : Wc ≤ v + p(ρ) ≤ Wmax
}
are the domains of respectively free phases and congested phases. Observe that Ωf and Ωc are invariant domains for respectively
LWR and ARZ. Introduce also the domains
Ω
′
f
.
=
{
u ∈ Ωf : ρ ∈ [0,R′f)
}
, Ω′′f
.
=
{
u ∈ Ωf : ρ ∈ [R′f ,R′′f ]
}
.
We finally introduce uc
.
= (ρc,Vc) : [Wc,Wmax] → Ωc defined by ρc(w) .= p−1(w − Vc), and uf .= (ρf , vf) : [Wc,Wmax] → Ω′′f
implicitly defined by vf(w) = V(ρf(w)) = w − p(ρf(w)). We point out that R′f = ρf(Wc) and R′′f = ρf(Wmax).
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Figure 1: Geometrical meaning of notations used through the paper.
2.2. The unconstrained Riemann problem
The Riemann problem for the two phase model introduced in [6] has the form
Free flow (LWR)
u ∈ Ωf ,
ρt + Q(u)x = 0,
v = V(ρ),
Congested flow (ARZ)
u ∈ Ωc,
ρt + Q(u)x = 0,[
ρW(u)]t + [Q(u) W(u)]x = 0,
Initial datum
u(0, x) =

uℓ if x < 0,
ur if x > 0,
(1)
where uℓ, ur ∈ Ω and the maps Q : Ω→ [0, qmax] and W : Ω→ [Wc,Wmax] are defined by
Q(u) .= ρ v, W(u) .=

v + p(ρ) if u ∈ Ωc ×Ω′′f ,
Wc if u ∈ Ω′f .
Above ρ and v denote respectively the density and the speed of the vehicles, while V and p give respectively the speed of
the vehicles in a free flow and the “pressure” of the vehicles in a congested flow. In the free phase the characteristic speed is
λf(u) .= V(ρ) + ρVρ(ρ). In the following table we collect the informations on the system modelling the congested phase:
r1(u) .= (1,−pρ(ρ)), r2(u) .= (1, 0),
λ1(u) .= v − ρ pρ(ρ), λ2(u) .= v,
∇λ1 · r1(u) = −2pρ(ρ) − ρ pρρ(ρ), ∇λ2 · r2(u) = 0,
L1(ρ; u0) .= W(u0) − p(ρ), L2(ρ; u0) .= v0.
Above ri is the i-th right eigenvector, λi is the corresponding eigenvalue and Li is the i-th Lax curve. By the assumptions (H1)
and (H2) the characteristic speeds are bounded by the velocity, λf(u) ≤ v, λ1(u) ≤ λ2(u) = v, and λ1 is genuinely non-linear,
∇λ1 · r1(u) , 0. Beside the Riemann solver introduced in [6], here denoted by R1, we introduce in the following definition also
a second Riemann solver R2. Roughly speaking, the motivation is that the solution corresponding to R2 has flow through the
constraint higher than that corresponding to R1. We denote by RLWR and RARZ the Riemann solvers for respectively LWR and
ARZ. To simplify our notation, we let q∗
.
= Q(u∗) and w∗ .= W(u∗). Recall that for any uℓ, ur ∈ Ω with ρℓ , ρr, the speed of
propagation of a discontinuity between uℓ and ur is σ(uℓ, ur) .= [qr − qℓ]/[ρr − ρℓ].
Definition 2.1. The Riemann solver R1 : Ω2 → L∞(R;Ω) is defined as follows:
(R1a) If uℓ, ur ∈ Ωf , then R1[uℓ, ur] .= RLWR[uℓ, ur].
(R1b) If uℓ, ur ∈ Ωc, then R1[uℓ, ur] .= RARZ[uℓ, ur].
(R1c) If (uℓ, ur) ∈ Ωf ×Ωc, then we let um .= (p−1(wℓ − vr), vr) and
R1[uℓ, ur](x) .=

uℓ if x < σ(uℓ, um),
RARZ[um, ur](x) if x > σ(uℓ, um).
(R1d) If (uℓ, ur) ∈ Ωc ×Ωf , then
R1[uℓ, ur](x) .=

RARZ[uℓ, uc(wℓ)](x) if x < σ(uc(wℓ), uf(wℓ)),
RLWR[uf(wℓ), ur](x) if x > σ(uc(wℓ), uf(wℓ)).
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The Riemann solver R2 : Ω2 → L1loc(R;Ω) is defined as follows:
(R2) If (uℓ, ur) ∈ Ωf ×Ωc, ρℓ , 0 and wℓ < wr, then
R2[uℓ, ur](x) .=

uℓ if x < σ(uℓ, ur),
ur if x > σ(uℓ, ur),
otherwise R2[uℓ, ur] .= R1[uℓ, ur].
We remark that, differently from the phase transitions from Ω′′f to Ωc introduced by R1, those introduced by R2 may not
satisfy the second Rankine-Hugonot condition, namely they may not conserve the generalized momentum.
In [6, Proposition 4.2] we proved that R1 is L1loc-continuous and consistent inΩ. Let us recall that a Riemann solver S : Ω2 →
L∞(R;Ω) is consistent in the invariant domain D ⊆ Ω if for any uℓ, um, ur ∈ D and x¯ ∈ R:
S[uℓ, ur](x¯) = um ⇒

S[uℓ, um](x) =

S[uℓ, ur](x) if x < x¯,
um if x ≥ x¯,
S[um, ur](x) =

um if x < x¯,
S[uℓ, ur](x) if x ≥ x¯.
(I)
S[uℓ, um](x¯) = um
S[um, ur](x¯) = um
 ⇒ S[uℓ, ur](x) =

S[uℓ, um](x) if x < x¯,
S[um, ur](x) if x ≥ x¯.
(II)
It is easy to prove that R2 is L1loc-continuous but is not consistent in Ω. Indeed, for instance, R2 does not satisfy (II) with uℓ ∈ Ω′′f
and um, ur ∈ Ωc such that wℓ = wm < wr and vm = vr.
2.3. The constrained Riemann problem
In this section we consider the Riemann problem (1) coupled with a pointwise constraint on the flux
Q(u(t, 0±)) ≤ Q0, (2)
where Q0 ∈ (0, qmax) is a fixed constant. In general, [(t, x) 7→ Ri[uℓ, ur](x/t)] does not satisfy (2). For this reason we introduce
the sets
Ci
.
=
{
(uℓ, ur) ∈ Ω2 : Q(Ri[uℓ, ur](0±)) ≤ Q0
}
, Ni
.
=
{
(uℓ, ur) ∈ Ω2 : Q(Ri[uℓ, ur](0±)) > Q0
}
,
and for any (uℓ, ur) ∈ Ni, we replace [(t, x) 7→ Ri[uℓ, ur](x/t)] by another self-similar weak solution [(t, x) 7→ Rci [uℓ, ur](x/t)] to
(1), satisfying (2) and obtained by juxtaposing weak solutions constructed by means of Ri. It is easy to see that Ci = C1 ∪ C2 ∪
C3 ∪ C4i and Ni = N1 ∪ N2 ∪ N3 ∪ N4i , where
C1
.
=
{
(uℓ, ur) ∈ Ω2f : qℓ ≤ Q0
}
, N1
.
=Ω
2
f \ C
1,
C2
.
=
{
(uℓ, ur) ∈ Ω2c : p−1(wℓ − vr) vr ≤ Q0
}
, N2
.
=Ω
2
c \ C
2,
C3
.
=
{
(uℓ, ur) ∈ Ωc ×Ωf : Q(uf (wℓ)) ≤ Q0
}
, N3
.
= (Ωc ×Ωf) \ C3,
C41
.
=
{
(uℓ, ur) ∈ Ωf ×Ωc : min
{
qℓ, p−1(wℓ − vr) vr
}
≤ Q0
}
, N41
.
= (Ωf ×Ωc) \ C41,
C42
.
=
{
(uℓ, ur) ∈ Ωf × Ωc : wℓ ≤ wr and min {qℓ, qr} ≤ Q0, orwℓ > wr and p−1(wℓ − vr) vr ≤ Q0
}
, N42
.
= (Ωf ×Ωc) \ C42.
To simplify our notation, we let *q .= Q(*u) and *w .= W(*u).
Definition 2.2. The Riemann solver Rc1 : Ω
2 → L∞(R;Ω) is defined as follows:
(Rc1a) If (uℓ, ur) ∈ C1, then we let Rc1[uℓ, ur]
.
= R1[uℓ, ur].
(Rc1b) If (uℓ, ur) ∈ N1, then we let
Rc1[uℓ, ur](x)
.
=

R1[uℓ, uˆ](x) if x < 0,
R1[uˇ, ur](x) if x > 0,
(3)
where (uˆ, uˇ) ∈ Ωc ×Ω satisfies
R1[uℓ, uˆ](0−) = uˆ, R1[uˇ, ur](0+) = uˇ, qˆ = qˇ ≤ Q0, wˆ = wℓ, (4)
if (uˆ′, uˇ′) ∈ Ω2 \ {(uˆ, uˇ)} satisfies (4), then qˆ′ < qˆ. (5)
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Observe that, by the consistency of R1, it is not restrictive to assume the first two conditions in (4), while the third one is
required to ensure that [(t, x) 7→ Rc1[uℓ, ur](x/t)] satisfies (2) as well as the Rankine-Hugoniot conditions along x = 0. Let us
also underline that if (uℓ, ur) ∈ N1, then uˆ and uˇ must be distinct otherwise, again by the consistency of R1, we would have that
Rc1[uℓ, ur] coincides with R1[uℓ, ur], and this gives a contradiction. Finally, in the following proposition we show that Rc1 is well
defined.
Proposition 2.1. For any (uℓ, ur) ∈ N1, (uˆ, uˇ) ∈ Ωc ×Ω is uniquely selected by (4), (5) as follows:
(T 11 ) If (uℓ, ur) ∈ N1 ∪N3, then we distinguish the following cases:
(T 11 a) If Q0 > Q(uc(wℓ)), then uˆ = uc(wℓ), qˇ = qˆ and uˇ ∈ Ωf .
(T 11 b) If Q0 ≤ Q(uc(wℓ)), then wˆ = wℓ, qˆ = qˇ = Q0 and uˇ ∈ Ωf .
(T 21 ) If (uℓ, ur) ∈ N2 ∪N41 , then we distinguish the following cases:
(T 21 a) If Q0 ≥ p−1(Wc − vr) vr, then wˆ = wℓ, qˆ = qˇ = Q0 and vˇ = vr.
(T 21 b) If Q0 < p−1(Wc − vr) vr, then wˆ = wℓ, qˆ = qˇ = Q0 and uˇ ∈ Ω′f .
Differently from the constrained Riemann solvers introduced in [2, 1, 7? ], in the case (T 11 a) we have that (uℓ, ur) ∈ N1 but
Q(Rc1[uℓ, ur](0±)) , Q0. For this reason we introduced the Riemann solver R2, that we use now to construct another constrained
Riemann solver Rc2 such that if (uℓ, ur) ∈ N2 and Q0 ≤ Q(uc(Wmax)), then Q(Rc2[uℓ, ur](0±)) = Q0.
Definition 2.3. The Riemann solver Rc2 : Ω2 → L∞(R;Ω) is defined as follows:
(R2a) If (uℓ, ur) ∈ C2, then we let Rc2[uℓ, ur]
.
= R2[uℓ, ur].
(R2b) If (uℓ, ur) ∈ N3 and Q0 > Q(uc(wℓ)), then we let
Rc2[uℓ, ur](x)
.
=

R2[uℓ, uf(wℓ)](x) if x < σ(uf(wℓ), uˆ),
uˆ if σ(uf(wℓ), uˆ) < x < 0,
R2[uˇ, ur](x) if x > 0,
otherwise we let
Rc2[uℓ, ur](x)
.
=

R2[uℓ, uˆ](x) if x < 0,
R2[uˇ, ur](x) if x > 0,
where, in both cases, (uˆ, uˇ) ∈ Ωc ×Ω satisfies
R2[uˇ, ur](0+) = uˇ, qˆ = qˇ = min{Q0, Q(uc(Wmax))}, wˆ ≥ wℓ, (6)
if (uˆ′, uˇ′) ∈ Ωc × Ω \ {(uˆ, uˇ)} satisfies (6), then wˆ′ > wˆ or wˇ′ < wˇ. (7)
In the following proposition we show that Rc2 is well defined.
Proposition 2.2. For any (uℓ, ur) ∈ N2, (uˆ, uˇ) ∈ Ωc ×Ω is uniquely selected by (6), (7) as follows:
(T 12 ) If (uℓ, ur) ∈ N1 ∪N3, then we distinguish the following cases:
(T 12 a) If Q0 > Q(uc(Wmax)), then uˆ = uc(Wmax), qˇ = qˆ and uˇ ∈ Ωf .
(T 12 b) If Q0 ≤ Q(uc(Wmax)), then wˆ = max {wℓ,Vc + p (Q0/Vc)}, qˆ = qˇ = Q0 and uˇ ∈ Ωf .
(T 22 ) If (uℓ, ur) ∈ N2 ∪N42 , then we distinguish the following cases:
(T 22 a) If Q0 ≥ p−1(Wc − vr) vr, then wˆ = wℓ, qˆ = qˇ = Q0 and vˇ = vr.
(T 22 b) If Q0 < p−1(Wc − vr) vr, then wˆ = wℓ, qˆ = qˇ = Q0 and uˇ ∈ Ω′f .
Moreover, by definition we immediately have the following
Proposition 2.3. For any (uℓ, ur) ∈ Ω2 we have that both [(t, x) 7→ Rc1[uℓ, ur](x/t)] and [(t, x) 7→ Rc2[uℓ, ur](x/t)] are weak
solutions of (1) and satisfy (2) for a.e. t ∈ R+. Moreover, among the self similar weak solutions u′ to (1) of the form (3) and
satisfying (4), u .= Rc1[uℓ, ur] is the only one that maximizes the flow through x = 0, namely Q(u′(t, 0±)) ≤ Q(u(t, 0±)), with the
equality holding if and only if u′ = u.
It is easy to prove that in general both Rc1 and R
c
2 fail to be consistent.
Proposition 2.4. In general, both Rc1 and R
c
2 satisfy neither (I) nor (II) in Ω.
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Proof. For any uℓ, um, ur ∈ Ω such that um = ur and qr > Q0, by the finite speed of propagation of the waves, there exists
x¯ > 0 such that Rc1[uℓ, ur](x¯) = Rc2[uℓ, ur](x¯) = ur. Then the property Rc1[ur, ur](x) = Rc2[ur, ur](x) = ur for any x < x¯ required
in (I) cannot be satisfied because otherwise Q(Rc1[ur, ur](0±)) = Q(Rc2[ur, ur](0±)) = qr > Q0 and this gives a contradiction
because Rc1[ur, ur] and Rc2[ur, ur] satisfy (2), see Proposition 2.3. Moreover, if Q0 ∈ [Q(uc(Wc)), Q(uc(Wmax))], then we can take
uℓ, ur ∈ Ωf , um ∈ Ωc with wℓ = wm and Q(um) = Q0 = Q(ur), and see that (II) is not satisfied by both Rc1 and Rc2.
We conclude this section by considering the total variation of the two constrained Riemann solvers in the Riemann invariant
coordinates. We provide two examples showing that in general the comparison of their total variation can go in both ways. This
suggests that the total variation is not a relevant selection criteria for choosing a wave-front tracking algorithm based on one or
the other Riemann solver.
Example 2.1. If there exist u¯, u∗ ∈ Ωf and Q0 such that Q(uf(Wc)) < Q(u∗) = Q(uc(W(u¯))) < Q0 < Q(u¯) < Q(uc(Wmax)) and
W(u¯)−W(u∗) > wˇ2−W(u0), where u0 ∈ Ωf is implicitly defined by Q(u0) = Q0 and wˇ2 .= Vc+p (Q0/Vc), then TV(V ◦Rc1[u¯, ur]) =
2[V(u∗)−Vc] > TV(V◦Rc2[u¯, ur]) = 2[V(u0)−Vc] and TV(W◦Rc1[u¯, ur]) = 2[W(u¯)−W(u∗)] > TV(W◦Rc2[u¯, ur]) = 2[wˇ2−W(u0)].
Example 2.2. If there exist (uℓ, ur) ∈ Ωc × Ωf and Q0 such that vℓ = Vc and Q(uf(Wc)) < Q(uℓ) = Q(ur) < Q0 < Q(uf(wℓ)) <
Q(uc(Wmax)), then TV(V ◦Rc1[uℓ, ur]) = vr −Vc < TV(V ◦Rc2[uℓ, ur]) = vr +2V(uf(wℓ))−3Vc and TV(W ◦Rc1[uℓ, ur]) = wℓ −wr <
TV(W ◦ Rc2[uℓ, ur]) = 2wˇ2 − wℓ − wr , where wˇ2
.
= Vc + p (Q0/Vc).
3. Basic properties of the constrained Riemann solvers
3.1. Basic properties of Rc1
Proposition 3.1. Rc1 is consistent in the invariant domain D1
.
= {u ∈ Ω : Q(u) ≤ Q0}. Moreover, if D is an invariant domain and
is not contained in D1, then Rc1 is not consistent in D.
The proof is rather technical and is therefore deferred to Section 4.1.
Proposition 3.2. Rc1 is L1loc-continuous in Ω2 if and only if Q0 ≤ Q(uc(Wc)). If Q0 > Q(uc(Wc)), then Rc1 is L1loc-continuous in
Ω
2 \ (C ∩ N1) and is not L1loc-continuous in any point of C ∩ N1.
Proof. Assume that Q0 > Q(uc(Wc)) and let u0 ∈ Ωf be such that Q(u0) = Q0. Then it suffices to take uℓ = u0, ur = (R′′f ,Vmin)
and un
ℓ
∈ Ωf with ρnℓ
.
= ρ0 + 1/n. Indeed in this case (unℓ)n converges to uℓ but Rc1[unℓ , ur] does not converge to Rc1[uℓ, ur] in
L1loc(R;Ω). More precisely, Rc1[uℓ, ur] ≡ uℓ in R− and by (T 11 a) the restriction of Rc1[unℓ , ur] to R− converges to
uℓ if x < σ(uℓ, uc(wℓ)),
uc(Wc) if σ(uℓ, uc(wℓ)) < x < 0.
Proving that Rc1 is L
1
loc-continuous in Ω
2 in any other situation is now a matter of showing that R1[unℓ , uˆn] → Rc1[uℓ, ur]
pointwise in {x < 0}, R1[uˇn, unr ] → Rc1[uℓ, ur] pointwise in {x > 0}, and applying the dominated convergence theorem of
Lebesgue. For this, it suffices to observe that either uˆn → R1[uℓ, ur](0−) and the result follows then by the continuity of R1,
or σ(un
ℓ
, uˆn) → 0 and R1[uℓ, ur] is constant equal to uℓ in {x < 0} and we obtain therefore again that R1[unℓ , uˆn] → R1[uℓ, ur]
pointwise in {x < 0}. A similar analysis proves that R1[uˇn, unr ] → R1[uℓ, ur] pointwise in {x > 0}.
In the next proposition we study the invariant domains of Rc1. However, since in [6] we did not consider the invariant domains
of R1, let us first point out that for any 0 ≤ ρmin < ρmax ≤ R′′f , 0 ≤ vmin < vmax ≤ Vc and Wc ≤ wmin < wmax ≤ Wmax the following
sets are invariant domains for R1. {
u ∈ Ωf : ρmin ≤ ρ ≤ ρmax
}
{
u ∈ Ωc : wmin ≤ W(u) ≤ wmax, vmin ≤ v ≤ vmax
}
{
u ∈ Ω′′f : ρf(wmin) ≤ ρ ≤ ρf(wmax)
}
∪
{
u ∈ Ωc : wmin ≤ W(u) ≤ wmax, v ≥ vmin
}
ρmin < R′f ⇒
{
u ∈ Ωf : ρmin ≤ ρ ≤ ρf(wmax)
}
∪
{
u ∈ Ωc : W(u) ≤ wmax, v ≥ vmin
}
Proposition 3.3 (Invariant domains for Rc1).
(Ic1a) If Q0 < Q(uc(Wmax)), then Ωf ∪ {u ∈ Ωc : Q(u) ≤ Q0 ≤ p−1(Wmax − v) v} is the smallest invariant domain containingΩf .
(Ic1b) If Q0 ≥ Q(uc(Wmax)), then Ωf ∪ {u ∈ Ωc : v = Vc} is the smallest invariant domain containingΩf .
(Ic1c) If Q0 ≥ Q(uc(Wc)), then Ωc is the smallest invariant domain containingΩc.
(Ic1d) If Q0 < Q(uc(Wc)), then Ωc ∪ {u ∈ Ω′f : Q(u) = Q0} is the smallest invariant domain containingΩc.
The proof is postponed to Section 4.2.
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3.2. Basic properties of Rc2
Concerning Rc2, in general no significant positive result for consistency can be expected because R2 is not consistent. In the
following proposition we prove that the consistency of Rc2 is guaranteed only in very special invariant domains.
Proposition 3.4. Rc2 is consistent in the invariant domain D2
.
= {u ∈ Ωf : Q(u) ≤ Q0}. Moreover, if Q(uc(Wc)) ≤ Q0 ≤
Q(uc(Wmax)) and w0 ∈ [Wc,Wmax] is such that Q(uc(w0)) = Q0, then for any fixed w¯ ∈ [Wc,w0] we have that Rc2 is consistent also
in the invariant domains D′2
.
= {u ∈ Ωc : W(u) ≥ w0, Q(u) ≤ Q0} and D′′2
.
= {u ∈ Ω : W(u) = w¯, Q(u) ≤ Q0}. Moreover, Rc2 is not
consistent in any other invariant domain containing either D2, or D′2, or else D
′′
2 .
Proof. To prove the first part, it suffices to observe that Rc2 = R1 in D2, D′2 and D′′2 . Then the maximality property is a direct
consequence of the fact that Rc2 is not consistent in an invariant domain D in any of the following cases:
(a) ∃ u ∈ D such that Q(u) > Q0.
(b) ∃ u1 ∈ D ∩Ω′′f , ∃ u2 ∈ D ∩Ωc such that w2(u1) > w2(u2).
(c) ∃ u1 ∈ D ∩Ω′′f , ∃ u2, u3 ∈ D ∩ Ωc such that w2(u1) = w2(u2) < w2(u3).
Indeed, in the case (a), following exactly the same arguments used in Proposition 2.4, we can show that Rc2 does not satisfy (I) in
D. As a consequence, in the following we assume that D ⊆ {u ∈ Ω : Q(u) ≤ Q0}. In the case (b), u3 ∈ Ωc and u4 ∈ Ω′′f defined by
w2(u3) = w2(u1) and w2(u4) = w2(u2) both belong to D. Hence we can consider (II) with uℓ = u4, um = u3 and ur = u2. Finally,
in the case (c), it is not restrictive to assume that v2 = v3. Then we can consider (II) with uℓ = u1, um = u2 and ur = u3.
Proposition 3.5. Rc2 is L1loc-continuous in Ω2.
Proof. • If uℓ, ur ∈ Ωf , then the L1loc-continuity of Rc2 follows from the continuity of σ(uℓ, uˆ), σ(uˇ, ur) with respect to (uℓ, ur) and
from the continuity of RLWR.
• If uℓ, ur ∈ Ωc, then Rc2[uℓ, ur] = Rc1[uℓ, ur] and the continuity follows from Proposition 3.2.
• If (uℓ, ur) ∈ Ωc ×Ωf and Q(uc(wℓ)) > Q0, then Rc2[uℓ, ur] = Rc1[uℓ, ur] and the continuity follows from Proposition 3.2.
• If (uℓ, ur) ∈ Ωc × Ωf and Q(uc(wℓ)) < Q0, then the continuity follows from the continuity of uc(wℓ), uf(wℓ), σ(uf(wℓ), uˆ) with
respect to uℓ and Proposition 3.2.
• If (uℓ, ur) ∈ Ωc × Ωf and Q(uc(wℓ)) = Q0, then it suffices to consider for n sufficiently large unℓ defined by vnℓ = vℓ and
wn
ℓ
= wℓ − 1/n. Then unℓ → uℓ and Q(uc(wnℓ )) < Q0. Hence, roughly speaking, Rc2[unℓ , ur] has two phase transitions, one from
uc(wnℓ ) to uf(wnℓ ) and one from uf(wnℓ ) to uˆn = uˆ, that are not performed by Rc2[uℓ, ur]. However, both σ(uc(wnℓ ), uf(wnℓ )) and
σ(uf(wnℓ ), uˆ) converge to σ(uf(wℓ), uˆ). Therefore also in this case we have that Rc2[unℓ , ur] → Rc2[uℓ, ur] in L1loc.
• Assume (uℓ, ur) ∈ Ωf × Ωc, then the continuity in that case comes from the continuity of σ(uℓ, ur), σ(uℓ, uˆ), σ(uˇ, ur) and Rc1
with respect to (uℓ, ur).
Proposition 3.6 (Invariant domains for Rc2).
(Ic2a) If Q0 < Q(uc(Wmax)), then Ωf ∪ {u ∈ Ωc : Q(u) ≤ Q0, p−1(Wmax − v) v ≥ Q0} is an invariant domain for Rc2.
(Ic2b) If Q(uc(Wmax)) ≤ Q0, then Ωf ∪ {(Vc,Wmax)} is an invariant domain for Rc2.
(Ic2c) If Q0 ≥ Q(uc(Wc)), then Ωc is an invariant domain for Rc2.
(Ic2d) If Q0 < Q(uc(Wc)), then Ωc ∪ {u ∈ Ω′f : Q(u) = Q0} is an invariant domain for Rc2.
Proof. (Ic2a) Whenever uℓ, ur ∈ Ωf ∪ {u ∈ Ωc : Q(u) ≤ Q0, p−1(Wmax − v) v ≥ Q0} are such that Rc1[uℓ, ur] = Rc2[uℓ, ur] it is
clear by Proposition 3.3 that Rc2[uℓ, ur] ⊂ Ωf ∪ {u ∈ Ωc : Q(u) ≤ Q0, p−1(Wmax − v) v ≥ Q0}. If Rc1[uℓ, ur] , Rc2[uℓ, ur] and
uℓ ∈ Ωf , ur ∈ Ωc then Rc2[uℓ, ur] ⊂ Rc1[uℓ, ur] in which case it is obvious that Ωf ∪ {u ∈ Ωc : Q(u) ≤ Q0, p−1(Wmax − v) v ≥ Q0} is
an invariant domain for Rc2. Otherwise R
c
1[uℓ, ur] , Rc2[uℓ, ur] and uℓ, ur ∈ Ωf in which case Rc2[uℓ, ur] ⊂ Ωf ∪ {u ∈ Ωc : Q(u) ≤
Q0, p−1(Wmax − v) v ≥ Q0} because {uˆ, uˇ} ∈ Ωf ∪ {u ∈ Ωc : Q(u) ≤ Q0, p−1(Wmax − v) v ≥ Q0}.
(Ic2b) In this case we distinguish the following cases:
• If uℓ, ur ∈ Ωf and Q(uℓ) ≤ Q0, or if uℓ = (Vc,Wmax) then Rc2[uℓ, ur] = Rc1[uℓ, ur] and it is clear that Rc2[uℓ, ur] ⊂ Ωf ∪
{(Vc,Wmax)}.
• If uℓ, ur ∈ Ωf and Q(uℓ) > Q0 then Rc2[uℓ, ur](x < 0) consists of a discontinuity between uℓ and (Vc,Wmax) while
Rc2[uℓ, ur](x > 0) = Rc1[uℓ, ur](x > 0) and we again have Rc2[uℓ, ur] ⊂ Ωf ∪ {(Vc,Wmax)}.
• If ur = (Vc,Wmax), then Rc2[uℓ, ur] consists of a discontinuity between uℓ and (Vc,Wmax).
(Ic2c) In this case we have for any uℓ, ur ∈ Ωc, Rc2[uℓ, ur] = Rc1[uℓ, ur].
(Ic2d) In this case the only time when Rc2[uℓ, ur] , Rc1[uℓ, ur] is when uℓ ∈ Ωf with Q(uℓ) = Q0, in which case Rc2[uℓ, ur] consists
of a single discontinuity between uℓ and ur and therefore Rc2[uℓ, ur] ⊂ Ωc ∪ {u ∈ Ω′f : Q(u) = Q0}.
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4. Technical section
4.1. Proof of Proposition 3.1
To simplify the exposition of the proof, we divide it into the following two lemmas.
Lemma 4.1. Rc1 satisfies (I) in D1.
Proof. Fix uℓ, um, ur ∈ D1, x¯ ∈ R such that Rc1[uℓ, ur](x¯) = um. We distinguish the following cases:
• If (uℓ, ur) ∈ N2 ∪ N3 and x¯ ≤ 0 (the case x¯ ≥ 0 is analogous), then um = Rc1[uℓ, ur](x¯) = R1[uℓ, uˆ](x¯) and by exploiting the
consistency of R1 we have
Rc1[uℓ, um](x) = R1[uℓ, um](x) =

R1[uℓ, uˆ](x) if x < x¯
um if x ≥ x¯
=

Rc1[uℓ, ur](x) if x < x¯,
um if x ≥ x¯,
Rc1[um, ur](x) =

R1[um, uˆ](x) if x < 0
R1[uˇ, ur](x) if x ≥ 0
=

um if x < x¯
R1[uℓ, uˆ](x) if x¯ ≤ x < 0
R1[uˇ, ur](x) if x ≥ 0
=

um if x < x¯,
Rc1[uℓ, ur](x) if x ≥ x¯.
• If (uℓ, ur) < N2 ∪ N3, then (uℓ, ur), (uℓ, um), (um, ur) ∈ C1 and (I) comes from the consistency of R1.
Lemma 4.2. Rc1 satisfies (II) in D1.
Proof. Fix uℓ, um, ur ∈ D1, x¯ ∈ R and assume that Rc1[uℓ, um](x¯) = um = Rc1[um, ur](x¯). Then we consider the following cases:
• If uℓ, ur ∈ Ωf , then also um ∈ Ωf . Hence (II) follows from the consistency of R1, because in this case (uℓ, ur), (uℓ, um), (um, ur) ∈
C1 ⊆ C1.
• If uℓ, ur ∈ Ωc, then also um ∈ Ωc with wm = wℓ, vm = vr. Hence (II) follows from the consistency of R1, because in this case
(uℓ, ur), (uℓ, um), (um, ur) ∈ C2 ⊆ C1.
• If (uℓ, ur) ∈ Ωc ×Ωf , then um ∈ Ωf and qm = Q(uˆ), with wˆ = wℓ, vˆ = Vc. In this case it is easy to prove (II).
• If (uℓ, ur) ∈ Ωf × Ωc, then vm = vr and wm = wℓ. Hence (II) follows from the consistency of R1, because in this case
(uℓ, ur), (uℓ, um) ∈ C41 ⊆ C1 and (um, ur) ∈ C2 ⊆ C1.
We conclude the section by observing that the maximality of D1 follows from the proof of Proposition 2.4.
4.2. Proof of Proposition 3.3
(Ic1a) We prove that if Q0 < Q(uc(Wmax)) and D is the smallest invariant domain for Rc1 containing Ωf , then D = Ωf ∪ {u ∈
Ωc : Q(u) ≤ Q0 ≤ p−1(Wmax − v) v}.
“⊇” It suffices to observe that by assumption
D ⊇ Rc1[Ω′′f ,Ω′′f ](R) ⊇ A
.
= {u ∈ Ωc : Q(u) = Q0} ⇒
D ⊇ Rc1[Ω′f, A](R) ⊇ B
.
=
{
u ∈ Ωc : W(u) = Wc, Q(u) ≤ Q0 ≤ p−1(Wmax − v) v
}
⇒
D ⊇ Rc1[Ω′′f , B](R) ⊇
{
u ∈ Ωc : Q(u) ≤ Q0 ≤ p−1(Wmax − v) v
}
.
“⊆” It suffices to observe that Ωf ∪ {u ∈ Ωc : Q(u) ≤ Q0 ≤ p−1(Wmax − v) v} is an invariant domain for Rc1 by Definition 2.1.
(Ic1b) We prove that if Q0 ≥ Q(uc(Wmax)) and D is the smallest invariant domain for Rc1 containing Ωf , then D = Ωf ∪ {u ∈
Ωc : v = Vc}.
“⊇” It suffices to observe that by assumption
D ⊇ Rc1[Ω′′f ,Ω′′f ](R) ⊇ A
.
= {u ∈ Ωc : v = Vc, Q(uf(W(u))) > Q0} ⇒
D ⊇ Rc1[Ωf, A](R) ⊇ {u ∈ Ωc : v = Vc} = D∩ Ωc.
“⊆” It suffices to observe that Ωf ∪ {u ∈ Ωc : v = Vc} is an invariant domain for Rc1 by Definition 2.1.
(Ic1c) We prove that if Q0 ≥ Q(uc(Wc)) and D is the smallest invariant domain for Rc1 containing Ωc, then D = Ωc. For this, it
suffices to prove that Ωc is in fact an invariant domain. It is easy to see that Rc1[C2](R) = RARZ[C2](R) ⊆ Ωc. Moreover, for any
(uℓ, ur) ∈ N2 we immediately have that uℓ, uˆ, ur ∈ Ωc and Q0 ≥ Q(uc(Wc)) ≥ p−1(Wc − vr) vr. Hence, by (T 21 a) we have that also
uˇ ∈ Ωc. As a consequence, by definition Rc1[uℓ, ur](R) = RARZ[uℓ, uˆ](R) ∪ RARZ[uˇ, ur](R) ⊆ Ωc.
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(Ic1d) We prove that if Q0 < Q(uc(Wc)) and D is the smallest invariant domain for Rc1 containing Ωc, then D = Ωc ∪ {u ∈
Ω
′
f : Q(u) = Q0}.
“⊇” It suffices to observe that Rc1[C2](R) = RARZ[C2](R) ⊆ Ωc and that if (uℓ, ur) ∈ N2, then either uˇ ∈ Ωc or uˇ ∈ {u ∈
Ω
′
f : Q(u) = Q0}, see (T 21 ).
“⊆” Let uˇ denote the unique element of {u ∈ Ω′f : Q(u) = Q0}. Then it suffices to observe that Rc1[uˇ,Ωc](R) ∪ Rc1[Ωc, uˇ](R) ⊆
{u ∈ Ω′f : Q(u) = Q0}.
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