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3-D AXISYMMETRIC TRANSONIC SHOCK SOLUTIONS OF THE FULL
EULER SYSTEM IN DIVERGENT NOZZLES
YONG PARK
Abstract. We establish the stability of 3-D axisymmetric transonic shock solutions of the
steady full Euler system in divergent nozzles under small perturbations of an incoming radial
supersonic flow and a constant pressure at the exit of the nozzles. To study 3-D axisymmetric
transonic shock solutions of the full Euler system, we use a stream function formulation of the
full Euler system for a 3-D axisymmetric flow. We resolve the singularity issue arising in stream
function formulations of the full Euler system for a 3-D axisymmetric flow. We develop a new
scheme to determine a shock location of a transonic shock solution of the steady full Euler
system based on the stream function formulation.
1. Introduction
In [14, Chapter 147], authors, using an approximate model, describe a transonic shock phe-
nomenon for a compressible invicid flow of an ideal polytropic gas in a convergent-divergent
type nozzle called de Laval nozzle: If a subsonic flow accelerating as it passes through the con-
vergent part of the nozzle reaches the sonic speed at the throat of the nozzle, then it becomes
a supersonic flow right after the throat of the nozzle. It further accelerates as it passes through
the divergent part of the nozzle. If an appropriately large exit pressure pe is imposed at the
exit of the nozzle, then at a certain place of the divergent part of the nozzle, a shock front in-
tervenes, the flow is compressed and slowed down to subsonic speed. The position and strength
of the shock front are automatically adjusted so that the end pressure at the exit becomes
pe. This phenomenon was rigorously studied using radial solutions of the full Euler system
in [31] (it was shown that in a divergent nozzle, for given a constant supersonic data on the
entrance of the nozzle and an appropriately large constant pressure on the exit of the nozzle,
there exists a unique radial transonic shock solution satisfying these conditions). Motivated
by this phenomenon, there were many studies on the stability of transonic shock solutions in
divergent nozzles (structural stability of radial transonic shock solutions in divergent nozzles
under multi-dimensional perturbations of an entrance supersonic data and exit pressure) and
related problems.
The stability of one-dimensional transonic shock solutions in flat nozzles was first studied.
This subject was studied using the potential flow model in [7, 8, 9, 26, 27] and further studied
using the full Euler system in [11, 29, 6, 5, 25, 30, 12, 13]. These results showed that one-
dimensional transonic shock solutions in flat nozzles are not stable under a perturbation of a
physical boundary condition (supersonic data on the entrance or density, pressure or normal
velocity on the exit) and, even if one-dimensional transonic shock solutions in flat nozzles are
stable, their shock locations are not uniquely determined unless there exists the assumption that
a shock location passes through some point on the wall of the nozzle, as it can be expected from
the behavior of one-dimensional transonic shock solutions in flat nozzles (as a shock location
changes, the value of the subsonic part of an one-dimensional transonic shock solution in a
flat nozzle does not change). After that, the stability of radial transonic shock solutions in
divergent nozzles was studied. This subject was first studied using the full Euler system in
[19, 28]. In these results, authors, by considering a perturbation of radial transonic shock
solutions in divergent nozzles, could show that a shock location is uniquely determined for
given an exit pressure without the assumption that a shock location passes through some point
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of the nozzle but they only had the result under the assumption that the tip angle of the nozzle
is sufficiently small. After that, this subject without restriction on the tip angle of the nozzle
was studied. In [3], the authors studied this subject using the non-isentropic potential model
introduced in [3]. And they obtained the stability result for radial transonic shock solutions in
divergent nozzles. This subject was also studied using the full Euler system. This for the 2-D
case was done in [24, 18, 21]. In these papers, the authors had the stability result for radial
transonic shock solutions in divergent nozzles. Especially, the authors in [21] had the result
for flows having C1,α interior and Cα up to boundary regularity, so that they could consider a
general perturbation of a nozzle. This for the 3-D case for axisymmetric flows with zero angular
momentum components was done in [20]. The authors in this paper also had the same result.
This for the general 3-D case was done in [10, 23]. The authors in [10, 23] also had the same
result but under S-condition introduced in [10, 23]. Recently, this subject for the general 3-D
case for flows having some friction term was studied in [32].
In this paper, we study the stability of radial transonic shock solutions in divergent noz-
zles under small perturbations of an incomming radial supersonic solution and a constant exit
pressure using the full Euler system for the 3-D case for axisymmetric flows. We consider
axisymmetric flows with non-zero angular momentum components. (This is a difference from
[20].) We consider a divergent nozzle having no restriction on the tip angle of the nozzle and
do not have any assumption on an incomming supersonic solution.
The main new feature in this paper is to develop a new iteration scheme to determine a shock
location for a transonic shock solution of the steady full Euler system in a divergent nozzle and
resolve the singularity issue arising in the stream function formulations of the full Euler system
using an elliptic system approach.
To deal with the stability of 3-D axisymmetric transonic shock solutions of the full Euler
system, we use a stream function formulation for the full Euler system for an axisymmetric flow.
This formulation shows the fact that an initial shock position and a shape of a shock location
(see the definitions below the proof of Theorem 2.17) are determined in different mechanisms
clearly. Based on this formulation and using the fact that the entropy of the downstream
subsonic solution of a radial transonic shock solution on a shock location monotonically increases
as a shock location moves toward the exit of the nozzle (see Lemma 2.10), we develop a new
scheme to determine a shock location of a transonic shock solution of the full Euler system in
a divergent nozzle: 1. Pseudo Free Boundary Problem 2. Determination of a shape of a shock
location (see below the proof of Theorem 2.17).
In technical part, we resolve the singularity issue arising in stream function formulations
of the full Euler system. A stream function formulation when it is formulated by using the
Stokes’ stream function (see (2.4.1)) has a singularity issue at the axis of symmetry. We resolve
this singularity issue by formulating a stream function formulation using the vector potential
form of the stream function (see §2.4) and solving a singular elliptic equation appearing in this
stream function formulation as an elliptic system (see §3.2). The stream function formulation
formulated by using the vector potential form of the stream function contains a singular elliptic
equation. We transform this singular elliptic equation into a form of an elliptic system and, by
solving the elliptic system form as an elliptic system, solve the singular elliptic equation. (We
also use this approach to prove the orthogonal completeness of eigenfunction of an associated
Legendre problem of type m = 1 with a general domain (see Lemma 4.3)). Using the stream
function formulation formulated by using the vector potential form of the stream function, we
obtain the stability result for flows having C1,α interior and Cα up to boundary regularity.
This paper is organized as follows. In Section 2, we present definitions and a basic lemma used
throughout this paper and introduce our problem and result. In this section, we introduce the
stream function formulation used in this paper. In Section 3, we solve the Pseudo Free Boundary
Problem. In this section, we study a linear boundary value problem for a singular elliptic
equation and an initial value problem of a transport equation appearing in the Pseudo Free
Boundary Problem, and prove the unique existence of solutions of the Pseudo Free Boundary
Problem. In Section 4, we show the existence and uniqueness of transonic shock solutions. In
Section 5, we present some computations done by using the tensor notation given in §3.2.
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2. Problem and Theorem
2.1. Preliminary. In this paper, we consider a 3-D steady compressible invicid flow of an ideal
polytropic gas. The motion of this flow is governed by the following full Euler system:

div(ρu) = 0,
div(ρu⊗ u+ pI) = 0,
div(ρuB) = 0
(2.1.1)
where ρ, u and p are the density, velocity and pressure of the flow, I is the 3×3 identity matrix
and B is the Bernoulli invariant of the flow given by
B =
|u|2
2
+
γp
(γ − 1)ρ(2.1.2)
for a constant γ > 1. Types of the flow are classified by the quantity M := |u|c called Mach
number where c is the sound speed of the flow given by
c :=
√
γp
ρ
for an ideal polytropic gas: if M > 1, then a flow is called supersonic, if M = 1, then it is called
sonic and if M < 1, then it is called subsonic. It is generally known that types of the system
varies depending on the value of M . If M > 1, then the system is a hyperbolic system and if
M < 1, then the system is an elliptic-hyperbolic coupled system.
When the flow passes through a domain having a certain geometric structure or satisfies a
certain boundary condition, it may have a discontinuity across a surface in the domain in the
direction of the flow. Such a discontinuity is called a shock.
A shock solution of (2.1.1) is defined as follows.
Definition 2.1 (Shock solution). Let Ω be an open connected set in R3. Assume that a C1
surface Γ in Ω divides Ω into two nonempty disjoint subset Ω± such that Ω = Ω+ ∪ Γ ∪ Ω−.
Then a solution (ρ,u, p) of (2.1.1) is called a shock solution of (2.1.1) with a shock Γ if
(i) (ρ,u, p) is in (C0(Ω±) ∩C1(Ω±))3,
(ii) (ρ,u, p)|
Ω−∩Γ 6= (ρ,u, p)|Ω+∩Γ,
(iii) ρu|
Ω−
· ν 6= 0 on Γ,
(iv) and (ρ,u, p) satisfies (2.1.1) pointwisely in Ω± and the following Rankine-Hugoniot con-
ditions:
[ρu · ν]Γ = [u · τ1]Γ = [u · τ2]Γ = [ρ(u · ν)2 + p]Γ = [B]Γ = 0(2.1.3)
where ν is the unit normal vector field on Γ pointing toward Ω+ and τi for i = 1, 2 are
unit tangent vector fields on Γ perpendicular to each other at each point on Γ and
[F ]Γ := F |Ω−(x)− F |Ω+(x) for x ∈ Γ.
A shock solution is said to be physically admissible if it satisfies the following entropy condi-
tion.
Definition 2.2 (Entropy condition). Let (ρ,u, p) be a shock solution of (2.1.1) defined in
Definition 2.1. Without loss of generality, assume that u|
Ω−
· ν > 0 on Γ. Then S|
Ω+∩Γ >
S|
Ω−∩Γ
where S := pργ is called the entropy condition.
Definition 2.3. In this paper, we call S the entropy of (ρ,u, p).
Using the definition of a shock solution, a transonic shock solution of (2.1.1) is defined as
follows.
Definition 2.4. A shock solution of (2.1.1) in Definition 2.1 is called a transonic shock solution
if it satisfies M > 1 in Ω− and M < 1 in Ω+ or the otherway around.
Remark 2.5. If a transonic shock solution of (2.1.1) satisfies u|
Ω−
·ν > 0 on Γ, M > 1 in Ω−
and M < 1 in Ω+, then it satisfies the entropy condition.
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In this paper, we deal with a 3-D axisymmetric transonic shock solution of (2.1.1). For precise
statement, we define an axisymmetric domain and axisymmetric functions used in this paper.
For later use, we present a lemma used to deal with regularities of axisymmetric functions.
In this paper, we use the spherical coordinate system (r, θ, ϕ) given by the relation
(x, y, z) = (r sin θ cosϕ, r sin θ sinϕ, r cos θ)(2.1.4)
where (x, y, z) is the cartesian coordinate system in R3. The unit vectors in this coordinate
system are given by
er = sin θ cosϕe1 + sin θ sinϕe2 + cos θe3,
eθ = cos θ cosϕe1 + cos θ sinϕe2 − sin θe3,
eϕ = − sinϕe1 + cosϕe2
where ei for i = 1, 2, 3 are the unit vector in the x, y and z direction, respectively.
Using this spherical coordinate system, an axisymmetric domain and axisymmetric functions
are defined as follows.
Definition 2.6. Let Ω ⊂ R3. Ω is called axisymmetric if (x, y, z) ∈ Ω, then
(
√
x2 + y2 cosϕ,
√
x2 + y2 sinϕ, z) ∈ Ω
for ϕ ∈ [0, 2π). A function f : Ω → R is called axisymmetric if f is independent of ϕ as a
function of the spherical coordinate system. A vector valued function u : Ω → R3 is called
axisymmetric if ur = u · er, uθ = u · eθ and uϕ = u · eϕ are axisymmetric.
Definition 2.7. In this paper, when a velocity field u is represented as u = urer+uθeθ+uϕeϕ,
uϕeϕ is called the angular momentum component of u.
For later use, we present the following lemma that shows when an axisymmetric function
in Ck as a function of the spherical coordinate system is in Ck as a function of the cartesian
coordinate system. This lemma is obtained from [22, Corollary 1].
Lemma 2.8. Let Ω be an axisymmetric connected open set in R3 that does not contain the
origin. Suppose that a function f: Ω→ R is axisymmetric. Then
(i) f and fer are in C
k(Ω) for k ∈ 0, 1, 2, . . . if and only if f is in Ck as a function of
spherical coordinate system in Ω and ∂2m+1θ f = 0 for all 0 ≤ m ≤ ⌊k−12 ⌋.
(ii) feθ and feϕ are in C
k(Ω) for k ∈ 0, 1, 2, . . . if and only if f is in Ck as a function of
spherical coordinate system in Ω and ∂2mθ f = 0 for all 0 ≤ m ≤ ⌊k2⌋.
In this paper, we use the same function notation when we represent an axisymmetric function
as a function on the cartesian coordinate system or spherical coordinate system.
2.2. Radial transonic shock solution. Let r0, r1 and θ1 be constants such that 0 < r0 < r1
and 0 ≤ θ1 < π. Define a divergent nozzle by
N := {(x, y, z) ∈ R3 | r0 < r < r1, 0 ≤ θ < θ1}.(2.2.1)
To introduce our problem and for our later analysis, we study a radial transonic shock solution
of (2.1.1) in N .
Fix positive constants (ρin, uin, pin) satisfying Min(:= uin/
√
γpin
ρin
) > 1. Let (ρ¯, u¯er, p¯) be
a radial shock solution of (2.1.1) in N with a shock Γt := {r = t} ∩ N for some t ∈ [r0, r1]
satisfying
(ρ¯, u¯er, p¯) = (ρin, uiner, pin) on Γen := ∂N ∩ {r = r0, 0 ≤ θ < θ1}.(2.2.2)
Then (ρ¯, u¯, p¯) is a solution of 

(r2ρ¯u¯)′ = 0,
ρ¯u¯u¯′ + p¯′ = 0,
ρ¯u¯B¯′ = 0
(2.2.3)
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with
(ρ¯, u¯, p¯)(r0) = (ρin, uin, pin)(2.2.4)
in D−t , where D
−
t := {r0 < r < t}, ′ is the derivative with respect to r and B¯ := u¯
2
2 +
γp¯
(γ−1)ρ¯ ,
and is a solution of (2.2.3) with

ρ¯u¯(t) = ρ¯u¯|
D−t
(t),
(ρ¯u¯2 + p¯)(t) = (ρ¯u¯2 + p¯)|
D−t
(t),
B¯(t) = B¯|
D−t
(t)
(2.2.5)
in D+t where D
+
t := {t < r < r1}.
By (2.2.3) and (2.2.4), a solution (ρ¯, u¯, p¯) of (2.2.3) with (2.2.4) satisfies

r2ρ¯u¯ = m0,
S¯ = Sin,
B¯ = B0
(2.2.6)
where m0 := r
2
0ρinuin, S¯ :=
p¯
ρ¯γ , Sin :=
pin
ρ
γ
in
and B0 :=
u2in
2 +
γpin
(γ−1)ρin
on the domain where (2.2.3)
with (2.2.4) has a unique solution (ρ¯, u¯, p¯). By this fact, the local unique existence theorem
for ODE and the condition that Min > 1, (2.2.3) with (2.2.4) has a unique solution (ρ¯, u¯, p¯)
satisfying M¯ > 1 and M¯ ′ > 0 in [r0, r1] where M¯ := u¯/
√
γp¯
ρ¯ . Thus, (2.2.5) is well-defined for
any t ∈ [r0, r1]. From (2.2.5), we obtain
u¯(t) =
K¯
u¯
∣∣∣∣
D−t
(t)(2.2.7)
and
S¯(t) = (g(M¯2)S¯)|
D−t
(t)(2.2.8)
where K¯ := 2(γ−1)γ+1 B¯ and
g(x) :=
1
γ + 1
(2γx− (γ − 1))
(
γ − 1
γ + 1
+
2
γ + 1
1
x
)γ
.(2.2.9)
Using (2.2.7), the third equations of (2.2.5) and (2.2.6) and M¯ |
D−t
(t) > 1, one can check that
(ρ¯, u¯, p¯) satisfying (2.2.5) satisfies M¯(t) < 1. By (2.2.3), the first and third equation of (2.2.5),
(2.2.6) and (2.2.8), a solution (ρ¯, u¯, p¯) of (2.2.3) with (2.2.5) satisfies

r2ρ¯u¯ = m0,
S¯ = g(M¯ |2
D−t
(t))Sin,
B¯ = B0
(2.2.10)
on the domain where (2.2.3) with (2.2.5) has a unique solution (ρ¯, u¯, p¯). By these two facts
and the local unique existence theorem for ODE, (2.2.3) with (2.2.5) has a solution (ρ¯, u¯, p¯)
satisfying M¯ < 1 and M¯ ′ < 0 in D+t . Therefore, a radial shock solution (ρ¯, u¯er, p¯) uniquely
exists in N for each t ∈ [r0, r1] and it is a radial transonic shock solution.
Remark 2.9. By (2.2.3) and the fact that a solution (ρ¯, u¯, p¯) of (2.2.3) with (2.2.5) uniquely
exists in D+t satisfying (2.2.10), we have that a solution (ρ¯, u¯, p¯) of (2.2.3) with (2.2.5) satisfies
ρ¯′ =
2ρ¯
r
M¯2
1− M¯2 in D
+
t .
From this fact and M¯ |
D+t
< 1 in D+t , we obtain ρ¯|′
D+t
> 0 in D+t .
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One can see that the values of (ρ¯, u¯, p¯)|
D+t
at a fixed location r in D+t are determined by the
three conserved quantities in the right-hand sides of the equations in (2.2.10). This combined
with the fact that the conserved quantity for S¯ in D+t given in (2.2.10) varies depending on t
(obtained from (2.2.10) by using (M¯ |
D−t
)′ > 0 in D−t for any t ∈ [r0, r1]) implies that the values
of (ρ¯, u¯, p¯)|
D+t
at a fixed location r in D+t vary depending on t. To represent this dependence,
we write (ρ¯, u¯, p¯)|
D+t
(r) and S¯|
D+t
(r) as (ρ¯, u¯, p¯)|
D+t
(r; t) and S¯|
D+t
(r; t), respectively.
The conserved quantity for S¯ in D+t satisfies the following monotonicity.
Lemma 2.10. Let r0, r1, t be positive constants such that r0 ≤ t ≤ r1. Suppose that (ρ¯, u¯, p¯)
is as above. Then there holds
dS¯|
D+t
(t; t)
dt
> 0 for any t ∈ [r0, r1].
Proof. Differentiate S¯|
D+t
(t; t) with respect to t. Then we have
dS¯|
D+t
(t; t)
dt
=
dg(x)
dx
∣∣∣∣
x=(M¯ |
D−t
)2(t)
d(M¯ |
D−t
)2(t)
dt
Sin.(2.2.11)
One can easily check that g(1) = 1 and g′(x) > 0 for all x > 1. By this fact, M¯ |
D−t
(t) > 1 and
(M¯ |
D−t
)′(t) > 0 for any t ∈ [r0, r1], we obtain from (2.2.11) the desired result. 
From Lemma 2.10, we obtain the following result.
Proposition 2.11. Suppose that r0, r1, t and (ρ¯, u¯, p¯) are as in Lemma 2.10. Then for any
t ∈ [r0, r1],
dp¯|
D+t
dt
(r1; t) < 0.
Proof. By the definitions of B¯ and S¯ and the first and third equation of (2.2.10),
B0 =
(
1
2
(
m0
r21
)2(
S¯
p¯
)
2
γ +
γ
γ − 1 p¯
1− 1
γ S¯
1
γ
)∣∣∣∣
D+t
(r1; t).
Differentiate this with respect to t. Then we get
dp¯|
D+t
(r1; t)
dt
= −

(m0r21 )2( S¯p¯ ) 2γ−1 + γγ−1 p¯2− 1γ S¯ 1γ−1
−(m0
r21
)2( S¯p¯ )
2
γ + γp¯1−
1
γ S¯
1
γ


∣∣∣∣∣∣
D+t
(r1; t)
dS¯|
D+t
(r1; t)
dt
.(2.2.12)
By M¯ |
D+t
< 1 in D+t , Lemma 2.10 and the second equation of (2.2.10), we obtain from (2.2.12)
the desired result. 
The above proposition implies that for any given pc ∈ [p1, p2] where p1 := p0|D+r1 (r1; r1)
and p2 := p0|D+r0 (r1; r0), there is a unique shock location Γt in N such that (ρ, uer, p) satisfies
p|
D+t
(r1; t) = pc. Hereafter, we fix a constant pc ∈ (p1, p2) and denote t ∈ (r0, r1) such that
a radial transonic shock solution of (2.1.1) satisfying (2.2.2) and having a shock location Γt
satisfies p(r1) = pc by rs. Also, we denote a solution (ρ, u, p) of (2.2.3) with (2.2.4) and a
solution (ρ, u, p) of (2.2.3) with (2.2.5) for t = rs by (ρ
−
0 , u
−
0 , p
−
0 ) and (ρ
+
0 , u
+
0 , p
+
0 ), respectively,
and denote
p+0
ρ+0
γ by S+0 . By the local unique existence theorem for ODE, there exists a positive
constant δ1 such that (ρ
+
0 , u
+
0 , p
+
0 ) uniquely exists in [rs−δ1, rs] satisfyingM+0 (= u+0 /
√
γp+0
ρ+0
) < 1.
Fix any such δ1.
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2.3. Problem. Using the radial transonic shock solution given in the previous subsection, we
present our problem.
In this paper, we use the following weighted Ho¨lder norm. For a bounded connected open
set Ω ⊂ Rn, let Γ be a closed portion of ∂Ω. For x, y ∈ Ω, set
δx := dist(x,Γ) and δx,y := min(δx, δy).
For k ∈ R, α ∈ (0, 1) and m ∈ Z+, we define
||u||(k,Γ)m,0,Ω :=
∑
0≤|β|≤m
sup
x∈Ω
δmax(|β|+k,0)x |Dβu(x)|
[u]
(k,Γ)
m,α,Ω :=
∑
|β|=m
sup
x,y∈Ω,x6=y
δmax(m+α+k,0)x,y
|Dβu(x)−Dβu(y)|
|x− y|α
||u||(k,Γ)m,α,Ω := ||u||(k,Γ)m,0,Ω + [u](k,Γ)m,α,Ω
where Dβ := ∂β1x1 . . . ∂
βn
xn for a multi-index β = (β1, . . . , βn) with βi ∈ Z+ for i = 1, . . . , n and
|β| =∑ni=1 βi. We denote the completion of a set of smooth functions under || · ||(k,Γ)m,α,Ω norm by
Cm,α(k,Γ)(Ω).
PSfrag replacements
B = B0
M > 1 M < 1
(ρ−,u−, p−) (ρ+,u+, p+)
Γf
p = pex
N
Our problem is given as follows.
Problem 1 (Transonic shock problem). Given an axisymmetric supersonic solution (ρ−,u−, p−)
of (2.1.1) in N satisfying the slip boundary condition
u− · nw = 0 on Γw := ∂N ∩ {r0 < r < r1, θ = θ1}(2.3.1)
where nw is the unit normal vector on Γw,
B = B0 on Γen(2.3.2)
and
||(ρ−,u−, p−)− (ρ−0 , u−0 er, p−0 )||2,α,N ≤ σ(2.3.3)
and an axisymmetric exit pressure pex on Γex := ∂N ∩ {r = r1, 0 ≤ θ < θ1} satisfying
||pex − pc||(−α,∂Γex)1,α,Γex ≤ σ(2.3.4)
for a positive constant σ, find a shock location Γf := N ∩ {r = f(θ)} and a corresponding
subsonic solution (ρ+,u+, p+) ∈ (C0(N+f ) ∩ C1(N+f ))3 of (2.1.1) satisfying
(i) the system (2.1.1) in N+f := N ∩ {r > f(θ)},
(ii) R-H conditions (2.1.3) on Γf ,
(iii) the slip boundary condition
u+ · nw = 0 on Γ+w := Γw ∩ {r > f(θ1)},(2.3.5)
(iv) and the exit pressure condition
p+ = pex on Γex.(2.3.6)
Remark 2.12. It is generally known that a supersonic solution of (2.1.1) is governed by a
hyperbolic system. We assume that (ρ−,u−, p−) in Problem 1 exists.
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Remark 2.13. To simplify our argument, we assumed in Problem 1 that (ρ−,u−, p−) satis-
fies (2.3.2). This assumption will be used to reduce (2.1.1) and (2.1.3) (see §2.5). The re-
sult for Problem 1 (Theorem 2.17) does not change if we consider a general perturbation of
(ρ−0 , u
−
0 er, p
−
0 ) in Problem 1.
We study Problem 1 using a stream function formulation of the full Euler system for an
axisymmetric flow. We introduce a stream function formulation used in this paper in the next
subsection.
2.4. Stream function formulation. Let Ω be an open simply connected axisymmetric set in
R
3. Let (ρ,u) be axisymmetric C1 functions in Ω satisfying the first equation of (2.1.1) and
|ρu| > 0. For such (ρ,u), the Stokes’ stream function for an axisymmetric flow of the full Euler
system is defined by
V (x) =
∫
Sx
ρu · νdS for x ∈ Ω(2.4.1)
where Sx is a simply connected C
1 surface in Ω whose boundary is a circle centered at z-axis,
parallel to xy-plane and passing through x, and ν is the unit normal vector on Sx pointing
outward direction with respect to the cone-like domain made by connecting ∂Sx and the origin
by straight lines. By the first equation of (2.1.1), the value of this function at x is independent
of the choice of Sx. Since ∂Sx is axisymmetric, V is axisymmetric in Ω.
By the first equation of (2.1.1), V is a constant on each stream surface of ρu in Ω. Here,
the stream surfaces of a vector field ρu in Ω by a set of surfaces made by collecting all the
streamlines of ρu initiating from a point on a circle in Ω centered at z-axis and parallel to
xy-plane. By |ρu| > 0 in Ω, V is a constant on each stream surface of ρu in Ω and V on each
different stream surface of vector field ρu in Ω is different from each other. From these facts,
we have that if we apply ∇⊥, where ∇⊥ = 12πr sin θ
(
er
∂θ
r − eθ∂r
)
which satisfies ∇⊥h · ∇h = 0
and ∇⊥h · eϕ = 0 for a scalar function h, to V , then we have a vector field in Ω tangent to the
stream surfaces in Ω and having no eϕ component. Apply ∇⊥ to V . Then we have
∇⊥V = ρurer + ρuθeθ(2.4.2)
where ur = u · er and uθ = u · eθ.
Using (2.4.2), we can reformulate the full Euler system for an axisymmetric flow. But if we
do this, then there is a singularity issue that can be seen in the relation ||ρurer + ρuθeθ||α,N =
||∇⊥V ||α,N 6≤ C||V ||1,α,N for any constant C. To avoid this issue, we use the following form of
the stream function.
Let Φeϕ be an axisymmetric vector field in Ω satisfying∮
∂Sx
Φeϕ · dr =
∫
Sx
ρu · νdS(2.4.3)
where r is a parametrization of ∂Sx in a counter clockwise direction. Then by the definitions
of Φeϕ and V ,
Φ =
V
2πr sin θ
(2.4.4)
It is easily checked that
∇× (Φeϕ) = ∇⊥V.(2.4.5)
From this relation and (2.4.2) or (2.4.3) directly, we have
∇× (Φeϕ) = ρurer + ρuθeθ.(2.4.6)
We call Φeϕ the vector potential form of the stream function.
We reformulate the full Euler system for an axisymmetric flow using (2.4.6). For our later
analysis, when we reformulate the full Euler system using (2.4.6), we use the following form of
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the full Euler system representing the relation between ∇S and ∇× u clearly

div(ρu) = 0,
(∇× u)× u = ργ−1γ−1∇S −∇B,
ρu · ∇B = 0
(2.4.7)
which is obtained under the assumption that (ρ,u, p) ∈ C1 and ρ > 0.
We assume that (ρ,u, p) in (2.4.7) is axisymmetric and reformulate (2.4.7) using (2.4.6).
Rewrite (2.4.6) as u = 1ρ∇× (Φeϕ) + uϕeϕ. Substitute this into the second equation of (2.4.7).
Then we obtain(
∇×
(
1
ρ
∇× (Φeϕ) + uϕeϕ
))
×
(
1
ρ
∇× (Φeϕ) + uϕeϕ
)
=
ργ−1
γ − 1∇S −∇B.(2.4.8)
From this equation, we can obtain three equations. From eϕ-components of (2.4.8), we get
(∇× (uϕeϕ))×
(
1
ρ
∇× (Φeϕ)
)
= 0.(2.4.9)
Define L := 2πr sin θuϕ so that ∇× (uϕeϕ) = ∇⊥L (see (2.4.4) and (2.4.5)). With this relation,
write (2.4.9) as
∇⊥L×
(
1
ρ
∇× (Φeϕ)
)
= 0.
From this equation, we obtain
∇× (Φeϕ) · ∇L = 0.(2.4.10)
From eθ-components of (2.4.8), we have(
∇×
(
1
ρ
∇× (Φeϕ)
))
×
(
1
ρ
∇× (Φeϕ) · er
)
er + (∇× (uϕeϕ) · er)er × uϕeϕ
=
(
ργ−1
γ − 1
∂θS
r
− ∂θB
r
)
eθ.
With the definition of L, rewrite the above equation. Move the rewritten term into the right-
hand side of the equation. And then multiply er× to the resultant equation. Then we obtain
(2.4.11)
(
1
ρ
∇× (Φeϕ) · er
)
∇×
(
1
ρ
∇× (Φeϕ)
)
=
(
L
2πr sin θ
∇×
(
L
2πr sin θ
eϕ
)
· er + ρ
γ−1
γ − 1
∂θS
r
− ∂θB
r
)
eϕ.
Using the third equation of (2.4.7), we obtain from u-components of (2.4.8)
ρu · ∇S = 0.(2.4.12)
With the assumption that (ρ,u, p) are axisymmetric and (2.4.6), this equation can be written
as
∇× (Φeϕ) · ∇S = 0.(2.4.13)
Hence, we obtain from (2.4.8) three equations: (2.4.10), (2.4.11) and (2.4.13). Finally, in the
same way that we obtained (2.4.13) from (2.4.12), we obtain from the third equation of (2.4.7)
∇× (Φeϕ) · ∇B = 0.(2.4.14)
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Combining (2.4.10), (2.4.11), (2.4.13) and (2.4.14), we have the following stream function for-
mulation of the full Euler system for an axisymmetric flow

(
1
ρ∇× (Φeϕ) · er
)
∇×
(
1
ρ∇× (Φeϕ)
)
=
(
L
2πr sin θ∇×
(
L
2πr sin θeϕ
) · er + ργ−1γ−1 ∂θSr − ∂θBr ) eϕ,
∇× (Φeϕ) · ∇L = 0,
∇× (Φeϕ) · ∇S = 0,
∇× (Φeϕ) · ∇B = 0.
(2.4.15)
Note that the first equation of (2.1.1) is omitted in (2.4.15) because for a 3-D axisymmetric flow,
the first equation of (2.1.1) is reduced to div(ρurer + ρuθeθ) = 0 and this equation is directly
satisfied by div(∇ × (Φeϕ)) = 0 if Φ ∈ C2(Ω). Also, note that when (ρ,u, p) in (2.1.1) is in
a sufficiently small perturbation of (ρ+0 , u
+
0 er, p
+
0 ) or (ρ
−
0 , u
−
0 er, p
−
0 ), then unknowns of (2.4.15)
can be (Φeϕ, L, S,B). This fact (for the first case) is checked via the following lemma.
Lemma 2.14. Let Ω be an axisymmetric connected open subset of N+rs−δ1 . There exist positive
constants δ2,Ω and δ3,Ω and a function ̺ : B
(1)
δ2,Ω,Ω
→ B(2)δ3,Ω,Ω, where
B
(1)
δ,Ω := {(ρurer + ρuθeθ, uϕeϕ, S,B)| ∈ (C0(Ω))4 |
sup
Ω
{|ρurer + ρuθeθ − ρ+0 u+0 er|+ |uϕeϕ|+ |S − S+0 |+ |B −B0|} ≤ δ},
and
B
(2)
δ,Ω := {ρ ∈ C0(Ω) | sup
Ω
|ρ− ρ+0 | ≤ δ},
such that
ρ2B − |ρurer + ρuθeθ|
2
2
− ρ
2
2
|uϕeϕ|2 − γSρ
γ+1
γ − 1 = 0(2.4.16)
if and only if
ρ = ̺(ρurer + ρuθeθ, uϕeϕ, S,B),(2.4.17)
for all (ρurer + ρuθeθ, uϕeϕ, S,B) ∈ B(1)δ2,Ω,Ω and ρ ∈ B
(2)
δ3,Ω,Ω
.
Proof. Using the definition of B given in (2.1.2), we define
(2.4.18) b(ρ, ρurer + ρuθeθ, uϕeϕ, S,B) = ρ
2B − |ρurer + ρuθeθ|
2
2
− ρ
2
2
|uϕeϕ|2 − γSρ
γ+1
γ − 1 .
Then b ∈ C∞ with respect to (ρ, ρurer + ρuθeθ, uϕeϕ, S,B),
∂ρb(ρ
+
0 , ρ
+
0 u
+
0 er, 0, S
+
0 , B0) = ρ
+
0 (u
+
0
2 − γS+0 ρ+0 γ−1) < 0,
and by the third equation of (2.2.10),
b(ρ+0 , ρ
+
0 u
+
0 er, 0, S
+
0 , B0) = 0.
With these facts, we apply the implicit function theorem to b(ρ, ρurer + ρuθeθ, uϕeϕ, S,B).
Then we obtain the desired result. 
Remark 2.15. Hereafter, δ2 and δ3 denote some constants δ2,Ω and δ3,Ω in Lemma 2.14 for
Ω = N+rs−δ1 . Hereafter, ̺ denotes ̺ in Lemma 2.14 for Ω = N+rs−δ1 . One can see that if
Ω ⊂ N+rs−δ1, then for all (∇ × (Φeϕ), L2πr sin θeϕ, S,B) ∈ B
(1)
δ2,Ω
and ρ ∈ B(2)δ3,Ω, (2.4.16) holds if
and only if (2.4.17) holds.
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In order to study 3-D axisymmetric transonic shock solution of the full Euler system using
the stream function formulation of the full Euler system for an axisymmetric flow above, we
reformulate (2.1.3) with respect to the variables in (2.4.15).
Assume that Γ in (2.1.3) is an axisymmetric C1 surface. Let τ2 and τ1 in (2.1.3) be eϕ
and the unit tangent vector field on Γ perpendicular to eϕ and satisfying ν · (τ1 × eϕ) > 0,
respectively, where ν is the unit normal vector field on Γ pointing toward Ω+. By the definition
of V given in (2.4.1), the first equation of (2.1.3) is written as [V ]Γ = 0. Rewrite this equation
using (2.4.4). Then we have
[Φeϕ]Γ = 0.
With (2.4.6), rewrite the second equation of (2.1.3). Then we get
1
ρ
∇× (Φeϕ) · τ1 = u− · τ1 on Γ.
By the definition of L, the third equation of (2.1.3) can be written as
[L]Γ = 0.
From the second, third and fifth equation of (2.1.3), we can obtain
[Bs]Γ = 0(2.4.19)
where Bs :=
(u·ν)2
2 +
γp
(γ−1)ρ . In the same way that (2.2.8) is obtained from (2.2.5), we obtain
from the first and fourth equation of (2.1.3) and (2.4.19)
S+ = g
((
u− · ν
c−
)2)
S− on Γ
where g(x) is a function defined in (2.2.9) and variables with lower indices ± denote variables
in Ω±, respectively. Combining these reformulated equations of (2.1.3) and the fifth equation
of (2.1.3), we have the following stream function formulation of (2.1.3):

[Φeϕ]Γ = 0,
1
ρ∇× (Φeϕ) · τ1 = u− · τ1 on Γ,
[L]Γ = 0,
S+ = g
((
u−·ν
c−
)2)
S− on Γ,
[B]Γ = 0.
(2.4.20)
2.5. Restatement of Problem 1 using the stream function formulation and main
result. Using the stream function formulation in the previous subsection, we restate Problem
1. We first reduce (2.1.1) and (2.1.3) in Problem 1.
In Problem 1, we assumed that a supersonic solution (ρ−,u−, p−) of (2.1.1) satisfies (2.3.2).
By this assumption, the third equation of (2.1.1) in N−f := N ∩ {r < f(θ)} and N+f , the fifth
equation of (2.1.3), (2.3.1) and (2.3.5), (ρ+,u+, p+) we find in Problem 1 must satisfy B = B0
in N+f . To simplify our argument, we assume that (ρ+,u+, p+) in Problem 1 satisfies B = B0
in N+f . Under this assumption, (2.1.1) and (2.1.3) that (ρ+,u+, p+) in Problem 1 satisfies
are reduced to the first and second equation of (2.1.1) and the first, second, third and fourth
equation of (2.1.3).
Then we present the stream function formulations of (2.1.1) and (2.1.3) satisfied by (ρ+,u+, p+)
in Problem 1. By (2.4.15) and (2.4.20), the stream function formulations of (2.1.1) and (2.1.3)
satisfied by (ρ+,u+, p+) in Problem 1 and reduced by using the assumption that (ρ+,u+, p+)
12 YONG PARK
satisfies B = B0 in N+f are given as(
1
ρ+
∇× (Φ+eϕ) · er
)
∇×
(
1
ρ+
∇× (Φ+eϕ)
)
(2.5.1)
=
(
L+
2πr sin θ
∇×
(
L+
2πr sin θ
eϕ
)
· er +
ργ−1+
γ − 1
∂θS+
r
)
eϕ,
∇× (Φ+eϕ) · ∇L+ = 0,(2.5.2)
∇× (Φ+eϕ) · ∇S+ = 0(2.5.3)
in N+f and
Φ+eϕ = Φ−eϕ on Γf ,(2.5.4)
1
ρ+
∇× (Φ+eϕ) · τf = u− · τf on Γf ,(2.5.5)
L+ = L− on Γf ,(2.5.6)
S+ = g
((
u− · νf
c−
)2)
S− on Γf(2.5.7)
where νf is the unit normal vector on Γf pointing toward N+f and τf is the unit tangential
vector on Γf perpendicular to eϕ and satisfying νf · (τf × eϕ) > 0. Here, (Φ−eϕ, L−, S−)
and (Φ+eϕ, L+, S+) are (Φeϕ, L, S) given by the definitions of Φeϕ, L and S for (ρ,u, p) =
(ρ−,u−, p−) and (ρ+,u+, p+), respectively.
Determine ρ+ in (2.5.1) and (2.5.5). In Problem 1, we consider the case that (ρ−,u−, p−)
and pex are in sufficiently small perturbations of (ρ
−
0 , u
−
0 er, p
−
0 ) and pc so that (ρ+,u+, p+) in
Problem 1 is in a small perturbation of (ρ+0 , u
+
0 er, p
+
0 ) such that ρ+ is uniquely determined by
(ρ+u+,rer+ ρ+u+,θeθ, u+,ϕeϕ, S+, B0) where u+,r := u+ · er, u+,θ := u+ · eθ and u+,ϕ = u+ · eϕ
(see Lemma 2.14). To find such (ρ+,u+, p+) using (2.5.1)-(2.5.7), we set ρ+ in (2.5.1) and
(2.5.5) to be
ρ+ = ̺(∇× (Φ+eϕ), L+
2πr sin θ
eϕ, S+, B0)(2.5.8)
where ̺ is a function given in Lemma 2.14. Hereafter, to simplify notation, we write ̺(∇ ×
(Φeϕ),
L
2πr sin θeϕ, S,B0) as ̺(∇× (Φeϕ), L2πr sin θeϕ, S).
We will find a subsonic solution of (2.1.1) using (2.5.1)-(2.5.3). To do this, we define a
subsonic solution of (2.5.1)-(2.5.3). Using the definition of subsonic solution of (2.1.1), we define
a subsonic solution of (2.5.1)-(2.5.3) by a solution (Φ+eϕ, L+, S+) of (2.5.1)-(2.5.3) satisfying
(2.5.9) | 1
̺(∇× (Φ+eϕ), L+2πr sin θeϕ, S+)
∇× (Φ+eϕ) + L+
2πr sin θ
eϕ|2 <
γS+(̺(∇× (Φ+eϕ), L+
2πr sin θ
eϕ, S+))
γ−1.
We rewrite the boundary conditions in Problem 1 with respect to the variables in (2.4.15).
Denote V given by the definition of V for (ρ,u, p) = (ρ−,u−, p−) and (ρ+,u+, p+) by V−
and V+, respectively. By (2.4.2), (2.3.1) and (2.3.5) can be written as V− = V−(r0, θ1) on
Γw and V+ = V+(f(θ1), θ1) on Γ
+
w . Rewrite this in the vector potential form. Then we have
Φ−eϕ =
r0Φ−(r0,θ1)
r eϕ on Γw and Φ+eϕ =
f(θ1)Φ+(f(θ1),θ1)
r eϕ on Γ
+
w . Combine these relations
with (2.5.4) and the continuity condition for Φeϕ at Γf ∩ Γ+w . Then we obtain
Φ+eϕ =
r0Φ−(r0, θ1)
r
eϕ on Γ
+
w .(2.5.10)
Using the definition of S and (2.5.8), rewrite (2.3.6). Then we have
S+(̺(∇× (Φ+eϕ), L+
2πr sin θ
eϕ, S+))
γ = pex on Γex.(2.5.11)
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Finally, we add some continuity condition for Φ+eϕ in the restatement of Problem 1 using
the stream function formulation. By (2.1.1) and (2.3.5), (ρ+,u+) we find in Prolem 1 must
satisfy that the total outgoing flux for ρ+u+ on Γex is equal to the total incomming flux for
ρ+u+ on any cross section of N+f whose all boundary points intersect with Γ+w. Using (2.4.1),
this statement can be expressed as limθ→θ1 V+(r1, θ) = limr→r1 V+(r, θ1). Rewrite this in the
vector potential form. Then we have
lim
θ→θ1
(Φ+eϕ)(r1, θ) = lim
r→r1
(Φ+eϕ)(r, θ1).(2.5.12)
Since this condition cannot be achieved from (2.5.11) (this will be seen in §3.1), we include this
condition in the restatement of Problem 1 using the stream function formulation.
Using the equations and boundary conditions obtained above, Problem 1 is restated as follows:
Problem 2. Given an axisymmetric supersonic solution (ρ−,u−, p−) of (2.1.1) and an ax-
isymmetric exit pressure pex as in Problem 1, find a shock location Γf = N ∩ {r = f(θ)} and a
corresponding subsonic solution (Φ+eϕ, L+, S+) of (2.5.1)-(2.5.3) satisfying
(i) the system (2.5.1)-(2.5.3) in N+f ,
(ii) the R-H conditions (2.5.4)-(2.5.7),
(iii) the slip boundary condition (2.5.10),
(iv) the exit pressure condition (2.5.11),
(v) the compatibility condition (2.5.12).
Let S2,θ1 := {(x, y, z) ∈ R3 | r = 1, 0 ≤ θ < θ1}. A function f representing a shock location
Γf can be considered as a function on S
2,θ1 . Using this fact and the stereographic projection
from (0, 0,−1) onto the plane z = 1 passing through S2,θ1 , we see that f can be regarded as a
function on Λ where Λ := {(x, y) ∈ R2 |
√
x2 + y2 < 2 tan θ12 }. Thus, f can be regarded as a
function on Λ or (0, θ1). In this paper, we regard f in both ways. To simplify our notation, we
use the same function notation when we represent f as a function on Λ or (0, θ1).
Hereafter, we denote Φeϕ, L and V given by the definitions of Φeϕ, L and V for (ρ,u, p) =
(ρ±0 , u
±
0 er, p
±
0 ) by Φ
±
0 eϕ, L
±
0 and V
±
0 , respectively. To simplify our notation, hereafter, we
denote (Φ+eϕ, L+, S+) by (Φeϕ, L, S).
Our result of Problem 2, the main result in this paper, is given as follows.
Theorem 2.16. Let α ∈ (23 , 1). There exists a positive constant σ1 depending on (ρin, uin, pin),
pc, γ, r0, r1, θ1 and α such that if σ ∈ (0, σ1], then Problem 2 has a solution (f,Φeϕ, L, S)
satisfying the estimate
(2.5.13) ||f − rs||(−1−α,∂Λ)2,α,Λ
+ ||∇ × ((Φ− Φ+0 )eϕ)||(−α,Γ
+
w)
1,α,N+f
+ || L
2πr sin θ
eϕ||(−α,Γ
+
w)
1,α,N+f
+ ||S − S+0 ||(−α,Γ
+
w)
1,α,N+f
≤ Cσ
where C is a positive constant depending on (ρin, uin, pin), pc, γ, r0, r1, θ1 and α. Furthermore,
this solution is unique in the class of functions satisfying (2.5.13).
Hereafter, we say that a constant depends on the data if a constant depends on (ρin, uin, pin),
pc, γ, r0, r1, θ1 and α.
The following result of Problem 1 is obtained from Theorem 2.16.
Theorem 2.17. Let α ∈ (23 , 1). There exists a positive constant σ2 depending on the data such
that if σ ∈ (0, σ2], then Problem 1 has a solution (f, ρ+,u+, p+) satisfying the estimate
(2.5.14) ||f − rs||(−1−α,∂Λ)2,α,Λ
+ ||ρ+ − ρ+0 ||(−α,Γ
+
w)
1,α,N+f
+ ||u+ − u+0 er||(−α,Γ
+
w)
1,α,N+f
+ ||p+ − p+0 ||(−α,Γ
+
w)
1,α,N+f
≤ Cσ
where C is a positive constant depending on the data. Furthermore, this solution is unique in
the class of functions satisfying (2.5.14).
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Proof. 1. Let (f,Φeϕ, L, S) be a solution of Problem 2 given in Theorem 2.16 for σ ∈ (0, σ2]
where σ2 is a positive constant less than or equal to σ1 and to be determined later. Then
since (f,Φeϕ, L, S) is a solution of Problem 2, ̺(∇ × (Φeϕ), L2πr sin θeϕ, S) is well-defined in
N+f . Define ρ+ := ̺(∇× (Φeϕ), L2πr sin θeϕ, S), u+ := ∇×(Φeϕ)̺(∇×(Φeϕ), L2πr sin θ eϕ,S) and p+ := S(̺(∇×
(Φeϕ),
L
2πr sin θeϕ, S))
γ . Then since (Φeϕ, L, S) satisfies (2.5.1)-(2.5.3) in N+f , (2.5.4)-(2.5.7),
(2.5.10), (2.5.11), and
b(̺(∇× (Φeϕ), L
2πr sin θ
eϕ, S),∇× (Φeϕ), L
2πr sin θ
eϕ, S,B0) = 0 in N+f
where b is a funtion defined in (2.4.18), (ρ+,u+, p+) satisfies the second and third equation of
(2.1.1) in N+f , (2.1.3) on Γf , (2.3.5) and (2.3.6). Furthermore, since ∇ · (∇ × (Φeϕ)) = 0 and
∇ · (̺(∇ × (Φeϕ), L2πr sin θeϕ, S) L2πr sin θeϕ) = 0 in N+f , (ρ+,u+, p+) satisfies the first equation
of (2.1.1) in N+f . Since (Φeϕ, L, S) is a subsonic solution of (2.5.1)-(2.5.3), (ρ+,u+, p+) is a
subsonic solution of (2.1.1). Since (∇ × (Φeϕ), L2πr sin θeϕ, S) ∈ C1,α(−α,Γ+w)(N
+
f ), (ρ+,u+, p+) ∈
C1,α
(−α,Γ+w)
(N+f ). From these facts, we have that (f, ρ+,u+, p+) is a solution of Problem 1.
Obtain (2.5.14). By Lemma 2.14, ρ+0 can be written as ρ
+
0 = ̺(∇ × (Φ+0 eϕ), L
+
0
2πr sin θeϕ(=
0), S+0 ). Using this expression, we write ρ+ − ρ+0 as
(2.5.15)
∫ 1
0
∇̺(t(∇× (Φeϕ), L
2πr sin θ
eϕ, S) + (1− t)(∇× (Φ+0 eϕ), 0, S+0 ))dt
(∇× ((Φ −Φ+0 )eϕ),
L
2πr sin θ
eϕ, S − S+0 ).
Since b is a C∞ function of (ρ,∇ × (Φeϕ), L2πr sin θeϕ, S,B), ̺ is a C∞ function of (∇ ×
(Φeϕ),
L
2πr sin θeϕ, S,B). With this fact, the fact that (ρ
+
0 , u
+
0 er, p
+
0 ) ∈ (C∞(N+f ))3 and (2.5.13)
satisfied by (f,Φeϕ, L, S) for σ ∈ (0, σ2] for σ2 ≤ σ1, we estimate (2.5.15) in C1,α(−α,Γ+w)(N
+
f ).
Then we obtain
||ρ+ − ρ+0 ||(−α,Γ
+
w)
1,α,N+f
≤ Cσ(2.5.16)
where C is a positive constant depending on the data. By this estimate, there exists a positive
constant σ
(1)
2 depending on the data such that if σ ∈ (0, σ(1)2 ], then
sup
N+f
| 1
ρ+
| ≤ C(2.5.17)
where C is a positive constant depending on the data. Take σ2 = min(σ1, σ
(1)
2 ) so that (2.5.17)
holds. With (2.5.13) satisfied by (f,Φeϕ, L, S), (2.5.16) and (2.5.17), we estimate u+ − u+0 er
and p+ − p+0 in C1,α(−α,Γ+w)(N
+
f ). Then we obtain
||u+ − u+0 er||(−α,Γ
+
w)
1,α,N+f
+ ||p+ − p+0 ||(−α,Γ
+
w)
1,α,N+f
≤ Cσ
where C is a positive constant depending on the data. Combining this estimate, (2.5.13) and
(2.5.16), we obtain (2.5.14).
2. Assume that for σ ∈ (0, σ2] where σ2 is a positive constant to be determined later, there
exist two solutions (f i, ρi+,u
i
+, p
i
+) for i = 1, 2 of Problem 1 satisfying the estimate (2.5.14).
There exists a positive constant σ
(1)
2 depending on the data such that if σ ∈ (0, σ(1)2 ], then 1)
sup
N+fi
| 1
ρi+
| ≤ C(2.5.18)
for i = 1, 2 where C is a positive constant depending on the data and 2) ρi+ for i = 1, 2 are
uniquely determined by (ρi+(u
i
+,rer + u
i
+,θeθ), u
i
+,ϕeϕ, S
i
+, B0) where u
i
+,r := u
i
+ · er, ui+,θ :=
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ui+ · eθ, ui+,ϕ := ui+ · eϕ and Si+ := p
i
+
(ρi+)
γ for i = 1, 2 (here we used Lemma 2.14 and the fact
that if (ρi+,u
i
+, p
i
+) are C
0(N+f )∩C1(N+f ) solutions of Problem 1, then (ρ,u, p) = (ρi+,ui+, pi+)
satisfy B = B0 in N+f i). Take σ2 = σ
(1)
2 so that 1) and 2) hold. Let (Φ
ieϕ, L
i, Si) for i = 1, 2
be (Φeϕ, L, S) given by the definitions of Φ, L and S for (ρ,u, p) = (ρ
i
+,u
i
+, p
i
+) for i = 1, 2.
Then since (f i, ρi+,u
i
+, p
i
+) for i = 1, 2 are solutions of Problem 1, (f
i,Φieϕ, L
i, Si) for i = 1, 2
are solutions of Problem 2. Furthermore, since (f i, ρi+,u
i
+, p
i
+) for i = 1, 2 satisfy (2.5.14),
(f i,Φieϕ, L
i, Si) for i = 1, 2 satisfy (2.5.13) with C replaced by C1 for some positive constant
C1 depending on the data (here we used (2.5.18)). Take σ2 = min(σ
(1)
2 ,
Cσ1
C1
, σ1) where C is C
in (2.5.13) so that (ρ−,u−, p−) and pex satisfy (2.3.3) and (2.3.4), respectively, for σ ∈ (0, σ1]
and (f i,Φieϕ, L
i, Si) for i = 1, 2 satisfy (2.5.13) for σ ∈ (0, σ1]. Then by Theorem 2.16,
(f1,Φ1eϕ, L
1, S1) = (f2,Φ2eϕ, L
2, S2). This implies
ρ1+(u
1
+,rer + u
1
+,θeθ) = ρ
2
+(u
2
+,rer + u
2
+,θeθ) and u
1
+,ϕeϕ = u
2
+,ϕeϕ.
By these relations, S1 = S2 and 2), we have that ρ1+ = ρ
2
+. With this relation, we can conclude
that (ρ1+,u
1
+, p
1
+) = (ρ
2
+,u
2
+, p
2
+). Let σ2 = min(σ2, σ2). This finishes the proof. 
The rest of this paper is devoted to prove Theorem 2.16. For convenience, we describe our
main process of proving Theorem 2.16 below.
To describe our process of proving Theorem 2.16, we define some terminologies. Let f :
[0, θ1] → R be a function representing an axisymmetric shock location Γf . Decompose f into
f(θ) = f(0) + fs(θ). Then by fs(0) = 0, fs is uniquely determined by f
′
s. We call f(0) and f
′
s
the initial shock position and the shape of a shock location, respectively.
Using these terminologies, our process of proving Theorem 2.16 is described as follows.
1. For given an incomming supersonic solution, an exit pressure and a shape of a shock
location (ρ−,u−, p−, pex, f
′
s) in a small perturbation of (ρ
−
0 , u
−
0 er, p
−
0 , pc, 0), show that
there exists a pair of an initial shock position f(0) and a subsonic solution (Φeϕ, L, S)
of (2.5.1)-(2.5.3) satisfying all the conditions in Problem 2 except (2.5.5), and that this
solution is unique in the class of functions in a small perturbation of (rs,Φ
+
0 eϕ, L
+
0 , S
+
0 ).
2. For given an incomming supersonic solution and an exit pressure as in Step 1 or in
a much small perturbation of (ρ−0 , u
−
0 er, p
−
0 , pc) if necessary, show that there exists f
′
s
in a small perturbation of 0 as in Step 1 such that (f(0),Φeϕ, L, S) determined by
(ρ−,u−, p−, pex, f
′
s) in Step 1 satisfies (2.5.5), and that for given (ρ−,u−, p−, pex) in a
small perturbation of (ρ−0 , u
−
0 er, p
−
0 , pc), a solution (f,Φeϕ, L, S) of Problem 2 is unique
in the class of functions in a small perturbation of (rs,Φ
+
0 eϕ, L
+
0 , S
+
0 ).
Once Step 1 and Step 2 are done, then f = f(0) + fs and (Φeϕ, L, S) obtained through Step 1
and Step 2 satisfies all the conditions in Problem 2. Thus, Theorem 2.16 is proved if Step 1 and
Step 2 are done. We will deal with Step 1 and Step 2 in Section 3 and Section 4, respectively.
Note that the fact that for transonic shock solutions of the full Euler system, an initial shock
position and a shape of a shock location are determined in different mechanisms (an initial
shock position is determined by the solvability condition related to the mass conservation law
and a shape of a shock location is determined by the R-H conditions) was pointed out in [24]
and the authors in [24, 24, 18, 21, 20, 10, 23] prove the stability of transonic shock solutions of
the full Euler system using iteration schemes based on this fact. In this paper, we also prove the
stability of transonic shock solutions of the full Euler system using a scheme based on this fact.
But we do this using a different scheme. In our scheme, a non-local elliptic equation appearing
in [24, 18, 21, 20, 10, 23] does not appear.
3. Pseudo Free Boundary Problem
As a first step to prove Theorem 2.16, we will solve the Pseudo Free Boundary Problem
below. This problem naturally arises from the requirement that a subsonic solution in Problem
2 must satisfy (2.5.12). From the linearized equation of (2.5.11), it is seen that an iteration
scheme for a fixed boundary problem does not give a subsonic solution satisfying (2.5.12) in
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general. Thus, an iteration scheme for a fixed boundary problem is not a proper scheme to find
a subsonic solution in Problem 2. To find a subsonic solution satisfying (2.5.12), we let f(0)
be an unknown to be determined simultaneously with a subsonic solution. Using this variable,
we adjust the value of a subsonic solution so that this solution can satisfy (2.5.12). The main
ingredient for this argument to hold is the monotonicity of the entropy of the downstream
subsonic solution of a radial transonic shock solution on a shock location with respect to the
shock location. This will be seen in the proof of Proposition 3.1.
Problem 3 (Pseudo Free Boundary Problem). Given an axisymmetric supersonic solution
(ρ−,u−, p−) of (2.1.1) and exit pressure pex as in Problem 1 and a shape of a shock location
f ′s ∈ C1,α(−α,{θ=θ1})((0, θ1)) satisfying f ′s(θ) = 0 at θ = 0, θ1 and
||f ′s||(−α,{θ=θ1})1,α,(0,θ1) ≤ σ(3.0.1)
for a sufficiently small σ > 0, find an initial shock position f(0) and a corresponding subsonic
solution (Φeϕ, L, S) of (2.5.1)-(2.5.3) satisfying(
1
ρ
∇× (Φeϕ) · er
)
∇×
(
1
ρ
∇× (Φeϕ)
)
=
(
L
2πr sin θ
∇×
(
L
2πr sin θ
eϕ
)
· er + ρ
γ−1
γ − 1
∂θS
r
)
eϕ in N+f(0)+fs ,
Φeϕ = Φ−eϕ on Γf(0)+fs ,
Φeϕ =
r0Φ−(r0, θ1)
r
eϕ on Γ
+
w,f(0)+fs
,
Sργ = pex on Γex,
lim
θ→θ1
(Φeϕ)(r1, θ) = lim
r→r1
(Φeϕ)(r, θ1),
(A)
where ρ = ̺(∇× (Φeϕ), L2πr sin θeϕ, S), and
∇× (Φeϕ) · ∇L = 0 in N+f(0)+fs ,
L = L− on Γf(0)+fs ,
∇× (Φeϕ) · ∇S = 0 in N+f(0)+fs ,
S = g
((
u− · νf
c−
)2)
S− on Γf(0)+fs
(B)
where fs denotes
∫ θ
0 f
′
s.
Hereafter, we denote a set of functions in C1,α(−α,{θ=θ1})((0, θ1)) having 0 value at θ = 0, θ1 by
C1,α(−α,{θ=θ1}),0((0, θ1)). Hereafter, fs denotes
∫ θ
0 f
′
s.
Our result of Problem 3 is given as follows.
Proposition 3.1. Let α ∈ (23 , 1). There exists a positive constant σ3 depending on the data
such that if σ ∈ (0, σ3], then Problem 3 has a solution (f(0),Φeϕ, L, S) satisfying
(3.0.2) |f(0)− rs|
+ ||∇ × ((Φ− Φ+0 )eϕ)||(−α,Γ
+
w)
1,α,N+
f(0)+fs
+ || L
2πr sin θ
eϕ||(−α,Γ
+
w)
1,α,N+
f(0)+fs
+ ||S − S+0 ||(−α,Γ
+
w)
1,α,N+
f(0)+fs
≤ Cσ
where C is a positive constant depending on the data. Furthermore, this solution is unique in
the class of functions satisfying (3.0.2).
We will prove Proposition 3.1 using a fixed point argument. To do this, we linearize (A)
with respect to (A) satisfied by (Φeϕ, L, S) = (Φ
+
0 eϕ, L
+
0 , S
+
0 ) and reformulate (B) in terms of
(Ψeϕ, A, T ) where (Ψ, A, T ) := (Φ− Φ+0 , L, S − S+0 ).
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3.1. Linearization and reformulation of (A) and (B). We linearize (A) with respect to
(A) satisfied by (Φ+0 eϕ, L
+
0 , S
+
0 ). Since ρ in the first and fourth equation of (A) is given using
an implicit relation, to obtain the linearized equations of (A), we first linearize ρ with respect
to ρ+0 .
Lemma 3.2. Suppose that f : Λ→ R is an axisymmetric function in C2,α(−1−α,∂Λ)(Λ) satisfying
||f − rs||(−1−α,∂Λ)2,α,Λ ≤ δ1.(3.1.1)
Also, suppose that Ψeϕ : N+f → R3, A : N+f → R and T : N+f → R are axisymmetric functions
in C2,α
(−1−α,Γ+w)
(N+f ), C1,α(−α,Γ+w)(N
+
f ) and C
1,α
(−α,Γ+w)
(N+f ), respectively, and satisfy
||∇ × (Ψeϕ)||(−α,Γ
+
w)
1,α,N+f
+ || A
2πr sin θ
eϕ||(−α,Γ
+
w)
1,α,N+f
+ ||T ||(−α,Γ+w)
1,α,N+f
≤ δ2.(3.1.2)
Let ρ = ̺(∇× (Φeϕ), L2πr sin θeϕ, S). There holds
ρ− ρ+0 =
∇× (Φ+0 eϕ)
ρ+0 (u
+
0
2 − c+0 2)
· ∇ × (Ψeϕ) + γρ
+
0
γ
(γ − 1)(u+0 2 − c+0 2)
T + g1(Ψeϕ, A, T )(3.1.3)
where
g1(Ψeϕ, A, T ) =(3.1.4)
1
ρ+0 (u
+
0
2 − c+0 2)
(∫ 1
0
(
(2ρ+0 B0 −
γ(γ + 1)
γ − 1 S
+
0 ρ
+
0
γ
)
−(2(tρ+ (1− t)ρ+0 )B0 −
γ(γ + 1)
γ − 1 (S
+
0 + T )(tρ+ (1− t)ρ+0 )γ)
)
dt(ρ− ρ+0 )
+
∫ 1
0
(−∇× (Φ+0 eϕ) + (t∇× ((Φ+0 +Ψ)eϕ) + (1− t)∇× (Φ+0 eϕ)))dt · ∇ × (Ψeϕ)
+
∫ 1
0
ρ+0
2
tA
2πr sin θ
eϕdt · A
2πr sin θ
eϕ
)
.
g1(Ψeϕ, A, T ) satisfies
||g1(Ψeϕ, A, T )||(−α,Γ
+
w)
1,α,N+f
≤ C(||∇ × (Ψeϕ)||(−α,Γ
+
w)
1,α,N+f
+ || A
2πr sin θ
eϕ||(−α,Γ
+
w)
1,α,N+f
+ ||T ||(−α,Γ+w)
1,α,N+f
)2
(3.1.5)
where C is a positive constant depending on (ρ+0 , u
+
0 , p
+
0 ), γ, rs, r1, α, δ1 and δ2.
Proof. 1. By the definition of ̺, ρ = ̺(∇× (Φeϕ), L2πr sin θeϕ, S) satisfies
b(ρ,∇× (Φeϕ), L
2πr sin θ
eϕ, S,B0) = 0
where b is a function defined in (2.4.18). Subtract this equation from b(ρ+0 ,∇×(Φ+0 eϕ), 0, S+0 , B0) =
0 obtained from the third equation of (2.2.10). And then linearize the resultant equation. Then
we obtain (3.1.3).
2. With the fact that (ρ+0 , u
+
0 er, p
+
0 ) ∈ (C∞(N+f ))3 and (3.1.2), estimate ρ−ρ+0 in C1,α(−α,Γ+w)(N
+
f )
in the way that we estimated ρ+ − ρ+0 in the proof of Theorem 2.17. Then we have
||ρ− ρ+0 ||(−α,Γ
+
w)
1,α,N+f
≤ C(||∇ × (Ψeϕ)||(−α,Γ
+
w)
1,α,N+f
+ || A
2πr sin θ
eϕ||(−α,Γ
+
w)
1,α,N+f
+ ||T ||(−α,Γ+w)
1,α,N+f
)(3.1.6)
where C is a positive constant depending on (ρ+0 , u
+
0 , p
+
0 ), γ, rs, r1, α, δ1 and δ2. With this esti-
mate, the fact that (ρ+0 , u
+
0 er, p
+
0 ) ∈ (C∞(N+f ))3 and (3.1.2), estimate (3.1.4) in C1,α(−α,Γ+w)(N
+
f ).
Then we obtain the desired result. 
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Then we linearize (A).
Subtract (2.5.1) satisfied by (Φeϕ, L, S) = (Φ
+
0 eϕ, L
+
0 , S
+
0 ) in N+f from (2.5.1) in N+f and
then linearize the resultant equation (in this process, we express ρ − ρ+0 using (3.1.3)). Then
we obtain
∇×
(
1
ρ+0
(1 +
u+0 er ⊗ u+0 er
c+0
2 − u+0 2
)∇× (Ψeϕ)
)
(3.1.7)
=
ρ+0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0
2 )
∂θT
r
eϕ + F1(Ψeϕ, A, T ) in N+f
(=: F2(Ψeϕ, A, T ))
where
F1(Ψeϕ, A, T ) =(3.1.8)
∇×
(
1
ρ+0
g1∇× (Φ+0 eϕ)−
1
ρρ+0
2 g
2
2∇× ((Φ+0 +Ψ)eϕ) +
1
ρ+0
2 g2∇× (Ψeϕ)
)
− 1
u+0
(
− 1
ρρ+0
g2∇× ((Φ+0 +Ψ)eϕ) · er +
1
ρ+0
∇× (Ψeϕ) · er
)
∇×
(
− 1
ρρ+0
g2∇× ((Φ+0 +Ψ)eϕ) +
1
ρ+0
∇× (Ψeϕ)
)
+
1
u+0
(∫ 1
0
(tρ+ (1− t)ρ+0 )γ−2dtg2
∂θT
r
)
eϕ
+
A
u+0 2πr sin θ
(
∇× ( A
2πr sin θ
eϕ) · er
)
eϕ
where g1 and g2 are g1(Ψeϕ, A, T ) given in (3.1.4) and the right-hand side of (3.1.3), respectively.
By the definition of V ±0 and the first equations of (2.2.6) and (2.2.10), V
+
0 = V
−
0 on Γf . In
the vector potential form, this is written as Φ+0 eϕ = Φ
−
0 eϕ on Γf . Subtract this equation from
(2.5.4). Then we obtain
Ψeϕ = (Φ− − Φ−0 )eϕ on Γf .(3.1.9)
By the definition of V ±0 and the first equations of (2.2.6) and (2.2.10), V
+
0 = V
−
0 (r0, θ1) on
Γ+w . In the vector potential form, this is written as Φ
+
0 eϕ =
r0Φ
−
0 (r0,θ1)eϕ
r on Γ
+
w . By subtracting
this equation from (2.5.10), we obtain
Ψeϕ =
r0(Φ− − Φ−0 )(r0, θ1)
r
eϕ on Γ
+
w .(3.1.10)
Rewrite (2.5.11) as ρ = (pexS )
1
γ on Γex. Subtract this equation from ρ
+
0 = (
pc
S+0
)
1
γ on Γex. And
then express ρ − ρ+0 using (3.1.3) and linearize (pexS )
1
γ − ( pc
S+0
)
1
γ . Multiply
u+0
2
−c+0
2
u+0
r sin θ and
then integrate the resultant equation from 0 to θ. After that, divide sin θ and multiply eϕ on
both-hand sides of the equation. Then we obtain
(3.1.11) Ψeϕ =
(
1
r sin θ
∫ θ
0
(
f0(T, pex)− ρ
+
0 ((γ − 1)u+0 2 + c+0 2)
γ(γ − 1)u+0 S+0
T
+ f1(Ψeϕ, A, T )
)
r2 sin ξdξ
)
eϕ on Γex
where
f0(T, pex) =
u+0
2 − c+0 2
u+0
(
1
S+0 + T
) 1
γ
(p
1
γ
ex − p
1
γ
c )(3.1.12)
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and
(3.1.13) f1(Ψeϕ, A, T ) = −pc
1
γ (u+0
2 − c+0 2)
γu+0
∫ 1
0
((
1
tS + (1− t)S+0
) 1
γ
+1
−
(
1
S+0
) 1
γ
+1
)
dtT
− u
+
0
2 − c+0 2
u+0
g1.
By the definition of V ±0 and the first equation of (2.2.10), limθ→θ1 V
+
0 (r1, θ) = limr→r1 V
+
0 (r, θ1).
In the vector potential form, this is written as limθ→θ1(Φ
+
0 eϕ)(r1, θ) = limr→r1(Φ
+
0 eϕ)(r, θ1).
Subtract this equation from (2.5.12). Then we obtain
lim
θ→θ1
(Ψeϕ)(r1, θ) = lim
r→r1
(Ψeϕ)(r, θ1).
Express this relation using (3.1.10) and (3.1.11). Then we have
(3.1.14)
1
r1 sin θ1
∫ θ1
0
(
f0(T, pex)− ρ
+
0 ((γ − 1)u+0 2 + c+0 2)
γ(γ − 1)u+0 S+0
T
+ f1(Ψeϕ, A, T )
)∣∣∣∣
r=r1
r21 sin ξdξ =
r0(Φ− − Φ−0 )(r0, θ1)
r1
.
Combining (3.1.7), (3.1.9), (3.1.10), (3.1.11) and (3.1.14), we have the following linearized
equations of (A):
∇×
(
1
ρ+0
(1 +
u+0 er ⊗ u+0 er
c+0
2 − u+0 2
)∇× (Ψeϕ)
)
=
ρ+0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0 2
)
∂θT
r
eϕ + F1(Ψeϕ, A, T ) in N+f(0)+fs ,
Ψeϕ = (Φ− − Φ−0 )eϕ on Γf(0)+fs ,
Ψeϕ =
r0(Φ− − Φ−0 )(r0, θ1)
r
eϕ on Γ
+
w,f(0)+fs
,
Ψeϕ =
(
1
r sin θ
∫ θ
0
(
f0(T, pex)− ρ
+
0 ((γ − 1)u+0 2 + c+0 2)
γ(γ − 1)u+0 S+0
T
+ f1(Ψeϕ, A, T )
)
r2 sin ξdξ
)
eϕ on Γex,
1
r1 sin θ1
∫ θ1
0
(
f0(T, pex)− ρ
+
0 ((γ − 1)u+0 2 + c+0 2)
γ(γ − 1)u+0 S+0
T
+ f1(Ψeϕ, A, T )
)∣∣∣∣
r=r1
r21 sin ξdξ =
r0(Φ− − Φ−0 )(r0, θ1)
r1
.
(A′)
For later use, we present the following estimates of F1(Ψeϕ, A, T ) and f1(Ψeϕ, A, T ).
Lemma 3.3. Let δ4 be a positive constant ≤ δ2 such that for f as in Lemma 3.2, if (Ψeϕ, A, T )
satisfies
||∇ × (Ψeϕ)||(−α,Γ
+
w)
1,α,N+f
+ || A
2πr sin θ
eϕ||(−α,Γ
+
w)
1,α,N+f
+ ||T ||(−α,Γ+w)
1,α,N+f
≤ δ4,(3.1.15)
then
sup
N+f
| 1
̺(∇× (Φeϕ), L2πr sin θeϕ, S)
| ≤ C and sup
N+f
| 1
S
| ≤ C
where Cs are positive constants depending on (ρ+0 , u
+
0 , p
+
0 ), γ, rs, r1 and δ4. Suppose that f
is as in Lemma 3.2. Also, suppose that (Ψeϕ, A, T ) are as in Lemma 3.2 and satisfy (3.1.15).
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Then there hold
||F1(Ψeϕ, A, T )||(1−α,Γ
+
w )
α,N+f
≤ C(||Ψeϕ||(−1−α,Γ
+
w)
2,α,N+f
+ || A
2πr sin θ
eϕ||(−α,Γ
+
w)
1,α,N+f
+ ||T ||(−α,Γ+w)
1,α,N+f
)2
(3.1.16)
and
||f1(Ψeϕ, A, T )||(−α,∂Γex)1,α,Γex ≤ C(||Ψeϕ||
(−1−α,∂Γex)
2,α,Γex
+ || A
2πr sin θ
eϕ|||(−α,∂Γex)1,α,Γex + ||T ||
(−α,∂Γex)
1,α,Γex
)2
(3.1.17)
where Cs are positive constants depending on (ρ+0 , u
+
0 , p
+
0 ), γ, rs, r1, α, δ1, δ2 and δ4.
Proof. With (3.1.5), (3.1.6), (3.1.15) and the fact that if an axisymmetric vector field a on an
axisymmetric connected open set Ω is in Ck(Ω), then ∇×a ∈ Ck−1(Ω) and a ·er ∈ Ck(Ω) (the
second one is obtained from Lemma 2.8), we estimate (3.1.8) and (3.1.13) in Cα
(1−α,Γ+w)
(N+f ),
and C1,α(−α,∂Γex)(Γex), respectively. Then we obtain the desired result. 
Next, we reformulate (B) in terms of (Ψeϕ, A, T ). With the facts that L
+
0 = L
−
0 = 0 in N+f
and S+0 = (g(M
−
0
2
))(rs)Sin in N+f (see (2.2.10)), we reformulate (B) in terms of (Ψeϕ, A, T ).
Then we obtain
∇× ((Φ+0 +Ψ)eϕ) · ∇A = 0 in N+f(0)+fs ,
A = Aen,f(0)+fs on Γf(0)+fs ,
∇× ((Φ+0 +Ψ)eϕ) · ∇T = 0 in N+f(0)+fs ,
T = Ten,f(0)+fs on Γf(0)+fs
(B′)
where
Aen,f(0)+fs := L− on Γf(0)+fs(3.1.18)
and
Ten,f(0)+fs := g
((
u− · νf(0)+fs
c−
)2)
S− −
(
g(M−0
2
)
)
(rs)Sin on Γf(0)+fs .(3.1.19)
For later use, we present the following estimate of Ten,f(0)+fs .
Lemma 3.4. Let f(0) and f ′s be a constant and a function in C
1,α
(−α,{θ=θ1})
((0, θ1)), respectively.
Let δ5 be a positive constant such that if (ρ−,u−, p−) satisfies (2.3.3) for σ ∈ (0, δ5], then
sup
N
| 1
c−
| ≤ C
where C is a positive constant depending on (ρ−0 , u
−
0 , p
−
0 ), γ, r0, r1 and δ5. Suppose that f =
f(0)+fs satisfies (3.1.1). Also, suppose that (ρ−,u−, p−) is an axisymmetric supersonic solution
of (2.1.1) in N satisfying (2.3.3) for σ ∈ (0, δ5]. Then there holds
||Ten,f ||(−α,∂Γf )1,α,Γf ≤ C(|f(0)− rs|+ ||f ′s||
(−α,{θ=θ1})
1,α,(0,θ1)
) +Cσ(3.1.20)
where Cs are positive constants depending on (ρ−0 , u
−
0 , p
−
0 ), γ, r0, rs, r1, θ1, α, δ1 and δ5.
Proof. In this proof, Cs denote positive constants depending on the whole or a part of (ρ−0 , u
−
0 , p
−
0 ),
γ, r0, rs, r1, θ1, α, δ1 and δ5. Each C in different situations differs from each other.
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By the fact that (ρ−,u−, p−) and f = f(0) + fs are axisymmetric, Ten,f defined in (3.1.19)
can be regarded as a function of θ. As a function of θ, Ten,f can be written as
Ten,f =
∫ 1
0
(g(M−0
2
))′(tf(θ) + (1− t)rs)Sindt(f(θ)− rs)
+
(
g
((
u− · νf (θ)
c−
)2)
S−
)
(f(θ), θ)−
(
g(M−0
2
)
)
(f(θ), θ)Sin
=: (a) + (b).
To estimate ||Ten,f ||(−α,∂Γf )1,α,Γf , we estimate (a) and (b) in C
1,α
(−α,{θ=θ1})
((0, θ1)), respectively.
Since an estimate of (a) in C1,α(−α,{θ=θ1})((0, θ1)) is obtained directly:
||(a)||(−α,{θ=θ1})1,α,(0,θ1) ≤ C(|f(0)− rs|+ ||f
′
s||(−α,{θ=θ1})1,α,(0,θ1) )(3.1.21)
where we used ||fs||(−α,{θ=θ1})1,α,(0,θ1) ≤ C||f ′s||
(−α,{θ=θ1})
1,α,(0,θ1)
, we only estimate (b) in C1,α(−α,{θ=θ1})((0, θ1)).
Estimate of (b) in C1,α(−α,{θ=θ1})((0, θ1)):
Decompose (b) into two parts:(
g
((
u− · er
c−
)2)
S−
)
(f(θ), θ)−
(
g(M−0
2
)
)
(f(θ), θ)Sin =: (b)1
and (
g
((
u− · νf
c−
)2)
S−
)
(f(θ), θ)−
(
g
((
u− · er
c−
)2)
S−
)
(f(θ), θ) =: (b)2.
With (2.3.3) for σ ∈ (0, δ5] and (3.1.1), we estimate (b)1 in C1,α(−α,{θ=θ1})((0, θ1)). Then we obtain
||(b)1||(−α,{θ=θ1})1,α,(0,θ1) ≤ Cσ.(3.1.22)
Write (b)2 as∫ 1
0
g′
((
u−
c−
· (tνf + (1 − t)er)
)2)
2
(
u−
c−
· (tνf + (1− t)er)
)
S−dt
u−
c−
· (νf − er).(3.1.23)
By νf =
er−
f ′
f
eθ√
1+( f
′
f
)2
, νf − er can be written as
νf − er =

∫ 1
0
−1
2
(
1 + t
(
f ′
f
)2)− 32
dt
(
f ′
f
)2 er − f
′
f√
1 +
(
f ′
f
)2 eθ.
Substitute this expression of νf − er into νf − er in (3.1.23) and then estimate (3.1.23) in
C1,α(−α,{θ=θ1})((0, θ1)) with (2.3.3) for σ ∈ (0, δ5] and (3.1.1). Then we obtain
||(b)2||(−α,{θ=θ1})1,α,(0,θ1) ≤ C(||f
′
s||(−α,{θ=θ1})1,α,(0,θ1) )
2 +Cδ5||f ′s||(−α,{θ=θ1})1,α,(0,θ1) .
Using the fact that ||f ′s||(−α,(0,θ1))1,α,(0,θ1) ≤ C||f − rs||
(−1−α,∂Λ)
2,α,Λ ≤ Cδ1, we get from this estimate
||(b)2||(−α,{θ=θ1})1,α,(0,θ1) ≤ C||f
′
s||(−α,{θ=θ1})1,α,(0,θ1) .(3.1.24)
Combining (3.1.22) and (3.1.24), we obtain
||(b)||(−α,{θ=θ1})1,α,(0,θ1) ≤ C||f
′
s||(−α,(0,θ1))1,α,(0,θ1) + Cσ.(3.1.25)
From the facts that ∂θTen,f(0) = 0, (a) ∈ C1,α(−α,{θ=θ1})((0, θ1)) and (b) ∈ C
1,α
(−α,{θ=θ1})
((0, θ1))
(obtained from (3.1.21) and (3.1.25)), we see that Ten,f ∈ C1,α(−α,∂Γf )(Γf ) (see Lemma 2.8). Then
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||Ten,f ||(−α,∂Γf )1,α,Γf can be estimated by estimating ||Ten,f ||
(−α,{θ=θ1})
1,α,(0,θ1)
. By this fact, (3.1.21) and
(3.1.25), we have (3.1.20). This finishes the proof. 
From (A′), (B′), the Pseudo Free Boundary Problem is naturally derived. We explain this
below.
For a given (ρ−,u−, p−, pex), find (Ψeϕ, A, T ) satisfying (A
′), (B′) using an iteration scheme
for a fixed boundary problem (for example, in a fixed domain N+
f(0)+fs
, for a given Ψeϕ, solve
(B′), substitute the resultant A and T and the previously given Ψeϕ into the right-hand sides
of (A′), obtain a new Ψeϕ by solving this (A
′) and show that a new Ψeϕ is equal to the given
Ψeϕ using a fixed point argument). Then since (Ψeϕ, A, T ) we find in this way does not satisfy
the fifth equation of (A′) in general, this iteration scheme does not give a subsonic solution of
(2.5.1)-(2.5.3) satisfying (2.5.12) in general. From the facts that the entropy at a point on a
shock location in the subsonic side is conserved along the streamline passing through that point
and the entropy of the downstream subsonic solution of a radial transonic shock solution in a
divergent nozzle on a shock location monotonically increases as a shock location moves toward
the exit (see Lemma 2.10), we see that we can find (Ψeϕ, A, T ) satisfying the fifth equation of
(A′) by varying S on Γex by adjusting f(0). From this fact, Problem 3 is derived.
(A′) and (B′) are of the form of one linear boundary value problem for a singular elliptic
equation (this will be seen in the next subsection) and two initial value problems of a transport
equation whose coefficient is an axisymmetric and divergence-free vector field, respectively. We
will study these problems, seperately, in §3.2 and §3.3.
3.2. Linear boundary value problem for a singular elliptic equation. Fix the right-
hand sides of the first and fourth equation in (A′) with the fifth equation in (A′) satisfied. Then
we obtain
∇×
(
1
ρ+0
(1 +
u+0 er ⊗ u+0 er
c+0
2 − u+0 2
)∇× (Ψeϕ)
)
= F in N+f ,(3.2.1)
Ψeϕ =


h1eϕ on Γf ,
f(θ1)h1(f(θ1),θ1)
r eϕ on Γ
+
w,
h2eϕ on Γex
(3.2.2)
where f , F and hieϕ for i = 1, 2 are functions given in Lemma 3.5. Since (3.2.1) is expressed as
(3.2.3)
(
− 1
ρ+0
(
∆Ψ− Ψ
r2 sin2 θ
)
+
∂rρ
+
0
ρ+0
2
r
∂r(rΨ)
− u
+
0
2
ρ+0 (c
+
0
2 − u+0 2)r2
(
1
sin θ
∂θ(sin θ∂θΨ)− Ψ
sin2 θ
))
eϕ = F ,
(3.2.1), (3.2.2) is a linear boundary value problem for a singular equation as a problem for Ψ.
Thus, the standard elliptic theorems cannot be applied to this problem as a problem for Ψ. We
resolve the singularity issue in (3.2.1), (3.2.2) by dealing with (3.2.1), (3.2.2) as a boundary
value problem for an elliptic system.
The following is the main result in this subsection.
Lemma 3.5. Let α ∈ (23 , 1). Suppose that f is as in Lemma 3.2 and satisfy f ′(θ1) = 0. Also,
suppose that F : N+f → R3 is a function in Cα(1−α,Γ+w)(N
+
f ) having the form
F =
∑
i
Ai∂rB
ieϕ +
∑
i
Ci∂θD
ieϕ +E
∂θ(F sin θ)
sin θ
eϕ(3.2.4)
where Ai, Bi, Ci, Di, E and F are axisymmetric functions satisfying
Ai ∈ C1,α
(−α,Γ+w)
(N+f ), Bieθ ∈ C1,α(−α,Γ+w)(N
+
f ), C
i ∈ C1,α
(−α,Γ+w)
(N+f ),(3.2.5)
Di ∈ C1,α
(−α,Γ+w)
(N+f ), Eeϕ ∈ C1,α(N+f ) and Feϕ ∈ C1,α(N+f ).
3-D AXISYMMETRIC TRANSONIC SHOCK 23
Finally, suppose that h1eϕ : Γf → R3 and h2eϕ : Γex → R3 are axisymmetric functions in
C2,α(−1−α,∂Γf )(Γf ) and C
2,α
(−1−α,∂Γex)
(Γex), respectively, and satisfy
f(θ1)h1(f(θ1),θ1)
r1
= h2(r1, θ1).
Then the boundary value problem (3.2.1), (3.2.2) has a unique axisymmetric C2,α
(−1−α,Γ+w)
(N+f )
solution Ψeϕ. Furthermore, the solution Ψeϕ satisfies
||Ψeϕ||(−1−α,Γ
+
w)
2,α,N+f
≤ C

||F ||(1−α,Γ+w)
α,N+f
+
∑
i=1,2,3
Fi + ||h1eϕ||(−1−α,∂Γf )2,α,Γf + ||h2eϕ||
(−1−α,∂Γex)
2,α,Γex


(3.2.6)
where C is a positive constant depending only on (ρ+0 , u
+
0 , p
+
0 ), γ, rs, r1, θ1 and α, and
F1 =
∑
i
||Ai||W 1,3(N+f )∩L∞(N+f )||B
ieθ||α,N+f
F2 =
∑
i
||Ci||W 1,3(N+f )∩L∞(N+f )||D
i||α,N+f ,
F3 = ||E∂θ(F sin θ)
sin θ
eϕ||Lq(N+f )
for q = 31−α with || · ||W 1,3(N+f )∩L∞(N+f ) := || · ||W 1,3(N+f ) + || · ||L∞(N+f ).
Remark 3.6. The form of F given in (3.2.4) is obtained from F2(Ψeϕ, A, T ) in (3.1.7). This
form will be used in the proof of Lemma 3.10.
To avoid the singularity issue in (3.2.1), (3.2.2), we deal with (3.2.1), (3.2.2) as a boundary
value problem for a vector equation. From ∇ × (∇ × (Ψeϕ)) = −∆(Ψeϕ), we expected that
(3.2.1) can be transformed into a form of an elliptic system. We, motivated by the work in
[4], thought that if (3.2.1) can be transformed into a solvable elliptic system form, then the
unique existence and regularity of solutions of (3.2.1), (3.2.2) can be obtained by obtaining
those of solutions of the elliptic system form of (3.2.1), (3.2.2) as a boundary value problem for
an elliptic system.
For this argument to hold, it is needed to find a solvable elliptic system form of (3.2.1). For
computational convenience to find such a form and for our later argument (reflection argument
in the proof of Lemma 3.9 and Lemma 3.10), we use the following tensor notation.
Tensor notation
Let a ⊗ b = abT for a, b ∈ R3. Then a ⊗ b is a linear map from R3 to R3 and any linear
map from R3 to R3 can be represented using this operator. This notation can be extended so
that using the extension of this operator, we can represent any linear map from R3×3 to R3×3.
For any a, b, c, d ∈ R3, let a⊗ b⊗ c⊗ d be an operator satisfying
(a⊗ b⊗ c⊗ d)(e ⊗ f) = (d · e)(c · f)a⊗ b(3.2.7)
where e, f ∈ R3. Then a ⊗ b ⊗ c ⊗ d is a linear map from R3×3 to R3×3 and any linear map
from R3×3 to R3×3 can be represented using this operator.
By direct computation done by using the above tensor notation, we found the following form
of (3.2.1)
(3.2.8) div
(
c+0
2
ρ+0 (c
+
0
2 − u+0 2)
(
I − u
+
0
2
c+0
2 (I ⊗ er ⊗ er ⊗ I)
)
D(Ψeϕ)
)
− ∂rρ
+
0
ρ+0
2
r
Ψeϕ = −F in N+f
where I is the identity map from R3×3 to R3×3 and I ⊗ er ⊗ er ⊗ I is a linear map from R3×3
to R3×3 satisfing
(I ⊗ er ⊗ er ⊗ I)(a⊗ b) = (b · er)a⊗ er
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for any a, b ∈ R3 (see the definition of I⊗a⊗b⊗I for any a, b ∈ R3 in (5.0.4)). By M+0 < 1 in
N+f and the boundedness of (ρ+0 , u+0 , p+0 ) in N+f for N+f ⊂ N+rs−δ1 , there exist positive constants
µ and M such that
µ|ξ|2 ≤
3∑
α,β,i,j=1
[
c+0
2
ρ+0 (c
+
0
2 − u+0 2)
(
I − u
+
0
2
c+0
2 (I ⊗ er ⊗ er ⊗ I)
)]αβ
ij
ξiαξ
j
β ≤M|ξ|2 in N+f
(3.2.9)
for any ξ ∈ R3×3 where |ξ| =
√∑3
i,j=1 |ξij |2 with ξ = [ξij ]. And by ∂rρ+0 > 0 in N+f for
N+f ⊂ N+rs−δ1 (see Remark 2.9),
∂rρ
+
0
ρ+0
2
r
> 0 in N+f .
Hence, (3.2.8) is a form of a solvable elliptic system for a dirichlet boundary condition.
We obtain the unique existence and regularity of solutions of (3.2.1), (3.2.2) by obtaining
those of solutions of (3.2.8), (3.2.2) as a boundary value problem for an elliptic system. The
result of the unique existence and regularity of solutions of (3.2.8), (3.2.2) as a boundary value
problem for an elliptic system is given in the following lemma.
Lemma 3.7. Under the assumptions as in Proposition 3.5, the boundary value problem
div
(
c+0
2
ρ+0 (c
+
0
2 − u+0 2)
(
I − u
+
0
2
c+0
2 (I ⊗ er ⊗ er ⊗ I)
)
DU
)
− ∂rρ
+
0
ρ+0
2
r
U = −F in N+f ,(3.2.10)
U =


h1eϕ on Γf ,
f(θ1)h1(f(θ1),θ1)
r eϕ on Γ
+
w ,
h2eϕ on Γex,
(3.2.11)
has a unique C2,α
(−1−α,Γ+w)
(N+f ) solution U , and this solution U satisfies
||U ||(−1−α,Γ+w)
2,α,N+f
≤ C

||F ||(1−α,Γ+w)
α,N+f
+
∑
i=1,2,3
Fi + ||h1eϕ||(−1−α,∂Γf )2,α,Γf + ||h2eϕ||
(−1−α,∂Γex)
2,α,Γex


︸ ︷︷ ︸
=:C∗
(3.2.12)
where C is a positive constant depending on (ρ+0 , u
+
0 , p
+
0 ), γ, rs, r1, θ1 and α and Fi for i = 1, 2, 3
are constants given in Lemma 3.10. This solution U is of the form Ψ(r, θ)eϕ.
One can see that that Lemma 3.5 is obtained from Lemma 3.7. To prove Lemma 3.5, in the
remainder of this subsection, we prove Lemma 3.7.
Transform (3.2.10), (3.2.11) into the following 0 boundary problem:
div(ADU ♯)− dU ♯ = −F − div(ADh) + dh(=: F ♯) in N+f ,(3.2.13)
U ♯ = 0 on ∂N+f(3.2.14)
where U ♯ := U − h, A = c
+
0
2
ρ+0 (c
+
0
2
−u+0
2
)
(
I − u
+
0
2
c+0
2 (I ⊗ er ⊗ er ⊗ I)
)
, d :=
∂rρ
+
0
ρ+0
2
r
and h :=
(r−f(θ))
r1
r
h2eϕ+(r1−r)
f(θ)
r
h1eϕ
r1−f(θ)
. One can see that Lemma 3.7 can be proved by showing (3.2.13),
(3.2.14) has a unique weak solution, the weak solution of (3.2.13), (3.2.14) is in C2,α
(−1−α,Γ+w)
(N+f )
and the C2,α
(−1−α,Γ+w)
(N+f ) solution of (3.2.13), (3.2.14) is of the form Ψ(r, θ)eϕ. Hereafter, we
prove these statements.
We first prove the unique existence of weak solution of (3.2.13), (3.2.14).
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Lemma 3.8. Under the assumptions as in Proposition 3.5, the boundary value problem (3.2.13),
(3.2.14) has a unique weak solution U ♯ ∈ H10 (N+f ). Furthermore, U ♯ satisfies
||U ♯||H1(N+f ) ≤ C||F
♯||L2(N+f )
where C is a positive constant depending on (ρ+0 , u
+
0 , p
+
0 ), γ and N+f .
Proof. Write (3.2.13), (3.2.14) in the form
(B[U ♯, ξ] :=)
∫
N+f
ADU ♯Dξ + dU ♯ξ =
∫
N+f
F ♯ξ(=:< F ♯, ξ >)(3.2.15)
for all ξ ∈ H10 (N+f ). Then B is a bilinear map satisfying B[U ♯, ξ] ≤ C||U ♯||H1(N+f )||ξ||H1(N+f )
for a constant C > 0 and
µ||U ♯||2
H1(N+f )
≤ B[U ♯,U ♯]
where µ = min(µ,minN+f
d) > 0 with µ given in (3.2.9). And by h1eϕ ∈ C2,α(−1−α,∂Γf )(Γf ),
h2eϕ ∈ C2,α(−1−α,∂Γex)(Γex) and F ∈ Cα(1−α,Γ+w)(N
+
f ) for α ∈ (23 , 1), F ♯ ∈ L2(N+f ) and thus
< F ♯, ξ > is a bounded linear functional on H10 (N+f ). With these facts, we apply the Lax-
Milgram Theorem to (3.2.15). Then we obtain that there exists a unique U ♯ ∈ H10 (N+f ) such
that (3.2.15) holds for all ξ ∈ H10 (N+f ). This finishes the proof. 
We next prove that this weak solution is in C2,α
(−1−α,Γ+w)
(N+f ). For this, we prove that the
weak solution of (3.2.13), (3.2.14) is in Cβ(N+f ) for any β ∈ (0, 1) and C1,α(N+f ).
Lemma 3.9. Under the assumptions as in Proposition 3.5, let U ♯ be a weak solution of the
boundary value problem (3.2.13), (3.2.14). Then for any β ∈ (0, 1),
||U ♯||β,N+f ≤ C
(
||F ♯||Lp(N+f ) + ||U
♯||H1(N+f )
)
for p = 32−β where C is a positive constant depending on µ, M, τ , ||d||L3(N+f ) and N
+
f , and τ
is the modulus of continuity of A in N+f given as
τ(t) = sup
x,y∈N+f ,
|x−y|≤t
(
∑
|Aαβij (x)−Aαβij (y)|2)
1
2 .(3.2.16)
Lemma 3.10. Under the assumptions as in Proposition 3.5, let U ♯ be a weak solution of
(3.2.13), (3.2.14). Then
||U ♯||1,α,N+f ≤ C

 ∑
i=1,2,3
Fi + ||h||1,α,N+f + ||U
♯||H1(N+f ) + ||F
♯||L3(N+f )


where C is a positive constant depending on µ, M, ||A||α,N+f , ||d||Lq(N+f ) with q =
3
1−α and N+f
and Fi for i = 1, 2, 3 are constants given in Lemma 3.10.
We will prove Lemma 3.9 and Lemma 3.10 using the method of freezing the coefficients
(Korn’s device of freezing the coefficients) (see [15, Chapter 3]). Since N+f is a Lipshitz domain,
U ♯ ∈ Cβ(N+f ) and U ♯ ∈ C1,α(N+f ) can be proved by showing that (i) there are positive
constants C and R such that∫
Dt(x0)
|DU ♯|2 ≤ Ct3−2+2β for any 0 < t < R(3.2.17)
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for all x0 ∈ N+f , and (ii) there are positive constants C and R such that∫
Dt(x0)
|DU ♯ − (DU ♯)x0,t|2 ≤ Ct3+2α for any 0 < t < R(3.2.18)
for all x0 ∈ N+f where Dt(x0) := Bt(x0) ∩ N+f with Bt(x0) := {x ∈ R3 : |x − x0| < t} and
(DU ♯)x0,t :=
1
|Dt(x0)|
∫
Dt(x0)
DU ♯. We prove (i) and (ii) by obtaining (3.2.17) and (3.2.18) at
each point x0 in N+f for C and R independent of x0 using the method of freezing the coefficients.
When we do this, there exists some difficulty. For the case of x0 ∈ N+f or Γf ∪Γ+w ∪Γex, we can
obtain the integral estimates for the fixed coefficients equation using the Cacciopolli inequality
and the quotient difference method, and obtain (3.2.17) and (3.2.18) at x0 ∈ N+f or Γf∪Γ+w∪Γex
using these estimates and the method of freezing the coefficients (see [1, Chapter 6]). But for
the case of x0 ∈ Γf ∩ Γ+w or Γ+w ∩ Γex, we cannot obtain the integral estimates for the fixed
coefficients equation using the Cacciopolli inequality and the quotient difference method. Thus,
we cannot obtain (3.2.17) and (3.2.18) at x0 ∈ Γf ∩ Γ+w or Γ+w ∩ Γex using the standard method
of freezing the coefficients. We resolve this difficulty by developing some reflection argument
that holds for a linear boundary value problem on a Lipschitz domain whose all corners are
perpendicular for an elliptic system whose the domain part of principal coefficients is diagonal
with respect to the coordinate systems representing the walls near the corners of the domain.
This will be seen in the proof of Lemma 3.9 and Lemma 3.10.
Hereafter, we use the following notation:
div(r,θ,ϕ) := (e1∂r + e2∂θ + e3∂ϕ)·, D(r,θ,ϕ) := e1∂r + e2∂θ + e3∂ϕ
T : a one dimensional torus with period 2π,
N+,∗a := {(r, θ, ϕ) ∈ R3 | a < r < r1, 0 < θ < θ1, ϕ ∈ T},
Γ∗a := {(r, θ, ϕ) ∈ R3 | r = a, 0 < θ < θ1, ϕ ∈ T},
Γ+,∗w,a := {(r, θ, ϕ) ∈ R3 | a < r < r1, θ = θ1, ϕ ∈ T} for 0 < a < r1
Γ+,∗w := {(r, θ, ϕ) ∈ R3 | f(θ1) < r < r1, θ = θ1, ϕ ∈ T},
Γ∗ex := {(r, θ, ϕ) ∈ R3 | r = r1, 0 < θ < θ1, ϕ ∈ T}
r, t : a radius of a ball in the spherical coordinate system,
B∗r (x
∗) := {(r, θ, ϕ) ∈ R+ × [0, π]× T : |r − r∗|2 + |θ − θ∗|2 + |ϕ− ϕ∗|2 < r2},
D∗r (x
∗) := B∗r (x
∗) ∩ N+,∗
f(θ1)
for x∗ = (r∗, θ∗, ϕ∗) ∈ R+ × (0, π) × T.
To prove Lemma 3.9 and Lemma 3.10, we prove the following lemma.
Lemma 3.11. Let x∗0 = (f(θ1), θ1, ϕ0) for some ϕ0 ∈ T. Let 0 < r < min(θ1, π, r1 − f(θ1)).
Suppose that W ∈ H1(D∗r (x∗0)) is a weak solution of
div(r,θ,ϕ)
((
r2 sin θ
ρ+0
∣∣∣∣
r=f(θ1),θ=θ1
I ⊗ e1 ⊗ e1 ⊗ I(3.2.19)
+
sin θ
ρ+0
(
c+0
2
c+0
2 − u+0 2
)
∣∣∣∣∣
r=f(θ1),θ=θ1
I ⊗ e2 ⊗ e2 ⊗ I
+
1
sin θρ+0
(
c+0
2
c+0
2 − u+0 2
)
∣∣∣∣∣
r=f(θ1),θ=θ1
I ⊗ e3 ⊗ e3 ⊗ I
)
D(r,θ,ϕ)W

 = 0 in D∗r (x∗0),
W = 0 on ∂D∗r (x
∗
0) ∩ (Γ∗f(θ1) ∪ Γ
+,∗
w,f(θ1)
).(3.2.20)
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Then for any t such that 0 < t ≤ r, there hold∫
D∗
t
(x∗0)
|D(r,θ,ϕ)W |2 ≤ C
(
t
r
)3 ∫
D∗r (x
∗
0)
|D(r,θ,ϕ)W |2,(3.2.21)
and
∫
D∗
t
(x∗0)
|D(r,θ,ϕ)W − (D(r,θ,ϕ)W )∗x∗0,t|
2 ≤ C
(
t
r
)5 ∫
D∗r (x
∗
0)
|D(r,θ,ϕ)W − (D(r,θ,ϕ)W )∗x∗0 ,r|
2
(3.2.22)
where C is a positive constant depending on µ, M, f(θ1) and θ1 and (D(r,θ,ϕ)W )∗x∗0,r :=
1
|D∗r (x
∗
0)|
∫
D∗r (x
∗
0)
D(r,θ,ϕ)W .
Proof. The result is obtained by using the reflection argument.
Extend (3.2.19) in B∗r (x
∗
0):
div(r,θ,ϕ)
((
r2 sin θ
ρ+0
∣∣∣∣
r=f(θ1),θ=θ1
I ⊗ e1 ⊗ e1 ⊗ I(3.2.23)
+
sin θ
ρ+0
(
c+0
2
c+0
2 − u+0
2 )
∣∣∣∣∣
r=f(θ1),θ=θ1
I ⊗ e2 ⊗ e2 ⊗ I
+
1
sin θρ+0
(
c+0
2
c+0
2 − u+0
2 )
∣∣∣∣∣
r=f(θ1),θ=θ1
I ⊗ e3 ⊗ e3 ⊗ I
)
D(r,θ,ϕ)W

 = 0 in B∗r (x∗0).
Extend a weak solution W of (3.2.19), (3.2.20) in B∗r (x
∗
0):
Wext =


W (r, θ, ϕ) in B∗r (x
∗
0) ∩ {r ≥ f(θ1), θ ≤ θ1}
−W (2f(θ1)− r, θ, ϕ) in B∗r (x∗0) ∩ {r < f(θ1), θ ≤ θ1}
−W (r, 2θ1 − θ, ϕ) in B∗r (x∗0) ∩ {r ≥ f(θ1), θ > θ1}
W (2f(θ1)− r, 2θ1 − θ, ϕ) in B∗r (x∗0) ∩ {r < f(θ1), θ > θ1}
Then Wext ∈ H1(B∗r (x∗0)). There exists a unique weak solution of (3.2.23),
W =Wext on ∂B
∗
r (x
∗
0).(3.2.24)
We denote the weak solution of (3.2.23), (3.2.24) by W .
One can check that −W (2f(θ1) − r, θ, ϕ) and −W (r, 2θ1 − θ, ϕ) are also weak solutions of
(3.2.23), (3.2.24). By this fact and the uniqueness of weak solutions of (3.2.23), (3.2.24),
W (r, θ, ϕ) = −W (2f(θ1)− r, θ, ϕ) = −W (r, 2θ1 − θ, ϕ) in B∗r (x∗0).(3.2.25)
From (3.2.25), we have W = 0 on ∂D∗r (x
∗
0) ∩ (Γ∗f(θ1) ∪ Γ
+,∗
w,f(θ1)
). By this fact and the fact that
W is a unique weak solution of (3.2.23), (3.2.24), W is a weak solution of (3.2.19),
W =

W on ∂D
∗
r (x
∗
0) \ (Γ∗f(θ1) ∪ Γ
+,∗
w,f(θ1)
),
0 on ∂D∗r (x
∗
0) ∩ (Γ∗f(θ1) ∪ Γ
+,∗
w,f(θ1)
).
By the uniqueness of weak solutions of (3.2.19) satisfying W = Wext on ∂D
∗
r (x
∗
0) \ (Γ∗f(θ1) ∪
Γ+,∗
w,f(θ1)
) and W = 0 on ∂D∗r (x
∗
0) ∩ (Γ∗f(θ1) ∪ Γ
+,∗
w,f(θ1)
), we have
W =W in D∗r (x
∗
0).(3.2.26)
By [15, Theorem 2.1, Chapter 3], W satisfies for any 0 < t ≤ r,∫
B∗
t
(x∗0)
|D(r,θ,ϕ)W |2 ≤ C
(
t
r
)3 ∫
B∗r (x
∗
0)
|D(r,θ,ϕ)W |2(3.2.27)
28 YONG PARK
and ∫
B∗
t
(x∗0)
|D(r,θ,ϕ)W − (D(r,θ,ϕ)W )∗∗x˜∗0 ,t|
2(3.2.28)
≤ C
(
t
r
)5 ∫
B∗r (x
∗
0)
|D(r,θ,ϕ)W − (D(r,θ,ϕ)W )∗∗x˜∗0 ,r|
2
where C is a positive constant depending on µ, M, f(θ1) and θ1 and (D(r,θ,ϕ)W )∗∗x∗0 ,r :=
1
|B∗r (x
∗
0)|
∫
B∗r (x
∗
0)
D(r,θ,ϕ)W . By (3.2.25) and (3.2.26), we obtain from (3.2.27) and (3.2.28) for
any 0 < t ≤ r,
4
∫
D∗
t
(x∗0)
|D(r,θ,ϕ)W |2 ≤ 4C
(
t
r
)3 ∫
D∗r (x
∗
0)
|D(r,θ,ϕ)W |2
and
4
∫
D∗
t
(x∗0)
|D(r,θ,ϕ)W − (D(r,θ,ϕ)W )∗x∗0 ,t|
2
≤ 4C
(
t
r
)5 ∫
D∗r (x
∗
0)
|D(r,θ,ϕ)W − (D(r,θ,ϕ)W )∗x∗0,r|
2
where we used
(D(r,θ,ϕ)W )
∗∗
x∗0 ,r
=
1
|B∗r (x∗0)|
∫
B∗r (x
∗
0)
D(r,θ,ϕ)W =
1
|D∗r (x∗0)|
∫
D∗r (x
∗
0)
D(r,θ,ϕ)W .
This finishes the proof. 
The following Corollary is obtained from Lemma 3.11 in the same way that Corollary 3.11 is
obtained from Lemma 3.10 in [17]. We omit the proof.
Corollary 3.12. Suppose that W is as in Lemma 3.11. Let U˜∗ be any function in H1(D∗r (x
∗
0))
for 0 < r < min(θ1, π, r1 − f(θ1)). Then for any t and r such that 0 < t ≤ r < min(θ1, π, r1 −
f(θ1)), there hold∫
D∗
t
(x∗0)
|D(r,θ,ϕ)U˜∗|2 ≤ C
((
t
r
)3 ∫
D∗r (x
∗
0)
|D(r,θ,ϕ)U˜∗|2 +
∫
D∗r (x
∗
0)
|D(r,θ,ϕ)(U˜∗ −W)|2
)
and∫
D∗
t
(x∗0)
|D(r,θ,ϕ)U˜∗ − (D(r,θ,ϕ)U˜∗)∗x∗0 ,t|
2
≤ C
((
t
r
)5 ∫
D∗r (x
∗
0)
|D(r,θ,ϕ)U˜∗ − (D(r,θ,ϕ)U˜∗)∗x∗0 ,r|
2
+
∫
D∗r (x
∗
0)
|D(r,θ,ϕ)(U˜∗ −W)|2
)
where C is a positive constant depending on µ, M, f(θ1) and θ1.
We first prove Lemma 3.9.
Proof of Lemma 3.9. We prove Lemma 3.9 by proving that (3.2.17) holds for all x0 ∈ N+f for
some positive constants C and R.
1. Transform (3.2.13), (3.2.14) into a problem in N+
f(θ1)
.
Define a map
Π∗ab(r, θ, ϕ) := (
r1 − b
r1 − a(r − a) + b, θ, ϕ)(3.2.29)
for 0 < a, b < r1. Then Π
∗
ab(r, θ, ϕ) maps (a, r1)×(0, θ1)×T to (b, r1)×(0, θ1)×T. Π∗ab naturally
induces a map from N+a to N+b as a map between two cartesian coordinate systems. Denote
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this map by Πab. Using Π := Πf(θ)f(θ1), we transform the boundary value problem (3.2.13),
(3.2.14) into the following boundary value problem
divy(A˜DyU˜
♯)− d˜U˜ ♯ = F˜ ♯ in N+
f(θ1)
,(3.2.30)
U˜ ♯ = 0 on ∂N+
f(θ1)
(3.2.31)
where A˜ := 1
det(∂Π
∂x
)
(∂Π∂x )
T (A ◦Π−1)(∂Π∂x ), d˜ := d◦Π
−1
det(∂Π
∂x
)
, U˜ ♯ := U ♯ ◦Π−1, F˜ ♯ := F ♯◦Π−1
det(∂Π
∂x
)
and x and
y are the cartesian coordinate systems for N+f and N+f(θ1), respectively.
2. Transform the weak formulation of (3.2.30), (3.2.31) near x0 ∈ Γf(θ1) ∩ Γ+w into the weak
formulation of the spherical coordinate representation of (3.2.30), (3.2.31).
Write (3.2.30), (3.2.31) in the form∫
N+
f(θ1)
A˜DyU˜
♯Dyξ + d˜U˜
♯ξ = −
∫
N+
f(θ1)
F˜ ♯ξ(3.2.32)
for all ξ ∈ H10 (N+f(θ1)). Let (r˜, θ˜, ϕ˜) be the spherical coordinate system for y and Ξ be the map
from y to (r˜, θ˜, ϕ˜). Choose any x∗0 := (f(θ1), θ1, ϕ0) for some ϕ0 ∈ T and set ξ = 0 outside of
Ξ−1(D∗r (x
∗
0)) for 0 < r < min(θ1, π, r1 − f(θ1)) in (3.2.32). Then we obtain∫
Ξ−1(D∗r (x
∗
0))
A˜DyU˜
♯Dyξ + d˜U˜
♯ξ = −
∫
Ξ−1(D∗r (x
∗
0))
F˜ ♯ξ
for all ξ ∈ H10 (Ξ−1(D∗r (x∗0))). Using Ξ, transform this equation. Then we have∫
D∗r (x
∗
0)
1
det M˜
M˜T A˜ ◦ Ξ−1M˜D(r˜,θ˜,ϕ˜)U˜∗D(r˜,θ˜,ϕ˜)ξ + d˜∗U˜∗ξ = −
∫
D∗r (x
∗
0)
F˜ ∗ξ(3.2.33)
for all ξ ∈ H10 (D∗r (x∗0)) where U˜∗ = U˜ ♯ ◦ Ξ−1, d˜∗ = d˜◦Ξ
−1
det M˜
, F˜ ∗ = F˜
♯◦Ξ−1
det M˜
and M˜ = ∂Ξ∂y .
3. Obtain (3.2.17) at x0 ∈ Γf ∩ Γ+w .
Rewrite (3.2.33) as∫
D∗r (x
∗
0)
1
det M˜
M˜TA ◦ Ξ−1M˜D(r˜,θ˜,ϕ˜)U˜∗D(r˜,θ˜,ϕ˜)ξ
=
∫
D∗r (x
∗
0)
(
1
det M˜
M˜TA ◦ Ξ−1M˜ − 1
det M˜
M˜T A˜ ◦ Ξ−1M˜)D(r˜,θ˜,ϕ˜)U˜∗D(r˜,θ˜,ϕ˜)ξ − d˜∗U˜∗ξ − F˜ ∗ξ
for all ξ ∈ H10 (D∗r (x∗0)). Fix the principal coefficients of the left-hand side of the resultant
equation at x∗0. Then we obtain
(3.2.34)
∫
D∗r (x
∗
0)
(
1
det M˜
M˜TA ◦ Ξ−1M˜)(x∗0)D(r˜,θ˜,ϕ˜)U˜∗D(r˜,θ˜,ϕ˜)ξ
=
∫
D∗r (x
∗
0)
((
1
det M˜
M˜TA ◦ Ξ−1M˜)(x∗0)−
1
det M˜
M˜TA ◦ Ξ−1M˜)D(r˜,θ˜,ϕ˜)U˜∗D(r˜,θ˜,ϕ˜)ξ
+ (
1
det M˜
M˜TA ◦ Ξ−1M˜ − 1
det M˜
M˜T A˜ ◦ Ξ−1M˜)D(r˜,θ˜,ϕ˜)U˜∗D(r˜,θ˜,ϕ˜)ξ − d˜∗U˜∗ξ − F˜ ∗ξ
for all ξ ∈ H10 (D∗r (x˜∗0)). Using the argument in Appendix, it can be checked that ( 1det M˜ M˜TA ◦
Ξ−1M˜)(x∗0) is equal to the principal coefficients of the equation in (3.2.19).
Let W be the weak solution of
div(r˜,θ˜,ϕ˜)((
1
det M˜
M˜TA ◦ Ξ−1M˜ )(x∗0)D(r˜,θ˜,ϕ˜)W ) = 0 in D∗r (x∗0),(3.2.35)
W =
{
U˜∗ on ∂D∗r (x
∗
0) ∩ N+,∗f(θ1),
0 on ∂D∗r (x
∗
0) ∩ (Γ∗f(θ1) ∪ Γ
+,∗
w,f(θ1)
).
(3.2.36)
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Subtract the weak formulation of (3.2.35), (3.2.36) from (3.2.34) and then take ξ = V to the
resultant equation. Then we obtain∫
D∗r (x
∗
0)
(
1
det M˜
M˜TA ◦ Ξ−1M˜)(x∗0)D(r˜,θ˜,ϕ˜)V D(r˜,θ˜,ϕ˜)V
=
∫
D∗r (x
∗
0)
((
1
det M˜
M˜TA ◦ Ξ−1M˜)(x∗0)−
1
det M˜
M˜TA ◦ Ξ−1M˜)D(r˜,θ˜,ϕ˜)U˜∗D(r˜,θ˜,ϕ˜)V
+ (
1
det M˜
M˜TA ◦ Ξ−1M˜ − 1
det M˜
M˜T A˜ ◦ Ξ−1M˜)D(r˜,θ˜,ϕ˜)U˜∗D(r˜,θ˜,ϕ˜)V − d˜∗U˜∗V − F˜ ∗V
where V := U˜∗ −W ∈ H10 (D∗r (x∗0)). Using the Sobolev and Ho¨lder inequality, we obtain from
this equation
(3.2.37)
∫
D∗r (x
∗
0)
|D(r˜,θ˜,ϕ˜)V |2 ≤ C
(
(τ21 (r) + τ
2
2 (r))
∫
D∗r (x
∗
0)
|D(r˜,θ˜,ϕ˜)U˜∗|2
+(
∫
D∗r (x
∗
0)
|d˜∗|3) 23
∫
D∗r (x
∗
0)
|U˜∗|2 + (
∫
D∗r (x
∗
0)
|F˜ ∗| 65 ) 53
)
where
τ1(r) = sup
x∗,y∗∈N+,∗f
|x∗−y∗|≤r
|( 1
det M˜
M˜TA ◦ Ξ−1M˜)(x∗)− ( 1
det M˜
M˜TA ◦ Ξ−1M˜ )(y∗)|
and
τ2(r) := sup
|θ−θ1|≤r
{|f(θ)− f(θ1)|+ |f ′(θ)|}
(note that f ′(θ1) = 0). By Corollary 3.12 and (3.2.37), we have for any 0 < t ≤ r,
∫
D∗
t
(x∗0)
|D(r˜,θ˜,ϕ˜)U˜∗|2 ≤ C
(((
t
r
)3
+ τ21 (r) + τ
2
2 (r)
)∫
D∗r (x
∗
0)
|D(r˜,θ˜,ϕ˜)U˜∗|2
+ (
∫
D∗r (x
∗
0)
|d˜∗|3) 23
∫
D∗r (x
∗
0)
|U˜∗|2 + (
∫
D∗r (x
∗
0)
|F˜ ∗| 65 ) 53
)
.
Using the Ho¨lder and Poincare´ inequality, we get from this inequality
(3.2.38)
∫
D∗
t
(x∗0)
|D(r˜,θ˜,ϕ˜)U˜∗|2 ≤ C
(((
t
r
)3
+ τ21 (r) + τ
2
2 (r)
)∫
D∗r (x
∗
0)
|D(r˜,θ˜,ϕ˜)U˜∗|2
+(
∫
D∗r (x
∗
0)
|d˜∗|3) 23 r2
∫
D∗r (x
∗
0)
|D(r˜,θ˜,ϕ˜)U˜∗|2 + (
∫
D∗r (x
∗
0)
|F˜ ∗|p) 2p r3−2+2β
)
where β = 2− 3p ∈ (0, 1) if p ∈ (32 , 3).
Depending on the value of β, we consider two cases.
Case 1: 3− 2 + 2β ≤ 2.
Apply Lemma 2.1 in [15, Chapter 3] to (3.2.38). Then we obtain that there exists R1 ∈
(0,min(θ1, π, r1 − f(θ1))) such that for any 0 < r ≤ R1,∫
D∗r (x
∗
0)
|D(r˜,θ˜,ϕ˜)U˜∗|2 ≤ Cr3−2+2β
(∫
D∗R1
(x∗0)
|D(r˜,θ˜,ϕ˜)U˜∗|2 + (
∫
D∗R1
(x∗0)
|F˜ ∗|p) 2p
)
.(3.2.39)
Case 2: 3− 2 + 2β > 2.
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As in the Case 1, we apply Lemma 2.1 in [15, Chapter 3] to (3.2.38). Then we obtain that
there exists R2 ∈ (0,min(θ1, π, r1 − f(θ1))) such that for any 0 < r ≤ R2,∫
D∗r (x
∗
0)
|D(r˜,θ˜,ϕ˜)U˜∗|2 ≤ Cr2
(∫
D∗R2
(x∗0)
|D(r˜,θ˜,ϕ˜)U˜∗|2 + (
∫
D∗R2
(x∗0)
|F˜ ∗|p) 2p
)
.
Substitute this into (3.2.38). After then apply Lemma 2.1 in [15, Chapter 3] again. Then we
obtain that there exists R3 ≤ R2 such that for any 0 < r ≤ R3, (3.2.39) holds with R1 replaced
by R2.
From this result, we obtain that for any β ∈ (0, 1), there exists R > 0 such that∫
Dt(x0)
|DU ♯|2 ≤ Ct3−2+2β
(
||U ♯||2
H1(N+f )
+ ||F ♯||2
Lp(N+f )
)
for any 0 < t < R
for x0 ∈ Γf ∩ Γ+w . Since F ♯ ∈ Cα(1−α,Γ+w)(N
+
f ) for α ∈ (23 , 1), F ♯ ∈ L3(N+f ). This implies that
F ♯ ∈ Lp(N+f ) for any β ∈ (0, 1) where p = 32−β . Hence, we obtain (3.2.17) with C replaced by
C1 = C(||U ♯||2H1(N+f ) + ||F
♯||2
Lp(N+f )
) for x0 ∈ Γf ∩ Γ+w .
4. When x0 is in Γ
+
w ∩Γex, we obtain (3.2.17) with C replaced by C1 using similar arguments
without the process of transforming N+f into N+f(θ1). When x0 is in N
+
f or Γf ∪Γ+w ∪Γex and far
away from the corners Γf ∩ Γ+w and Γ+w ∩ Γex, we obtain (3.2.17) with C replaced by C1 using
the standard method of freezing the coefficients. When x0 is in N+f or Γf ∪ Γ+w ∪ Γex and near
Γf ∩Γ+w or Γ+w ∩Γex, we obtain (3.2.17) with C replaced by C1 using the arguments in the proof
of [16, Theorem 5.21] and arguments similar to the ones in Step 1-Step 3 above. Combining
these results, we obtain that there exist a positive constant R such that U ♯ satisfies (3.2.17) for
all x0 ∈ N+f for C = C1. This finishes the proof. 
Next, we prove Lemma 3.10. We prove Lemma 3.10 using the method of freezing the co-
efficients and the reflection arguments in the proof of Lemma 3.9. When we do this, there
exists some problem: since F ♯ is not in Lp(N+f ) for q = 31−α nor has the form divG with
G ∈ Cα(N+f ), we cannot get the power of t required in (3.2.18) from the integral estimate of F ♯
directly. We obtain this power by delivering θ-derivatives imposed on some functions in F ♯ to
the functions multiplied to those functions in the integral form of F ♯ using integration by parts
and estimating the resultant integral form of F ♯. To make our argument clear, we present the
detailed proof.
Proof of Lemma 3.10. Using (3.2.4), write (3.2.13), (3.2.14) in the form∫
N+f
ADU ♯Dξ + dU ♯ξ =
∫
N+f
∑
i
Ai∂r(B
i −Bi(x0))ξϕ +
∑
i
Ci∂θ(D
i −Di(x0))ξϕ
+ E
∂θ(F sin θ)
sin θ
ξϕ + div(ADh)ξ − dhξ
for all ξ ∈ H10 (N+f ) where ξϕ = ξ · eϕ. Using integration by parts, we change this equation into∫
N+f
ADU ♯Dξ + dU ♯ξ =
∫
N+f
−
∑
i
(
∂rA
i(Bi −Bi(x0))ξϕ +Ai(Bi −Bi(x0)) 1
r2
∂r(r
2ξϕ)
)
−
∑
i
(
∂θC
i(Di −Di(x0))ξϕ + Ci(Di −Di(x0)) 1
sin θ
∂θ(ξϕ sin θ)
)
+ E
∂θ(F sin θ)
sin θ
ξϕ −ADhDξ − dhξ
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for all ξ ∈ H10 (N+f ). Using Π defined in Step 1 in the proof of Lemma 3.9, transform this
equation. Then we obtain∫
N+
f(θ1)
A˜DU˜ ♯Dξ + d˜U˜ ♯ξ =
∫
N+
f(θ1)
(a)
1
det(dydx )
− A˜Dh˜Dξ − d˜h˜ξ
for all ξ ∈ H10 (N+f(θ1)) where
(a) =−
∑
i
(
∂r˜
∂r
∂r˜A˜
i(B˜i −Bi(x0))ξϕ + A˜i(B˜i −Bi(x0)) 1
r2
∂r˜
∂r
∂r˜(r
2ξϕ)
)
−
∑
i
(
(
∂r˜
∂θ
∂r˜ + ∂θ˜)C˜
i(D˜i −Di(x0))ξϕ + C˜i(D˜i −Di(x0)) 1
sin θ˜
(
∂r˜
∂θ
∂r˜ + ∂θ˜)(ξϕ sin θ˜)
)
+ E˜
1
sin θ˜
(
∂r˜
∂θ
∂r˜ + ∂θ˜)(F˜ sin θ˜)ξϕ,
A˜, d˜ and U˜ ♯ are functions given below (3.2.31),
A˜i := Ai ◦Π−1, B˜i := Bi ◦Π−1, C˜i := Ci ◦ Π−1,
D˜i = Di ◦Π−1, E˜ := E ◦ Π−1, F˜ := F ◦ Π−1, h˜ = h ◦ Π−1,
x is the cartesian coordinate representing N+f , y = Π(x) and (r, θ, ϕ) and (r˜, θ˜, ϕ˜) are the
spherical coordinate systems for x and y, respectively. As we did in Step 2 in the proof of Lemma
3.9, set ξ = 0 outside of Ξ−1(D∗r (x
∗
0)) for 0 < r < min(θ1, π, r1−f(θ1)) where x∗0 = (f(θ1), θ1, ϕ0)
for some ϕ0 ∈ T and then transform this equation using Ξ. Then we obtain∫
D∗r (x
∗
0)
1
det M˜
M˜T A˜ ◦ Ξ−1M˜D(r˜,θ˜,ϕ˜)U˜∗D(r˜,θ˜,ϕ˜)ξ + d˜∗U˜∗ξ
=
∫
D∗r (x
∗
0)
(a)
r˜2 sin θ˜
det(dydx )
−
(
1
det M˜
M˜T A˜ ◦ Ξ−1M˜D(r˜,θ˜,ϕ˜)h˜∗ − (
1
det M˜
M˜T A˜ ◦ Ξ−1M˜D(r˜,θ˜,ϕ˜)h˜∗)(x∗0)
)
D(r˜,θ˜,ϕ˜)ξ − d˜∗h˜∗ξ
for all ξ ∈ H10 (D∗r (x∗0)) where U˜∗, d˜∗, and M˜ are functions defined below (3.2.33) and we
used div(r˜,θ˜,ϕ˜)
(
( 1
det M˜
M˜T A˜ ◦ Ξ−1M˜D(r˜,θ˜,ϕ˜)h˜∗)(x∗0)
)
= 0. Fix the principal coefficients of the
left-hand side of the above equation. Then we get∫
D∗r (x
∗
0)
(
1
det M˜
M˜TA ◦ Ξ−1M˜)(x∗0)D(r˜,θ˜,ϕ˜)U˜∗D(r˜,θ˜,ϕ˜)ξ
=
∫
D∗r (x
∗
0)
((
1
det M˜
M˜TA ◦ Ξ−1M˜)(x∗0)−
1
det M˜
M˜TA ◦ Ξ−1M˜ )D(r˜,θ˜,ϕ˜)U˜∗D(r˜,θ˜,ϕ˜)ξ
+ (
1
det M˜
M˜TA ◦ Ξ−1M˜ − 1
det M˜
M˜T A˜ ◦ Ξ−1M˜)D(r˜,θ˜,ϕ˜)U˜∗D(r˜,θ˜,ϕ˜)ξ − d˜∗U˜∗ξ
+ (a)
r˜2 sin θ˜
det(dydx )
−
(
1
det M˜
M˜T A˜ ◦ Ξ−1M˜D(r˜,θ˜,ϕ˜)h˜∗ − (
1
det M˜
M˜T A˜ ◦ Ξ−1M˜D(r˜,θ˜,ϕ˜)h˜∗)(x∗0)
)
D(r˜,θ˜,ϕ˜)ξ − d˜∗h˜∗ξ
for all ξ ∈ H10 (D∗r (x∗0)).
LetW be the weak solution of (3.2.35), (3.2.36). As we did in Step 3 in the proof of Lemma
3.9, subtracting the weak formulation of (3.2.35), (3.2.36) from the above equation. And then
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take ξ = V where V = U˜∗ −W to the resultant equation. Then we have∫
D∗r (x
∗
0)
(
1
det M˜
M˜TA ◦ Ξ−1M˜)(x∗0)D(r˜,θ˜,ϕ˜)V D(r˜,θ˜,ϕ˜)V
=
∫
D∗r (x
∗
0)
((
1
det M˜
M˜TA ◦ Ξ−1M˜)(x∗0)−
1
det M˜
M˜TA ◦ Ξ−1M˜)D(r˜,θ˜,ϕ˜)U˜∗D(r˜,θ˜,ϕ˜)V
+ (
1
det M˜
M˜TA ◦ Ξ−1M˜ − 1
det M˜
M˜T A˜ ◦ Ξ−1M˜)D(r˜,θ˜,ϕ˜)U˜∗D(r˜,θ˜,ϕ˜)V − d˜∗U˜∗V
−
(∑
i
(
∂r˜
∂r
∂r˜A˜
i(B˜i −Bi(x0))Vϕ + A˜i(B˜i −Bi(x0)) 1
r2
∂r˜
∂r
∂r˜(r
2Vϕ)
)
−
∑
i
(
(
∂r˜
∂θ
∂r˜ + ∂θ˜)C˜
i(D˜i −Di(x0))Vϕ + C˜i(D˜i −Di(x0)) 1
sin θ˜
(
∂r˜
∂θ
∂r˜ + ∂θ˜)(Vϕ sin θ˜)
)
+ E˜
1
sin θ˜
(
∂r˜
∂θ
∂r˜ + ∂θ˜)(F˜ sin θ˜)Vϕ
)
r˜2 sin θ˜
det(dydx )
−
(
1
det M˜
M˜T A˜ ◦ Ξ−1M˜D(r˜,θ˜,ϕ˜)h˜∗ − (
1
det M˜
M˜T A˜ ◦ Ξ−1M˜D(r˜,θ˜,ϕ˜)h˜∗)(x∗0)
)
D(r˜,θ˜,ϕ˜)V − d˜∗h˜∗V
where Vϕ = V · eϕ. Using the Sobolev and Ho¨lder inequality and the facts that A ∈ Cα(N+f ),
f ∈ C1,α(Λ), h ∈ C1,α(N+f ) and∫
D∗r (x
∗
0)
| 1
r2
∂r˜(r
2Vϕ)|2,
∫
D∗r (x
∗
0)
| 1
sin θ˜
∂θ˜(Vϕ sin θ˜)|2 ≤ C
∫
D∗r (x
∗
0)
|D(Vϕeϕ)|2 (See (5.0.7))
≤ C
∫
D∗r (x
∗
0)
|D(r˜,θ˜,ϕ˜)V |2
we obtain from the above equation
(3.2.40)
∫
D∗r (x
∗
0)
|D(r,θ,ϕ)V |2 ≤ C
(
r2α
∫
D∗r(x
∗
0)
|D(r,θ,ϕ)U˜∗|2
+(
∫
D∗r (x
∗
0)
|d˜∗|q) 2q r2α
∫
D∗r (x
∗
0)
|U˜∗|2 + r3+2αF ♭
)
for q = 31−α where
F ♭ =
∑
i
||Bieθ||2α,N+f ||A
i||2
W 1,3(N+f )∩L
∞(N+f )
+
∑
i
||Di||2
α,N+f
||Ci||2
W 1,3(N+f )∩L
∞(N+f )
+ ||E∂θ(F sin θ)
sin θ
eϕ||2Lq(N+f ) + ||h||
2
1,α,N+f
with || · ||W 1,3(Ω)∩L∞(Ω) := || · ||W 1,3(Ω) + || · ||L∞(Ω). By Corollory 3.12 and (3.2.40), we have for
any 0 < t ≤ r,
(3.2.41)
∫
D∗
t
(x∗0)
|D(r˜,θ˜,ϕ˜)U˜∗ − (D(r˜,θ˜,ϕ˜)U˜∗)∗x∗0 ,t|
2
≤ C
((
t
r
)5 ∫
D∗r (x˜0)
|D(r˜,θ˜,ϕ˜)U˜∗ − (D(r˜,θ˜,ϕ˜)U˜∗)∗x∗0 ,r|
2
+r2α
∫
D∗r (x
∗
0)
|D(r˜,θ˜,ϕ˜)U˜∗|2 + r2α
∫
D∗r (x
∗
0)
|U˜∗|2 + r3+2αF ♭
)
.
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In the proof of Lemma 3.9, we showed that for any ε ∈ (0, 1), there exists R4 > 0 such that∫
D∗r (x
∗
0)
|D(r˜,θ˜,ϕ˜)U˜∗|2 ≤ Cr3−2ε(||U ♯||2H1(N+f ) + ||F
♯||2
L3(N+f )
) for any 0 < r ≤ R4.
Using this inequality and U ♯ ∈ C0(N+f ) obtained from Lemma 3.9, we apply Lemma 2.1 in [15,
Chapter 3] to (3.2.41). Then we obtain
(3.2.42)
∫
D∗r (x
∗
0)
|D(r˜,θ˜,ϕ˜)U˜∗ − (D(r˜,θ˜,ϕ˜)U˜∗)∗x∗0 ,r|
2
≤ C(||U ♯||2
H1(N+f )
+ ||F ♯||2
L3(N+f )
+ F ♭)r3+2α−2ε for any 0 < r < R5
for a constant R5 > 0.
When x∗0 is in Γ
+.∗
w ∩ Γ∗ex, we obtain (3.2.42) using similar argument without the process of
transforming N+f to N+f(θ1). When x∗0 is in N
+,∗
f ∩ {θ ≥ θ13 } or (Γ∗f ∪ Γ+,∗w ∪ Γ∗ex) ∩ {θ ≥ θ13 }
and far away from the corners Γ∗f ∩ Γ+,∗w and Γ+,∗w ∩ Γ∗ex, we obtain (3.2.42) using the standard
method of freezing coefficients to the spherical coordinate representation of (3.2.13), (3.2.14)
with integration by parts argument above. When x∗0 is inN+,∗f ∩{θ ≥ θ13 } or Γ∗f∪Γ+,∗w ∪Γ∗ex∩{θ ≥
θ1
3 } and near Γ∗f∩Γ+∗w or Γ+,∗w ∩Γ∗ex, we obtain (3.2.42) using the arguments in [16, Theorem 5.21]
and arguments similar to the ones above. Then we obtain DU ♯ ∈ Cα−ε([f(θ), r1]× [θ13 , θ1]×T).
When x0 is in N+f ∩ {θ ≤ 2θ13 } or (Γf ∪ Γ+w ∪ Γex)∩ {θ ≤ 2θ13 }, we obtain (3.2.18) with α and C
replaced by α− ε for any ε ∈ (0, 1) and C(||U ♯||2
H1(N+f )
+ ||F ♯||2
L3(N+f )
+F ♭) using the standard
method of freezing coefficients to (3.2.13), (3.2.14) with integration by parts argument above.
Note that if we estimate the integral form of F ♯ using integration by parts argument above,
then there is no singularity issue. From this result, we obtain DU ♯ ∈ Cα−ε(N+f ∩ {θ ≤ 2θ13 }).
Combining these two regularity results for DU ♯, we obtain DU ♯ ∈ Cα−ε(N+f ).
Using the regularity result for DU ♯ and U ♯ ∈ C0(N+f ), we obtain from (3.2.41)
(3.2.43)
∫
D∗
t
(x∗0)
|D(r˜,θ˜,ϕ˜)U˜∗ − (D(r˜,θ˜,ϕ˜)U˜∗)∗x∗0 ,t|
2
≤ C
((
t
r
)5 ∫
D∗r (x
∗
0)
|D(r˜,θ˜,ϕ˜)U˜∗ − (D(r˜,θ˜,ϕ˜)U˜∗)∗x∗0,r|
2
+ r3+2α
(
||U ♯||2
H1(N+f )
+ ||F ♯||2
L3(N+f )
+ F ♭
))
(here x∗0 ∈ Γ∗f ∩ Γ+,∗w ). Apply Lemma 2.1 in [15, Chapter 3] to (3.2.43). Then we have
(3.2.44)
∫
D∗r (x
∗
0)
|D(r˜,θ˜,ϕ˜)U˜∗ − (D(r˜,θ˜,ϕ˜)U˜∗)∗x∗0 ,r|
2
≤ C(||U ♯||2
H1(N+f )
+ ||F ♯||2
L3(N+f )
+ F ♭)r3+2α for any 0 < r < R6
for a constant R6 > 0. Using the arguments used when we obtained DU ∈ Cα−ε(N+f ), we
obtain (3.2.44) at x∗0 ∈ N+,∗f ∩ {θ ≥ θ13 } and (3.2.18) with C replaced by C(||U ♯||2H1(N+f ) +
||F ♯||2
L3(N+f )
+F ♭) at x0 ∈ N+f ∩ {θ ≤ 2θ13 }. From this result, we obtain the desired result. This
finishes the proof. 
Using the scailing argument given in the proof of Proposition 3.1 in [2] with the results in
Theorem 5.21 in [16] and Lemma 3.10, we can obtain the following result. We omit the proof.
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Lemma 3.13. Under the assumption as in Lemma 3.5, let U ♯ be a weak solution of (3.2.13),
(3.2.14). Then U ♯ ∈ C2,α
(−1−α,Γ+w)
(N+f ). Furthermore, U ♯ satisfies
||U ♯||(−1−α,Γ+w)
2,α,N+f
≤ C(||F ♯||(1−α,Γ+w)
α,N+f
+ ||U ♯||1,α,N+f )
where C is a positive constant depending on (ρ+0 , u
+
0 , p
+
0 ), γ, N+f and α.
Finally, we prove that the C2,α
(−1−α,Γ+w)
(N+f ) solution of (3.2.13), (3.2.14) is of the form
Ψ(r, θ)eϕ. This statement is proved using the argument as in the proof of Proposition 3.3
in [4] (Method II). Although the arguments to prove this statement are almost same with those
in the proof of Proposition 3.3 in [4] (Method II), since (3.2.13), (3.2.14) is different from the
problem in Proposition 3.3 in [4] and similar arguments will be used later in the proof of Lemma
4.3, we present the detailed proof.
Lemma 3.14. Under the assumption as in Lemma 3.5, the C2,α
(−1−α,Γ+w)
(N+f ) solution of (3.2.13),
(3.2.14) is of the form Ψ(r, θ)eϕ.
Proof. Let U = Urer+Uθeθ+Uϕeϕ be the C
2,α
(−1−α,Γ+w)
(N+f ) solution of (3.2.13), (3.2.14). Then,
(Ur, Uθ, Uϕ) is in (C
2,α
(−1−α,{θ=θ1})
(N+,∗f ))3 satisfying
||Ur||(−1−α,{θ=θ1})
2,α,N+,∗f
, ||Uθ||(−1−α,{θ=θ1})2,α,N+,∗f , ||Uϕ||
(−1−α,{θ=θ1})
2,α,N+,∗f
≤ C||U ||(−1−α,Γ+w)
2,α,N+f
≤ CC∗,(3.2.45)
where C and C∗ are positive constants depending on N+f and α and given in (3.2.12), respec-
tively, and satisfies the following spherical coordinate representation of (3.2.13), (3.2.14)


(
c+0
2
ρ+0 (c
+
0
2
−u+0
2
)
(∆Ur − 2Urr2 − 2r2 sin θ∂θ(Uθ sin θ)− 2r2 sin θ∂ϕUϕ)
− u
+
0
2
ρ+0 (c
+
0
2
−u+0
2
)
1
r2
∂r(r
2∂rUr)− ∂rρ
+
0
ρ+0
2
∂r(rUr)
r
)
= 0,(
c+0
2
ρ+0 (c
+
0
2
−u+0
2
)
(∆Uθ − Uθr2 sin2 θ + 2r2 ∂θUr − 2 cos θr2 sin2 θ∂ϕUϕ)
− u
+
0
2
ρ+0 (c
+
0
2
−u+0
2
)
1
r2
∂r(r
2∂rUθ)− ∂rρ
+
0
ρ+0
2
∂r(rUθ)
r
)
= 0,(
c+0
2
ρ+0 (c
+
0
2
−u+0
2
)
(∆Uϕ − Uϕr2 sin2 θ + 2r2 sin θ∂ϕUr + 2 cos θr2 sin2 θ∂ϕUθ)
− u
+
0
2
ρ+0 (c
+
0
2
−u+0
2
)
1
r2
∂r(r
2∂rUϕ)− ∂rρ
+
0
ρ+0
2 ∂r(rUϕ)
)
= −F(r, θ)
in N+,∗f ,
(3.2.46)
(Ur, Uθ, Uϕ) = (0, 0, 0) on Γ
∗
f ,Γ
+,∗
w ,Γ
∗
ex,
(3.2.47)
where F = F ♯ · eϕ and ∆Uk = 1r2 ∂r(r2∂rUk)+ 1r2 sin θ∂θ(sin θ∂θUk)+ 1r2 sin2 θ∂2ϕUk for k = r, θ, ϕ.
Define
Unk :=
1
2n
2n−1∑
k=0
Uk(r, θ, ϕ +
2πk
2n
)
for k = r, θ, ϕ. Then by the definition of Unk for k = r, θ, ϕ and (3.2.45),
||Unr ||(−1−α,{θ=θ1})2,α,N+,∗f , ||U
n
θ ||(−1−α,{θ=θ1})2,α,N+,∗f , ||U
n
ϕ ||(−1−α,{θ=θ1})2,α,N+,∗f ≤ CC
∗.(3.2.48)
By (3.2.48) and C2,α(−1−α,{θ=θ1})(N
+,∗
f ) ⋐ C
2,α
(−1−α
2
,{θ=θ1})
(N+,∗f ), there exists a subsequence (Unkr ,
Unkθ , U
nk
ϕ ) of (U
n
r , U
n
θ , U
n
ϕ ) such that (U
nk
r , U
nk
θ , U
nk
ϕ ) converges in C
2,α
(−1−α
2
,{θ=θ1})
(N+,∗f ) as nk →
∞. Denote its limit by (U∗r , U∗θ , U∗ϕ). Then (U∗r , U∗θ , U∗ϕ) is independent of ϕ and (U∗r , U∗θ , U∗ϕ) ∈
(C2,α(−1−α,{θ=θ1})(N
+,∗
f ))
3.
36 YONG PARK
Since the coefficients of (3.2.46), F and the boundary conditions in (3.2.47) are independent
of ϕ, (Unr , U
n
θ , U
n
ϕ ) satisfies (3.2.46), (3.2.47) for all n ∈ N∪ {0}. By this fact and the definition
of (U∗r , U
∗
θ , U
∗
ϕ), (U
∗
r , U
∗
θ , U
∗
ϕ) satisfies (3.2.46), (3.2.47). Since (U
∗
r , U
∗
θ , U
∗
ϕ) is independent of ϕ,
(3.2.46) satisfied by (U∗r , U
∗
θ , U
∗
ϕ) is given as


(
c+0
2
ρ+0 (c
+
0
2
−u+0
2
)
( 1
r2
∂r(r
2∂rU
∗
r ) +
1
r2 sin θ∂θ(sin θ∂θU
∗
r )− 2U
∗
r
r2
− 2
r2 sin θ∂θ(U
∗
θ sin θ))
− u
+
0
2
ρ+0 (c
+
0
2
−u+0
2
)
1
r2
∂r(r
2∂rU
∗
r )− ∂rρ
+
0
ρ+0
2
∂r(rU∗r )
r
)
= 0,(
c+0
2
ρ+0 (c
+
0
2
−u+0
2
)
( 1
r2
∂r(r
2∂rU
∗
θ ) +
1
r2 sin θ
∂θ(sin θ∂θU
∗
θ )−
U∗θ
r2 sin2 θ
+ 2
r2
∂θU
∗
r )
− u
+
0
2
ρ+0 (c
+
0
2
−u+0
2
)
1
r2
∂r(r
2∂rU
∗
θ )− ∂rρ
+
0
ρ+0
2
∂r(rU∗θ )
r
)
= 0,(
c+0
2
ρ+0 (c
+
0
2
−u+0
2
)
( 1
r2
∂r(r
2∂rU
∗
ϕ) +
1
r2 sin θ
∂θ(sin θ∂θU
∗
ϕ)− U
∗
ϕ
r2 sin2 θ
)
− u
+
0
2
ρ+0 (c
+
0
2
−u+0
2
)
1
r2
∂r(r
2∂rU
∗
ϕ)− ∂rρ
+
0
ρ+0
2 ∂r(rU
∗
ϕ)
)
= −F(r, θ)
in N+,∗f .
(3.2.49)
Note that the first and second equation of (3.2.49) is not coupled with the third equation of
(3.2.49).
Let Ψ = U∗ϕ. Using the third equation of (3.2.49) and the facts that U
∗
ϕ ∈ C2,α(−1−α,{θ=θ1})(N
+,∗
f )
and F ♯ is an axisymmetric function in Cα
(1−α,Γ+w)
(N+f ), it can be checked that Ψ = ∂θθΨ = 0 on
θ = 0. By this fact and U∗ϕ ∈ C2,α(−1−α,{θ=θ1})(N
+,∗
f ), we have that Ψeϕ ∈ C2,α(−1−α,Γ+w)(N
+
f ). From
(3.2.49) and (3.2.47), one can see that (0, 0, U∗ϕ) is a solution of (3.2.46), (3.2.47). Combining
this fact with the fact that Ψeϕ ∈ C2,α(−1−α,Γ+w)(N
+
f ), we have that Ψeϕ is a C
2,α
(−1−α,Γ+w)
(N+f )
solution of (3.2.13), (3.2.14). By Lemma 3.8, a C2,α
(−1−α,Γ+w)
(N+f ) solution of (3.2.13), (3.2.14) is
unique. Therefore, U = Ψeϕ. This finishes the proof. 
3.3. Initial value problem of a transport equation with an axisymmetric divergence-
free coefficient. The initial value problems of a transport equation in (B′) are of the form
∇× ((Φ+0 +Ψ)eϕ) · ∇Q = 0 in N+f ,(3.3.1)
Q = Qen on Γf(3.3.2)
where Ψeϕ : N+f → R3 and Qen : Γf → R are axisymmetric functions. Here, (3.3.1) is a
transport equation whose coefficient is an axisymmetric and divergence-free vector field. Thus,
the stream function of the coefficient vector field of (3.3.1) can be defined (see (2.4.1)). We find a
solution of (3.3.1), (3.3.2) and obtain the regularity and uniqueness of solutions of (3.3.1), (3.3.2)
using the stream function of the coefficient vector field of (3.3.1) and the solution expression
given by using the stream function in the following lemma.
Lemma 3.15. Suppose that f is as in Lemma 3.2. Let δ6 be a positive constant such that for
such f , if ||∇ × (Ψeϕ)||0,0,N+f ≤ δ6, then
(3.3.3) ∇× ((Φ+0 + Ψ)eϕ) · er > c∗ in N+f and ∇× ((Φ+0 + Ψ)eϕ) · νf > c∗ on Γf
where c∗ is a positive constant depending on ρ+0 , u
+
0 , rs, r1, δ1 and δ6, and νf is the unit normal
vector on Γf pointing toward N+f . Suppose that Ψeϕ : N+f → R3 is an axisymmetric function
in C1,α(N+f ) satisfying
Ψ =
f(θ1)Ψ(f(θ1), θ1)
r
on Γ+w(3.3.4)
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and
||∇ × (Ψeϕ)||0,α,N+f ≤ δ6.(3.3.5)
Suppose finally that Qen : Γf → R is an axisymmetric function in C1,α(−α,∂Γf )(Γf ). Then the
problem (3.3.1), (3.3.2) has a unique axisymmetric C0(N+f ) ∩C1(N+f ) solution
Q = Qen(L) in N+f(3.3.6)
where L = k−1 ◦ V with V = 2πr sin θ(Φ+0 + Ψ) and k(θ) = V (f(θ), θ). Furthermore, this
solution Q satisfies
||Q||(−α,Γ+w)
1,α,N+f
≤ C||Qen||(−α,∂Γf )1,α,Γf
where C is a positive constant depending on ρ+0 , u
+
0 , rs, r1, θ1, α, δ1 and δ6.
Remark 3.16. The existence of δ6 is obtained from the facts that ∇× (Φ+0 eϕ) · er = ρ+0 u+0 > 0
in N+rs−δ1 and νf · er > 0 on Γf for f given in Lemma 3.2.
Remark 3.17. If Ψeϕ satisfies (3.3.3), then V = 2πr sin θ(Φ
+
0 +Ψ) satisfies
∂θV > 0 in N+f \ {θ = 0} and ∂θ(V (f(θ), θ)) > 0 for θ ∈ (0, θ1).
This condition will be used to construct the stream surfaces of ∇× ((Φ+0 +Ψ)eϕ) in N+f in the
proof of Lemma 3.15.
Proof of Lemma 3.15. 1. Construct the stream surfaces of ∇× ((Φ+0 +Ψ)eϕ) in N+f .
Let us define V := 2πr sin θ(Φ+0 +Ψ). By the fact that Ψeϕ and Φ
+
0 eϕ are axisymmetric func-
tions in C1,α(N+f ), V is an axisymmetric function in C1,α(N+f ) (see Lemma 2.8). By (3.3.3),
∂θV > 0 in N+f \ {x = y = 0}. Using these facts, we apply the implicit function theorem
to V . Then we obtain that for any (r♯, θ♯, ϕ♯) ∈ N+,∗f , there exists a unique C1 surface θ =
h(r♯,θ♯,ϕ♯)(r, ϕ) defined near (r
♯, ϕ♯) such that θ♯ = h(r♯,θ♯,ϕ♯)(r
♯, ϕ♯) and V (r, h(r♯ ,θ♯,ϕ♯)(r, ϕ), ϕ) =
V (r♯, θ♯, ϕ♯). Since V is axisymmetric, this surface is axisymmetric. We denote θ = h(r♯,θ♯,ϕ♯)(r, ϕ)
by θ = h(r♯,θ♯)(r).
By V +0 = V
+
0 (f(θ1), θ1) on Γ
+
w and (3.3.4), V = V (f(θ1), θ1) on Γ
+
w. By this fact, V = 0
on N+f ∩ {x = y = 0} and ∂θV > 0 in N+f \ {x = y = 0}, θ = h(r♯,θ♯)(r) is defined until
it reaches Γf or Γex not touching N+f ∩ {x = y = 0} or Γ+w. Note that by the facts that
∂θ(V (f(θ), θ)) > 0 for θ ∈ (0, θ1) and ∂θV (r1, θ) > 0 for θ ∈ (0, θ1) obtained from (3.3.3), the
surface θ = h(r♯,θ♯)(r) intersects with Γf and Γex once, respectively. Collect θ = h(r♯,θ♯)(r) for
all (r♯, θ♯) ∈ (f(θ♯), r1) × (0, θ1), N+f ∩ {x = y = 0} and Γ+w . Then we have the entire level
surfaces of V in N+f . By ∂θV > 0 in N+f \{x = y = 0}, the values of V on distinct level surfaces
of V in N+f are different from each other.
2. Find a solution of (3.3.1), (3.3.2).
By (2.4.5), (3.3.1) can be written as
∇⊥V · ∇Q = 0.(3.3.7)
Using this form of (3.3.1), it can be checked that 1) if Q is in C1(N+f ) and Q = constant on
any curve on any level surface of V in N+f whose ϕ argument is fixed (in the case when a level
surface of V is N+f ∩ {x = y = 0}, Q = constant on N+f ∩ {x = y = 0}), then Q is a solution
of (3.3.1) and that 2) if Q is a C1 solution of (3.3.1), then Q = constant on any curve on any
level surface of V in N+f whose ϕ argument is fixed. Denote the θ-argument of the intersection
points of Γf and the level surface of V in N+f passing through x ∈ N+f by L(x). Since each
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level surface of V in N+f intersects with Γf where the value of V on Γf is equal to the value of
V on the level surface, L(x) is given by
L(x) := k−1 ◦ V (x)
where k(θ) = V (f(θ), θ).
By 2), a C0(N+f ) ∩ C1(N+f ) solution of (3.3.1), (3.3.2) has the form
Q(r, θ, ϕ) =
{
Qen(L(r, θ), ϕ) if (r, θ) ∈ [f(θ), r1]× (0, θ1]
Qen(L(r, 0), 0) if (r, θ) ∈ [f(0), r1]× {0}.
Since Qen is axisymmetric, this can be written as
Q = Qen(L).
Let Q = Qen(L). One can see that Q is a constant on any level surface of V in N+f and satisfies
(3.3.2). Thus, by 1), if Q ∈ C0(N+f ) ∩ C1(N+f ), then Q is a C0(N+f ) ∩ C1(N+f ) solution of
(3.3.1), (3.3.2).
3. Estimate ||Q||(−α,Γ+w)
1,α,N+f
.
Since L ∈ C0(N+f ) and Qen ∈ C0(Γf ), Q is in C0(N+f ). It directly follows from the definition
of Q
||Q||0,0,N+f = ||Qen||0,0,Γf .
Thus, to estimate ||Q||(−α,Γ+w)
1,α,N+f
, it is enough to estimate ||DQ||(1−α,Γ+w)
α,N+f
. We estimate ||DQ||(1−α,Γ+w)
α,N+f
.
By direct computation,
DQ = Q′en(L)DL
= Q′en(L)
DV
(∂rV (f(ϑ), ϑ)f ′(ϑ) + ∂ϑV (f(ϑ), ϑ))|ϑ=L .
To estimate ||DQ||(1−α,Γ+w)
α,N+f
, we estimate ||DL||0,α,N+f . Write DL as
DV
2π sin θ
(∇⊥V )(f(ϑ), ϑ) · νf (ϑ)f2(ϑ)
√
1 +
(
f ′(ϑ)
f(ϑ)
)2∣∣∣∣∣
ϑ=L
· sin θ
sinL
Here, we used the definition of ∇⊥V and the spherical coordinate expression of νf . Using (3.1.1)
and (3.3.3), it is easily seen that
sup
N+f
∣∣∣∣∣∣(∇⊥V )(f(ϑ), ϑ) · νf (ϑ)f2(ϑ)
√
1 +
(
f ′(ϑ)
f(ϑ)
)2∣∣∣∣∣∣
ϑ=L
∣∣∣∣∣∣ > c∗∗(3.3.8)
where c∗∗ is a positive constant depending on c∗, rs and δ1. Using (3.1.1) and (3.3.5), it is also
easily seen that
|| DV
2π sin θ
||0,α,N+f ≤ C(3.3.9)
and
|| (∇⊥V )(f(ϑ), ϑ) · νf (ϑ)f2(ϑ)
√
1 +
(
f ′(ϑ)
f(ϑ)
)2∣∣∣∣∣∣
ϑ=L
||0,α,N+f ≤ C||DL||0,0,N+f(3.3.10)
where Cs are positive constants depending on ρ+0 , u
+
0 , rs, α, δ1 and δ6. By these three estimates,
one can see that to estimate ||DL||0,α,N+f , it is enough to estimate ||
θ
L ||0,α,N+f . To estimate
||DL||0,α,N+f , we prove the following claim.
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Claim. There exists a positive constant C depending on ρ+0 , u
+
0 , rs, r1, θ1, α, δ1 and δ6
such that
|| θL||0,α,N+f ≤ C.(3.3.11)
Proof of Claim. To simplify our argument, we assume that f = rs.
First, we estimate || θL ||0,0,N+rs . By the definition of L,
V (rs,L(r, θ)) = V (r, θ)
for all (r, θ) ∈ [rs, r1]× [0, θ1]. Write this as∫ θ
0
(ρ+0 u
+
0 +∇× (Ψeϕ) · er)(r, ξ)r2 sin ξdξ =
∫ L(r,θ)
0
(ρ+0 u
+
0 +∇× (Ψeϕ) · er)(rs, ξ)r2s sin ξdξ.
By (3.3.3), (3.3.5) and the first equation of (2.2.10), we have from this equation∫ θ
0
c∗r2 sin ξdξ ≤
∫ L(r,θ)
0
(m0 + δ6r
2
s) sin ξdξ.
Using sin θ1θ1 ξ ≤ sin ξ ≤ ξ for ξ ∈ [0, θ1], change sin ξ in the integrands in the left and right-hand
side of the above inequalities to sin θ1θ1 ξ and ξ, respectively, and then integrate the resultant
terms. Then we obtain
sin θ1
θ1
c∗r2
θ2
2
≤ (m0 + δ6r2s)
L2(r, θ)
2
.
From this inequality, we have √
sin θ1
θ1
c∗r2s
m0 + δ6r2s
θ ≤ L(r, θ).
This holds for all (r, θ) ∈ [rs, r1]× [0, θ1]. Hence,
|| θL||0,0,N+rs ≤ C(3.3.12)
where C is a positive constant depending on ρ+0 , u
+
0 , rs, θ1, δ6 and c
∗.
Next, we estimate [ θL ]0,α,N+rs
. By (3.3.12), we can obtain an estimate of [ θL ]0,α,N+rs
by obtaining∣∣∣∣ θL(r, θ) − θ
′
L(r′, θ′)
∣∣∣∣ ≤ Cεα(3.3.13)
for all (r, θ), (r′, θ′) ∈ [rs, r1]× [0, θ1] satisfying ε ≤ ε0 for a positive constant ε0 and a positive
constant C where ε :=
√|r′ − r|2 + |θ′ − θ|2. We obtain this estimate. Hereafter, to simplify
our notation, we denote L(r′, θ′), L(r, θ) and Φ+0 +Ψ by L′, L and Φ, respectively.
By the definition of L,
V (rs,L′)− V (rs,L) = V (r′, θ′)− V (r, θ).
Write this as
(3.3.14)
∫ L′
L
(∇× (Φeϕ) · er)(rs, ξ)r2s sin ξdξ
=
∫ θ′
θ
(∇× (Φeϕ) · er)(r, ξ)r2 sin ξdξ +
∫ r′
r
(∇× (Φeϕ))(t, θ′) · eθ(θ′)tsinθ′dt.
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Using (3.3.14), we find an upper bound of L′. Using (3.3.5), the fact that Φ+0 eϕ ∈ C∞(N+rs )
and sin θ1θ1 ξ ≤ sin ξ ≤ ξ for ξ ∈ [0, θ1], we have for L′ ≥ L∫ L′
L
((∇× (Φeϕ) · er)(rs,L)− C(ξ − L)α) r2s
sin θ1
θ1
ξdξ
≤ (∇× (Φeϕ) · er)(r, θ)r2 θ
′2 − θ2
2
+ Cr2
(
1
α+ 1
|θ′ − θ|α+1θ′ − 1
(α+ 1)(α + 2)
|θ′ − θ|α+2
)
+ (∇× (Φeϕ) · eθ)(r, θ′) sin θ′ r
′2 − r2
2
+ C sin θ′
(
1
α+ 1
|r′ − r|α+1r′ − 1
(α+ 1)(α + 2)
|r′ − r|α+2
)
(=: (u))
where the right-hand side is an upper bound of the right-hand side of (3.3.14) and C is a positive
constant depending on ρ+0 , u
+
0 , N+rs , α and δ6. From this inequality, we get
(∇× (Φeϕ) · er)(rs,L)sin θ1
θ1
r2s
L′2 −L2
2
− Cr2s
sin θ1
θ1
(
1
α+ 1
(L′ − L)α+1L′ − 1
(α+ 1)(α + 2)
(L′ − L)α+2
)
≤ (u).
Using this inequality, we have that for each (r, θ) ∈ [rs, r1]×[0, θ1], there exists positive constants
ε(r,θ) < 1 and C(r,θ) such that for any (r
′, θ′) satisfying ε ≤ ε(r,θ),
L′ ≤ θ′
(L
θ
+ C(r,θ)ε
α
)
.
Note that when (r, θ) ∈ [rs, r1] × {0}, there exists a positive constant ε(r,θ) < 1 such that for
any (r′, θ′) satisfying ε ≤ ε(r,θ),
L′ ≤ θ′
(√
r2(∇× (Φeϕ) · er)(r, 0)
r2s(∇× (Φeϕ) · er)(rs, 0)
+ C(r,θ)ε
α
)
.
Let ε0 = inf(r,θ)∈[rs,r1]×[0,θ1] ε(r,θ) and C = sup(r,θ)∈[rs,r1]×[0,θ1]C(r,θ). Then by the above state-
ment,
L′
θ′
≤ L
θ
+ Cεα
for all (r, θ), (r′, θ′) satisfying ε ≤ ε0. This gives
θ
L −
θ′
L′ ≤ Cε
α
for all (r, θ), (r′, θ′) satisfying ε ≤ ε0 for a positive constant C.
Similarly, we can obtain
−Cεα ≤ θL −
θ′
L′
for all (r, θ), (r′, θ′) satisfying ε ≤ ε0 for a positive constant C and a positive constant ε0. Let
ε0 = min(ε0, ε0). Choose ε(r,θ) so that it can depend on ρ
+
0 , u
+
0 , N+rs , α and δ6. Then ε0 depends
on ρ+0 , u
+
0 , N+rs , α and δ6. In the same way, we have ε0 depends on ρ+0 , u+0 , N+rs , α and δ6.
Thus, ε0 depends on ρ
+
0 , u
+
0 , N+rs , α and δ6. This finishes the proof of Claim. 
By (3.3.8)-(3.3.11), we have
||DL||0,α,N+f ≤ C
for a positive constant C. It can be easily shown that there exists a positive constant C such
that
|θ − θ1| ≤ C|L(r, θ)− θ1|
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for all (r, θ) ∈ [f(θ), r1] × [0, θ1]. Using these two estimates, estimate ||DQ||(1−α,Γ
+
w)
α,N+f
. Then we
obtain
||DQ||(1−α,Γ+w)
α,N+f
≤ C
where C is a positive constant depending on ρ+0 , u
+
0 , rs, r1, α, δ1 and δ6.
4. By the result in Step 3, Q is a C0(N+f ) ∩ C1(N+f ) solution of (3.3.1), (3.3.2). By 2), a
C0(N+f ) ∩ C1(N+f ) solution of (3.3.1), (3.3.2) is unique. This finishes the proof.

3.4. Proof of Proposition 3.1. Using the results in §3.2 and §3.3, we prove Proposition 3.1.
Proof of Proposition 3.1 (Existence). Suppose that (ρ−,u−, p−, pex, f
′
s) is as in Problem 3 for
α ∈ (23 , 1) and σ ∈ (0, σ3] where σ3 is a positive constant to be determined later. For the same
α and σ and M1 > 0 to be determined later, define
P(M1) = {(f(0),Ψeϕ) ∈ R× C2,α(−1−α,Γ+w,rs+fs)(N
+
rs+fs
) |
Ψeϕ =
f(θ1)Ψ(f(θ1), θ1)
r
eϕ on Γ
+
w,rs+fs
, |f(0)− rs|+ ||Ψeϕ||(−1−α,Γ
+
w,rs+fs
)
2,α,N+rs+fs
≤M1σ}.
By the definition of P(M1), P(M1) is a compact convex subset of R×C2,
α
2
(−1−α
2
,Γ+w,rs+fs)
(N+rs+fs).
We will prove the existence part of Proposition 3.1 by constructing a continuous map of P(M1)
into itself as a map from R × C2,
α
2
(−1−α
2
,Γ+w,rs+fs)
(N+rs+fs) to R × C
2,α
2
(−1−α
2
,Γ+w,rs+fs)
(N+rs+fs) and
applying the Schauder fixed point theorem.
In this proof, Cs and Ci for i = 1, 2, . . . denote positive constants depending on the whole or
a part of the data, δ1, δ2, δ4, δ5 and δ6 unless otherwise specified. Each C in different situations
differs from each other.
1. For a fixed (f(0),Ψeϕ), solve (B
′).
Take (f(0)∗, Ψ˜∗eϕ) ∈ P(M1). By the definition of fs and the assumption that f ′s satisfies
(3.0.1),
||fs||(−1−α,∂Λ)2,α,Λ ≤ C1σ.(3.4.1)
Choose σ3 = min(
δ1
2M1
, δ12C1 )(=: σ
(1)
3 ) so that
|f(0)∗ − rs| ≤ δ1
2
and ||fs||(−1−α,∂Λ)2,α,Λ ≤
δ1
2
.(3.4.2)
And then, using Πf(0)∗+fsrs+fs , extend Ψ˜
∗eϕ to a function in N+f(0)∗+fs :
Ψ∗eϕ :=
W ∗
2πr sin θ
eϕ
where W ∗ := W˜ ∗(Πf(0)∗+fsrs+fs) with W˜
∗ := 2πr sin θΨ˜∗ and Πab for 0 < a, b < r1 is a map
from N+a to N+b defined in Step 1 in the proof of Lemma 3.9. By (3.4.2) and the fact that
||Ψ˜∗eϕ||
(−1−α,Γ+w,rs+fs)
2,α,N+rs+fs
≤M1σ,
||∇ × (Ψ∗eϕ)||
(−α,Γ+
w,f(0)∗+fs
)
1,α,N+
f(0)∗+fs
≤ C2M1σ.(3.4.3)
Choose σ3 = min(
δ6
C2M1
, σ
(1)
3 )(=: σ
(2)
3 ) where δ6 is a positive constant given in Lemma 3.15 so
that Ψeϕ = Ψ
∗eϕ satisfies (3.3.5) for f = f(0)
∗ + fs.
42 YONG PARK
For (f(0),Ψeϕ) = (f(0)
∗,Ψ∗eϕ), solve (B
′) : solve{
∇× ((Φ+0 +Ψ∗)eϕ) · ∇A = 0 in N+f(0)∗+fs ,
A = Aen,f(0)∗+fs on Γf(0)∗+fs ,
(3.4.4)
{
∇× ((Φ+0 +Ψ∗)eϕ) · ∇T = 0 in N+f(0)∗+fs ,
T = Ten,f(0)∗+fs on Γf(0)∗+fs
(3.4.5)
where Aen,f(0)∗+fs and Ten,f(0)∗+fs are Aen,f(0)+fs and Ten,f(0)+fs given in (3.1.18) and (3.1.19),
respectively, for f(0) = f(0)∗. By (ρ−,u−, p−, f
′
s) ∈ (C2,α(N ))3 × C1,α(−α,{θ=θ1}),0((0, θ1)),
Aen,f(0)∗+fs ∈ C2,α(−1−α,∂Γf(0)∗+fs) (Γf(0)∗+fs) and Ten,f(0)∗+fs ∈ C
1,α
(−α,∂Γf(0)∗+fs)
(Γf(0)∗+fs). Take
σ3 = min(σ
(2)
3 , δ5)(=: σ
(3)
3 ) where δ5 is a positive constant given in Lemma 3.4 so that (ρ−,u−, p−)
satisfies (2.3.3) for σ ≤ δ5. Then by Lemma 3.4, (3.0.1) and the fact that f(0)∗ satisfies
|f(0)∗ − rs| ≤M1σ,
||Ten,f∗ ||(−α,∂Γf∗)1,α,Γf∗ ≤ CM1σ + Cσ(3.4.6)
where f∗ := f∗(0)+fs. Apply Lemma 3.15 to (3.4.4), (3.4.5). Then we obtain that each (3.4.4)
and (3.4.5) has a unique axisymmetric C0(N+f ) ∩ C1(N+f ) solution
A∗ = Aen,f(0)∗+fs(L∗) and T ∗ = Ten,f(0)∗+fs(L∗),
respectively, where L∗ is L defined in Lemma 3.15 for V = 2πr sin θ(Φ+0 +Ψ∗) and f = f(0)∗+fs.
Furthermore, we have that T ∗ satisfies
||T ∗||(−α,Γ
+
w,f∗
)
1,α,N+
f∗
≤ CM1σ + Cσ(3.4.7)
where we used (3.4.6). Using the solution expression of A∗, estimate A
∗
2πr sin θeϕ in C
1,α(N+f∗).
Using (3.1.18), write A
∗
2πr sin θeϕ as
2πf∗(L∗) sin(L∗)u−,ϕ(L∗)
2πr sin θ
eϕ(3.4.8)
where u−,ϕ = u− · eϕ. Using arguments similar to the ones in the proof of Claim in Lemma
3.15, we can obtain
||L
∗
θ
||0,α,(f∗(θ),r1)×(0,θ1) ≤ C.
With this estimate, ||L∗||1,α,(f∗(θ),r1)×(0,θ1) ≤ C, (2.3.3) and (3.4.2), we estimate (3.4.8) in
C1,α(N+f∗). Then we have
|| A
∗
2πr sin θ
eϕ||1,α,N+
f∗
≤ Cσ.(3.4.9)
2. By substituting an extension of (Ψ∗eϕ, A
∗, T ∗) into nonlinear parts of (A′), obtain a linear
problem having unknowns (f(0),Ψeϕ).
Let f(0)♯ be a point in [rs − δ12 , rs + δ12 ]. By the choice of σ3,
||f ♯ − rs||(−1−α,∂Λ)2,α,Λ ≤ δ1
where f ♯ := f(0)♯ + fs. Extend Ψ
∗eϕ A
∗ and T ∗ to functions in N+
f♯
:
Ψ♯,∗eϕ :=
W ♯,∗
2πr sin θ
eϕ, A
♯,∗ := A∗(Πf♯f∗) and T
♯,∗ := T ∗(Πf♯f∗)
where W ♯,∗ =W ∗(Πf♯f∗). By (3.4.3), (3.4.7) and (3.4.9),
||∇ × (Ψ♯,∗eϕ)||
(−α,Γ+
w,f♯
)
1,α,N+
f♯
+ || A
♯,∗
2πr sin θ
eϕ||1,α,N+
f♯
+ ||T ♯,∗||
(−α,Γ+
w,f♯
)
1,α,N+
f♯
≤ C3M1σ + C4σ(3.4.10)
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for all f ♯(0) ∈ [rs − δ12 , rs + δ12 ]. Take σ3 = min(σ
(3)
3 ,
δ4
C3M1+C4
)(=: σ
(4)
3 ) where δ4 is a positive
constant given in Lemma 3.3 so that ̺(∇× ((Φ+0 +Ψ♯,∗)eϕ), A
♯,∗
2πr sin θeϕ, S
+
0 +T
♯,∗) is well-defined
in N+
f♯
and ̺(∇ × ((Φ+0 + Ψ♯,∗)eϕ), A
♯,∗
2πr sin θeϕ, S
+
0 + T
♯,∗) and S+0 + T
♯,∗ are strictly positive in
N+
f♯
for all f ♯(0) ∈ [rs− δ12 , rs+ δ12 ]. By substituting f(0)♯ and (Ψ♯,∗eϕ, A♯,∗, T ♯,∗) into the place
of f(0) in (A′) and (Ψeϕ, A, T ) in F1(Ψeϕ, A, T ), f0(T, pex) and f1(Ψeϕ, A, T ) in (A
′), we obtain
(3.4.11) ∇×
(
1
ρ+0
(1 +
u+0 er ⊗ u+0 er
c+0
2 − u+0 2
)∇× (Ψeϕ)
)
=
ρ+0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0 2
)
∂θT
r
eϕ + F1(Ψ
♯,∗eϕ, A
♯,∗, T ♯,∗) in N+
f♯
,
Ψeϕ =


(Φ− − Φ−0 )eϕ on Γf♯ ,
r0(Φ−−Φ
−
0 )(r0,θ1)
r eϕ on Γ
+
w,f♯
:= Γw ∩ {r > f ♯},(
1
r1 sin θ
∫ θ
0
(
f0(T
♯,∗, pex)
−ρ
+
0 ((γ−1)u
+
0
2
+c+0
2
)
γ(γ−1)u+0 S
+
0
T + f1(Ψ
♯,∗eϕ, A
♯,∗, T ♯,∗)
)
r21 sin ξdξ
)
eϕ on Γex,
(3.4.12)
(3.4.13)
1
r1 sin θ1
∫ θ1
0
(
f0(T
♯,∗, pex)
− ρ
+
0 ((γ − 1)u+0 2 + c+0 2)
γ(γ − 1)u+0 S+0
T + f1(Ψ
♯,∗eϕ, A
♯,∗, T ♯,∗)
)∣∣∣∣
r=r1
r21 sin ξdξ
=
r0(Φ− − Φ−0 )(r0, θ1)
r1
.
We let f(0)♯ be an unknown in this problem and let T in (3.4.11)-(3.4.13) be a solution of{
∇× ((Φ+0 +Ψ♯,∗)eϕ) · ∇T = 0 in N+f♯ ,
T = Ten,f♯ on Γf♯ .
(3.4.14)
Then since a solution T of (3.4.14) is uniquely determined by f(0)♯ (see Step 3), unknowns
of (3.4.11)-(3.4.13) become (f ♯(0),Ψeϕ). We denote an unknown Ψeϕ of (3.4.11)-(3.4.13) by
Ψ♯eϕ.
3. Find f(0)♯ using (3.4.13).
By the definition of Ψ♯,∗eϕ and (2.4.5), the transport equation in (3.4.14) can be written as
∇⊥(V +0 +W ♯,∗) · ∇T = 0 in N+f♯ .
From this form of the transport equation in (3.4.14), we see that the stream surface of the vector
field ∇× ((Φ+0 +Ψ♯,∗)eϕ) in N+f♯ is obtained by stretching or contracting the stream surface of
the vector field ∇ × ((Φ+0 + Ψ∗)eϕ) in N+f∗ in r-direction. Using this fact, we obtain that the
solution of (3.4.14) is given by
T = Ten,f♯(L♯)
where L♯ = L∗(Πf♯f∗). We denote this solution by T ♯.
By (3.1.19), T ♯ is expressed as
T ♯ =

g

(u− · νf♯(L♯)
c−
)2S−

 (f(0)♯ + fs(L♯),L♯)− (g(M−0 2))(rs)Sin.
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Substituting this expression of T ♯ into the place of T in (3.4.13) using the fact that Πf♯f∗(r1, θ) =
(r1, θ), we obtain
(L) :=
1
r1 sin θ1
∫ θ1
0
ρ+0 ((γ − 1)u+0 2 + c+0 2)
γ(γ − 1)u+0 S+0
∣∣∣∣∣
r=r1
(a)1r
2
1 sin ξdξ
(3.4.15)
= −r0(Φ− − Φ
−
0 )(r0, θ1)
r1
+
1
r1 sin θ1
∫ θ1
0
(f0(T
∗, pex)
− ρ
+
0 ((γ − 1)u+0
2
+ c+0
2
)
γ(γ − 1)u+0 S+0
((a)2 + (a)3) + f1(Ψ
∗eϕ, A
∗, T ∗))|r=r1 r21 sin ξdξ =: (R)
where
(a)1 = (g(M
−
0
2
))(f(0)♯ + fs(L∗(r1, θ)))Sin − (g(M−0
2
))(rs + fs(L∗(r1, θ)))Sin,
(a)2 =
(
g
((
u− · νf♯(L∗(r1, θ))
c−
)2)
S−
)
(f(0)♯ + fs(L∗(r1, θ)),L∗(r1, θ))
− (g(M−0 2))(f(0)♯ + fs(L∗(r1, θ)))Sin,
(a)3 = (g(M
−
0
2
))(rs + fs(L∗(r1, θ)))Sin − (g(M−0 2))(rs)Sin.
We find f(0)♯ satisfying (3.4.15). For this, we estimate |(R)|.
Estimate |(R)|: With (2.3.3) and (3.0.1), we estimate (a)2, (a)3 and r0(Φ−−Φ
−
0 )(r0,θ1)
r1
. Then
we obtain
sup
θ∈(0,θ1)
|(a)2| ≤ Cσ|f(0)♯ − rs|+ Cσ
≤ C δ1
2
σ + Cσ(3.4.16)
for all f ♯(0) ∈ [rs − δ12 , rs + δ12 ],
sup
θ∈(0,θ1)
|(a)3| ≤ Cσ(3.4.17)
and
|r0(Φ− − Φ
−
0 )(r0, θ1)
r1
| ≤ Cσ.(3.4.18)
With (2.3.4), we estimate f0(T
∗, pex)(r1, θ). Then we have
sup
θ∈(0,θ1)
|f0(T ∗, pex)(r1, θ)| ≤ Cσ.(3.4.19)
By Lemma 3.3 and using (3.4.3), (3.4.7) and (3.4.9), we estimate f1(Ψ
∗eϕ, A
∗, T ∗)(r1, θ). Then
we have
sup
θ∈(0,θ1)
|f1(Ψ∗eϕ, A∗, T ∗)(r1, θ)| ≤ C(M1 + 1)2σ2.(3.4.20)
With (3.4.16)-(3.4.20), we estimate |(R)|. Then we get
|(R)| ≤ C5(M1 + 1)2σ2 + C6σ(3.4.21)
for all f ♯(0) ∈ [rs − δ12 , rs + δ12 ].
Then we find f(0)♯. By Lemma 2.10, there exists a positve constant λ such that
(L)′(f(0)♯) ≥ λ
for all f ♯(0) ∈ [rs − δ12 , rs + δ12 ]. By this fact and (L)(rs) = 0,
(L)(
δ1
2
) ≥ δ1λ
2
and (L)(−δ1
2
) ≤ −δ1λ
2
.(3.4.22)
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Choose σ3 = min(σ
(4)
3 ,
C6
C5(M1+1)2
, δ1λ8C6 )(=: σ
(5)
3 ). Then since
|(R)| ≤ δ1λ
4
for all f(0)♯ ∈ [rs− δ12 , rs+ δ12 ] and (3.4.22) holds, by the intermediate value theorem, there exists
f(0)♯ satisfying (3.4.15) in [rs − δ12 , rs + δ12 ]. Such f(0)♯ is unique because (L) is a monotone
function of f(0)♯. Since at f(0)♯ where (3.4.15) holds there holds
λ|f(0)♯ − rs| ≤ |(R)(f(0)♯)|,
there holds
|f(0)♯ − rs| ≤ C(M1 + 1)2σ2 + Cσ.(3.4.23)
4. Find Ψ♯eϕ.
Fix f(0)♯ obtained in Step 3. By (3.4.23), Lemma 3.4 and Lemma 3.15, T ♯ determined by
f(0)♯ satisfies
||T ♯||
(−α,Γ+
w,f♯
)
1,α,N+
f♯
≤ C(M1 + 1)2σ2 + Cσ.(3.4.24)
Substitute this T ♯ into the place of T in (3.4.11) and (3.4.12). Then we obtain
∇×
(
1
ρ+0
(1 +
u+0 er ⊗ u+0 er
c+0
2 − u+0 2
)∇× (Ψeϕ)
)
(3.4.25)
=
ρ+0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0 2
)
∂θT
♯
r
eϕ + F1(Ψ
♯,∗eϕ, A
♯,∗, T ♯,∗) in N+
f♯
,
Ψeϕ =


(Φ− − Φ−0 )eϕ on Γf♯ ,
r0(Φ−−Φ
−
0 )(r0,θ1)
r eϕ on Γ
+
w,f♯
,(
1
r1 sin θ
∫ θ
0
(
f0(T
♯,∗, pex)
−ρ
+
0 ((γ−1)u
+
0
2
+c+0
2
)
γ(γ−1)u+0 S
+
0
T ♯ + f1(Ψ
♯,∗eϕ, A
♯,∗, T ♯,∗)
)
r21 sin ξdξ
)
eϕ on Γex.
(3.4.26)
Since f(0)♯ is chosen for T = T ♯ to satisfy (3.4.13), (3.4.26) is a continuous boundary condition.
We apply Lemma 3.5 to (3.4.25), (3.4.26) with (2.3.3), (2.3.4), (3.0.1), (3.4.10) and (3.4.24).
Then we obtain that (3.4.25), (3.4.26) has a unique C2,α(−1−α,Γ
f♯
)(N+f♯) solution Ψ♯eϕ and this
solution satisfies the estimate
||Ψ♯eϕ||
(−1−α,Γ+
w,f♯
)
2,α,N+
f♯
≤ C(M1 + 1)2σ2 + Cσ.(3.4.27)
5. Using Πrs+fsf♯ , transform Ψ
♯eϕ into a function in N+rs+fs :
Ψ˜♯eϕ =
W˜ ♯
2πr sin θ
eϕ
where W˜ ♯ =W ♯(Πrs+fsf♯) with W
♯ = 2πr sin θΨ♯. By (3.4.23) and (3.4.27),
||Ψ˜♯eϕ||(−1−α,Γ
+
w,rs+fs
)
2,α,N+rs+fs
≤ C(M1 + 1)2σ2 + Cσ.
Combining this with (3.4.23), we have
|f(0)♯ − rs|+ ||Ψ˜♯eϕ||
(−1−α,Γ+w,rs+fs)
2,α,N+rs+fs
≤ C7(M1 + 1)2σ2 + C8σ.
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Take M1 = 2C8 and σ3 = min(σ
(5)
3 ,
C8
C7(M1+1)2
)(=: σ
(6)
3 ). And then define a map J from
R× C2,
α
2
(−1−α
2
,Γ+w,rs+fs)
(N+rs+fs) to R× C
2,α
2
(−1−α
2
,Γ+w,rs+fs)
(N+rs+fs) by
J (f(0)∗, Ψ˜∗eϕ) = (f(0)♯, Ψ˜♯eϕ).
By the choice of M1 and σ3, J is a map of P(M1) into itself. Using the standard argument, one
can easily check that J is continuous. Thus, the Schauder fixed point theorem can be applied
to J . We apply the Schauder fixed point theorem to J . Then we obtain that there exists a
fixed point (f ♭(0), Ψ˜♭eϕ) ∈ P(M1) of J .
One can see that if (f(0)∗, Ψ˜∗eϕ) = (f(0)
♯, Ψ˜♯eϕ), then Ψ
∗eϕ = Ψ
♯,∗eϕ = Ψ
♯eϕ, A
♯,∗ = A∗ and
T ∗ = T ♯,∗ = T ♯. From this fact, we see that (f(0),Φeϕ, L, S) = (f(0)
♭, (Φ+0 +Ψ
♭)eϕ, A
♭, S+0 +T
♭),
where Ψ♭eϕ :=
(2πr sin θΨ˜♭)(Π
f(0)♭+fsrs+fs
)
2πr sin θ eϕ and A
♭ and T ♭ are solutions of (3.4.4) and (3.4.5) for
given (f(0)∗,Ψ∗) = (f(0)♭,Ψ♭), respectively, is a solution of (A), (B). By (f(0)♭, Ψ˜♭eϕ) ∈ P(M1),
(3.4.7) and (3.4.9),
|f(0)♭ − rs|+ ||∇ × (Ψ♭eϕ)||
(−α,Γ+
w,f♭
)
1,α,N+
f♭
+ || A
♭
2πr sin θ
||1,α,N+
f♭
+ ||T ♭||
(−α,Γ+
w,f♭
)
1,α,N+
f♭
≤ Cσ(3.4.28)
where f ♭ := f(0)♭ + fs. One can easily see that there exists a positive constant δ7 such that
for any N+f ⊂ N+rs−δ1 , if (∇ × (Φeϕ), L2πr sin θeϕ, S,B0) ∈ B
(1)
δ7,N
+
f
where B
(1)
δ,Ω for δ > 0 and
Ω ⊂ R3 is a neighborhood of (∇× (Φ+0 eϕ), 0, S+0 , B0) defined in Lemma 2.14, then (2.5.9) holds
in N+f . Let δ7 be such a constant. Take σ3 = min(σ(6)3 , δ7C ) where C is C in (3.4.28). Then
(f(0)♭, (Φ+0 +Ψ
♭)eϕ, A
♭, S+0 +T
♭) is a subsonic solution of (2.5.1)-(2.5.3) in N+
f♭
. Choose δ1, δ2,
δ4, δ5, δ6 and δ7 so that they can depend on the data. Then M1 and σ3 depend on the data.
This finishes the proof. 
Proof of Proposition 3.1 (Uniqueness). Let α ∈ (23 , 1). Let σ3 be a positive constant ≤ σ3 and
to be determined later. Suppose that there exist two solutions (fi(0),Φieϕ, Li, Si) for i = 1, 2
of Problem 3 for σ ≤ σ3 satisfying the estimate (3.0.2).
Let (Ψi, Ai, Ti) := (Φi−Φ+0 , Li, Si−S+0 ) for i = 1, 2. We will prove that there exists a positive
constant σ3 such that if σ3 = σ3, then
(f1(0),Ψ1eϕ, A1, T1) = (f2(0),Ψ2eϕ, A2, T2)
by constructing a contraction map in a low regularity space.
In this proof, Cs denote positive constants depending on the data unless otherwise specified.
Each C in different situations differs from each other.
1. By subtracting (A′) satisfied by (f1(0),Ψ1eϕ, A1, T1) from (A
′) satisfied by (f2(0),Ψ2eϕ,
A2, T2), obtain the equations that will give a contraction map.
Let fi := fi(0) + fs for i = 1, 2. From
(∇⊥a)(Πf2f1) = N∇⊥(a(Πf2f1)) and ∇× (
aeϕ
2πr sin θ
) = ∇⊥a
for an axisymmetric scalar function a, we can obtain
(3.4.29) (∇× (Ψ1eϕ))(Πf2f1) = N∇× (Ψ˜1eϕ)
and
(
∇×
(
A1
2πr sin θ
eϕ
))
(Πf2f1) = N∇×
(
A˜1
2πr sin θ
eϕ
)
,
where Ψ˜1 :=
W˜1
2πr sin θ with W˜1 := W1(Πf2f1) and W1 := 2πr sin θΨ1, A˜1 := A1(Πf2f1) and
N =
r2
(Πrf2f1)
2
er ⊗ er −
(
∂θ˜Π
r
f1f2
)
(Πf2f1)
(Πrf2f1)
2
rer ⊗ eθ +
(
∂r˜Π
r
f1f2
)
(Πf2f1)
Πrf2f1
reθ ⊗ eθ
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with Πrf2f1 and Π
r
f1f2
, r-components of Π∗f2f1 and Π
∗
f1f2
, respectively (see the definition of Π∗ab
in (3.2.29)), (r˜, θ˜), (r, θ) coordinates for the cartesian coordinate for N+
f1(0)+fs
, and (r, θ) =
Π∗f1f2(r˜, θ˜). Using Πf2f1 and (3.4.29), transform (A
′) satisfied by (f1(0),Ψ1eϕ, A1, T1). And
then subtract the resultant equations from (A′) satisfied by (f2(0),Ψ2eϕ, A2, T2). Then we
obtain
(3.4.30) ∇×
(
1
ρ+0
(1 +
u+0 er ⊗ u+0 er
c+0
2 − u+0 2
)∇× ((Ψ2 − Ψ˜1)eϕ)
)
=
ρ+0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0 2
)
∂θ(T2 − T˜1)
r
eϕ + F3 in N+f2(0)+fs
(Ψ2 − Ψ˜1)eϕ =


(Φ− − Φ−0 )eϕ −
Πrf2f1
(Φ−−Φ
−
0 )(Πf2f1 )
r eϕ(=: h1) on Γf2(0)+fs ,
0 on Γ+
w,f2(0)+fs
:= Γw ∩ {r > f2(0) + fs},(
1
r1 sin θ
∫ θ
0
(
f0(T2, pex)− f0(T˜1, pex)− ρ
+
0 ((γ−1)u
+
0
2
+c+0
2
)
γ(γ−1)u+0 S
+
0
(T2 − T˜1)
+f1(Ψ2eϕ, A2, T2)− f1(Ψ˜1eϕ, A˜1, T˜1)
)
r21 sin ξdξ
)
eϕ(=: h2) on Γex,
(3.4.31)
(3.4.32) 0 =
1
r1 sin θ1
∫ θ1
0
(
f0(T2, pex)− f0(T˜1, pex)− ρ
+
0 ((γ − 1)u+0 2 + c+0 2)
γ(γ − 1)u+0 S+0
(T2 − T˜1)
+f1(Ψ2eϕ, A2, T2)− f1(Ψ˜1eϕ, A˜1, T˜1)
)∣∣∣∣
r=r1
r21 sin ξdξ
where
F3 =−∇×
(
1
ρ+0
(1 +
u+0 er ⊗ u+0 er
c+0
2 − u+0 2
)∇× (Ψ˜1eϕ)
)
+M∇×
((
1
ρ+0
(1 +
u+0 er ⊗ u+0 er
c+0
2 − u+0 2
)
)
(Πf2f1)N∇× (Ψ˜1eϕ)
)
+
ρ+0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0 2
)
1
r
∂θT˜1eϕ
−
(
ρ+0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0 2
)
1
r
)
(Πf2f1)
(
∂Πrf1f2
∂θ˜
(Πf2f1)∂r + ∂θ
)
T˜1eϕ
+ F1(Ψ2eϕ, A2, T2)− F˜1(Ψ˜1eϕ, A˜1, T˜1),
T˜1 = T1(Πf2f1),
M =
(
∂r˜Π
r
f1f2
)
(Πf2f1)er ⊗ er +
(
∂θ˜Π
r
f1f2
)
(Πf2f1)
Πrf2f1
eθ ⊗ er + r
Πrf2f1
eθ ⊗ eθ + r
Πrf2f1
eϕ ⊗ eϕ
and F˜1 is F1 changed by using the transformation Πf2f1 . We will construct a contraction map
using (3.4.30)-(3.4.32). For this, we estimate ||T2 − T˜1||0,β,N+f2 for β = 1 −
3
q ∈ (0, α) where
q ∈ (3, 11−α ) and ||( A22πr sin θ − A˜12πr sin θ )eϕ||1,0,N+f2 .
2. Estimate ||T2 − T˜1||0,β,N+f2 .
Since Ti for i = 1, 2 are solutions of
∇× ((Φ+0 +Ψi)eϕ) · ∇T = 0 in N+fi(0)+fs , T = Ten,fi(0)+fs on Γfi(0)+fs
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for i = 1, 2, respectively, where Ten,fi(0)+fs is Ten,f(0)+fs given in (3.1.19) for f(0) = fi(0), by
Lemma 3.15,
Ti = Ten,fi(0)+fs(Li)(3.4.33)
for i = 1, 2 where Li are L given in Lemma 3.15 for V = V +0 +Wi(=: Vi) and f = fi(0) + fs
with Wi := 2πr sin θΨi. By (3.1.19), (3.4.33) and the definition of T˜1, T2− T˜1 can be written as(
g
((
u− · νf2(L2)
c−
)2)
S−
)
(f2(L2),L2)−

g

(u− · νf1(L˜1)
c−
)2S−

 (f1(L˜1), L˜1)
where νfi for i = 1, 2 are the unit normal vectors on Γfi pointing toward N+fi , respectively, and
L˜1 := L1(Πf2f1). This can be decomposed into(
g
((
u− · νf2(L2)
c−
)2)
S−
)
(f2(L2),L2)−

g

(u− · νf1(L˜1)
c−
)2S−

 (f2(L2),L2)
+

g

(u− · νf1(L˜1)
c−
)2S−

 (f2(L2),L2)−

g

(u− · νf1(L˜1)
c−
)2S−

 (f1(L˜1), L˜1)
=: (a) + (b).
To estimate T2 − T˜1 in Cβ(N+f2), we estimate (a) and (b) in Cβ(N+f2), respectively. To obtain
an estimate of (a) in Cβ(N+f2) and later to obtain an estimate of ||( A22πr sin θ − A˜12πr sin θ )eϕ||1,0,N+f2 ,
we prove the following claim.
We take σ3 = min(σ3,
δ6
C )(=: σ
(1)
3 ) where C is C in (3.0.2) so that Ψeϕ = Ψieϕ for i = 1, 2
satisfy (3.3.3) for f = fi(0) + fs.
Claim. Let h : [0, θ1]→ R be a function in C1,α(−α,{θ=θ1})((0, θ1)). There holds
||
∫ 1
0
h′(tL2 + (1− t)L˜1)dt(L2 − L˜1)||0,β,N+f2 ≤ C||h||
(−α,{θ=θ1})
1,β,(0,θ1)
||(Ψ2 − Ψ˜1)eϕ||1,β,N+f2 .
Proof of Claim. By the definitions of L2 and L˜1,
L2 = k−12 ◦ V2 and L˜1 = (k−11 ◦ V1)(Πf2f1)
where ki(θ) = Vi(fi(θ), θ) for i = 1, 2. By V
+
0 (Πf2f1) = V
+
0 and W˜1(f2(θ), θ) = W1(f1(θ), θ)
where W˜1 is defined below (3.4.29), L˜1 can be written as
L˜1 = k˜−11 ◦ V˜1
where V˜1 = V
+
0 +W˜1 and k˜1 = V˜1(f2(θ), θ). Since V˜1(r, θ) ∈ [0, V−(r0, θ1)] for (r, θ) ∈ [f2(θ), r1]×
[0, θ1] and V2(f2(θ), θ) ∈ [0, V−(r0, θ1)] for θ ∈ [0, θ1] where V− = 2πr sin θΦ−, k−12 ◦ V˜1 is well-
defined in N+f2 . With this fact, we write L2 − L˜1 as
L2 − L˜1 = (k−12 ◦ V2 − k−12 ◦ V˜1) + (k−12 ◦ V˜1 − k˜−11 ◦ V˜1)
=
∫ 1
0
1
k′2(k
−1
2 ◦ (tV2 + (1− t)V˜1))
dt(V2 − V˜1)
+
∫ 1
0
1
k˜′1(k˜
−1
1 ◦ (tk˜1(ϑ) + (1− t)k2(ϑ)))
dt(k˜1(ϑ)− k2(ϑ))
where ϑ = k−12 ◦ V˜1 and we used the fact that k−12 ◦ V˜1 − k˜−11 ◦ V˜1 = k˜−11 ◦ k˜1(ϑ)− k˜−11 ◦ k2(ϑ).
Substitute the above expression of L2−L˜1 into the place of L2−L˜1 in
∫ 1
0 h
′(tL2+(1−t)L˜1)dt(L2−
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L˜1). Then we have∫ 1
0
h′(tL2 + (1− t)L˜1)dt(L2 − L˜1)
=
∫ 1
0
h′(tL2 + (1− t)L˜1)dt
∫ 1
0
1
k′2(k
−1
2 ◦ (tV2 + (1− t)V˜1))
dt(V2 − V˜1)
+
∫ 1
0
h′(tL2 + (1− t)L˜1)dt
∫ 1
0
1
k˜′1(k˜
−1
1 ◦ (tk˜1(ϑ) + (1− t)k2(ϑ)))
dt(k˜1(ϑ)− k2(ϑ))
=: (c) + (d).
To estimate || ∫ 10 h′(tL2 + (1 − t)L˜1)dt(L2 − L˜1)||0,β,N+f2 , we estimate (c) and (d) in Cβ(N+f2),
respectively.
Estimate (c) in Cβ(N+f2): With the definitions of k2, Ψ2 and Ψ˜1, write (c) as
(3.4.34) (c) =
∫ 1
0
(θ − θ1)h′(tL2 + (1− t)L˜1)dt∫ 1
0
r sin θ
J sin(k−12 ◦ (tV2 + (1− t)V˜1))
dt
∫ 1
0
∂θ(Ψ2 − Ψ˜1)(r, tθ + (1− t)θ1)dt
where
J :=

f22
√
1 +
(
f ′2
f2
)2 (·)(∇× ((Φ+0 +Ψ2)eϕ))(f(·), ·) · νf2(·)
∣∣∣∣∣∣
·=k−12 ◦(tV2+(1−t)V˜1)
.
By the choice of σ3, Ψeϕ = Ψieϕ for i = 1, 2 satisfy (3.3.3) for f = fi(0) + fs. By this fact and
||f2 − rs||(−1−α,∂Λ)2,α,Λ ≤ δ1 and the fact that k−12 ◦ (tV2 + (1− t)V˜1) maps N+f2 to [0, θ1],
J > c˜∗ in N+f2(3.4.35)
for all t ∈ [0, 1] for some positive constant c˜∗. Using arguments similar to the ones in the proof
of Claim in Lemam 3.15, we can obtain
|| θ − θ1
(tL2 + (1− t)L˜1)− θ1
||0,β,(f2(θ),r1)×(0,θ1) ≤ C(3.4.36)
and
|| θ
k−12 ◦ (tV2 + (1− t)V˜1)
||0,β,(f2(θ),r1)×(0,θ1) ≤ C(3.4.37)
for any t ∈ [0, 1]. With (3.4.35)-(3.4.37), ||ab||0,β,Ω ≤ ||a||0,β,Ω||b||0,0,Ω+ ||a||0,0,Ω||b||0,β,Ω, (3.0.2)
satisfied by (fi(0),Φieϕ, Li, Si) for i = 1, 2, h
′ ∈ Cα(1−α,{θ=θ1})((0, θ1)),
||L2||1,0,(f2(θ),r1)×(0,θ1) ≤ C, ||L˜1||1,0,(f2(θ),r1)×(0,θ1) ≤ C(3.4.38)
and ||k−12 ◦ (tV2 + (1− t)V˜1)||1,0,(f2(θ),r1)×(0,θ1) ≤ C, we estimate the right-hand side of (3.4.34)
in Cβ(N+f2). Then we obtain
||(c)||0,β,N+f2 ≤ C||h||
(−α,{θ=θ1})
1,β,(0,θ1)
||(Ψ2 − Ψ˜1)eϕ||1,β,N+f2 .(3.4.39)
(d) can be estimated in Cβ(N+f2) in a similar way. As we do this, k˜1 and k2 play the role of
V2 and V˜1 in the estimate of (e) in C
β(N+f2) and ϑ is regarded as the argument of k˜1 and k2.
We have
||(d)||0,β,N+f2 ≤ C||h||
(−α,{θ=θ1})
1,β,(0,θ1)
||(Ψ2 − Ψ˜1)eϕ||1,β,N+f2 .(3.4.40)
Combining (3.4.39) and (3.4.40), we obtain the desired result. 
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Note that if we change L2 − L˜1 in the way that we changed L2 − L˜1 in the estimate of∫ 1
0 h
′(tL2 + (1 − t)L˜1)dt(L2 − L˜1) in the proof of Claim and estimate the resultant terms in
Cβ(N+f2) without changing V2− V˜1 and k˜1(ϑ)−k2(ϑ) into 2πr sin θ(θ−θ1)
∫ 1
0 ∂θ(Ψ2− Ψ˜1)(r, tθ+
(1− t)θ1)dt and 2πf2(ϑ) sin ϑ(ϑ− θ1)
∫ 1
0 ∂θ((Ψ˜1 −Ψ2)(f2(θ), θ))|θ=tϑ+(1−t)θ1dt, then we obtain
||L2 − L˜1||0,β,N+f2 ≤ C||(Ψ2 − Ψ˜1)eϕ||0,β,N+f2 .(3.4.41)
With the above Claim, we estimate (a) in Cβ(N+f2). Write (a) as
(3.4.42)
∫ 1
0
(
g′
((
u−
c−
· (tνf2(L2) + (1− t)νf1(L˜1))
)2)
2
(
u−
c−
· (tνf2(L2) + (1− t)νf1(L˜1))
)
u−
c−
S−
)
(f2(L2),L2)dt · (νf2(L2)− νf1(L˜1)).
By νfi =
er−
f ′s
fi(0)+fs
eθ√
1+(
f ′s
fi(0)+fs
)2
for i = 1, 2, νf2(L2)− νf1(L˜1) can written as
t1er + t2eθ(3.4.43)
where
t1 =
∫ 1
0
∇(f(0),fs,f ′s)

 1√
1 + ( f
′
s
f(0)+fs
)2


∣∣∣∣∣∣
(f(0),fs ,f ′s)=χ
dt
· (f2(0) − f1(0), fs(L2)− fs(L˜1), f ′s(L2)− f ′s(L˜1))
and
t2 =
∫ 1
0
∇(f(0),fs,f ′s)

 − f ′sf(0)+fs√
1 + ( f
′
s
f(0)+fs
)2


∣∣∣∣∣∣
(f(0),fs ,f ′s)=χ
dt
· (f2(0) − f1(0), fs(L2)− fs(L˜1), f ′s(L2)− f ′s(L˜1))
with χ = (tf2(0) + (1 − t)f1(0), tfs(L2) + (1 − t)fs(L˜1), tf ′s(L2) + (1 − t)f ′s(L˜1)). To estimate
(3.4.42) in Cβ(N+f2), we estimate fs(L2)− fs(L˜1) and f ′s(L2)− f ′s(L˜1) in Cβ(N+f2), respectively.
Express fs(L2)− fs(L˜1) and f ′s(L2)− f ′s(L˜1) as∫ 1
0
f ′s(tL2 + (1− t)L1)dt(L2 − L˜1)(3.4.44)
and ∫ 1
0
f ′′s (tL2 + (1− t)L˜1)dt(L2 − L˜1),(3.4.45)
respectively. Since f ′s ∈ Cα([0, θ1]), (3.4.44) can be estimated in Cβ(N+f2) directly. With (3.0.1),
(3.4.38) and (3.4.41), we estimate (3.4.44) in Cβ(N+f2) directly. Then we obtain
||fs(L2)− fs(L˜1)||0,β,N+f2 ≤ Cσ||(Ψ2 − Ψ˜1)eϕ||0,β,N+f2 .(3.4.46)
Since f ′′s ∈ Cα(1−α,{θ=θ1})((0, θ1)), we cannot estimate (3.4.45) in Cβ(N+f2) directly. With Claim
and (3.0.1), we estimate (3.4.45) in Cβ(N+f2). Then we obtain
||f ′s(L2)− f ′s(L˜1)||0,β,N+f2 ≤ Cσ||(Ψ2 − Ψ˜1)eϕ||1,β,N+f2 .(3.4.47)
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With (2.3.3), (3.0.1), (3.4.38), the expression of νf2(L2)− νf1(L˜1) given in (3.4.43), (3.4.46)
and (3.4.47), we estimate (3.4.42) in Cβ(N+f2). Then we have
||(a)||0,β,N+f2 ≤ Cσ|f2(0) − f1(0)|+ Cσ||(Ψ2 − Ψ˜1)eϕ||1,β,N+f2 .(3.4.48)
Next, we estimate (b) in Cβ(N+f2). Divide (b) into two parts:
g

(u− · νf1(L˜1)
c−
)2S−

 (f2(L2),L2)−

g

(u− · νf1(L˜1)
c−
)2S−

 (f2(L˜1), L˜1)
=: (b)1
and
g

(u− · νf1(L˜1)
c−
)2S−

 (f2(L˜1), L˜1)−

g

(u− · νf1(L˜1)
c−
)2S−

 (f1(L˜1), L˜1)
=: (b)2.
Write (b)1 and (b)2 as∫ 1
0
∂θ

g

(u− · νf1(L˜1)
c−
)2S−

 (f2(θ), θ)
∣∣∣∣∣∣
θ=tL2+(1−t)L˜1
dt(L2 − L˜1)
and ∫ 1
0
∂r

g

(u− · νf1(L˜1)
c−
)2S−

 (r, L˜1)
∣∣∣∣∣∣
r=tf2(L˜1)+(1−t)f1(L˜1)
dt(f2(0)− f1(0)).
Integrands in both the expressions are in Cβ(N+f2). Thus, (b)1 and (b)2 can be estimated in
Cβ(N+f2) directly. With (2.3.3), (3.0.1), (3.4.38) and (3.4.41), we estiamte (b)1 and (b)2 in
Cβ(N+f2), respectively. Then we obtain
||(b)1||0,β,N+f2 ≤ Cσ||(Ψ2 − Ψ˜1)eϕ||0,β,N+f2(3.4.49)
and
||(b)2||0,β,N+f2 ≤ C|f2(0) − f1(0)|.(3.4.50)
Combining (3.4.49) and (3.4.50), we have
||(b)||0,β,N+f2 ≤ C|f2(0) − f1(0)| + Cσ||(Ψ2 − Ψ˜1)eϕ||0,β,N+f2 .(3.4.51)
Finally, combine (3.4.48) and (3.4.51). Then we have
||T2 − T˜1||0,β,N+f2 ≤ C|f2(0) − f1(0)|+ Cσ||(Ψ2 − Ψ˜1)eϕ||1,β,N+f2 .(3.4.52)
3. Estimate ||( A22πr sin θ − A˜12πr sin θ )eϕ||1,0,N+f2 .
Since Ai for i = 1, 2 are solutions of
∇× ((Φ+0 +Ψi)eϕ) · ∇A = 0 in N+fi(0)+fs , A = Aen,fi(0)+fs on Γfi(0)+fs
for i = 1, 2, respectively, where Aen,fi is Aen,f(0)+fs given in (3.1.18) for f(0) = fi(0), by Lemma
3.15,
Ai = Aen,fi(Li)
for i = 1, 2. With these solution expressions, express ( A22πr sin θ − A˜12πr sin θ )eϕ as
f2(L2) sin(L2)u−,ϕ(f2(L2),L2)− f1(L˜1) sin(L˜1)u−,ϕ(f1(L˜1), L˜1)
r sin θ
eϕ(3.4.53)
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where u−,ϕ = u−·eϕ. With (2.3.3), (3.0.1), ||L2θ ||0,β,N+f2 ≤ C and ||
L˜1
θ ||0,β,N+f2 ≤ C obtained using
arguments similar to the ones in the proof of Claim in Lemma 3.15, ||L2||1,β,(f2(θ),r1)×(0,θ1) ≤ C,
||L˜1||1,β,(f2(θ),r1)×(0,θ1) ≤ C and Claim, we estimate (3.4.53) in Cβ(N+f2). Then we obtain
(3.4.54) ||( A2
2πr sin θ
− A˜1
2πr sin θ
)eϕ||1,0,N+f2 ≤ Cσ|f2(0) − f1(0)| + Cσ||(Ψ2 − Ψ˜1)eϕ||1,β,N+f2 .
4. Estimate |f2(0)− f1(0)|.
Substitute T2 − T˜1 = (a) + (b)1 + (b)2 into (3.4.32). Then we have
1
r1 sin θ1
∫ θ1
0
ρ+0 ((γ − 1)u+0 2 + c+0 2)
γ(γ − 1)u+0 S+0
(b)2
∣∣∣∣∣
r=r1
r21 sin ξdξ(3.4.55)
=
1
r1 sin θ1
∫ θ1
0
(
f0(T2, pex)− f0(T˜1, pex) − ρ
+
0 ((γ − 1)u+0 2 + c+0 2)
γ(γ − 1)u+0 S+0
((a) + (b)1)
+f1(Ψ2eϕ, A2, T2)− f1(Ψ˜1eϕ, A˜1, T˜1)
)∣∣∣
r=r1
r21 sin ξdξ.
Using (3.0.2) satisfied by (fi(0),Φieϕ, Li, Si) for i = 1, 2, we estimate f1(Ψ2eϕ, A2, T2)−f1(Ψ˜1eϕ, A˜1, T˜1)
in Cβ(Γex). Then we obtain
||f1(Ψ2eϕ, A2, T2)− f1(Ψ˜1eϕ, A˜1, T˜1)||0,β,Γex
≤ Cσ(||(Ψ2 − Ψ˜1)eϕ||1,β,Γex + ||(
A2
2πr sin θ
− A˜1
2πr sin θ
)eϕ||0,β,Γex + ||T2 − T˜1||0,β,Γex).
With this estimate, (2.3.3), (2.3.4), (3.0.1) and (3.0.2) satisfied by (fi(0),Φieϕ, Li, Si) for i =
1, 2, (3.4.48), (3.4.49), (3.4.52), (3.4.54) and the fact that (g(M−0
2
))′Sin is strictly positive in
[r0, r1] (see Lemma 2.10), we estimate f2(0) − f1(0) in (3.4.55). Then we get
|f2(0)− f1(0)| ≤ C1σ|f2(0) − f1(0)|+ Cσ||(Ψ2 − Ψ˜1)eϕ||1,β,N+f2
where C1 is a positive constant depending on the data. Take σ3 = min(
1
2C1
, σ
(1)
3 )(=: σ
(2)
3 ). Then
we have
|f2(0) − f1(0)| ≤ Cσ||(Ψ2 − Ψ˜1)eϕ||1,β,N+f2 .(3.4.56)
5. With the fact that Ψ2eϕ and Ψ˜1eϕ are in C
2,α
(−1−α,Γ+w,f2
)
(N+f2), transform (3.4.30) into an
elliptic system form (see (3.2.8)). And then transform the resultant equation with (3.4.31) into
the following 0 boundary value problem
div
(
AD((Ψ2 − Ψ˜1)eϕ − h)
)
− d((Ψ2 − Ψ˜1)eϕ − h)
(3.4.57)
= − ρ
+
0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0 2
)
∂θ(T2 − T˜1)
r
eϕ − F3︸ ︷︷ ︸
F
−div (ADh)+ dh in N+
f2(0)+fs
,
(Ψ2 − Ψ˜1)eϕ − h = 0 on ∂N+f2(0)+fs
(3.4.58)
where A and d are a (2, 2) tensor and scalar function defined below (3.2.14) and
h :=
(r − f(θ)) r1r h2 + (r1 − r)f(θ)r h1
r1 − f(θ) .
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Here, F is of the form∑
i
(Ai2 −Ai1)∂rBi2eϕ +
∑
i
Ai1∂r(B
i
2 −Bi1)eϕ
+
∑
i
Ci1∂θ(D
i
2 −Di1)eϕ + (E2 − E1)
∂θ(F2 sin θ)
sin θ
eϕ + E1
∂θ((F2 − F1) sin θ)
sin θ
eϕ
where
Aij ∈ C1,α(−α,Γ+w)(N
+
f ), B
i
jeθ ∈ C1,α(−α,Γ+w)(N
+
f ), C
i
j ∈ C1,α(−α,Γ+w)(N
+
f ),
Dij ∈ C1,α(−α,Γ+w)(N
+
f ), Ejeϕ ∈ C2,α(−1−α,Γ+w)(N
+
f ) and Fjeϕ ∈ C2,α(−1−α,Γ+w)(N
+
f )
for j = 1, 2. With arguments similar to the ones in the proof of Lemma 3.10 using (2.3.3),
(2.3.4), (3.0.1), (3.0.2) satisfied by (fi(0),Φieϕ, Li, Si) for i = 1, 2, (3.4.56) and
||T2 − T˜1||0,β,N+f2 ≤ Cσ||(Ψ2 − Ψ˜1)eϕ||1,β,N+f2(3.4.59)
and
||( A2
2πr sin θ
− A˜1
2πr sin θ
)eϕ||1,0,N+f2 ≤ Cσ||(Ψ2 − Ψ˜1)eϕ||1,β,Nf+2(3.4.60)
obtained from (3.4.52) and (3.4.54) using (3.4.56), we estimate (Ψ2− Ψ˜1)eϕ in (3.4.57), (3.4.58)
in C1,β(N+f2) (in this argument, we only change
∫
N+f2
∑
iA
i
1∂r(B
i
2−Bi1)eϕξ,
∫
N+f2
∑
i C
i
1∂θ(D
i
2−
Di1)eϕξ and
∫
N+f2
div(ADh)ξ using integration by parts). Then we obtain
||(Ψ2 − Ψ˜1)eϕ||1,β,N+f2 ≤ Cσ||(Ψ2 − Ψ˜1)eϕ||1,β,N+f2 .
Take σ3 = min(
1
2C , σ
(2)
3 )(=: σ3). Then we have Ψ2eϕ = Ψ˜1eϕ. Using this fact, we obtain from
(3.4.56), (3.4.59) and (3.4.60) f2(0) = f1(0), T2 = T˜1 and A2 = A˜1. One can see that σ3 depends
on the data. This finishes the proof. 
4. Determination of a shape of a shock location
In the previous section, for given (ρ−,u−, p−, pex, f
′
s) in a small perturbation of (ρ
−
0 , u
−
0 er, p
−
0
, pc, 0), we found (f(0),Φeϕ, L, S) satisfying all the conditions in Problem 2 except (2.5.5). In
this section, to finish the proof of Theorem 2.16, for given (ρ−,u−, p−, pex) in a small per-
turbation of (ρ−0 , u
−
0 er, p
−
0 , pc) as in the previous section or in a much small perturbation of
(ρ−0 , u
−
0 er, p
−
0 , pc) if necessary, we find f
′
s in a small perturbation of 0 as in the previous section
such that a solution of Problem 3 for given (ρ−,u−, p−, pex, f
′
s) = (ρ
−
0 , u
−
0 er, p
−
0 , pc, f
′
s) satisfies
(2.5.5).
4.1. Proof of Theorem 2.16 (Existence). For a constant σ > 0, we define
B(1)σ := {(ρ−,u−, p−) ∈ (C2,α(N ))3 |
||ρ− − ρ−0 ||2,α,N + ||u− − u−0 er||2,α,N + ||p− − p−0 ||2,α,N ≤ σ}
B(2)σ := {pex ∈ C1,α(−α,∂Γex)(Γex) | ||pex − pc||
(−α,∂Γex)
1,α,Γex
≤ σ},
B(3)σ := {h ∈ C1,α(−α,{θ=θ1}),0((0, θ1)) | ||h||
(−α,{θ=θ1})
1,α,(0,θ1)
≤ σ},
B(4)σ := B(1)σ × B(2)σ × B(3)σ .
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For given (ρ−,u−, p−, pex, f
′
s) ∈ B(4)σ for σ ≤ σ3, let (f(0),Φeϕ, L, S) be a solution of Problem
3 satisfying (3.0.2) given in Proposition 3.1. We define
(4.1.1) A(ρ−,u−, p−, pex, f ′s)
:=
(
1
̺(∇× (Φeϕ), L2πr sin θeϕ, S)
∇× (Φeϕ) · τf(0)+fs − u− · τf(0)+fs
)∣∣∣∣∣
Γf(0)+fs
◦ Πrsf(0)+fs
where τf(0)+fs is the unit tangent vector on Γf(0)+fs perpendicular to eϕ and satisfying (τf(0)+fs×
eϕ) · νf(0)+fs > 0 and νf(0)+fs is the unit normal vector field on Γf(0)+fs . Then A satisfies
A(ρ−0 , u−0 er, p−0 , pc, 0) = 0 and A is a map from B(4)σ to B(3)Cσ where C is a positive constant
depending on the data. If for given (ρ−,u−, p−, pex) ∈ B(1)σ ×B(2)σ for σ ≤ σ3, we find f ′s ∈ B(3)Cσ
for Cσ ≤ σ3 such that A(ρ−,u−, p−, pex, f ′s) = 0, then (f(0) + fs,Φeϕ, L, S) satisfies all the
conditions in Problem 2 and thus the existence part of Theorem 2.16 is proved. We will find
such f ′s using the weak implicit function theorem introduced in [3]. To apply the weak im-
plicit function theorem, we need to prove that A is continuous, A is Fre´chet differentiable at
(ρ−0 , u
−
0 er, p
−
0 , pc, 0)(=: ζ0) and the partial Fre´chet derivative of A with respect to f ′s at ζ0 is
invertible. We will prove these in the following lemmas.
We first prove that A is continuous.
Lemma 4.1. A is continuous in B(4)σ3 for a positive constant σ3 ≤ σ3 in the sense that if ζ(k) :=
(ρ
(k)
− ,u
(k)
− , p
(k)
− , p
(k)
ex , (f ′s)
(k)) ∈ B(4)σ3 converges to ζ(∞) := (ρ
(∞)
− ,u
(∞)
− , p
(∞)
− , p
(∞)
ex , (f ′s)
(∞)) ∈ B(4)σ3
in (C2,
α
2 (N ))3 ×C1,
α
2
(−α
2
,∂Γex)
(Γex)×C1,
α
2
(−α
2
,{θ=θ1}),0
((0, θ1)), then A(ζ(k)) converges to A(ζ(∞)) in
C
1,α
2
(−α
2
,{θ=θ1}),0
((0, θ1)).
Proof. The result is obtained by using the standard argument.
Let σ3 be a positive constant ≤ σ3 and to be determined later. Let ζ(k) for k = 1, 2, . . . be a se-
quence in B(4)σ3 that converges to ζ(∞) ∈ B
(4)
σ3 in (C
2,α
2 (N ))3×C1,
α
2
(−α
2
,∂Γex)
(Γex)×C1,
α
2
(−α
2
,{θ=θ1}),0
((0, θ1)).
By Proposition 3.1, for each given (ρ−,u−, p−, pex, f
′
s) = ζ
(k) for k = 1, 2, . . . and∞, there exists
a unique Uk := (f(0)(k),Φ(k)eϕ, L(k), S(k)) satisfying (A), (B) and the estimate (3.0.2) with σ
replaced by σ3. Let (Φ˜
(k), L˜(k), S˜(k)) := (Φ(k), L(k), S(k))(Π
rsf(0)(k)+f
(k)
s
) for k = 1, 2, . . . and ∞
and U˜k := (f(0)(k), Φ˜(k)eϕ, L˜(k), S˜(k)) for k = 1, 2, . . . and∞. To prove that A(ζ(k)) converges to
A(ζ(∞)) in C1,
α
2
(−α
2
,{θ=θ1}),0
((0, θ1)), we show that U˜k converges to U˜∞ in R×C2,
α
2
(−1−α
2
,Γ+w,rs)
(N+rs )×
(C
1,α
2
(−α
2
,Γ+w,rs)
(N+rs ))2.
To do so, we show that if a subsequence of U˜k converges in R × C2,
α
2
(−1−α
2
,Γ+w,rs )
(N+rs ) ×
(C
1,α
2
(−α
2
,Γ+w,rs)
(N+rs ))2, then it converges to U˜∞. Assume that a subsequence U˜kj of U˜k converges
to a function U˜∗ = (f(0)∗, Φ˜∗eϕ, L˜∗, S˜∗) in R × C2,
α
2
(−1−α
2
,Γ+w,rs )
(N+rs ) × (C
1,α
2
(−α
2
,Γ+w,rs )
(N+rs ))2. Let
(A)(k) and (B)(k) be (A) and (B) satisfied by Uk, respectively, and let ˜(A)(k) and ˜(B)(k) be
(A)(k) and (B)(k) transformed by using Π
rsf(0)(k)+f
(k)
s
, respectively. Since Ukj satisfies (A)(kj ),
(B)(kj ), U˜kj satisfies ˜(A)
(kj)
, ˜(B)
(kj)
. Take j →∞ to ˜(A)(kj), ˜(B)(kj). Then since ζ(k) → ζ(∞) in
(C2,
α
2 (N ))3×C1,
α
2
(−α
2
,∂Γex)
(Γex)×C1,
α
2
(−α
2
,{θ=θ1}),0
((0, θ1)) and U˜kj → U˜∗ in R×C
2,α
2
(−1−α
2
,Γ+w,rs)
(N+rs )×
(C
1,α
2
(−α
2
,Γ+w,rs)
(N+rs ))2, we obtain 1) ˜(A)
(∞)
, ˜(B)
(∞)
with U˜∞ replaced by U˜∗. By the facts that Uk
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for k = 1, 2, . . . satisfy (3.0.2) with σ replaced by σ3 and (f
′
s)
(k) for k = 1, 2, . . . are in B(3)σ3 ,
|f(0)(k) − rs|+ ||∇ × ((Φ˜(k) − Φ˜+,(k)0 )eϕ)||(−α,Γ
+
w,rs )
1,α,N+rs
+ || L˜
(k)
2πΠr
rsf(0)(k)+f
(k)
s
sin θ
eϕ||(−α,Γ
+
w,rs )
1,α,N+rs
+ ||S˜(k) − S˜+,(k)0 ||(−α,Γ
+
w,rs )
1,α,N+rs
≤ Cσ3
where (Φ˜
+,(k)
0 , S˜
+,(k)
0 ) := (Φ
+
0 , S
+
0 )(Πrsf(0)(k)+f(k)s
) for k = 1, 2, . . . and C is a positive con-
stant depending on the data and independent of k. Using the facts that (f ′s)
(k) → (f ′s)(∞) in
C
1,α
2
(−α
2
,{θ=θ1}),0
((0, θ1)) and U˜kj → U˜∗ in R×C
2,α
2
(−1−α
2
,Γ+w,rs )
(N+rs )× (C
1,α
2
(−α
2
,Γ+w,rs)
(N+rs ))2, we obtain
from this inequality
|f(0)∗ − rs|+ ||∇ × ((Φ˜∗ − Φ˜+,(∞)0 )eϕ)||(−α,Γ
+
w,rs )
1,α,N+rs
+ || L˜
∗
2πΠr
rsf(0)(∞)+f
(∞)
s
sin θ
eϕ||(−α,Γ
+
w,rs )
1,α,N+rs
+ ||S˜∗ − S˜+,(∞)0 ||(−α,Γ
+
w,rs )
1,α,N+rs
≤ Cσ3
where (Φ˜
+,(∞)
0 , S˜
+,(∞)
0 ) := (Φ
+
0 , S
+
0 )(Πrsf(0)(∞)+f(∞)s
). From this inequality, we have
|f(0)∗ − rs|+ ||∇ × ((Φ∗ − Φ+0 )eϕ)||
(−α,Γ+
w,f(0)∗+f
(∞)
s
)
1,α,N+
f(0)∗+f
(∞)
s
+ || L
∗
2πr sin θ
eϕ||
(−α,Γ+
w,f(0)∗+f
(∞)
s
)
1,α,N+
f(0)∗+f
(∞)
s
+ ||S∗ − S+0 ||
(−α,Γ+
w,f(0)∗+f
(∞)
s
)
1,α,N+
f(0)∗+f
(∞)
s
≤ C1σ3
where (Φ∗, L∗, S∗) := (Φ˜∗, L˜∗, S˜∗)(Π
f(0)∗+f
(∞)
s rs
) and C1 is a positive constant depending on
the data. Take σ3 = min(
Cσ3
C1
, σ3) where C is C in (3.0.2). Then 2) (f(0)
∗,Φ∗eϕ, L
∗, S∗)
satisfies (3.0.2) with σ replaced by σ3. By 1) and 2), (f(0)
∗,Φ∗eϕ, L
∗, S∗) satisfies (A), (B) for
(ρ−,u−, p−, f
′
s) = ζ
(∞) and (3.0.2) with σ replaced by σ3. By Proposition 3.1, (f(0),Φeϕ, L, S)
satisfying (A), (B) for (ρ−,u−, p−, f
′
s) = ζ
(∞) and (3.0.2) with σ replaced by σ3 is unique.
Therefore, (f(0)∗,Φ∗eϕ, L
∗, S∗) = (f(0)(∞),Φ(∞)eϕ, L
(∞), S(∞)). From this, we have that U˜∗ =
U˜∞.
Using the fact that we showed above, we prove that U˜k converges to U˜∞ in R×C2,
α
2
(−1−α
2
,Γ+w,rs )
(N+rs )×
(C
1,α
2
(−α
2
,Γ+w,rs)
(N+rs ))2. By R×C2,α(−1−α,Γ+w,rs )(N
+
rs )×(C1,α(−α,Γ+w,rs )(N
+
rs ))
2 ⋐ R×C2,
α
2
(−1−α
2
,Γ+w,rs )
(N+rs )×
(C
1,α
2
(−α
2
,Γ+w,rs)
(N+rs ))2, every subsequence of U˜k has a convergent subsequence in R×C
2,α
2
(−1−α
2
,Γ+w,rs )
(N+rs )×
(C
1,α
2
(−α
2
,Γ+w,rs)
(N+rs ))2. By the fact that we showed above, this convergent subsequence must con-
verge to U˜∞. Thus, we have U˜k → U˜∞ in R× C2,
α
2
(−1−α
2
,Γ+w,rs )
(N+rs )× (C
1,α
2
(−α
2
,Γ+w,rs )
(N+rs ))2.
Using this fact, we can conclude that A(ζ(k)) → A(ζ(∞)) in C1,
α
2
(−α
2
,{θ=θ1}),0
((0, θ1)) as ζ
(k) ∈
B(4)σ3 converges to ζ(∞) ∈ B
(4)
σ3 in (C
2,α
2 (N ))3 × C1,
α
2
(−α
2
,∂Γex)
(Γex) × C1,
α
2
(−α
2
,{θ=θ1}),0
((0, θ1)). This
finishes the proof. 
Next, we prove that A is Fre´chet differentiable.
Lemma 4.2. (i) The mapping A defined in (4.1.1) is Fre´chet differentiable at ζ0 := (ρ−0 ,u−0 , p−0 , pc, 0)
as a map from (C1,α(−α,Γw)(N ))3×C
1,α
(−α,∂Γex)
(Γex)×C1,α(−α,{θ=θ1}),0((0, θ1)) to C
1,α
(−α,{θ=θ1}),0
((0, θ1)).
(ii) The partial Fre´chet derivative of A with respect to f ′s at ζ0 is given by
Df ′sA(ζ0)f˜ ′s =
1
ρ+0
∇× (Ψ˜(f˜ ′s)eϕ) · eθ
∣∣∣∣
r=rs
− (u−0 − u+0 )(rs)
f˜ ′s
rs
(4.1.2)
56 YONG PARK
for f˜ ′s ∈ C1,α(−α,{θ=θ1}),0((0, θ1)) where Ψ˜(f˜
′
s)eϕ is a solution of (4.1.17), (4.1.18) for given f˜ ′s.
Proof. In this proof, we prove that A is Fre´chet differentiable as a function of f ′s at 0 with the
other variables fixed at (ρ−0 , u
−
0 er, p
−
0 , pc). The Fre´chet differentiability of A as a function of
(ρ−,u−, p−, pex, f
′
s) at ζ0 can be proved in a similar way.
In this proof, Cs denote positive constants depending on the data. Each C in different
inequalities differs from each other.
1. Let (f(0),Φeϕ, L, S) be a solution of Problem 3 for σ ∈ (0, σ3] satisfying (3.0.2). Let
(Ψ, A, T ) = (Φ−Φ+0 , L, S−S+0 ) and (Ψ˜, A˜, T˜ ) := (Ψ, A, T )(Πrsf(0)+fs). Find the partial Fre´chet
derivatives of f(0), Ψ˜eϕ, A˜ and T˜ with respect to f
′
s at ζ0.
Let f˜ ′s be a function in C
1,α
(−α,{θ=θ1}),0
((0, θ1)) satisfying ||f˜ ′s||(−α,{θ=θ1})1,α,(0,θ1) = 1. By Proposition
3.1, for each (ρ−,u−, p−, pex, f
′
s) = (ρ
−
0 , u
−
0 er, p
−
0 , pc, εf˜
′
s) for ε ∈ [0, σ3], there exists a unique
(fε(0),Φεeϕ, Lε, Sε) satisfying (A), (B) and the estimate (3.0.2). Define (Ψε, Aε, Tε) := (Φε −
Φ+0 , Lε, Sε − S+0 ). Since each (fε(0),Φεeϕ, Lε, Sε) satisfies (A), (B) for (ρ−,u−, p−, pex, f ′s) =
(ρ−0 , u
−
0 er, p
−
0 , pc, εf˜
′
s), each (fε(0),Ψεeϕ, Aε, Tε) satisfies (A
′), (B′) for (ρ−,u−, p−, pex, f
′
s) =
(ρ−0 , u
−
0 er, p
−
0 , pc, εf˜
′
s). Let
f˜(0)(f˜
′
s) := lim
ε→0+
fε(0)− f0(0)
ε
, Ψ˜(f˜
′
s)eϕ = lim
ε→0+
Ψ˜εeϕ −Ψ0eϕ
ε
,(4.1.3)
A˜(f˜
′
s) := lim
ε→0+
A˜ε −A0
ε
and T˜ (f˜
′
s) := lim
ε→0+
T˜ε − T0
ε
where f˜(0)(f˜
′
s), Ψ˜(f˜
′
s)eϕ, A˜
(f˜ ′s) and T˜ (f˜
′
s) represent the Gaˆteaux derivatives of f(0), Ψ˜eϕ, A˜ and
T˜ in the direction of f˜ ′s at ζ0. To find the Fre´chet derivative of A with respect to f ′s at ζ0, we
find f˜(0)(f˜
′
s), Ψ˜(f˜
′
s)eϕ, A˜
(f˜ ′s) and T˜ (f˜
′
s).
Transform (A′), (B′) satisfied by (fε(0),Ψεeϕ, Aε, Tε) into the equations in N+rs or on a part
of ∂N+rs by using Πrsfε where fε := fε(0)+εf˜s with f˜s =
∫ θ
0 f˜
′
s. And then subtract the resultant
equations from the same equations satisfied by (f0(0),Ψ0eϕ, A0, T0). Then we obtain
∇×
(
1
ρ+0
(1 +
u+0 er ⊗ u+0 er
c+0
2 − u+0 2
)∇× ((Ψ˜ε −Ψ0)eϕ)
)
(4.1.4)
=
ρ+0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0 2
)
∂θ(T˜ε − T0)
r
eϕ + F0 + F˜1(Ψ˜εeϕ, A˜ε, T˜ε) in N+rs ,
(Ψ˜ε −Ψ0)eϕ =


0 on Γrs ,Γ
+
w,rs,
1
r1 sin θ
∫ θ
0
(
− ρ
+
0 ((γ−1)u
+
0
2
+c+0
2
)
γ(γ−1)u+0 S
+
0
(T˜ε − T0)
+f1(Ψ˜εeϕ, A˜ε, T˜ε)
)
r21 sin ξdξeϕ on Γex,
(4.1.5)
1
r1 sin θ1
∫ θ1
0
(
−ρ
+
0 ((γ − 1)u+0 2 + c+0 2)
γ(γ − 1)u+0 S+0
(T˜ε − T0) + f1(Ψ˜εeϕ, A˜ε, T˜ε)
)∣∣∣∣∣
r=r1
r21 sin ξdξeϕ = 0,
(4.1.6)
{
(MTε Mε∇× ((Φ˜+0 + Ψ˜ε)eϕ)−∇× (Φ+0 eϕ)) · ∇A˜ε +∇× (Φ+0 eϕ) · ∇(A˜ε −A0) = 0 in N+rs ,
A˜ε −A0 = 0 on Γrs
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(MTε Mε∇× ((Φ˜+0 + Ψ˜ε)eϕ)−∇× (Φ+0 eϕ)) · ∇T˜ε +∇× (Φ+0 eϕ) · ∇(T˜ε − T0) = 0 in N+rs ,
T˜ε − T0 = g
(
(M−0 er · νfε)2
)∣∣
Γfε
Sin ◦Πrsfε − (g(M−0 2))(rs)Sin on Γrs
where
F0 =∇×
(
1
ρ+0
(1 +
u+0 er ⊗ u+0 er
c+0
2 − u+0 2
)∇× (Ψ˜εeϕ)
)
−Mε∇×
((
1
ρ+0
(1 +
u+0 er ⊗ u+0 er
c+0
2 − u+0 2
)
)
(Πrsfε)Mε∇× (Ψ˜εeϕ)
)
− ρ
+
0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0 2
)
∂θT˜ε
r
eϕ
+
(
ρ+0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0 2
)
1
r
)
(Πrsfε)
(
∂θ˜Π
r
fεrs(Πrsfε)∂rT˜ε + ∂θT˜ε
)
eϕ,
(Ψ˜ε, A˜ε, T˜ε) := (Ψε, Aε, Tε) ◦ Πrsfε , Φ˜+0 = Φ+0 ◦ Πrsfε , Mε =
(
∂Πfεrs
∂y
)
(Πrsfε), y is the cartesian
coordinate system representing N+fε , θ˜ is θ coordinate for y, (r, θ) is (r, θ) coordinates for N+rs ,
and Πrfεrs is the r-component of Π
∗
fεrs
, νfε is the unit normal vector field on Γfε pointing toward
N+fε and F˜1 is F1 changed by using the transformation Πfεrs . Divide the above equations by ε
and formally take ε→ 0+ using
(fε(0), Ψ˜ε, A˜ε, T˜ε)→ (rs,Ψ0, A0, T0) = (rs, 0, 0, 0) as ε→ 0+,(4.1.7)
εf˜ ′s → 0 as ε→ 0+
and (4.1.3). Then we have
∇×
(
1
ρ+0
(1 +
u+0 er ⊗ u+0 er
c+0
2 − u+0 2
)∇× (Ψ˜(f˜ ′s)eϕ)
)
(4.1.8)
=
ρ+0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0 2
)
∂θT˜
(f˜ ′s)
r
eϕ in N+rs ,
Ψ˜(f˜
′
s)eϕ =


0 on Γrs , Γ
+
w,rs ,
− 1r1 sin θ
∫ θ
0
ρ+0 ((γ−1)u
+
0
2
+c+0
2
)
γ(γ−1)u+0 S
+
0
T˜ (f˜
′
s)r21 sin ξdξeϕ on Γex,
(4.1.9)
− 1
r1 sin θ1
∫ θ1
0
ρ+0 ((γ − 1)u+0 2 + c+0 2)
γ(γ − 1)u+0 S+0
T˜ (f˜
′
s)
∣∣∣∣∣
r=r1
r21 sin ξdξeϕ = 0,(4.1.10) {
∂rA˜
(f˜ ′s) = 0 in N+rs ,
A˜(f˜
′
s) = 0 on Γrs ,
(4.1.11)
{
∂rT˜
(f˜ ′s) = 0 in N+rs ,
T˜ (f˜
′
s) = (g(M−0
2
))′(rs)Sin(f˜(0)
(f˜ ′s) + f˜s) on Γrs .
(4.1.12)
We solve this system for given f˜ ′s ∈ C1,α(−α,{θ=θ1}),0((0, θ1)).
By (4.1.11) and (4.1.12),
A˜(f˜
′
s) = 0 in N+rs(4.1.13)
and
T˜ (f˜
′
s) = (g(M−0
2
))′(rs)Sin(f˜(0)
(f˜ ′s) + f˜s).(4.1.14)
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Substitute (4.1.14) into (4.1.10). And then find f˜(0)(f˜
′
s) in the resultant equation. Then we
obtain
f˜(0)(f˜
′
s) =
− ∫ θ10 f˜s sin ζdζ∫ θ1
0 sin ζdζ
.(4.1.15)
Substitute this into (4.1.14) again. Then we have
T˜ (f˜
′
s) = (g(M−0
2
))′(rs)Sin(−
∫ θ1
0 f˜s sin ζdζ∫ θ1
0 sin ζdζ
+ f˜s) in N+rs .(4.1.16)
Substituting T˜ (f˜
′
s) given in (4.1.16) into (4.1.8) and (4.1.9), we get
∇×
(
1
ρ+0
(1 +
u+0 er ⊗ u+0 er
c+0
2 − u+0
2 )∇× (Ψ˜(f˜
′
s)eϕ)
)
(4.1.17)
=
ρ+0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0 2
)(g(M−0
2
))′(rs)Sin
f˜ ′s
r
eϕ in N+rs ,
Ψ˜(f˜
′
s)eϕ =


0 on Γrs , Γ
+
w,rs,
− 1r1 sin θ
∫ θ
0
ρ+0 ((γ−1)u
+
0
2
+c+0
2
)
γ(γ−1)u+0 S
+
0
(g(M−0
2
))′(rs)Sin
(−
∫ θ1
0 f˜s sin ζdζ∫ θ1
0 sin ζdζ
+ f˜s)r
2
1 sin ξdξeϕ on Γex.
(4.1.18)
Note that since (4.1.18) is a C0 boundary condition, Lemma 3.5 can be applied to (4.1.17),
(4.1.18). Using Lemma 3.5 and the arguments used to prove Lemma 3.13 (here we can ob-
tain more higher regularity of solutions of (4.1.17), (4.1.18) than that of solutions of (3.2.1),
(3.2.2) in Lemma 3.5 because f˜ ′s ∈ C1,α(−α,{θ=θ1})((0, θ1))), we obtain that there exists a unique
C3,α
(−1−α,Γ+w,rs )
(N+rs ) solution Ψ˜(f˜
′
s)eϕ of (4.1.17), (4.1.18) and this solution satisfies
||Ψ˜(f˜ ′s)eϕ||(−1−α,Γ
+
w,rs )
3,α,N+rs
≤ C(4.1.19)
for a positive constant C independent of f˜ ′s.
Using (3.0.2) satisfied by (fε(0),Φεeϕ, Lε, Sε), (4.1.4)-(4.1.6), (4.1.8)-(4.1.10), (4.1.13), (4.1.15),
(4.1.16), the solution expressions of A˜ε and T˜ε obtained by solving (B
′) for (f(0),Ψ) = (fε(0),Ψε)
and (ρ−,u−, p−, pex, f
′
s) = (ρ
−
0 , u
−
0 er, p
−
0 , pc, εf˜
′
s) using Lemma 3.15, and Lemma 3.5, we can ob-
tain
|fε(0)− f0(0)− εf˜(0)(f˜ ′s)| ≤ Cε2,
||Ψ˜ε −Ψ0 − εΨ˜(f˜ ′s)||(−1−α,Γ
+
w,rs )
2,α,N+rs
≤ Cε2,(4.1.20)
||A˜ε −A0 − εA˜(f˜ ′s)||(−α,Γ
+
w,rs )
1,α,N+rs
= 0,
||T˜ε − T0 − εT˜ (f˜ ′s)||(−α,Γ
+
w,rs )
1,α,N+rs
≤ Cε2
for all f˜ ′s ∈ C1,α(−α,{θ=θ1}),0((0, θ1)) satisfying ||f˜ ′s||
(−α,{θ=θ1})
1,α,(0,θ1)
= 1 and ε ∈ [0, σ3]. By (4.1.13) and
(4.1.15)-(4.1.18), f˜(0)(f˜
′
s), Ψ˜(f˜
′
s)eϕ, A˜
(f˜ ′s) and T˜ (f˜
′
s) are bounded linear maps from C1,α(−α,{θ=θ1}),0((0, θ1))
to R, C2,α
(−1−α,Γ+w,rs )
(N+rs ), C1,α(−α,Γ+w,rs )(N
+
rs ) and C
1,α
(−α,Γ+w,rs )
(N+rs ), respectively. From the above
inequalities and this fact, we have that f(0), Ψ˜eϕ, A˜ and T˜ are Fre´chet differentiable as a func-
tion of f ′s at 0 with the other variables fixed at (ρ
−
0 , u
−
0 er, p
−
0 , pc) and f˜(0)
(f˜ ′s), Ψ˜(f˜
′
s)eϕ, A˜
(f˜ ′s)
and T˜ (f˜
′
s) are the partial Fre´chet derivatives of f(0), Ψ˜eϕ, A˜ and T˜ with respect to f
′
s at ζ0,
respectively.
2. Show that A is Fre´chet differentiable as a function of f ′s at 0 with the other variables fixed
at (ρ−0 , u
−
0 er, p
−
0 , pc).
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By definition, the Gaˆteaux derivative of A in the direction (0, 0, 0, 0, f˜ ′s) at ζ0 is given by
lim
ε→0+
A(ρ−0 , u−0 er, p−0 , pc, εf˜ ′s)−A(ρ−0 , u−0 er, p−0 , pc, 0)
ε
= lim
ε→0+
1
ε
(
1
̺(∇× ((Φ+0 +Ψε)eϕ), Aε2πr sin θeϕ, S+0 + Tε)
∇× ((Φ+0 +Ψε)eϕ) · τfε
∣∣∣∣∣
Γfε
◦Πrsfε
− u−0 er · τfε
∣∣
Γfε
◦Πrsfε −
1
̺(∇× (Φ+0 eϕ), 0, S+0 )
∇× (Φ+0 eϕ) · eθ
∣∣∣∣
Γrs
+ u−0 er · eθ
∣∣
Γrs
)
where τfε is the unit tangent vector on Γfε perpendicular to eϕ and satisfying (τfε×eϕ) ·νfε > 0
and νfε is the unit normal vector field on Γfε . As we did in Step 1, formally take ε→ 0+ using
(4.1.3) and (4.1.7) to the right-hand side of the above equation. Then we obtain
1
ρ+0
∇× (Ψ˜(f˜ ′s)eϕ) · eθ
∣∣∣∣
r=rs
− (u−0 − u+0 )(rs)
f˜ ′s
rs
.
Define a map L by
Lf˜ ′s :=
1
ρ+0
∇× (Ψ˜(f˜ ′s)eϕ) · eθ
∣∣∣∣
r=rs
− (u−0 − u+0 )(rs)
f˜ ′s
rs
for f˜ ′s ∈ C1,α(−α,{θ=θ1}),0((0, θ1)) satisfying ||f˜ ′s||
(−α,{θ=θ1})
1,α,(0,θ1)
= 1 where Ψ˜(f˜
′
s)eϕ is a solution of
(4.1.17), (4.1.18) for given f˜ ′s ∈ C1,α(−α,{θ=θ1}),0((0, θ1)). Then L is a bounded linear map from
C1,α(−α,{θ=θ1}),0((0, θ1)) to C
1,α
(−α,{θ=θ1}),0
((0, θ1)). Using (3.0.2) satisfied by (f(0),Φεeϕ, Lε, Sε)
and (4.1.20), one can check that
||A(ρ−0 , u−0 er, p−0 , pc, εf˜ ′s)−A(ρ−0 , u−0 er, p−0 , pc, 0)− εLf˜ ′s||(−α,{θ=θ1})1,α,(0,θ1) ≤ Cε
2(4.1.21)
for any f˜ ′s ∈ C1,α(−α,{θ=θ1}),0((0, θ1)) satisfying ||f˜ ′s||
(−α,{θ=θ1})
1,α,(0,θ1)
= 1 and ε ∈ [0, σ3]. Therefore, A is
Fre´chet differentiable as a function of f ′s at 0 with the other variables fixed at (ρ
−
0 , u
−
0 er, p
−
0 , pc)
and L is the partial Fre´chet derivative of A with respect to f ′s at ζ0. This finishes the proof. 
Finally, we prove that the partial Fre´chet derivative of A with respect to f ′s at ζ0 is invertible.
When we prove the invertibility of the partial Fre´chet derivative of A with respect to f ′s at ζ0,
we use eigenfunction expansions of f˜ ′s and Ψ˜
(f˜ ′s). The eigenfunctions used to express f˜ ′s and
Ψ˜(f˜
′
s) are eigenfunctions of the following eigenvalue problem{
1
sin θ∂θ(sin θ∂θq)− qsin2 θ = −λq in θ ∈ (0, θ1),
q = 0 on θ = 0, θ1
(4.1.22)
that arises from θ-part of the spherical coordinate representation of (4.1.17), (4.1.18) (note that
this is the associated Legendre equation of type m = 1 with a general domain that is a singular
Sturm-Liouville problem). To express f˜ ′s and Ψ˜
(f˜ ′s) using eigenfunctions of (4.1.22), we need to
prove the orthogonal completeness of the set of eigenfunctions of (4.1.22). We prove this in the
following lemma.
Lemma 4.3. The eigenvalue problem (4.1.22) has infinitely countable eigenvalues λj for j =
1, 2, . . . satisfying λj → ∞ as j → ∞ and λj > 0. A set of eigenfunctions of (4.1.22) forms a
complete orthorgonal set in L2((0, θ1), sin θdθ).
Proof. 1. For given f ∈ L2((0, θ1), sin θdθ), we consider{
1
sin θ∂θ(sin θ∂θq)− qsin2 θ = −f in θ ∈ (0, θ1),
q = 0 on θ = 0, θ1.
(4.1.23)
60 YONG PARK
Write this equation in the form∫ θ1
0
(∂θq∂θξ +
qξ
sin2 θ
) sin θdθ =
∫ θ1
0
fξ sin θdθ(4.1.24)
for all ξ ∈ H10 ((0, θ1), sin θdθ). Assume for a moment that there exists a unique q ∈ H10 ((0, θ1), sin θdθ)
satisfying (4.1.24) for all ξ ∈ H10 ((0, θ1), sin θdθ) and this q satisfies
||q||H10 ((0,θ1),sin θdθ) ≤ C||f ||L2((0,θ1),sin θdθ)(4.1.25)
for some positive constant C. Using this q, we define a map S : L2((0, θ1), sin θdθ)→ L2((0, θ1), sin θdθ)
by
Sf = q.
Then S is a self-adjoint and compact linear operator. Hence, by the spectral theorem for
compact self-adjoint operators, S has contable infinite eigenvalues µj satisfying µj → 0 as j →∞
and the set of eigenfunctions qj of S corresponding to µj forms a complete orthorgonal set in
L2((0, θ1), sin θdθ). From this fact, we obtain that (4.1.22) has infinitely countable eigenvalues
λj → ∞ as j → ∞ and the set of eigenfunctions of (4.1.22) forms a complete orthorgonal set
in L2((0, θ1), sin θdθ).
2. Show that there exists a unique q ∈ H10 ((0, θ1), sin θdθ) satisfying (4.1.24) for all ξ ∈
H10 ((0, θ1), sin θdθ).
For given f ∈ L2((0, θ1), sin θdθ), we consider∫
D
δUδξ =
∫
D
f(θ)eϕξ(4.1.26)
for all ξ ∈ H10 (D) where U : D → R3, ξ : D → R3, D := {(x, y, z) ∈ S2 : z√x2+y2+z2 ≥ cos θ1}
and δ is the covariant derivative on S2. By the Lax-Milgram theorem, there exists a unique
U ∈ H10 (D) satisfying (4.1.26) for all ξ ∈ H10 (D) and this U satisfies
||U ||H10 (D) ≤ C||feϕ||L2(D)(4.1.27)
for some positive constant C depending on D. Let U be a function in H10 (D) satisfying (4.1.26)
for all ξ ∈ H10 (D). Using the standard argument, it can be shown that U satisfies
||U ||H2(D) ≤ C||feϕ||L2(D).
From this fact, we see that U satisfies∫
D
∆S2Uξ = −
∫
D
f(θ)eϕξ
for all ξ ∈ H10 (D). Using this fact and the fact that the coefficients of ∆S2U in the spherical
coordinate system are independent of ϕ, we apply arguments similar to the ones in the proof of
Lemma 3.14 to U (here, we use the facts that a bounded sequence in H2(D) contains a weakly
convergent subsequence and a H10 (D) function satisfying (4.1.26) for all ξ ∈ H10 (D) is unique).
Then we have that U only has the form uϕ(θ)eϕ.
One can see that if U = uϕ(θ)eϕ ∈ H10 (D) satisfies (4.1.26) for all ξ ∈ H10 (D), then
uϕ ∈ H10 ((0, θ1), sin θdθ) satisfies (4.1.24) for all ξ ∈ H10 ((0, θ1), sin θdθ) and that if uϕ ∈
H10 ((0, θ1), sin θdθ) satisfies (4.1.24) for all ξ ∈ H10 ((0, θ1), sin θdθ), then U = uϕ(θ)eϕ ∈ H10 (D)
satisfies (4.1.26) for all ξ ∈ H10 (D) having the form ξ(θ)eϕ. Using this fact, we can deduce that
there exists a unique q ∈ H10 ((0, θ1), sin θdθ) satisfying (4.1.24) for all ξ ∈ H10 ((0, θ1), sin θdθ).
By (4.1.27), this solution satisfies (4.1.25).
3. Show that eigenvalues λj of (4.1.22) are positive.
If q is an eigenfunction of S corresponding to an eigenvalue µ = 1λ , then there holds∫
D
δ(qeϕ)δξ =
∫
D
λqeϕξ(4.1.28)
for all ξ ∈ H10 (D) having the form ξ(θ)eϕ. Using the weak maximum principle, we can have
that for qeϕ ∈ H10 (D) to be a nonzero function satisfying (4.1.28) for all ξ ∈ H10 (D) having the
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form ξ(θ)eϕ, λ must be positive. Hence, eigenvalues of (4.1.22) are positive. This finishes the
proof. 
Then we prove the invertibility of the partial Fre´chet derivative of A with respect to f ′s at ζ0.
Lemma 4.4. The partial Fre´chet derivative of A with respect to f ′s at ζ0 given by (4.1.2) is an
invertible map from C1,α(−α,{θ=θ1})((0, θ1)) to C
1,α
(−α,{θ=θ1})
((0, θ1)).
Proof. By (4.1.19) and C2,α(−1−α,{θ=θ1})((0, θ1)) ⋐ C
1,α
(−α,{θ=θ1})
((0, θ1)), Df ′sA(ζ0) given by (4.1.2)
is of the form cI−K where c is a constant andK is a compact linear map fromC1,α(−α,{θ=θ1}),0((0, θ1))
to C1,α(−α,{θ=θ1}),0((0, θ1)). By the Fredholm alternative, this implies that if kerDf ′sA(ζ0) = {0},
then Df ′sA(ζ0) is invertible. In this proof, we show that kerDf ′sA(ζ0) = {0}. Since it is obvious
that Df ′sA(ζ0)0 = 0, we show that Df ′sA(ζ0)f˜ ′s = 0 only if f˜ ′s = 0.
1. Assume that for a nonzero f˜ ′s ∈ C1,α(−α,{θ=θ1}),0((0, θ1)), Df ′sA(ζ0)f˜ ′s = 0. Then there holds
1
ρ+0
∇× (Ψ(f˜ ′s)eϕ) · eθ
∣∣∣∣
r=rs
− (u−0 − u+0 )(rs)
f˜ ′s
rs
= 0(4.1.29)
where Ψ˜(f˜
′
s)eϕ is the C
3,α
(−1−α,Γ+w,rs )
(N+rs ) solution of
− 1
ρ+0 r
2
∂r(r
2∂rΨ˜
(f˜ ′s)) +
∂rρ
+
0
ρ+0
2
r
∂r(rΨ˜
(f˜ ′s))− 1
ρ+0 r
2
(
c+0
2
c+0
2 − u+0 2
)(
1
sin θ
∂θ(sin θ∂θΨ˜
(f˜ ′s))− Ψ˜
(f˜ ′s)
sin2 θ
)
(4.1.30)
=
ρ+0
γ−1
(γ − 1)u+0
(
1 +
γu+0
2
c+0
2 − u+0 2
) (
g(M−0
2
)
)′
(rs)Sin
r
f˜ ′s in N+,∗rs ,
Ψ˜(f˜
′
s) =


0 on Γ∗rs , Γ
+,∗
w,rs,
− 1r1 sin θ
∫ θ
0
ρ+0 ((γ−1)u
+
0
2
+c+0
2
)
γ(γ−1)u+0 S
+
0
(
g(M−0
2
)
)′
(rs)Sin(
−
∫ θ1
0 f˜s sin ζdζ∫ θ1
0 sin ζdζ
+ f˜s
)
r21 sin ξdξ on Γ
∗
ex,
(4.1.31)
which is the spherical coordinate representation of (4.1.17), (4.1.18), for given f˜ ′s. Using
C1,α(−α,{θ=θ1})((0, θ1)) ⊂ L2((0, θ1), sin θdθ) and Lemma 4.3, we express f˜ ′s as
f˜ ′s =
∞∑
j=1
cjqj(4.1.32)
where cj are constants and qj are eigenfunctions of (4.1.22) corresponding to eigenvalues λj of
(4.1.22). Define
f˜ ′s,m :=
m∑
j=1
cjqj(4.1.33)
and f˜s,m :=
∫ θ
0 f˜
′
s,m. We consider (4.1.30), (4.1.31) for given f˜
′
s = f˜
′
s,m and f˜s = f˜s,m.
Using the fact that qj ∈ C∞([0, θ1]) and 1sin θ∂θ(sin θ∂θq)− qsin2 θ = ∂θ
(
∂θ(q sin θ)
sin θ
)
, we can have
f˜s,m =
m∑
j=1
− cj
λj
(
∂θ(qj sin θ)
sin θ
− ∂θ(qj sin θ)
sin θ
∣∣∣∣
θ=0
)
.(4.1.34)
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Here,
∂θ(qj sin θ)
sin θ
∣∣∣
θ=0
is bounded because qj = 0 on θ = 0 and qj ∈ C∞([0, θ1]). Substitute
Ψ˜m =
∑m
j=1 pj(r)qj(θ), f˜
′
s,m given in (4.1.33) and f˜s,m given in (4.1.34) into the places of Ψ˜
(f˜ ′s),
f˜ ′s and f˜s in (4.1.30), (4.1.31), respectively. Then we obtain
(L1 :=)− 1
r2
(
1
ρ+0
r2p′j)
′ + (
1
ρ+0 r
2
(1 +
u+0
2
c+0
2 − u+0 2
)λj +
∂rρ
+
0
ρ+0
2
r
)pj
(4.1.35)
=
ρ+0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0 2
)
(
g(M−0 )
2
)′
(rs)Sin
r
cj in (rs, r1),
pj =


0 on r = rs,
ρ+0 ((γ−1)u
+
0
2
+c+0
2
)(g(M−0
2
))′(rs)Sinr1
γ(γ−1)u+0 S
+
0 λj
cj on r = r1
(4.1.36)
for j = 1, . . . ,m. One can see that L1 is of the form L0 − c0I where L0(= 1r2 ( 1ρ+0 r
2p′j)
′) is
an invertible operator and c0 is a positive constant. Using the Fredholm alternative and the
maximum principle, we can obtain that (4.1.35), (4.1.36) for each j has a unique C∞([rs, r1])
solution. Let pj be the solution of (4.1.35), (4.1.36). Then by the fact that qjeϕ ∈ C∞(D)
where D is a domain defined in the proof of Lemma 4.3, we have that Ψ˜meϕ =
∑m
j=1 pjqjeϕ is
a C∞(N+rs ) solution of (4.1.17), (4.1.18) for given f˜ ′s = f˜ ′s,m and f˜s = f˜s,m.
2. Show that there exists a subsequence Ψ˜mleϕ of Ψ˜meϕ such that Ψ˜mleϕ and D(Ψ˜mleϕ)
weakly converge to Ψ˜(f˜
′
s)eϕ and D(Ψ˜
(f˜ ′s)eϕ) in L
2(N+rs ), respectively.
Since Ψ˜meϕ is a C
∞(N+rs ) solution of (4.1.17), (4.1.18) for given f˜ ′s = f˜ ′s,m and f˜s = f˜s,m,
(4.1.17), (4.1.18) satisfied by Ψ˜meϕ can be transformed into the following boundary value prob-
lem for an elliptic system
(4.1.37) div
(
AD(Ψ˜meϕ)
)
− d(Ψ˜meϕ)
= − ρ
+
0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0 2
)(g(M−0
2
))′(rs)Sin
f˜ ′s,m
r
eϕ in N+rs ,
where A and d are a (2, 2)-tensor and scalar function defined below (3.2.14),
Ψ˜meϕ =


0 on Γrs , Γ
+
w,rs,
− 1r1 sin θ
∫ θ
0
ρ+0 ((γ−1)u
+
0
2
+c+0
2
)
γ(γ−1)u+0 S
+
0
(g(M−0
2
))′(rs)Sin
(−
∫ θ1
0 f˜s,m sin ζdζ∫ θ1
0 sin ζdζ
+ f˜s,m)r
2
1 sin ξdξeϕ(=: hmeϕ) on Γex.
(4.1.38)
Set hm :=
(r−rs)r1
(r1−rs)r
hmeϕ. Transform (4.1.37), (4.1.38) into a 0 boundary value problem by
substituting Ψ˜∗meϕ + hm into the place of Ψ˜meϕ in (4.1.37), (4.1.38). Write the resultant
problem in the following form
(4.1.39)
∫
N+rs
AD(Ψ˜∗meϕ)Dξ + dΨ˜
∗
meϕξ
=
∫
N+rs
ρ+0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0 2
)(g(M−0
2
))′(rs)Sin
f˜ ′s,m
r
eϕξ
−ADhmDξ − dhmξ
for all ξ ∈ H10 (N+rs ) where Ψ˜∗meϕ := Ψ˜meϕ − hm. Using Lemma 3.8, we obtain from (4.1.39)
||Ψ˜∗meϕ||H10 (N+rs) ≤ C||f˜
′
s,meϕ||L2(N+rs).
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Since ||f˜ ′s,meϕ||L2(N+rs ) ≤ ||f˜ ′seϕ||L2(N+rs), Ψ˜
∗
meϕ is a bounded sequence in H
1
0 (N+rs ). Hence, there
exists a subsequence Ψ˜∗mleϕ of Ψ˜
∗
meϕ and some function Ψ˜
∗eϕ ∈ H10 (N+rs ) such that Ψ˜∗mleϕ and
D(Ψ˜∗mleϕ) weakly converge to Ψ˜
∗eϕ and D(Ψ˜
∗eϕ) in L
2(N+rs ), respectively. Take l → ∞ to
(4.1.39) for m = ml. Then by Ψ˜
∗
ml
eϕ ⇀ Ψ˜
∗eϕ in L
2((0, θ1), sin θdθ), D(Ψ˜
∗
ml
eϕ) ⇀ D(Ψ˜
∗eϕ)
in L2((0, θ1), sin θdθ) and f˜
′
s,m → f˜ ′s in L2((0, θ1), sin θdθ), one has (4.1.39) with f˜ ′s,m, f˜s,m and
Ψ˜∗m replaced by f˜
′
s, f˜s and Ψ˜
∗eϕ, respectively. Thus, Ψ˜
∗eϕ is a H
1
0 (N+rs ) function satisfying
(4.1.39) with f˜ ′s,m and f˜s,m replaced by f˜
′
s and f˜s, respectively, for all ξ ∈ H10 (N+rs ). Let h be
hm with f˜
′
s,m and f˜s,m replaced by f˜
′
s and f˜s, respectively. One can see that Ψ˜
(f˜ ′s)eϕ − h is a
H10 (N+rs ) function satisfying (4.1.39) with f˜ ′s,m and f˜s,m replaced by f˜ ′s and f˜s, respectively, for all
ξ ∈ H10 (N+rs ). By Lemma 3.8, aH10 (N+rs ) function satisfying (4.1.39) with f˜ ′s,m and f˜s,m replaced
by f˜ ′s and f˜s, respectively, for all ξ ∈ H10 (N+rs ) is unique. Hence, Ψ˜∗eϕ = Ψ˜(f˜
′
s)eϕ − h. From
this, we can conclude that Ψ˜mleϕ and D(Ψ˜mleϕ) weakly converge to Ψ˜
(f˜ ′s)eϕ and D(Ψ˜
(f˜ ′s)eϕ)
in L2(N+rs ), respectively.
3. Show that Df ′sA(ζ0)f˜ ′s = 0 only if f˜ ′s = 0.
Since f˜ ′s 6= 0 by the assumption, there exists k ∈ N such that ck > 0 or ck < 0 in the
expression of f˜ ′s in (4.1.32). Without loss of generality, assume that ck > 0 for some k ∈ N.
Then since λk > 0 by Lemma 4.3, pk, that is, the solution of (4.1.35), (4.1.36) for j = k, satisfies
pk(r1) > 0. Using this fact, pk(rs) = 0 and the form of (4.1.35), we can deduce that pk ≥ 0 in
[rs, r1]. Thus, p
′
k(rs) ≥ 0.
Write (4.1.29) in the form
∫ θ1
0
(
− 1
ρ+0
1
r
∂r(rΨ˜
(f˜ ′s))
∣∣∣∣
r=rs
− (u−0 − u+0 )(rs)
f˜ ′s
rs
)
ξ sin θdθ = 0
for all ξ ∈ L2((0, θ1), sin θdθ). Rewrite this as
(4.1.40)
∫ θ1
0

− 1
ρ+0
ml∑
j=1
∂r(rpj)
r
qj − (u−0 − u+0 )(rs)
ml∑
j=1
cjqj
rs
− 1
ρ+0
1
r
∂r(rΨ˜
(f˜ ′s))
∣∣∣∣
r=rs
− (u−0 − u+0 )(rs)
f˜ ′s
rs
−

− 1
ρ+0
ml∑
j=1
∂r(rpj)
r
qj − (u−0 − u+0 )(rs)
ml∑
j=1
cjqj
rs



 ξ sin θdθ = 0
for all ξ ∈ L2((0, θ1), sin θdθ). Since p′k(rs) ≥ 0, pk(rs) = 0, (u−0 −u+0 )(rs) > 0, Ψ˜mleϕ ⇀ Ψ˜(f˜
′
s)eϕ
in L2(N+rs ) and D(Ψ˜mleϕ)⇀ D(Ψ˜(f˜
′
s)eϕ) in L
2(N+rs ), for a sufficiently large l such that ml ≥ k,
if we take ξ = qk, then the left-hand side of (4.1.40) becomes a negative number (here we used
the trace theorem). This contradicts to the assumption that Df ′sA(ζ0)f˜ ′s = 0. This finishes our
proof. 
Applying the weak implicit function theorem introduced in [3] with the results in Lemma 4.1,
Lemma 4.2 and Lemma 4.4, we obtain the result of the existence part of Theorem 2.16.
4.2. Proof of Theorem 2.16 (Uniqueness). Finally, we prove the uniqueness part of The-
orem 2.16.
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Proof of Theorem 2.16 (Uniqueness). Let σ1 be a positive constant ≤ σ3 obtained in the pre-
vious subsection such that if σ ≤ σ1, then Problem 2 has a solution satisfying
(4.2.1) |f(0)− rs|+ ||f ′s||(−α,{θ=θ1})1,α,(0,θ1)
+ ||∇ × ((Φ− Φ+0 )eϕ)||(−α,Γ
+
w)
1,α,N+f
+ || L
2πr sin θ
eϕ||(−α,Γ
+
w)
1,α,N+f
+ ||S − S+0 ||(−α,Γ
+
w)
1,α,N+f
≤ Cσ
where C is a positive constant depending on the data. Let σ1 be a positive constant ≤ σ1 and
to be determined later. Suppose that there exist two solutions (fi,Φieϕ, Li, Si) for i = 1, 2 of
Problem 2 for σ ≤ σ1 satisfing (4.2.1).
We will prove that there exists a positive constant σ1 ≤ σ1 such that if σ1 = σ1, then
(f1,Φ1eϕ, L1, S1) = (f2,Φ2eϕ, L2, S2).(4.2.2)
In this proof, Cs and Ci for i = 1, 2, . . . denote positive constants depending on the data. Each
C in different inequalities differs from each other. In this proof, when we estimate quantities,
we will use all or a part of the conditions (ρ−,u−, p−) ∈ B(1)σ , pex ∈ B(3)σ , (4.2.1) satisfied by
(fi,Φieϕ, Li, Si) for i = 1, 2 for σ ≤ σ3 without mentioning that we use these conditions.
Case 1. fs,1 = fs,2 where fs,i := fi − fi(0) for i = 1, 2.
By (4.2.1) satisfied by (fi,Φieϕ, Li, Si),
||f ′s,i||(−α,{θ=θ1})1,α,(0,θ1) ≤ C1σ
for i = 1, 2. Choose σ1 = min(σ1,
C3σ3
C2
, σ3C1 )(=: σ
(1)
1 ) where C2 and C3 are C in (4.2.1) and
(3.0.2), respectively. Then (ρ−,u−, p−, pex, f
′
s) ∈ B(4)σ for σ ∈ (0, σ3] and (fi(0),Φieϕ, Li, Si)
satisfies (3.0.2) for fs = fs,i, so the hypothesis in Proposition 3.1 is satisfied. If fs,1 = fs,2, then
by Proposition 3.1, (f1(0),Φ1eϕ, L1, S1) = (f2(0),Φ2eϕ, L2, S2). From this, we have (4.2.2).
Case 2. General case.
1. Let (Ψi, Ai, Ti) := (Φi − Φ+0 , Li, Si − S+0 ) and (Ψ˜i, A˜i, T˜i) := ( W˜i2πr sin θ , Ai(Πrsfi), Ti(Πrsfi))
for i = 1, 2 with W˜i :=Wi(Πrsfi) and Wi := 2πr sin θΨi. Show that
(4.2.3) |f2(0)− f1(0)| + ||(Ψ˜2 − Ψ˜1)eϕ||1,β,N+rs
+ || A˜2
2πr sin θ
− A˜1
2πr sin θ
||0,β,N+rs + ||T˜2 − T˜1||0,β,N+rs ≤ C||f
′
s,2 − f ′s,1||0,β,(0,θ1)
where β is a positive constant given in the proof of the uniqueness part of Proposition 3.1.
By the assumption, (f(0), fs,Ψeϕ, L, T ) = (fi(0), fs,i,Ψieϕ, Ai, Ti) for i = 1, 2 satisfy (A
′).
Transform (A′) satisfied by (fi(0), fs,i,Ψieϕ, Ai, Ti) for i = 1, 2 into equations in N+rs or on a part
of ∂N+rs by using Πrsfi in the way that we transformed (A′) satisfied by (f1(0),Ψ1eϕ, A1, T1) in
the proof of the uniqueness part of Proposition 3.1. Then we obtain
Mi∇×
(
1
ρ+0
(1 +
u+0 er ⊗ u+0 er
c+0
2 − u+0
2 )(Πrsfi)Ni∇× (Ψ˜ieϕ)
)
(4.2.4)
=
(
ρ+0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0 2
)
)
(Πrsfi)
(∂θ˜iΠ
∗,r
firs
)(Πrsfi)∂rT˜i + ∂θT˜i
Π∗,rrsfi
eϕ
+ F˜1i(Ψ˜ieϕ, A˜i, T˜i) in N+rs ,
Ψ˜ieϕ =


Π∗,rrsfi
(Φ−−Φ
−
0 )(Πrsfi )
r eϕ on Γrs ,
r0(Φ−−Φ
−
0 )(r0,θ1)
r eϕ on Γ
+
w,rs := Γw ∩ {r > rs},(
1
r sin θ
∫ θ
0
(
f0(T˜i, pex)
−ρ
+
0 ((γ−1)u
+
0
2
+c+0
2
)
γ(γ−1)u+0 S
+
0
T˜i + f1(Ψ˜ieϕ, A˜i, T˜i)
)
r2 sin ξdξ
)
eϕ on Γex,
(4.2.5)
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(4.2.6)
1
r sin θ
∫ θ
0
(
f0(T˜i, pex)− ρ
+
0 ((γ − 1)u+0 2 + c+0 2)
γ(γ − 1)u+0 S+0
T˜i + f1(Ψ˜ieϕ, A˜i, T˜i)
)
r2 sin ξdξ
=
r0(Φ− − Φ−0 )(r0, θ1)
r1
for i = 1, 2 whereMi =
(
∂Πfirs
∂yi
)
(Πrsfi) for i = 1, 2, Ni =
r2
(Π∗,rrsfi
)2
er⊗er−
(
∂θ˜i
Π∗,rfirs
)
(Πrsfi)
(Π∗,rrsfi
)2
rer⊗
eθ +
(
∂r˜iΠ
∗,r
firs
)
(Πrsfi )
Π∗,rrsfi
reθ ⊗ eθ, yi for i = 1, 2 are the cartesian coordinate systems representing
N+fi , respectively, (r˜i, θ˜i) are (r, θ) coordinates for yi, respectively, (r, θ) = Π∗firs(r˜i, θ˜i), Π
∗,r
rsfi
and
Π∗,rfirs are the r-components of Π
∗
rsfi
and Π∗firs , respectively, and F˜1i for i = 1, 2 are F1 changed by
using the transformation Πrsfi for i = 1, 2 using the relations (∇×(Ψieϕ))(Πrsfi) = Ni∇×(Ψ˜ieϕ)
and
(∇× ( A2πr sin θeϕ)) (Πrsfi) = Ni∇×( A˜i2πr sin θeϕ). Subtract (4.2.4)-(4.2.6) for i = 1 from the
same equations for i = 2. Then we have
∇×
(
1
ρ+0
(1 +
u+0 er ⊗ u+0 er
c+0
2 − u+0
2 )∇× ((Ψ˜2 − Ψ˜1)eϕ)
)
(4.2.7)
=
ρ+0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0 2
)
∂θ(T˜2 − T˜1)
r
eϕ +A2 −A1 +B2 −B1
+ F˜12(Ψ˜2eϕ, A˜2, T˜2)− F˜11(Ψ˜1eϕ, A˜1, T˜1)(=: F˜ ) in N+rs ,
(Ψ˜2 − Ψ˜1)eϕ =


(
Π∗,rrsf2
(Φ−−Φ
−
0 )(Πrsf2 )−Π
∗,r
rsf1
(Φ−−Φ
−
0 )(Πrsf1 )
r
)
eϕ(=: h˜1) on Γrs ,
0 on Γ+w,rs,(
1
r sin θ
∫ θ
0
(
f0(T˜2, pex)− f0(T˜1, pex) − ρ
+
0 ((γ−1)u
+
0
2
+c+0
2
)
γ(γ−1)u+0 S
+
0
(T˜2 − T˜1)
+f1(Ψ˜2eϕ, A˜2, T˜2)− f1(Ψ˜1eϕ, A˜1, T˜1)
)
r2 sin ξdξ
)
eϕ(=: h˜2) on Γex,
(4.2.8)
(4.2.9)
1
r sin θ
∫ θ
0
(
f0(T˜2, pex)− f0(T˜1, pex) − ρ
+
0 ((γ − 1)u+0 2 + c+0 2)
γ(γ − 1)u+0 S+0
(T˜2 − T˜1)
+f1(Ψ˜2eϕ, A˜2, T˜2)− f1(Ψ˜1eϕ, A˜1, T˜1)
)
r2 sin ξdξ = 0
where
Ai =∇×
(
1
ρ+0
(1 +
u+0 er ⊗ u+0 er
c+0
2 − u+0 2
)∇× (Ψ˜ieϕ)
)
−Mi∇×
(
1
ρ+0
(1 +
u+0 er ⊗ u+0 er
c+0
2 − u+0 2
)(Πrsfi)Ni∇× (Ψ˜ieϕ)
)
and
Bi =− ρ
+
0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0 2
)
∂θT˜i
r
eϕ
+
(
ρ+0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0 2
)
)
(Πrsfi)
(∂θ˜iΠ
∗,r
firs
)(Πrsfi)∂rT˜i + ∂θT˜i
Πrrsfi
eϕ
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for i = 1, 2. We will estimate ||(Ψ˜2 − Ψ˜1)eϕ||1,β,N+rs using (4.2.7)-(4.2.9). For this, we estimate
|| A˜22πr sin θ − A˜12πr sin θ ||1,0,N+rs and ||T˜2 − T˜1||0,β,N+rs .
Estimate || A˜22πr sin θ − A˜12πr sin θ ||0,β,N+rs and ||T˜2 − T˜1||0,β,N+rs :
Since Ai and Ti for i = 1, 2 are solutions of (B
′) for (Ψ, f(0), fs) = (Ψi, fi(0), fs,i), by Lemma
3.15, Ai and Ti are represented as
Ai = 2πfi(Li) sinLiu−,ϕ(fi(Li),Li)
and
Ti =
(
g
((
u− · νfi(Li)
c−
)2)
S−
)
(fi(Li),Li)− (g(M−0 2))(rs)Sin
where u−,ϕ = u− · eϕ, Li for i = 1, 2 are L given in Lemma 3.15 for V = 2πr sin θ(Φ+0 + Ψi)
and f = fi, respectively, and νfi for i = 1, 2 are the unit normal vectors on Γfi pointing toward
N+fi , respectively. Using these solution expressions, express ( A˜22πr sin θ − A˜12πr sin θ )eϕ and T˜2 − T˜1
as (
2πf2(L˜2) sin L˜2uϕ,−(f2(L˜2), L˜2)
2πr sin θ
− 2πf1(L˜1) sin L˜1uϕ,−(f1(L˜1), L˜1)
2πr sin θ
)
eϕ(4.2.10)
and

g

(u− · νf2(L˜2)
c−
)2S−

 (f2(L˜2), L˜2)−

g

(u− · νf1(L˜1)
c−
)2S−

 (f1(L˜1), L˜1),
(4.2.11)
respectively, where L˜i := Li(Πrsfi) for i = 1, 2. Using arguments similar to the ones used to
estimate ||( A22πr sin θ − A˜12πr sin θ )eϕ||1,0,N+f2 and ||T2− T˜1||0,β,N+f2 in the proof of the uniqueness part
of Proposition 3.1, we estimate (4.2.10) and (4.2.11) in Cβ(N+rs ). Then we obtain
||( A˜2
2πr sin θ
− A˜1
2πr sin θ
)eϕ||1,0,N+rs ≤ Cσ
(
||f2 − f1||1,β,Λ + ||(Ψ˜2 − Ψ˜1)eϕ||1,β,N+rs
)
(4.2.12)
and
||T˜2 − T˜1||0,β,N+rs ≤ C||f2 − f1||1,β,Λ + Cσ||(Ψ˜2 − Ψ˜1)eϕ||1,β,N+rs .(4.2.13)
Using these estimates, we estimate ||(Ψ˜2 − Ψ˜1)eϕ||1,β,N+rs . Substitute (4.2.11) into (4.2.9).
And then using (4.2.12) and (4.2.13), estimate f2(0)− f1(0) in the resultant equation (see Step
4 in the proof of the uniqueness part of Proposition 3.1). Then we obtain
|f2(0) − f1(0)| ≤ C4σ|f2(0)− f1(0)| + C||f ′s,2 − f ′s,1||0,β,(0,θ1) + Cσ||(Ψ˜2 − Ψ˜1)eϕ||1,β,N+rs .
Take σ1 = min(σ
(1)
1 ,
1
2C4
)(=: σ
(2)
1 ). Then we have
|f2(0)− f1(0)| ≤ C||f ′s,2 − f ′s,1||0,β,(0,θ1) + Cσ||(Ψ˜2 − Ψ˜1)eϕ||1,β,N+rs .(4.2.14)
Using (4.2.14), we obtain from (4.2.12) and (4.2.13)
|| A˜2
2πr sin θ
− A˜1
2πr sin θ
||0,β,N+rs ≤ Cσ
(
||f ′s,2 − f ′s,1||0,β,(0,θ1) + ||(Ψ˜2 − Ψ˜1)eϕ||0,β,N+rs
)
(4.2.15)
and
||T˜2 − T˜1||0,β,N+rs ≤ C||f
′
s,2 − f ′s,1||0,β,(0,θ1) + Cσ||(Ψ˜2 − Ψ˜1)eϕ||1,β,N+rs .(4.2.16)
Using these two estimates, (4.2.14) and arguments similar to the ones in Step 5 in the proof of
the uniqueness part of Proposition 3.1, we estimate (Ψ˜2− Ψ˜1)eϕ in (4.2.7), (4.2.8) in C1,β(N+rs ).
Then we obtain
||(Ψ˜2 − Ψ˜1)eϕ||1,β,N+rs ≤ C5σ||(Ψ˜2 − Ψ˜1)eϕ||1,β,N+rs + C||f
′
s,2 − f ′s,1||0,β,(0,θ1).
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Take σ1 = min(σ
(2)
1 ,
1
2C5
)(=: σ
(3)
1 ). Then we have
||(Ψ˜2 − Ψ˜1)eϕ||1,β,N+rs ≤ C||f
′
s,2 − f ′s,1||0,β,(0,θ1)(4.2.17)
Combining (4.2.14), (4.2.15), (4.2.16) and (4.2.17), we obtain (4.2.3).
2. Using the arguments in Step 1 in the proof of Lemma 4.2, we can see that the sys-
tem (4.1.8)-(4.1.12) has a unique solution for given f˜ ′s = f
′
s,2 − f ′s,1 ∈ Cβ0 ([0, θ1]) := {f ∈
Cβ([0, θ1]) | f ′(0) = f ′(θ1) = 0}:
f(0)(f
′
s,2−f
′
s,1) =
− ∫ θ10 (fs,2 − fs,1) sin ζdζ∫ θ1
0 sin ζdζ
,(4.2.18)
A˜(f
′
s,2−f
′
s,1) = 0,(4.2.19)
T˜ (f
′
s,2−f
′
s,1) = (g(M−0
2
))′(rs)Sin
(
− ∫ θ10 (fs,2 − fs,1) sin ζdζ∫ θ1
0 sin ζdζ
+ fs,2 − fs,1
)
(4.2.20)
and Ψ˜(f
′
s,2−f
′
s,1)eϕ, the unique C
2,β
(−1−α,Γ+w,rs )
(N+rs ) solution of (4.1.17), (4.1.18) for given f˜ ′s =
f ′s,2 − f ′s,1 ∈ Cβ0 ([0, θ1]) (here we had Ψ˜(f
′
s,2−f
′
s,1)eϕ ∈ C2,β(−1−α,Γ+w,rs )(N
+
rs ) because f
′
s,2 − f ′s,1 ∈
Cβ0 ([0, θ1])). Subtract (4.1.8)-(4.1.10) for given f˜
′
s = f
′
s,2−f ′s,1 ∈ Cβ0 ([0, θ1]) from (4.2.7)-(4.2.9).
Then we obtain
(4.2.21) ∇×
(
1
ρ+0
(1 +
u+0 er ⊗ u+0 er
c+0
2 − u+0 2
)∇× ((Ψ˜2 − Ψ˜1 − Ψ˜(f ′s,2−f ′s,1))eϕ)
)
=
ρ+0
γ−1
(γ − 1)u+0
(1 +
γu+0
2
c+0
2 − u+0 2
)
∂θ(T˜2 − T˜1 − T˜ (f
′
s,2−f
′
s,1))
r
eϕ
+A2 −A1 +B2 −B1 + F˜12(Ψ˜2eϕ, A˜2, T˜2)− F˜11(Ψ˜1eϕ, A˜1, T˜1) in N+rs ,
(4.2.22)
(Ψ˜2−Ψ˜1−Ψ˜(f ′s,2−f ′s,1))eϕ =


(
Π∗,rrsf2
(Φ−−Φ
−
0 )(Πrsf2 )−Π
∗,r
rsf1
(Φ−−Φ
−
0 )(Πrsf1 )
r
)
eϕ on Γrs ,
0 on Γ+w,rs,(
1
r sin θ
∫ θ
0
(
f0(T˜2, pex)− f0(T˜1, pex)
−ρ
+
0 ((γ−1)u
+
0
2
+c+0
2
)
γ(γ−1)u+0 S
+
0
(T˜2 − T˜1 − T˜ (f ′s,2−f ′s,1))
+f1(Ψ˜2eϕ, A˜2, T˜2)− f1(Ψ˜1eϕ, A˜1, T˜1)
)
r2 sin ξdξ
)
eϕ on Γex,
(4.2.23)
1
r sin θ
∫ θ
0
(
f0(T˜2, pex)− f0(T˜1, pex)
− ρ
+
0 ((γ − 1)u+0 2 + c+0 2)
γ(γ − 1)u+0 S+0
(T˜2 − T˜1 − T˜ (f ′s,2−f ′s,1))
+ f1(Ψ˜2eϕ, A˜2, T˜2)− f1(Ψ˜1eϕ, A˜1, T˜1)
)
r2 sin ξdξ = 0.
Estimate ||Ψ˜2 − Ψ˜1 − Ψ˜(f ′s,2−f ′s,1)||1,β,N+rs using (4.2.21)-(4.2.23).
Write T˜ (f
′
s,2−f
′
s,1) as
(g(M−0
2
))′(rs)Sin
(
f(0)(f
′
s,2−f
′
s,1) + fs,2 − fs,1
)
.(4.2.24)
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Substitute this T˜ (f
′
s,2−f
′
s,1) and (4.2.11) into the places of T˜ (f
′
s,2−f
′
s,1) and T˜2 − T˜1 in (4.2.23),
respectively. And then using (4.2.3), estimate f2(0) − f1(0) − f(0)(f ′s,2−f ′s,1) in the resultant
equation. Then we obtain
|f2(0)− f1(0) − f(0)(f ′s,2−f ′s,1)| ≤ Cσ||f ′s,2 − f ′s,1||0,β,(0,θ1).
Using this estimate and (4.2.3), we estimate T˜2− T˜1− T˜ (f ′s,2−f ′s,1) given by (4.2.11) and (4.2.24)
in Cβ(N+rs ). Then we obtain
||T˜2 − T˜1 − T˜ (f ′s,2−f ′s,1)||0,β,N+rs ≤ Cσ||f
′
s,2 − f ′s,1||0,β,(0,θ1).(4.2.25)
Using arguments similar to the ones in Step 5 in the proof of the uniqueness part of Proposition
3.1 with (4.2.3) and (4.2.25), we estimate Ψ˜2−Ψ˜1−Ψ˜(f ′s,2−f ′s,1) in (4.2.21), (4.2.22) in C1,β(N+rs ).
Then we have
||Ψ˜2 − Ψ˜1 − Ψ˜(f ′s,2−f ′s,1)||1,β,N+rs ≤ Cσ||f
′
s,2 − f ′s,1||0,β,(0,θ1).(4.2.26)
3. By the assumption, (fi,Φieϕ, Li, Si) for i = 1, 2 satisfy (2.5.5). This implies that
A(ρ−,u−, p−, pex, f ′s,i) = 0 for i = 1, 2 where A is a map defined in (4.1.1). Subtract these
two equations. Then we have
A(ρ−,u−, p−, pex, f ′s,2)−A(ρ−,u−, p−, pex, f ′s,1) = 0.
Write this as
0 = Df ′sA(ζ0)(f ′s,2 − f ′s,1) +R(4.2.27)
where
R = A(ρ−,u−, p−, pex, f ′s,2)−A(ρ−,u−, p−, pex, f ′s,1)−Df ′sA(ζ0)(f ′s,2 − f ′s,1)
and Df ′sA(ζ0) is a map given in (4.1.2) as a map from Cβ0 ([0, θ1]) to Cβ0 ([0, θ1]) (here Df ′sA(ζ0)
takes Cβ0 ([0, θ1]) functions and Ψ˜
(f ′s,2−f
′
s,1)eϕ in Df ′sA(ζ0)(f ′s,2 − f ′s,1) is the C2,β(−1−α,Γ+w,rs )(N
+
rs )
solution of (4.1.17), (4.1.18) for given f˜ ′s = f
′
s,2 − f ′s,1 ∈ Cβ0 ([0, θ1])).
Using (4.2.3) and (4.2.26), we can obtain
||R||0,β,(0,θ1) ≤ Cσ||f ′s,2 − f ′s,1||0,β,(0,θ1).(4.2.28)
In the way that we proved the invertiblity of Df ′sA(ζ0) as a map from C1,α(−α,{θ=θ1})((0, θ)) to
C1,α(−α,{θ=θ1})((0, θ)) in the the proof of Lemma 4.4, we can prove that Df
′
s
A(ζ0) is an invertible
map as a map from Cβ0 ([0, θ1]) to C
β
0 ([0, θ1]). Using this fact and (4.2.28), we obtain from
(4.2.27)
||f ′s,2 − f ′s,1||0,β,(0,θ1) ≤ C6σ||f ′s,2 − f ′s,1||0,β,(0,θ1).
Take σ1 = min(σ
(3)
1 ,
1
2C6
)(=: σ1). Then we have f
′
s,2 = f
′
s,1. One can see that σ1 depends on
the data. This finishes the proof. 
5. Appendix
In this section, we present some computations done by using the tensor notation given in
§3.2. We explain how we transformed an elliptic system in the cartesian coordinate system into
a system in the spherical coordinate system in the proof of Lemma 3.9 and Lemma 3.10, and
show that (3.2.8) is equivalent to (3.2.1).
Let (q1, q2, q3) be an orthogonal coordinate system in R
3. The unit vectors in this coordinate
system in the direction of qi for i = 1, 2, 3 are given as
1
hi
∂x
∂qi
(=: eqi) for i = 1, 2, 3 where
x = xe1 + ye2 + ze3 and hi := | ∂x∂qi |. By ∇ =
∑3
i=1
eqi
hi
∂qi , ∇U where U : R3 → R3 can be
written as
∇U =
3∑
i=1
∂qiU
hi
⊗ eqi .(5.0.1)
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Here, a ⊗ b for a, b ∈ R3 denotes abT . By (3.2.7), the multiplication of the tensor notation
defined in §3.2 is defined by
(a⊗ b⊗ c⊗ d)(e ⊗ f ⊗ g ⊗ h) = (d · e)(c · f)(a ⊗ b⊗ g ⊗ h)(5.0.2)
where a, b, c, d, e, f , g, h ∈ R3. By (5.0.1) and (5.0.2), M in
∇U =M∇(q1,q2,q3)U ,
where ∇(q1,q2,q3)U =
∑3
i=1 ∂qiU ⊗ ei and M = ∂(q1,q2,q3)∂(x,y,z) , can be expressed as
M =
3∑
i=1
1
hi
I ⊗ eqi ⊗ ei ⊗ I.(5.0.3)
Here, I ⊗ a⊗ b⊗ I for a, b ∈ R3 is a linear map from R3×3 to R3×3 defined by
I ⊗ a⊗ b⊗ I :=
3∑
i=1
ei ⊗ a⊗ b⊗ ei.(5.0.4)
(Note that I ⊗ a⊗ b⊗ I satisfies
(I ⊗ a⊗ b⊗ I)(c⊗ d) = (b · d)c⊗ a(5.0.5)
for c, d ∈ R3.) In the standard way, we transform div(B∇U) = 0 in the cartesian coordinate
system where B is a linear map from R3×3 to R3×3 into an equation in (q1, q2, q3)-coordinate
system. Then we obtain
div(q1,q2,q3)
(
1
detM
MTB ◦ χ−1M∇(q1,q2,q3)(U ◦ χ−1)
)
= 0(5.0.6)
where div(q1,q2,q3) := ∇(q1,q2,q3)·, ∇(q1,q2,q3) and M are as above, χ is the map from (x, y, z) to
(q1, q2, q3) and detM =
1
h1h2h3
. Using (5.0.2) and (5.0.3), we compute MTB ◦ χ−1M . Then
we have the explicit form of (5.0.6). In this way, we obtain the explicit form of the spherical
coordinate representation of (3.2.30).
Next, we show that (3.2.8) is equivalent to (3.2.1).
By (5.0.1),
∇(Ψeϕ) = ∂rΨeϕ ⊗ er + ∂θΨ
r
eϕ ⊗ eθ − Ψ
r
er ⊗ eϕ − cos θ
r sin θ
Ψeθ ⊗ eϕ.(5.0.7)
Using (5.0.5) and (5.0.7), we have
c+0
2
ρ+0 (c
+
0
2 − u+0 2)
(
I − u
+
0
2
c+0
2 (I ⊗ er ⊗ er ⊗ I)
)
∇(Ψeϕ)
=
c+0
2
ρ+0 (c
+
0
2 − u+0 2)
∇(Ψeϕ)− u
+
0
2
ρ+0 (c
+
0
2 − u+0 2)
∂rΨeϕ ⊗ er.
Using this relation and the relation div(a ⊗ b) = ∇ab+ adivb, we compute the left-hand side
of (3.2.8). Then we get
a(r)∆(Ψeϕ) +∇(Ψeϕ)∇a(r)−∇eϕb(r)∂rΨer − eϕdiv(b(r)∂rΨer)− ∂rρ
+
0
ρ+0
2
r
Ψeϕ(5.0.8)
where a(r) :=
c+0
2
ρ+0 (c
+
0
2
−u+0
2
)
and b(r) :=
u+0
2
ρ+0 (c
+
0
2
−u+0
2
)
. By direct computation, one can check that
∇eϕb(r)∂rΨer = 0. Using this fact and (5.0.7), we compute (5.0.8). Then we have(
a(r)(∆Ψ − Ψ
r2 sin2 θ
) + a′(r)∂rΨ− b(r)( 1
r2
∂r(r
2∂rΨ))− b′(r)∂rΨ
)
eϕ − ∂rρ
+
0
ρ+0
2
r
Ψeϕ.(5.0.9)
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By a − b = 1
ρ+0
, (a − b)′ = −∂rρ
+
0
ρ+0
2 . Substitute this relation into (5.0.9) and then express the
resultant equation in the spherical coordinate system. Then we obtain(
1
ρ+0 r
2
∂r(r
2∂rΨ)− ∂rρ
+
0
ρ+0
2
r
∂r(rΨ) +
c+0
2
ρ+0 (c
+
0
2 − u+0 2)r2
(
1
sin θ
∂θ(sin θ∂θΨ)− Ψ
sin2 θ
))
eϕ.
This after multiplied by (−1) is equal to the left-hand side of (3.2.3). By this fact, (3.2.8) is
equivalent to (3.2.1).
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