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Abstract 
Biological sequence assembly is an essential step 
for sequencing the genomes of organisms. Sequence 
assembly is very computing intensive especially for the 
large-scale sequence assembly. Parallel computing is 
an effective way to reduce the computing time and 
support the assembly for large amount of biological 
fragments. Euler sequence assembly algorithm is an 
innovative algorithm proposed recently. The advantage 
of this algorithm is that its computing complexity is 
polynomial and it provides a better solution to the 
notorious “repeat” problem. This paper introduces the 
parallelization of the Euler sequence assembly 
algorithm. All the Genome fragments generated by 
whole genome shotgun (WGS) will be assembled as a 
whole rather than dividing them into groups which 
may incurs errors due to the inaccurate group 
partition. The implemented system can be run on 
supercomputers, network of workstations or even 
network of PC computers. The experimental results 
have demonstrated the performance of our system.  
1. Introduction 
The research on Human Genome Project [1] has 
been gradually diverted to the post-processing of the 
biological data. Computer technologies are widely 
used to analyze these data. Sequence assembly, which 
is also called fragment assembly, is to recover the 
fragments into the original sequences. Currently these 
fragments are broken from DNA sequences by using 
whole genome shotgun approach which is less 
expensive and more quickly than other approaches [2]. 
The traditional paradigm for sequence assembly is 
overlap-layout-consensus [3,9]. The weakness of this 
paradigm is that it can not effectively solve the 
problem of fragment repeat, i.e. it can not distinguish 
between the fragment overlap and fragment repeat. 
And it is a NP-hard problem to assemble the fragments 
under this paradigm. The software taking use of this 
approach includes Phrap [4], Cap4 [5], Celera 
Assembler [6] and so on. Pavel A. Pevzner [7] 
proposed an Euler approach to fragment assembly. 
This approach abandons the classical “overlap–layout–
consensus” paradigm and resolves the 20-year-old 
“repeat problem” in fragment assembly. It reduces the 
fragment assembly problem to a variation of the 
classical Eulerian path problem which has been 
demonstrated to be more accurate than other 
approaches. This Euler approach has a polynomial 
computing complexity rather than the exponential 
complexity as the other approaches have.  
It is well known that one of the challenges to the 
biological computing is the large amount of biological 
data and the colossal computing capacity required to 
process these data. Although Euler sequence assembly 
algorithm has a lower computing complexity compared 
with other approaches, it still needs a lot of time to 
assemble those biological fragments for small-sized or 
middle-sized genome. Parallel computing is an 
efficient way to solve computing-intensive problems 
and sequence assembly has shows good parallelism to 
be exploited [11,12]. In fact, parallel computing has 
been used in the current sequence assembly, for 
example sequencing the genome of human being in 
Human Genome Project. Many computing nodes have 
participated in the process of assembling the fragments 
from human genome. But this is not a “real” parallel 
computing for sequence assembly because in this 
approach all the fragments have to be partitioned into 
many groups first whose size is suitable for being 
assembled in a single computing node. Fragments from 
one group can only be assembled with other fragments 
within the same group. So each computing node can 
only assemble the fragment from a perspective of 
group, not the whole genome. The partition of the 
fragments is conducted sequentially and may produce 
errors. And these errors will result in the incorrect 
sequence assembly result because the assembly is 
confined to individual groups and can not cross these 
groups.  
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But in our approach the parallel sequence assembly 
is carried out by each computing node from the view of 
the whole genome. Each fragment can be visited by 
each computing node. Each node can assembly any 
fragment into its local assembly result. And the 
assembly is conducted by all the computing nodes in 
parallel. This is a “real” parallel sequence assembly 
approach because it is genome oriented, not group 
oriented. We are the first to propose such a real parallel 
approach. 
This paper is organized as following: section 1 
introduces the sequence assembly, parallel sequence 
assembly and related works; Section 2 describes the 
Euler approach for biological sequence assembly; 
Section 3 proposes our parallel sequence assembly 
approach; Experimental results are given in section 4 
and the last section concludes the paper. 
2. Introduction to Euler Sequence 
Assembly Approach 
Euler sequence assembly approach was proposed by 
Prof. Pavel A. Pevzner. The main contribution of the 
Euler assembly approach is that it transforms the 
biological sequence assembly problem into an Euler 
path problem which has a polynomial solution and 
provides a better solution for the notorious “repeat” 
problem.  
In Euler sequence assembly approach, tuples are the 
minimal units to be assembled rather than the reads as 
in other approaches. Tuples are generated from reads. 
Tuples from one read are all the substrings of this read 
with the same length which is normally 20. All the 
tuples generated form a debruijn graph. The vertices of 
the graph are the tuples. Supposing the length of tuple 
is l, if the last l-1 nucleotide acids of one tuple are the 
same with the first l-1 nucleotide acids of another tuple 
there will be an directed edge in the graph which 
connects these two adjacent tuples. Euler assembly 
approach is to find all the Euler paths in the graph. 
Each path is in fact a contig. The core of the Euler 
approach is the consistency analysis rule which solves 
the problems of path selection for branches when 
looking for Euler paths in the graph. 
3. Parallel Biological Sequence Assembly 
In this section we introduce the parallelization of 
Euler sequence assembly approach. We will discuss 
the algorithm to parallelize the Euler approach and the 
determination of coverage. 
3.1. The algorithm 
The parallelization of the Euler sequence assembly 
approach includes the data distribution and 
computation distribution. And the data distribution is 
conducted first. Tuples are generated from all the reads 
and stored in a distributed hash table. This table is 
evenly distributed onto multiple computing nodes. We 
use djb2 hash algorithm to calculate the hash values for 
tuple strings. Given a tuple string s, we calculate its 
hash value h=djb2(s). Supposing the number of 
computing nodes is p and the size of the hash table is t,
the size of partial hash table on each node is t/p. The 
number of the computing node which s will be 
assigned to is h%(t/p). Each tuple will be stored into 
the corresponding partial hash table on some 
computing node. And we use linked list to deal with 
the collision occurring in the hash table. After storing 
all the tuples we need to calculate the multiplicity of 
each tuple which will determine how many times the 
tuple will appear in the final contigs and when the 
assembly process should stop. According to the local 
hash table, each computing node will start to assemble 
the tuples. The assembly process on each computing 
node is shown as follows: 
Input: hash table and reads 
Output: contigs 
(1) Take the first tuple t from the local hash table 
whose counter is bigger than 0. t is an initial contig. 
(2) Look for tuples adjacent to t at the right side. If 
there is only one such tuple and this tuple is on the 
same computing node, join the adjacent tuple directly 
with t. If this tuple is on some other computing node, 
this computing node will communicate with the remote 
computing node to request for this tuple. If the counter 
of this tuple is bigger than 1, it can be joined into the 
current contig. And it is the responsibility of the 
remote computing node to decrease the counter for this 
tuple by 1. If the number of the tuples adjacent to t is 
more than 1, apply consistency analysis rule to judge if 
there exists one and only one tuple which can be joined 
to the contig. If yes, join the tuple to the current contig 
if it is located on this computing node. If it is located 
on another computing node, communicate with that 
node to join the tuple to the current contig if possible. 
(3) Check if there are requests from other computing 
nodes and serve them if there are. 
(4) Repeat (2) and (3) until current contig can not be 
extended any longer at the right direction because of no 
more tuples available, counters of adjacent tuples 
becoming 0 or consistency analysis failing to 
determine which path the current contig should follow. 
(5) Look for tuples adjacent to t at the left side and 
deal with these tuples in the same way as described in 
(2), (3) and (4). 
(6) If there are tuples in the local hash table whose 
counters are bigger than 0, go to (1). Otherwise the 
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assembly process on this computing node finishes and 
the contigs generated will be sent to the master 
computing node. 
(7) The master computing node merges the contigs 
from all the nodes into the final contigs. 
The counter for each tuple is initialized to be the 
multiplicity of the tuple, which describes how many 
times the tuple will appear in the final assembly result. 
The details for the counter can be seen in Section 3.2. 
Our parallel sequence assembly approach will extend 
the contigs from both the right direction and left 
direction as shown in (2) and (5) . This will help 
increase the length of the contigs generated by 
individual computing nodes and thus reduce the 
computation to be carried out by the merging process 
which merges all the partial contigs from all computing 
nodes. The reduced computation is in fact distributed 
onto each computing node and executed in parallel.  
Computing nodes assemble the tuples according to 
their local hash tables and generate contigs in parallel. 
And each node needs to communicate with others 
because the tuples to be joined into the current contig 
perhaps will lie in other computing nodes. Details of 
communications among the computing nodes can be 
seen from (2) and (3). After one tuple is processed each 
node will server the request from other nodes so as to 
ensure that other nodes will not waiting for a long time 
to receive the response. Thus good utilization of the 
parallel system is achieved. 
Finally the master computing node will collect all 
the contigs from the computing nodes to assemble 
them further into the final result. The master node has 
no difference from other nodes except for the merging 
process. The merging process also uses consistency 
analysis rule to assemble the current contigs into 
longer ones. The process is very similar with the 
assembly process discussed above. The tuples on both 
ends of every contig will be analyzed to see if they can 
be concatenated with other contigs. The merging 
process continues to assemble contigs until no more 
contigs can be joined together. 
3.2. Determination of Coverage 
The completion of the parallel Euler sequence 
assembly process depends on the coverage of the 
genome to be sequenced. Supposing the coverage of 
some genome is m, the number of a tuple which 
appears only once in the genome will ideally be m. The 
number of a tuple which appears more than once in the 
genome will ideally be the multiple of m. The number 
of a tuple appearing in the final assembly result should 
be the number of its appearing in the genome divided 
by m, i.e. multiplicity. We set a counter for each tuple 
which is initialized to its multiplicity. Each time a tuple 
is assembled its counter will be decreased by 1. The 
parallel assembly process will finish when the counters 
of all the tuples become zero.  
In order to calculate the multiplicities of all the 
tuples, we have to know the coverage of the genome 
which is in fact the number of copies of the genome to 
be sequenced. Generally we can not get this 
information directly. In our approach, we calculated 
the coverage of the genome by the statistics of all kinds 
of tuples with different numbers of their appearing in 
all the reads to be assembled. We define Si as a set of 
tuples within which all tuples appear i times in all the 
reads. Among all the sets there must exist a set Scoverage
within which all tuples have no repeats in the genome. 
And the number of these tuples’ appearing in all the 
reads will be equal to the coverage of the genome. 
|Scoverage| is larger than any other |Si|, i coverage
because in the genome the amount of tuples with 
multiplicity equal to 1 is bigger than the amount of 
tuples with multiplicity equal to 2, 3 or more. So we 
can easily identify the set Scoverage from all the sets of 
tuples. The subscripting value of Scoverage is just the 
coverage of the genome. 
We conduct the statistics for four species from 
TIGR Benchmark[8]. The result is shown as Figure 1 
to 4(X axis represents the appearing number of tuples, 
Y axis represents the amount of tuples having some 
appearing number). From these figures, we can clearly 
see that there is a peak in each curve. The peak 
indicates the largest amount of tuples whose appearing 
number is just equal to the coverage of the genome. 
But there exists the error between experimental 
coverage of the genome and the real coverage as we 
discuss above. This is because some unqualified 
reads(too long or too short) have been removed from 
the chemical experiments for sequencing[10]. So the 
experimental coverage will be a little smaller than the 
real value. When implementing the system we will 
augment the experimental coverage and use it to 
calculate the multiplicity of each tuple. 
4. Experiments 
4.1. Experimental Environment 
We test our parallel assembly program on a 
clustersystem with 4 IBM SMP workstations. These 
workstations are connected by Myrinet with 2 
gigabytes/s bandwidth. Each workstation has four PIII 
Xeon 700MHz CPUs. The clusters run RedHat 7.0 
operating system. And MPICH-1.2.1 is installed in the 
system for messages passing. 
The experimental data is got from the public DNA 
sequence database. We generate reads from the  
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Fig.1 Statistics of brucella suis
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Fig.3 Statistics of shewanella oneidensis
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Fig.4 Statistics of saphylococcus epidermis
RP62A
sequence got from the database by partitioning 
multiple copies of this sequence randomly. The 
number of copies is 7, which means the coverage of the 
genome is 7. The length of the read ranges from 500 
base pairs to 1000 base pairs. Our program will read in 
these reads and generate tuples from them. The length 
of each tuple is set to be 20. 
4.2. Correctness 
Our parallel sequence assembly program assembles 
the reads and generates contigs. Table 1 shows the 
contigs we got from assembling the experimental data. 
Except when the size of the genome is 2 million base 
pairs, our program generates two contigs. One is the 
positive sequence, and the other is the negative 
sequence which is complementary to the positive 
sequence. The reason for creating the negative 
sequence is that we assembly all the reads we will also 
generate the complementary reads for all the reads. So 
after assembly the original reads, we will get two 
sequences – one is the positive one and the other is the 
negative one. We compare that the positive sequence 
with the original genome sequence and find they are 
totally same. So for most of the experimental data, we 
can assembly the reads into the original DNA sequence 
perfectly. Only one contig is generated. But for the real 
sequence assembly, it is almost impossible to get such 
result because we can not get such perfect reads from 
the real biological experiments. In those experiments, 
there will be errors in the sequencing of the reads on 
one side, on the other side some fragments in the 
genome sequence are very hard to be sequenced. So 
the data in our experiment is ideal. All the reads about 
the sequence can be got and they are error free. But the 
success in assembling these ideal data has 
demonstrated the correctness of our parallel assembly 
algorithm because all the assembly algorithms are 
designed based on the ideal data. And even for the case 
of 4 contigs generated, these contigs are still consisting 
with the original sequence. So the correctness of our 
parallel sequence assembly program has been 
demonstrated. 
4.3. Performance 
The main contribution of using the parallel 
technology in assembly is that such schema can 
process the assembly for large scale DNA sequence. It 
is very important to test the memory size consumed by 
the program to evaluate its capability. Table 2 and 
Table 3 show the memory consumed in the parallel 
program and the serial program separately. 
The serial program consumes 62.1% memory for 
processing 2 million base pairs. But for the parallel 
program only 45.4% of the memory is consumed when 
processing 5 million base pairs. The memory 
consumed by parallel program is obviously smaller 
than the serial program. And the biggest disadvantage  
Table 1.Numbers of the results
DNA scale
(10kbp)

10

20

50

100

200

500
No. of
Contigs

2

2

2

2

4

2
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Table 2. Memory consumed in the parallel 
program 
DNAscale(10kbp) Memory
Consumed(%)
10 
20 
50 
100 
200 
500 
Table 3. Memory consumed in each node for 
the serial program
DNAscale(10kbp) Memory
Consumed(%)
5 
10 
20 
50 
100 
200 
of the serial program is that the maximal amount of the 
biological data that can be processed is determined by 
the size of memory available to a single CPU which is 
up to 4 mega bytes. But for parallel sequence assembly 
program, with more computing nodes added, the 
amount of the biological data that can be processed is 
unlimited in theory.  
Fig. 5 shows that the increase of the time is linear 
and quadric with respect to the increase of the DNA 
scale. This relationship is same with the serial Euler 
sequence assembly algorithm. But it is much better 
than most of the classical assembly algorithms. 
5. Conclusion 
Parallel Euler sequence assembly approach is 
proposed in this paper. This approach stores all the 
tuples into the distributed hash table so as to assemble 
these data as a whole. This eliminates the errors  
Fig. 5. Time-scale relationship 
incurred by approximately partitioning the fragments 
into groups and assembling them in each group as 
other approaches did. And our system can be run on 
network of workstations or supercomputers. It is 
particularly suitable for those who are not equipped 
with supercomputers but have many computing 
resources including workstations or PC computers 
which are connected by a local network. This is the 
first effort to parallelize the Euler sequence assembly 
algorithm to assemble large-scale genome. It will 
greatly shorten the time used to assembly the genome 
sequences, especially for large scale genomes. In the 
future, we will work on enhancing the current system 
to better support the assembly of the biological data 
with many errors. 
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