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Abstract— We investigate the scenario that a robot needs to
reach a designated goal after taking a sequence of appropriate
actions in a non-static environment that is partially structured.
One application example is to control a marine vehicle to move
in the ocean. The ocean environment is dynamic and oftentimes
the ocean waves result in strong disturbances that can disturb
the vehicle’s motion. Modeling such dynamic environment is
non-trivial, and integrating such model in the robotic motion
control is particularly difficult. Fortunately, the ocean currents
usually form some local patterns (e.g. vortex) and thus the
environment is partially structured. The historically observed
data can be used to train the robot to learn to interact with the
ocean tidal disturbances. In this paper we propose a method
that applies the deep reinforcement learning framework to learn
such partially structured complex disturbances. Our results
show that, by training the robot under artificial and real ocean
disturbances, the robot is able to successfully act in complex
and spatiotemporal environments.
I. INTRODUCTION AND RELATED WORK
Acting in unstructured environments can be challenging
especially when the environment is dynamic and involves
continuous control states. We study the goal-directed action
decision-making problem where a robot’s action can be
disturbed by environmental disturbances such as the ocean
waves or air turbulence.
To be more concrete, consider a scenario where an un-
derwater vehicle navigates across an area of ocean over a
period of a few weeks to reach a goal location. Underwater
vehicles such as autonomous gliders currently in use can
travel long distances but move at speeds comparable to or
slower than, typical ocean currents [21, 25]. Moreover, the
disturbances caused by ocean eddies oftentimes are complex
to be modeled. This is because when we navigate the under-
water (or generically aquatic) vehicles, we usually consider
long term and long distance missions, and during this process
the ocean currents can change significantly, causing spatially
and temporally varying disturbances. The ocean currents are
not only complex in patterns, but are also strong in tidal
forces and can easily perturb the underwater vehicle’ motion,
causing significantly uncertain action outcomes.
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Fig. 1. Ocean currents consist of local patterns (source: NASA). Red box:
uniform pattern. Blue box: vortex. Yellow box: meandering
In general, such non-static and diverse disturbances are
a reflection of the unstructured natural environment, and
oftentimes it is very difficult to accurately formulate the
complex disturbance dynamics using mathematical models.
Fortunately, many disturbances caused by nature are sea-
sonal, recurring, and can be observed, and the observation
data is available for some time horizons. For example, we
can get the forecast, nowcast, and hindcast of the weather
including the wind (air turbulence) information from related
observatories. Similarly, the ocean currents information can
also be obtained, and using such data allows us to train the
robot to learn to interact with the ocean currents which is
spatiotemporal.
Learning spatiotemporal features have been well investi-
gated. For instance, the latent spatiotemporal features be-
tween two images can be retrieved through convolutional
and recurrent learning frameworks [7, 23, 24]. Unfortunately,
most existing spatiotemporal deep learning algorithms do not
involve agent decision-making mechanisms.
Recently, studies on deep reinforcement learning have
revealed a great potential for addressing complex decision
problems such as robotic control [5, 8], computer and board
game playing [14, 16, 20]. We found that there are certain
similarities between our marine robots decision-making and
the game playing scenarios if one regards the agent’s inter-
acting platform/environment here is the nature instead of a
game. However, one critical challenge that prevents robots
from using deep learning is the lack of sufficient training
data [17]. Indeed, using robots to collect training data can
be extremely costly (e.g., in order to get one set of marine
data using onboard sensors, it is not uncommon that a marine
vehicle needs to take a few days and traverse hundreds of
miles). Also, modeling a vast area of environment can be
computationally expensive.
Fortunately, the complex-patterned disturbance usually can
be characterized by local patches, where a single patch may
possess a particular disturbance pattern (e.g., a vortex/ring
pattern, or a river-flow-like meandering pattern, or a constant
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waving pattern) [15], and the total number of the basic
patterns are enumerable. Therefore, we are motivated by
training the vehicle to learn those local patches/patterns
offline so that during the real-time mission, if the disturbance
is a mixture of a subset of those learned patterns, the vehicle
can take advantage of what it has learned to cope with it
easily, thus reducing the computation time for online action
prediction and control.
We use the iterative linear quadratic regulator [10] to
model the vehicle dynamics and control, and use the policy
gradient framework [9] to train the network. We tested our
method on simulations with both artificially created dynamic
disturbances as well as from a history of ocean current data,
and our extensive evaluation results show that the trained
robot achieved satisfying performance.
II. TECHNICAL APPROACH
We use the deep reinforcement learning framework to
model our decision-making problem. Specifically, we use s
and a to denote the robot’s state and action, respectively.
The input of the deep network is the disturbance information
which is typically a vector field. Our goal is to obtain a
stochastic form of policy piη(s, a) = P(a|s, η) parameterized
by η that maximizes the discounted, cumulative reward Rt =∑T
t′=t γ
t′−trt′ , where T is a horizon term specifying the
maximum time steps and rt is the reward at time t and
γ is a discounting constant between 0 and 1 that ensures
the convergence of sums. In this study, a deep recurrent
neural network is used to approximate the optimal action-
value function Q∗(s, a) = max
pi
E[Rt|st, at, pi]. Therefore,
the policy parameters η are the weights of the neural network.
More details of the basic model can be found in [14].
A. Network Design
Since the ocean currents data over a period is available,
we build our neural network with an input that integrates
both the ocean (environmental) and the vehicle’s states. The
environmental state here is a vector field representing the
ocean currents (their strengths and directions).
The structure of the neural network is shown in Fig. 2.
Specifically, the input consists of two components: envi-
ronment and vehicle states. The environmental component
has three channels, where the first two channels convey the
information about the x-axis and y-axis of the disturbance
vector field, and the third describes the goal and obstacles.
We assume that each grid of the input map in the third
channel has three types: it can be occupied by obstacle (we
set its value -1), or be free/empty for robot to transit to (with
value 0), or be occupied by the robot (with value 1). The
vehicle state component of the input is a vector that includes
the vehicle’s velocity and its direction towards the goal. Note
that we do not include the robot’s position in input because
we want the robot to be sensitive only to environmental
dynamics but not to specific (static) locations.
The design of internal hidden layers is depicted in Fig. 2.
The front 3 recurrent layers process the environment infor-
mation, while the vehicle states begin to be combined from
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Fig. 2. Neural network structure
the first fully connected (FC) layer. The reason of such a
design lies in that the whole net could be regarded as two
correlated and eventually connected sub-nets: one sub-net
is used to characterize features of disturbances, which is
analogous to that of image classification; the other sub-net is
a decision component for choosing the best action strategy. In
addition, such separation of the inputs can reduce the number
of parameters so that the training process can be accelerated.
The structure for each recurrent layer is depicted in Fig. 3.
For each recurrent layer, we unfold it into 3 time steps and
therefore a sequential input consisting of 3 time steps is
required by each layer. Each recurrent layer will generate 3
outputs, which will be used by the following recurrent layer.
Note that, for the last recurrent layer (i.e., layer 3), only the
last output (output generated at time step 3) will be passed to
the FC layer for further process. After each recurrent layer
a max-pool is applied. The vehicle states first pass through
2 FC layers in its sub-net, and then are combined with the
environmental component output from recurrent layer 3 as
the input to a successive FC Layer 1. Between FC Layer 1
and 2 there exists a drop-out layer to avoid overfitting. The
Softmax layer is used to normalize outputs for generating a
probability distribution that can be used for sampling future
actions. Additionally, the loss funciton is calculated using
this probability distribution as well as the actual rewards.
B. Motion with Environmental Dynamics
We consider robot’s motion on a two-dimensional ocean
surface, and assume the robot’s state z = (x, y, θ), which
includes the vehicle’s position (x, y) and orientation θ in the
world frame, respectively. Since the behavior of the vehicle
in the 2D environment is similar to that of the ground mobile
robot, thus we opt to use a Dubins car model to simulate its
motion. Similar settings can also be found in [4, 6, 12, 13,
21]. The dynamics can be written as:
x˙ = v cos θ, y˙ = v sin θ, θ˙ = u, (1)
Convolution Convolution
Wf Wf
Convolution
Wd Wd Wd
Input1
Output
(Inner Output3)
Input2 Input3
Inner Output1 Inner Output2
Fig. 3. The structure of each recurrent layer: Wd stands for the weight
matrix for input data, and Wf represents the weight matrix for feedback
data. All inner outputs are used by the next recurrent layer, and only the
final inner output (inner output 3) of the last recurrent layer is exported to
the next FC layer.
where v and u are the vehicle’s linear and angular speeds,
respectively.
One challenge here is that, the vehicle dynamics is not
only nonlinear, but also time varying due to the non-
negligible spatiotemporal ocean disturbances ωt(x, y) =
[ωx(x, y), ωy(x, y)]. Here ωt(x, y) is assumed to be a de-
terministic function with differentiable components, and no
explicit notation t is used for ωx(x, y) and ωy(x, y) for
simplicity. Since the ocean environment is usually open with
little or no obstacles on or near the surface, consequently
we assume that the robot’s linear speed v is slowly time-
varying and can be viewed as a constant during the planning
horizon, and assume the control input is angular speed u.
Therefore, the motion dynamics that integrate external time-
varying disturbance becomes
x˙ = v cos θ + ωx(x, y)
y˙ = v sin θ + ωy(x, y)
θ˙ = u
(2)
where v is the magnitude of the robot velocity v =
[vx, vy]
T = [v cos θ, v sin θ], u is the control variable. The
magnitude of ocean disturbances is assumed to be similar to
or smaller than that of the robot velocity such that the robot
can reach the destination through the control policy.
Such nonlinear control problem can be solved using
the iterative Linear Quadratic Regulator (iLQR) [10, 22].
However, similar to LQR, the iLQR basically assumes that
the system dynamics are known so that the solution to
nonlinear case can be approximated and converged. In our
case, the motion dynamics Eq. (2) largely depends on the
external disturbance which is time-varying and also hard
to accurately model. In our work, we approximate such
complex spatiotemporal dynamics and assume that in the
near-future horizon and around the local area (patch), the ex-
ternal disturbance is known (approximatible and predictable).
Specific formulations can be found in Appendix. We also
compared our deep learning framework with the baseline
iLQR strategy in the experiments.
C. Loss Function and Reward
We employ the policy gradient framework for solution.
With the stochastic policy piη(s, a) and the Q-value Qpiη (s, a)
for the state-action pair where η denotes the parameters to
be learned, the policy gradient of loss function L(η) can be
defined as follows:
∇ηL(η) = Epiη
[
Qpiη (s, a)∇ηlogpiη(s, a)
]
. (3)
To improve the sampling efficiency and accelerate the
convergence, we adopt the importance sampling strategy
using guided samples [9].
With the objective of reaching the designated goal, our
rewarding mechanism is related to minimize the cost from
start to goal. The main idea is to reinforce with a large
positive value for those correct actions that lead to reaching
the goal quickly, and to penalize those undesired actions
(e.g., those take long time or even fail to reach the goal)
with small positive or negative values. Formally, we define
the reward r of each trial/episode as:
r =
{
rs, succeeded,
−(αrs + (1− α)rd), failed,
(4)
where
rs =
1∑
t piη(s, a)||pt − pG||2
, (5)
rd = 1− e−Dmin , (6)
where ||pt − pG||2 denotes the distance from the t-th step
position to the goal, and Dmin = mint||pt − pG||2 is the
minimum of such distance along the whole path (if the robot
fails to reach the goal, Dmin is a non-zero value). The term
rs in Eq. (5) evaluates the state with respect to the goal state,
whereas the term rd in Eq. (6) summarizes an evaluation over
the entire path. Coefficient α ∈ [0, 1] is an empirical value
to scale between rs and rd so that they contribute about the
same to the total reward r.
D. Offline Training and Online Decision-Making
We train the robot by setting different starting and goal
positions in the disturbance field, and the experience re-
play [14, 18] mechanism is employed to avoid over-fitting.
Specifically, we define an experience as a 3-tuple (s, a, r)
consisting of a sequence s of three consecutive states (i.e., the
current state and two prior states), an action a, and a reward
r. The idea is to store those experiences obtained in the
past into a dataset. Then during the reinforcement learning
update process, a mini-batch of experiences is sampled from
the dataset each time for training. The process of training
is described in Algorithm 1, which can be summarized into
four steps.
1) Following the current (learned) action policies, sample
actions and finish a trial path or an episode.
2) Upon completion of each episode, obtain corresponding
rewards (a list) according to whether the goal is reached,
and assign rewards to the actions taken on that path.
3) Add all these experiences into dataset. If the dataset
has exceeded the maximum limit, erase as many as the
oldest ones to satisfy the capacity.
4) Sample a mini-batch of experiences from the dataset.
This batch should include the most recent path. Then
shuffle this batch of data and feed them into the neural
network for training. If current round number is less
than the max training rounds, go back to step 1.
Algorithm 1: Training
round← 0
while round < n do
Obtain List〈s, a〉 of this episode.
experiences← ∅
for all 〈s, a〉 ∈ List〈s, a〉 do
r ← get reward(s, a)
experiences← experiences⋃〈s, a, r〉
end for
subset← experiences
pad up subset to batch size with data from dataset
store experiences into dataset
shuffle subset
feed subset into neural network
perform back propagation
round← round+ 1
end while
With the offline trained results, the decision-making is
straightforward: only one forward propagation of the network
with small computational effort is needed. This also allows
us to handle continuous motion and unknown states.
III. RESULTS
We validated the method in the scenario of marine robot
goal-driven decision making, where the ocean disturbances
vary both spatially and temporally. An underwater glider sim-
ulator written in C++ was built in order to test the proposed
approach. We assume the glider glides near the surface and
the ocean currents do not vary within a small depth under
the surface area. The underwater glider is modeled with
simplified dynamics described in Section II-B. Thus, the sim-
ulation environment was constructed as a two-dimensional
ocean surface, and the spatiotemporal ocean currents are
external disturbances for the robot and are represented as
a vector field, with each vector representing the water flow
velocity captured at a specific moment in a specific location.
Specifically, each disturbance vector at location (x, y) and
time t is denoted as ωt(x, y) = [ωx(x, y), ωy(x, y)], where
vector ωx(x, y) denotes the easting velocity component
(along latitude axis) and vector ωy(x, y) denotes the northing
component (along longitude axis). The simulator is able to
read and process ocean current data from the Regional Ocean
Model System (ROMS) [19], where the ocean current data
is labelled with latitude lat (corresponding to x), longitude
lon (corresponding to y), the current easting (corresponding
to wx(x, y)) and northing components (corresponding to
wy(x, y)), as well the time stamp. The collected historical
ocean data is used to train our agent.
Fig. 4. Demonstration of a learned path under artificially generated
disturbances. The center of this vortex-like vector field is translating back
and forth along the diagonal direction of the simulation environment. Color
represents strength of the disturbance.
(a) Input (b) Mix-input
(c) Recurrent Layer 3
Fig. 5. Illustration of disturbance features captured by hidden layers
A. Network Training
We use Tensorflow [1] to build and train the network
described in Fig. 2. In our experiments, the input vector field
map is 48×48, and the size of dataset for action replay is set
to 10000. The learning rate is 1× 10−6, the coefficient α of
Eq. (4) is set to 0.9, and the batch size used for each iteration
is 500. In addition, we set the length of each episode as 300
steps.
Fig. 4 demonstrates a path learned by the network under
a vortex-like disturbance field, and Fig. 5 shows the features
extracted from internal layers of the network at some point
on that path. Fig. 5(a) illustrates the feature of the disturbance
vector field. Specifically, the first two channels of Fig. 5(a)
are x and y components of the vector field, and the grey-
scale color represents the strength of disturbance. The third
channel of Fig. 5(a) is a pixel map that contains the goal
point (white dot) and obstacle information (black borders).
Other grey grids denote free place. Fig. 5(b) shows a mixed
view of the features with three channels colored in red, green
and blue, respectively. The picture depicts a local centripetal
pattern with the center located near the upper left corner.
Fig. 5(c) shows outputs of recurrent layer 3 (the last output
which is used by the FC layer), from which we can observe
that the hidden layers extract some local features such as the
edge of fields and the direction of currents. Those feature
maps with deep darkness correspond to other patterns.
B. Evaluations
We implemented two methods: one belongs to the control
paradigm and we use the basic iLQR to compute the control
inputs; the other one is the deep reinforcement learning
(DRL) framework that employs the guided policy mecha-
nism, where the policy is guided by (and combined with)
the iLQR solving process [9].
1) Artificial Disturbances: We first investigate the method
using artificially generated disturbances. We tested different
vector fields including vortex, meandering, uniformly spin-
ning (waving), and centripetal patterns. For different trials,
we specify the robot with different start and goal locations,
and the goal reaching rate is calculated by the number of
successes divided by the total number of simulations. The
results in Table I show that within given time limits, both
the iLQR and DRL methods lead to a good success rate, and
particularly the DRL performs better in complex environ-
ments like the vortex field. In contrast, the iLQR framework
has a slightly better performance in relatively mild environ-
ments where the disturbance has slowly-changing dynamics,
such as the meandering disturbance field. Then, we test
the average time costs, as shown in Table II. The results
reveal that the trials using iLQR tend to consume less time
than those from the DRL method. This can be due to the
“idealized” artificial disturbances with known simple and
accurate patterns, which can be precisely handled by the
traditional control methodology.
Disturbance
pattern Method
Num of
trials
Num of
success Success rate
Vortex DRL 50 48 0.96iLQR 50 46 0.92
Meander DRL 50 49 0.98iLQR 50 50 1.00
Spin DRL 50 49 0.98iLQR 50 48 0.96
Centripetal DRL 50 49 0.98iLQR 50 48 0.96
TABLE I
SIMULATION WITH ARTIFICIALLY GENERATED DISTURBANCES
2) Ocean Data Disturbances: In this part of evaluation,
we use ocean current data obtained from the California
Fig. 6. Demonstration of the ocean currents and a path of the robot
(a) Time Cost (b) Step Cost
Fig. 7. Average cost under ocean disturbances
Regional Ocean Modeling System (ROMS) [19]. The ocean
data along the coast near Los Angeles is released every 6
hours and a window of 30 days of data is maintained and
retrievable [2]. An example of ocean current surface can be
visualized in Fig. 6, which also demonstrates a robot’s path
from executing our training result.
Because the original ROMS ocean dataset covers a vast
area and practically it requires several days for the robot
to travel through the whole space, during which a lot of
variation and uncertainty may occur. Thus, we opt to focus
on smaller local areas and randomly cropped such sub-
areas to evaluate our training results. Fig. 8(a) illustrates a
synthesized view of multiple trials by employing the DRL
training result in a selected area of ocean data. Fig. 8(b)
Pattern Method Num of trials Average time cost
Vortex DRL 50 20.549iLQR 50 14.811
Meander DRL 50 16.926iLQR 50 15.367
Spin DRL 50 17.667iLQR 50 17.803
Centripetal DRL 50 20.220iLQR 50 14.792
TABLE II
AVERAGE TIME COST UNDER ARTIFICIAL DISTURBANCES
(a) DRL (b) (c) (d)
Fig. 8. Illustrations of robot’s motion trajectories. (a) Typical paths learned from DRL; (b) Examples of paths under different spatiotemporal disturbance
patterns.
Area Method Num oftrials Success rate
Average
time cost
Average
step cost
Area 1 DRL 15 1.00 12.833 41.30iLQR 15 1.00 16.375 47.27
Area 2 DRL 15 1.00 11.142 39.55iLQR 15 1.00 15.530 45.33
Area 3 DRL 15 1.00 11.383 40.50iLQR 15 1.00 13.186 41.13
TABLE III
AVERAGE TIME COST UNDER OCEAN DISTURBANCES
to 8(d) illustrate different paths during training in various
disturbance areas.
Similar to the evaluation process for the artificial distur-
bances, we looked into those aforementioned performances,
i.e., the success rate and time cost, under the ocean distur-
bances. We also examined the total number of steps of each
path, where each step represents the robot transiting from one
grid to a new one (resolution of grid map is the same as the
vector field map). Table. III shows the results (robot speed
does not scale to real map), from which we can see that the
DRL takes less time (it saves around 20% time on average
comparing to iLQR) and fewer steps (by saving around 10%
on average).
Fig. 7 provides a better view for comparing the time
and step costs, where statistical variations can be closely
examined. In detail, the standard derivation of DRL is much
less than that of iLQR. Such characteristic can also be
observed in Fig. 9, where those saw-tooth curves of iLQR
imply dramatic changes among differing trials.
Our experimental evaluations indicate that the iLQR works
well for those environments that can be well described
and accurately formulated. In contrast, the DRL framework
is particularly capable of handling complex and (partially)
unstructured spatiotemporal environments that cannot be
precisely modelled.
IV. CONCLUSIONS
In this paper we investigate applying the deep reinforce-
ment learning framework for robotic learning and acting in
partially-structured environments. We use the scenario of
marine vehicle decision-making under spatiotemporal distur-
bances to demonstrate and validate the framework. We show
that the deep network well characterizes local features of
varying disturbances. By training the robot under artificial
and real ocean disturbances, our simulation results indicate
that the robot is able to successfully and efficiently act in
complex and partially structured environments.
APPENDIX
This section will discuss the solutions to the dynamic
model (2). We define the state of the robot as s =
(
x, y, θ
)T
,
and write the model dynamics in discrete time as
sk+1 = sk +
vk cos θk + ωx(xk, yk)vk sin θk + ωy(xk, yk)
uk
∆t
:= f(sk, uk), (7)
where ∆t is the length of discrete time, and k = 0, . . . , N .
The initial state s0 of the robot is known. We further assume
that the total loss function J0 to be minimized is of the form
J0 =
N−1∑
k=0
l(sk, uk) + lf (sN ), (8)
where l(·, ·) and lf (·) are in the quadratic form, i.e.,
lf (sN ) =
1
2
(sf − sN )T Wf (sf − sN ) , (8a)
l(sk, uk) =
1
2
(sTkWpsk + ρu
2
k), (8b)
where
Wp = Wf =
1 0 00 1 0
0 0 0
 , (8c)
ρ is a constant parameter, and sf = (xf , yf , θf )T is the
position of final state.
It is typically difficult to search for solutions when the
dynamic model is of a nonlinear form. To make the prob-
lem tractable, the iterative LQR (iLQR) algorithm is then
employed [22]. The essential idea is based on the itera-
tively incremental improvement. Starting from a sequence
of states {s0k} and control variables {u0k}, we approximate
(a) Example Area 1 (b) Example Area 2 (c) Example Area 3
(d) Example Area 1 (e) Example Area 2 (f) Example Area 3
Fig. 9. Time and step costs under different ocean disturbances in three example areas
the nonlinear dynamic model (7) by a linear one, and then
apply LQR algorithm (with the nonlinear dynamics (7) in
the backward pass) to obtain the next control sequence
{u1k} and state sequence {s1k}. By repeating this procedure
until convergence, one can obtain the final state and control
sequences.
Now assume the iLQR proceeds until the (i + 1)-th
iteration with the state sequence {uik} and control {sik}. The
dynamic model can be linearly approximated as
δsik =
∂f(sik, u
i
k)
∂s
δsik +
∂f(sik, u
i
k)
∂u
δuik, (9)
where δsik = s
i+1
k − sik, δuik = ui+1k − uik, and
∂f
∂s
=
1 +
∂ωx
∂x ∆t
∂ωx
∂y ∆t −v sin θ∆t
∂ωy
∂x ∆t 1 +
∂ωy
∂y ∆t v cos θ∆t
0 0 1
 ,
∂f
∂u
=
 00
∆t
 .
Note that the total loss function becomes J0({sik +
δsik}, {uik + δuik}) where {sik} and {uik} are viewed as con-
stants. Specifically, the total loss function can be expressed
by the second-order expansion as
J0 =
N−1∑
k=0
l(sik + δs
i
k, u
i
k + δu
i
k) + lf (s
i
N + δs
i
N ),
= J({sik}, {uik})
+
N−1∑
k=0
(
lTskδs
i
k +
1
2
(δsik)
T lskskδs
i
k
+lTukδu
i
k +
1
2
(δuik)
T lukukδu
i
k
)
+ (lf )
T
sN δs
i
N +
1
2
(δsiN )
T (lf )sNsN δs
i
N , (10)
where
ls(s
i
k) = Wps
i
k,
lu(u
i
k) = ρ u
i
k,
lss(s
i
k) = Wp,
luu(u
i
k) = ρ.
Due to the form of loss functions (8a)-(8c), there are no
cross quadratic terms between δsik and δu
i
k. All the above
equalities in (10) are exact. If, however, the loss function
is nonlinear, the last equation with necessary cross terms
is considered as a quadratic approximation. We then search
for {δsik} and {δuik} to minimize the J0. The procedure is
essentially the standard dynamic programming for the LQR
problem [3, 11]. During the backward iteration k = N −
1, . . . , 0, the feedback gain matrix Kk is computed to get the
optimal control update (δuik)
∗,
(δuik)
∗ = Kkδsik + kk,
where
Kk = −Q−1ukukQuksk , and kk = −Q−1ukukquk .
The related matrices in above equations can be obtained
through the following functions
Qk = Lk + F
T
kMk+1Fk =
[
Qsksk , Qskuk
Quksk , Qukuk
]
,
qk = lk + F
T
kmk+1 =
[
qsk
quk
]
,
and
Mk = Qsksk − KTk QukukKk,
mk = qsk − KTk Qukukkk,
where we denote the joint dynamic matrix Fk =
[
∂f
∂s ,
∂f
∂u
]
,
and value matrices
Lk =
[
lss(s
i
k), 0
0, luu(u
i
k)
]
, and lk =
[
ls(s
i
k)
lu(u
i
k)
]
.
After the backward iteration, there is a forward iteration to
compute ui+1k by
ui+1k = u
i
k + Kk(s
i+1
k − sik) + kk,
and to update the si+1k by the dynamic model (7) with the
initial state. This completes the (i+ 1)-iteration in the iLQR
framework.
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