Sufficiency, Conditionality and Invariance are basic principles of statistical inference. Current mathematical statistics courses do not devote much teaching time to these classical principles, and even ignore the latter two, in order to teach modern methods. However, being the philosophical cornerstones of statistical inference, a minimal understanding of these principles should be part of any curriculum in statistics. The scaled uniform model is used here to demonstrate the importance and usefulness of the principles. The main focus is on the conditionality principle that is probably the most basic and less familiar among the three. The appendix discusses the invariance principle and the conditionality principle in the case of sampling from a finite population.
INTRODUCTION
Basic principles of statistical inference should be in the core of any program of statistics or data science. While Frequentist and Bayesian approaches are taught in most of the programs, far less attention is paid to the more basic principles of sufficiency, conditionality and invariance, especially to the latter two. The purpose of this article is to discuss briefly the conditionality principle using a simple example of a scaled uniform model. This example was recently discussed by Galili and Meilijson (2016) who showed that the minimal sufficient statistic is not complete, and hence using it in order to improve an unbiased estimator by Rao-Blackwellization does not necessary provide an estimator with minimum variance. Following their lines, we show that if inference is conducted under the conditionality principle, a uniformly minimum-variance unbiased estimator (UMVUE) is easily obtained. The distinction between the UMVUE under conditional inference and the same estimator under the setting considered by Galili and Meilijson (2016) is of great importance for understanding the conditionality principle.
An excellent discussion of principles of statistical inference, and in particular the conditionality principle, can be found in Cox and Hinkley (1974) . For the latter, the concepts of minimal sufficient statistics and ancillary statistics are needed. Consider a model P θ indexed by an unknown parameter θ that belongs to the parameter set Θ, and let X be distributed according to P θ , where X is a scalar or a vector random variable. Definition 1. A statistic S(X) is sufficient for θ if for all possible θ ∈ Θ, the conditional distribution of X given the value of S(X) does not depend on θ. A statistic S(X) is minimal sufficient for θ if it is a function of any other sufficient statistic for θ.
Definition 2.
A statistic A(X) is ancillary for θ if for all possible θ ∈ Θ, the distribution of A(X) does not depend on θ.
Under the postulated model, a minimal sufficient statistic seems to summarize all the information the data contain on θ, while an ancillary statistic seems to contain no information on θ. While the former is correct, the latter is not and often an ancillary statistic does contain important information on θ. The sufficiency principle states that inference should be based on a minimal sufficient statistic; the conditionality principle states that if part of this statistic is ancillary, then it should be considered as fixed:
The Conditionality Principle: Suppose that S(X) = (T (X), A(X)) is a minimal sufficient statistic for θ and that A(X) is ancillary, then inference about θ should be drawn conditionally on the value of A(X), that is, as if A(X) were fixed on its value by design.
The order of using first the sufficiency principle and then the conditionality principle is important and in most cases (but not all, see Basu 1964) leads to a unique determination of the ancillary statistic. Durbin (1970) and Cox and Hinkley (1974) discuss the rationality of this order.
The conditionality principle is employed often, but rarely explicitly mentioned in class. Familiar examples are the assumptions of fixed sample sizes in two group comparisons or the treatment of covariates as fixed in regression analyses, although in most real life problems these are random variables observed as outcomes of the study. Conditioning on such variables seems 2 quite intuitive and does not deserve a named principle. This paper presents a simple theoretical example in which conditioning is not obvious from the outset. However, applying the conditionality principle is found to be very useful. Possible limitation of the conditionality principle and discussion on the invariance principle are given in the Appendix.
THE SCALED UNIFORM MODEL

The Model
The scaled uniform model is used by Galili and Meilijson (2016) to demonstrate the importance of several regularity conditions on the success of statistical procedures. Specifically, consider a random sample X 1 , . . . , X n uniformly distributed over the interval ((1 − k)θ, (1 + k)θ), where 0 < k < 1 is fixed and known and θ > 0 is the parameter of interest. Let X (k) denote the kth order statistic. Under the postulated model, S(X 1 , . . . , X n ) = (X (1) , X (n) ) is a minimal sufficient statistic, but it is not complete for θ. Galili and Meilijson (2016) show that the estimator obtained by Rao-Blackwellization of X 1 has a larger variance than the optimal unbiased estimator of the form aX (1) + bX (n) , so the completeness assumption in Lehmann-Scheffé Theorem is indeed necessary. They also discuss other peculiarities of this model, such as asymptotic inefficiency of the maximum likelihood estimator. However, their inference does not obey to the conditionality principle. The next section shows that conditioning on an ancillary statistic has a dramatic effect on the estimator and its properties. 
Inference Under the Conditionality Principle
Noticing that (Y 1 , Y 2 ) := (X (n) , X (1) /X (n) ) is also minimal sufficient, and that Y 2 is ancillary (since X i /θ is a pivot), the conditionality principle implies that inference should be drawn conditionally on Y 2 .
To calculate the density of Y 1 conditionally on Y 2 , we use basic properties of order statistics to calculate the joint density of (X (1) , X (n) ):
where I A is the indicator function that takes the value 1 on A and 0 otherwise.
, and therefore
It follows that the density of Y 1 conditionally on Y 2 is of the form
where
Using (1), straightforward calculations show that
is an unbiased estimator of θ, conditionally on Y 2 . Note that from the conditionality viewpoint, unbiasedness and other properties of estimators are considered conditionally on the ancillary statistic Y 2 = X (1) /X (n) , exactly in the same spirit as inference being based on a fixed sample size although in practice it is often random. We will next show that the estimator (8) has the smallest conditional variance among all conditionally unbiased estimators.
a < b and n are fixed non-negative constants.
Proof. Let g be a function such that
If g is not degenerate at 0, there is an
y n g(y)dy = 0 by (3), which contradicts (i) and (ii). This shows that P (g(Y ) = 0) = 1 and therefore the family f θ is complete.
Thus, the Lehmann-Scheffé Theorem applies and the estimator (8) is the UMVUE for θ when inference is conducted conditionally on Y 2 .
Comparison to the Bayes Estimator of Galili and Meilijson (2016)
In an unconditional setting, Galili and Meilijson (2016) consider a Bayesian approach with a conjugate improper prior, and show that the following esti-5 mator is unbiased:
Simple calculations shoŵ
whereθ is given in (8) Galili and Meilijson (2016) also show that this estimator performs better than all other unbiased estimators they consider, though they do not argue that it is the UMVUE.
Conditional vs. Unconditional UMVUE
As discussed in Section 2.2, the estimator (8) and increasing it when it is small (A = 1). A necessary criterion for a conditional UMVUE to be a global UMVUE is that such modifications cannot be conducted.
depends on a, thenθ is not a global UMVUE.
The proof is given in the Appendix. It is based on the same bias-variance tradeoff used in the simple mixture of normals example above. Whether a constant variance is a sufficient condition for the conditional UMVUE to be a global UMVUE is currently unknown, though it is conjectured that it is not.
Proposition 2 can be used to show thatθ in (8) is not globally UMVUE.
Using (1), direct calculations of the conditional variance of (8) give
Recalling that a = (1 − k)/y 2 , we conclude that the variance depends on y 2
and hence the estimator (8) is not a global unconditional UMVUE.
The question whether a conditional estimator is a global UMVUE does not concern statisticians who advocate the conditionality principle for whom inference should be conducted assuming the observed value of the ancillary statistic was fixed in advance. Other, not observed, possible values of A are irrelevant and looking at global unconditional properties is inconsistent with the principle.
DISCUSSION
The scaled uniform example makes the arguments for the conditionality principle quite convincing, but there are paradoxical examples in which the adoption of the principle leaves the statistician without any meaningful tools. An extreme example is discussed in the Appendix.
Another basic principle of statistical inference is that of invariance or equivariance which informally states that unimportant changes of data representation should not lead to important changes in inference. Optimal equivariant estimators for the scaled uniform model are discussed in the Appendix.
The Likelihood Principle, not discussed here, states that inference should be based only on the likelihood function. This principle is adopted by the Bayesian school of thought but is strongly rejected by Frequentists. In his seminal paper, Birnbaum (1962) proves that the sufficiency and conditionality principles together imply the likelihood principle, a result that gave rise to one of the most interesting debates in the philosophy of statistical inference.
Sufficiency, Conditionality and Invariance have been used by statisticians for many years in order to make inference in regular parametric models. The current era of 'data science' where models are non-parametric or even not explicitly defined presents new challenges for formal statistical arguments.
Whether these principles are relevant for statistical inference for big data is not yet clear.
Conditional inference is also conducted for reasons other than those discussed in the current paper. One such example is elimination of nuisance parameters, where inference is conducted conditionally on the sufficient statistics of the nuisance part of the parameter. Examples are the Fisher exact test for two by two tables and conditional logistic regression (Agresti, 2003) .
The justification of using conditional inference in these and similar examples
is not a direct consequence of the conditionality principle.
APPENDIX A Proof of Proposition 2
Suppose that A is ancillary with a density f A and that conditionally on A, θ is the UMVUE. Letθ c = c(A)θ be a new estimator, where c(A) satisfies Ec(A) = 1, thenθ c is unbiased:
having variance
It then follows that 
Write V a = Var(θ | A = a) and P (A k ) = P (A ∈ A k ), then the first term on the right-hand side of (6) is
where the inequality follows from the definition of v 1 and v 2 and the fact that
The second term on the right-hand side of (6) is readily calculated as
so the difference of variances is bounded by
Equation (7) shows that if v 1 < v 2 as defined above exist, then for any given θ there is a small enough ǫ such that Var(θ c ) − Var(θ) < 0, and thuŝ θ cannot be a UMVUE. Therefore a necessary condition for a conditional UMVUE to be a global UMVUE is Var(θ | A = a) = V (θ) being independent of a.
B Finite Population
The scaled uniform example makes the arguments for the conditionality prin- The likelihood is given by
and (s 1 , . . . , s n , x 1 , . . . , x n ) is the minimal sufficient statistic. Since S is an ancillary statistic, the conditionality principle dictates that inference should be drawn conditionally on S, that is, as if no random sampling were involved and we chose S purposely. Thus, the sample contains no information on coordinates not included in θ and the statistician can say nothing about this part of the parameter (Arnold, 2001 ).
To make the paradox more explicit, suppose that the gender of members i∈S θ i is design-unbiased having a design standard error of (1 − n/N)p(1 − p)/n ≤ 0.5 (1 − n/N)/n, which with the numbers considered here is less than 0.0154. Thus, the estimator is quite accurate if we use the design inference approach, which is just the unconditional approach that averages over all possible samples.
The intriguing example above may cause some readers to reject the conditionality principle as a basis for statistical inference. However, note that the probabilistic model defines many more parameters than observations and a completely non-informative sampling mechanism, so what indeed do the sampled coordinates tell us about the unobserved part of the parameter?
For more discussion on the conditionality principle in the presence of many parameters see Robins and Wasserman (2000) , Azriel (2018) , and references therein.
C Invariance
Another basic principle of statistical inference is that of invariance or equivariance which informally states that unimportant changes of data representation should not lead to important changes in inference. In this section, optimal equivariant estimators for the scale uniform model are calculated conditionally and unconditionally on the ancillary statistic.
Consider a scale family in which the distribution of X 0 , say F 1 , is completely known and data are realizations of X = θX 0 , where θ > 0 is the parameter of interest. For the scale uniform model, X 0 has a uniform distribution over the interval (1 − k, 1 + k). If two statisticians observe X and provide estimators for θ, one calculatesθ(X) based on X and the other calculatesθ(aX) based on aX, then we expect thatθ(aX) = aθ(X). For a concrete example, suppose that θ represents the length of a certain physical object, that X is measured in centimeters and that a = 10 changes the units to millimeters. If the estimate of the length isθ in centimeters, then the estimate of length in millimeters ought to be 10θ. An estimator that satisfieŝ θ(aX) = aθ(X) for all a > 0 is called scale equivariant.
A simple check shows that the conditional UMVUÊ
is equivariant as well as all estimators discussed by Galili and Meilijson (2016) . We can also seek for the optimal equivariant estimator that minimizes the risk of a scale invariance loss function, for example, a scaled squared error loss L(θ, θ) = (θ −θ) 2 /θ 2 . The optimal equivariant estimator under this loss is the Pitman Estimator (Lehmann 1983, p. 177)
where f 1 is the density of X 0 . In the scaled uniform case, f 1 (x) = 1/(2k)I {1−k<x<1+k} , so that
I {1−k<tx i <1+k} = (2k) −n I {(1−k)/x (1) <t<(1+k)/x (n) } .
Straightforward calculations reveal that
θ EQ = n + 2 n + 1
n+1
(1 + k) n+2 − (1 − k) n+2 X (n)
X (1) n+2 X (n) .
Estimators (8) and (10) have exactly the same form with n replaced by n + 1, which results from the different optimal properties they satisfy: While 14 (8) is unbiased with minimal conditional variance, (10) minimizes the scale invariance risk.
Estimator (10) is calculated using the original data without applying first the sufficiency and conditionality principles. We can, and should, calculate the equivariant estimator using the conditional distribution of X n given the ancillary statistic X (1) /X (n) . The problem reduces to a single observation from the scaled family having the kernel density f 1 (x) = cx n−1 I a<x<b ; see Equation (1) of the main text. Using n = 1 and n i=1 f 1 (tX i ) = ct n−1 x n−1 I a/x<t<b/x in (9), we obtain (10) as the optimal estimator. Thus, in this example, the same equivariant estimator is optimal conditionally and unconditionally.
Thus, the scale uniform model is an example in which maximum likelihood estimation and Rao-Blackwellization perform poorly when applied to the original data, but applying the conditionality or the invariance principles provide estimators with better statistical properties.
