Abstract. We study the second moment of the L-function associated to a holomorphic primitive cusp form of even weight perturbed by a new family of mollifiers. This family is a natural extension of the mollifers considered by Conrey and by Bui, Conrey and Young. As an application, we improve the current lower bound on critical zeros of holomorphic primitive cusp forms.
1. Introduction 1.1. Cusp forms and associated L-function. Let H = {x + iy, x ∈ R, y > 0}. A modular form of weight k for the congruence subgroup of a square-free integer N ,
is a complex valued function f : H → C such that:
• f is holomorphic;
• (f | k γ)(z) := (cz + d) −k f (γz) = f (z) for each γ ∈ Γ 0 (N );
• f is holomorphic at all cusps of Γ 0 (N ) (meaning that the Fourier series at those cusps is a Taylor series in q := e 2πiz ). Additionally, f is a cusp form if it is a modular form and if it vanishes at all cusps of Γ 0 (N ).
Let f denote a primitive cusp form of even weight k. The Fourier expansion of f at the cusp ∞ is given by for all positive integers m and n. Here µ(n) is the Möbius function. For σ := Re(s) > 1, we consider
which is an absolutely convergent and non-vanishing Dirichlet series. In the Euler product χ 0 denotes the trivial character modulo N . Here α f (p), β f (p) are the complex roots of the equation X 2 − λ f (p)X + χ 0 (p) = 0 and they are called Satake parameters. The function
is called the completed L-function of L(f, s). It can be extended to a holomorphic function on C and it satisfies the functional equation
where ε(f ) = ±1 is the sign of the L-function. The sign is real because the L-function is self-dual. We also use in the following pages the following function
s). The duplication formula of Γ(s) allows us to write
It is well-known, following analogies of the Riemann zeta-function, that the non-trivial zeros ρ f = β f + iγ f of L(f, s) are located inside the critical strip 0 < β f < 1.
1.2.
Rankin-Selberg convolution. The Rankin-Selberg convolution of two L-functions coming from primitive cusp forms f and g is the L-function defined by
This is an L-function of degree 4. For each prime p, α f,1 (p), α f,2 (p) and α g,1 (p), α g,2 (p) are the roots of the quadratic equations X 2 − λ f (p)X + χ q (p) = 0, and
We may also write
for Re(s) > 1. For an L-function of degree 2 we have the unconditional bound |λ f (n)| ≤ τ (n)n θ , where θ = 7/64, (1.5) where τ (n) is the divisor function, which satisfies τ (n)
n ε for each ε > 0. This bound, which currently holds the record, is due to Kim and Sarnak [21] . However, we work primarily with primitive cusp forms and for those we have a much stronger bound. Indeed, it was proven by Deligne [12] that |λ f (n)| ≤ τ (n). (1.6) The Ramanujan hypothesis states that (1.6) is also true for all L-functions of degree 2, but it is proven only for a few cases.
1.3.
The zeros of the L-function. If N f (T ) denotes the number of critical (or non-trivial) zeros of L(f, s) up to height 0 < γ f < T , then one can show by the argument principle that [20, §5] Lastly, we will need to know a zero-free region [20, Theorem 5.10] . Specifically, we know that provided the Rankin-Selberg convolutions L(f ⊗ f, s) and L(f ⊗f , s) exist with the latter having a simple pole at s = 1 and the former being entire if f =f , then there exists an absolute constant c > 0 such that L(f, s) has no zeros in the region
except possibly for one simple real zero β f < 1, in which case f is self-dual. where, for large T , we set L = log T . Moreover, let P (x) = j a j x j be a polynomial satisfying P (0) = 0 and P (1) = 1, and let M 1 = T ν 1 − where 0 < ν 1 < 1 − 2θ 4 + 2θ , (1.9) with θ as in (1.5) . For convenience we adopt the notation P [n] = P log M/n log M for 1 ≤ n ≤ M . By convention, we set P [x] = 0 for x ≥ M . A mollifier ψ is a Dirichlet polynomial that approximates the function (L(f, s)) −1 on the critical line. One of the first mollifiers, introduced by Levinson [23] and Conrey [8, 9] is (in the context of L-functions) (1.10) with P 1 (0) = 0 and P 1 (1) = 1 and here µ f (h) is given by
for Re(s) > 1 and σ 0 = 1/2 − R/L. Here R is a bounded positive number to be chosen later and M 1 is the length of the mollifier. It is well-known that the main idea behind the choice of ψ 1 (s) in (1.10) is to replicate the behavior of 1/L(f, s) in the mean value integral (1.11) and to minimize the integral in this way. In [7] , Bui, Conrey and Young attached a second piece to this mollifier, i.e. they worked with ψ(s) = ψ 1 (s) + ψ 2 (s), where ψ 1 (s) is the same as in (1.10) and ψ 2 (s) has the shape ψ 2 (s) = χ f (s + 1/2 − σ 0 )
with M 2 = T ν 2 where 0 < ν 2 ≤ ν 1 . In this case P 2 is some other polynomial such that P 2 (0) = P 2 (0) = P 2 (0) = 0. The terms µ f,2 (h) are given by the Dirichlet convolution (µ f * µ f )(h). By convention µ f,1 = µ f . The reasoning behind this choice comes from the formal calculation
.
This indicates that, up some extent, the second piece ψ 2 (s) also replicates the behavior of 1/L(f, s).
With this in mind, we can also claim that
for an appropriate P 3 , is a suitable mollifier since (formally)
Naturally, this welcomes a higher order generalization. Suppose that ∈ N. This idea may be extended by taking
and λ * k f stands for convolving λ f with itself exactly k times; in other words λ * k f (n) = (λ f * · · · * λ f )(n). The conditions on P are P (0) = 0 and P (1) = 1, when = 1,
where P (m) denotes the m-th derivative of P . Moreover M = T ν , where 0 < ν ≤ ν 1 . Another formal calculation shows that indeed one has
Clearly, when = 1 (by the use of (4.9) below) and = 2, the pieces of Conrey and Levinson and of Bui, Conrey and Young follow as special cases, respectively. Consequently, the mollifier we will be working with is given by
where L ∈ N is of our choice. The reason behind this choice is due that one may think of ψ 1 (s) as the main term of the mollifier and of {ψ (s)} ≥2 as the perturbations to the main piece.
1.5. Proportions of zeros on the critical line. In this paper we revise the techniques of [7] for a mollifier consisting of several pieces. This approach is extremely general. As an application, we modestly increase the current proportion of critical zeros of L(f, s) and clarify the situation of simple critical zeros. Our technique is based on developments by Conrey and Snaith [11] on ratios conjectures, and by Conrey, Farmer and Zirnbauer [10] on autocorrelation of ratios of L-functions.
Let us define N f,0 (T ) to be the number of non-trivial zeros of L(f, s) up to height T > 0 such that Re(s) = 1 2 and N f (T ) the number of zeros inside the rectangle 0 < Re(s) < 1 also up to height T . We moreover set
In 2015, Bernard [4] revisited Young's paper [30] and adapted it to modular forms (see [4, Proposition 5] as well as [15, 16, 17, 26] ). In particular, if one applies Littlewood's lemma, and then the arithmetic and geometric mean inequalities, one arrives at
where σ 0 = 1/2 − R/L with R a bounded positive number of our choice.
For holomorphic primitive cusp forms of even weight, square-free level and trivial character, Bernard's results [4, p. 203] are that κ f ≥ 6.93%. For this result, Bernard requires the Ramanujan hypothesis (θ = 0 in (1.5)), which is proven in this case. If one were to use instead the weaker bound proven by Kim and Sarnak (θ = 7/64), one would get only κ f ≥ 2.97%. Unfortunately, as mentioned on [4, p. 203] , the size of the mollifier, even under the Ramanujan hypothesis, is too small to establish results for simple zeros on the critical line. Further details can be found in §5.
Because of (1.12) and (1.15), it is clear that the same mechanism that makes ψ 2 be a useful mollifier will also make ψ 3 , ψ 4 , · · · useful. Moreover, from [7, p. 38] and [28, p . 310] we know that
and so on. Therefore, log ψ(s), where ψ(s) is given by (1.16) , is analytic and a valid mollifier that replicates the behavior of 1/L(f, s) in a certain region of the complex plane. See [28, §10] for further details.
Unfortunately, the presence of the powers of χ in (1.12) decreases the usefulness of the additional pieces as the exponential decay of the pre-factor χ overwhelms the Dirichlet polynomial. Communications with K. Sono [29] , who has computed the effect of the additional ψ pieces for the Riemann zeta-function, seem to indicate that the contribution of ψ 3 will be smaller than 10 −4 .
Moreover, we have full control over the additional pieces ψ via the coefficients of the polynomial inside the Dirichlet series. We may thus turn them off or finely calibrate them to suit our needs. Therefore, these additional pieces cannot be harmful.
Furthermore, adding just another perturbation (of a different nature) to ψ 1 and handling the errors produced by the off-diagonal terms carefully has produced an increment of 0.421% for the case of the Riemann zeta-function, see [24] .
Finally, it is worth mentioning a situation in which these perturbations are very helpful. Following [15, p. 215 ], if we place ourselves in the context of the Riemann zeta-function and conjecturally take ν 1 → 1 (currently ν 1 < 4 7 is the best one can do, [9] ), then one obtains that at least 58.65% of non-trivial zeros of ζ(s) are on the critical line. If we were to add ψ 2 (s) and work with ψ 1 (s) + ψ(2), in other words with L = 2, and conjecturally take ν 1 , ν 2 → 1 (ν 2 < 1 2 is currently the best as proved in [7] ), then we show in §5 that this figure increases to 60.586%.
1.6. Numerical evaluations. We will improve Bernard's proportions a little bit by taking L = 2 in (1.16). As a consequence of our results we can now establish the following. The underlying polynomials and optimized value of R can be found in §5.
1.7. Proof techniques. The argumentation used in this paper is based on the techniques introduced in [7, 30] for the Riemann zeta-function which in turn are borrowed from [10, 11] . For this, we split the occurring expressions into the diagonal and off-diagonal contributions. The diagonal contributions can handled by generalizing the results of [7] . However, the estimation of the offdiagonal contributions is much more challenging and it cannot be done in the same way as for the zeta-function. For this we use the pioneering work of Blomer on shifted convolution sums on average in [6] , and its extension by Bernard in [4, pp. 208-217 ], see also [5] . The specific details are in §3.
An important difference with the Riemann zeta-function is that the lengths M of the mollifiers are in our setting much shorter. For Riemann zeta-function one can use T ϑ with ϑ < 4/7 for M 1 . This was an accomplishment of Conrey [9] who used the work of Deshouillers and Iwaniec [13, 14] , see also [3] . For primitive cups forms, we can use only
and ε > 0 small. As the Ramanujan hypothesis is proven in our situation, we have θ = 0 and we can use
We thus see that the lengths of the mollifiers are much shorter than for the zeta-function and this results in much smaller lower bounds for κ f , see §4 for further details.
Lastly, as remarked by Farmer [15, p. 216 ], our improvements above are consistent with his observations that it is substantially harder to work with L-functions of higher degrees. Indeed, the efficiency of the mollifier is severely limited by the range of its length as the degree increases.
Results
The method sketched in [7, 28] to deal with multiple piece mollifiers in the mean value integral (1.11) carries through and our main results are as follows. 
and the different c i,j are given by (2.1) and (2.2).
Remark 2.1. The following two points ought to be noted. a) We need in our computations of the cross-term I , +1 in Theorem 2.4 the condition ν + ν +1 < 1. We also need in our computations of the cross-term I , +j in Theorem 2.5 with j ≥ 2 the condition ν + ν +j < 2(j − 1). As θ ≥ 0, we get ν ≤ 1/4 and thus both conditions are automatically fulfilled. However, the mollifiers in this paper can be adapted to the study of the Riemann zeta-function and other L-functions. For those other functions, one has to check carefully if these conditions are fulfilled. b) There is no need to explicitly compute c , +j where j = 2, 3, · · · since the contribution of the associated integral is O(T L −1+ε ), see Theorem 2.5 below.
2.1. The smoothing argument. The idea of smoothing the mean value integrals was worked out in [4, 7, 30] and it makes the following computations more convenient. Let w(t) be a smooth function satisfying the following properties: 
where the different c i,j given by (2.1) and (2.2).
The technique of a multi-piece mollifier was developed in [7, 19] . In [28] a 4-piece mollifier was handled. The idea is to open the square in the integrand
for j = 2, 3, 4, · · · . We will compute these integrals in the next sections. The integral I , +1 is asymptotically real, thus I +1, follows from I , +1 , i.e. I , +1 ∼ I +1, .
Theorem 2.5. Let ∈ N, j ≥ 2 and ν and ν +j be as in Theorem 2.1. Then
The smoothing argument is helpful because we can easily deduce Theorem 2.1 from Theorem 2.2 and so on. By having chosen w(t) to satisfy conditions (a), (b) and (c) and in addition to being an upper bound for the characteristic function of the interval [T /2, T ], and with support
Note that w(0) = T /2 + O(T /L). We similarly get a lower bound. Summing over dyadic segments gives the full result.
2.3. The shift parameters α and β. Rather than working directly with V (s), we shall instead consider the following three general shifted integrals
The computation is now reduced to proving the following three lemmas.
Lemma 2.1. We have
To get Theorems 2.3 and 2.4 we use the following technique. Let I denote either of the integrals in questions, and note that
Since I (α, β) and c (α, β) are holomorphic with respect to α, β small, the derivatives appearing in the equation above can be obtained as integrals of radii L −1 around the points −R/L, using Cauchy's integral formula. Since the error terms hold uniformly on these contours, the same error terms that hold for I (α, β) also hold for I . That the above differential operator on c (α, β) does indeed give c follows from
Note that from the above equation we get
as well as
Hence using the differential operators
by setting α = β = −R/L and using T z/L = T z/ log T = e z . Hence Theorem 2.4 follows. Similarly, when we use the differential operators
by the same substitutions. This proves Theorem 2.3.
Preliminary tools
The following results are needed throughout the paper. The first lemma is used to compute the "square" terms I , . We start by quoting a result from Bernard's paper [4, Lemma 1], who in turn quoted it with small modifications from [20, Theorem 5.3] .
Lemma 3.1. Let G be any entire function which decays exponentially fast in vertical strips, is even and normalised by
. Lemma 3.2. Suppose that w satisfies the three conditions (a), (b), (c), and suppose that h, k are positive integers with h, k ≤ T ν . Then one has
Proof. This is proved by applying Lemma 3.1 to the right-hand side above
Clearly the main terms appearing in the statement of the lemma are given by the diagonal case hm = kn. Let us now look at the off-diagonal terms. Following [4] we set
and
By [4, Lemma 3], we have that for any ε > 0, 0 < γ < 1 and for any real A > 0
provided that h, k ≤ T ν and α, β L −1 . Now fix an arbitrary smooth function ρ :]0, ∞[ → R, compactly supported in [1, 2] and with
For each integer l, we define
By [4, Lemma 4] one has
where h, k ≤ T ν are positive integers and γ is as above. Here
As mentioned in the introduction, the key aspect of the proof of this lemma relies on a strong result about shifted convolution sums on average due to Blomer, [6, Theorem 2]. Fortunately, the tool needed from [6] can be quoted almost verbatim (a straightforward adaption is needed and it is supplied by Bernard in [4, Theorem 3] ). The statement is as follows.
Lemma 3.3 (Bernard, 2015) . Let l 1 , l 2 , H and h 1 be positive integers. Let M 1 , M 2 , P 1 and P 2 be real numbers greater than 1. Let {g n } be a family of smooth functions supported in
for all ε > 0.
The required bounds for the test function were established in [4, Lemma 5] . Specifically, let α, β L −1 be complex numbers and let σ be any positive real number. For all non-negative integers i and j, we have
where the implicit constant does not depend on q. The trivial bound for shifted convolution sums would have yielded
so that when we combine this with (3.1) we get
which is clearly not useful. As explained by Bernard, using [27, Theorem 6.3] would give
If instead of the trivial bound we now use [5, Theorem 1.3] along with (3.1), then 
as well as the previous results on F q;l 1 ,l 2 that we get
Similarly, one has I
and this can be shown by a similar argument.
Remark 3.1. Specifically we shall use the pole annihilator
The function G(s) can be chosen from a wide class of functions. This choice is taken from [7] . All that is needed is that G should have rapid decay and that it vanishes at s = ± α+β 2 . The following lemma, which is an adaption of the approximate functional equation, is needed for the computation of the term "crossterms" I , +1 .
Proof. See Lemma 4.1 of [7] and [20] for the appropriate bounds.
Lemma 3.5. Let {f (m)} m∈N be a sequence of complex numbers and suppose that
as M → ∞. Let n ≥ 1 and M ≥ 1 with log M log M be given. We then have uniformly in γ for all |γ| ≤ 1/2
as M → ∞, and the expression in (3.6) has order of magnitude (log M ) k+n if c = 0.
Proof. We first prove (3.4). We do this by induction over k. For k = 1, this is trivial. We thus assume (3.4) is true for k − 1. To simplify the notation, we write g(m) := (f * k−1 )(m) and get
We first consider the main term. We use partial summation and get
It remains to show that the error term in (3.7) is of lower order. We have
This completes the proof of (3.4). The proof of (3.5) is almost the same as (3.6) and we thus prove only (3.6). We first consider the case γ = 0 and get
Inserting this and (3.4) in (3.8) gives
Applying Euler-Maclaurin summation to the leading term yields
Using the variable substitution y = M r supplies the main term in (3.6). Applying Euler-Maclaurin summation to the remaining terms, one sees immediately that they are O(log k+n−1 M ). This completes the proof of (3.6). The argumentation for γ = 0 is almost identical and requires that
with O(1/m 2 ) uniform in γ for |γ| ≤ 1/2. This completes the proof of the lemma.
This lemma can be upgraded to read like Lemma 3.3 of [28] and Lemma 4.4 of [7] by incorporating smooth functions F and H. Our choice of c will be
as per the asymptotic behavior (3.10) as x → ∞, found by Rankin [25] . 4 . Evaluation of the shifted mean value integrals I (α, β) 4.1. The mean value integral I , (α, β). The strategy is to insert the definition of ψ into the mean value integral I , and then compute this integral by using the tools we have developed. One key aspect will be the evaluation of a certain arithmetical sum into a ratio of L-functions. This has the effect of transforming the problem from an arithmetical one to an analytic counterpart. Using (1.12) on I , , we obtain
where
for all values of t. We now use Lemma 3.2 and rewrite J 2,f as
with V α,β , V −β,−α and X α,β,t as in Lemma 3.2. This means that we can write
, where E is the error term above. Note that I , (α, β) can be obtained from I , (α, β) by switching α by −β and multiplying by
which implies that if w N (t) = w(t)(
We now estimate the error terms. We begin with the case = 1. With µ f (h) 1 we get
where we have used M 1 = T ν 1 . This now has to be O(T 1−ε ) and thus we require
Next, we estimate the error terms for ≥ 2. We know that
with θ = 0 if we use (1.6) and θ = 7/64 if we use (1.5). Induction over then gives for all ≥ 2
Using these bounds yields
In order that this error be O(T 1−ε ), we need
where we have used M = T ν .
By employing the Mellin representation of the polynomial P , i.e.
we see that
Now comes the part where we evaluate the arithmetic sum h 2 k 1 n=h 1 k 2 m . Then one has
where A α,β (s, u, z) is given by an absolutely convergent Euler product on Ω α,β .
Proof. Let us set
. We now write this as an Euler product over primes so that
, where we have employed the substitutions
where δ(s, u, z, α, β) ∈ Ω α,β and
Here |a p,l, | 2 and X r,l, (s, u, z, α, β) are linear forms in s, u, z, α, β and the sum over r, l is absolutely convergent in Ω α,β .
Note that when = 1, the above reduces to
Consequently, we arrive at
du u j+1 dt. Now that we have transformed the arithmetic part of the problem into its analytic counterpart, we can proceed to compute these integrals. To do so, we move the s-, u-and z-contours of integration to δ > 0 small. This is then followed by deforming the z-contour to −δ + ε, thereby crossing the simple pole of 1/z at z = 0. Recall that G(z) vanishes at the pole of ζ(1 + α + β + 2z). The new contour of integration yields a contribution of size
for sufficiently small ε. Let us now write I , (α, β) as I , (α, β) = I , ,0 (α, β) + O(T 1−ε ), where I , ,0 (α, β) corresponds to the residue at z = 0, i.e.
Before we compute K , , we need to sort out the situation with A α,β . One can see that
It now follows by the definition of λ f and µ f, , see (1.3) and (1.13), that
for all values of s. We next use the Rankin-Selberg convolution L-function given by (1.4) and reverse the order of summation
To simplify the calculations that will follow shortly, we will set the integrand to be
We are going to follow a reasoning analogous to [7] and [22] by using the zero-free region of L(f ⊗ f, s), see [20, Theorem 5.10 ]. More precisely, by taking (1.7) into account, we consider the contour γ = γ 1 ∪ γ 2 ∪ γ 3 given by The first estimation will be that of Res s=0 1 2πi s∈γ r , (α, β, i, j, s, u)ds. To estimate this, we will first write the residue as a contour integral over a small circle of radius 1/L centered at 0, i.e.
We also have the bound [4, 20] 
Next we use the fact that
in this contour of integration, as well as the bound
since s 1/L. Using the fact that the arclength of the curve is 1/L, we obtain
Consequently, we get
For reasons of symmetry, i.e. r(α, β, i, j, s, u) = r(β, α, j, i, u, s), we also get
Keeping this bound in mind, we can bound the double integrals over γ as 1 2πi
Let us now set
Using (3.10) and Lemma 3.5, we can bound Ω( , q) by
since log T log M . Choosing Y = log T , we obtain Ω( , q) q (log T ) 2 +( −1) 2 + . When we sum over m, we see that
Recall that we have i, j ≥ 2 − + 1. Therefore,
Let us now move on to the main term. We first notice that
since A 0,0 (0, 0, 0) = 1. We now get the product of two neatly separated integrals
Let us remark that the second integral is the same as the first integral except that i has to be replaced by j and α has to be replaced by β. Consequently, it is enough to compute any of these two integrals. The first integral is computed below.
Lemma 4.2. One has that
Proof. The first observation is that
for all integer values of . Next, set
Now taking a power series of the exponential inside Υ 11 yields
ds.
The poles of the integrand are s = −α and when r − i − 1 + ( − 1) ≤ −1, thus the easiest approach is the one put forward in [7] , namely that of computing the residue at infinity. By making the change of variables s → 1/s we get
(1 + αs)
We take a power series of (1 + αs) 1− by the use of the binomial theorem with fractional powers 1 (1 + αs)
When we insert this into Υ 11 we have
This integral picks out r = k + i − 2 + 2 − 1, thus
To end this calculation we invoke the confluent hypergeometric function of the first kind 1 F 1 , see e.g. [1] . This allows us to write
provided > 1. Moreover, we remark that
Putting these results together we see that
as it was to be shown. This ends the proof.
We can now insert this result in the residue at s = u = 0 to obtain
Let us perform the sums over i and j in the expression for I , ,0 . For the first sum we have
Similarly, for the second sum we get
Therefore, the expression for I , ,0 becomes
where we have used the Laurent expansion
We shall write the main in a more convenient way as
By the Euler-Maclaurin result of Lemma 3.5, with k
Consequently, we are left with
As we discussed earlier, to form the full I , (α, β) we need to add I , (α, β) and I , (α, β), where I , (α, β) is formed by taking I , (α, β), then we switch α and −β, and finally we multiply by T −2(α+β) . To accomplish this, we first let
This implies that
However, we can also write
Finally, the identity
combined with the fact that M = T ν yields
This proves Lemma 2.1. Theorem 2.3 follows by using
This ends the computation of the I , term.
4.2.
The mean value integral I , +1 (α, β). We shall follow a similar strategy to that of the case I , +1 , except that now we will have the factor χ f (1/2 + it) inside the integral J 2,f below. This fact will account for the presence of the arithmetic term σ α,−β (f, l) in the p-adic sum. We start by plugging in the definitions of ψ and ψ +1 into the mean value integral I , +1 so that
where 
to write
Now that we have opposite signs in front of α and β we apply Lemma 3.4 to get
When we plug this back into I , +1 we see that
where w 0 (t) := w(t)(
Bounding the off-diagonal terms. Let C , +1 denote the contribution to I , +1 from the off-diagonal terms, so that
Given that M = T ν and M +1 = T ν +1 , we have to estimate the above term. Since we define w 0 (x) = w(x)(
Furthermore, it was shown in [7] that
For the second term, we get the bound
where we have used (4.5). We now come to C , +1 . We choose ν and ν +1 so that ν + ν +1 < 1 and thus we have for
Using this as well as the bounds from (4.5) yields
by choosing B large enough and using l ε−1/2 e −l/T 6 ≤ 1. This shows that for ν + ν +1 < 1 the off-diagonal terms get absorbed in the error term and do not contribute to our final results. Note that the condition ν + ν +1 < 1 is needed only for bound of w 0 .
4.4.
The diagonal terms h 1 k 2 = h 2 k 1 l and their reduction to a contour integral. By employing the Mellin identities
as well as the Cahen-Mellin integral
we arrive at
We must now evaluate the arithmetic sum h 2 k 1 l=h 1 k 2 and turn into a ratio of L-functions. Then one has
where B α,β (s, u, z) is given by an absolutely convergent Euler product on Υ α,β .
where ε(s, u, z, α, β) ∈ Υ α,β and
with |b p,l, (p)| 2 and Y r,l, (u, s, z, α, β) are linear forms in s, u, z, α, β and the sum over r, l is absolutely convergent in Υ α,β .
This means that we are left with
The next step is to move the s-and u-contours of integration to Re(s) = Re(u) = δ, and then move the z-contour to −2δ/3, where δ > 0 is some fixed constant such that the arithmetical factor converges absolutely. This has the effect of crossing a simple pole at z = 0. Also, on the new paths the integral can be bounded in a straightforward way by using absolute values. Thus, the contribution to I , +1 is
Before we proceed we note that
because the first bracket is 0 if j = 1 and 1 if j = 1 and since 
from which we obtain (since ν +1 ≤ ν ) that
The double integral K , +1 can be computed by similar methods to those employed in the calculation of K , . We define the integrand to be
Let us follow the strategy of I , and that of Lemma 5.7 of [7] by using the zero-free region of L(f ⊗ f, s), see [20] . Since L(f ⊗ f, s) does not vanish, we replace the double integrals of Re(u) = Re(v) = δ by the contour of integration γ on page 20. We get by the Cauchy residue theorem 1 2πi
Again, the first estimation will be that of Res s=0 1 2πi s∈γ r , +1 (α, β, i, j, s, u)ds. We start by writing the residue as a contour integral over a small circle of radius 1/L centered at 0, i.e.
Next we use the fact that ζ (N ) (2(1 + s + u))B α,β (s, u, 0) 1 in this contour of integration and
since s 1/L, to write
The novelty is that in addition to the bound (4.11), we shall also use [20, Chapter 5] 
for all ε > 0 and where N is the level of the L-function. This enables us to obtain
This means that
By using a similar technique, one gets
Now we bound the double integral over s ∈ γ and u ∈ γ, i.e. 1 2πi
We use Lemma 3.5 regarding the convolution λ 2 f (n) * k , to write
The choice of Y has to be such that Y = o(T ), specifically we take Y = log T = L. Thus we get Ω(q) L 2 2 + . Using that i ≥ ( + 1) 2 − ( + 1) + 1 and j ≥ 2 − + 1 and putting all pieces together, we obtain
In order to get the main term of the lemma we need to compute the residue at s = u = 0 of r , +1 . This is accomplished by expressing the residue as two contour integrals over small circles of radii 1/L centered at 0. In other words,
Now we must separate the complex variables s and u to decouple these two integrals. To do this, we recall that s u 1/L and hence
and we recall that we had shown that B 0,0 (0, 0, 0) = 1. Thus
Indeed, we now get the product of two cleanly separated integrals
We shall compute these integrals by the use of Cauchy's integral theorem. We will proceed in more generality than strictly needed. First, we have
M n e x+y s ds
Our case of interest naturally follows by taking p = q = and k = i − ( − 1). For the u-integral we proceed in a slightly different way. We will use the equality
which is valid for all complex numbers α, u, positive q and τ = 0, 1, 2, · · · . Here P is a polynomial in log q of degree τ − 1. We temporarily set q = M +1 /n so that
where E(q) is the term arising from the second part of (4.19), i.e. for any fixed integer r and uniformly in l. Thus, using (4.24) we can further bound J 3,f as
The last step is to plug this back into I , +j (α, β) to see that I , +j (α, β) ε,ε 0 T −1+ε
by the use of (4.5). Recognizing that the sums can be consolidated by employing the divisor function we obtain I , +j (α, β) ,ε,ε 0 T By our assumptions on ν and ν +j , we can choose ε so small that I , +j (α, β) T /L. This ends the proof of Lemma 2.3 and Theorem 2.5.
Numerical evidence and situation of simple zeros
In this section we supply the numerical procedure to obtain Theorem 1.1 and explain the situation regarding the simple zeros and the ν 1 , ν 2 → 1 conjecture of Farmer.
As shown in [4, p. 230 Let us now graph κ = κ(R, ν 1 ) = RHS of (5.1) to see the proportion of simple zeros as a function of R and of ν 1 . We note that when ν 1 = 1 2 , this was considered in [30] and the optimal value is R ≈ 1.3.
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