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1 INTRODUCTION
Deep learning has led to a revolution in machine learning, providing solutions to tackle more and
more complex and challenging real-life problems. However, deep learning models are prone to
overfitting, which adversely affects their generalization capabilities. Deep learning models also
tend to be overconfident about their predictions (when they do provide a confidence interval). All
of this is problematic for applications such as self driving cars [74], medical diagnostics [38] or
trading and finance [11], where silent failure can lead to dramatic outcomes. Consequently, many
approaches have been proposed to mitigate this risk, especially via the use of stochastic neural
networks to estimate the uncertainty in the model prediction. The Bayesian paradigm provides a
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Fig. 1. A mind map of the topics covered in this article. These can broadly be divided into the conception of
Bayesian deep neural networks, the different (strictly or approximately Bayesian) learning approaches, the
evaluation methods, and the tool sets available to researchers for implementation.
rigorous framework to analyse and train such stochastic neural networks, and more generally to
support the development of learning algorithms.
The Bayesian paradigm in statistics is often opposed to the pure frequentist paradigm, a major
area of distinction being in hypothesis testing [15]. The Bayesian paradigm is based on two simple
ideas. The first is that probability is a measure of belief in the occurrence of events, rather than just
some limit in the frequency of occurrence when the number of samples goes towards infinity. The
second is that prior beliefs influence posterior beliefs. All of this is summarized by Bayes’ theorem, a
very simple formula to invert conditional probabilities, and its interpretation in Bayesian statistics.
P(H |D) = P(D |H )P(H )
P(D) =
P(D |H )P(H )∫
H P(D |H ′)P(H ′)dH ′
=
P(D,H )∫
H P(D,H ′)dH ′
. (1)
In the classical interpretation,H andD are simply considered as sets of outcomes, while the Bayesian
interpretation explicitly considers H to be a hypothesis, such as deep neural network parameters,
and D to be some data, while in the classical interpretation one cannot define a probability law for
an hypothesis. P(D |H ) is called the likelihood, P(H ) the prior, P(D) the evidence, and P(H |D) the
posterior. We designate P(D |H )P(H ) = P(D,H ) as the joint probability of D and H .
This interpretation, which can be understood as learning from the data D, means that the
Bayesian paradigm does not just offer a solid approach for the quantification of uncertainty in
deep learning models. It also gives a mathematical framework to understand many regularization
techniques and learning strategies that are already used in classic deep learning [69].
There is a rich literature in the field of Bayesian (deep) learning, including reviews [50, 85, 89],
but none of which explores, in a specific and exhaustive way, the general theory of Bayesian
neural networks. However, the field of Bayesian learning is much larger than just stochastic neural
networks trained using a Bayesian approach, i.e., Bayesian neural networks. It makes it hard to
navigate this literature without prior knowledge of Bayesian methods and advanced statistics,
meaning there is an additional layer of complexity for deep learning practitioners willing to
understand how to build and use Bayesian neural networks. This is one of the reason which
explains why the number of theoretical contributions in the field is large, while the practical
applications of Bayesian methods in deep learning are scarce. The other main reason probably
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relates to the lack of efficient algorithms to overcome the computational challenges to combine
Bayesian methods and big data, or the lack of knowledge about recent contributions to address
those challenges.
This paper is meant to fill in this gap. It is conceived as a tutorial for scientists and postgraduate
students who are already familiar with standard deep learning approaches, and who are interested
in using Bayesian methods. It covers all of the basic principles needed to design, implement, train
and evaluate a Bayesian neural network (Fig. 1). It also offers an extensive overview of the relevant
literature about Bayesian neural networks, from the early seminal work dating back to the end
of the 20th century [54] to the most recent contributions that have not been covered in any of
the previously cited reviews. This tutorial also puts a strong focus on the practical aspects. A
large number of approaches have been developed to build Bayesian neural networks, sometimes
quite different in their intrinsic approach, and a good knowledge of those different methods is a
prerequisites for an efficient use of Bayesian neural networks. To the best of our knowledge, there is
no prior work in the literature which provides a systematic review of all those different approaches.
We start by defining, in Section 2, the concept of a Bayesian neural network. In Section 3, provide
some of the motivations behind the use of deep Bayesian networks and why they are useful. We then
present, in Section 4, some important concepts in statistics that are used to conceive and analyse
Bayesian neural networks. Then, in Section 5, we present how prior knowledge, an important part
of Bayesian statistics, is accounted for in Bayesian deep learning. We also consider the relationships
between priors for Bayesian neural networks and regularization of traditional neural networks. In
Section 6, we explain how Bayesian design tools are used to adjust the degree of supervision and to
define a learning strategy. In Section 7, we explore some of the most important algorithms that
are used for Bayesian inference. We review in Section 8 how Bayesian methods were specifically
adapted to deep learning, to reduce the computational complexity or memory footprint. In Section
9, we present the methods used to evaluate the performance of a Bayesian neural network. In
Section 10, we review the different frameworks that can be used for Bayesian deep learning. Finally,
we conclude in Section 11.
2 WHAT IS A BAYESIAN NEURAL NETWORK?
A Bayesian neural network is defined slightly differently across the literature, but a common
definition is that a Bayesian neural network is a stochastic artificial neural network trained using
Bayesian inference (Fig. 2).
The goal of Artificial neural networks (ANNs) is to represent an arbitrary function y = NN (x).
Traditional ANNs (e.g., feedforward networks, recurrent networks, branched networks, ...) are
built using a succession of one input layer, a number of hidden layers and one output layer. We
designate the input variables as x , and output variables (predictions) asy. In feedforward networks,
the simplest architecture, each layer l is represented as a linear transformation of the previous one,
followed by a non linear operation nl (a.k.a activation function):
l0 = x ,
l i = nli (W il i−1 + bi ) ∀i ∈ [1,n],
y = ln .
(2)
More complex architectures also exist (e.g., networks with multiple inputs, outputs, exotic activation
functions, recurrent architectures ...). This means that a given ANN architecture represents a set
of functions isomorphic to the set of possible coefficients θ , which represent all the weightsW
and biases b of the network. Deep learning is the process of regressing the parameters θ on some
training dataD, usually a series of inputs x and their corresponding labelsy. The standard approach
is to approximate a minimal cost point estimate θˆ (Fig. 3a) using the back-propagation algorithm,
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Fig. 2. A classification of neural networks from a statistical point of view. We distinguish point estimate
neural networks, where a single instance of parameters is learned, and stochastic neural networks, where
a distribution over the parameters is learned. Point estimate models without regularization, which imply
implicit uniform prior, are learned using a maximum-likelihood estimator, while point estimate models with
regularization are learned with a maximum a-posteriori estimator. Bayesian neural networks are stochastic
neural networks with priors.
with all other possible parametrizations discarded. The cost function is often defined as the log
likelihood of the training set, sometimes with a regularization term to penalize parametrizations.
From a statistician point of view, this can be considered to be a Maximum Likelihood Estimation
(MLE), respectively a Maximum A Posteriori (MAP) estimation when regularization is used (Fig. 2).
The point estimate approach is relatively easy (with modern algorithms and software packages),
but tends to lack explainability and might generalize in unforeseen and overconfident ways on
out-of-training-distribution data points [27, 63]. This property, and inability of ANNs to answer
“I don’t know" is problematic in fields where their predictions have critical implications, such
as trading, autonomous driving or medical applications. Techniques exist to mitigate this risk
[28] based either on a threshold for the softmax-predicted class logit or an additional module to
classify out-of-distribution samples. Another method for out-of-distribution detection is the use
of Deep Generative Models, a class of ANNs (e.g., Generative Adversarial Networks) meant to
encode complex data distributions [79]. Concerns have, however, been raised about these different
approaches, either because they are too simple, like a threshold on the softmax logits, or because
the additional module or deep generative models used for out-of-distribution detection might
themselves suffer from the same overconfidence problems they where supposed to fix in the
first place [60]. The flaws of these different approaches is one of the main motivations for the
introduction of stochastic neural networks.
Stochastic neural networks are a type of ANNs built by introducing stochastic components
into the network (by giving the network stochastic activation: Fig. 3b or stochastic weights: Fig. 3c)
to simulate multiple possible models θ with their associated probability distribution p(θ ). They can,
therefore, be considered as a special case of ensemble learning [99], where instead of training
one single model, a set of models is trained and their predictions are aggregated.
The main motivation behind ensemble learning comes from the observation that aggregating
the predictions of a large set of average performing but independent predictors can lead to much
better predictions than one output by a single well-performing expert predictor [20]. Stochastic
neural networks can be used in a similar fashion. It has been observed that their predictions
ACM Comput. Surv., Vol. 1, No. 1, Article . Publication date: July 2020.
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(a) (b) (c)
Fig. 3. Point estimate neural networks (a), where only a set of weights is learned, stochastic activation neural
networks (b), where only a set of weights along with a probability distribution for the activation is learned,
and stochastic coefficients neural networks (c), where a probability distribution over the weights is learned.
can improve over their point-estimate counterparts, even if there is no evidence that the use of
stochastic neural networks is the best way to improve accuracy. Instead, the main goal of using a
stochastic neural network architecture is to get a better idea of the uncertainty associated with
the underlying processes. This is accomplished by comparing the predictions of multiple sampled
model parametrization θ . If the different models agree the uncertainty is low. If they disagree, then
it is high. This process can be summarized as follow:
θ ∼ p(θ ),
y = NNθ (x) + ϵ , (3)
where ϵ represents random noise to account for the fact that the function NN is just an approxi-
mation.
A Bayesian Neural Network (BNN) can then be defined as any stochastic artificial neural network
trained using Bayesian inference [54]. To design a BNN, the first step is the choice of a deep neural
network architecture, i.e., of a functional model. Then, one has to choose a stochastic model, i.e.,
a prior distribution over the possible model parametrization p(θ ) and a prior confidence in the
predictive power of the model p(y |x ,θ ) (Fig. 4a). The model parametrization can be considered to
be the hypothesis H and the training set is the data D. In the rest of this paper we will designate
the model parameter as θ , and use D to designate the training set, Dx to designate the training
features and Dy to designate the training labels. This is to distinguish between the training data
and any input/output pair (x ,y). Applying Bayes theorem, and enforcing independence between
the model parameters and the inputs, the Bayesian posterior can then be written as:
p(θ |D) = p(Dy |Dx ,θ )p(θ )∫
θ
p(Dy |Dx ,θ ′)p(θ ′)dθ ′
∝ p(Dy |Dx ,θ )p(θ ). (4)
Computing this distribution, and moreover sampling from it using standards methods, is usually
an intractable problem, especially since computing the evidence
∫
θ
p(Dy |Dx ,θ ′)p(θ ′)dθ ′ is hard.
To address this, two approaches are possible. The first one is to use a Markov Chain Monte Carlo
algorithm, which allows to sample the posterior directly, but needs to cache a collection of samples
Θ. The second one is to use a variational inference approach, which learns a variational distribution
qϕ (θ ) to approximate the exact posterior (Fig. 4b). Both of these methods bypass the computation
of the evidence (denominator of Eq. 4 ), which explains why the posterior is often given up to a
scaling constant, as we do in the rest of this tutorial for simplicity. These algorithms are presented
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Fig. 4. Conventional workflow to design, train and use a Bayesian neural network. Design (a), includes the
choice of artificial neural network architecture, but also the Stochastic model, including the prior and possibly
a variational posterior family. Training (b), usually referred to as inference in statistics, implies different
techniques described in Section 7 for the generic methods, and Section 8 for the methods specific to deep
learning. Since inference outputs a posterior distribution over the model coefficients, one has to marginalize
it to get the distribution of possible predictions, and summarize this marginal distribution to output the final
predictions (c).
in more details in Section 7 for the generic methods and Section 8 for the methods specific to deep
learning.
Given the Bayesian posterior, or its variational approximation, it becomes possible to compute a
marginal probability distribution [93] of the output, given a certain input, which quantifies exactly
the model’s uncertainty:
p(y |x ,D) =
∫
θ
p(y |x ,θ ′)p(θ ′ |D)dθ ′. (5)
In practice, the distribution p(y |x ,D) is sampled indirectly using Equation 3. θ is sampled from
the variational distribution qϕ (θ ) or uniformly in Θ. The final prediction is summarized by a few
statistics computed using a Monte-carlo approach (Fig. 4c).
To summarize the predictions of a BNN used to perform regression, the usual procedure is to
perform model averaging [17]:
yˆ =
1
|Θ|
∑
θ i ∈Θ
NNθ i (x). (6)
This approach is so common in ensemble learning that it is sometimes called ensembling. To
quantify uncertainty, the covariance matrix can be computed as follows:
Σy |x ,D =
1
|Θ| − 1
∑
θ i ∈Θ
(
NNθ i (x) − yˆ
) (
NNθ i (x) − yˆ
)⊺
. (7)
When performing classification, the average model prediction will give the relative probability
of each class, which can be considered as a measure of uncertainty in this case:
pˆ =
1
|Θ|
∑
θ i ∈Θ
NNθ i (x). (8)
The final prediction (when the costs of giving a false positive are equal across all classes) is taken
as the most likely class:
yˆ = arg max
i
pi ∈ pˆ. (9)
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If the cost of a false positive varies across different classes, it should be used to compute the risk
and choose the minimal risk prediction.
3 MOTIVATION FOR BAYESIAN METHODS IN DEEP LEARNING
Defining a prior belief p(θ ) on the model parametrization (Section 2) is regarded by some users to
be hard if not impossible. Defining a prior for a simple functional model is considered intuitive, e.g.,
explicitly adding a regularization term to favor a lower degree polynomial function or a smoother
function [54]. However, defining priors is harder for the multi-layer models used in deep learning.
So, why do we bother to use Bayesian methods for deep learning given that it is hard to clearly
comprehend deep neural networks behavior when defining the priors? The functional relationship
encoded by an artificial neural network implicitly represents the conditional probability p(y |x ,θ ),
and Bayes formula is an appropriate tool to use to invert conditional probabilities, even if one has a
priori little insight about p(θ ). While there are very strong theoretical principles and schema on
which this Bayes formula can be based [76], we focus in this section on some practical benefits of
using Bayesian Deep networks.
First, Bayesian methods provide a natural approach to quantify uncertainty in deep learning.
Bayesian neural networks often have better calibration than classical neural networks [46, 58, 66],
i.e., their predicted uncertainty is more consistent with the observed errors. In other words, they
are neither overconfident nor underconfident compared to their non-Bayesian counterpart.
Working with a Bayesian neural network allows to distinguish between epistemic uncertainty,
i.e., the uncertainty due to a lack of knowledge, measured by p(θ |D), which can be reduced with
more data, and aleatoric uncertainty, i.e., the uncertainty due to the (partially) aleatoric nature of
the data and measured by p(y |x ,θ ) [14, 44]. This makes BNNs very data efficient, as they can learn
from a small dataset without overfitting. At prediction time, out-of-training distribution points will
just lead to high epistemic uncertainty. It also makes BNNs an interesting tool for active learning
[19, 88], as one can interpret the model predictions and see if, for a given input, different probable
parametrizations lead to different predictions. In this latter case, labelling this specific input will
effectively reduce the epistemic uncertainty.
Furthermore, the No-free-lunch theorem for machine learning [94] can be interpreted as saying
that any supervised learning algorithm includes some kind of implicit prior (while this interpretation
is more philosophical than mathematical, and thus subject to discussion). Bayesian methods, when
used correctly, will at least make the prior explicit. Now, if integrating prior knowledge seems
hard with tools that are basically black boxes, it is not impossible. In Bayesian deep learning, priors
are often considered as soft constraints, like regularization. Most regularization methods already
used for point estimate neural networks can be understood from a Bayesian perspective as setting
a prior, as demonstrated in Section 5.3. Moreover, previously learned posterior can be recycled as
prior when new data becomes available. This makes Bayesian neural networks a valuable tool for
online learning [64].
Last but not least, the Bayesian paradigm enables the analysis of learning methods and
draws links between them. Some methods initially not presented as Bayesian can be implicitly
understood as being approximate Bayesian, like regularization (Sec.5.3) or ensembling (Sec.8.2.2).
This, in turn, supports the understanding of why certain methods that are easier to use than a
strict application of the Bayesian algorithms can still give meaningful results from a Bayesian
perspective. In fact, most Bayesian neural network architectures used in practice rely on methods
that are approximately or implicitly Bayesian (Sec.8), because the exact algorithms are often too
expensive. The Bayesian paradigm also provides a systematic framework to design new learning
and regularization strategies, even for point-estimate models.
ACM Comput. Surv., Vol. 1, No. 1, Article . Publication date: July 2020.
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Fig. 5. PGM symbols, observed variables are in light gray circles (a), unobserved variables are in white circles
(b), deterministic functions of other variables are in dashed circles (c) and parameters are in rectangles (d).
Plates, represented as a rectangle around a part of the graph, indicate multiple independent instances of the
framed subgraph as a batch B (e).
4 STOCHASTIC MODELS FOR BAYESIAN DEEP LEARNING
When designing a Bayesian neural network, one has to choose a deep network architecture, i.e., a
functional model, but also a stochastic model, i.e., which variables are treated as stochastic variables
and their a priori distribution. We will not cover the design of the functional model in this tutorial,
as almost any model used for point estimate networks can be used in Bayesian deep learning, and
a rich literature on the subject exists already [71]. Instead, in this section, we will focus on how to
design the stochastic model.
We will present probabilistic graphical models (PGMs), a tool used to represent stochastic
variables and their conditional relations, and specifically Bayesian belief networks, a class of PGMs
used in Bayesian statistics. We will then show how to implement the stochastic model of a BNN
from its PGM.
4.1 Probabilistic graphical models
Probabilistic graphical models (PGMs) are a tool that statisticians use to represent interdependence
of multivariate stochastic variables and decompose their probability distributions accordingly
using graphs. PGMs cover a large variety of models. In this tutorial, we will cover only Bayesian
Networks, sometimes also called belief networks or Bayesian belief networks (BBN), which are
PGMs represented using an acyclic directed graph. For a detailed review of the uses of PGMs as a
representation of learning algorithms, the reader should refer to [9].
Even though both are acyclic directed graphs, one should not confuse BBNs with BNNs. BNNs
represent a set of functional relations, such as the one shown in Equation (2), with an a priori
distribution, while BBNs represent the inner structure of the joint probability distribution of the
variables considered in the model. When conceiving a BNN, the corresponding BBN represents
the base structure of the prior and, eventually, the variational posterior when using variational
inference (see Section 7.2).
In a PGM, variablesvi are the nodes in the graph, designated with different symbols to distinguish
the nature of the considered variables (Fig. 5). A directed link, the only kind of link allowed in a BBN,
means that the target variable probability distribution is defined conditioned on the source variable
(but the converse is false, as the source variable probability distribution is not defined conditioned on
the target variable). This allows the computation of the corresponding joint probability distribution
of allvi in the graph:
p(v1, ...,vn) =
n∏
i=1
p(vi |parents(vi )). (10)
To complete the BBN, one has to define all the probability distributions p(vi |parents(vi )). The
type of distribution used will depend on the context. Once the p(vi |parents(vi )) are defined, the
ACM Comput. Surv., Vol. 1, No. 1, Article . Publication date: July 2020.
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Fig. 6. The Bayesian belief networks corresponding to (a) coefficients as stochastic variables, which correspond
to a conventional Bayesian regression and (b) activations as stochastic variables, which require accounting
for the chained dependency.
BBN describes a data generation process. Parents are sampled before their children, which is always
possible, as the graph is acyclic, and all the variables together represent a sample from the joint
probability distribution p(v1, ...,vn).
Models usually learn from multiple examples sampled from the same distribution. To highlight
this fact, the plate notation (Fig. 5e) has been introduced. A plate indicates that the variables
(v1, ...,vn) in the subgraph encapsulated by the plate are copied along a given batch dimension. A
plate implies independence between all the duplicated nodes. This fact can be exploited to compute
the joint probability of a batch B = {(v1, ...,vn)b : b = 1, ..., |B |} as:
p(B) =
∏
(v1, ...,vn )∈B
p(v1, ...,vn). (11)
In a PGM, one distinguishes between observed variables, depicted in gray circles (Fig. 5a), which
are treated as the data, and unobserved, also called latent, variables in white circle (Fig. 5b), which are
treated as the hypothesis. From the joint probability derived from the PGM, defining the posterior
for the latent variables given the observed variables is straightforward using Bayes formula:
p(vlatent |vobs ) = p(vobs ,vlatent )∫
v latent
p(vobs ,vlatent )dvlatent
∝ p(vobs ,vlatent ). (12)
4.2 Defining the stochastic model of a BNN from a PGM
Consider the two models presented in Fig. 6, with both the BNN and the corresponding BBN
depicted. The BBN for the stochastic weights case (Fig. 6a) could represent the following data
generation process, assuming the neural network is meant to do regression:
θ ∼ p(θ ) = N(µ, Σ),
y ∼ p(y |x ,θ ) = N(NNθ (x), Σ). (13)
The choice of normal laws N(µ, Σ) is purely arbitrary, but common in practice.
If the neural network is meant to do classification then the model would have a categorical law
Cat(pi ) to sample the prediction instead of a normal distribution:
θ ∼ p(θ ) = N(µ, Σ),
y ∼ p(y |x ,θ ) = Cat(NNθ (x)). (14)
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Then, one can use the fact that multiple data points from the training set are independent, which
is indicated by the plate notation in Fig. 6, to write the probability of the training set as:
p(Dy |Dx ,θ ) =
∏
(x ,y)∈D
p(y |x ,θ ). (15)
In the case of stochastic activations (Fig. 6b), the data generation process might become:
l0 = x ,
l i ∼ p(l i |l i−1) = nli (N(W il i−1 + bi , Σ)) ∀i ∈ [1,n],
y = ln .
(16)
The formulation of the joint probability for Bayes formula is slightly more complex, as we have
to account for the chained dependency spanned by the BBN over the multiple latent variables
l [1,n−1]:
p(Dy , l [1,n−1] |Dx ) =
∏
(l 0,ln )∈D
(
n∏
i=1
p(l i |l i−1)
)
. (17)
It is sometimes possible, and often desirable, to define p(l i |l i−1) such that the BNN described in
Fig. 6a and the one described in Fig. 6b can be considered equivalent, e.g., sampling l as:
W ∼ N(µW , ΣW ),
b ∼ N(µb , Σb ),
l = nl(Wl−1 + b)
(18)
is equivalent to sampling l as:
l ∼ nl(N(µW l−1 + µb , (I ⊗ l−1)⊺ΣW (I ⊗ l−1) + Σb )), (19)
where ⊗ denotes a Kronecker product.
The basic Bayesian regression architecture depicted in Fig. 6a is more common in practice. The
alternative formulation, depicted in Fig. 6b, is sometimes used as it allows to compress the number
of optimisation parameters when using variational inference [92]. This provides different options
when defining the prior.
5 SETTING THE PRIORS
Setting the prior of small, causal, probabilistic models is very intuitive. The same cannot be said
about Deep Neural Networks, for which setting a good prior is often a tedious and unintuitive
task. The main problem is that it is not really explicit how models with a very large number of
parameters and a nontrivial architecture like ANNs will generalize for a given parametrization [98].
In this section, we present the common practice, and associated issues, related to the statistical
unidentifiability of ANNs. Then, in Section 5.3, we present how the prior in Bayesian Deep Learning
can be related to regularization for the point estimate algorithms. From there, we show how
conventional regularization methods can give us some insight on how to choose better priors and,
conversely, how a Bayesian analysis can help design new objective functions.
5.1 A good default
For basic architectures, such as Bayesian Regression with an ANN (Fig. 6a), a standard procedure is
to use a normal prior with mean 0 and diagonal covariance σI on the coefficients of the network:
p(θ ) = N(0,σI ). (20)
This approach is equivalent to a weighted ℓ2 regularization with weights 1/σ when training a
point estimate network, as we demonstrate in Section 5.3. The documentation of the probabilistic
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programming language Stan [10] provided some examples [21] on how to choose σ , knowing the
expected scale of the considered parameters.
Yet if this approach is often used in practice, there is no theoretical argument that makes it better
than any other formulation [80]. The normal law is favored for its mathematical properties and
the simple formulation of its log, as the log of the probability distribution is used in most learning
algorithms.
5.2 Addressing unidentifiability in Bayesian neural networks
One of the main problems with Bayesian deep learning is that deep neural networks are over-
parametrized models (i.e., with many equivalent parametrizations) [59]. This is referred to as
statistical unidentifiability (i.e., inference does not lead to a unique answer). This can lead to
complex multimodal posteriors that are hard to sample and approximate when training a BNN.
There are two solutions to deal with such problems, changing the functional model parametrization
or constrain the support of the prior to remove unidentifiability.
The two most common classes of non-uniqueness in ANNs that one might want to address are
weight-space symmetry and scaling symmetry. Both are not a concern for point estimate neural
networks but might be for BNNs.
Weight-space symmetry implies that one can build an equivalent parametrization of an ANN
with at least one hidden layer by permuting two rows in the weightsW i (respectively the bias bi )
of one of the hidden layers and the corresponding columns in the following layer weights matrix
W i+1. This means that as the number of hidden layers and units in the hidden layers grows, the
number of equivalent representations, which would roughly correspond to modes in the posterior
distribution, grows factorially. A mitigation strategy is to enforce the bias vector in each layer
to be sorted in ascending or descending order. However the practical effects of doing this are
unknown, and it is possible that weight-space symmetry may implicity support the exploration of
the parameter space during the early stages of the optimisation.
Scaling symmetry is an unidentifiability problem arising when using non-linearities with the
propertynl(αx) = αnl(x), which is the case of RELU and Leaky-RELU, two popular non-linearities in
modern machine learning. In this case assigning layers l and l+1 weightsW l ,W l+1 becomes strictly
equivalent to assigningαW l , 1/αW l+1. This can reduce convergence speed for point estimate neural
networks, a problem that is addressed in practice with various activation normalization techniques
[1]. For BNN, this is slightly more complex, as the scaling symmetry influences the posterior, making
it harder to approximate its shape. Some authors have proposed to use Givens transformations
(sometimes also called Givens rotations elsewhere in the literature) to constrain the norm of the
hidden layers [70] to address the scaling symmetry issue. In practice, using a Gaussian prior already
reduces the scaling symmetry problem, as it will favor weights with the same Frobenius norm
on each layer. A soft version of activation normalization can also be implemented by using a
consistency condition, as explained in Section 5.4. The additional complexity of sampling the
network parameters in a constrained space is not worth it from a computational complexity point
of view.
5.3 The link between regularization and priors
The usual learning procedure for a point-estimate neural network is to find the set of parameters θ
which minimize some loss function, built using the data in the training set:
θˆ = arg min
θ
lossDx ,Dy (θ ). (21)
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Assuming that the loss is minus the log-likelihood function (which is always the case, up to an
additive constant), the problem can be rewritten as:
θˆ = arg max
θ
p(Dy |Dx ,θ ), (22)
which would be the first half of the model according to the Bayesian paradigm. Now assume we
also have a prior for θ , and we want to find the most likely point estimate from the posterior. The
problem then become:
θˆ = arg max
θ
p(Dy |Dx ,θ )p(θ ). (23)
Next, as it is easier to optimize, one would go back to a log-likelihood formulation:
θˆ = arg min
θ
lossDx ,Dy (θ ) + reд(θ ). (24)
If this formulation seems familiar, it is not a surprise. This is usually how regularization is applied
in machine learning and in many other fields. The implication here is that, as prior, we have:
p(θ ) ∝ e−r eд(θ )+cst . (25)
For some of the regularisers that are used in practice, this might be an ill-posed distribution, but the
general idea is there. Another argument, less formal, is that regularization acts as a soft constraint
on the search space, the same as what a prior does for a posterior.
5.4 Prior with a consistency condition
Using the formulation in Equation 25, it becomes possible in certain cases to use the expected
behavior of the functional model to extend the prior. To do so, one usually defines a consistency
condition C(θ ,x) to evaluate the relative log-likelihood of a prediction given the input x and
parameter set θ . For example, C can be set to favor sparse or regular predictions, to encourage
monotonicity of predictions with respect to some input variables (e.g., probability of getting the
flu increases with age), or to favor decision boundaries in low density regions when doing semi-
supervised learning (Sec.6.1). C should be averaged over all possible inputs:
C(θ ) =
∫
x
C(θ ,x)p(x)dx . (26)
In practice, as p(x) is unknown, C(θ ) is approximated from the features in the training set:
C(θ ) ≈ 1|Dx |
∑
x ∈ |Dx |
C(θ ,x). (27)
We can now write a function proportional to the prior with the consistency condition included:
p(θ |Dx ) ∝ p(θ ) exp ©­«− 1|Dx |
∑
x ∈ |Dx |
C(θ ,x)ª®¬ , (28)
where p(θ ) is the prior without the consistency condition.
6 DEGREE OF SUPERVISION AND ALTERNATIVE FORMS OF PRIOR KNOWLEDGE
The architecture presented so far focused mainly on the use of Bayesian neural networks in a
supervised learning setting. However in real world applications, getting ground truth labels can
be expensive, and new learning strategies should be adopted [72]. We now present how to adapt
Bayesian neural networks for different degrees of supervision. While doing so, we also demonstrate
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Fig. 7. Bayesian belief networks corresponding to (a) learning with noisy labels and (b) semi-supervised
learning.
how PGMs in general and Bayesian Belief networks in particular are useful to design or interpret
learning strategies.
In particular, the formulation of the Bayesian posterior, which is derived from the different PGMs
presented below (Figs. 8,9, and 10), can be used (Sec.5.3) to obtain a suitable loss function for a
maximum a posteriori estimator in the case where a point estimate neural network is sufficient for
the considered use cases.
6.1 Noisy labels and semi-supervised learning
The inputs in the training sets can be uncertain, either because the labels Dy are corrupted by noise
[61], or because a number of points are unlabelled, i.e., the setting for a semi-supervised learning
approach.
In the case of noisy labels, one should extend the BBN to add a new variable for the noisy
labels y˜ conditioned on y (Fig. 7a). It is common, as the noise level itself is often unknown, to
add a variable σ to characterize the noise. Frenay and Verleysen [16] proposed a taxonomy of
the different approaches to integrate σ in a PGM (Fig. 8), where they distinguish three cases: the
noise completely at random (NCAR); noise at random (NAR); and noise not at random (NNAR)
models. In the NCAR model, σ is independent of any other variables, by definition the noise is
then homoscedastic. In the NAR model, σ is dependent on the true label y but still independent of
the features, while the NNAC models also account for the influence of the features x , e.g., if the
level of noise in an image increases the chances that the image has been mislabeled. Both NAR and
NNAC models represent heteroscedastic (i.e., the antonym of homoscedastic) noise.
Those models are slightly more complex than a pure supervised BNN as presented in Section 4
but can be treated in a similar fashion, by deriving the formula for the posterior from the PGM
(Eq.12) and applying the chosen inference algorithm. We present here the procedure for a NNAR
model, the most general one. The posterior becomes:
p(y,σ ,θ |D) ∝ p(Dy˜ |y,σ )p(σ |Dx ,y)p(y |Dx ,θ )p(θ ). (29)
During the prediction phase, for each tuple (y,σ ,θ ) sampled from the posterior, y and σ can
just be disregarded.
In the case of partially labelled data, also know as semi-supervised learning, (Fig. 7b), the datasetD
is split into labelled L and unlabelledU examples. In theory, this PGM can be considered equivalent
to the one used in the supervised learning case depicted in Fig. 6a, but in this case the unobserved
data U would bring no information. The additional information of unlabelled data comes from
the prior and only the prior. In traditional machine learning, the most common approaches to
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implement semi-supervised learning are either to use some kind of data-driven regularization [86]
or to rely on pseudo labels [82], Bayesian learning is no different.
Data-driven regularization impliesmodifying the prior assumptions, thus the stochasticmodel,
to be able to extract meaningful information from the unlabeled dataset U . Two common ways to
approach this process exist.
The first way is to condition the prior distribution of the model parameters on the unlabeled
examples to favor certain properties of the model, such as a decision boundary in a low density
region, i.e., using a distribution p(θ |U ) instead of p(θ ). This implies writing the stochastic model as:
p(θ |D) ∝ p(Ly |Lx ,θ )p(θ |U ), (30)
where p(θ |U ) is a prior with a consistency condition, as defined in Equation 28.
The second way is to assume some kind of dependency across the observed and unobserved
labels in the dataset. This type of Bayesian semi-supervised learning relies on undirected PGM
[96] to build the prior, or a least not assuming independence [48] between different training pairs
(x ,y). To keep things simple, we represent this fact by dropping the plate around y in Fig. 7b. The
posterior is thus written in the usual way (Eq.4), the main difference is that now p(Dy |Dx ,θ ) is
chosen to enforce some kind of consistency across the dataset. For example, it could be defined by
assuming that two points close together (according to a certain notion of closeness which depends
on the input space) are likely to have similar labels y with a level of uncertainty that increases with
the distance.
Both approaches have a similar effect and the choice of one over the other will depend on the
mathematical formulation one favors to build the model.
The semi-supervised learning strategy can also be reformulated as having a weak predictor
that is able to give some pseudo labels y˜, sometimes with some confidence level. Many of the
algorithms that are used for semi-supervised learning use an initial version of the model, trained
with the labeled examples [51], to generate the pseudo labels y˜ and train the final model with
those labels. This is problematic for Bayesian neural networks, as if the prediction uncertainty is
accounted for, then, it becomes impossible to reduce the uncertainty associated with the unlabelled
data, at least not without an additional hypothesis in the prior. Using a simpler model [53] to get
the pseudo labels, even if less current in practice, can help mitigate that problem.
6.2 Data augmentation
Data augmentation is a strategy to significantly increase the diversity of data available to train deep
models, without actually collecting new data. It relies on transformations which act on the input
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Fig. 8. Bayesian belief networks corresponding to (a) the noise completely at random (NCAR), (b) noise at
random (NAR) and (c) noise not at random (NNAR) models.
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without changing the label to generate an augmented datasetA(D), e.g., applying rotations, flipping
or adding noise in the case of images. Data augmentation is now at the forefront of state-of-the-art
techniques in image processing [82] and increasingly in natural language processing [3].
From a Bayesian perspective, the additional information is brought by the knowledge of the
augmentation process, rather than actual additional data. A(D) could contain an infinite set of
possible variants of the initial dataset, e.g., when using continuous transforms such as rotations or
additional noise. In practice, A(D) is sampled on the fly during training, rather than caching all
possible augmentations in the training set in advance. This process is straightforward when training
point estimate neural networks, but there are some subtleties when applying it with Bayesian
statistics. The main concern is that the posterior of interest is p(ϕ |D,Auд), where Auд represents
some knowledge about augmentation, not p(ϕ |A(D),D). This means, from a Bayesian perspective,
that data augmentation should not, or a least not only, be treated as additional data but instead as
an implicit transformation of the model, stated otherwise, as a prior. Moreover, the notion of data
augmentation in the traditional statistical context was instead concerned with modelling missing
values [84], a related but different problem.
The effect of adding more data points or counting similar data points multiple times will be to
concentrate the posterior more around the MAP point-estimate, i.e., assuming a model with a given
likelihood p(y |x ,θ ), counting the same data n times is equivalent to changing the likelihood to:
pauдm(y |x ,θ ) ∝ p(y |x ,θ )n , (31)
which is not incorrect, from a Bayesian point of view, as it can be done by modifying the likelihood
in the original stochastic model. However, this poses a problem to account for epistemic uncertainty
correctly when the size of the augmented dataset becomes infinite.
It can be argued instead that data augmentation should be implemented in the stochastic model.
The idea is that if one is given data D, then one could also have been given data D ′, where each
element in D is replaced by an augmentation. Then D ′ is a different perspective of the data D ′. To
model this, we have an augmentation distribution p(x ′ |x ,Auд) that augments the observed data x
using the augmentation model Auд to generate (probabilistically) x ′. This x ′ is data in the vicinity
of x (Fig. 9). x ′ can then be marginalized to simplify the stochastic model, The posterior is then
given by:
p(θ |D,Auд) =
∫
x ′
p(θ ,x ′ |D,Auд)dx ′ ∝
(∫
x ′
p(y |x ′,θ )p(x ′ |x ,Auд)dx ′
)
p(θ ). (32)
By setting:
p(y |x ,θ ,Auд) =
∫
x ′
p(y |x ′,θ )p(x ′ |x ,Auд)dx ′ = Ex ′∼p(x ′ |x,Auд) [p(y |x ′,Θ)] , (33)
we can define the augmented Bayesian posterior as:
p(θ |D,Auд) ∝ p(Dy |Dx ,θ ,Auд)p(θ ), (34)
This is a probabilistic counterpart to vicinal risk [12]. Using this form of the augmented likelihood
prevents the multiple counting which would occur with the naive approach above.
In practice, this means we can perform the integral in Equation (33) using Monte Carlo, so we
sample a small set of augmentations Ax according to p(x ′ |x ,Auд) and average:
p(y |x ,θ ,Auд) ≈ 1|Ax |
∑
x ′∈Ax
p(y |x ′,θ ). (35)
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Fig. 9. Bayesian belief network corresponding to a data augmentation pipeline by sampling intermediate
data x ′.
The relevant cost function to use in training then becomes:
− logp(Dy |Dx ,θ ,Auд) ≈ −
∑
(x,y)∈D
log
(
1
|Ax |
∑
x ′∈Ax
p(y |x ′,θ )
)
. (36)
Ax can contain as few as a single element, as long as it is re-sampled for each optimization
iteration. This greatly simplifies Equation (36), especially when distributions from the exponential
family are used to build the stochastic model.
An extension of this approach works in the context of semi-supervised learning where one
adds a training cost to encourage consistency of predictions under augmentation [82, 95], where
unlabeled data is used to build the samples for the consistency term. Note that this does not add
labelling to the unlabeled examples. It adds a term to encourage consistency between the labels for
an unlabeled data and its augmentation.
6.3 Meta learning, transfer learning, and self-supervised learning
Meta learning [33], in the broadest sense, is the use of machine learning algorithms to assist in
the training and optimization of other machine learning models. The meta-knowledge acquired by
meta learning can be distinguished from standard knowledge in the sense that it is applicable over
a set of related tasks T rather than a single task.
Transfer learning designates methods where some intermediate knowledge acquired on a
given problem is reused to address a different problem. In deep learning, it is used mostly for
domain adaptation, when labelled data are available, abundant in a domain in some way similar to
the domain of interest and scarce in the domain of interest [67]. Alternatively, some pre-trained
models [73] are also a solution used to study architectures so large that training from scratch
multiple times becomes inconvenient in practice.
Self-supervised learning is a learning strategy where the data itself provides the labels [36].
Since the labels obtainable by the data directly do not match the task of interest, the problem is
approached as meta learning with a pretext (or proxy) task in addition to the task of interest. The
use of the products of self-supervision is now generally regarded as an essential step in some areas.
For instance, in natural language processing, most state of the art methods use these pre-trained
models [73].
In our Bayesian understanding of meta learning, derived from the broad definition above, we
consider both transfer learning and self-supervised learning to be special cases of meta learning.
A common approach for meta learning in Bayesian statistics is to recast the problem as hierar-
chical Bayes [25], where the prior for each task p(θ t |ξ ) is conditioned on a new global variable ξ
(Fig. 10a). ξ can represent some continuous meta-parameters (the focus of this tutorial) or discrete
information about the structure of the BNN (the case of learning probable functional models) or the
underlying subgraph of the PGM (the case of learning probable stochastic models). Multiple levels
can be added to organise the tasks in a more complex hierarchy if need be, but we will present only
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Fig. 10. Bayesian belief networks corresponding (a) general supervised hierarchical Bayes and (b) the joint
self-supervised learning strategy. l is an intermediate activation layer in the network defined by design, θs
represents the shared parameters, θp the parameters specific to the pretext task, θt the parameters specific
to the main task, yp the labels obtained from the data and yt the labels for the main task (some of which
might be unobserved [4])
the case with one level as generalizing is straightforward. The general posterior becomes:
p(θ , ξ |D) ∝
(∏
t ∈T
p(Dty |Dtx ,θ t )p(θ t |ξ )
)
p(ξ ). (37)
In practice thus, the problem is often approached with empirical Bayes (Sec.7.4), and only a point
estimate ξˆ is considered for the global variable, ideally the MAP estimate obtained by marginalizing
p(θ , ξ |D) and selecting the most likely point, but this is not always the case.
In transfer learning, the usual approach would be to set ξˆ = θm , with θm the coefficients of the
main task. The new prior can then be obtained from ξˆ , for example:
p(θ |ξ ) = N((sel(ξ ), 0),σI ), (38)
where sel is a selection function for the parameters to transfer and σ is a parameter to tune manually.
Unselected parameters are assigned a mean of 0 by convention but other methods to design those
parts of the priors can be used. If a BNN has been trained for the main task σ can be estimated on
the previous posterior but it will still be required to slightly scale it up to account for the additional
uncertainty.
Self-supervised learning can be implemented in two steps, first learning the pretext task and then
use transfer learning. This can be considered overly complex, but might be required if the pretext
task has a high computational complexity (e.g., BERT models in natural language processing [73]).
Recent contributions have shown that jointly learning the pretext task and the final task (Fig. 10b)
can improve the results obtained in self-supervised learning [4]. This approach, which is closer to
hierarchical Bayes, also allows setting the prior a single time while still retaining the benefits of
self-supervised learning.
7 BAYESIAN INFERENCE ALGORITHMS
A priori, one does not have to undergo a learning phase when using a BNN, just sample the posterior
and do model averaging (see Equations (4) and (6)). But sampling the posterior is not easy in the
general case. If the conditional probability of the data P(D |H ) and the probability of the model
P(H ) are given by our prior and our model, the integral for the evidence term
∫
H P(D |H ′)P(H ′)dH ′
might be excessively difficult to compute. For non-trivial models, and even if the evidence has
been computed, it is really hard to sample the posterior directly due to the high dimensionality
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of the sampling space and the non-trivial transformation from the samples of a uniform random
variable. Instead of using traditional methods to sample the posterior, such as inversion sampling or
rejection sampling, dedicated algorithms are used. The most popular ones are Markov Chain Monte
Carlo methods, a family of algorithms to exactly sample the posterior, or variational inference, a
method for learning an approximation of the posterior (Fig. 4). This section reviews these methods.
7.1 Markov Chain Monte Carlo
The idea of Markov Chain Monte Carlo methods is to construct a Markov chain, a sequence of
random samples Si , which probabilistically depend only on the previous sample Si−1, such that
the elements of the sequence eventually are distributed following a desired distribution. Unlike
standard, simple, low-dimensional sampling methods, like rejection or inversion sampling, most
MCMC algorithms require some initial burn-in time before the underlying Markov chain converges
to the desired distribution. Also, the successive Si might be autocorrelated. This means that a large
set of samples Θ has to be generated and subsampled to get approximately independent samples
from the underlying distribution. Moreover a certain number of initial samples has to be discarded
at the beginning of the sequence, and the exact amount is not always easy to define. Last but not
least, the final collection of samples Θ has to be cached after training, which can be very expensive
even for average size deep learning models.
Despite their inherent drawbacks, MCMC methods can be considered among the best available
and the most popular solutions for sampling from exact posterior distributions in Bayesian statistics
[2]. However not all MCMC algorithms are relevant for Bayesian deep learning. Gibbs sampling
[22], for example, is very popular in general statistics and unsupervised machine learning, but is
rarely used for BNNs. The class of MCMC methods which are the most relevant for Bayesian neural
networks are the Metropolis-Hastings algorithms [13]. The property which makes Metropolis-
Hasting algorithms popular is that they do not require knowledge about the exact probability
distribution P(x) to sample from. Instead, a function f (x) that is proportional to that distribution
is sufficient. This is the case of a Bayesian posterior distribution, which is usually quite easy to
compute except for the evidence term.
The basic idea of the Metropolis-Hasting algorithm is to start with a random initial guess, x0,
and then sample a new candidate point “around" the previous one. If this candidate is more likely
than the previous one (according to the distribution we want to sample from), then it is accepted. If
it is less likely, then it is accepted with a certain probability, rejected otherwise.
More formally, the algorithm, see Algorithm 1, is constructed with a proposal distributionQ(x ′ |x),
which tells us how to sample “around" the previous sample.
Algorithm 1Metropolis-Hasting
Draw x0 ∼ Initial
while n = 0 to N do
Draw x ′ ∼ Q(x |xn)
p =min
(
1, Q(x
′ |xn)
Q(xn |x ′)
f (x ′)
f (xn)
)
Draw k ∼ Bernoulli(p)
if k then
xn+1 = x ′
n = n + 1
end if
end while
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The acceptance probability p of Algorithm 1 can be shown to yield the most accepting of all
reversible Makrov chains. Furthermore, the probability p can be simplified if Q is chosen to be
symmetric, i.e., Q(x ′ |xn) = Q(xn |x ′), and the formula for the acceptance rate becomes:
p =min
(
1, f (x
′)
f (xn)
)
. (39)
In this situation, the algorithm is simply called theMetropolis method. Common choices forQ can be
a normal distributionQ(x ′ |xn) = N(xn ,σ 2), or a uniform distributionQ(x ′ |xn) = U(xn−ε,xn+ε),
centered around the previous sample. But sometimes, one has to deal with non-symmetric proposal
distribution, e.g., to accommodate a constraint in the model, like if the domain of the distribution
under consideration is bounded. In that case, one has to take into account the correction term
imposed by the full Metropolis-Hasting algorithm.
The spread of the proposal distribution has to be tweaked. If it is too large, the rejection rate will
be too high. If it is too small the samples will be more auto-correlated. There is no general method
to tweak those parameters. Yet a clever strategy to get the new proposed sample x ′ can reduce the
impact of such parameters. This is why the Hamiltonian Monte-Carlo method has been proposed.
TheHamiltonianMonte-Carlo algorithm [62] is another example ofMetropolis-Hasting algorithm
for continuous distributions designed with a clever scheme to draw a new proposal x ′ to ensure
that as few samples as possible are rejected and there is as few correlation as possible between
samples. Moreover, the burn in time is extremely short. The process to generate a new jump is based
on Hamiltonian mechanics. First, we assume that from the actual position xn , we will move with
an initial random velocityv from a proposal distributionQ(v). Then, we define the Hamiltonian of
the system as:
H (x ,v) = loд(P(x)) + loд(Q(v)) = loд(f (x)) + cst + loд(Q(v)), (40)
with loд(P(x)) being considered as the potential energy and loд(Q(v)) as the kinetic energy. We
then let the system move for a given time T . The corresponding dynamical system is parametrized
by the following PDE: 
∂x
∂t
=
∂H
∂v
=
∂loд(Q(v))
∂v
∂v
∂t
= −∂H
∂x
= −∂loд(f (x))
∂x
(41)
with initial conditions x ′0 = xn and v0 = v ′. The advantage is that we still need to know the
distribution P only up to a scaling factor. We accept the proposed sample x ′T with probability p
computed as:
p =min
(
1, exp [H (x
′
T ,vT )]
exp [H (x ′0,v0)]
)
. (42)
Now, since the Hamiltonian is preserved over time, p is supposed to be equal to 1, and the new
sample is never rejected. The problem is that getting an exact solution is often hard, if not impossible,
so one has to rely on numerical integration instead. To do so, it is required to use a symplectic
integrator. This is an integrator that represents a discrete Hamiltonian system H ′(x ,v), ideally
only slightly perturbed compared to the original continuous one H (x ,v). This preserves important
properties of the underlying Markov chain of the MCMC algorithm, the main one being that if the
considered Hamiltonian path loops back on the starting point x0, the numerical integrator will also
loop back on x0. Note that most numerical integrators, including the popular Runge-Kutta scheme,
ACM Comput. Surv., Vol. 1, No. 1, Article . Publication date: July 2020.
20 Jospin et al.
are not symplectic. A good choice of symplectic integrator is the leapfrog, with timestep ∆t :
vt+∆t/2 = vt − ∆t2
∂loд(f (x ′))
∂x ′
x ′t+∆t = x ′t + ∆t
∂loд(Q(vt+∆t/2))
∂v
vt+∆t = vt+∆t/2 − ∆t2
∂loд(f (x ′t+∆t ))
∂x ′
.
(43)
With this symplectic integrator, we have the following relation between the original Hamiltonian
H (x ,v) and the modified Hamiltonian H ′(x ,v):
H (x ,v) = H ′(x ,v) + O(∆t2). (44)
This means that it is easy to adaptively adjust the integration step ∆t to tweak the acceptance
probability p.
Now, the problem is to choose the proposal distribution Q(v), and the integration time T . Q(v)
is usually chosen to be a normal distribution N(0, Σ). The most obvious choice for Σ is σ 2I . σ 2 can
be increased to augment the odds of sampling a new point far away from the previous samples.
The choice of the integration time T is critical. If it is too short, then successive samples are at risk
of being autocorrelated. If it is too large, then the Hamiltonian path might loop and a lot of time
will be lost integrating the same things over and over again.
An improvement over the classic HMC algorithm to automatically adapt the integration time T
has been proposed [31], called No-U-Turn sampler (NUTS for short), which most software packages
for Bayesian statistics implement.
7.2 Variational inference
MCMC algorithms are the goto tools to sample from the exact posterior in Bayesian statistics.
However their lack of scalability, even if somehow mitigable, has made them less popular for
Bayesian Deep Learning, due to the huge sizes of models usually considered in deep learning.
Variational inference [6], which scales better than MCMC algorithms, gained a lot of popularity.
Variational inference is not an exact method. Rather than allowing sampling from the exact
posterior, the idea is to have a distribution qϕ (H ), parametrized by a set of parameters ϕ, called
the variational distribution. The values of the parameters ϕ is then inferred, or learned (to use
a word closer to the machine learning jargon), such that the variational distribution qϕ (H ) is as
close as possible to the exact posterior P(H |D). The measure of closeness most readily used is the
KL-divergence, which is a measure of closeness between probability distribution functions, and is a
function of ϕ:
DKL(qϕ | |P) =
∫
H
qϕ (H ′)loд
(
qϕ (H ′)
P(H ′ |D)
)
dH ′. (45)
There is an apparent problem here, which is that to compute DKL(qϕ | |P), it looks like we need to
compute P(H |D) anyway. Fortunately, this is not the case, and a different, easily derived formula
called the evidence lower bound, or ELBO, is used instead:
ELBO =
∫
H
qϕ (H ′)loд
(
P(H ′,D)
qϕ (H ′)
)
dH ′ = loд(P(D)) − DKL(qϕ | |P). (46)
Since loд(P(D)) only depends on the prior, minimizing DKL(qϕ | |P) is equivalent to maximizing the
ELBO.
Almost any large scale optimization method that is used in classic machine learning should be
applicable to optimize the ELBO. The most popular one in neural networks is Stochastic variational
inference [32], which is in fact stochastic gradient descent applied to variational inference. This
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Fig. 11. Typical training curve for Bayes by backprop. Each sample looks random but the curve still has a
downwards trend. The ELBO has been normalized in the graph for comparison purposes.
allows the algorithm to scale to the large datasets that are encountered in modern machine learning,
since the ELBO can be computed on a single mini-batch at each iteration.
Note that convergence, when learning the posterior with variational inference, will be relatively
slow compared to the usual backpropagation. Moreover, most implementations use a minimal
number of samples to evaluate the ELBO, often just one, before taking a gradient step. This means
that the ELBO as a function of the iteration will be quite noisy.
In traditional machine learning and statistics, qϕ (H ) is mostly constructed from distributions
in the exponential family, e.g., multivariate normals [26], gammas and Dirichlets. The ELBO can
then be dramatically simplified into components [23] leading to a generalization of the well known
expectation-maximization algorithm. To account for correlations between the large number of
parameters, certain approximations are made, for instance block diagonal covariance matrices can
be used [75], or low rank plus diagonal [55].
7.3 Bayes by backpropagation
Variational inference offers a good mathematical tool for Bayesian inference, but it needs to be
adapted to deep learning. The main problem is that stochasticity stops backpropagation from
functioning for the internal nodes in a network [9]. Different solutions have been proposed to
mitigate this problem, like probabilistic backpropagation [29] or Bayes-by-backprop [7]. Both
methods serve the same goal, but as Bayes-by-backprop may look more familiar to deep learning
practitioners, we will focus on it. Bayes-by-backprop is indeed a practical implementation of
variational inference combined with a reparametrization trick [42] to ensure backpropagation
works as usual.
The idea is to use some random variable ε ∼ q(ε), as a non-variational source of noise. θ is not
sampled directly but obtained via a deterministic transformation t(ε,ϕ) such that θ = t(ε,ϕ)
followsqϕ (θ ). ε is sampled and thus changes at each iteration but can still be considered as a constant
with regard to other variables. All other transformations being non-stochastic, backpropagation
works as usual for the variational parameters ϕ. The general formula for the ELBO becomes:
ELBO =
∫
ε
qϕ (t(ε,ϕ))loд
(
P(t(ε,ϕ),D)
qϕ (t(ε,ϕ))
)
|Det(∇εt(ε,ϕ))| dε . (47)
ACM Comput. Surv., Vol. 1, No. 1, Article . Publication date: July 2020.
22 Jospin et al.
This is tedious to work with. Instead, to estimate the gradient of the ELBO, it has been proposed
[7] to use the fact that if qϕ (θ )dθ = q(ε)dε , then, for a differentiable function f (θ ,ϕ) we have:
∂
∂ϕ
∫
ϕ
qϕ (θ ′)f (θ ′,ϕ)dθ ′ =
∫
ε
q(ε)
(
∂ f (θ ,ϕ)
∂θ
∂θ
∂ϕ
+
∂ f (θ ,ϕ)
∂ϕ
)
dε . (48)
A proof is provided in [7]. We also provide an alternative proof to give more details on when we can
assume qϕ (θ )dθ = q(ε)dε , in appendix A. A sufficient condition is for t(ε,ϕ) to be invertible with
respect to ε and the distributions q(ε) and qϕ (θ ) to not be degenerated probability distributions.
For the case where the weights are treated as stochastic variables, and thus hypothesis H , which
is the case considered in the original Bayes-by-backprop paper, the training loop can then be
implemented as described in Algorithm 2.
Algorithm 2 Bayes-by-backprop
ϕ = ϕ0
for i = 0 to N do
Draw ε ∼ q(ε)
θ = t(ε,ϕ)
f (θ ,ϕ) = loд(qϕ (θ )) − loд(p(Dy |Dx ,θ )p(θ ))
∆ϕ f = backpropϕ (f )
ϕ = ϕ − α∆ϕ f
end for
The objective function f corresponds to an estimate of the ELBO from a single sample. This
means that the gradient estimate will be noisy. The convergence graph will also be noisy, muchmore
than in the case of classic backpropagation (Fig. 11). To get a better estimate of the convergence,
one can average the loss over multiple epochs.
Algorithm 2 is very similar to the classic training loop for point estimate deep learning. So much
in fact that many recent contributions to optimization for deep learning are straightforward to use
for Bayes-by-backprop, e.g., to use the Adam optimizer [41] instead of stochastic gradient descent.
Natural gradient descent has also been advocated as an optimization tool for variational inference
for BNN [65], as the distributions from the exponential family lead to, if parametrized in natural
space, a very simple formulation of the natural gradient [39].
Note also that, even if the original algorithm was presented for BNN with stochastic weights, it
is straightforward to adapt it for BNN with stochastic activations. In that case, the activations l
represent the hypothesis H and the weights θ are part of the variational parameters ϕ.
7.4 Learning the prior
Despite this being counter-intuitive, it is possible to learn the prior even if one learns the posterior
afterwards. This is meaningful if there is some aspect of the prior that are set using prior knowl-
edge, allowing to learn the remaining free parameters before getting the posterior. In standard
Bayesian statistics, this is known as empirical Bayes and is usually a valid approximation when
the dimensions of the prior parameters being learned are far less than the dimensions of the model
parameters.
Given a parametrized prior distribution pξ (H ), maximizing the likelihood of the data is a good
method to learn the parameters ξ :
ξˆ = arg max
ξ
P(D |ξ ) = arg max
ξ
∫
H
pξ (D |H ′)pξ (H ′)dH ′. (49)
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Finding ξˆ directly in general is an intractible problem, but when using variational inference, there
is a specific property of the ELBO that one could exploit [26]. Namely, that the ELBO is the log-
likelihood of the data minus the KL-divergence of the variational posterior and prior (see Equation
46):
loд(P(D |ξ )) = ELBO + DKL(qϕ | |P). (50)
This means that maximizing the ELBO, now a function of both ξ and ϕ, is equivalent to max-
imising a lower bound on the log-likelihood of the data, a bound which is tighter when qϕ is from
a general family so able to fit P well. The Bayes-by-backprop algorithm presented in Section 7.3
needs only to be slightly modified, see Algorithm 3.
Algorithm 3 Bayes by backprop with parametric prior
ξ = ξ 0
ϕ = ϕ0
for i = 0 to N do
Draw ε ∼ q(ε)
θ = t(ε,ϕ)
f (θ ,ϕ, ξ ) = loд(qϕ (θ )) − loд(pξ (Dy |Dx ,θ )pξ (θ ))
∆ξ f = backpropξ (f )
∆ϕ f = backpropϕ (f )
ξ = ξ − αξ∆ξ f
ϕ = ϕ − αϕ∆ϕ f
end for
8 ADAPTING BAYESIAN METHODS FOR DEEP LEARNING
We presented so far the fundamental theory to design and train Bayesian neural networks. However,
the aforementioned methods are still not easily applicable to most large scale architectures that
are used today in deep learning. Recent research has also shown that being only approximately
Bayesian is enough to get a decent, correctly calibrated model with uncertainty estimates [46]. In
this section, we present how Bayesian methods can be adapted specifically or approximated for deep
learning, resulting in new, more efficient dedicated algorithms. We classified different approaches to
speed up either training or predictions into two broad categories (Fig. 12): the inference algorithms
and the other simplification and compression methods. Specific inference algorithms can then be
further classified based on the source of stochasticity they rely on and whether they work like an
MCMC algorithm (they generate a sequence of samples from the posterior) or can be considered
as a form of variational inference (they learn the parameters of an intermediate distribution to
approximate the posterior). The two main sources of stochasticity that can be exploited to drive
those methods are noise layers, the most renown type being dropout, or the noise induced by
stochastic gradient descent.
8.1 Bayes via Dropout
Dropout has initially been proposed as a regularization procedure used during training [83]. The
procedure is to apply multiplicative noise to the previous layer. By far, the most used type of noise
is Bernouilli noise, but other types of noise are sometimes used instead, like Gaussian Noise, in
which case the procedure is called Gaussian Dropout [83].
Dropout can also be used during the evaluation phase as a form of ensemble learning. This
offers the ability to obtain a distribution for the output predictions [18, 52]. This procedure, called
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Fig. 12. Simplification algorithm for Bayesian neural networks can be broadly classified into (a) dedicated
inference algorithms and (b) other simplifications and compression strategies. Dedicated inference algorithms
can be further distinguished by, first if they works like a MCMC algorithm or variational inference and second
by the source of stochasticity they rely on, i.e., either Dropout & other noise layer or Stochastic gradient
descent dynamic.
Monte Carlo Dropout, can be considered as being variational inference, with a variational posterior
distribution defined for each weight matrix as:
zi, j ∼ Bernouilli(pi )
W i = M i · diaд(zi ), (51)
with zi the random activation or inactivations coefficients andM i the weights matrix before dropout
is applied. pi is the activation probability for layer i and can be learned or set manually.
The equivalence between a standard objective function used for training with dropout and
additional ℓ2 weight regularization:
Ldropout =
1
N
∑
D
f (y, yˆ) + λ
∑
θ
θ 2i , (52)
and the ELBO for variational inference assuming a normal prior on the weights and the distribution
presented in Equation 51 as variational posterior, has been demonstrated [18] using an argument
similar to the one presented in Section 5.3.
MC-Dropout is a very convenient technique to do Bayesian Deep learning, as it is straightforward
to implement and requires little additional knowledge or modelling effort compared to traditional
methods. Moreover, it often leads to a faster training phase compared to other variational inference
approaches.
On the other hand, MC-Dropout might lack some expressiveness and thus does not fully capture
the uncertainty associated with the model predictions. It also lacks some flexibility compared to
other methods when performing Bayesian online or active learning.
A variant of MC-Dropout is Variational Dropout, which attempts to apply Gaussian Dropout at
evaluation time [43]. Variational Dropout has been criticized as not being Bayesian [34], mainly
due to the fact that the authors have chosen an objective function where Gaussian Dropout is the
only form of regularization used. In that case, the implied prior, i.e., log-uniform, corresponds to a
degenerate probability distribution, which in turn leads to a degenerate posterior. It is important
to stress that when using dropout as a Bayesian approximation, one has to account for the prior
regularization on top of dropout during training.
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8.2 Bayes via stochastic gradient descent
Stochastic Gradient Descent (SGD) and related algorithms are at the core of modern machine
learning. The initial goal of SGD is to provide an algorithm to converge to a point estimate
corresponding to an optimal solution while having only noisy estimates of the gradient of the
objective function, especially when the training data has to be split into mini-batches. The parameter
update rule at time t can be written as:
∆θ t =
ϵt
2
(
N
n
∇loд(p(Dt ,θ t )) + ∇loд(p(θ t ))
)
, (53)
where Dt is a minibatch subsampled at time t from the complete dataset D, ϵt is the learning rate
at time t , N is the size of the whole dataset and n the size of the minibatch.
SGD, or related optimization algorithms like ADAM [41], can be reinterpreted as a Markov-chain
algorithm [56], with the sampling of the minibatch acting as a source of stochasticity. Usually the
hyperparameters of the algorithm are tweaked to ensure the chain converges to a Dirac distribution,
the final point estimate indicator distribution, especially by reducing ϵt towards 0 while ensuring∑∞
t=0 ϵt = ∞. However, this does not have to be the case. If the learning rate is reduced toward a
constant, the underlying Markov-chain will converge to a stationary distribution. If a Bayesian prior
is accounted for in the objective function, then this stationary distribution can be an approximation
of the corresponding posterior.
8.2.1 MCMC algorithms based on SGD dynamic. Based on this observation, a specific MCMC
method has been developed from the SGD algorithm, called Stochastic Gradient Langevin Dynamic
(SGLD) [91]. The idea to couple SGD with Langevin Dynamic leads to a slightly modified update
step:
∆θ t =
ϵt
2
(
N
n
∇loд(p(Dt ,θ t )) + ∇loд(p(θ t ))
)
+ ηt
ηt ∼ N(0, ϵt ).
(54)
It has been shown that this method leads to a Markov chain sampling the exact posterior if ϵt
goes toward 0 [91]. The problem is, if ϵt goes toward 0, then the successive samples become more
and more auto-correlated. To leverage this problem, the authors proposed to stop reducing ϵt at
some point, thus making the samples only an approximation of the exact posterior. Still, SGLD
offers better theoretical guarantee if the dataset has to be split into minibatches compared to other
MCMC methods, which makes the algorithm very useful in Bayesian deep learning.
To favor exploration of the posterior over exact sampling, SGD can also be used in a slightly
different manner, that coarsely approximates the Bayesian posterior while being easy to implement
in practice. The idea is to use warm restarts, i.e., restarting the gradient descent with a large learning
rate ϵ0 and possibly new random weights θ 0.
This method is clearly a coarse approximation of a true Bayesian approach, but it offers multiple
advantages. The main one is to avoid the mode collapse problem [49]. In the case of BNN, the true
Bayesian posterior is usually a complex multimodal distribution, as multiple and sometimes not
equivalent parametrizations θ of the network can fit the training dataset. Favoring exploration
over precise reconstruction can help to get a better picture of those different modes. Then, as θ
sampled from the same mode are more likely to make the model generalize in a similar manner,
using warm restarts will enable a much better estimate of the model uncertainty when processing
unseen data, even if this approach is not perfectly Bayesian.
Algorithms exploiting this idea have been presented in the literature, e.g., RECAST [78], a
modification of SGLD with warm restarts.
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Fig. 13. Different techniques to sample the posterior. MCMC algorithms sample everywhere but successive
samples might be correlated and accumulate in a specific region of the posterior, varitional inference use a
parametric distribution but can suffer from mode collapse while deep ensembles with SGD focuses on the
different modes of the distribution.
These methods still suffer from the main drawbacks of MCMCmethods, being their huge memory
footprint. This is why some authors have proposed methods that function more like traditional
variational inference and less like a MCMC algorithm.
8.2.2 Variational inference based on SGD dynamic. Instead of deriving a MCMC algorithm from
the SGD dynamic, it is also possible to use this to fit a variational distribution, an approach that
can be considered to be variational inference.
Many approaches are based on Laplace approximation, which allows to fit a Gaussian posterior
by just using the maximum a posteriori estimate as mean and the Hessian of the loss, assuming the
loss represents a log likelihood, as an inverse covariance matrix. Computing the Hessian matrix,
and thus the curvature of the loss, is usually intractable for modern large size neural networks
architecture, so approximations are required, like KFAC [75], a scalable method using kronecker
factorization to fit a Gaussian with a block diagonal covariance matrix as the posterior. Another
way to get an estimation of second order derivatives is to estimate gradient variance over multiple
SGD iterations. SWAG [55] exploits this idea to fit a Gaussian posterior with a low rank plus
diagonal covariance matrix. A similar method, named Vadam [40], has been proposed for the Adam
algorithm. However, if those methods are able to capture the fine shape of one mode of the posterior,
they cannot fit multiple modes.
In [49] the authors propose to use warm restarts to get different point estimate networks instead
of fitting a parametric distribution. This method, called deep ensembles (see Fig. 13), has been used
in the past to perform model averaging, but the main contribution of [49] is to show that it enables
well calibrated error estimates. While the authors of [49] claim that their method is non-Bayesian,
it has been shown that their approach can be understood from a Bayesian point of view [68, 93],
especially if regularization is used (i.e., a prior is implied), the different points estimates should
correspond to modes of a Bayesian posterior. To be truly Bayesian the relative posterior probability
of those different modes should be accounted for during model averaging. This can be interpreted
as approximating the posterior with a distribution parametrized as multiple dirac deltas, which can
be considered to be some sort of variational inference, even if for such variational distribution it is
impossible to compute the ELBO in a sense that is meaningful for traditional optimization:
qϕ (θ ) =
∑
θ i ∈ϕ
αθ iδθ i (θ ), (55)
with the αθ i as positive constants that sum to 1.
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8.3 Bayesian inference on the (n-)last layer(s) only
Themain concern about being truly Bayesian for a whole ANN is that the architecture of deep neural
networks makes it quite redundant to account for uncertainty for a large number of successive
layers. Instead, recent research tried to use only a few stochastic layers, usually positioned at the
end of the networks [8, 97].
Training only a few stochastic layers can drastically simplify the learning procedure. It removes
many conception and training problems while still being able to give meaningful results from a
Bayesian perspective. It can be interpreted as learning jointly a point-estimate transformation
followed by a shallow BNN.
Training a (n)last-layer BNN seems non-trivial at first, but it is in fact very similar to learning
the parameters for the prior, as presented in Section 7.4. The weights of the non-bayesian layers
should be considered as both prior and variational-posterior parameters.
8.4 Bayesian teachers
Even with methods to speedup the training, evaluation using Monte Carlo samples is still problem-
atic in applications where real time performances are important, e.g., self-driving cars. Storing a
large set of parametrization Θ obtained via MCMC is problematic in settings with limited memory,
like smartphones and embedded devices.
Some authors proposed a solution to speed up evaluation time when using a BNN, derived from
an approach already used in Bayesian modelling [81]. The approach is to train a non-stochastic
ANN to predict the marginal probability p(y |x ,D), using a BNN as a teacher [45]. This is related to
the idea of knowledge distillation [30, 57] where possibly several pre-trained knowledge sources
can be used to train a more functional system.
To do so, the KL-divergence between the parametric distribution qω (y |x), where ω are the
coefficients of the student network, and the marginal distribution p(y |x ,D) is minimized:
ωˆ = arg min
ω
DKL(p(y |x ,D)| |qω (y |x)), (56)
which is intractable. Korattikara et al. [45] propose a Monte Carlo approximation:
ωˆ = arg min
ω
− 1|Θ|
∑
θ i ∈Θ
Ep(y |x ,θ i ) [loд (qω (y |x))] . (57)
This quantity can be estimated on a training dataset D ′. The big advantage of this method is that
it only requires the features x during training, as the probability of labels p(y |x ,θ ) is defined by the
BNN stochastic model (see Section 4.2). Without the need of labeling, one of the most expensive
part of a machine learning workflow, D ′ can be much larger than the original set D used to train the
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teacher BNN, so that the student network is far less likely to suffer from unexpected generalization
flaws.
It has also been observed that, for classification problems, simply using the class probabilities
outputted by a Bayesian teacher rather than one-hot labels can help a student to learn while
retaining calibration and uncertainty from the original Bayesian neural networks [57].
Now for the case where one wants to compress a large set of samples generated using a MCMC
algorithm, a Bayesian teacher can also be an interesting solution [90]. Instead of caching the
collection of samples Θ, a Generative modelG , a GAN in [90], is trained against the MCMC samples
to generate the coefficients θi at evaluation time. This approach is similar somehow to variational
inference, as the generative model represents in fact a parametric distribution, but the proposed
algorithm allows to train a much more complex model than the distributions usually considered
for variational inference.
9 EVALUATING BAYESIAN NEURAL NETWORKS PERFORMANCES
One big challenge with Bayesian neural networks is to evaluate their performance, as they do not
output directly a point estimate prediction yˆ but a conditional probability distribution p(y |x ,D),
from which an optimal estimate yˆ can later be extracted.
The predictive performance, sometimes called sharpness in statistics, of the network can be
assessed by treating the estimator yˆ as the prediction. This procedure often depends on the type of
data the network is meant to treat, and many different metrics, e.g., MSE, ℓn distances, cross-entropy,
etc., are used in practice. Covering these metrics is out of the scope of this tutorial, for more details
the reader can refer to [35].
Checking that the predicted posterior p(y |x ,D) is well behaved, i.e., that the network is neither
overconfident nor underconfident about its prediction, is also important. The standard method to
do this is using a calibration curve, also called a reliability diagram [37, 47].
In practice, the calibration curve is a function pˇ : [0, 1] → [0, 1] representing the observed
probability pˇ, or empirical frequency, as a function of the predicted probability pˆ (Fig. 15). If pˇ < pˆ,
then the model is overconfident, otherwise, it is underconfident. A well calibrated model should
have pˇ  pˆ. This approach is really useful in practice. It requires choosing a set of events E with
different predicted probabilities and measuring the empirical frequency of each event using a test
set T .
For a binary classifier, the set of test events can be chosen as the set of all sets of datapoints with
predicted probabilities of acceptance in interval [p − δ ,p + δ ] for a chosen δ , or alternatively [0,p]
or [1 − p, 1] for small datasets. The empirical frequency is given by:
pˇ =
∑
yˇ∈Ty yˇ · I[pˆ−δ,pˆ+δ ](yˆ)∑
yˇ∈Ty I[pˆ−δ,pˆ+δ ](yˆ)
. (58)
For multi-class classifiers, the calibration curve can be checked for each class against all the other
classes independently. In this case, the problem is reduced to a binary classifier.
Regression problems are slightly more complex, as the network will not output a confidence
level, like a classifier, but a distribution of possible outputs. The solution is to use an intermediate
statistic with a known probability distribution.
Assuming Independence between the yˆ for a large enough set of different, randomly selected,
inputs x , one can assume that the sum of normalized squared errors follows a chi-square law:
(yˆ − yˇ)⊺Σ−1yˆ (yˆ − yˇ) ∼ χ 2Dim(y). (59)
This allows attributing to each data point in the test set T a predicted probability as the probability
of observing a variance-normalized distance between the prediction and the true value equal or
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Fig. 15. Examples of calibration curve for underconfident (a) and overconfident (b) models.
lower than the actual distance. Formally, the predicted probability is computed as:
pˆi = X
2
Dim(y)
(
(Ep(y |x i ,D)[y] −yi )⊺Σ−1y |x i ,D (Ep(y |x i ,D)[y] −yi )
)
∀(yi ,x i ) ∈ T , (60)
where X 2Dim(y) is the cumulative distribution of the chi-square law with Dim(y) degrees of freedom.
The observed probability can be computed as:
pˇi =
1
|T |
|T |∑
j=1
I[0,∞)(pˆj − pˆi ). (61)
Now, giving the whole calibration curve for a given stochastic model is often a good idea, as it
allows to see where the model is likely to be overconfident or underconfident. It also allows, to
a certain extent, to recalibrate the model [47]. However, it might also be necessary to provide a
summary statistic, to ease comparison or interpretation. The Area Under Curve (AUC) is a standard
metric of the form:
AUC =
∫ 1
0
pˇdpˆ. (62)
An AUC of 0.5 indicates that the model is, on average and only on average, well calibrated.
Less used in practice, the distance from the ideal calibration curve (defined in the functions
Hilbert space) is also a good indicator for the calibration of a model:
d(pˇ, pˆ) =
√∫ 1
0
(pˇ − pˆ)2dpˆ. (63)
When d(pˇ, pˆ) = 0, the model is perfectly calibrated.
Other measures have been proposed. Examples include the Expected Calibration Error, and some
variants [63], which are discretized variants of the distance from the ideal calibration curve.
Those measures are good to summarize the calibration but not so much to properly learn
calibrated models. The tools used in statistics to optimize calibration are scoring rules [24]. A
scoring rule is a function S(P ,x) where P is a predictive probability distribution, like the marginal
given by a BNN, and x is an event. Given a target distribution Q , we write S¯(P ,Q) = Ex∼Q [S(P ,x)].
Scoring rules are, by convention, positively oriented such that the optimization objective becomes
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maximizing S¯(P ,Q). An important property of scoring rules is that their maxima favor a well
calibrated model, that is:
S¯(Q,Q) ≥ S¯(P ,Q) ∀P , (64)
in which case the scoring rule is called a proper scoring rule. If we also have S¯(Q,Q) = S¯(P ,Q) ⇒
P = Q then the scoring rule is said to be strictly proper. In theory, to get a proper calibrated model
it is sufficient to ensure that the loss used for training corresponds to a (strictly) proper scoring rule.
In practice this is more complex, as the expected value of the score can be evaluated accurately only
for large datasets. This can cause miscalibration errors when the trained model is presented with
data that is slightly shifted from the original training set [66]. This is where Bayesian models can
really shine, as they follow a proper scoring rule by design and accounting for epistemic uncertainty
along with aleatoric uncertainty makes them more resilient, even if not immune, to such changes.
Yet, it might happen that a trained BNN is miscalibrated. In that case, the prior might need to
be changed, as the assumptions made are too specific and probably not reasonable. Alternatively
the training strategies, especially if the variational distribution used during training is not able to
correctly approximate the posterior, might need to be reconsidered.
10 BAYESIAN DEEP LEARNING PROGRAMMING FRAMEWORKS
Before we conclude this tutorial, we quickly present in this section some frameworks that can be
used for Bayesian Deep Learning.
10.1 Probabilistic Programming Languages
Probabilistic Programming Languages (PPLs) are meant to describe probability distributions while
accounting for relations between variables in a way similar to PGMs to speed up inference. Most
of them include many different optimizations algorithms, e.g., MCMC, variational inference and
maximum likelihood estimators, while some only focus on specific methods.
Stan [10] and PyMC3 [77] are popular PPL for general use. Stan is written in C++ and uses its
own language to define models. APIs are provided for all popular scientific software packages,
including Python, R, Matlab, Julia and a command line interface. PyMC3, on the other hand, is
written in Python and is based on Theano for automatic differentiation.
The problem when using pure PPL to design BNN is that they are built with complex probabilistic
models in mind, but not specifically deep learning. It is definitely possible to write a BNN using a
PPL, but most of the work will have to be done almost from scratch for the deep learning part.
10.2 Probabilistic Programming in Deep Learning Framework
PPL and deep learning frameworks have more or less the same requirements. The main ones
are automatic differentiation and large scale optimization routines. From that observation, recent
developments have focused on integrating PPL into deep learning frameworks. The results were
Pyro [5], constructed on top of PyTorch, and Edward [87], constructed on top of TensorFlow. Edward
has later on been extended and integrated into a larger sub-module of Tensorflow, Tensorflow
probability.
The seamingless integration of these PPLs with their respective deep learning frameworks makes
them ideal tools for designing, training and using BNN. They also allow to easily re-use components
that were designed for point estimate neural networks.
Pyro has been developed with a strong focus on variational inference. It is based on a seemingly
functional programming paradigm, coupled with a context manager to easily modify stochastic
functions on the fly. It includes a wrapper class to transform PyTorch layers into probabilistic layers,
allowing to replace their parameters with sample sites on the fly.
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Edward and tensorflow probability include some higher level structures, especially probabilistic
layers usable on their own, and some lower level structure to build probabilistic networks.
Without doing a detailed comparison, we would recommend the use of the one integrated to your
deep learning framework of choice, as both frameworks have similar potential. Pyro is probably
better suited for dynamic PGM, as pytorch uses a dynamic computation graph, while Edward2
with TensorFlow probability will suit you better if you would like to use already existing Bayesian
layers in a fixed architecture.
11 CONCLUSION
This tutorial covered the design, implementation, training, usage and evaluation of Bayesian Neural
Networks. While the basic idea is simple, i.e., just training an artificial neural network with some
probability distribution attached to its weights, the challenges implied, i.e., designing efficient
algorithms to train or use a BNN, are still hard to address. This explains why BNNs are still scarce
in practical applications. However, the potential applications of BNN are huge, and this paradigm
offers a promising avenue to apply deep learning in areas where a system is not allowed to fail
to generalize without emitting a warning. Moreover, there is more links than one could imagine
a priori between traditional deep learning algorithms and the Bayesian paradigm, meaning that
Bayesian methods, even if not applied directly, can help design new learning and regularization
strategies.
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A A PROOF OF EQUATION 48
Given a probability space (Ω,F , P), where Ω is a set of outcomes, F is a σ -algebra of Ω representing
possible events and P is a measure defined on F and assigning value 1 to Ω, representing the
probability of an event, let’s assume that we have a probability distribution qϕ (θ ) for a given
random variable θ , a probability distribution q(ε) for a given random variable ε and a functional
relation t(ε,ϕ) such that t(ε,ϕ) is distributed like qϕ (θ ) and t(ε,ϕ) is a bijection with respect to ε .
Now we have:
P(θ−1(t(E,ϕ))) = P(ε−1(E)) ∀E ∈ ε(F ), (65)
with ε(F ) = {{ε(ω) : ω ∈ e} : e ∈ F }, t(E,ϕ) = {t(ε,ϕ) : ε ∈ E}, ε−1(E) = ⋃e ∈F∧ε (e)⊆E e and
θ−1(t(E,ϕ)) = ⋃e ∈F∧θ (e)⊆t (E,ϕ) e . Since t(ε,ϕ) is a bijection with respect to ε we have ε−1(E) =
θ−1(t(E,ϕ)). This implies:∫
θ ∈t (E,ϕ)
qϕ (θ )dθ =
∫
ε ∈E
q(ε)dε ∀E ∈ ε(F ). (66)
which in turn implies:
qϕ (θ )dθ = q(ε)dε (67)
for non-degenerated probability distributions qϕ (θ ) and q(ε).
Now, given a differentiable function f (ϕ,θ ), we have:∫
θ ∈t (ε (Ω),ϕ)
f (ϕ,θ )qϕ (θ )dθ =
∫
ε ∈ε (Ω)
f (ϕ, t(ε,ϕ))q(ε)dε (68)
which implies Equations (48).
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