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Abstract. We consider a time-dependent quantum linear oscillator coupled to a bath at an arbitrary
strength. We then introduce a generalized Jarzynski equality (GJE) which includes the terms reflect-
ing the system-bath coupling. This enables us to study systematically the coupling effect on the linear
oscillator in a non-equilibrium process. This is also associated with the second law of thermodynamics
beyond the weak-coupling limit. We next take into consideration the GJE in the classical limit. By this
generalization we show that the Jarzynski equality in its original form can be associated with the second
law, in both quantal and classical domains, only in the vanishingly small coupling regime.
PACS. 05.40.Jc Brownian motion – 05.70.-a Thermodynamics
1 Introduction
Since it was introduced, the Jarzynski equality (JE) has
been attracting a great deal of interest due to its remark-
able attribute. It explicitly states that if a given system,
initially prepared in thermal equilibrium, is driven far
from this equilibrium by an external perturbation, then
this non-equilibrium process satisfies [1]
〈
e−βW (tf)
〉
=
∫
dW · P (W ) · e−βW (tf) = e−β∆F , (1)
where the symbolW (tf) denotes the microscopic work per-
formed on the system in a single run for a variation of
the external parameter {λ(t) | 0 ≤ t ≤ tf} according to
the pre-determined protocol, and the symbol P (W ) is the
probability distribution of the work value W ; the symbol
β = 1/(kBT ) denotes the inverse temperature of the envi-
ronment, and ∆F is the Helmholtz free energy change of
the system between the initial and final states, equivalent
to the average reversible work 〈W 〉rev in the correspond-
ing isothermal process [2]. As such, the average 〈· · ·〉 is
evaluated over a large number of runs. Then, applying
the Jensen inequality to the JE (1), we can easily obtain
〈W 〉 ≥ ∆F as an expression of the second law of the
thermodynamics [3,4]. Further, as a generalization of JE,
Crooks introduced the fluctuation theorem given by [5,6]
Pf(+W )
Pr(−W )
= exp{β (W −∆F )} , (2)
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where the symbols Pf(W ) and Pr(W ) are the probability
densities of performing the workW when its protocol runs
in the forward and reverse directions, respectively.
The JE has been verified in experiments with small-
scale systems, where the fluctuations of work values are
sufficiently observable [7], e.g., in determination of the free
energy change between the unfolded and folded conforma-
tions of a single RNA molecule [8,9]. However, its strict
validity is still in dispute, especially in association with
the second law beyond the weak coupling between system
and bath (see, e.g., an instructive critique in [10] as well
as Jarzynski’s reply in [11]).
The JE has also been discussed in the quantum do-
main, where no notion of trajectory in the phase space is
available and so instead the spectrum information has to
be used for determination of the work probability distri-
bution P (W ). Most of those attempts were made within
isolated or weakly-coupled systems [12,13,14,15,16,17,18,
19,20,21,22,23,24,25]. However, the finite coupling strength
between system and bath in small-scale devices gives rise
to some quantum subtleties which can no longer be ne-
glected for studying the thermodynamic properties of such
devices [26,27,28].
In [29], the fluctuation theorem (2), immediately repro-
ducing the JE, was discussed for arbitrary open quantum
systems with no restriction on the coupling strength. Its
key idea was such that if the total system (i.e., open quan-
tum system plus bath) is initially in a thermal canonical
state, but otherwise isolated, and an external perturba-
tion λ(t) acts solely on the open system, then the work
performed on the total system may be interpreted as the
work performed on the open system alone. Then the final
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result was explicitly obtained [cf. (17)-(17a)] by mimick-
ing the classical case such that the work on the system-
of-interest Hs(x, λ) beyond the weak-coupling limit is di-
rectly related to the free energy change of a potential of
mean force [11]
H∗s(x, λ) = Hs(x, λ) − β
−1 × (3)
ln
(∫
dy exp [−β {Hb(y) + hint(x, y)}]∫
dy exp {−βHb(y)}
)
,
where the symbols Hb(y) and hint(x, y) denote the bath
and interaction Hamiltonians, respectively; note here that
on the right-hand side the λ-dependency exists only in
Hs(x, λ) [cf. (16)]. This quantum result was subsequently
applied to a solvable model (e.g., [30]).
However, as will be discussed below, it is not clear if
this quantum fluctuation theorem is associated directly
with the system-of-interest Hˆs(t) alone, beyond the weak-
coupling limit, being the quantum description of Hs(x, λ)
in (3); in fact, an attempt to relate the quantum descrip-
tion of H∗s(x, λ) to the second law of thermodynamics
within the coupled system Hˆs(t) would even lead to a vi-
olation of this law. In this paper we intend to resolve this
issue, within a time-dependent quantum Brownian oscil-
lator as a mathematically manageable scheme, by intro-
ducing explicitly a generalized Jarzynski equality (GJE)
directly associated with the open system Hˆs(t) with no re-
striction on the coupling strength, and then discussing the
resultant second law with no violation. The general layout
of this paper is the following. In Sect. 2 we briefly review
the results known from the references and useful for our
discussions. In Sect. 3 we discuss the second law beyond
the weak-coupling regime, which shows that the JE in its
known form can be associated with this law only in the
vanishingly small coupling regime. In Sect. 4 we introduce
the GJE consistent with the second law, valid at an ar-
bitrary coupling strength. Finally we give the concluding
remarks of this paper in Sect. 5.
2 Quantum Brownian oscillator in a
non-equilibrium thermal process
The quantum Brownian oscillator in consideration is given
by the Caldeira-Leggett model Hamiltonian [31,32]
Hˆ(t) = Hˆs(t) + Hˆb + Hˆsb , (4)
where a system linear oscillator, a bath, and a system-bath
interaction are given by
Hˆs(t) =
pˆ2
2M
+
M y2(t)
2
qˆ2 (4a)
Hˆb =
N∑
j=1
(
pˆ2j
2mj
+
mj ω
2
j
2
xˆ2j
)
(4b)
Hˆsb = −qˆ
N∑
j=1
cj xˆj + qˆ
2
N∑
j=1
c2j
2mj ω¯2j
, (4c)
respectively. Here the angular frequency y(t) > 0 varies
in the time interval [0, tf] according to an arbitrary but
pre-determined protocol (for the sake of convenience, let
y0 = y(0) in what follows), and the constants cj denote
the coupling strengths. The total system Hˆ(0) initially
prepared is in a canonical thermal equilibrium state ρˆβ =
e−βHˆ(0)/Zβ(y0) with the initial partition function Zβ(y0).
Then the initial internal energy of the coupled oscillator
is given by Tr{Hˆs(0) ρˆβ} = Trs{Hˆs(0) Rˆs(0)}, where the
initial state of the oscillator Rˆs(0) = Trb(ρˆβ). Here the
symbol Trb denotes the partial trace for the bath degrees
of freedom only; it is explicitly given by [33,32]
〈q|Rˆs(0)|q
′〉 =
1√
2pi〈qˆ2〉β
× (5)
exp
{
−
(q + q′)2
8 〈qˆ2〉β
−
〈pˆ2〉β · (q − q
′)2
2~2
}
,
expressed in terms of the equilibrium fluctuations, 〈qˆ2〉β =
Tr(qˆ2ρˆβ) and 〈pˆ
2〉β = Tr(pˆ
2ρˆβ) = M
2〈 ˙ˆq2〉β . Beyond the
weak-coupling limit, this reduced density matrix is not any
longer in form of a canonical thermal state∝ e−βHˆs(0), im-
mediately leading to the fact that the coupled oscillator
Hˆs(0) is not with its well-defined local equilibrium tem-
perature [34].
For the below discussions, we will need the fluctuation-
dissipation theorem in the initial (equilibrium) state [35]
1
2
〈qˆ(t1) qˆ(t2) + qˆ(t2) qˆ(t1)〉β =
~
pi
× (6)∫ ∞
0
dω coth
(
β~ω
2
)
cos{ω(t2 − t1)} Im{χ˜(ω + i 0
+)} .
Here the dynamic susceptibility is given by
χ˜(ω) =
1
M
1
y20 − ω
2 − iω γ˜(ω)
, (7)
where the symbol γ˜(ω) denotes the Fourier-Laplace trans-
formed damping kernel. This can be rewritten as [36]
χ˜(ω) = −
1
M
N∏
j=1
(ω2 − ω2j )
N∏
k=0
(ω2 − ω¯2k)
(7a)
in terms of the normal-mode frequencies {ω¯k} of the total
system Hˆ(0). It is straightforward to verify that Im{χ˜(ω+
i0+)} → pi/(2My0) · δ(ω − y0) for an uncoupled (or iso-
lated) oscillator (i.e., all system-bath coupling strengths
cj ≡ 0).
From (6), it follows that [37]
〈qˆ2〉β =
~
pi
∫ ∞
0
dω coth
(
β~ω
2
)
Im{χ˜(ω + i 0+)} (8a)
〈 ˙ˆq2〉β =
~
pi
∫ ∞
0
dω ω2 coth
(
β~ω
2
)
Im{χ˜(ω + i 0+)} ,(8b)
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as well-known, both of which give the initial internal en-
ergy of the coupled oscillator
Us(0) := 〈Hˆs(0)〉β =
M~
2pi
× (9)∫ ∞
0
dω (y20 + ω
2) coth
(
β~ω
2
)
· Im{χ˜(ω + i 0+)} .
In the absence of the system-bath coupling, this reduces
to the well-known expression of internal energy [2]
e(β, y0) = ~y0
(
1
2
+ 〈nˆ〉β
)
=
~y0
2
coth
(
β~y0
2
)
,
(9a)
where the average quantum number 〈nˆ〉β = 1/(e
β~y0 − 1).
With β~ → 0, its classical value also appears as ecl(β) =
1/β.
In comparison, there is a widely used alternative ap-
proach to the thermodynamic energy of the coupled oscil-
lator in equilibrium, given by U∗s (0) := −(∂/∂β) lnZ
∗
β(y0)
[38,39,40,41,42,43]; the symbol Z∗β(y0) denotes the re-
duced partition function associated with the Hamiltonian
of mean force [29,11]
Hˆ∗s(t)
∣∣∣
t=0
:= −
1
β
ln
[
Trb{e
−βHˆ(t)}
Trb(e−βHˆb)
]∣∣∣∣∣
t=0
, (10)
and thus Z∗β(y0) = Trs{e
−βHˆs(0)} = Zβ(y0)/(Zb)β with
the partition function (Zb)β associated with the isolated
bath Hˆb. With the vanishing coupling strengths (cj = 0),
this partition function precisely reduces, as required, to
its standard form of zβ(y0) = {csch(β~y0/2)}/2 for an
isolated oscillator. Then it can be shown that [40]
U∗s (0) =
1
β
{
1 +
∞∑
n=1
2 y20 + νn γˆ(νn)− ν
2
n γˆ
′(νn)
ν2n + νn γˆ(νn) + y
2
0
}
(11a)
with νn = 2pin/β~ and γˆ(z) = γ˜(iz), whereas
Us(0) =
1
β
{
1 +
∞∑
n=1
2 y20 + νn γˆ(νn)
ν2n + νn γˆ(νn) + y
2
0
}
. (11b)
It is seen that U∗s (0) 6= Us(0) unless the damping model
is Ohmic. In fact, all thermodynamic quantities resulting
from the partition function Z∗β(y0) cannot exactly describe
the well-defined thermodynamics of the reduced system
Hˆs(0) in its state (5) beyond the weak-coupling limit [34];
see also [44] for interesting discussions of the different be-
haviors between Hˆ∗s(0) and Hˆs(0) in terms of the spe-
cific heat, within a free damped quantum particle given
by Hˆ(t) with y(t) ≡ 0 in (4).
It is also instructive to consider a quasi-static (or re-
versible) process briefly, which the system of interest un-
dergoes change infinitely slowly throughout. Then the cou-
pled oscillator remains in equilibrium exactly in form of
Eq. (5) in every single step such that
〈q|Rˆeq{y(t)}|q
′〉 = 〈q|Rˆs(0)|q
′〉
∣∣∣
y0→y(t)
. (12)
Here the time t is understood merely as a parameter spec-
ifying the frequency value y(t). Accordingly, the thermo-
dynamic energy U∗s (t) turns out to be in form of (11a)
with y(t)← y0. For later discussions, we rewrite it as [37,
43]
U∗s (t) =
1
pi
∫ ∞
0
dω e(β, ω) · Im
{
d
dω
ln χ˜t(ω + i0
+)
}
,
(13)
where the second factor of the integrand
Im
{
d
dω
ln χ˜t(ω + i0
+)
}
= pi


N∑
k=0
δ(ω − ω¯k,t) −
N∑
j=1
δ(ω − ωj)

 . (13a)
Here the susceptibility χ˜t(ω) is given by (7) with y(t) ←
y0, as well as {ω¯k,t} = {ω¯k}y0→y(t). In the absence of the
system-bath coupling, Eq. (13a) reduces to pi δ{ω− y(t)},
as required. Likewise, the free energy defined as F∗s (t) :=
−(1/β) lnZ∗β{y(t)}, being the total system free energy mi-
nus the bare bath free energy, can also be expressed as [37]
F∗s (t) =
1
pi
∫ ∞
0
dω f(β, ω) · Im
{
d
dω
ln χ˜t(ω + i0
+)
}
,
(14)
where the free energy of an isolated oscillator
f(β, ω) =
~ω
2
+
1
β
ln
(
1− e−β~ω
)
, (14a)
with fcl(β, ω) = {ln(β~ω)}/β in the classical limit.
Further, to see explicitly the different behaviors of (10)
from its classical value (3), we now apply to the exponen-
tiated negative total Hamiltonian Hˆ(t) in (10) the Zassen-
haus formula with Xˆ := Hˆs(t) and Yˆ := Hˆb + Hˆsb [45],
es (Xˆ+Yˆ ) = es Xˆ · es Yˆ · es
2 Cˆ2 · es
3 Cˆ3 · · · (15)
where Cˆ2 = −(1/2) [Xˆ, Yˆ ], and Cˆ3 = −(2/3) [Yˆ , Cˆ2] −
(1/3) [Xˆ, Cˆ2]; this enables Eq. (10) to be rewritten as
Hˆ∗s(t) = Hˆs(t) −
1
β
ln
{
e−β Yˆ eβ
2 Cˆ2 e−β
3 Cˆ3(t) · · ·
Trb(e−β Hˆb)
}
.
(16)
Here the operator Cˆ3 = Cˆ3(t), and so the second term
on the right-hand side is time-dependent, which is not the
case in its classical value (3), to be noted for our discus-
sions below.
An extension of the Crooks fluctuation theorem (2)
to arbitrary open quantum systems was introduced in
[29], which is valid regardless of the system-bath coupling
strength; this reads as
Pf(+W )
Pr(−W )
= eβ (W−∆F
∗
s
) , (17)
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where ∆F∗s (tf) = F
∗
s (tf) − F
∗
s (0), explicitly given in (14)
for a coupled oscillator. This fluctuation theorem leads to
the Jarzynski equality
〈e−βW 〉Pf(W ) = e
−β ∆F∗
s , (17a)
and it follows that the average work performed by the ex-
ternal perturbation satisfies 〈W 〉 ≥ ∆F∗s . However, it is
normally non-trivial to determine the work distribution
Pf(W ) explicitly, which can be obtained only from the
spectrum information of the (isolated) total system Hˆ(t).
Further, from the time-dependent behavior of (16) it is
not apparent whether the free energy change ∆F∗s is pre-
cisely tantamount to the minimum work on the system-of-
interest Hˆs(t) only, especially beyond the weak-coupling
limit.
For later purposes, we also point out that an explicit
expression of the work distribution is known for an isolated
oscillator as [16,21]
P{W (tf, y0)} =
∑
m,n
δ (W − [Em{y(tf)} − En(y0)])×
Pm,n{y(tf)} · Pn(y0) (18)
with the microscopic workW (tf, y0) in a single event of the
variation {y0 → y(tf)}. Here En{y(t)} = ~y(t) (n + 1/2)
is the instantaneous energy eigenvalue, and the symbol
Pn(y0) = e
−β En(y0)/zβ(y0) denotes the probability of the
occupation number in the initial preparation at tempera-
ture T , as well as Pm,n{y(tf)} = |〈ψm(tf)|Uˆ(tf)|ψn(0)〉|
2
the transition probability between initial and final states
n and m, expressed in terms of the instantaneous eigen-
states |ψn(t)〉 and the time-evolution Uˆ(tf) of the time-
dependent harmonic oscillator. Then the JE is explicitly
given by 〈e−βW 〉P = e
−β∆f{y(tf),y0}, where the free en-
ergy change∆f{y(tf), y0} = f{β, y(tf)}−f(β, y0); and the
average work turns out to be 〈W 〉P =
∫∞
−∞ dW W P (W ) =
(~/2) {Q∗ y(tf)−y0} coth(β~y0/2) 6= e{β, y(tf)}−e(β, y0)
[21], where Q∗{y0, y(tf)} =
1
2 y0 y(tf)
[
y20 {y
2(tf) ·X
2 + X˙2}+ {y2(tf) · Y
2 + Y˙ 2}
]
(19)
with both X and Y expressed in terms of the Airy func-
tions Ai and Bi. We stress that this average work evaluated
with the distribution P (W ) is not a quantum-mechanical
expectation value of an observable [16].
3 Discussion of the second law within the
Drude-Ullersma model
Now we intend to discuss the second law within an oscil-
lator coupled to a bath at an arbitrary strength. We do
this in the Drude-Ullersma model for the damping ker-
nel in (7) with γ˜d(ω + i0
+) = γo ωd/(ωd − iω), where a
damping parameter γo, representing the system-bath cou-
pling strength, and a cut-off frequency ωd [46]. It is con-
venient to adopt, in place of {y(t), ωd, γo}, the parameters
{y¯t, Ωt, γ¯t} through the relations [41]
y2(t) = y¯2t
Ωt
Ωt + γ¯t
; ωd = Ωt + γ¯t
γo = γ¯t
Ωt (Ωt + γ¯t) + y¯
2
t
(Ωt + γ¯t)2
. (20)
Then it can be shown that
Ωt + zt,1 + zt,2 = ωd ; Ωt zt,1 zt,2 = y
2(t) · ωd (21)
Ωt zt,1 + zt,1 zt,2 + zt,2Ωt = y¯
2
t +Ωt γ¯t = y
2(t) + ωd γo ,
where (zt,1, zt,2) = (γ¯t/2 + iw¯t, γ¯t/2 − iw¯t) with w¯t =
{y¯2t −(γ¯t/2)
2}1/2. Assuming that γo 6= 0, the susceptibility
(7) reduces to [41,42,43]
χ˜
(d)
t (ω + i0
+) = −
1
M
ω + i (Ωt + zt,1 + zt,2)
(ω + iΩt)(ω + izt,1)(ω + izt,2)
.
(22)
In comparison, it turns out that in an isolated case (γo =
0), we have γ¯t = 0 and so y(t) = y¯t = w¯t and ωd = Ωt,
as well as zt,1 = iy(t) and zt,2 = −iy(t), therefore Eq.
(22) reduces to (M{y2(t) − ω2})−1, simply real-valued;
in this case, the imaginary number, pii/{2My(t)} · δ{ω −
y(t)} must be added to this real number for the actual
susceptibility.
Now we substitute (22) into (13), which gives
U∗s (t) =
∫ ∞
0
dω e(β, ω) · P∗t (ω) , (23)
where the distribution
P∗t (ω) =
1
pi
Im
{
d
dω
ln χ˜t(ω + i0
+)
}
=
1
pi
[{
3∑
l=1
ωl(t)
ω2 + ωl2(t)
}
−
ωd
ω2 + ω2d
]
(23a)
with (ω1, ω2, ω3) := (Ωt, zt,1, zt,2), as well as with the nor-
malization
∫∞
0 dω P
∗
t (ω) = 1 for γo 6= 0 [47]. With the aid
of (21), Eq. (23a) can be rewritten as a compact expression
P∗t (ω) =
ω2d γo · g
∗
t (ω)/pi
(ω2 + ω2d) · gt(ω)
, (24)
where both factors
gt(ω) = (ω
2 +Ω2t ) {γ¯
2
t ω
2 + (ω2 − y¯2t )
2} (24a)
g∗t (ω) = 3ω
4 + {ω2d − ωd γo − y
2(t)}ω2 + {ωd · y(t)}
2 .
(24b)
It is observed that the polynomial gt(ω) is non-negative,
while g∗t (ω) can be negative and so can P
∗
t (ω); the behav-
iors of P∗t (ω) are plotted in Fig. 1. Then it is easy to see
that in the classical case, Eq. (23) reduces to U∗s,cl(t) =
ecl(β) regardless of the coupling strength γo. Likewise, we
also have the free energy expressed as
F∗s (t) =
∫ ∞
0
dω f(β, ω) · P∗t (ω) . (25)
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In comparison, Eq. (23a) identically vanishes in an iso-
lated case; however, for the aforementioned reason, we
have P∗t (ω) = δ{ω − y(t)} indeed in this case. Therefore,
we may say that the smoothness of the distribution (24)
reflects the system-bath coupling.
To observe explicitly how the system-bath coupling
strength affects both energies U∗s (t) and F
∗
s (t), we apply
to (23a) the identity obtained from the interplay between
generalized functions and the theory of moments [48] such
that
P∗t (ω) =
∞∑
n=0
(−1)n · µ∗n · δ
(n){ω − y(t)}
n!
. (26)
Here the symbol δ(n){· · · } denotes the nth derivative, and
the nth moment µ∗n =
∫∞
−∞
dω {ω − y(t)}nP∗t (ω)Θ(ω)
with the Heaviside step function Θ(ω). Then, with the
aid of (21), the formal decomposition (26) can explicitly
be evaluated as
P∗t (ω) = δ{ω − y(t)} − µ
∗
1(t) · δ
(1){ω − y(t)} + (27)
µ∗2(t)
2
· δ(2){ω − y(t)} + · · · ,
where the moments are given by µ∗0(t) = 1 and
µ∗1(t) = − y(t) + (27a)
1
pi
[
ωd ln
{
ωd
y(t)
}
−
3∑
l=1
ωl(t) · ln
{
ωl(t)
y(t)
}]
;
µ∗2(t) = ωd γo − 2 y(t) · µ
∗
1(t) ; µ
∗
3(t) = · · · . (27b)
It is easy to verify that in the weak-coupling limit γo → 0,
all moments µ∗n → 0 where n ≥ 1. The substitution of
(27) into (23) then allows us to have
U∗s (t) = e{β, y(t)} +
∞∑
n=1
µ∗n(t)·{∂
n
ω e(β, ω)}ω→y(t) , (28)
where the summation on the right-hand side reflects all
system-bath coupling. An expression with the same struc-
ture immediately follows for the free energy F∗s (t), too.
It is a noteworthy fact that as a simple case, we have
f(∞, ω) = ~ω/2 at zero temperature, and so Eq. (25)
can be rewritten as a reduced expression
∫∞
0 dω f(∞, ω) ·
δ{ω−y∗0(t)} with y
∗
0(t) :=
∑
k=0 ω¯k,t−
∑
j=1 ωj [cf. (13a)].
Therefore, it looks like a free energy of the Hamiltonian
Hˆ∗s(t) which is in an isolated pure state; there is no heat
flow between system and bath at zero temperature. On
the other hand, the system-of-interest Hˆs(t) is in a mixed
state due to the system-bath coupling even at zero tem-
perature [cf. (5) and (12)]. This also suggests to us that
the free energy F∗s (t) cannot exactly be associated with
the reduced system Hˆs(t) alone.
Similarly to (23), we next introduce another distribu-
tion which is useful for describing the the internal en-
ergy Us(t) beyond the weak-coupling. By using (9) with
y0 → y(t), we can easily get
Us(t) =
∫ ∞
0
dω e(β, ω) · Pt(ω) , (29)
where the distribution
Pt(ω) =
M
pi
ω2 + y2(t)
ω
· Im{χ˜t(ω + i0
+)} , (29a)
reducing to δ{ω − y(t)} in the identically vanishing cou-
pling. Within the Drude-Ullersma model, we have [43]
Im{χ˜t(ω + i0
+)} = −
1
M
3∑
l=1
λ
(l)
t
ω
ω2 + ωl2(t)
, (30)
directly obtained from (22). Here the coefficients
λ
(1)
t =
zt,1 + zt,2
(Ωt − zt,1)(zt,2 − Ωt)
λ
(2)
t =
Ωt + zt,2
(zt,1 − Ωt)(zt,2 − zt,1)
(30a)
λ
(3)
t =
Ωt + zt,1
(zt,2 − Ωt)(zt,1 − zt,2)
satisfy the relations
3∑
l=1
λ
(l)
t
ωl(t)
= −
1
y2(t)
;
3∑
l=1
λ
(l)
t = 0 (30b)
3∑
l=3
λ
(l)
t · ωl(t) = 1 ;
3∑
l=1
λ
(l)
t · ωl
3(t) = −y2(t)− γo ωd
3∑
l=1
λ
(l)
t · ωl
2(t) = 0 ;
3∑
l=1
λ
(l)
t · ωl
4(t) = −γo ω
2
d ,
which will be useful below. In the weak-coupling limit
γo → 0, we easily get(
λ
(1)
t , λ
(2)
t , λ
(3)
t
)
→
(
0,
1
2i y(t)
,
−1
2i y(t)
)
. (30c)
Eqs. (8a) and (8b) can then be expressed explicitly as [43]
〈qˆ2〉β(t) =
1
M β y2(t)
+
~
piM
3∑
l=1
λ
(l)
t · ψ
(
1 +
β~ωl(t)
2pi
)
〈 ˙ˆq2〉β(t) =
1
M β
−
~
piM
×
3∑
l=1
λ
(l)
t ωl
2(t) · ψ
(
1 +
β~ωl(t)
2pi
)
(31)
in terms of the digamma function ψ(· · · ), respectively,
thus immediately giving the internal energy Us(t) in its
closed form. Here we also used the relation ψ(1 + z) =
ψ(z)+1/z [49]. From this, we can easily verify that in the
classical limit ~ → 0, the internal energy Us(t) → ecl(β)
regardless of the coupling strength γo.
Now we substitute (30) with (30b) into (29a), which
will yield
Pt(ω) = −
{ω2 + y2(t)}
pi
3∑
l=1
λ
(l)
t
ω2 + ωl2(t)
= (ω2d γo/pi) {ω
2 + y2(t)}/gt(ω) . (32)
6 I. Kim: Jarzynski equality and the second law of thermodynamics · · ·
Therefore, the distribution Pt(ω) is non-negative. It is easy
to verify the normalization
∫∞
0 dωPt(ω) = 1 for γo 6= 0.
The behaviors of Pt(ω) are displayed in Fig. 2. In com-
parison, Eq. (32) identically vanishes in an isolated case;
however, likewise with P∗t (ω), we have Pt(ω) = δ{ω−y(t)}
indeed in this case. We can also obtain, as the counterpart
to (27),
Pt(ω) = δ{ω − y(t)} − µ1(t) · δ
(1){ω − y(t)} +
µ2(t)
2
· δ(2){ω − y(t)} + · · · , (33)
where the moments are given by µ0(t) = 1 and
µ1(t) = − y(t) + (33a)
1
pi
3∑
l=1
λ
(l)
t
{
y2(t)− ωl
2(t)
}
· ln
{
ωl(t)
y(t)
}
µ2(t) = ωd γo/2− 2 y(t) · µ1(t) ; µ3(t) = · · · . (33b)
In the weak-coupling limit γo → 0, all moments µn → 0
where n ≥ 1. The substitution of (33) into (29) can im-
mediately give rise to the sum rule for Us(t), which is the
counterpart to (28). In addition, we stress that the proba-
bility density Pt(ω) is not a quantum-mechanical quantity.
Next we intend to express the distribution P∗t (ω) in
terms of Pt(ω), which will enable us to relate the thermo-
dynamic energy U∗s (t) directly to thermodynamic quanti-
ties of the reduced system Hˆs(t). We first compare (24)
and (32), which easily leads to P∗t (ω) = Pt(ω) + P˜
∗
t (ω)
with
P˜∗t (ω) :=
−2/pi
(ω2 + ω2d)
3∑
l=1
λ
(l)
t · ωl
2(t)
ω2 + ωl2(t)
×
{y2(t) + ωl
2(t) + ωd γo/2} . (34)
It is also straightforward to verify that
∫∞
0 P˜
∗
t (ω) dω = 0.
In the Ohmic limit, Eq. (34) vanishes. Then we can get
P∗t (ω) =
[
1 +
{ω2 − y2(t)}2
ωd γo {ω2 + y2(t)}
]
Pt(ω) −
ωd/pi
ω2 + ω2d
.
(35)
By substituting this into (23) and then applying Eqs. (6)
and (29), we can finally arrive at the expression
U∗s (t) = Us(t) + U˜
∗
s (t) , (36)
where the coupling-induced term (cf. Appendix A)
U˜∗s (t) =
∫ ∞
0
dω e(β, ω) · P˜∗t (ω) (36a)
=
~ωd
2pi
· ψ
(
1 +
β~ωd
2pi
)
+
~
2pi ωd γo
× (36b)
3∑
l=1
λ
(l)
t {y
2(t) + ωl
2(t)}2 · ψ
(
1 +
β~ωl(t)
2pi
)
.
It can be shown that this vanishes indeed with γo → 0.
This also vanishes in the classical limit ~ → 0. Eq. (36b)
is displayed in Fig. 3.
Similarly, the free energy can also be expressed as
F∗s (t) = F¯s(t) + F˜
∗
s (t) , (37)
where a generalized “free energy” F¯s(t) =
∫∞
0
dω f(β, ω) ·
Pt(ω), and
F˜∗s (t) =
∫ ∞
0
dω f(β, ω) · P˜∗t (ω) (37a)
=
1
β
· ln
{
Γ
(
1 +
β~ωd
2pi
)}
+
1
β ωd γo
× (37b)
3∑
l=1
λ
(l)
t
ωl(t)
{y2(t) + ωl
2(t)}2 · ln
{
Γ
(
1 +
β~ωl(t)
2pi
)}
,
expressed in terms of the gamma function Γ (· · · ). It can
be shown that Eq. (37b) vanishes with γo → 0, as well as
with ~→ 0. Fig. 4 displays different behaviors of (37b).
Now we consider the free energy change ∆F∗s (tf) =∫∞
0 dω f(β, ω) {P
∗
tf(ω)−P
∗
0 (ω)}. This turns out to be iden-
tical to the quantum-mechanical average value
Wrev{β, y(tf)} =
∫ y(tf)
y0
dy
〈
∂Hˆs{y(t)}
∂y
〉
β
, (38)
evaluated along an isothermal process, i.e., in the infinites-
imally slow variation of frequency (cf. Appendix B). How-
ever, this “work” Wrev{β, y(tf)} may conceptually not be
interpreted as a minimum average work performed on the
reduced system Hˆs(t), due to the fact that the actual av-
erage work should be defined as an average value of a
classical stochastic variable with transition probabilities
derived from quantum mechanics, rather than as an ex-
pectation value of some “work” operator [16]; accordingly,
the minimum average work comes out when the individ-
ual work of each run is performed only for the reversible
process.
Next let us discuss the second law of thermodynamics
within the system-of-interest Hˆs(t) in terms of ∆Us(tf) =∫∞
0
dω e(β, ω) {Ptf(ω)−P0(ω)} and ∆F
∗
s (tf). To do so, we
reinterpret an entire process {y(t) | 0 ≤ t ≤ tf} as a sum of
the following three sub-processes, based on the fact that
all thermodynamic state functions are path-independent;
in the sub-process (I), we completely decouple the system
oscillator Hˆs(0) from a bath by letting the non-vanishing
coupling strengths cj → 0 in an isothermal fashion. The
internal energy change through this first sub-process is
given by ∆Us,1 = e(β, y0) − Us(0) while the free energy
change needed for decoupling the system from the bath,
∆F∗s,1 = f(β, y0) − F
∗
s (0) [41,42,43]. In the next sub-
process (II) we vary the frequency y(t) of the resultant
isolated oscillator according to the pre-determined pro-
tocol, followed by its coupling weakly to the bath which
makes the oscillator come back to the thermal equilibrium
at temperature T . The relevant internal energy change and
free energy change are ∆Us,2(tf) = e{β, y(tf)} − e(β, y0)
and ∆F∗s,2(tf) = f{β, y(tf)} − f(β, y0), respectively. In
this sub-process, the JE (1) holds true. In the last sub-
process (III) we increase the coupling strengths cj up to
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their original values in an isothermal fashion; the inter-
nal energy change ∆Us,3 = Us(tf) − e{β, y(tf)}, and the
free energy change needed for coupling the system to the
bath, ∆F∗s,3 = F
∗
s (tf) − f{β, y(tf)}. As a result, the to-
tal internal energy change and free energy change through
sub-processes (I)-(III) equal ∆Us(tf) and ∆F
∗
s (tf), respec-
tively.
We remind that the inequality ∆Us,3 < ∆F
∗
s,3 is valid
(so is∆Us,1 > ∆F
∗
s,1), particularly in the low-temperature
regime [43,41,42]. Therefore, this inequality says that if
we consider a next decoupling process after (III) and then
identified the free change ∆F∗s,3 with the (maximum) use-
ful work spontaneously releasable from the coupled sys-
tem Hˆs(tf), then the second law within the system Hˆs(tf)
could be violated. This tells us that the free energy change
∆F∗s (tf) cannot be the (minimum) actual work performed
on the system Hˆs(t) beyond the weak-coupling limit, and
so the JE (17a) is not allowed to associate itself directly
with the second law within the coupled oscillator.
Comments deserve here. From Eqs. (29) and (36)-(37)
it is tempted to rewrite the internal energy as Us(t) =
−∂β ln Z¯β{y(t)} in terms of a generalized partition func-
tion Z¯β{y(t)} := exp{
∫∞
0 dω ln zβ(ω)Pt(ω)} beyond the
weak-coupling limit, and the resultant “free energy” as
F¯s(t) = −β
−1 ln Z¯β{y(t)}, with F¯s(tf) 6= F
∗
s (tf). In the
classical case, on the other hand, Eq. (37a) vanishes, and
so F¯s,cl(tf) = F
∗
s,cl(tf) indeed, explicitly given by
F¯s,cl(t) =
1
2β
3∑
l=1
λ
(l)
t {ωl
2(t)− y2(t)} · ln{ωl(t)}
ωl(t)
. (39)
It is also notable that Eq. (39) is independent of ~, whereas
this is not true for fcl(β, ω) = {ln(β~ω)}/β. This means
that the classical free energy can be conceptually res-
cued only when the system-bath coupling is reflected (cf.
of course, ∆fcl(β, ω) = ( ln{y(tf)/y0})/β with {ω | y0 →
y(tf)}, independent of ~). This free energy F¯s(t) will be
employed below for our discussion of a generalized Jarzyn-
ski equality.
4 Quantum Jarzynski equality beyond the
weak-coupling limit
We will introduce a generalized Jarzynski equality con-
sistent with the second law within the oscillator coupled
to a bath at an arbitrary strength. This will need an ap-
propriate definition of the work performed on the system.
Therefore we first consider a reversible process in which it
is straightforward to evaluate the work. Then the general-
ized free energy change in the variation of frequency can
be expressed as
∆F¯s(tf) =
∫ ∞
0
dω∆f(ω, y0) · {Ptf(ω)− P0(ω)} , (40)
where ∆f(ω, y0) = f(β, ω)− f(β, y0). From this, a gener-
alized Jarzynski equality (GJE) beyond the weak-coupling
limit is introduced as
∆F¯s(tf) = −
1
β
∫ ∞
0
dω {ln〈e−βW (β,ω)〉P} {Ptf(ω)−P0(ω)}
(41)
where the average 〈· · ·〉P is carried out with the work dis-
tribution P (W ) in (18) for an isolated oscillator in the
frequency variation {y0 → ω(tf)}, as well as the proba-
bility density Pt(ω) reflects the actual coupling between
Hˆs(t) and Hˆb.
In an isolated case the GJE easily reduces to the known
form (1). As shown in (41), we now need to deal with a
sum of the Jarzynski equalities, each being valid for an iso-
lated system, with the initial and final “weights” P0 and
Ptf obtained directly from the susceptibility χt(ω) (cf. Ap-
pendix B). Technically this means that we first turn off
the coupling cj ’s → 0, which makes the initial reduced
density matrix (5) reduce to the canonical thermal state
e−βHˆs(0)/zβ(y0); next we carry out the JE processes inde-
pendently for many different frequencies ω’s with the two
weights. From this, we can extract the free energy change
∆F¯s(tf), without a measurement of any other “work” di-
rectly on the coupled system. It is instructive to remind
that the JE (17a) can also be rewritten as
∆F∗s (tf) = −
1
β
∫ ∞
0
dω {ln〈e−βW (β,ω)〉} {P∗tf(ω)− P
∗
0 (ω)}
(42)
in its form, where the distributions P∗t (ω)’s come from the
susceptibility as well [cf. (23a) and (25)], but not guaran-
teed to be non-negative.
Next, in order to observe explicitly the deviation of
the GJE from the JE in its known form, we substitute the
sum rule (33) into (41), which yields
∆F¯s(tf) = −
1
β
[
ln
〈
e−βW{β,y(tf)}
〉
P
+ (43)
∞∑
n=1
µn(t)
n!
(
∂
∂y
)n
ln
〈
e−βW{β,y(t)}
〉
P
∣∣∣t=tf
t=0
]
.
Therefore we can now look into the sufficiently weak, but
not necessarily vanishingly small, coupling regime, simply
by adding the low-order coupling-induced terms (33a) and
(33b). On the other hand, beyond the weak coupling limit
we cannot simply neglect higher-order moments (cf. Fig. 5
as well as Figs. 1, 2). As a result, we may say that the JE
(1) is exactly valid only in the vanishingly small coupling
limit.
Now we briefly discuss (43) in the classical limit β~→
0. Then the term with n = 1 easily reduces to
µ1(t) · ∂yf{β, y(t)}
∣∣∣t=tf
t=0
→
1
β
{
µ1(tf)
y(tf)
−
µ1(0)
y0
}
, (44)
non-vanishing indeed. Likewise, so are all terms with n ≥
2. Therefore, even the classical JE (1) does not exactly
hold true any longer beyond the weak-coupling limit.
It is also instructive to add remarks on the effect of
system-bath coupling to the Jarzynski equality (41); in
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an isolated case, albeit the JE in its known form is well-
known, we cannot perform an isothermal process, in which
the (minimum) average work exactly amounts to the free
energy change. And in an isothermal process we might
think heat exchange through the system-bath coupling at
every single moment in such a way that we switch off
the coupling (“decoupling”) and then perform the exter-
nal perturbation {y0 → y(tf)} in the resultant isolated
case, followed by contacting with the bath again (“cou-
pling”); so the total heat exchange over the actual isother-
mal process would be equivalent to the amount of final
thermal relaxation leading to the end equilibrium state
in the above picture a pair of decoupling and coupling is
added to. However, as discussed after (38), this picture
could lead to a violation of the second law, and so is not
acceptable. Moreover, in order to make the JE useful, the
system under consideration needs to be sufficiently small-
scaled, in which the work fluctuations are observable; in
this scale, however, the system-bath coupling is normally
non-negligible. As a result, we may argue that the useful-
ness of the JE in its known form is fairly limited.
Now we discuss the relevance of the GJE to the sec-
ond law of thermodynamics within the system-of-interest
Hˆs(t) beyond the weak-coupling limit. We first introduce
the average work in an irreversible process as
〈W (tf)〉 =
∫ ∞
0
dω 〈W{β, ω(tf)}〉P ·{Ptf(ω)−P0(ω)} , (45)
where each partial average work 〈W (β, ω)〉P is explicitly
given by (~/2){Q∗(y0, ω) · ω − y0} coth(β~y0/2) [cf. (19)].
As such, the average work 〈W (tf)〉, being not a quantum-
mechanical expectation value, can be determined without
any measurement of the work directly on the system cou-
pled to a bath. Applying the Jensen inequality to (41),
we can then obtain an expression of the second law of
thermodynamics beyond the weak-coupling∫ ∞
0
dω {〈W (β, ω)〉P −∆f(ω, y0)} {Ptf(ω)− P0(ω)} ≥ 0 ,
(46)
equivalent to 〈W (tf)〉 ≥ F¯s(tf). It is now needed to ask if
this equality is valid indeed; Figs. 6-7 demonstrate its va-
lidity for many different sets of parameters {y(t), ωd, γo}.
Subsequently, the first law allows us to have the heat
〈Q(tf)〉 = ∆Us(tf) − 〈W (tf)〉.
Lastly, a couple of short comments deserve here. First,
we remind that our approach was made entirely in the
local picture Hˆs(t), rather than the total picture Hˆ(t).
Accordingly, there is no room appropriate for detecting
system-bath entanglement directly within our generalized
Jarzynski equality, while it was discussed, on the other
hand, within the Jarzynski equality (17a) in [50]. Secondly,
in practical terms the number of independent experimen-
tal runs needed for obtaining a sufficiently visible conver-
gence of the JE (1) grows exponentially with the system
size [51], and so the computational cost is high enough.
This cost will be even higher when we deal with a system
beyond the weak-coupling limit, due to the additional av-
eraging needed for the GJE. Further it was shown [52]
that a significantly faster convergence of the JE can be
achieved via accelerated adiabatic control. Even in this
scheme the computational cost is expected to increase be-
yond the weak-coupling limit, from our result.
5 Concluding remarks
In summary, we derived a generalized Jarzynski equality
in the scheme of a time-dependent quantum Brownian os-
cillator within the Drude-Ullersma damping model. This
equality is associated with the second law of thermody-
namics (in its generalized form) within the system oscilla-
tor coupled to a bath at an arbitrary strength. This find-
ing also enables us to look systematically into the coupling
effect on the non-equilibrium thermodynamics of the lo-
cal system-of-interest beyond the weak-coupling limit. As
a result, the Jarzynski equality in its original form (and
all other relevant fluctuation theorems) was shown to be
valid only in the vanishingly small coupling limit, which
fact also holds true in the classical limit of β~→ 0.
We believe that our finding will provide a useful start-
ing point for derivation of a generalized Jarzynski equality
associated with the second law in more generic quantum
dissipative systems. In fact, if a smooth probability den-
sity, such as Pt(ω) in (29), reflecting the system-bath cou-
pling is explicitly available, this derivation becomes con-
ceptually rather a straightforward issue, while the techni-
cal procedure for an exact evaluation of such a probability
density would be a formidable task for a broad class of
nonlinear systems.
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A : Detailed derivation of Eq. (36b)
We first substitute the identity [31]
e(β, ω) =
~ω
2
coth
(
β~ω
2
)
=
1
β
(
1 + 2
∞∑
n=1
ω2
ω2 + ν2n
)
,
(47)
with νn = 2pin/(β~), into (36a), finally leading to U˜
∗
s (t) =
−ωd γo
β
∞∑
n=1
ν2n
(νn + ωd)(νn +Ωt)(νn + z1,t)(νn + z2,t)
.
(48)
This can be rewritten in terms of the digamma function
as
U˜∗s (t) =
~ωdγo
2pi
× (49)
3∑
j=0
ψ{1 + β~ωj(t)/2pi} · ωj
2(t)
{ωj(t)− ωj+1(t)}{ωj(t)− ωj+2(t)}{ωj(t)− ωj+3(t)}
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where ω0 := ωd, and the subscript j = j (mod 4). Sub-
sequently, with the aid of (30b) and (31) we can finally
arrive at the expression in (36b).
B : Evaluation of Eq. (38)
We begin with [cf. (4a)]〈
∂Hˆs{y(t)}
∂y
〉
β
= M y
{
〈qˆ2〉β(y)
}
(50)
at every single frequency value y(t). With the aid of (8a)
and e(β, ω) = ω ∂ωf(β, ω), it turns out that
Ws{β, y(tf)} =
2M
pi
∫ ∞
0
dω (∂ωf) ×∫ y(tf)
y0
dy y Im{χ˜t(ω + i 0
+)} . (51)
Next, with the aid of (21) we can express the susceptibil-
ity (30) in terms of {y(t), ωd, γo} as Im{χ˜t(ω + i0
+)} =
ω2d γo ω/{M Υt(ω)}, where
Υt(ω) = ω
6 + {ωd (ωd − 2γo)− 2 y
2(t)}ω4 + (52)
{(ωd γo)
2 − 2ωd (ωd − γo) y
2(t) + y4(t)}ω2 + ωd · y
2(t) .
Substituting this into (51), we can finally obtain
Ws{β, y(tf)} =
ω2d γo
pi
∫ ∞
0
dω (ω ∂ωf)
ω2 + ω2d
×
∫ y2(tf)
y20
dz
z2 + bz + c
, (53)
where z := y2(t), and
b :=
2ω2 (ωd γo − ω
2
d − ω
2)
ω2 + ω2d
(53a)
c :=
ω2 {ω4 + (ω2d − 2ωd γo)ω
2 + (ωd γo)
2}
ω2 + ω2d
.
Using the relation [53]∫
dz
z2 + bz + c
=
−2
(b2 − 4c)1/2
· arctanh
{
2z + b
(b2 − 4c)1/2
}
(54)
where arctanh(z) = {ln(1+z)− ln(1−z)}/2, we can arrive
at the expression
Ws{β, y(tf)} =
1
pi
∫ ∞
0
dω (∂ωf) × (55)
arctan
{
(ω2 + ω2d) · y
2(t)− ω2 ωd (ωd − γo)− ω
4
ω2d γo ω
}∣∣∣∣
t=tf
t=0
(note that γo 6≡ 0). By integration by parts, this can be
transformed into
Ws{β, y(tf)} =
∫ ∞
0
dω f(β, ω) · {P¯∗tf(ω)−P¯
∗
0 (ω)} , (56)
where the distribution P¯t(ω) :=
1
pi
d
dω
arctan
{
ω4 + ωd (ωd − γo)ω
2 − (ω2 + ω2d) · y
2(t)
ω2d γo ω
}
(56a)
= (ω2d γo/pi) · g
∗
t (ω)/{gt(ω) · (ω
2 + ω2d)} = P
∗
t (ω) .
(56b)
Here we also used both (d/dx) arctan(x) = 1/(1 + x2)
and the fact that Eq. (24a) can be rewritten in terms of
{y(t), ωd, γo} as
gt(ω) = ω
6 + {ω2d − 2ωd γo − 2 y
2(t)}ω4 + {ωd · y
2(t)}2
+
[
{ωd γo + y
2(t)}2 − 2 {ωd · y(t)}
2
]
ω2 . (57)
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Fig. 1.
Fig. 1: (Color online) The distribution P = P∗0 (ω) given in (24). Here we set y0 = 7. (I) Solid lines with ωd = 3,
from top to bottom in the maximum values, 1st) green: γo = 9; 2nd) black: γo = 30 (can be negative). (II) Dash lines
with ωd = 10, likewise, 1st) red: γo = 2; 2nd) blue: γo = 9, in comparison with P ≡ 0 (khaki dashdot); cf. P → δ(ω−7)
with γo → 0.
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Fig. 2.
Fig. 2: (Color online) The distribution P = P0(ω) given in (32). The same as in Fig. 1.
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Fig. 3.
Fig. 3: (Color online) The dimensionless energy y = U˜∗s (0)/Eg given in (36b) with Eg = ~y0/2 versus dimensionless
temperature kBT/~y¯0. Here we set M = ~ = kB = y¯0 = 1. From top to bottom, 1st) green solid: Ω0 = 3 and γ¯0 = 3
(overdamped); 2nd) blue dash: Ω0 = 1 and γ¯0 = 3 (overdamped); 3rd) red solid: Ω0 = 3 and γ¯0 = 1 (underdamped);
4th) black dashdot: Ω0 = 1 and γ¯0 = 1 (underdamped); here “overdamped” means y¯0 < γ¯0/2 whereas “underdamped”
y¯0 ≥ γ¯0/2, after (21). With T →∞, y → 0.
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Fig. 4.
Fig. 4: (Color online) The dimensionless free energy y = F˜∗s (0)/Eg given in (37b) with Eg = ~y0/2 versus dimen-
sionless temperature kBT/~y¯0. The same as in Fig. 3.
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Fig. 5.
Fig. 5: (Color online) The relative error y = (∆F¯s(tf)/∆f{y(tf), y0}) − 1 given in (43) versus dimensionless tem-
perature kBT/~y0, with ∆f{y(tf), y0} = f{β, y(tf)} − f(β, y0) being the leading term on the right-hand side of (43).
Here we set ~ = kB = y0 = 1 and y(tf) = 5. From top to bottom at T = 7, 1st) green solid: ωd = 2 and γo = 5
(strong-coupling limit); 2nd) blue dash: ωd = 7 and γo = 5 (Ohmic and strong-coupling limit); 3rd) red solid: ωd = 2
and γo = 1 (weak-coupling limit); 4th) black dashdot: ωd = 7 and γo = 1 (Ohmic and weak-coupling limit); 5th) khaki
solid: ωd = 7 and γo = 0.01 (Ohmic and vanishingly small coupling limit).
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Fig. 6.
Fig. 6: (Color online) The dimensionless quantity y = {〈W (β, ω)〉
P
− ∆f} {Ptf(ω) − P0(ω)}/(~y0) given in (46)
versus dimensionless frequency ω/y0. Here we set ~ = kB = y0 = 1 and y(tf) = 5, and ωd = 7, as well as T = 1
(low-temperature regime). Let z :=
∫∞
0
dω · y(ω). (I) Solid lines with the duration tf = 5 (slow change), 1st) orange,
with a peak at ω = y(tf): γo = 0.01 (vanishingly small coupling) and z = 0.3822; 2nd) green, with maximum value
shifted a little to the right: γo = 1 and z = 2.3590; 3rd) grey, with maximum value shifted further to the right: γo = 5
(strong coupling) and z = 1.9298. (II) Dash lines with tf = 1 (fast change), in the same way as in (I), 1st) black:
z = 0.6526; 2nd) blue: z = 4.2329; 3rd) red: z = 3.6977. As demonstrated, (1) the smaller tf, the larger y-value, i.e.,
1/tf is an irreversibility measure of the process; (2) the y-value can be negative-valued due to its factor Ptf(ω)−P0(ω),
however, the integral z is non-negative.
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Fig. 7.
Fig. 7: (Color online) The same as in Fig. 6, but evaluated at T = 5 (high-temperature regime). (I) Solid lines with
tf = 5 (slow change), 1st) orange: z = 2.2343; 2nd) green: z = 13.9243; 3rd) grey: z = 11.5305. (II) Dash lines with
tf = 1 (fast change), 1st) black: z = 3.4881; 2nd) blue: z = 22.6124; 3rd) red: z = 19.7273.
