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Abstract Digital voice assistants (DVAs) have the potential to radically change
the communication between companies and their customers in the near future.
However, despite enormous cost and convenience reduction advantages for
both sides, their acceptance is still limited and even tools for measuring
their acceptance are missing. Consequently, in this paper, we investigate
whether the Uses and Gratifications Approach (UGA) and/or the Technology
Acceptance Model (TAM) is/are better suited for this purpose. We have a
closer look on a popular DVA – Google Assistant – and investigate DVA
acceptance in a navigation and sightseeing context using a field experiment
and a follow-up questionnaire (n=173 participants). The results are promising:
Both approaches (UGA and TAM) are valid tools. Pastime, expediency, and
enjoyment demonstrate to be important drivers for using DVAs.
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1 Introduction
Year by year, more digital data is generated worldwide. It is predicted, that
the yearly amount of digital data generated will increase to 163 zettabytes in
2025 (Statista, 2017a). The omnipresence of smartphones that support users in
various contexts (e.g., mobile search for information and orientation, shopping,
navigation, taking and sharing photos, videos, comments) is an important trigger
for this development but – at the same time – also promises easy access to this
interesting but more and more confusing knowledge source. So, e.g., digital
voice assistants (DVAs) like e.g. Google Assistant or Siri and augmented reality
(AR) apps like e.g. Google Maps AR (Rese et al., 2014) are wide-spread sample
offers (see, e.g., Statista, 2017b).
However, at the same time, users are becoming more and more demanding
(Macronomy, 2018). In order to make apps acceptable, providers must
understand, whether and why their customers accept or reject them. Since
this topic has not yet been sufficiently researched for DVAs, this paper examines
how DVA acceptance can be measured and whether the Uses and Gratifications
Approach (UGA) or the Technology Acceptance Model (TAM) provides more
clarity.
The paper is organized as follows: After this short introduction (Section 1),
we discuss UGA and TAM (Section 2). Then, we apply these two approaches to
measure DVA acceptance using Google Assistant as a sample DVA and compare
the results (Section 3). The paper ends with conclusions and an outlook on
future studies (Section 4).
2 UGA and TAM: Two Alternatives for Acceptance
Measurement
UGA was originally developed and applied in the field of media exploitation
research (see, e.g., Katz, 1959; DeFleur, 2016). UGA fundamentally examines
the interaction between the consumer and the media he/she uses (DeFleur, 2016).
However, the focus lies on the consumer, who freely acts by integrating the
media into her/his daily life (Rauschnabel, 2018). UGA assumes that viewers
are not only passive consumers of media but rather responsible for choosing
media that suit their needs and satisfy them (Katz, 1974). This approach
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suggests that the media must compete with other sources to meet the needs of
the viewer, which is why the media should not have too much power over its
consumers. UGA examines the exact consumers’ reasons for an active search
for specific media (Rauschnabel, 2018). UGA explains, which media the user
subconsciously prefers and what are the reasons for doing so. This approach
assumes that intelligence, as well as self-esteem of the individual, basically
affect her/his choice of media (Knobloch, 2003).
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Contrary to previous criticisms (see, e.g., Knobloch, 2003), UGA can be used in
the context of modern communication technologies. In the field of Internet-based
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media, UGA already found its application. In this context, researchers often
explored benefits that consumers of social media (such as Facebook, Twitter,
Instagram) can derive from using them (Stafford et al., 2004). UGA was also
used as a basis for further investigations, e.g. using this approach, motives for
using online or mobile games and the use of augmented reality applications
were further explored (see, e.g., Lin and Chen, 2017). All of these studies point
to the versatility of UGA and imply that the approach is also applicable and,
therefore, can be extremely helpful in supposedly "young" application fields,
such as the Internet and video games (Li et al., 2015). Table 1 shows some
recent studies based on UGA from main digital fields.
The best known model used in the area of technology acceptance is TAM
developed in 1985 by Fred D. Davis (Davis, 1985; Davis et al., 1989). TAM is a
theoretical approach, which tries to explain and predict whether a new technology
will be adopted or rejected (Rauschnabel and Ro, 2016; Easwara Moorthy and
Vu, 2015). TAM was firstly used within computer-based information systems
(Davis, 1985). The flexibility of the model has already been shown in many
other research fields, so that it is currently used in e.g. various industries to
research the acceptance of new technologies (see, e.g., Rese et al., 2014).
Moreover, this model has already been used in several studies about DVAs
(Easwara Moorthy and Vu, 2015). See also Table 2. The basic attitude of the
user, the socalled “Attitude Towards Using“ construct decides whether the new
technology will in fact be used by its user in the near future. According to Davis
(1985), “Attitude Towards Using“ depends on two other constructs: “Perceived
Usefulness“ and “Perceived Ease of Use“. The first one is defined as a subjective
feeling of an individual, that using a new technology will increase her/his
productivity (Chu and Chu, 2011). The second, on the other hand, indicates
to what extent the interviewee supposes that learning to use new technologies
without physical exertion is possible (Davis, 1985). Both constructs have to be
individually considered depending on the consumer’s perspective. Moreover,
they have a direct impact on “Attitude Towards Using“ in relation to the construct
“Actual System Use“ and “Perceived Ease of Use“ is assumed to have a direct
impact on “Perceived Usefulness“ (Chu and Chu, 2011). “Perceived Usefulness“
and “Perceived Ease of Use“ can also be influenced by external factors, e.g.
demographic variables or some personality traits (Davis et al., 1989). Moreover,
both – “Perceived Usefulness“ and “Attitude Towards Using“ – are related to
“Behavioral Intention to Use“, which finally influences “Actual System Use“.
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3 Application to DVA Acceptance Measurement
Voice input makes it possible to use (mobile) devices without any manual act.
And so, searching for some information, sending a message or making a call are
now possible without even touching a (mobile) device. This feature is getting
more popular and it is essential in smartphones, smartwatches, laptops and
others (Bitkom, 2017). That is the reason, why large international companies
already developed their own DVAs. Siri (from Apple), Cortana (from Microsoft)
or Google Assistant (from Google) can make everyday life easier, as they start
the navigation on call, set an alarm clock, set a timer, play music from a playlist
and much more. In this study, Google Assistant will be used as an example of
a DVA. It receives and processes spoken language and constantly learns from
already posed and answered questions. As a result, it gets to know the user better,
and so, in most cases, it can answer her/his questions very precisely. The device
not only handles simple questions, but also more complex voice commands and
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it can e.g. understand semantic connections. Once Google Assistant has met the
user, it will regularly display user-specific information. All this happens without
an explicit request from the user (Digital Trends, 2018).
Despite many benefits of DVAs, concerns have been noted regarding the
ethical and social issues caused by the AI technology (Statista, 2017a). For
example, some users do not notice that they are talking to a digital robot,
which some critics consider unethical or even deceitful (see, e.g., van der
Heijden, 2004). Privacy concerns have also been noted as conversations with
some DVAs were recorded so that the virtual assistant could analyze it and
respond (Easwara Moorthy and Vu, 2015). Fortunately, users with privacy
concerns can automatically turn off the voice control (Gao et al., 2010). As a
result of these concerns, a mobile phone no longer constantly listens, but also
prevents the use of voice control. Proponents of data protection also expressed
concern that millions of language samples collected by consumers are being fed
into virtual assistant algorithms (Easwara Moorthy and Vu, 2015). Although
these features personalize user experience, critics are uncertain about the long-
term implications of giving companies unlimited access to human patterns and
preferences that are critical to the next phase of AI. This could lead to the
situation, where AI tricks its creators (Chen et al., 2018).
Figure 1: TAM structural model for DVA acceptance measurement.
Figures 1 and 2 describe the assumed factors and dependencies (hypotheses) in
each model based on studies from the last Section (see, e.g., Davis et al., 1989;
Hu et al., 1999; Venkatesh and Davis, 2000). There, the relevant, recent studies
were summarized in an overview. From the totality of the various factors that
appear in the literature, five were ultimately chosen for this study based on
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teleological ethics (Thomas, 2015). Here, hedonistic (pastime, enjoyment) and
utilitarian gratifications (image, expediency) as well as barriers (fear of data
misuse) were considered. Within these groups, all users’ motives were queried
extensively regarding the use of Google Assistant. For TAM, the unchanged
assumption of classical constructs seemed applicable.
Figure 2: UGA structural model for DVA acceptance measurement.
The study design is based both on a field experiment and on a quantitative
research method. The field experiment, called "On the traces of Richard Wagner",
is intended to explore the city – Bayreuth, Germany – in an interesting way
using the DVA Google Assistant. Participants are given several small tasks and
are expected to solve them by only using voice input (e.g. navigating to Villa
Wahnfried – the house of Richard Wagner – or finding out some important
information about Richard Wagner, his family and his operas). The questionnaire
used for this study mainly consists of closed questions with an exception of two
open ones ("In which situation in everyday life is the use of Google Assistant
helpful?", "In which situation will you use Google Assistant in the future?").
This allows respondents to easily comment on their observations and ideas on
the topic. With the help of the electronic questionnaire provider Qualtrics, the
questionnaire was drafted and checked by five test persons for possible errors,
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the duration of the survey, possible problems with comprehension and the
correctness of the structure. Afterwards, the questionnaire was refined. Finally,
it was completely designed on June 25, 2018. The survey period was between
June 26 and August 4, 2018 and it was only available in German. For the
measurement of UGA and TAM constructs, 5-point Likert scales were used for
the items ranging from "1=totally disagree" to "5=totally agree". Respondents
also had the opportunity to take a neutral position. Open questions were also
included to get a deeper insight into drivers of acceptance.
Finally, some socio-demographic questions, such as age and gender of the
respondents, were asked. These are evaluated as a part of the descriptive statistics.
The survey reached a total of 173 people. 173 respondents completely filled
out the questionnaire, which corresponds to a completion rate of 88.7%. These
evaluated data are the basis of the further empirical investigation. 50.3% of
the respondents are female and 48% are male. Another three people gave no
information about their gender. The target group of the study are millennials (21
to 35 years old) from a middle-sized German city (population: About 75,000
inhabitants), who will start the working life in the near future. Even though
companies try to appeal to all age groups with their products and services,
people aged 21-35 are the most interesting ones to the digital information market.
They are open to new technologies and have sufficient incomes to afford them.
Out of 173 participants, 126 (72.8%) were between 21 and 25 years old and 45
(26.0%) between the age of 26 and 30. Two persons (1.2%) represented the age
group older than 31 but not older than 35 years. In order to be able to analyze
and evaluate the data collected in the online survey, it is essential to check in
advance the indicators of model quality (for UGA and TAM). This is followed by
the evaluation of structural equation models and the examination of previously
formulated hypotheses. Focusing of the causal-predictive nature of the analysis,
PLS-SEM was chosen for a validation of the data (Rigdon et al., 2017; Hair
et al., 2019). All calculations were performed using IBM SPSS Statistics 25.0
and SmartPLS 3.
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CA CR AVE Val. (Std.) References
Pastime (3) — — .717 .724 .469 2.55 (1.042) Gan and Li (2018)
Image (4) — — .871 .864 .617 1.50 (0.859) Rauschnabel et al (2017)
Expediency (2) — — .759 .768 .626 3.03 (1.083) Leung and Wei (2000)
Enjoyment (4) — — .825 .818 .539 3.61 (1.007) Rauschnabel et al (2017)
Fear of data
misuse (3)
— — .960 .964 .902 3.66 (1.193) Rauschnabel et al (2017)
Behavioral
intention (3)
.561 .548 .861 .868 .691 2.72 (1.115) Moon, Kim (2001),
Venkatesh et al (2012)
Actual system
usage (3)








First, the quality criteria of the measurement model were verified. The focus is
on ensuring reliability and validity. Reliability as such is an important indicator
for a formally accurate or reliable measurement (Olbrich et al., 2012). Validity
indicates whether a measurement is valid: Whether there is a compatibility
between the measuring instrument and the examined case (Rigdon et al., 2017).
In order to be able to ensure these basic requirements, a number of quality
criteria are analyzed in the course of this work (see Tables 3 and 4). While
analyzing the outcomes, it was necessary to constantly check the data and adjust
and control the thresholds thereafter. In addition, the insufficient items were
taken out of consideration. For the evaluation of all quality criteria, threshold
values were used that were already provided in the current literature and are
considered valid. Furthermore, the average variance extracted and Cronbach’s
alpha are used to validate the construct reliability. All values statisying to the
prerequisites for the quality criteria can be found in Table 4. Thus, the data
used are reliable and can easily be used in further data analysis. The average
means show that the attitude of the recipients to the topic Google Assistant
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is relatively inconclusive (in some cases even skeptical) and in principle does
not outweigh any extreme opinions. The mean values across relevant items
of a construct and respondents range from 1.35 (near "1=totally disagree") to
4.31 (near "5=totally agree"). In the next step, the quality criteria of the second
generation were analyzed. Here all calculated quantities are sufficient. Outer
loadings of the two models also show no abnormalities and can therefore be
considered as sufficient.
Table 4: TAM results: Quality of measurement scales and construct values (1=totally
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The existence of reliability is a precondition for validity. Therefore, validity can
now be checked by looking at the means of the discriminant validity and the
collinearity. For that the Fornell-Larcker Criterion (Fornell and Larcker, 1981)
and the Heterotrait-Monotrait Ratio (HTMT) (Hair et al., 2017) will be
investigated. The Fornell-Larcker Criterion examines the construct for their
separability (Fornell and Larcker, 1981). In this study, all square roots of
Average Variance Extracted (AVE) of each constructs are higher than the largest
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correlation with any of the other constructs. By closely looking at the HTMT
(see Tables 5 and 6), a treshold of 0.85 (Henseler et al., 2015) is fulfilled by
all constructs. In the context of the effect size (f2), exogenous variables have a
significant effect on the respective constructs of the model (Hair et al., 2017).
Tables 5 and 6 show whether the influence is low, medium or high. Furthermore,
the model is examined for multicollinearity using Variance Inflation Factor
(VIF) (Hair et al., 2017). Here, all examined VIF-values are below the threshold
of 5 and so they meet the acceptance range.
Table 5: UGA: Effect size and discriminant validity assessment using f2 (left) HTMT (right).
f2 BIU ASU
Pastime (PA) .009 .854
Image (IM) .023 .109
Expediency (EX) .048 .334
Enjoyment (EN) .065 .024
Fear of Data Misuse (FDM) .005 .000
Behavior Intention to Use (BIU) .902
Actual System Use (ASU)




EN .726 .640 .641
FDM .228 .288 .134 .341
BIU .708 .593 .675 .641 .158
ASU .789 .580 .568 .545 .148 .797
Table 6: TAM: Effect size and discriminant validity assessment using f2 (left) HTMT (right).
f2 PU ATU BIU ASU
Perceived Ease of Use (PEOU) .207 .019
Perceived Usefulness (PU) 1.424 .048
Attitude Towards Using (ATU) .460
Behavior Intention to Use (BIU) 1.781
Actual System Use (ASU)




BIU .366 .728 .819
ASU .321 .735 .753 .797
In order to be able to interpret the structural equation model accordingly, an
examination of R2, R2Adjusted and f2 is indispensable (Chin and Marcoulides, 1998).
All these values can be seen in Tables 5 and 6. Furthermore, the Stone-Geisser
Criterion (Q2) will also be closely looked at. The criterion can be used to
check the prognostic relevance for latent endogenous variables (Stone, 1974).
Thus, only values greater than zero are prognostically relevant. Here, Q2 for all
examined variables, was higher than 0.057, and it met the acceptance range.
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Even though the models were compared contrasting them on the grounds of
explanatory power, it should be mentioned, that they differ in their complexity,
so that the explanatory power cannot be the only criterion for comparison. In
such cases the Bayesian Information Criterion for model selection (BIC) is
particularly a better choice for PLS-SEM-based model selection tasks – from
an explanatory as well as a predictive perspective (Sharma et al., 2019). In
terms of predicting “Actual System Use“ and “Behavioral Intention to Use“
with UGA it is -76.275 and with TAM is -82.918. According to Sharma et al.
(2019) the model with the lowest BIC is preferred, so in this case, TAM has
more informative power than UGA. Furthermore, in order to assess a model’s
out-of-sample predictive power, PLSpredict was used for both models (Shmueli
et al., 2019). Comparing UGA and TAM from a prediction-only perspective
shows, that UGA tends to be a better model (lower RMSE-values). All in all, it
cannot be clearly said, which model has more information power.
Figure 3: UGA structural model with standardized path coefficients; * (**) denotes significant at the
p=0.01 (0.001) level; n.s.=not significant.
After the completion of all the evaluations presented above, the findings shown
in Figure 3 can be summarized as follows:
1. “Pastime“ has a positive influence on actual system use.
2. “Image“, “Expediency“ and “Enjoyment“ have a positive influence on
“Behavioral Intention to Use“ a DVA.
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3. “Behavioral Intention to Use“ itself has a positive influence on “Actual
System Use“.
4. “Fear of Data Misuse“ has no influence on neither “Behavioral Intention
to Use“ nor “Actual System Use“.
Figure 4: TAM structural model with standardized path coefficients; * denotes significant at the
p=0.01 level; n.s.=not significant.
Relating to TAM, all constructs show a significant correlation between each other,
(see Figure ??. Whereas in UGA, correlations between “Image“, “Expediency“,
“Enjoyment“ and “Fear of Data Misuse“ and “Actual System Use“ are not
significant. This leads to the consideration, whether the relationship between
the constructs mentioned above and “Actual System Use“ are relevant or even,
whether “Actual System Use“ needs to be integrated in this model at all.
By closely looking at the answers to the open questions, it is clear, that people
use DVAs to save some time, to increase their productivity and/or to improve
their image. They expect from DVAs, that they will make everyday life easier
and that they are entertained by such devices.
With regard to TAM a positive influence of almost all its constructs (with
an exception of the correlation between “Perceived Ease of Use“ and “Attitude
Towards Using“) could be confirmed. The outcomes show, that TAM is a
helpful theoretical tool to understand and explain consumers’ intention to use
DVAs. In order to answer the research question in the title (“UGA or TAM:
Which Approach Explains Digital Voice Assistant Acceptance Better? “), several
prerequisites must be considered.
Firstly, the models have to be compared from both – an explanatory and a
predictive – perspective. Therefore, the coefficient of determination dependent
variables were firstly examined. The variables of TAM explain “Behavioral
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Intention to Use“ by 9.3% better than those of UGA (R2 for UGA: 46.1% vs.
R2 for TAM: 55.4%). On the other hand, “Actual System Use“ will be better
explained by the variables of UGA rather than by TAM (R2 for UGA: 47.5% vs.
R2 for TAM: 41.3%). Because of the different complexity of both models, BIC
was closely examined, as a better choice for model selection tasks. In terms
of “Actual System Use“ and “Behavioral Intention to Use“ for TAM, BIc is
-82.918 and for UGA it is -76.275. Here, TAM has more informative power
than UGA. Furthermore, in order to assess a model’s out-of-sample predictive
power, RMSE-values were investigated. Comparing these two models from a
prediction-only perspective, UGA seems to be better (lower RMSE-values). So
only by looking at the explanatory and a predictive perspective of UGA and
TAM, it cannot be clearly said, which of the two models is better suited in this
case.
With regard to the information content, constructs of UGA have a more
specific character than those of TAM. In case of UGA, more specific, user-
adapted constructs (e.g. “Pastime“, “Enjoyment“, “Fear of Data Misuse“) were
asked. With regard to the effort of adapting to the research context, apparently
TAM seems to be easier in the usage due to the easier application of existing
scales to the research object whereas the adaptation of UGA items tends to
be more extensive. Concerning UGA, the development of new constructs is
required. These are adapted to the respective circumstances more closely, though.
All in all, it cannot be clearly stated which of the two models seems to be
better suited for measuring the acceptance of DVAs. A combination of the two
models will rather be recommended for future researches, as this leads to more
meaningful and precise results. Such a wide range of tested constructs would not
be possible by using only one of the models. Contrary to other studies (see, e.g.,
PwC, 2018), this study does not show any difference in acceptance of DVAs
between men and women. Both genders equally accept and use those devices.
4 Conclusions and Outlook
The first goal of this study was to highlight the factors that cause customers’
acceptance of DVAs (here on the example of Google Assistant). In addition, it
was also important to characterize main functions of DVAs, that are interesting
and useful for consumers. To do so, two approaches, UGA and TAM, were
closely examined. Results show that customers mainly use their DVAs for
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time-saving. Furthermore, they also use DVAs, because they want to increase
their image among friends and family and such a modern device, like DVAs,
can be very useful. Many users also turn to DVAs, when they want to talk to
somebody. On the other hand, people have some concerns about the usage of
DVAs in public (e.g. they do not want to talk too loud with their smart devices)
because they do not want to be laughed at. Survey results also show, that DVAs
are helpful, while quickly looking for some information, navigating a car, or
traveling, especially when a manual input is not possible. Furthermore, in some
of the comments on the survey, the software was discussed. Depending on the
smartphone software, Google Assistant is preferred mainly for Android and
Siri is used on iOS devices. The integration of the two methods (UGA and
TAM) to measure customers’ acceptance leads to meaningful results and is
recommended for further studies. For this reason, an in-depth research, which
has its origins in UGA and TAM, is recommended. An interesting extension
of this study would eventually be to determine, how the research model can be
adapted to incorporate the perception of non-users.
All in all, DVAs are an interesting and useful innovation. The idea of a
personal assistant in the digital age is very recent, convincing and more than
comprehensible. In order to meet the needs of an individual, DVAs should
continually be improved. New functions should be added, which can make
everyday life much easier.
Future studies are encouraged to interview a larger, more heterogeneous
sample. Due to a rather small sample in this study (n=173) as well as the data
collection at a certain time (six weeks), the data cannot be seen as representative.
It is also advisable to compare UGA with some recent versions of TAM, e.g.
UTAUT2 or technology readiness model, which are mainly based on other,
more specific constructs. Finally, results of the study are primarily for the use of
Google Assistant and make no demands on the completeness. To improve the
data quality, it would be advisable to conduct the survey for other DVAs (e.g.
Siri, Cortana, Alexa).
References
Alhabash S, Chiang Yh, Huang K (2014) MAM & U&G in Taiwan: Differences in
the uses and gratifications of Facebook as a function of motivational reactivity.
Computers in Human Behavior 35:423–430. DOI: 10.1016/j.chb.2014.03.033.
16 Karolina Ewers and Daniel Baier
Ancu M, Cozma R (2009) MySpace Politics: Uses and gratifications of befriending
candidates. Journal of Broadcasting & Electronic Media 53(4):567–583. DOI: 10.
1080/08838150903333064.
Bitkom (2017) Das Smartphone gehorcht aufs Wort, Bitkom (ed.). URL: https://
www.bitkom.org/Presse/Presseinformation/Das-Smartphone-
gehorcht-aufs-Wort.html [accessed WHEN ??].
Brandtzaeg P, Følstad A (2017) Why people use chatbots. In: Kompatsiaris I, Cave J,
Satsiou A, Carle G, Passani A, Kontopoulos E, Diplaris S, McMillan D (eds.),
International Conference on Internet Science, Springer, Greece, pp. 377–392.
DOI: 10.1007/978-3-319-70284-1.
Chen R, Tian Z, Liu H, Zhao F, Zhang S, Liu H (2018) Construction of a voice driven
life assistant system for visually impaired people. In: 2018 International Conference
on Artificial Intelligence and Big Data, IEEE Press, Piscataway, NJ, pp. 87–92.
DOI: 10.1109/ICAIBD.2018.8396172.
Chin W, Marcoulides G (1998) Modern Methods for Business Research: The partial
least squares approach to structural equation modeling. Psychology Press. ISBN: 978-
0-805830-93-4.
Chu AZC, Chu RJC (2011) The intranet’s role in newcomer socialization in the hotel
industry in Taiwan – technology acceptance model analysis. The International Journal
of Human Resource Management 22(5):1163–1179. DOI: 10.1080/09585192.2011.
556795.
Davis FD (1985) A technology acceptance model for empirically testing new end-user
information systems: Theory and results. PhD thesis, Massachusetts Institute of
Technology.
Davis FD, Bagozzi RP, Warshaw PR (1989) User acceptance of computer technology:
A comparison of two theoretical models. Management Science 35(8):982–1003.
DOI: 10.1287/mnsc.35.8.982.
DeFleur ML (2016) Mass Communication Theories: Explaining Origins, Processes,
and Effects. Routledge Taylor & Francis Group, London. ISBN: 02-0533-172-6.
Digital Trends (2018) Google Assistant: The complete history of the voice of Android,
Digital Trends (ed.). URL: https://www.digitaltrends.com/mobile/
google-assistant/ [accessed 10.05.2019].
Easwara Moorthy A, Vu KPL (2015) Privacy concerns for use of voice activated
personal assistant in the public space. International Journal of Human-Computer
Interaction 31(4):307–335. DOI: 10.1080/10447318.2014.986642.
Elmorshidy A (2013) Applying the technology acceptance and service quality models
to live customer support chat for E-Commerce websites. Journal of Applied Business
Research (JABR) 29(2):589. DOI: 10.19030/jabr.v29i2.7659.
Elmorshidy A, Mostafa MM, El-Moughrabi I, Al-Mezen H (2015) Factors influencing
live customer support chat services: An empirical investigation in Kuwait. Journal
of Theoretical and Applied Electronic Commerce Research 10(3):63–76. DOI: 10.
UGA or TAM: Which Approach Better Explains DVA Acceptance? 17
4067/S0718-18762015000300006.
Fornell C, Larcker DF (1981) Evaluating structural equation models With unobservable
variables and measurement Error. Journal of Marketing Research 18(1):39–50.
DOI: 10.1177/002224378101800104.
Gan C, Li H (2018) Understanding the effects of gratifications on the continuance
intention to use WeChat in China: A perspective on uses and gratifications. Computers
in Human Behavior 78:306–315. DOI: 10.1016/j.chb.2017.10.003.
Gao T, Sultan F, Rohm AJ (2010) Factors influencing Chinese youth consumers’
acceptance of mobile marketing. Journal of Consumer Marketing 27(7):574–583.
DOI: 10.1108/07363761011086326.
Hair JF, Hult GTM, Ringle CM, Sarstedt M, Richter NF, Hauff S (2017) Partial Least
Squares Strukturgleichungsmodellierung (PLS-SEM): Eine anwendungsorientierte
Einführung, 1st edn. Franz Vahlen, München. DOI: 10.15358/9783800653614.
Hair JF, Sarstedt M, Ringle CM (2019) Rethinking some of the rethinking of partial
least squares. European Journal of Marketing 53(4):566–584, Emerald Publishing
Limited. DOI: 10.1108/EJM-10-2018-0665.
Henseler J, Ringle CM, Sarstedt M (2015) A new criterion for assessing discriminant
validity in variance-based structural equation modeling. Journal of the Academy of
Marketing Science 43(1):115–135. DOI: 10.1007/s11747-014-0403-8.
Hu PJ, Chau PY, Sheng ORL, Tam KY (1999) Examining the technology
acceptance model using physician acceptance of telemedicine technology. Journal
of Management Information Systems 16(2):91–112. DOI: 10.1080/07421222.1999.
11518247.
Katz E (1959) Mass communications research and the study of popular culture: An
editorial note on a possible future for this journal. Studies in Public Communication 2.
URL: https://repository.upenn.edu/asc_papers/165.
Katz E (1974) The uses of mass communications: Current perspectives on gratifications
research, Sage annual reviews of communication research, Vol. 3. Sage Publ,
Beverly Hills, Calif. URL: http://www.loc.gov/catdir/enhancements/
fy0660/73090713-d.html.
Knobloch S (2003) Mood adjustment via mass communication. Journal of
Communication 53(2):233–250. DOI: 10.1111/j.1460-2466.2003.tb02588.x
Ku YC, Chu TH, Tseng CH (2013) Gratifications for using CMC technologies:
A comparison among SNS, IM, and e-mail. Computers in Human
Behavior 29(1):226–234. DOI: 10.1016/j.chb.2012.08.009.
Leung L, Wei R (2000) More than just talk on the move: Uses and gratifications of
the cellular phone. Journalism & Mass Communication Quarterly 77(2):308–320.
DOI: 10.1177/107769900007700206.
Li H, Liu Y, Xu X, Heikkilä J, van der Heijden H (2015) Modeling hedonic is
continuance through the uses and gratifications theory: An empirical study in online
games. Computers in Human Behavior 48:261–272. DOI: 10.1016/j.chb.2015.01.
18 Karolina Ewers and Daniel Baier
053.
Lin HF, Chen CH (2017) Combining the technology acceptance model and uses
and gratifications theory to examine the usage behavior of an augmented reality
tour-sharing application. Symmetry 9(7):113. DOI: 10.3390/sym9070113.
Macronomy (2018) Digitale Sprachassistenten – Nutzung von Alexa, Siri
und Co. nimmt zu. URL: https://www.marconomy.de/digitale-
sprachassistenten-nutzung-von-alexa-siri-und-co-nimmt-zu-
a-722632/.
Malik A, Dhir A, Nieminen M (2016) Uses and gratifications of digital photo sharing
on Facebook. Telematics and Informatics 33(1):129–138. DOI: 10.1016/j.tele.2015.
06.009.
McLean G, Osei-Frimpong K (2017) Examining satisfaction with the experience
during a live chat service encounter-implications for website providers. Computers
in Human Behavior 76:494–508. DOI: 10.1016/j.chb.2017.08.005.
Olbrich R, Battenfeld D, Buhr CC (2012) Marktforschung: Ein einführendes Lehr- und
Übungsbuch. Springer-Lehrbuch, Springer Berlin Heidelberg, Berlin, Heidelberg.
DOI: 10.1007/978-3-642-24345-5.




Rauschnabel PA (2018) A Conceptual Uses & Gratification Framework on the Use of
Augmented Reality Smart Glasses. In: Jung T, Dieck T (eds.), Augmented Reality
and Virtual Reality, Progress in IS, Vol. 11. Springer International Publishing, Cham,
pp. 211–227. ISBN: 978-3-319640-26-6, DOI: 10.1007/978-3-319-64027-3_15.
Rauschnabel PA, Ro YK (2016) Augmented reality smart glasses: An
investigation of technology acceptance drivers. International Journal of Technology
Marketing 11(2):123. DOI: 10.1504/IJTMKT.2016.075690.
Rauschnabel PA, Rossmann A, tom Dieck MC (2017) An adoption framework for
mobile augmented reality games: The case of Pokémon Go. Computers in Human
Behavior 76:276–286. DOI: 10.1016/j.chb.2017.07.030.
Rese A, Schreiber S, Baier D (2014) Technology acceptance modeling of augmented
reality at the point of sale: Can surveys be replaced by an analysis of online
reviews? Journal of Retailing and Consumer Services 21(5):869–876. DOI: 10.1016/
j.jretconser.2014.02.011.
Rigdon EE, Sarstedt M, Ringle CM (2017) On comparing results from CB-SEM and
PLS-SEM: Five perspectives and five recommendations. Marketing ZFP 39(3):4–16.
Sharma PN, Shmueli G, Sarstedt M, Danks N, Ray S (2019) Prediction-oriented model
selection in partial least squares path modeling. Decision Sciences n/a. DOI: 10.
1111/deci.12329.
UGA or TAM: Which Approach Better Explains DVA Acceptance? 19
Shmueli G, Sarstedt M, Cheah JH, Vaithilingam S, Ringle CM (2019) Predictive model
assessment in PLS-SEM: Guidelines for using PLSpredict. European Journal of
Marketing 53(11):2322–2347. DOI: 10.1108/EJM-02-2019-0189.
Song I, LaRose R, Eastin MS, Lin CA (2004) Internet gratifications and internet
addiction: On the uses and abuses of new media. Cyberpsychology & behavior
: The impact of the Internet, multimedia and virtual reality on behavior and
society 7(4):384–394. DOI: 10.1089/cpb.2004.7.384.
Stafford TF, Stafford MR, Schkade LL (2004) Determining uses and gratifications
for the internet. Decision Sciences 35(2):259–288. DOI: 10.1111/j.00117315.2004.
02524.x
Statista (2017a) In immer mehr Bereichen des Lebens spielen digitale
Sprachassistenten eine Rolle. URL:https://de.statista.com/statistik/
daten/studie/739040/umfrage/umfrage-zur-bekanntheit-
ausgewaehlter-sprachassistenten-in-deutschland/.
Statista (2017b) Prognose zum Volumen der jährlich generierten digitalen Datenmenge
weltweit in den Jahren 2016 und 2025. URL: https://de.statista.
com/statistik/daten/studie/267974/umfrage/prognose-zum-
weltweit-generierten-datenvolumen/ [accessed 10.05.2019].
Stone M (1974) Cross-validation and multinomial prediction. Biometrika 61(3):509.
DOI: 10.2307/2334733.
Thomas JA (2015) Deontology, consequentialism and moral realism. Journal of
Philosophy 19:1–24. URL: https://ssrn.com/abstract=2654090.
van der Heijden H (2004) User acceptance of hedonic information systems. MIS
Quarterly 28(4):695. DOI: 10.2307/25148660.
Venkatesh V, Davis FD (2000) A theoretical extension of the technology acceptance
model: Four longitudinal field studies. Management Science 46(2):186–204. DOI: 10.
1287/mnsc.46.2.186.11926.
Wei PS, Lu HP (2014) Why do people play mobile social games? An examination of
network externalities and of uses and gratifications. Internet Research 24(3):313–331.
DOI: 10.1108/IntR-04-2013-0082.
Wu JH, Wang SC (2005) What drives mobile commerce? Information &
Management 42(5):719–729. DOI: 10.1016/j.im.2004.07.001.
