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Abstract
Modularity is an important concept in Biology, among other areas. In
script complexity, there are some theories stating that the symbols of a writing
system are built from smaller, common components, that could be thought of
as modules.
We introduce a representation of black and white images as sequences of
symbols, which allows us to apply sequence based motif finding techniques on
images.
We present a modification of the algorithm in [27] to search for motifs in a
variable number of sequences, instead of in a fixed number, while guaranteeing
the same properties about the statistical significance of the found motifs of the
original paper.
Finally, we apply the proposed algorithm to sequences describing images of
latin letters.
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1
Problem definition
Modularity, as a somewhat vaguely defined concept, has been an idea of
interest in several biological areas, among other fields. In this chapter we
make a brief survey of the interest on modularity coming from Biology. We also
introduce a working definition of module, but we do not attempt to relate the
presence of modules in a system with any property of it. Finally, we justify why
we chose glyph images as our data of study, and review some of the work done
on analyzing graphemes of different writing systems.
1.1 Interest on modularity in biological sciences
In Biology, the concept of modularity has usually been associated with function.
Thus, Kashtan and Alon [17] define it as “the separability of the design into
units that perform independently, at least to a first approximation.” Wagner,
Pavlicev, and Cheverud [25] distinguish between different types of modules:
variational modules (“composed of features that vary together and are relatively
independent of other such sets of features”), functional modules (“composed of
features that act together in performing some discrete physiological function
that is semi-autonomous in relation to other functional modules”), or develop-
mental modules (“either a part of an embryo that is quasi-autonomous1 with
respect to pattern formation and differentiation, or an autonomous signalling
cascade”).
Kashtan, Noor, and Alon [18] study the effects of the presence of modularity
in biological systems. They perform some simulations with genetic algorithms
to test whether temporally changing the goals in a modular way (the goal for the
current generation shares some parts with the goal for the previous generation)
can speed up evolution. The intent of this goal-changing is to reproduce the real
conditions of natural evolution, that usually occurs in temporally and spatially
changing environments.
1A lower than average grade of connectedness: the elements of modules are highly intercon-
nected, but to an increased extent are unconnected to other modules.
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1.2 Definition of module
Wagner, Pavlicev, and Cheverud [25] say that “all ideas of modularity refer to a
pattern of connectedness in which elements are grouped into highly connected
subsets —that is, modules— which are more loosely connected to other such
groups.” Looking at it from a graph theoretic perspective, this can be seen as
modules being high valued cliques in complete graphs. We attempt to formalize
this in the following:
Let {e1, . . . , eN} be a set of elements where we have a measure sim of simi-
larity2 defined on every pair of elements. Let KN be the complete graph where
{e1, . . . , eN} are the nodes of the graph, and the edge between nodes ei, ej has
value sim(ei, ej). Then a module is a clique (not necessarily of size N ) with a high
value. What is understood by high is application dependant, as is the definition
of exactly what these elements are.
This definition is quite vague, but it can be tailored to fit several problems.
Indeed, in Section 3.1 we review a framework for looking for highly significant
motifs in a set of sequences of symbols that uses very similar ideas. Along this
work, we will use the word module as a synonym of clique if the context makes
clear which kind of graphs we are studying. Otherwise, module will refer to the
intuitive idea of a set of elements “approximately repeated” in several places.
1.3 Use of images of glyphs as study data
1.3.1 Terminology
Reinhard Kölher defines a grapheme in [2] as:
A grapheme is any graphical sign which, on its own, represents
in at least one context a portion of linguistic material. Hence, the
letter c is a grapheme regardless of the fact that it appears also in
sequence with h for another sound. On the other hand, diacritics
such as accents would not be considered as graphemes but as parts
of complex graphemes because they do not represent any sound,
sound combination, word, or meaning. They are rather distinctive
features which serve to differentiate graphemes. Sequences such as
ch will then be considered as syntagmas.
Following this definition, in this work we will use letter as a synonym of
grapheme, and opposite to glyph. A glyph will be a concrete representation of
a grapheme in a given type family. Thus, we can have different glyphs for the
same letter/grapheme.
2This definition could be adapted to use a distance measure.
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1.3.2 Data generation
We have chosen the images of glyphs as the data of our study in part for their
ease of generation. A typical personal computer has hundreds of type families
installed, usually in scalable formats. We can choose to produce glyphs for
many letters in different sizes, weights and styles, for different families, and all
of this done programatically. This gives us cheap, “infinite” data, allowing us
to explore the data space in many directions, if we were to need it. We have
programmed a tool that generates the asked glyphs’ images, and transforms
them to the sequences of symbols introduced in Section 2.2.
1.3.3 Script complexity studies
There is an additional reason for using glyphs as our data, though. There have
been several studies that have pointed that graphemes are composed of smaller
parts [1, 3, 9]. In these works, some expert identified the different building
parts of a grapheme. Many of these parts were not unique to a grapheme, but
shared between different ones. So, the symbols of a writing system could be
built as different combinations of several basic elements, with some additional
variability specific to each symbol.
To a certain extent, this thesis is a test of this hypothesis. We have devised
a system that automatically extracts modules from the sequences representing
the glyphs. The algorithm to do this is introduced in Chapter 3. The experiments
done in Chapter 4 detect several statistically significant modules in the glyphs,
but they seem to be artifacts of the encoding system. See Section 5.2.1 for a
proposed solution to the problem.

2
Conversion of
images to sequences
In this chapter we present a way to convert an image to a sequence of
symbols describing the image. This conversion is general for any black and
white image, although it is especially tailored for symbolic images like letters.
2.1 Motivation
There are already many methods for image analysis and pattern recognition,
as the ones based on generalization of grammars to 2 dimensions [21, 28], or
using attribute graph grammars [13], so we must justify why we introduce a
new method instead of using an existing one.
The main reason for converting images to sequences is that we can use all
the techniques for dealing with sequences, which are more numerous, and tend
to be older, theoretically sounder and computationally cheaper than their image
counterparts.
But there is also an additional motivation for converting images to sequences
in the case of glyph analysis. In many writing systems the glyphs representing
the letters of the writing system were traditionally drawn as several paths with
individual identity. Different regions of the same path can be far apart from
one another, but still be logically part of the same entity, while two regions of
different paths can be very near between them but not be related at all. This
property makes the segmentation of the image hard, as we cannot impose a
previous structure on the image (for instance dividing the image in four parts
and processing them separately). In contrast, if we manage to describe these
paths, we will have the related parts of the glyphs spatially grouped.
15
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pixel pixel
pixel pixel
(x, y) (x + 1, y) (x + 2, y)
(x, y + 1) (x + 1, y + 1) (x + 2, y + 1)
(x, y + 2) (x + 1, y + 2) (x + 2, y + 2)
coordinates
Figure 2.1: Example of a matrix with four pixels, where the lower right one is
filled and the others are empty. There are 9 coordinates.
2.2 Conversion
This conversion method was inspired by the LOGO language [20], a Lisp based
programming language especially tailored for describing geometric paths.
We define:
A pixel as a square (that can be empty or filled), with a coordinate at each
of its corners.
A coordinate as a pair of integers (x, y).
An edge is a pair of coordinates representing a side of a pixel.
An orientation as one of {N,E,S,W}, for north, east, south and west.
A position as a pair of coordinate and orientation.
We consider an image to be a 2 dimensional matrix of pixels, as in the
example of Figure 2.1.
We transform a 2 dimensional matrix of pixels to a sequence of “drawing”
symbols over the alphabet {M,D,L,R}, with respective intuitive meaning of
moving forward without drawing, moving forward drawing, turning left and
turning right. Given a position p = (c, o), and a set of used edges e, applying
one of these symbols to them produces a new position and a new set of used
edges in the following way:
M: Move the coordinate forward in the current orientation without “drawing”
anything. M(p, e) = (p′, e), where p′ = (c′, o), and c′ = forward(o, c).
D: Move the coordinate forward (in the current orientation) “drawing” an
edge of a pixel. D(p, e) = (p′, e′), where p′ = (c′, o), c′ = forward(o, c), and
e′ = e ∪ (c, c′).
L: Change the current orientation 90 degrees counterclockwise (i.e., if
current orientation is N, we get W, etc.). L(p, e) = (p′, e), where p′ =
(c, turnLeft(o)).
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Figure 2.2: Four possible situations when considering the edge between the
two lower pixels.
R: Change the current orientation 90 degrees clockwise (i.e., if current
orientation is N, we get E, etc.). R(p, e) = (p′, e), where p′ = (c, turnRight(o)).
The forward function can be defined as:
forward((x, y),N) = (x, y − 1),
forward((x, y),E) = (x+ 1, y),
forward((x, y),S) = (x, y + 1),
forward((x, y),W) = (x− 1, y),
and the turnRight function as:
turnRight(N) = E,
turnRight(E) = S,
turnRight(S) = W,
turnRight(W) = N.
The turnLeft function is defined as applying three times turnRight.
To transform an image to a sequence of drawing symbols, we start at the
top left corner of the matrix, the coordinate (0, 0), with orientation E, and start
scanning the matrix in rows until we find the first vertical non used edge that
has a filled pixel on one of its sides and an empty pixel on the other side. We
produce the sequence of symbols needed to move from the initial position to
the found position, without drawing (i.e., using only symbols M, L, R).
Then we start following this boundary producing the sequence of drawing
symbols (using symbols D, L, R) needed to follow the boundary in a way that
the filled pixels stay always at the left of the edge under consideration (see
Figure 2.2). We mark all the edges we followed as used. When we should follow
an edge that has been already used, we stop and start scanning the matrix
again from the current position, repeating the process.
When we follow the previous rules, we will follow the “outer” boundary of
a drawing counterclockwise, while we will follow the “inner” boundary of the
drawing (if any) clockwise (see Figure 2.3). This way, the filled part of an image
will stay always at the left of the lines describing its boundaries.
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Figure 2.3: We follow the outer boundary of the drawing counterclockwise
(dashed line), while we follow the inner boundary of the drawing clockwise
(dotted line).
MLMRMLMRMLMRMLMRMLMRMLMRMLMRMLMRMMLMRMMLMRMMLMRMMLMR•DRDDDLDRDDL
DDDDLDDDLDDRDLDRDDDDRDDDDDRDLDRDDDDLDRDDLDRDLDRDLDDDDDDLDRDLDRDL
DDDDLDRDDLDRDLDRDRDDLDRDLDDDLDRDDLDRDLDDLDDDRDLDRDDDDDDDDDDDDDLD
RDLDRDLDDDDDLL•RMMMMMMMMMMML•DDDDRDDDRDLDRDLDRDDDDRDDDRDLDRDLDR
Figure 2.4: Glyph for the letter “a” of the Calluna font family, and the sequence
of drawing symbols describing it. The bullets mark the different parts of
the sequence.
See an example of a glyph for the letter “a” and the sequence of drawing
symbols describing it at Figure 2.4. In the sequence of drawing symbols, the
bullets mark the different parts of the sequence: the first one is the initial (non
drawing) movement from the top left corner of the image to top left of the first
filled pixel at the top of the glyph. The second part describes the outer boundary
of the glyph, followed counterclockwise. The third is the non drawing movement
from the top left of the first filled pixel at the top of the glyph to the top left of
the first empty pixel at the top of the inner hole. Finally, the last part describes
the inner boundary of this hole clockwise.
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Figure 2.5: This example shows why the encoding proposed in [12] needs the
diagonal symbols to distinguish between these three cases.
2.3 Comparison with other representations
Here we present a comparison with a similar encoding for images developed
by Gómez-Ballester, Micó-Andrés, and Oncina [12]. Their method is pretty
similar to ours in the scanning of the image, though there are some significant
differences:
They move inside the pixels, instead of following their boundaries.
The number of symbols they use is 8, one for each of the multiples of 45
degrees.
They assume there is only one connected component in the image, and de-
scribe only its outer boundary (thus they do not need a symbol equivalent
to our M).
The bigger size of the alphabet compared to ours is a result of two design
decisions:
They move inside pixels, which makes necessary the “diagonal move”
symbols (see Figure 2.5).
Each symbol has an explicit direction associated, instead of one relative to
the current direction. This eliminates the need for explicit “turn” symbols,
but multiplies by four the “move symbols.”
Notice that our encoding is not “minimal,” as we have two turning symbols
instead of one. This decision is intentional, as we do not want to encode a
symbol (e.g. R) repeating three times a symbol that is in some sense equivalent
to it (e.g. L), as it would seem that turning left is “easier” than turning right.
Their encoding having a bigger alphabet makes the description of the im-
ages shorter. But it also makes computations that depend on the size of the
alphabet in an exponential way (for instance the one seen in Section 3.1.3) be
computationally more expensive.
There is a subtler consequence of their use of absolute directions: two
straight lines (for instance), one going upwards and the other one going down-
wards, have different representation. In our application, finding modules in
images, this would be inconvenient, as we can think of both lines as being the
same module: a “straight line” independent of its orientation.

3
Identification and
selection of modules
The main focus of this work has been the identification and selection of
modules. In this chapter we first review some of the previous work on which
we have built our approach. Then we explain what are the changes that we
propose, and the motivation behind them. The third section deals with some
ideas to select a subset of all the identified modules. Finally, we present some
implementation details.
3.1 Previous work
Motif discovery has been a subject of interest in many areas, mainly moti-
vated by the availability of huge amounts of data and the interest to extract
information automatically without human intervention. In particular, the high
throughput sequencing machines have automated the acquisition of genomic
data, making bioinformatics one of the areas where these techniques are more
important, and one for which new techniques are developed trying new ap-
proaches.
Zaslavsky and Singh [27] introduced a combinatorial approach to motif
finding that allowed them to find the optimal solution to their formulation
of the problem. Although the method is computationally very expensive, it
permitted reasoning about the significance of the motifs discovered. We found
this property interesting, and used their formulation as a basis for our motif
finding procedure.
3.1.1 Formulation of the motif discovery problem
We will present here a survey of Zaslavsky and Singh’s method for convenience,
as it will make it easier to understand which are our changes.
They modeled motif discovery as the problem of finding an ungapped local
multiple sequence alignment (MSA) of fixed length with the best sum-of-pairs
(SP) score. Given N sequences {S1, . . . , SN} and a length of pattern l, the goal
is to find an l-long subsequence from each input sequence so that the total
similarity among selected subsequences is maximized. More formally, let ski
be the l-long subsequence in sequence Si beginning in position k, and sim(x, y)
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the similarity score between the l-long subsequences x and y. The goal is to
find the set of positions {k1, . . . , kN} such that the SP-score
∑
i<j sim(s
ki
i , s
kj
j ) is
maximized.
This problem can be formulated as a MAX-CLIQUE problem in a multipartite
graph [24]. Let G be an undirected N-partite graph with node set V1 ∪ · · · ∪ VN ,
where Vi has a node u for each l-long subsequence ski in the i-th sequence. The
cardinality of the Vi’s can vary, as the sequences Si’s can have different lengths.
Each pair of nodes u ∈ Vi and v ∈ Vj(j 6= i), representing the subsequences ski
and sk
′
j in Si and Sj is joined by an edge with weight wuv = sim(s
k
i , s
k′
j ). Notice
that G is a complete N-partite graph, and the MSA is equivalent to finding the
highest weight N-partite clique in G.
Integer linear programming formulation
In turn, this problem can be formulated in terms of integer linear programming.
Let G = (V,E) be a graph representing the motif finding problem, where V =
V1 ∪ · · · ∪ VN and E = {(u, v) : u ∈ Vi, v ∈ Vj , i 6= j}. We use a decision variable
xu for every vertex u, and another one yuv for every edge (u, v), with the usual
meaning: setting xu to 1 means choosing xu as the node in part Vi, and the
edges variables must be consistent with the nodes. This idea can be expressed
as:
Maximize
∑
(u,v)∈E
wuv · yuv
subject to: ∑
u∈Vj
xu = 1 for 1 ≤ j ≤ N (node constraints)∑
u∈Vj
yuv = xv for 1 ≤ j ≤ N, v ∈ V \ Vj (edge constraints)
xu, yuv ∈ {0, 1} for u ∈ V, (u, v) ∈ E
3.1.2 Graph pruning
Integer linear programming is NP-hard [8], so Zaslavsky and Singh developed
some graph pruning techniques to reduce the size of the graph taking advantage
of its particular structure, while guaranteeing that no node that is part of an
optimal clique will be eliminated.
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Basic clique-bounds (node based)
The first pruning method assumes the existence of a clique of weight C∗ in G. If
a node u reduces the value of any clique on which it is present below C∗, it can
not be part of an optimal clique and can be eliminated.
They defined a star(u) for a node u ∈ Vi as a selection of a node from every
part of the graph different than Vi. Then Fu is the value of the best star centered
on u:
Fu =
∑
j 6=i
max
v∈Vj
wuv (3.1)
Then, the best possible star(u) for any u ∈ Vi is:
F ∗i = max
u∈Vi
Fu (3.2)
F ∗i limits what any node in Vi can add to a clique (these F ’s are esentially a way
to compute lower bounds of the optimum value). So, for every node z, z ∈ Vk, if
the most z can contribute to a clique (assuming the best possible contributions
from other parts) is not enough to reach C∗, i.e. if
Fz < 2C
∗ −
∑
i 6=k
F ∗i , (3.3)
z can be discarded. Notice that as each edge between two parts is added two
times, we must use twice the value C∗.
But this condition can still be made a bit stronger by requiring that every
star is connected to z when considering whether to eliminate z or not. Thus,
fixing z ∈ Vk, we could reformulate Equation 3.1 as:1
Fu(z) = wzu +
∑
j 6=i,k
max
v∈Vj
wuv,
then Equation 3.2 would be:
F ∗i(z) = max
u∈Vi
Fu(z),
and Equation 3.3:
Fz < 2C
∗ −
∑
i 6=k
F ∗i(z). (3.4)
As for the value C∗, they used the value of the clique induced by the best star.
Tighter constraints for clique-bounds (edge based)
This pruning approach focuses on edges, and although it is more costly than
the previous one, it should be more effective. Given a node u ∈ Vi and any Vj,
j 6= i, in every clique that contains u, there is an edge connecting u to some
v ∈ Vj. When computing Fu, its value can be further constrained by considering
cliques of cardinality 3 and requiring that the nodes in the best star(u) in parts
1This is a slight change of notation with respect to the original paper, but we think that it
makes it clear that we are constraining values of stars to using node z.
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other than i, j have also high similarity with v. As computing these values for
every edge incident on u would be too expensive, the cliques considered are only
the ones where u ∈ Vi and v ∈ Vi+1 (with the last and first parts paired).
Given an edge (u, v) with u ∈ Vi, v ∈ Vi+1, the double star with centers u and
v is forced to share xj, the endpoint at part Vj (j 6= i, j 6= i + 1), for the edges
coming from u and from v. This dstar(u, v) has weight 2wuv +
∑
j 6=i
j 6=i+1
(wuxj +wvxj ).
For a clique u1 ∈ V1, . . . , uN ∈ VN of value C∗, the sum of its double stars is:
N∑
i=1
(2wuiui+1 +
∑
j 6=i
j 6=i+1
(wujui + wujui+1) = 2
N∑
i=1
∑
j 6=i
wujui
As each edge is counted four times, this value is equal to 4C∗. Define Fuv (u ∈ Vi,
v ∈ Vi+1) as the value of the best double star centered on u and v:
Fuv = 2wuv +
∑
j 6=i
j 6=i+1
max
x∈Vj
(wxu + wxv)
Then we can define Fu and F ∗i in a similar way as in the basic clique-bounds:
Fu = max
v∈Vi+1
Fuv
F ∗i = max
u∈Vi
Fu
Although Zaslavsky and Singh [27] do not make it clear whether they also
constrain the values for F ∗i when trying to discard node z in a similar way as in
the node-based pruning, we will use our notation of the previous approach to
express these constraints. When trying to discard node z, z ∈ Vk, k 6= i, there
can be two cases:
k = i+ 1: Then we have that v must be z, so Fu(z) = Fuz.
k 6= i+ 1:
Fuv(z) = 2wuv + 2wuz + 2wvz +
∑
j 6=i
j 6=i+1
j 6=k
max
x∈Vj
(wxu + wxv).
Notice that we only force u and v to be connected to z, all other x nodes
(x ∈ Vj) are not constrained in this way. Then Fu(z) = maxv∈Vi+1 Fuv(z).
Again, we have that:
F ∗i(z) = max
u∈Vi
Fu(z),
and we can discard node z if
Fz < 4C
∗ −
∑
i 6=k
F ∗i(z). (3.5)
The value they used for C∗ is again the value of the clique induced by the best
dstar.
The original paper also used another pruning technique even more expen-
sive, based on graph decomposition, though it was not compatible with our
modifications, so we will not present it here.
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3.1.3 Statistical significance
As stated previously, the authors proposed a method of evaluating the statistical
significance of a motif by computing the expected number of motifs of equal
or better SP-score in random data with the same characteristics. Let s be the
score of a motif of length l, f(b) the zero-corrected background frequency of
symbol b in the input sequences, and sim(b1, b2) the score between every pair
of symbols. The probability of scores for motifs of length l in N sequences,
Pl(X), is computed in the first two steps, while the expected value of score s is
calculated in the last two:
1. Compute the exact probability distribution P1(X) for a single column of
N random symbols, using the multinomial distribution to compute the
probability of every combination of symbols in the column following the
background distribution. Compute also the SP-score for every combination.
Adding the probabilities for the same scores will collapse the distribution,
so that it only takes into account only the score of a combination of
symbols, and not the combination itself. The authors propose to use a
smart way to generate the different combinations of symbols such that the
score of one combination can be obtained from the score of the previous
one cheaply, though this will only work if the similarity score between two
different symbols is zero.
2. Compute the probability distribution for l random columns, Pl(X), by
convolution of P1(X) [23], constructing the distribution Pl(X) from Pl−1(X)
and P1(X). Let scores(P ) be the set of all the scores with probability other
than zero in distribution P . Then the new distribution Pl(X) is:
Pl(sl) =
∑
sl−1∈scores(Pl−1)
s1∈scores(P1)
sl−1+s1=sl
Pl−1(sl−1)P1(s1) (3.6)
3. Given a score s, the probability that an l-long pattern has score greater
than or equal to s following the probability distribution is
∑
x≥s Pl(x).
4. The total number of possible motifs of length l in the sequences, having
these lengths L1, . . . , LN , is L =
∏N
i=1(Li − l + 1). The expected number
of motifs with score at least s following the probability distribution is
L×∑x≥s Pl(x).
Notice that, although this probability distribution is exact in some sense,
it is assuming that there is no relation between two consecutive symbols in a
sequence. Additionally, it does not take into account the overlapping of motifs
when computing the expected number of occurrences of a motif in the data,
because this consideration would depend on the motif. Nevertheless, accepting
the possible inaccuracy caused by the first issue, the second one should not be
a problem if the expected number of occurrences is low.
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3.1.4 Justification of using an exact method
Exact combinatorial methods are computationally extremely expensive. It
is reasonable to question whether we could achieve the same results with
approximated methods. The answer to this question depends on the formulation
of the problem. Using the formulation of [27], the problem reduces to MAX-
CLIQUE, which is known to be hard to approximate [15, 19, 29]. But even if the
typical instances of our problem could be approximated by a constant factor,
this would not help us. When doing experiments (see Section 4.1), we have seen
that there is an approximately lineal relation between the minus logarithm of
the significance of a motif and its score. This way, if we could obtain a motif
with half the optimal score, for instance, this motif would have a significance of
the square root of the significance of the optimal motif, not the double of this
significance.
3.2 Discovery of significant modules
3.2.1 Motivation
In this work we want to extract good quality modules, which in the formulation
of the previous section can be identified with cliques of high values: they are
present in highly similar form in many of the sequences. However, the formula-
tion of the problem forces to select a node for every part, even if we could find a
better clique using less sequences. Although this can seem contradictory (espe-
cially if the similarity between two subsequences is never negative), intuitively a
better clique can be thought of as a clique which does not have many edges of
low value, provided it has more than a defined minimum of nodes.
For this reason we have modified the framework of Zaslavsky and Singh to
be able to discard some sequences. This change introduces the question of how
to compare two cliques of different sizes. To tackle this problem we use the
statistical significance of cliques according to a background distribution.
3.2.2 New formulation
We introduce a new discard node di for each part Vi. If this node is selected,
it means that this part should be discarded. Additionally, we connect each
node di with every node not in Vi with an edge of weight wd. This value will be
determined in the next section, but basically it must be the lower value that
guarantees that if a clique using n parts is significant, it will be included in a
clique of N (all) parts that is also significant. This way, we only have to search
for cliques of N parts. Finally, we limit the number of discard nodes to nd. So,
being G = (V,E) the old graph, with V = V1 ∪ · · · ∪ VN , we build a new graph of
the form G′ = (V ′, E′), with V ′ = V ′1 ∪ · · · ∪ V ′N , where:
V ′i = Vi ∪ {di},
E′ = E ∪ {ydiu 1 ≤ i ≤ N, u ∈ V \ Vi}.
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We have to add an additional constraint to the integer linear programming
formulation:
N∑
i=1
di ≤ nd.
In the next section we will return to this formulation to see how to find all
the good cliques, instead of just the one with maximum value.
3.2.3 Significant cliques
Discarding a different number of parts will produce cliques of different sizes,
which are not directly comparable by their values. To solve this problem we will
compare them using its statistical significance.
We consider the length of the motif, l, to be fixed. Given a set of n sequences
Sn, we can obtain a probability distribution Pn for patterns of length l using all
these sequences. The number of different cliques will be Ln =
∏n
i=1(Li − l + 1),
where Li is the length of the sequence i in Sn. Given an expected number of
occurrences e∗, we can compute the score sn that a clique in Sn should have for
it to have an expected number of occurrences of e∗:
pn =
e∗
Ln
Probability for a single clique. (3.7)
sn = min
{
s ∈ scores(Pn)
∣∣∣ ∑
x∈scores(Pn)
∣∣ x≥sP
n(x) ≤ pn
}
sn is the minimum score such that the probability of obtaining a better or equal
score following Pn is less or equal than pn.
Therefore, fixed an expected number e∗, we can obtain what we will call a
significant score if we know the distribution of probabilities, Pn, and the product
of the length of the sequences, Ln.
Back to our problem of discarding a variable number of sequences, we need
to compute both Pn and Ln for n ∈ {N, . . . , N − nd}. For Pn, we simply compute
the distribution of probabilities for n sequences (instead of N ) using the global
frequencies for each symbol. For Ln we use:
Ln =
1(
N
n
) ∑
A⊆[N ] : |A|=n
∏
i∈A
(Li − l + 1). (3.8)
This value is the arithmetic mean of the number of cliques for each of the
(
N
n
)
ways of discarding n sequences.
Now we have a set of nd + 1 significant scores, one for each number of
sequences used. Let s∗ be the maximum score of this set. We will use this value
as a constraint in the ILP problem, so that we only obtain significant cliques
(cliques with a significant score). But we want to guarantee that if a clique Kn
that uses n sequences is significant (i.e., its value is greater or equal than sn),
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we can obtain a significant clique in N sequences (maybe using the discarding
nodes) that contains Kn. For achieving this, the value of wd has to be:
wd = max
{
v∗ − vn
edges(N )− edges(n) , n ∈ {N, . . . , N − nd}
}
,
where edges(n) is the number of edges of a clique with n nodes.
Using this value of wd in the ILP problem can cause false positives: cliques
Kn for n < N with a value smaller than sn, that achieve a value greater than s∗
using some di. This makes necessary a filtering of the results of the ILP.
3.2.4 Adaptation of the pruning techniques
Now we present the necessary changes in the pruning techniques seen before
to deal with the discarding of parts correctly. We stress the fact that, as our
motivation is to find all the significant cliques for an expected number e∗, we will
use s∗ as the C∗ value in Equation 3.4 and Equation 3.5. This can cause the
elimination of all the nodes of the graph, meaning that there is no significant
clique for the expected number e∗.
Basic clique-bound (node based) with sequence discarding
We introduce directly the version where the Fu’s can be constrained to Fu(z)’s
when checking whether node z can be discarded. We present some ideas of the
algorithm, not just the bounds that must be satisfied, as there are some tricks
that can save computation effort. We do not have the discard nodes present in
the graph at this time, simply know how many of them we can use (nd), and the
value of their edges (wd).
Given a part Vi, for every node u ∈ Vi we store:
bestNode[j] = maxv∈Vj wuv ∀j 6= i.
worst: set of the parts of the (at most) nd + 1 worst nodes in bestNode[u],
if their values are lower than wd.
valueDisc: (Fu, u), where Fu is the value achieved discarding at most nd
parts, without constraining to any node.
valueDiscPlus1: (F ′u, u), where F ′u is the value achieved discarding at
most nd + 1 parts, without constraining to any node.
For a part Vi, we keep the valueDisc and valueDiscPlus1 of all nodes in
Vi ordered by value. When we want to compute F ∗i(z), z ∈ Vk, we do the following:
Filter (lazily) the list with valueDisc to keep only the nodes u such that
they did not discard part Vk (checking the set worst).
Filter (lazily) the list with valuesDiscPlus1 to keep only the nodes u such
that they discarded part Vk (checking the set worst).
Compute Fu(z) for each u ∈ Vi following the two lists, picking at each time
the one with the highest (unconstrained) value at its head. We have two
cases:
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– We choose the valueDisc list. This means the node u we are consid-
ering did not discard part k. Let z∗u be the value of bestNode[k]. Then,
Fu(z) = Fu − wuz∗ + wuz.
– We choose the valueDiscPlus1 list. This means the node u we are
considering discarded part k. If we force to not discard part k, we will
still have discarded nd parts, as F ′u had discarded nd + 1 parts. So,
Fu(z) = F
′
u − wd + wuz.
Notice that Fu ≥ Fu(z) ∀z, so we can stop this search when we find an Fu
(or F ′u) that is smaller or equal than the current Fu(z).
With a way to compute all F ∗i(z) relatively cheaply, we can try to prune all
nodes z according to Equation 3.4.
Tighter constraints for clique-bounds (edge based) with sequence discard-
ing
Again, we proceed directly with the version where the Fuv ’s (and others) can be
constrained. We will explain this method in less detail, as most of the ideas are
very similar to the ones presented in the previous section.
For every node u of part Vi we have a disjunctive when deciding which parts
to discard:
If we discard part Vi+1, then the problem reduces to computing the node
based pruning of the last section, but only allowing to discard nd − 1 parts.
Once we have the values, we have to add (N − 1)wd to each of them, to add
the edges from part Vi+1.
If we do not discard part Vi+1, then the problem is analogous to the node
based pruning, but instead of considering just the nodes u of part Vi, we
must consider every pair of (u, v) with u ∈ Vi, v ∈ Vi+1.
The value Fu(z) should be the greater of the two options, except when k = i+1.
In this case we cannot discard part Vi+1, as we are forcing to include node z, so
we must only consider the second option.
3.3 Selection of modules
After the identification of all the significant cliques for a probability p∗, we should
decide which subsequences (represented as nodes in the clique) to choose in
case there are overlapping ones. In case p∗ is low enough and the number of
modules is low, the expected number of conflicts should be low, so this step
should not be excessively important.
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3.3.1 A greedy algorithm
For this approach, we need to assign a value to each subsequence belonging to
a module. A simple idea is to divide the value of the clique representing that
module by its size, though it could be interesting to experiment with other ways
of assigning values to subsequences.
Gusfield [11, page 326] shows a simple algorithm to select a set of intervals
(with an associated value) over a sequence such that there are non overlapping
subsequences selected and the value is maximal. Although the sum of maximal
values for every sequence produces a maximal value for the whole, this approach
does not take into account that maybe we only want to accept the choice of a
subsequence if the number of subsequences from a module that were chosen is
bigger than some threshold.
A greedy algorithm to achieve this consists in solving the problem individually
for each sequence, then check the module with fewer used subsequences. If
the number of used subsequences is enough, stop. Otherwise, eliminate this
module and solve again for all the sequences.
3.3.2 Indivisible modules
On the other end of the spectrum, we can force to choose each module as
a whole, not being able to pick just some of its subsequences. This can be
achieved by constructing a graph with a node for every module. Two modules
are connected if and only if none of its subsequences overlaps. Finding the best
set of modules is equivalent to finding the maximum clique in this graph, for
which we can use any of the known algorithms, for instance the one in [22].
3.4 Implementation notes
In this section we comment on some important details of the implementation.
3.4.1 Computation of probability distributions
The computation of a probability distribution can take lots of time, depending
on the size of the parameters (number of sequences, number of symbols, length
of the motif), but also on the values of the scores. If there are many repeated
scores in the similarity weights for the symbols, the distribution will collapse at
each convolution step, as many combinations of input scores will add to the
same output score. Although we tried a power method-generating technique for
computing the distribution for motifs of length l in O(log l) number of convolution
steps, it did not speed up the computation. We think it was due to the fact that
the total size of the generated precollapsed distribution was greater than the
sum of all the little steps of convolution and collapse with the distribution for
motifs of length 1. We have devoted some effort to make the convolution code
parallelize well.
Although the computation of a probability distribution is in itself a costly
task, we had to resort to use arbitrary precision arithmetic to be able to compute
pn for small e∗ in Equation 3.7, which added a significant overhead. Notice
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that we could not use the usual trick of working with the logarithms of the
probabilities because when collapsing a distribution we are adding probabilities,
not multiplying them (see Equation 3.6).
Additionally, we have produced a special function to generate all the multi-
sets of a given cardinality in a special order. This order guarantees a constant
time for computing the score and probability of a given multiset in function of
the score and probability of the previous multiset in the sequence, provided
the similarity score between two different symbols is zero. This function makes
sense when the size of the alphabet is big.
3.4.2 Sum of the products of all the subsets of fixed cardinality
Although the Equation 3.8 has an O(2n) cost, the implementation is extremely
parallelizable. It computes Ln for all n at the same time, and shares all the
computations leading to a node in the recursion tree with all the children of
this node. In practice, its execution time is smaller than the time needed to
compute the probability distributions.

4
Experimental results
In this chapter we present the experiments we have done. We have generated
the glyphs for different letters and converted them to sequences of drawing
symbols using the technique described in Section 2.2. Then we have computed
the distribution of probability (see Section 3.1.3) for different values of motif
length and number of sequences discarded. After that, we have extracted the
most significant clique for each motif length.
4.1 Distributions of probability
We have generated the sequences for glyphs coming from the type families
“Andika Basic,” “Calluna” and “Fontin Sans” for the letters {a, b, c, d}, totalling
12 sequences. Computing the probability distributions for this sequences for
patterns of length 1 to 10, discarding up to 4 sequences takes approximately
half an hour, and we have done this computation for three different sizes of the
fonts: 10, 20 and 30.
The conversion of images to sequences has an arbitrary parameter, the
resolution of the image. This parameter affects to what the drawing symbols
represent: as they are not a natural encoding for the image, we don’t know
which is the “right” unit we should use for the length of our move symbols.
Decreasing the resolution of an image makes motifs of a fixed length describe
a greater part of the image, increasing the effective length of the motif, at the
expense of a coarser description. As computing probability distributions is
extremely costly when the pattern length grows (in part due to our use of
arbitrary precision arithmetic), we can use the resolution of the image as a way
to explore longer motifs.
In Figure 4.1 we show the relation between the minus logarithm of the
significance of a pattern (for a single occurrence of a motif) and its score.
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Figure 4.1: Relation between − log(significance) of a motif and its score, for
12 glyph sequences (3 for each of {a, b, c, d}), discarding up to 4 sequences.
Size of the fonts vary from 30 to 10. Values computed for a single occurence
of a motif.
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4.2 Identification of modules
Once we have computed the probability distribution for different motif lengths
and number of sequences discarded, we want to see whether we find significant
modules for each of these combinations of parameters.
In the first experiment we have done, we have found highly significant
modules, but once we have inspected them we have found they are mainly M
symbols belonging to the leading, non drawing path from the top left bottom
of the image to the top left black pixel of the glyph. We had kept the leading
movements as a way to reconstruct the image from the sequence, but in order
to search for modules, we can think of this part of the path as not belonging to
the glyph.
Thus, we have had to recompute the probability distribution, as the prob-
abilities of the symbols (and also its scores, as they are computed from the
probabilities) change with the elimination of the leading symbols. There has
been an unsuspected consequence of this elimination: As the frequency of the
symbol M is quite lower now than the frequency of the other symbols, the scores
for each symbol are more different between them, which causes the computa-
tion of the probability distribution to last longer (for all the distributions for
patterns of length 1 to 14, discarding up to 4 sequences, it takes 224 minutes),
as there are fewer collapses. This has reduced the number of experiments that
we can afford to make.
Once solved this inconvenience, we have fixed the resolution of the image
to using glyphs of 10pt, and computed the value of the most significant clique
for each motif length. We have used the 10pt resolution as a way to increase
the effective motif length without having to resort to computing expensive
probability distributions. Thus, a pattern length of 10 symbols on a 10pt size
glyph would be roughly equivalent to a pattern length of 20 symbols on a 20pt
size glyph. Additionally, a rougher discretization eliminates the subtler motifs,
making easier to detect the surviving ones.
In Figure 4.2 we show the value of the best clique for each of the motif lengths
from 10 to 14. In Figure 4.3 we see that all the sequences corresponding to
glyphs for the letter “c” were discarded (in addition to an “a”). This is not casual:
the letter “c” is the one with only one connected component in its drawing path.
If we look carefully, we see that all the subsequences chosen contain M symbols,
i.e., they are the moving path from the outer part of the glyph to the inner path.
This is due to the fact that, with so few M symbols, its weight (according to using
the minus logarithm of the frequency as its weight) is so high that the M become
a center of attraction.
We will comment on this artifact in the conclusions, and especially in
Section 5.2.1.
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Figure 4.2: Value of the best clique in function of the length of the motif.
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Figure 4.3: Subsequences chosen in the best clique for motif length 14. At the
left is the letter corresponding to the sequence.
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Conclusion and future work
5.1 Conclusion
In this work we have presented a way to convert black and white images to
sequences of symbols describing them. We have also extended a previous
method for motif finding [27] to be able to deal with a variable number of
sequences, and identify all the significant modules fixing a significance value.
Finally, we have used this new technique to see that some glyphs in the latin
alphabet contain highly repetitive sections that could be called modules.
Regarding the conversion from images to sequences, we have realized that,
although the leading sequence of drawing symbols before the first D is needed
in order to reconstruct the image from the sequence, it is not characteristic of
any letter, and should not be taken into account when trying to find modules.
Our method is computationally quite expensive. This method is not intended
as a high throughput method for processing large amounts of data, but as an
initial exploratory method for unfamiliar problem domains.
Finally, regarding the study of the glyphs’ images, we have seen that there
are indeed modules present in these glyphs. Sadly, they are a result of an
unfortunate interaction between our encoding and the scheme we use to assign
weights. We don’t know whether using a different scoring scheme we would
obtain “real” modules or not.
5.2 Future work
5.2.1 Weights of the symbols
Which similarity weight to assign to each pair of symbols is an important
question that we have almost not touched in this work. In Biology there
are several substitution matrices (matrices encoding the similarity/distance
between each pair of amino acids or nucleotides) already computed, either using
evolutionary models [5] or computing the matrices from known aligned protein
blocks [14]. This works well in practice, as there has been a lot of fine tuning to
obtain values that work well in many situations.
We do not have these matrices available for our problem, and indeed they
will not be available for any new problem domain. In this work we have used a
fixed way to assign a weight to each drawing symbol in function of its frequency.
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Although it is a nice compromise that tends to work well, it is not always the
case, as it has been shown in this work. It would be interesting to explore the
whole parameter space for all possible weights. This would allow us to (possibly)
avoid the problems we found with the symbol M. This is exactly what parametric
alignment does.
Parametric alignment is defined by Gusfield, Balasubramanian, and Naor
[10] as “the problem of computing the valued alignment between two sequences
as a function of variable weights for matches, mismatches, spaces and gaps.”
They showed that for two sequences, and in certain special cases, the number of
regions in which the space is decomposed is polynomial, and this decomposition
can be found also in polynomial time.
Many variants of multiple sequence alignment are NP-hard [26, 16], in
particular they can be solved in time polynomial in the lengths of the sequences
and exponential in their number. Surprisingly, Fernández-Baca, Seppäläinen,
and Slutzki [7] proved that the number of regions in which the parameter
space is decomposed is still polynomial in the lengths and the number of
sequences. They developed an integer parametric framework that allows to solve
the parametric alignment for many of the multiple sequence alignment variants.
They showed that using a (fixed parameters) multiple sequence alignment as a
probe to discover the surface of an unknown convex polytope, they could solve
the parametric multiple sequence alignment using the algorithm from [6] with
a polynomial number of probes/multiple sequence alignments. Unfortunately,
each alignment would still require super-polynomial time to be solved.
As we have said before, the techniques developed in this work use non
polynomial time, and they are not designed as a tool to search for new modules
in huge amounts of data, but as tools to make initial surveys in new problem do-
mains. This would make reasonable the use of parametric sequence alignment
as a tool to explore different weights before applying the techniques presented
in this work. We devoted a good deal of time to investigate this approach, and
tried to use an implementation of parametric alignment available on the web.1
Unfortunately, this program needs an older version of some software that is no
longer available in current operative systems, and we did not succeed in using
it. We still plan to use parametric alignment in the future.
5.2.2 Other future work
We would like to experiment with different options for module selection, in
particular with non proportional weight in function of the number of sequences
used. We think this kind of selection could help us investigate possible emergent
properties in the domain of the sequences studied.
Additionally, there are some cliques that share many of its components. This
seems to suggest that they are indeed part of the same module. Usually this
is caused because there is more than one occurrence of the same motif in a
sequence. It would be useful to develop a technique to identify and merge all
the significant cliques than are part of the same module.
Although the modules found with the techniques developed in this work are
1http://www.biostat.wisc.edu/~cdewey/software.html
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optimal, they are specific to the studied sequences. It would be interesting to try
to “compress” a module to some portable (to other sequences) description, such
as a Position Specific Scoring Matrix [4]. This compression loses information,
but allows to search the motif in different sequences than the studied ones.
Finally, it would be interesting to make more experiments using different
combinations of resolution of the images and length of the motifs, in order to
see how the ratio between them relates to the number of significant modules
found, for different levels of significance.
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