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ABSTRACT

EXPORTS, IMPORTS AND TECHNOLOGY
IN THE U.S. INDUSTRY
OF MOTOR VEHICLES
AND EQUIPMENT

by

Wei Heng Chen
University of New Hampshire, May, 1994.

During the past two decades a system-wide approach to the analysis of multi
input, multi-output technology has been developed as the result of the application of
the duality theory to the production and the development of the flexible functional
forms. For empirical research, this system-wide approach has been widely applied to
both industrial and national level economic problems. The industry applications
usually work in the framework of a closed economy, failing to incorporate foreign
trade flows, whereas the national economy applications attempt to consider only the
primary factor inputs although foreign trade flows have been incorporated.
In this thesis the system-wide approach is applied to the U.S. automobile
industry, avoiding the above mentioned limitations by the incorporation of both
foreign trade flows and disaggregated factor inputs. A restricted profit function is
defined to represent the technology of the U.S. automobile industry. In the output

xii
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and variable input side, domestic sales, exports, imports and used automobiles are
included; in the input side, labor, capital, materials, energy and business services are
considered. By proper estimation of the model, the technology of the U.S.
automobile production is comprehensively characterized. The substitutability
relationships between the inputs and the outputs, between exports and imports, and
between the foreign trade flows and the domestic factor inputs are all empirically
revealed.
With heavy competition in both the domestic and international automobile
markets, a comprehensive technological characterization of the automobile industry
should consider the foreign sector as an integral part of the domestic industrial
production. This thesis makes the first attempt to realize this combination and the
empirical results are unique to the studies of the same line.
The major conclusions of this study can be summarized as follows. Firstly,
the technology of the U.S. automobile production is certainly not separable between
outputs and variable inputs on one hand and fixed factor inputs on the other hand.
Secondly, the disembodied technological progress of the U.S. automobile production
is apparently nonneutral. Thirdly, the various substitutability relationships found in
this study demonstrate that the output for domestic sales is relatively business service
intensive, while the output for exports is capital intensive. Lastly, an important
policy implication derived from this thesis is that the import demand can effectively
be curbed by using tariffs or some other protective trade policies due to the large
absolute numerical value of the own-price elasticity of imports.

X III
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CHAPTER I

INTRODUCTION

Empirical studies of producers behavior based on the neoclassical optimum
behavioral assumptions have made substantial progress over the last two decades.
The advance is associated with the fact that applied researchers are now capable of
using a systematic approach to estimate systems of equations, expressing output
supply and input demand functions, with relative ease. Such estimates are able to
empirically characterize technological structures of production without making a
priori restrictions. The availability of the system-wide approach was the result of
applying of duality theory to economic analysis and of the concomitant development
of flexible functional forms. In addition to the traditional production function as the
direct representation of technology, the application of duality to the production theory
has made it possible to substitute other economic behavioral functions, such as a cost
function or a profit function. The development of flexible functional forms has
allowed investigation of complex technological structures of multi-input and multi
output combinations.1 In empirical applications of production theory, explicit
estimation of a system of equations for supply and demand, and the characterization
of technology, are the two general concerns which are highly correlated. They are

'Empirical analysis on consumers behavior has made similar progress based on both the application of
the duality theory and the development of flexible functional forms.
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frequently addressed together in the same research. System equations are derived
directly from some function that serves as the representation of a particular
technology. The derivation process enables them to carry all the characteristic
‘genes’ of the technology to be investigated. On the other hand, input-output
relationships are essential characteristics of the technology, but they also technically
predetermine the demand for and supply of inputs and outputs of the production.
The system-wide approach has been widely applied to several industries.
Overall technology, as well as supply and demand functions, have been estimated at
both the industrial and national levels, and for both the domestic sector and the
foreign sector of production. In general, studies that have focused on industries
usually have concentrated on estimating the structure of technology of the domestic
production with rather disaggregated input-output combinations. On the other hand,
in the studies on the national economy the interest usually has been given to the
explicit estimation of aggregated functions of foreign trade flows together with
demand for primary factors of production. In both cases, therefore, the focus of
analysis resulted in limitations. For those ignoring the foreign trade sector, the
characterization of technological structure could have been biased, especially if the
industry is heavily involved in foreign trade. For those that confined consideration of
foreign trade relations to the primary factors of production only, the estimation would
have been strongly dependent upon the existence of domestic real value added
functions.
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The objective of this study is to fill those gaps and to extend the previous work
using the system-wide approach in two directions. First, the technological estimation
at the industry level will be extended to include the foreign trade sector, so that
industrial export supply and import demand functions will be explicitly expressed as
an integral part of a system of supply and demand functions for the industry.
Secondly, the model will incorporate business services, raw materials and energy as
additional non-primary factors of production to the usual primary inputs: labor and
capital. By so doing, it is hoped that the empirical results will further understanding
of the behavior, at a rather disaggregated level, of international trade flows and the
relation of foreign trade to production. Also, it is hoped that new technological
relationships will be revealed not only between domestic inputs and outputs, but also
between industrial exports and imports on one hand and both the primary and nonprimary inputs on the other.
The industry chosen for this investigation is the U.S. Motor Vehicles and
Equipment Industry, a 3-digit Standard Industry Classification (SIC) industry with the
industrial code number 371. In addition to increasing concerns with the operation,
transformation, and prospects of the U.S. automobile industry, the selection is also
based on two fundamental economic characteristics of the industry. The first is its
important role in the whole U.S. economy: the average annual value of production of
the industry has been approximately ten percent of the total manufacturing sector and
four percent of the national gross domestic products (GDP). The second is its heavy
involvement of the industry in international trade: during 1980s, auto industry exports
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and imports accounted for more than ten and thirty percent, respectively, of its total
production, which were much higher than the national average ratio of foreign trade
to GDP.
The organization of the thesis is formatted as follows: Chapter II outlines the
theoretical and methodological background of the study. The rationale for the
empirical model is production theory and its integration with international theory.
From a methodological point of view, however, the feasibility of the system approach
is attributed more directly to the application of duality and to the development of
flexible functional forms than to the "pure" economic theory itself. Therefore,
Chapter n will serve as a description of how the application of this approach is made
possible for describing the automobile industry.
Chapter IE surveys previous empirical applications of the system approach.
An excellent similar survey on this subject has been made by Jorgenson (1986).
Another survey made by Bemdt (1991) was, however, oriented more to econometric
methodology than to the applications per se. To avoid unnecessary repetition,
Chapter Hi’s survey employs a different organization of past research. Instead of
classifying the studies in terms of the number of or the kind of inputs and outputs
included, or in terms of the type of behavioral functions used as the representation of
the technology, this survey groups the previous applications in terms of the degree of
aggregation of the economy being analyzed, namely the industrial sector versus the
national economy.
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Chapter IV takes a historical look at the empirical studies on the U.S.
automobile industry. Early empirical analyses tended to be satisfied by estimating
consumer’s demand for motor vehicles and by simply treating automobiles as one of
the consumer durable goods. Later studies began to touch the automobile industry
from the perspective of production theory, but the analysis was taken under the a
priori assumption of oligopolistic behavior in the industry. Recently the technology
of the U.S. automobile industry has been characterized empirically using the new
system-wide approach. The studies of Friedlaender et al. (1983) and Fuss and
Waverman (1990, 1992) represent this achievement. The approach that this study
will use, however, is different in two aspects from those two system-wide research
projects. First, this study treats foreign trade as an integral part of the technology
rather than just ignoring the importance of exports and imports for the industry.
Secondly, instead of using productive units, i.e., the companies, as the basis for
industrial technology, this study chooses the nature of commodities, the whole sector,
as the basis for the analysis of the aggregate technology.
Chapter V develops the model for the U.S. automobile industry. By making
some standard assumptions, a restricted profit function is chosen to represent the
technology of the industry. A system of output supply equations and input demand
equations are derived explicitly from that restricted profit function. Two alternative
specifications of the model are also elaborated according to the treatment of labor
input in the industry.
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Chapter VI deals with the empirical implementation procedures for the model
developed in the previous chapter. Issues such as selection of the functional form,
testing hypotheses, estimation technique, and data sources are all covered in this
chapter.
Chapter VII presents the analysis of the empirical results. It consists mainly
of two parts: reporting of the econometric estimates, and statistical analysis of the
estimates.
In Chapter v m the empirical results of alternative models are analysed and the
selection of the "best" model is made. Interpretation of the findings is discussed with
their implications for the future of the industry.
Chapter IX serves as a summary and conclusion of the study. It also presents
the possible future developments in this area of research, as implied by the findings
and limitations of this study.
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CHAPTER H

THEORETICAL AND METHODOLOGICAL BACKGROUND

This chapter tries to give some background description of the formation of the
systems approach which we will used in this study for the U.S. automobile industry.
As we have noted, nowadays the systems approach has been widely applied to the
production theory. For many empirical studies of the same line, it is almost taken for
granted to define an economic behavioral function, such as a cost or profit function
from which a system of demand or supply functions is to be derived, as the
representation of some technology. The parametric estimation is then implemented by
choosing some well developed functional form which is usually flexible enough in
parameters to approximate rather complicated technology. However, before doing so,
it might be necessary to note that the availability of this systems approach is due to
the application of duality theory to the economic analysis and to the development of
the flexible functional forms. Both duality analysis and functional forms research
belong to the area of mathematical economics and certainly are beyond the scope of
this study. Since both of them have provided a basis for the use of the systems
approach, however, an outline might be given to see how both of them have jointly
made feasible the approach this study is using.
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The chapter is divided into two parts. The first part outlines the necessary
condition for the use of the systems approach resulting from the application of duality
theory. The second part briefs the sufficient condition which is fulfilled by
developments in flexible functional forms.

1. Necessary Condition - Duality Application

According to the neoclassical production theory, profit-maximizing productive
agents make decisions upon optimum output and input mix subject to two sets of
constraints; the constraints of market structure and the constraints of technology.1
Under the circumstances where market conditions are given, the only major restriction
producers face in making their production plans is the technology. This implies that
economic studies need to know something about the technology, to know how the
technology imposes constraints upon economic behavioral decisions of demand for
inputs and supply of outputs.
The imposition of technological constraints is usually manifested by the
characteristics of the technology. Following Fuss, McFadden and Mundlak (1978),
the technological characteristics which many production studies are concerned with
might be divided into five main aspects: 1) relative inputs shares in the value of
output, 2) returns to scale conditions, 3) degree of substitutability among inputs and
outputs involved in production, 4) separable possibilities among inputs and outputs

'See Vanan (1984).
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and, 5) technological progress through time. Traditionally, empirical characterization
of the technology by parametric estimation is to define a production function as the
representation of the technology. The focus is on some or all of the five aspects of
the technology depending on the objectives of the research.
We assume in this section that there are no restrictions from the availability of
appropriate parametric functional forms which can be chosen to represent the
production function in the process of econometric estimation. Under this assumption,
we might be able to say that, generally speaking, all the five aspects of the
technological characteristics mentioned above can be correctly estimated by utilizing
the production function. In what follows, we take a very brief look at each of these
five aspects introducing a production function of a single-output and "solution-existing
form" as follows:

y = /(* ),

M

where y is output and x is an n-dimensional vector of nonnegative inputs.2
Assuming that the production function is everywhere twice-continuously
differentiable, it is known that the first order condition of the production function
gives rise to the marginal rate of technical substitution (MRTS) between any pair of
inputs, expressed as the ratio of marginal products of that pair of inputs. Meanwhile
the necessary condition for producers equilibrium requires that the price ratio of

•The basic topological properties of the production function are not discussed here. This discussion
can be found in Chambers (1988).
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inputs equal the MRTS of the corresponding pair of inputs. This equality can be
written as:

w, = df(x)iaxi
Wj

df(x)ldxj

’

where w; is the price of the ith input. However, it is (2.2) that reflects the first
aspect of the technological properties interesting to the production studies, that is, the
relative input shares of production.3
The second aspect of the characteristics can be displayed by the production
function in a rather straight forward way. The technology exhibits constant returns to
scale when the production function satisfies the following:
/(A x) = X /(x),

(2-3)

where X > 0 is a scalar. Similarly, exhibition of increasing (decreasing) returns
requires that f(Xx) > Xf(x) {f(Xx) -< Xf(x)} for all X > 1. An alternative expression
for the returns to scale is the elasticity of scale:

3Before the emergence of flexible functional forms, the functional form that could explicitly express
relative input shares through first order conditions was the Cobb-Douglas production function. Since
Cobb-Douglas production function was the first most popularly used functional form, it might be the
reason that the relative input shares became the first aspect of technological characteristics concerned in
production studies.
In general form, Cobb-Douglas production function can be written as
/(x ) =

x “'

a t >0,

i = 1 , 2 , .........,n .

U-l
The partial derivative of f(x) with respect to x; gives rise to the marginal product of Xj, expressed as
0 fjf(x)/Xj, which, under the assumptions of profit maximization and competitive input markets, equals to
w/p, the real price of Xj, where p is the price of output. Solve for oq we attain
w «x,.
cc,

=

’* p f ( x ) ’
which is the explicit expression of .the relative value share of input Xj.
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t . M

S ,
ainX

(2.4)

where e = 1 corresponds to constant returns, and e > 1 (e -< 1) means increasing
(decreasing) returns to scale.
To characterize the degree of substitutability between inputs through the
single-output production function, what can be employed for the case of two inputs is
Hicks’ (1963) definition of elasticity of substitution, which can be written as:

fJfi

_
o =

<W ) v*i

a5)
*

where a stands for the elasticity of substitution, and f, is the partial derivative of f(x)
with respect to Xj. For cases where there are more than two factor inputs, the most
popularly used measure of substitutability is Allen partial elasticity of substitution,4

xiXj

F

C-6)

where F is the determinant of the bordered Hessian of the production function and Fg
is the cofactor associated with f^, the element of the bordered Hessian.
As to the aspect of separability and, in what follows, the aspect of
technological progress, the exhibition is slightly different. Unlike the above three
aspects of the technological characteristics which can be characterized by making use
of the first-order and/or second-order conditions of the production function directly,

4Mundlak (1968) proved that Allen partial elasticity of substitution (AES) is in fact not the
generalization of Hicks’ original definition of the elasticity of substitution, because AES is only a oneinput, one-price elasticity of substitution. The true generalization of Hicks’ definition is McFadden’s
(1963) shadow elasticity of substitution.
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separability characterization requires making certain assumptions upon the structure of
the production function and involves using the technique of hypothesis testing.
Broadly speaking, separability means that if any two inputs are separable from a third
input, then changes in the third input would have no effect upon the marginal rate of
technical substitution between the first two inputs, that is:
dCMKTSjpidxk = 0 ,

i j * k.

(2.7)

This approach is based on Chambers’ (1988) definition of separability. However,
there are several distinct types of separability and alternative expressions to (2.7) in
terms of elasticities of substitution. It is impractical to give a comprehensive
description of them here. It is relevant to note that when the hypothesis of separable
technology is maintained, the structure of the production function will have to take
either nested or additive form, including the multiplicative form as it can always be
easily transformed to the log-linear form, corresponding to the certain partition in
inputs and depending on which type of separability is assumed.
However, whether the separability in any partition exists is not confirmable
until the alternative hypothesis of joint production is tested. Both Goldman and
Uzawa (1964) and Bemdt and Christensen (1973a) have had major contributions to
the topic of separability.
The last aspect of technological characterization through the production
function is concerned with technological progress. There are two concepts of
technical change: embodied technical change and disembodied technical change. The
former usually refers to substantial heterogeneous treatment of certain inputs,
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typically the capital, through the passage of time. In empirical applications, studies
on the embodied technological change are often restrained by nothing but
unavailability of vintage data, so investigations are often confined to the disembodied
technological progress.
Like the issue of separability, technological change can be discussed at great
length. At this place we only mention two similar ways of incorporating the
disembodied technical change by the production function. The first one is simply by
treating time as a fixed factor of production additional to the regular inputs in the
production function, a typical so called manna-from-haven approach, and thus
Equation (2.1) can be written as:
y =f ( x ; r),

(2-8)

where t stands for the time element. The rate of technical change can be attained
simply by differentiating Equation (2.8) with respect to time t. If t is separable from
all the other factor inputs so that MRTS of any pair of inputs is independent of
changes in t, then the technical change is called (Hicks) neutral technical change, the
concept initiated by Hicks (1963) for the two-input case. Correspondingly Equation
(2.8) should be written as:
y =/(<i>(x), t).

(2-9)

The second type of disembodied technical change is called factor-augmenting technical
change and uses the concept of efficiency units.5 It is assumed that the actual

sSee Allen (1968, pp.236-254).

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

required production inputs are expressed in terms of efficiency units. Efficiency units
are, however, intangible. They are incarnated in the actual units of inputs. Initially
the actual units of inputs employed may have the same efficiency units required, but
through the passage of time the same actual units of inputs can contain more
efficiency units than those required initially. In this sense inputs are augmenting. To
express factor-augmenting technical change in the production function, one simply
needs to substitute inputs measured in efficiency units, denoted by * , for inputs
measured in actual units, where * is itself some function of the inputs in actual units
and the time, that is, xt = ^ (x ;, t). Correspondingly, the production function
becomes:
y = m x ;i)).

(2-10)

However, the so called factor-augmenting technical change is actually the change in
the quality of inputs through time. In order to avoid confusion from embodied
technical change, such quality change is quantified by the use of the name "efficiency
units".
The attempt to have given the above outline is to show that in general the
production function is able, under the assumption of no restrictions from functional
forms, to display those five main aspects of technological characteristics that impose
constraints to optimum decisions in the short run or in the long run, in one way or
another. But this does not mean that the production function is thus a good
representation of the technology satisfying to economists. On the contrary,
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economists’ attitude towards the production function might be described as
ambivalent. As a representation of the technology, the production function is self
contradictory. On the one hand, the production function conveys only a pure
technical relationship between inputs and output(s), on the other hand, however, the
variables that make up the function, that is, the inputs and output(s), are making sense
only within the category of economics. Economics, as we understand, is a behavioral
science, which is mainly concerned with various behavioral relations. Technological
relations "are interesting to economists only insofar as they impinge upon the
behavior of economic agents”. (Chambers, 1988, p.7).
In empirical practice, what makes up a more important unsatisfactory element
in using the production function is the fact that it is difficult to derive explicit
functions of demand for inputs and supply of outputs from the production function.
As we have noted, the first-order conditions only give rise to MRTS between a pair
of inputs, that at best indicate demand relations of inputs only implicitly. In addition,
when the consideration is given to multi-output, multi-input technology, (in the above,
examples were only referred to single-output case), the impotency of the production
function with regard to generating explicit demand or supply equations is even worse.
Explicit expression of demand and supply functions seems to be important, especially
for empirical studies, because whatever are the effects imposed by technological
constraints upon production decisions, and whatever are the contents of production
plans, they will ultimately manifest themselves through the behavior of producers’
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demand for inputs and supply of outputs. Explicit expressions of demand and supply
equations are the final level of summarization of producers behavior.
Demand and supply equations are typical behavioral functions. They can be
formulated without being based on any representations of the technology but possibly
on ad hoc assumptions. Equations derived from the ad hoc approach, however,
would leave big doubts that they convey true behavioral information of producers,
because such assumptions do not bear traces of technological constraints. On the
other hand, it is normal that the demand and supply functions are not directly
attainable from a production function, because one would not expect that a pure
technical relationship could generate some behavioral relationship. It was the search
for the demand and supply equations which not only could be expressed explicitly but
also convey all the information of the underlying technology that opened the door to
the application of duality analysis and helped it find a place in the theory of
production.
A technical function, such as the production function, may not be able to
generate behavioral relations directly, but it may have some dual relations with
behavioral functions, such as a cost or a profit function. The search for and proof of
the existence of such relations was just what the duality analysis accomplished. Once
the duality relationship has been proved, a dual function would be able to represent
the same thing that the primal function represented. According to Diewert (1973,
1974b), the duality between a production function and a cost or profit function can
generally be summarized as follows: given a production function which satisfies a
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certain set of regularity conditions, a cost or profit function can be defined which
satisfies another set of regularity conditions; on the other hand, assuming that the
latter cost or profit function is given, a production function can in turn be defined
which is identical to the original production function with which the cost or profit
function has been defined, for it satisfies exactly the same set of regularity conditions
as the original production function has satisfied.6
The cost or profit functions are independent of the application of duality
analysis. In other words, they themselves are not the results of duality theory but the
results of optimization behavior. However, the objective consequence of the
application of duality is not simply the provision of some alternative specification of
the technology, but is the provision to the field of empirical research of the legitimacy
of specifying economic behavioral functions as the representation of the technology
which was only represented by the production function before. The legitimacy is
based on the fact that no information about the technology, which is usually in terms
of technological characteristics, would ever be lost when the dual representation is
specified.
In the literature of production theory there are many studies on alternative dual
relations between technical functions and behavioral functions.7 There are also

*The above concept directly follows Diewert (1973), which gave an alternative proof of the duality
between the production possibility set, the transformation function and the restricted profit function
initiated by Gorman (1968) and McFadden (1978). Gorman (1976) provided a more concise and
practical definition of duality: "Duality is about the choice of the independent variables in terms of
which one defines a theory".
7See Historical Notes (1.0, 3.0) in Diewert (1974b) and Historical Note in Jorgenson and Lau
(1973) for summary. In addition, dual relations between two behavioral functions can also be included
in the application of duality theory. For instance, Chambers (1988) provided duality between the cost
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several distinct approaches of duality analysis.8 In general, however, there are two
dual relations: the dual relations between production functions and cost functions, and
the dual relation between production (transformations, for multi-output) functions and
restricted profit functions, all other dual relations can be reduced as special cases of
these two relations. In fact, even the cost function can be viewed as a special case of
the restricted profit function, as shown by McFadden (1978a).9
Many well-known economists have made contributions to the application of
duality theory. But generally the duality between production and unit cost functions
was due to Shephard (1953, 1970) and Uzawa (1962, 1964), while the duality
between production and restricted profit functions was accomplished by McFadden

function and the profit function by using the conjugate theory.
8Also see Historical Note in Jorgenson and Lau (1973). For instance: Shephard (1953) proved
duality between production and cost functions based on distance functions, Gorman (1968) proved
duality between production functions and restricted profit functions by using the concept of polar cones,
McFadden (1978) provided the same duality as did Gorman (1968) but based on gauge functions, and
Jorgenson and Lau (1973, 1974) provided duality between productions functions and normalized profit
functions by using conjugate theory.
’Generally the cost-minimizing total cost function can be defined as:

C(y; w) = m in^w 'x: x e V ( y ) , w » 0 } ,
where y is output (Scalar for single-output technology and m-dimensional vector for multi-output), w is
an n-dimensional vector of input prices, x is the corresponding vector of inputs and V(y) is the input
requirement set. For the cost function, input prices are assumed exogenous to producers. At this place
we are not discussing the conditions of the input requirement set, V(y), under which C(-) is defined,
and the regularity conditions that C(-) should satisfy, since they are beyond the scope of this study.
The detailed discussion of these conditions can be seen in Shephard (1970), McFadden (1978a),
Diewert (1971), and Chambers (1988).
As for the restricted profit function, it can be written as:

iz(p; x) = maxy {p'y: ( x , y ) e T , p > 0 )
where y is an m-dimensional vector of outputs or variable inputs, p is the corresponding price vector, x
is an n-dimensional quantity vector of fixed inputs or outputs, and T is the production possibility set.
The conditions on T and the regularity conditions of t(-) will be discussed in Chapter V when the
restricted profit function is employed to represent the technology of the U.S. automobile industry.
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(1978a), Gorman (1968) and Diewert (1973). Hotelling (1932) was considered as the
first to have introduced the duality theory to economic analysis, while Samuelson
(1953-54) was the first to have given the concept of a restricted profit function in a
macroeconomic framework, and Diewert (1974b, 1982) was the first to have given
comprehensive surveys on the applications of the duality analysis.
The application of duality analysis did not merely provide the legitimacy for
dual specification of the technology. It was only part of the result. More
importantly, the application of duality has achieved two objectives and thus has
resulted in the system approach for empirical studies of the production theory. First,
the derivation of explicit demand and supply functions from the representation of the
technology has been made possible. Second, empirical characterization o f the
technology by using behavioral functions could be accomplished as well as or even
better than by using the production function. These are largely equivalent to what
Diewert (1974b) has called the two principal applications of the duality theory:
derivation of systems of demand equations, and derivation of "comparative statics"
theorems.
The first achievement resulted from two well-known lemmas: Shephard’s
lemma and Hotelling’s lemma. Shephard’s lemma says that the demand function for
the ith input is just equal to the partial derivative of a well defined cost function with
respect to the price of the ith input, whereas Hotelling’s lemma tells that the supply
function of the jth output is just equal to the partial derivative of a well defined
(restricted) profit function with respect to the price of the jth output. In addition,
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both Samuelson (1953-54) and Gorman (1968) extended the Hotelling’s lemma by
showing that under the condition of equilibrium the partial derivative of the restricted
profit function with respect to k-th quantity of a fixed domestic factor input gives rise
to an inverse demand equation for that input which is fixed in the short run.
Therefore, as long as the cost or the profit function is differentiable with respect to its
exogenous variables, the systems of explicit demand or supply equations can be
attained simply by proper differentiation of the objective function.
The second accomplishment, the manifestation by the cost or profit function of
the five main aspects of technological characteristics mentioned above, is attributed to
many economists. For instance, Hanoch (1975) has provided a way to characterize
the scale economy, in terms of elasticity of scale, by the (single-output) cost function,
whereas Panzar and Willig (1977) has extend such characterization to the case of
using a multi-output cost function. With regard to the aspect of degree of
substitutability, Uzawa (1962) has shown that Allen partial elasticities of substitution
can equivalently oe expressed by using partial derivatives of the cost function, while
Diewert (1974b) has provided similar measures of substitution not only between
inputs but also between outputs, and between the outputs and the inputs, expressed in
terms of partial derivatives of the restricted profit function.
As for the aspect of separability, since it is important with respect to testing
the structure of the technology, the assumed structure of the production function
directly assumes the structure of the cost or the profit function. This implies that the
ability of behavioral functions to accommodate tests on the structure of the technology
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is decided by nothing but the duality proof itself. For multi-input, multi-output
technology, however, there is a special separability test in the partition between inputs
and outputs. Hall (1973) has developed the functional structure for this kind of
separability in terms of the cost function, while Woodland (1978) has extended it to
the restricted profit function.
The dual incorporation of technological progress seems to be straightforward,
either in the version of time input or in the version of input augmentation. Finally,
we note that the first-order condition no longer gives rise to the marginal rate of
technical substitution (MRTS) when the cost or the profit function is specified as the
representation of the technology. In replacement, when the dual specification of the
technology is applied, the first-order condition gives rise to a system of equations of
demand for inputs and/or supply of outputs, which bears much more explicit
information about producers behavior than did the MRTS. In this respect the dual
approach is made superior to the primal approach in which the production function
was the sole representation of the technology.
In summary, the application of the duality theory is the necessary condition for
the use of the systems approach. The application of the systems approach to the
production theory is generally concerned with two highly interrelated issues:
characterization of the technology of production and an explicit expression for and
estimation of demand and supply functions. However, the capability of dealing with
these two issues together is directly provided by the application of the duality
analysis. In addition, it is the duality application that furnishes the legitimacy for the
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dual specification of the technology which is the starting point of the systems
approach.

2. Sufficient Condition - Flexible Functional Forms

In the above discussion we assumed that empirical characterization of the
technology met no restrictions stemming from the availability of appropriate
functional forms. This was a strong assumption and in fact functional forms placed
great restrictions on both primal and dual specifications of the technology. Although
the dual specification could be used legitimately due to the duality application, and
explicit demand and supply equations could be derived easily from the objective
function through differentiation due to the two famous lemmas, the systems approach
still could not be well implemented without the development of flexible functional
forms.
A common start is the Cobb-Douglas functional form developed as a
production function by Cobb and Douglas (1928), the general form of which can be
written as

f{x ) = Tlx!1

i-i

(2-ID

This might be due to the fact that in parametric estimation of the technology, it was
the first most popularly used functional form. Although, as we noted in the last
section, the Cobb-Douglas production function is capable of expressing explicitly
relative input shares, it exerts strong constraints with respect to characterizing other
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aspects of the technology, especially upon the aspects of the degree of substitutability
among inputs and of the separability structure of the technology. A well-known fact
with regard to the Cobb-Douglas production function is that elasticities of substitution
among all inputs are equal to unity. In addition, when the technology is specified as
a Cobb-Douglas type, the separability structure among inputs is not testable, because
the function takes the form of multiplication in inputs, which imposes a priori the
restriction of separability in the partition of each input involved. This means that
whether the primal or dual specification of the technology is employed, at least two
aspects of the technological characteristics are assumed beforehand rather than
obtained through proper estimation. This in turn means that the Cobb-Douglas form
is far from flexible, because the restrictions it imposes are not trivial for empirical
production studies.
However, comparing other functional forms that were contemporaneously
available with the Cobb-Douglas type, the latter might be the relatively most flexible
form available at the time. This might be a main reason why the Cobb-Douglas form
was popular among its contemporaries in the area of empirical studies. For example,
linear functions and Leontief type functions which are written as

fix ) = E <*.*,,
i-i
and
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, a Hxn},

(2.13)

respectively, are two functional forms available but would impose more restrictions
than the Cobb-Douglas form. If the technology is specified as linear in all the inputs,
it implies perfect substitution between any two inputs and that means that production
can always end up with using only a single factor input. If the technology is specified
as a Leontief type, however, it implies zero substitution between any inputs, and that
is the other end of the extreme restriction about the substitutability among inputs.
Moreover, if the dual specification is adopted by using a cost function, as did by
Nerlove (1963), then a system of input demand equations could at least be derived
explicitly by using the Shephard’s lemma when that cost function is defined in a
Cobb-Douglas type. This is not attainable when either a linear or a Leontief
functional form is specified because in each case one could provide some derived
input demand which is, however, totally independent of input prices.
The first generalization of the Cobb-Douglas function, also the most popular
form thereafter, was the constant elasticity of substitution (CES) production function
developed by Arrow, Chenery and Solow (1961).10 The general form of the CES
production functions can be written as:

,0Bemdt (1991) has noted that from historical point of view, neither Cobb and Douglas (1928)
could claim to be the discoverer of the Cobb-Douglas function nor could Arrow et al. (1961) of the
CES function. The former was first used in 1896 by K. Wicksell while the latter was first employed in
1936 by A. Bergson.
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The generalization of the CES function over the Cobb-Douglas function is usually
considered as its relaxation of the restriction of unitary elasticity of substitution.
However, this advance was not substantial, since as shown by McFadden (1963) and
Uzawa (1962) elasticities of substitution generated from the CES technology must be
the same among all inputs involved, even though they are not necessarily unity. This
was still a stringent a priori restriction upon the technology. As to the aspect of
nontestable presupposition of separability of the technology in the partition of each
input, the CES functional form has not provided any improvements. On the other
hand, the CES function is not linear in parameters, nor could it be linearized through
logarithmic transformation. This might not yet be a kind of degeneration but at least
produces more, rather than less, difficulty in parametric estimation.
Further generalization of functional form was marked by the development of
flexible functional forms, in which Taylor series expansions began to be utilized in
formulating algebraic functional forms. The concept of flexible functional forms was
initially due to Diewert (1973, 1974b). In a narrow sense, the concept of flexible
functional forms might mainly mean that some functional forms have enough
independent parameters so as to be able to provide second-order approximations to
any arbitrary function. In a broad sense, however, it contains the whole meaning of
appropriate functional forms from both econometric and economic points of view.
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According to Diewert (1986), a desirable functional form for the purpose of
empirical studies should satisfy four conditions: linearity, flexibility, parsimony, and
consistency. Linearity requires that the functional form be linear in parameters, so
that linear regression techniques can readily be applied to the estimation of unknown
parameters. Flexibility demands that the functional form has enough free parameters
to provide second-order approximations to an arbitrary twice continuously
differentiable function which is the representation of the technology to be investigated
Specifically, to provide second-order approximations to an n-independent-variable
function, the functional form needs to have 1/i(n + l)(n + 2 ) independent parameters to
be considered flexible enough. This is because, to characterize all the major aspects
of the technology by either a primal or a dual specification, not only a function but
also the first- and second-order derivatives of that function are needed, and that
altogether contains % (n + l)(n + 2 ) distinct effects. The function value that tells the
level of a production, a cost, or a profit includes n marginal products or derived
demand or supply correspondences that are the results of the first-order conditions,
and % n (n + 1) terms from the second-order conditions (after deducting Vin(n-l)
symmetric terms) that are important for calculation of substitution elasticities. In
order to depict all these l+ n + V in fn + l) = V£(n+l)(n+2) separate effects without
imposing a priori restrictions on any of them the number of independent parameters
of the functional form must at least be equal to the number of the effects to be
measured. For functional forms that are linear in parameters to have this many free
parameters, they usually have to take the form of nonlinear in independent variables
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and thus allow quadratic and interactive terms in the independent variables in addition
to the usual linear terms.
The condition of parsimony requires the functional form to have a minimal
number of free parameters to keep the property of flexibility. This means that to
fulfil the parsimonious condition, a functional form should have no more than
V i(n+l)(n+2) independent parameters. Parsimony is largely concerned with some
practical problems that may be come across in empirical estimation, such as the
problem of multicolinearity or the problem of degrees of freedom.
The condition of consistency refers to economic meaningfulness. It requires
that the functional form be consistent with appropriate theoretical properties that the
specification of the technology, primal or dual, must satisfy. For a function, this
refers to regularity conditions such as monotonicity conditions and curvature
conditions. For instance, a production function is usually supposed to be
monotonically increasing in input quantities and quasi-concave in those inputs, while a
cost function is supposed to be monotonically nondecreasing in input prices and
concave in those prices. This means that the first-order conditions for the production
function and the cost function should be positive and nonnegative, respectively, while
the second-order conditions, usually expressed by Hessian matrices should be negative
semidefinite for both of them. All these conditions have, and are indicated by,
theoretical meanings: positive marginal productivity, diminishing marginal rate of
technical substitution, nonnegative input demands, and non-positive response of
normal input demand to own-price increases. For a functional form, however, the
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condition of consistency is concerned with the range of value the parameters are
allowed to take in order to keep the approximations of the function, its gradient, and
Hessian consistent theoretically.
When theoretical consistency is concerned one thing might be noted here, that
is, the global versus local theoretical consistency. Lau (1986) has discussed the
relationship among the condition of consistency, the flexibility, and the applicable
domain of independent variables ever which the functional form satisfies all
requirements for theoretical consistency. He has shown that, under any
circumstances, consistency condition will impose some restrictions upon the
parameters of the functional form, and when restrictions are too stringent the
flexibility will be destroyed, since inflexible forms are the ones that have certain
parameters restricted to take the value of zero. However, both theoretical consistency
and flexibility are important for desirable functional forms. Therefore, the only way
to make the restrictions less stringent while still keeping the functional form
theoretically consistent is to narrow the domain of applicability of independent
variables. This implies that for flexible functional forms global consistency might not
necessarily be required as long as local theoretical consistency is provided.
The first functional form introduced into the economic literature as the flexible
form was the generalized Leontief functional form by Diewert (1971). The next one
was the well-known transcendental logarithmic (translog) functional form introduced
by Christensen, Jorgenson and Lau (1971), which we will use for our model of the
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U.S. automobile industry. In general terms, these two forms can be written as
follows, respectively:
i

i i
(2.15)

and

Infc(z) = P0 + £ f l ,ln z , + — £ £ p^hiZjlnzy.

(2.17)

Both of them can be viewed as approximations of a second-order Taylor series
expansion, the first one around the square root and the second around the logarithm.
Both of them are linear in parameters, flexible as each of them have V£(n+l)(n+2)
free parameters, parsimonious as neither of them has redundant parameters, and
locally theoretically consistent over quite a large domain of independent variables as
proved by Lau (1986). What is interesting is the fact that while the use of flexible
functional forms expanded, the latter remains the most appreciated functional form in
empirical production and consumer studies.11
Looking back at the Cobb-Douglas and CES functional forms with the outlined
idea about conditions for flexible functional forms, it is apparent that neither of them
is the flexible form required to represent the specification of the technology. With
only n + 1 and n + 2 free parameters, respectively, neither of them can depict
V i(n+l)(n+2) distinct effects without imposing restrictions across effects, and the

"Currently there are numerous flexible functional forms available for empirical studies. In addition
to forms that are a result of Taylor series approximations, there are also Laurent series approximations
developed by W.A. Barnett in a series of studies, and Fourier series approximations introduced by
A.R. Gallant (1981).
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consequence is unitary or constant substitution elasticities as well as the assumption of
separation among each and every factor input. Therefore, if the purpose of the study
is to get a rather comprehensive characterization of the technology, neither of them is
optimal.
Except for the condition of desirability, there is another factor that makes the
Cobb-Douglas and the CES functional forms differ from most of the so called flexible
functional forms. The factor is with regard to the way the functional forms are
formulated.
Lau (1986) has noted that both the Cobb-Douglas and the CES functional
forms were discovered through a process of induction from empirical data rather than,
as most of the flexible forms were, from a priori reasoning and utilizing the theory of
Taylor or some other series approximations. This makes some conceptual difference.
Both the Cobb-Douglas and the CES forms were first found as the production
functions. The way they were discovered has made them destined to be the functions
rather than the functional forms. In other words, whenever they were mentioned the
intuition tended to have them linked to the production functions instead of to the kind
of functional forms. For those flexible forms, however, they have been bom as
functional forms that can be used to represent any functions, technical or behavioral.
Consequently, this is another reason why the dual approach of production studies had
not come into fashion until the development of the flexible functional forms. Before
the availability of the "professional" flexible forms, cost minimization or profit
maximization issues were addressed more often than not by constructing a Lagrangian
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function using the Cobb-Douglas or the CES or some other known production
functions as part of it, rather than by using a direct dual specification which took one
of those forms. For more than thirty years since the formal emergence of the CobbDouglas function, it had not been used directly as a functional form for the cost
function until Nerlove (1963). Nerlove’s application was important because it broke a
stereotyped, though subconscious, perception and anticipated more flexible forms to
emerge.
With the development of flexible functional forms, however, some application
issues have come forth concomitantly. These issues affect empirical studies of the
technology by favoring dual specifications, due to the advantages that the dual
specifications have as explicit expressions of derived demand and supply system
equations.
Although flexible forms can certainly be approximations to the production
function, they can at the same time cause some practical problems which the previous
inflexible functions would not. One issue is the problem of multicolinearity, another
is the problem of degrees of freedom. Both have already been minimized by the
condition of parsimony. These problems did not appear for inflexible functional
forms because in those cases there were fewer parameters to be estimated and no
quadratic and interactive terms were involved in the independent variables. Of
course, the same problems identically exist when the flexible forms are applied to
dual specifications. But, unlike in the case of primal specifications, these problems
can easily be solved in the case of dual specifications. Their solution lies in the
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utilization of the well-known Shephard’s lemma and Hotelling’s lemma, which give
rise to the systems of demand and supply functions. That is to say, when the dual
approach is adopted, instead of implementing estimation of the objective function
which will be either the cost or the profit function, we can directly estimate its
gradient, the system of derived demands and supplies. All the information the
objective function carries is included in that system of demand and supply equations.
Therefore, no information will be lost, but instead the degrees o f freedom for each
observation will be increased as many times as the dimension of the gradient of the
objective function. This is specially helpful for small sample studies. Moreover, for
some functional forms the quadratic and interactive term of the independent variables
will be eliminated from estimation but the number of independent parameters for the
whole system remains the same as the objective function. This is certainly a relief for
possible multicolinearity.12 On the other hand, it will be very difficult to do so if
the primal production function is specified, especially for the multi-input, multi-output
technology. Diewert (1986) has provided a more detailed discussion on these two
advantages in using dual specifications with flexible functional forms.
In summary, we might conclude that the development of flexible functional
forms which serves as the sufficient condition for the application of the systems
approach is manifested in two respects. First, it allows the systems approach to be
well implemented without imposing a priori any important restrictions upon the
technology being investigated. Second, it breaks a subconscious resistance to the use

‘This is particularly important to the translog functional form.
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of the dual approach due to false impression of lack of functional forms, by making a
clear distinction between the functions per se and the functional forms. Ir.' addition,
the development of flexible forms has created some empirical problems that end up
with encouraging the use of the dual systems approach.
In this chapter we have outlined the background for empirical application of
the production theory using the systems approach. We outlined both the necessary
and the sufficient conditions for the dual specification of the technology. The
application of duality analysis has provided the legitimacy and the contents of the
systems approach, while the development of flexible functional forms has furnished
appropriate implementation tools to this approach. In the next chapter we will make a
literature review of the previous empirical applications that utilized the systems
approach which we are going to use in this study. We will survey the studies along
two levels, the industry level applications and the national level applications.
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CHAPTER m

SURVEY OF THE EMPIRICAL APPLICATIONS OF THE SYSTEMS APPROACH

In the last chapter we discussed briefly the necessary and sufficient conditions
for the formulation of the dual systems approach which we will apply to the U.S.
automobile industry. In this chapter is a survey of the previous empirical applications
of this approach.
An excellent and detailed survey on this subject has been made by Jorgenson
(1986). The author has concentrated on the discussion of the applications of the cost
function and the price function. Then, he grouped all the empirical studies that have
used either of these two behavioral objective functions as the representation of
technology in terms of the number and type of inputs, of whether addressing the issue
of technical change, of a single or two-stage allocation approach, of different
functional forms, of nationality of the economy, and of a single or multi-output
technology (which referred to the total cost function only). While that survey was
quite comprehensive, it has in fact only covered a part, the larger part of the
empirical studies that have utilized the systems approach. As we have noted, the cost
function is only one of the choices of the dual specifications, whereas the price
function is only a special case of the cost function.
To avoid unnecessary repetition, however, we will review the applications
from a different angle, namely the level of aggregation of the economy the approach
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To avoid unnecessary repetition, however, we will review the applications
from a different angle, namely the level of aggregation of the economy the approach
has been applied to. Economics is traditionally divided into micro- and macrotheories, and the application of an economic model might also be referred to as an
industry model or a national model, although the same approach is used. We divide
this chapter into three sections. The first two sections review industrial and national
level applications, respectively, while the last section provides a short summary of the
review.

1. Industrial Level Applications

Since the development of duality analysis and the introduction of flexible
functional forms, numerous empirical studies on producers’ behavior using the
systems approach have emerged in economic literature. The range of applications in
the production area has been so wide that most of the U.S. as well as other major
decentralized economies’ productive sectors and industries have been chosen as the
object of study. The least aggregated technology being investigated has been 4-digit
SIC industries while the highest aggregation model is that of national economies, that
is, macro-level applications. It is impracticable and unnecessary, however, to look at
each and every study in an exhaustive way similar to what has been adopted by
Jorgenson (1986). Instead, we will classify all these studies into some major groups
in terms of optional specifications within the systems approach and cite some
applications that are typical representations for each group.
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Before proceeding with the survey, we first take a look at some major
properties the industrial level applications have exhibited:
a. Single-output domination. Most of the empirical studies at the industry
level focus on single-output technology, i.e., no joint production is assumed for each
industry or economic sector. There are of course quite a few multi-output
applications, but most of them are investigations of service industries, such as
trucking, railroad transportation, and communication services, in which different rates
of charge could be viewed as distinct outputs.
b. Disaggregated input sets. For industrial models most applications are
interested in technological relations among rather disaggregated inputs. In addition to
primary inputs, capital and labor, most of the models included some nonprimary
factors of production. A common input bundle in many studies is composed of
capital K, labor L, energy E, and materials M, and is sometimes called KLEM
technology.
c. Cost Junction domination. For most industry studies, a long-run cost
function is usually employed as the representation of dual specifications of the
technology, in which production costs and input quantities are endogenously defined,
whereas input prices and the level of output are exogenous.
d. As a result of the above three properties, most industry models are
estimating a system o f derived demand equations fo r factor inputs, which is obtained
by partially differentiating the cost function with respect to input price vectors and
using the Shephard’s lemma. However, for most of these models no explicit supply
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function of output is attainable due to the fact that the long-run marginal cost
function, which is the partial derivative of the long-run cost function with respect to
the output, does not equal to the inverse supply function of the production, even
though perfect competition is usually assumed. In other words, for most of the
industry models, Hotelling’s lemma is not applicable.
e.

Finally, we note that, as the last property of the industrial level

applications, the order o f interests in characterizing the technology might be laid out
as follows: substitutability among variable primary and nonprimary inputs, nonneutral
technological change of the production, separability testing among inputs, and finally
scale economies characterization.
Within the industrial level empirical applications, there exist two similar
approaches which might be distinguishable: The partial equilibrium approach and the
general equilibrium approach. In addition, there is another small group of studies
that, in strict sense, do not belong to the applications of the systems approach, but has
close relations with them, for at least it takes advantage of the duality analysis and the
flexible functional forms, that is, the studies that estimated market structural
constraints instead of technological constraints.

A.

Partial Equilibrium Approach. A large part of applications of the partial

equilibrium approach focuses on a single industry or on a single productive sector of
the economy. Sometimes several industries are contained in one study, but for each
industry the technology is assumed to be independent of all the others, and therefore
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estimation is also proceeding independently for each of the industry studies. A
popular object of study is the whole manufacturing sector of some economy.
Many studies define a unit cost function to represent the technology. First, for
the aggregate technology of a certain industry or sector, a homothetic production
function is assumed, which relates the flow of gross output of that industry to the
services of a set of inputs chosen. Then, according to the duality theory, there exists
a corresponding total cost function which is also homothetic, so that output is
separable from inputs and could be written as:
C = fc(y)C(w),

(3.1)

where C is the total cost, Y is the output quantity vector and w is the vector of input
prices. For the singly-output case, the assumption of constant returns to scale reduces
h(Y) to Y, and dividing both sides of the cost function by Y, the total cost function is
in turn reduced to a unit-output cost function:
C* = C(w),

(3-2)

where C* = C/Y. By further assuming perfect competition in the output market, the
unit cost could be setequal to the price of the output, py,hence the unit cost function
can also

becalled as the price

function.' Perfect competitionguarantees

noeconomic

profit, while the assumption of constant returns to scale implies smooth aggregation
for the final gross output of the industry or sector.

'The price function used by Jorgenson in a series papers jointly with other authors is not exactly the
same as the price frontier provided by Christensen et al. (1973). In the former the output quantity is
exogenously defined, while in the latter the prices of all netputs are exogenous. So the latter is closer
to the concept of long-run normalized profit function.
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The partial derivatives with respect to the vector w together with the
Shephard’s lemma give rise to a system of derived input demand functions that
convey all the information the unit cost function contains, which is then used for
parametric estimation and calculation of substitution elasticities among inputs.
A typical and frequently cited article using this approach is by Bemdt and
Wood (1975). They define a KLEM unit cost function for the U.S. total
manufacturing sector, and concentrate on two aspects of technological
characterization. The substitution relations among the four inputs, and the
separability testing in different partitions among these inputs.2 In their study, Bemdt
and Wood also consider possible partial equilibrium bias, i.e., the possible
endogeneity of the input prices in the long run for a single but highly aggregated
sector, although the prices should be and are exogenously defined in the long-run cost
function. To overcome this problem, they employed a three stage least-squares
estimator for their empirical implementation. Instead of estimating the system
equations directly, they have first regressed the input prices on a set of chosen
variables, which are exogenous to the sector, and then used the result as instrumental

2Berndt and Wood have found that all pairs of KLEM inputs are substitutes with each other except
for the capital and the energy which are complements with each other. This finding in fact became the
starting point of later extensive debates upon the substitutability among these inputs and up to now there
have been no unanimous conclusions. In this study we do not intend to make a survey of empirical
findings of the substitutability, as we believe that the substitution relations among different inputs are
more possibly model specific, data specific, functional form specific, and industry specific, rather than
following a certain pattern.
As for the tests on separability, their main concern is the separability between primary and
nonprimary inputs. If capital and labor are weekly separable from all other non-primary inputs then it
implies the existence of a real value added specification of technology. Their finding is in favor of
nonexistence of the real value added function for the U.S. total manufacturing sector. However, results
of this kind of test might also largely be data specific.
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variables for the final estimation of their model. Many industrial partial equilibrium
models using the long-run cost function, however, have not followed the Bemdt and
Wood methodology. For detailed information about those applications similar to or
following Bemdt and Wood (1975), the best reference is Jorgenson (1986).
A slightly different type of applications of the partial equilibrium approach is
the use of a total cost function instead of the unit cost function. It might be noted that
one limitation related to the unit cost function is the linear homogeneity requirement
for technology. Furthermore, the technology to be investigated should exhibit
homotheticity. This is necessary for the existence of the unit cost function, at the
same time it is a priori restriction to the structure of the technology, especially to the
single-output production. It is clear that if the purpose of study includes
characterizing the returns to scale structure of the technology, the unit cost function
would not be an appropriate candidate. The proper dual function that is capable of
estimating the returns to scale is the long-run total cost function.
Bemdt and Khaled (1979) for the U.S. manufacturing sector, Denny, et.al.
(1978) for the Canadian manufacturing sector, and Ball and Chambers (1982) for the
U.S. meat product industry are examples that have used the total cost function to test
for the returns to scale structure. All the empirical results from these studies seem to
be in favor of the hypothesis of a nonhomothetic technology that could not be reduced

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

41

to linearly homogeneous forms, although the objects of these studies are unrelated to
each other, nor are the functional forms employed in these studies the same.3
However, the total cost specification has its own empirical problems. Under
the premise of nonstochastic objective functions, estimation of the system of input
demand equations is not sufficient when a total cost function is defined because that
system, unlike in the case of unit cost function, does not convey all the information of
the objective function. In particular the parameters that tell whether the cost function
is linearly homogeneous in output only appear in the total cost function.4 This
indicates that in order to estimate returns to scale characteristics, even with no such
intention but for obtaining full information of the technology, the total cost function
needs to be estimated together with the derived demand system.
In some applications, such as the studies of Humphrey and Moroney (1975),
Humphrey and Wolkowity (1976) and Moroney and Toevs (1977), the authors assume
that the technology to be investigated is nonhomothetic so that the dual specification is
in terms of the total cost function and they only estimate the derived demand system

3Bemdt and Khaled (1979) employ a generalized Box-Cox functional form which takes on both
translog and generalized Leontief forms as special cases, and claim to be the first published research
that simultaneously estimates returns to scale, substitution elasticities and biased technical change by
using a KLEM model. Denny et al (1978) also estimate the KLEM model but utilize a generalized
Leontief functional form, while Ball and Chambers (1982) use a translog functional form, and in
addition to KLEM they add capital structure as one more factor input. However, it might not be very
proper to classify empirical applications in terms of functional forms. Every functional form within the
category of flexible forms has both advantages and drawbacks over the others, and no one seems to be
dominant over rest of the others.
*If the assumption is that the objective function contains a stochastic term which is also functionally
related to disturbances of the derived demand system, then estimation of the demand system only is
insufficient even if the unit cost function is specified. In that case the objective function should be
estimated together with its gradient. See McElroy (1987) for general error models (GEMs).
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equations. If the interest is limited to substitution and/or separability relations among
factor inputs, it is beyond reproach for doing so, but assuming nonhomotheticity
without estimating is the same in nature as assuming homotheticity without testing.
Both can be viewed as a priori restrictions to the structure of technology.
In a long-run cost framework, there is an important assumption. Prices of all
inputs in the model are considered exogenous and all input quantities adjust
instantaneously to their full equilibrium levels in response to price variations. As
Anderson has pointed out, this is a necessary condition for the application of
Shephard’s lemma to the derivation of input demand equations. In the same paper,
however, Anderson (1981) has raised doubts’about the existence of true exogeneity of
primary input prices at industry levels. Furthermore, Anderson has questioned the
validity of obtaining industry level input demand functions by using aggregate cost
function and the Shephard’s lemma. Using the three-stage least squares (3SLS)
method, as done by Bemdt and Wood (1975), is a statistical solution to this issue but
that is still subject to the choice of variables that are truly exogenous to the industry
in the long run.
Within the partial equilibrium models, one group of applications ingeniously
avoids this challenge by working in the short-run framework rather than in the longrun framework. Instead of using a long-run total cost or a unit cost function, some
studies use short-run variable cost functions or short-run restricted profit functions.
For both variable cost and restricted profit specifications, some inputs are treated as
fixed and others as variable. Usually the primary inputs, especially the capital, is
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assumed fixed in the short run, while the intermediate inputs are assumed to be
variable. Even though the prices of those variable inputs are still exogenously
defined, it is now assumed to be in the short-run framework. There is little doubt
about the exogeneity of some input prices at the industry level in the short run.
There are quite a few examples of short-run applications. For instance, Brown
and Christensen (1981) used a variable cost function for the U.S. agricultural sector
and Bemdt and Hesse (1986) employed a variable cost function for total
manufacturing in nine OECD countries. Furthermore, Lau and Yotopoulos (1971)
and Yotopoulos and Lau (1973) used a normalized restricted profit function for the
Indian agricultural sector; Atkinson and Halvorsen (1976) employed a restricted profit
function for the U.S. steam electric power generation; and Woodland (1977b) adapted
a restricted profit function for the Canadian manufacturing sector.
The advantage of using short-run variable cost or profit functions resides in
two aspects. First, the short-run cost or profit specifications can provide some
framework for dynamic modelling of producers’ behavior. The general idea is that
for some inputs, especially capital, it is not that their adjustment is restrained simply
by the time span so that they are fixed in the short run, but that their adjustment in
any time span is subject to some increasing marginal adjustment costs. Thus, these
inputs are only quasi-fixed inputs. They are quasi because they are fixed only in the
sense that their adjustment involves additional costs while others do not. For cost
minimization, optimal demand for variable inputs is subject to the level of those
quasi-fixed inputs, while the demand for quasi-fixed inputs is subject to some
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adjustment-cost mechanism. By defining and adding such an adjustment-cost
mechanism into the model, one is able to estimate not only short-run and long-run
substitution elasticities among inputs, but also the transition path of these elasticities
from short-run to long-run that reflects the optimization process of producers.
In fact, dynamic modelling of input demands is one of the topics that mark the
most recent development of production studies using the systems approach. Good
examples of this research are the studies of Morrison and Bemdt (1981) for the U.S.
manufacturing sector, and Morrison (1986, 1988) for both U.S. and Japanese
manufacturing sectors.
The second aspect in using the short-run specification is that it provides
convenience for investigating multi-output technology. In the long-run cost
framework, most applications are confined to single-output estimation, since there is
no way to derive explicit supply equations from that framework. In the short-run
framework, however, a system of output supply equations can easily be obtained
either by specifying the restricted profit function or the variable cost function. The
partial derivative of the short-run cost function with respect to output is the short-run
marginal cost of that output, and, under the assumption of perfect competition, the
short-run marginal cost is the inverse supply function. Livemois and Ryan (1989)
have set an example of two-output, two-input application at the industrial level using
the partial equilibrium approach even though the restricted profit function is specified.
It is also interesting to note that the primal specification of the technology,
i.e., the production function, is in fact another alternative for partial equilibrium
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models. A classical paper using this alternative is by the work of Bemdt and
Christensen (1973b), which concentrates on characterizing the separability structure of
the U.S. manufacturing sector.

B.

General Equilibrium Approach. Unlike the applications of the partial

equilibrium approach that has been widely used, contributions to the application of the
general equilibrium approach can mainly be accredited to Dale Jorgenson, who
introduced this approach in several papers coauthored with others. Bemdt and
Jorgenson(1973) was the first study using the general equilibrium approach, in which
nine sectors of the U.S. economy were investigated. The same approach was applied
later by Hudson and Jorgenson (1974, 1978), whereas the most recent major
development was presented in the paper by Jorgenson and Fraumeni (1981) where
nine U.S. sectors were broken down into thirty-six industries, mostly at the two-digit
SIC level. The U.S. motor vehicle industry, the focus of this study, was one of
them.
Strictly speaking, Jorgenson’s model of general equilibrium is largely a
horizontal rather than a vertical extension of the unit cost specification o f the partial
approach. He begins his model by assuming that each industry (or economic sector)
produces a single product, using capital, labor, energy and materials as factor inputs.
He further assumes that in all industries production is characterized by constant
returns to scale so that for each industry there exists a unit cost function that links the
output flows of each industry to the prices of the four inputs. Assuming perfect
competition in the whole economy, the output price can be set equal to its
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corresponding unit cost and it then can be defined as a function of input prices. The
price function for each industry is thus formulated.
Jorgenson also introduces a time element into each of the price functions as an
additional factor of production to estimate nonneutral technical change for each of the
industries. Each industry can then be classified into either a certain input-using or a
certain input-saving category.
Using Shephard’s lemma, for each industry there is a derived system of four
demand equations for the KLEM inputs, plus one more equation for the rate of
technical change. The latter is the gradient of the price function with respect to the
time dimension. However, as noted by Bemdt (1991), for such a large model (36
industries times five equations for each industry), it is not feasible to estimate all
equations as a full simultaneous system. Instead, the actual estimation has been made
separately for each of the industries.
It seems that there is virtually nothing that makes Jorgenson’s model different
from the unit-cost partial equilibrium approach. What makes it be called a general
equilibrium model because of the procedure regarding the empirical implementation of
the model. The prices of the four inputs in each industry are treated as endogenous
due to die nature of the general equilibrium and are regressed on a common set of
instrumental variables which are assumed to be exogenous to the whole production
sector of the economy. In other words, for each industry the three stage least squares
estimator is used, and in the first stage of the estimation the set of independent
variables is the same for each industry.
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Nakamura (1984) has also applied Jorgenson’s approach to twelve production
sectors for the German economy and it is the only other major application that has
incorporated business services as one more input to the KLEM technology.

C.

Market Structure Estimation. To complete this brief survey on the

industrial applications that use the systems approach, we would like to mention a
small group of studies that empirically focuses on the characterization of the market
structure rather than the investigation of the technology. We include this group
within the systems approach applications because it heavily utilizes dual specifications
as well as flexible functional forms. Moreover, it belongs to applications of
production studies, even though the objective is quite different.
For technology studies, the market structure for output is usually given as
competitive, so that producers are price takers. The market structure group of
studies, mainly contributed by Appelbaum (1979, 1982) attempts to estimate the
market power the producers might have, given technological conditions. Appelbaum
has developed two closely related frameworks for testing the price taking behavior.
The first one is relatively simple but quite neat and can be explained as
follows: Appelbaum (1979) assumes that there exists a monopolistic industry which
produces a single product, y0, used as an intermediate input by a coexisting "other"
industry. The "other" industry has a well defined profit-maximizing function from
which an inverse demand function for that intermediate input can be derived by
simply using Hotelling’s lemma. Then, he assumes that the monopolist also has a
well-defined profit-maximizing profit function which can be written as:
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- C{y0, p ) :

y0 ;>0},

(3.3)

where p0 is the price of monopolist’s output, y0. Since it is the inverse demand for
that output by the "other" industry, it is also a function of y0. C(-) is the
monopolist’s well-defined cost function, and p is the vector of inputs the monopolist
employs. By differentiating this profit function with respect to y0 and set it equal to
zero the following relation is obtained:

dy0

dy0

or

dp0(y0)
d c (yQ>p )
Po = -y0— 5— + — 5------- •

3y0

dy0

n «
(3-5)

The second term on the right of Equation (3.5) is the marginal cost o f the monopoly,
while the first term is the mark-up of pricing. By choosing proper functional forms
for the profit function of the "other" industry and the cost function o f the monopoly,
that mark-up term can be calculated and, therefore, estimated parametrically. If that
term happens to be zero then the producer of y0 is a price taker. Otherwise the
market structure for y0 is non-competitive, at least imperfectly competitive.
The second framework for testing price taking behavior is an extension of the
first one, hence, more complicated than the first one. Instead of assuming two
industries in which one’s output is the other’s input, Appelbaum (1982) now assumes
a single oligopolistic industry composed of several firms in the second framework.
Each firm, while having its own cost function, faces the same inverse market demand
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for the output of the industry. The common inverse market demand and the
individual cost function together make up each firm’s profit function. By solving
each firm’s profit maximization problem, a conjectural variation and the inverse price
elasticity of market demand can be obtained for each firm. By proper aggregation
one can get the average industrial conjectural variation, the product of which with the
inverse price elasticity of market demand is called the Lemer’s index that measures
the market power of the industry. Similarly, by choosing appropriate functional
forms for the market demand function and the industry’s cost function, the conjectural
variation and the market power index can be parametrically estimated. If the estimate
of the conjectural variation equals zero, it is implied that the industry is as a
competitive one, if it equals unity, the industry is a monopoly. All other values
between zero and unity indicate that the market structure is characterized by
monopolistic competition.
Appelbaum (1979) has applied the first framework to the U.S. petroleum and
natural gas industry, and later Appelbaum (1982) has used the second framework to
four other U.S. industries namely, rubber, textile, electric machinery and tobacco.
Recently, Hazilla (1991) has estimated the market structure for twenty-one two- and
three-digit SIC U.S. manufacturing industries using the second of Appelbaum’s
framework.
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2. National Level Applications

Except for their own properties, applications at the national level of the
systems approach are only extensions of the industry models in terms of aggregation.
Viewing the national level applications as a whole, they also exhibit some general
properties that mostly are just opposite to the overall properties of the industrial-level
models.
Most of the national economy models estimate a joint production technology,
i.e., the aggregated technology that produces more than one output jointly. With
respect to the input side most of the studies, however, only incorporate primary
inputs, capital and labor, and by doing so confine themselves as value added models.
In addition, while the cost function specification is dominant in industrial applications,
many national models are in favor of using the dual specification of restricted profit
functions and, therefore, keep themselves within a short-run framework. There does
exist another characteristic, which is shown only in the national economic studies,
i.e., the incorporation of foreign trade flows in the models.
The national-level empirical studies might also be divided into two sub-groups.
One group concentrates on estimating the domestic economy, the other group tries to
integrate the foreign trade sector with the production sector. In what follows we take
a look at each of them briefly.

A.

Domestic Models. The first application of the systems approach to the

entire aggregated private sector of production has been done by Christensen,
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Jorgenson and Lau (1973), in which both the primal and the dual specifications of the
technology are employed. For the dual part, an unrestricted profit function is
defined, which the authors call the "price possibility frontier" because it associates the
profit level with a set of input and output prices. Under the assumption of perfect
competition, the profit level is zero and under the assumption of constant returns to
scale for the whole production, the authors equate the value added outputs of
consumption goods and investment goods to the value or cost of capital and labor
services.
Using the first order conditions and Hotelling’s lemma, a system o f supply
equations of output (demand equation if it is an input) is obtained, and the authors call
them the relative net supply functions, as they normalized each of the derived supply
equations by the demand for capital equation. They choose the translog functional
form, which they have defined in an earlier paper, Christensen et al. (1971), for the
profit function and estimate the resulting system of explicit supply equations. The
main objective of this empirical application is to characterize the returns to scale
property, the technological progress, as well as the separability structure in different
output and input partitions of the U.S. aggregated technology. According to their
empirical results, the technology is linearly homogeneous, exhibits nonneutral factoraugmenting technical change, and is not is separable in any partition among inputs
and/or outputs.
Conrad and Jorgenson (1977) have applied exactly the same model and
functional form to the whole production sector of West Germany. A similar model of
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long-run framework is provided by Kohli (1981) who uses a total joint cost function.
However, as we noted in the industrial-level models, the long-run cost specification
fails to derive explicit supply equations of outputs, especially for multi-product
technology. In order not to lose information, the objective cost function should also
be estimated together with the derived demand equations for inputs. This is caused
by the shortcomings of the long-run cost function. Unfortunately, Kohli (1981) just
equates the long-run marginal cost to the inverse supply function of the output.
Statistically speaking, there is nothing wrong by doing so, but the difficulty resides in
its theoretical justification.5 The purpose of that paper was to test another structural
property in addition to the separability of the*technology, i.e., the nonjointness
structure in outputs and/or in inputs because the objective was a joint production
technology.6 Kohli choose the Generalized-Leontief Generalized-Linear (GLGL)

5In the study by Burgess (1974b), which incorporates import flows so that it belongs to models
covered by the next subsection, the same cost function is specified, bat Burgess only treats its partial
derivative with respect to an output as the marginal cost of that output, which equals the price of that
output under the assumption of perfect competition, but does not further equal the inverse supply
function of that output. In another study by Denny and Pinto (1978), which is the same as Burgess
(1974b) except for the functional form employed, the authors do not even bother about deriving
marginal cost functions of outputs. They estimate the derived demand equations for inputs together
with die objective long-run cost function.
“If (he technology exhibits input nonjointness the corresponding cost function can be written as
C(w; y) = EC'(w, y
if the technology shows output nonjointness the cost function can be expressed as
C(w; y) = Z C J(wJt y) .
Similar expressions exist for the profit function. See Chambers (1985). Kohli (1981), however, has
defined a special case for both nonjoint production in inputs and in outputs, which occur simultaneously
with the separability between inputs and output. Therefore, for him the nonjointness expression
becomes, respectively
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functional form for the cost function, which was developed by Hall (1973) especially
for testing nonjointness and separability structures. He found that for the U.S. private
sector, the technology was nonjoint in input quantities but joint in output prices.
An alternative model to Christensen et al. (1973) was developed by Roddy,
Simos and Triantis (1985) using the short-run framework specification of the
technology, i.e. a restricted profit function. The model extended the investigation of
the U.S. private sector in two aspects: breaking down the capital input into three
categories—corporate capital, noncorporate capital and household capital, and
estimating endogenous technological progress in addition to exogenous technical
change. To our knowledge, this is the only domestic model at the national level that,
specified the restricted profit function.
Finally, in this group of domestic models, there is also a primal specification.
The example is provided by Simos (1981). In that study, Simos defines a translog
production function which relates the value added output of the U.S. private sector to
the input of real money balance additional to labor and capital. He has found that the
real money balance is an important factor input rather than a catalyst in production,
and that as a factor input the real money balance is not separable from the primary
inpu&Mpibduction, capital and labor.

C(w; y) * E ^ C 'f w ) ,
and
C(w; y) = £ w ,C '(y ).
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B.

Open Economy Models. The first attempt was made by Burgess (1974a,

1974b) to incorporate the foreign trade sector into a production model in his research
to investigate trade flows from the perspective of production rather than consumption.
In both the primal production specification and the dual cost specification, Burgess
treated imports as an intermediate input to the technology in addition to the primary
inputs, labor and capital. The reason given by Burgess for such a treatment is that
most of the imports of a country end up as factor inputs of domestic production.
Even the finished commodities usually have to go through commercial channels before
they actually reach the final demand. Those commercial channels involved in foreign
trade business are also domestic service industries and are included in an aggregated
production model of the national economy.
Except for the assumption concerned with imports, Burgess’ (1974b) model,
remains substantially the same as that of Christensen et ai. (1973), but his imports
assumption alone is an important innovation. Its significance resides in the fact that it
breaks through the traditional ad hoc approach of modelling foreign trade flows, and
starts a new era for explicitly estimating import demand and export supply functions
under the rationale of the production theory.
Before Burgess’s seminal work, the conventional approach to estimate import
and export functions was based on the choice of the explanatory variables on ad hoc
considerations. It usually ended up with estimating some linear or log-linear
functional forms with both nominal income and the price of traded goods deflated by
the price of domestic substitutes as traditional explanatory variables. The survey
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book by Learner and Stem (1970), Quantitative International Economics, is a
thorough summarization of this approach. Even though this approach also attempts to
make use of both the consumer theory and the production theory, the model thus
generated has little to do with optimum behavioral assumptions and, therefore, has
lacked microeconomic foundations. A recent survey of the empirical applications of
international trade models using this traditional approach was provided by Goldstein
and Khan (1985). In another recent empirical work, Shiells, Stem and Deardorff
(1986), found the elasticities of substitution between imports and home goods for
thirty-three U.S. three-digit SIC industries.
It is Kohli (1978) that has first completed the foreign trade model from the
production perspective with explicit estimation of export and import functions
simultaneously using the systems approach. Since Kohli’s work the foreign trade
sector has finally become an integral part of the domestic production in the area of
empirical studies.
Kohli (1978) starts the model by assuming that the economy consists of all
profit-maximizing firms which operate under perfect competition in all commodity
and factor markets. The firms make decisions on international trade individually. By
using the assumption of a small open economy, firms are also viewed as price takers
for both exports and imports in the international market. Following Samuelson’s
(1953-54) work and ignoring the possibility of international factor movements, Kohli
assumes the economy’s endowment of domestic primary inputs to be fixed in the short
run. Therefore, when firms choose their optimum output mix including exports, as
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well as their import requirements, they face a vector of output and import prices, and
a vector of quantities of fixed domestic inputs. The fixed inputs are mobile among
firms, and their rental prices are determined by their marginal products through
competition.
For empirical implementation, Kohli employs a restricted profit function and
applies the model to the aggregated technology of the Canadian economy. He
chooses the value added approach consisting of investment goods, consumption goods
and exports as three variable outputs, while imports as the sole variable input to the
technology. Labor and capital are the two primary fixed inputs. By taking the partial
derivatives of the restricted profit function with respect to both output and variable
input prices and with respect to quantities of fixed inputs, and applying the
Hotelling’s lemma, he obtains a system of profit-maximizing supply equations of
outputs, including supply of exports and demand for imports, as well as inverse
demand equations for the fixed inputs.7 The system is, therefore, used for estimation
and characterization of the underlying technology.
With regard to modelling foreign trade flows, Kohli has outlined three
advantages of his model over the traditional models. First, estimation of functions of
foreign trade flows does not depend on aggregation of all domestic inputs and
aggregation of all outputs. Second, the determination of export supply and import
demand functions can be understood from an angle of domestic production conditions

’Partial differentiation of the restricted profit function with respect to the quantity of fixed inputs
yields the shadow price of that input. But under the assumption of perfect competition for the whole
economy, the shadow price of the input equals its rental price, that in turn equals the inverse demand
for that input.
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rather than from foreign demand and supply conditions. Third, since the model
allows for simultaneous estimation of trade functions with supply and demand
equations of other outputs and inputs, not only are the trade equations estimated
consistently with the underlying technological structure, but also many new
substitution possibilities that exist beyond the domestic framework can be
characterized.
Kohli’s work has had considerable impact on empirical studies of the systems
approach. After estimating the Canadian economy, Kohli (1982, 1983b) applies the
similar models to the economy of Switzerland, and to the economy of Australia,
though in neither of these models are the export flows incorporated. More recently,
Kang and Kwon (1988) has applied the same model to the foreign trade of South
Korea. However, it is not until Charos (1984) and Charos and Simos (1988) that
similar models are applied to the U.S. foreign trade sector. In their study, Charos
and Simos have extended Kohli’s model by adding human capital, and research and
development (R&D), as two more fixed inputs additional to labor and capital, and
estimated the U.S. economy and the foreign trade over the period 1948-1976. They
have found some interesting results, as their estimates suggest that the U.S. exports
are human capital intensive. This empirical finding supports the human capital theory
of the U.S. foreign trade, which is one of the explanations to the well-known Leontief
paradox.
Except for the model given by Kohli (1982) for the production and imports of
Switzerland, in which a generalized Leontief functional form is used for both short-
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run profit specification and long-run cost specification, all the preceding studies
assume a translog form of the technology. Another small number of applications,
however, have followed a slightly similar approach by considering alternative
functional forms and extensions of Kohli’s model to various directions. Diewert and
Morrison (1988) and Lawrence (1989, 1990) are examples of this group o f studies, as
they have chosen symmetric generalized McFadden functional forms for the restricted
profit function.8 An alleged advantage of using this functional forms over the
translog form is that it allows one to easily examine whether the profit function
satisfies theoretically consistent curvature conditions.
Diewert and Morrison (1988) have applied their model to the U.S. economy,
and disaggregated the U.S. import demand into two categories, petroleum and
nonpetroleum imports. The novelty in their study is that they have extended the

®The generalized McFadden functional form was first defined by Diewert (1986) and was called the
biquadratic functional form. Since it is the generalization of a functional form initiated by McFadden
(1978b) it is also named the generalized McFadden form. For the restricted profit function it can be
written as follows:
m
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where p is an m-dimensional price vector of variable outputs and inputs, x is an n-dimensional vector
of fixed input quantities, and b;’s are the predetermined parameters. If the terms
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on the right-hand side of the functional form are replaced by

U-i
where Tt’s are exogenous parameters, then the form becomes symmetric generalized McFadden
function. Diewert and Wales (1987) also discussed the generalized McFadden form for the unit cost
function.
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model to accommodate a balance-of-trade function, and have estimated the realexchange-rate elasticity of the balance of trade for the U.S. foreign trade flows.
To our knowledge, Lawrence’s work belongs to the most recent empirical
application of the model initiated by Burgess and developed by Kohli. In his first
paper, Lawrence (1989) extends Kohli’s original work into a two-stage allocation
mcdel. In the first stage the total revenue of the Canadian economy (GNP for his
case) is allocated among four net outputs: domestic sales, exports, imports and labor
(the last two are in negative values). In the second stage, each of the aggregated
value of exports and imports is allocated among each of the four groups of
disaggregated exports and imports. This enables him to obtain additional information
on the substitutability relations among export components as well as among import
groups. In the second paper, Lawrence (1990) incorporates dynamics in the model by
assuming capital as a quasi-fixed input, which is adjustable to increasing marginal
cost. Thus, his study becomes the first dynamic model at the national level
applications.
The above models that incorporate the foreign trade sector as an integral part
of the domestic production are all equilibrium models of the production sector. There
is, however, an alternative approach that attempts to extend the analysis of
competitive equilibrium from the production sector to the household sector of the
economy so as to build a complete model for an open economy. In that approach, the
technology of the production sector is represented by an aggregated restricted profit
function, GNP function in Samuelson’s terminology, and the consumer’s preference is
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represented by an aggregated indirect utility function. Both functions satisfy certain
regularity conditions. Under the condition of perfect competition, the application of
Hotelling’s lemma to the restricted profit function yields profit-maximizing supply
functions for each output, while the application of Roy’s Identity to the indirect utility
function yields utility-maximization demand functions for each output. The difference
between the supply and demand for the same output is the excess supply function of
that output. If the output is the foreign trade flow in the case of an open economy,
then that excess supply function is the net export function. This implies that the
foreign trade flows are expressed as the remainders of domestic supply and demand
conditions.
The theoretical development of this production-consumption approach is
attributed to Woodland (1980, 1982). He first defines an indirect trade utility
function, which is the integration of the indirect utility function with the restricted
profit function. The indirect utility function tells that consumers’ utility indirectly
depends on the vector of commodity prices and on the level of income. However, the
total income available for the household sector equals the GNP produced by the
production sector. Substituting the GNP function, the restricted profit function, into
the indirect utility function for the level of income, the indirect trade utility function
is attained. Using an extension of Roy’s Identity, the net export function can then be
derived from the indirect trade utility function for empirical estimation.9

’See Woodland (1980, pp.909-910).
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The first empirical application of the indirect trade utility function was
accomplished by Wong (1988). He estimated the U.S. optimum net export function
using aggregate data over the period 1948-1983. While still making use of the duality
analysis and by continuing to avoid ad hoc considerations in the choice of variables,
this approach does not necessarily assume that the imports are always inputs to the
technology. This development is also more comprehensive than the models which are
limited to the production sector only. However, to bring together the consumption
and production sectors is not a costless process in modeling foreign trade. In this
approach foreign trade becomes only a supplement to the domestic economy and, in
addition, export supply and import demand can no longer be estimated separately and
explicitly, especially when the same commodity is concerned.
Within the industrial-level applications, we have mentioned a small group of
studies that estimate market structure instead of technological structure.
Correspondingly, at the national-level applications, we note that there are similar
models which instead of assuming that producers are international price takers they
test for the assumption of a small open economy. Studies by Appelbaum and Kohli
(1979) and Kohli (1979) are representative of this line of empirical work in which
statistical tests are conducted for the flow international trade movements between the
U.S. and Canada.
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3. Summary

In a similar survey of the systems approach conducted from econometric
perspective, Bemdt (1991) has raised an interesting notion about when the primal or
the dual specification of technology should be used. He has noted that whenever
disaggregated data are available, it would be more plausible that output level and
input prices are exogenous to producers so that a Gong-run) cost function is preferable
to a production function. On the other hand, if the data available are highly
aggregated, then the primal specification might be more proper than otherwise, as the
output price and input quantities in that case are more likely exogenous than
endogenous to producers. What he has emphasized is the comparison of the primal to
the dual approaches. In fact, even within the dual approach, his point of view is
correct and can clearly be observed as consistent with those empirical applications of
the dual approach. From our preceding survey, we note that a major proportion of
industrial level applications, which usually use relatively disaggregated data and
specify a cost function are found to perform well in the long-run framework. On the
other hand, most of the national economy models work in the short-run framework
and specify a restricted profit function. Thus, the observation of this relationship
between the level of aggregation and the exogeneity of variables within the dual
approach is consistent with what Bemdt (1991) has noted in his survey of empirical
work in this area.
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However, Bemdt has based his viewpoint upon the probability of exogeneity of
variables. We admit that this is a sound reason, but in what follows we consider two
other possible reasons that might help result in the phenomenon we have observed.
The first reason is concerned with the prices of factor inputs. We know that
for an industry model, if the model works in the short-run framework then some
inputs should be assumed to be fixed, i.e., the prices of these inputs should be
endogenously defined. We also know that whether a short-run cost or profit function
is defined, the partial derivative of the objective function with respect to the quantity
of the fixed input yields the shadow price of that input. However, in the short run
and under the assumption of the industry level partial equilibrium, the shadow price
of the input can very possibly not be the same as the market price of that input. This
in turn implies that the substitution elasticities among other variable inputs obtained
when the shadow prices of the fixed inputs do not equal their market prices are likely
not to be the same as those obtained when the shadow prices do equal their market
prices. But in a static model one can hardly tell if the shadow prices equal the market
prices. One method to solve this problem is to develop dynamic models, in fact the
quasi-fixed model is one of the responses to this problem. However, the dynamic
model is after all more complicated and costly than a simple static model. Therefore,
another effective way to avoid this problem is to build models in the long-run
framework, where the market prices of all inputs are exogenous to producers. For a
national-level model, however, this cannot become the problem. The assumption of
perfect competition for the national model is the necessary condition for the shadow
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prices of fixed inputs to be equal to the market prices of them because unlike the
industry model, the national economy model contains the entire production sector.
Therefore, perfect competition means every shadow price is the same as the market
price.
The second reason is concerned with the quantities of factor inputs. If the
national level model works in the long-run framework, then it should incorporate the
effects of input variations because, as a national model, it includes all the factor
markets. One method of solving this problem is again the development of dynamic
models such as the various kinds of growth models. This will, however, make the
empirical estimation very complicated. For simplicity, an effective way is to model
national level applications in the short-run framework, in which at least the primary
inputs are assumed to be fixed in quantities. This is not a problem for the industrial
level models as the supply of inputs is implicitly assumed to be independent of the
industry or the sector chosen for investigation.
In this chapter we have made a brief survey of the previous empirical
applications that either use the systems approach or are closely related to this
approach. We have previewed at the applications from the perspective of aggregation
level: the industry level and the national level. We also have presented two possible
reasons for the observed phenomenon that national models tend to work in the shortrun framework whereas industry models tend to perform in the long-run framework.
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In the next chapter we will review some previous empirical studies for the
U.S. automobile industry. Relatively speaking, the preceding survey has been more
general, while the next one will be more specific with regard to the object of studies.
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CHAPTER IV

PREVIOUS EMPIRICAL STUDIES ON THE U.S. AUTOMOBILE INDUSTRY

1. Introduction

Before proceeding to make an empirical model for the U.S. automobile
industry, it is useful to review empirical investigations of the automobile industry.
The primary reason to apply the systems approach to this industry is its important
position in the U.S. economy. In terms of direct employment, it has been the biggest
three-digit SIC industry in the manufacturing sector. For two decades after World
War n , U.S. automobile producers were in a leading position in the world market and
in a monopolistic position in their domestic market. Starting with the late 1960s,
however, both of these two positions have been declining; and the automobile industry
has become one of the focuses in national economic concerns.
In the economic literature, numerous empirical studies have been devoted to
research of the U.S. automobile industry because of its importance in the economy.
Among those previous empirical studies, two general approaches are distinguishable.
As named by Fuss and Waverman (1992), the first is the accounting approach, which
(common for case studies) calculates business-needed economic indicators such as the
cost per unit output and input productivity directly from financial statements of firms
or from some other statistical periodicals without employing rigorous analytical
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methods. The second approach is the econometric study, which usually employs
some analytical framework derived from economic theory and develops certain
models for parametric estimation. We are interested in the second approach. This
does not mean that the second approach is superior to the first one, in fact they are to
a large extent not comparable with each other, as each of them would usually be used
for different purposes. Our interest in the second approach is due to the fact that our
model will use an analysis closer to the second approach than to the first one. In
what follows, we only refer to the econometric studies when we talk about empirical
applications for the U.S. automobile industry. In effect, for some comprehensive
studies that will be presented below, such as Toder, Cardell and Burton (1978), and
Fuss and Waverman (1992) both the accounting and econometric approaches have
been employed in their empirical estimations. However, we still limit the discussion
on the second approach they have used.
Earlier empirical work on the U.S. automobile industry has emphasized the
domestic market. Most of the investigations of consumer demand for automobiles
have been undertaken in the context of demand for durable commodities. For the
supply side of the industry, it was not until Jorgenson and Fraumeni (1981) that the
structure of the technology underlying the U.S. automobile industry has been first
empirically estimated as one of the thirty-six industries in that study. The first
research paper that is specially devoted to the characterization of the U.S. automobile
technology has been accomplished by Friedlaender, Winston and Wang (1983). Since
then, more attention has been given in the empirical work to the supply side than to
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the demand side of the industry. For instance, Aizcorbe, Winston and Friedlaender
(1987) have updated the work of Friedlaender et al. (1983) and duplicated the same
estimation on the technology for the Japanese automobile industry. Fuss and
Waverman (1990, 1992) have applied a different cost-fiinction technique to
comparative studies of the U.S. vs. Japan, and of U.S., Japan, Germany, Canada
motor vehicle cost and productivity differences.
In what follows in the second section, we first take a look at some consumer
demand models of the automobile industry, then in the third section we briefly review
some of the studies that characterize the technology of the U.S. motor vehicle
industry using the systems approach. A summary of this survey is given in the last
section of the chapter.

2. Consumer Demand Models

Empirical estimation of automobile demand was undertaken early, such as the
work of Wolff (1938), which estimated the relation between business cycles and stock
change in the U.S. passenger cars. The majority of the empirical studies came out
from late 1960s through 1970s. The main concern of the research during that time
was consumer demand for passenger cars, i.e., under what conditions consumers
would buy cars. In general, the issue seems to be consistent with the prevailing
concern of inadequate demand, raised by the then dominant school of economics, the
Keynesian theory. Moreover, the demand side concern was also consistent with the
status of the U.S. automobile industry at that time. That dominant position in both
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the world and the domestic markets began to decline. Its advantages on the
production side, especially scale economies, were still taken for granted.
The research on automobile demand has used either time series analysis or
cross-section analysis. Those studies that have employed time series data usually
have focused on estimating aggregate automobile demand and have been also called
macro-approach models. Juster and Wachtel (1972), Wykoff (1973), and Hess (1977)
represent work of this type. The focal interests for them are the effects of changes in
income, wealth, some price indices, credit conditions, etc. upon total sales (demand)
for passenger cars. An improvement of these studies over the earlier aggregate
demand models, such as Suit (1958, 1961), is the recognition of consumption
behavior in the analysis of automobiles as durable goods. Therefore, consumer
demand is in fact not a demand for the car itself but for the service flows the vehicle
can provide. In their models, the implicit rental price of automobiles, the user cost,
rather than purchasing prices has been included as a major regressor.1Most

of the

aggregate demand models, whether employing the user cost approach or not, are
"stock adjustment" models. Their diversity mainly resides in the choice of
independent variables. For a typical stock adjustment model, it is assumed that there
exits a desired stock o f automobiles which is the function of aggregate income,
wealth, the rental price index, etc., and most importantly, the desired stock is

’Wykoff (1973) defines the user cost, c(s, t) as follow:
c(s, t) = r(t)p(s, t) + p(s, t) - p(s+l, t+1),
where p(s, t) is the purchase price of an s-year old car in period t, and r(t) is the market interest rate.
Thus the rental price of a car for a year is the opportunity cost of holding the car plus the loss of value
of the car over the year. The leasing costs should be equivalent to rental prices but the leasing industry
of automobiles was too new at that time to provide extensive time series data for the author.

R ep ro d u ced with p erm ission o f th e copyright ow ner. Further reproduction prohibited w ithout perm ission.

70

different from the existing stock of cars. The aggregate demand for new cars is a
function of the difference between desired and existing stocks plus replacement of the
worn out stock of cars. The new car demand is also a function of those explanatory
variables of the desired stock function. A common implicit assumption for stock
adjustment models is that used cars are perfect substitutes for new cars because the
services they yield are assumed to be the same for consumers.
As an alternative to stock adjustment models, Wykoff (1973) has provided the
"superior good" model, in which new cars are assumed to be imperfect substitutes for
used cars. It is assumed that new cars provide service flows that are superior to
services produced by used cars. On the other hand, all the cars one-year old and
more are assumed to be perfect substitutes because any used car of different year and
model can theoretically be converted into an equivalent fraction of the one-year-old
certain model and make car. Such treatment of the relation between new and old
automobiles gives some justification for the use of a single-price index for used cars
in the empirical models.
Instead of estimating total demand equations, some other studies have
estimated individual consumer demand for automobiles using cross-section data,
which usually come from questionnaire surveys. Examples in this line include
Bennett (1967), Cragg and Uhler (1970), Dagenias (1975) and Johnson (1978). For
these applications, the interest is: Under what conditions would consumers buy
automobiles? In addition to the traditional income effect and (rental) price effect,
these disaggregated models, that sometimes are called the micro-approach models,
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pay more attention to the effects of some demographic variables, such as the number
of adults in the family, the number of children, the number of income-eamers, race,
age of family head, etc. Since it is commonly recognized that the individual demand
for automobile is discrete, i.e., either buy or not buy the car at a certain point of
time, most of the disaggregated studies actually estimate the purchasing probabilities
of different consumers by using the limited dependent variable models of
econometrics such as logit, probit or Tobit models.
It seems that the first empirical research that takes serious consideration of the
foreign trade together with domestic demand for automobiles is the comprehensive
report by Toder et al. (1978), Trade Policy and the U.S. Automobile Industry. In
addition to the accounting approach and a discussion on trade policies and their
welfare effects, the empirical estimation consists of three major parts: estimation of
demand for both domestic and imported passenger cars, estimation of production and
cost functions, and estimation of factor demand functions.
For Toder et al., the estimated demand function for automobiles takes the
following log-linear form:

where F is the new-car demand for foreign cars, D is the new-car demand for
domestic cars, PF and PD are price indices of D and F respectively, and X stands for a
vector of other exogenous or explanatory variables affecting automobile demand. In
their study X includes per capita disposable income, the price index for gasoline, the
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cost ratio of imported to domestic cars, etc. It is clear that this demand equation for
new cars is a trivial extension of the typical demand-for-imports functions of the
traditional ad hoc approach, which we have mentioned in the previous chapter.
Instead of estimating the demand for imported cars, Toder et al. estimate the ratio of
foreign-to-domestic new car sales, which is actually the change in the share of foreign
car sales in the U.S. market. Toder et al. have estimated Equation (4.1) with
different specifications depending on various combinations of the X variables. They
have adopted both the time-series and the cross-section approaches.2 For the time
series approach, they have also incorporated the partial adjustment process in their
model by including the lagged dependent variable as one of the explanatory variables.
Although they have made a variety of specifications and used more than one period of
data, their primary interest is in the estimates of the elasticity of relative price, PF/PD,
that is, the estimates of coefficient A u which for time-series model was found to
range from -1 to -2 in the short-run. This means that one percent decrease in the
price of imported cars relative to the domestic price gives rise to one to two percent
increase in the relative share of import car sales in the U.S. market.
In addition to this ad hoc formulation of the import demand function for
automobiles, Toder’s estimation obviously suffers the possibility of simultaneous
equation bias, one of the objections of using single equation estimation that was

"Toder et aL (1978) have presented another model of demand for imported cars, called CRA
hedonic market share model, in which they have estimated consumers taste distribution for automobile
characteristics, such as volume of the car, passenger area, weight, turning circle, miles per gallon, etc.,
and utilized such distributions to predict market shares of different models of imported cars. CRA
stands for Charles River Associates.
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pointed out by Orcutt (1950). On the other hand, Toder et al. as a part of their
demand estimation have estimated the effect of import share changes as well as the
effect of changes in import price, upon the domestic automobile prices. This
estimation has been, however, operated on in an ad hoc basis rather than in the
framework of a simultaneous system.
In effect, Toder et al. have not estimated the cost structure of either the U.S.
automobile industry or the foreign competitors’ structure in an econometric
framework. The cost curve in their report has been estimated by using the approach
of accounting studies. They have developed, however, a framework for an
international cost comparison. They have defined two functional forms for estimating
the manufacturing cost ratio between the U.S. and the other countries in their report.
The first is a linear form which is dual to the Leontief type production function, the
second is a Cobb-Douglas form which is self-dual to the Cobb-Douglas production
function. These two forms can be written as follows:

(4.2)

and

(4.3)

where Ce and Ct are average costs of automobiles of foreign and the U.S. production
respectively. Pe' and P,' are the unit prices of the ith input in the foreign country and
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in the U.S., respectively. It is noted that for econometric estimation, the term [fj/(lf/)] are the coefficients to be estimated. Since Toder et al. have only calculated the
average costs using accounting data, they have to calculate fj and fj* too. Thus, they
define f,' as the value share of the ith input in the total U.S. production except for the
automobile industry, while fj,* as the value share of all inputs in the value of U.S.
automobile production.
The last part of interest in the work of Toder et al. is the ad hoc estimation of
the demand for the factors of production. They have estimated labor input demand
for the U.S. automobile industry by using both time-series and cross-section data.
For the time series model, they use the following simultaneous equations system,
which is also a partial adjustment model:
3

Yi = a 0 + axX + a2R +

+ e; ,
1* 1

i = 1 ,2 ,3 ;

(4-4)

'

where Y; is demand for three types of inputs: number of production workers, average
weekly hours worked, and an index of capacity utilization for the U.S. automobile
industry; X is the output of the industry, and R is the ratio of the wage rate to an
estimated real interest rate. For the cross-section model, they have estimated the
demand for production workers only, using the following relationship:

yt = Po +

+M

+ h wi + e i ’

i = 1»

(4-5^

where y is employment of production workers, q is the value added of automobile
production, z is the percentage of establishments with 20 or more employees, and w
is the average hourly wage rate.
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On the whole, the results of the work by Toder et al. are not quite relevant to
our study, at least not quite comparable with what our study tries to obtain. The
analytical frameworks, as well as the variables and data sources, used in their study
are quite different from what we plan to use. Their work, especially their empirical
part, is described above due to its importance in the development of empirical
applications to the U.S. automobile industry. The significance o f their report resides
in the fact that it has helped researchers start to shift the attention on the automobile
studies from a closed framework of domestic demand to an open framework
incorporating foreign competition, and to the characterization of the supply side of the
industry. In this sense, their work has played a unique role of transition from the
consideration of consumer demand to that of producers in the U.S. auto industry. Of
course, their empirical approach has drawbacks. For instance, they have tried to
characterize the import demand, the cost structure of the industry, and the factor input
demand in separate analytical frameworks rather than integrally linked to each other.

3. Technology Estimation

With increasing foreign competition, mainly from Japan and Germany, in both
the U.S. domestic and international automobile markets, the simple consumer demand
estimation seems less and less capable of explaining the weakening global position of
the U.S. automobile industry. Thus, during 1980s more attention of the empirical
work has been shifted to characterizing the technological structure of the U.S.
automobile industry, trying to understand the operation of the industry from the

R ep ro d u ced with p erm ission o f th e copyright ow ner. Further reproduction prohibited w ithout p erm ission .

supply side, the behavior of automobile producers. Some studies have also made
technological comparisons between competing countries in the hope of finding
empirical evidence of a production advantage that the foreign competitor may have
over the U.S. industry. As we have noted, the work by Toder et al. (1978) is one of
the earliest studies attempting to estimate the production behavior of the automobile
industry although their approach is not quite satisfying. In what follows we outline
two empirical studies that estimate the technology of the U.S. auto industry. The first
study is provided by Friedlaender, Winston and Wang (1983), and the second study is
offered by Fusis and Waverman (1992). Both of these studies have used the systems
approach, and thus are more relevant to this study than any other empirical work on
the automobile industry.
Friedlaender et al. start with a long-run total cost function in representing the
technology of the three largest U.S. automobile firms: General Motors, Ford and
Chrysler.3 The cost function is written as:
C = C(iir(7, q), w, t, T ),

(4-6)

where ip(-) is a vector of outputs at generic level, which is itself a function of the
physical outputs, Y, and the qualities associated with the outputs, q; w is the vector
of factor input prices,

t is the vector o f firm-specific technological characteristics,

and

3FriedIaender et al. have not estimated the aggregate technology of the whole U.S. automobile
industry, as they do not include American Motors which was not integrated by Chrysler until 1988, nor
do they consider other existing domestic production owned by foreign firms (Volkswagen). The reason
for doing so is that the firm specific scale of production is similar for three biggest firms but quite
different for American Motors and other domestic firms. Thus the authors assume that only the Big
Three share the same technology.

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

77

T is the time variable.4 Since the cost function includes quality attributes, they also
call it the hedonic cost function.
For empirical specification of their model, Friedlaender et al. choose three
products, small cars, large cars and trucks, to represent the outputs produced by the
"Big Three" firms. In addition, they choose weights for each type of outputs.
Wheelbase and cylinder capacity for two different cars are the quality attributes on the
output side of their model. On the input side, they specify labor, capital and
materials as the three factor inputs to the technology. As for the technological
characteristics, they simply use firm-specific dummy variables due to the lack of data
on other variables that can measure organizational differences among the firms.
To implement estimation of the model, they employ a flexible functional form
which can be written as follows:

C(z) = a 0 + £ a (.(z,. - z) + ^ - E E a ^ z . - z))(zy - zj).
i*l
2 i-iy-i
'
Similar to the generalized Leontief and translog functional forms, Equation (4.7) is
also a quadratic approximation of a second-order Taylor series expression around the
mean rather than around the square root or logarithm.
Taking the partial differentiation of the cost function with respect to the prices
of three inputs and using the Shephard’s iemma, they get three derived demand
equations for inputs. Using pooled cross-section and time- series data for the Big

4As the authors noted, the concept of technological characteristics is due to McFadden (1978a).
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Three firms and for the period 1955-1979, they estimate the three input demand
equations together with the total cost function.
According to their results, all the firm-specific dummy variables are
statistically insignificant, thus strengthening their assumption that the automobile firms
share a common technology. However, for the estimates of the quality attributes they
include in the model, most of them (six out of seven) are also found insignificant.
This implies that the hedonic specification of the joint cost function might be
superfluous and can be reduced to a regular multi-input, multi-output cost function.
For Friedlaender et al., the purpose of their study is to characterize the
technology of U.S. auto production. In addition to explicit estimation of the input
demand, they numerically estimate three aspects of the auto technology: elasticities of
substitution among inputs, multi-product economies of scale and economies of scope,
and the degree of productivity growth in the automobile production.
For input substitution, they calculate the popular Allen-Uzawa partial
elasticities, using the following formula defined by Uzawa (1962):

>

_ i w x j x j . CCj
d k iw jlw j
C,C, ’

where the subscripts i and j denote partial derivatives. They find that labor is a
substitute for both capital and materials, whereas capital is a complement to materials.
The numerical estimates are cited in Chapter VII of this study, as they are relatively
relevant to empirical findings of this study.
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For the measure of multi-product economies of scale, they use the following
expression due to Panzar and Willig (1977):

S.m

C(Y)
(4.9)

where the m-th firm is in economies (diseconomies) of scale if Sm is greater (less)
than unity. According to their findings General Motors and Chrysler experience
global economies of scale, while Ford suffers from diseconomies of scale. As for the
estimation of economies of scope they use the following definition:
C(JT) + C(Yn _t ) - C(Yn)

(4.10)

C(Yn)
where C(YX) and C(YN_X) respectively represent the costs of producing the output set
(T) and the output set (N-T) independently, and C(YN) stands for the cost of
producing them jointly. Sc measures the percentage cost savings or increases that are
due to joint production. Thus, there exists economies (diseconomies) of scope if Sc is
positive (negative). Their findings, however, are varying and can not be summarized
in a few words.
Finally, Friedlaender et al. have calculated the so-called rate of total
productivity growth for each of the three automobile firms, which is actually the
partial derivative of the cost function Equation (4.7) with respect to the time variable.
This is the same definition of the rate of technical change made by Jorgenson and
Fraumeni (1981). If this partial derivative takes a negative value, then a productivity
growth is said to have occurred. Their finding indicates that Ford, and General
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Motors have, to some extent, enjoyed growth in total productivity for the majority of
1970s, but Chrysler has, to the contrary, experienced large cost increase during the
same period of time. This seems to be consistent with the actual status of the three
automobile firms at those times.
The important second study we want to mention here is the work recently
published by Fuss and Waverman (1992). Like Toder et al. (1978), Fuss and
Waverman’s research is also a comprehensive report on the automobile industry. The
main purpose of their study is to make comparison of cost and productivity
advantages among the world’s four major automobile producers: U.S., Japan,
Germany and Canada.5 The econometric approach used by Fuss and Waverman is
basically in the same line as that by Friedlaender et al. (1983) as they both belong to
the systems approach, except that instead of working in a long-run framework, a
short-run framework is employed by the former. Another difference is that, while
Friedlaender et al. choose firms as production units and investigate a multi-output
technology, Fuss and Waverman concentrate on the whole domestic industry in each
country so that all the firms whether owned by domestic or foreign households are
included. Their technical definition for the automobile industry strictly follows the
SIC code numbers in each country. For each industry they only assume a single
aggregated product.

5Fuss and Waverman (1990) makes cost and productivity comparison between the U.S. and the
Japanese automobile industries. In that study the econometric model used is the same as the one used
in Fuss and Waverman (1992). The only difference is that the latter study extends the intercountry
comparison to four countries. Thus, with respect to the empirical model we only introduce their latest
work.
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Since an intercountry comparison of technology is beyond the scope of this
study, in what follows we confine ourselves to present the econometric model they
have developed. The authors have assumed that each of the four countries’ industry
is applicable to the same empirical model.
More specifically, Fuss and Waverman assume that the technology of
automobile production can be represented by a non-joint, single-output, short-run total
cost function, where the output y is the value added of capital and labor plus the value
of materials. Since this is a short-run framework some inputs must be assumed fixed
or quasi-fixed. They assume that both capital and labor are quasi-fixed inputs and
materials is the variable input to the technology. In addition to the set of the three
inputs, they assume that there is a vector of technological variables, T, that also
affects producers’ cost minimization decisions. They choose to specify three
technological variables in their model: a capacity utilization index, T„ an index of the
stock of R&D, T2, and the output mix, T3, represented by a quasi-hedonic variable.
Their short-run total cost function can be written as follows:6

C(v, y, x, u, T) = VC(y, y, x, T) + u'x,

(4-“ )

where y is the output in the short run, v is the price vector for variable inputs, here v
is only the price of materials, x and u are quantity and price vector of quasi-fixed
inputs respectively, and VC stands for the variable cost function.

6Some notation has been change for consistency with the one we are using the this study, and the
subscript i is omitted, which is used as country index.

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

82

Employing a short-run rather than a long-run framework is due to the attempt
to incorporate the capacity utilization index in their model, which they think is a very
important technical variable for an intercountry comparison of cost and productivity.
If the long-run framework is directly used, consideration of the capacity utilization
becomes unnecessary because in the long run the capacity is always presumed to be
optimal. However, while they work in a short-run framework, Fuss and Waverman
face a practical problem, the degrees-of-ffeedom limitation, due to the fact that in
their model there is only one variable input, the materials.7 On the other hand, they
do not to assume perfect competition for the automobile industry which implies that
- V xVC(v, y, x, T) * u

in the short run, where V is the vector differential operator. That is, the shadow
prices of quasi-fixed inputs do not equal to their market prices. This means that there
do not exist derived inverse demand equations in the short-run for the quasi-fixed
inputs, which can be added to the variable cost function so that the resulting system
will increase the sample observations for estimation purposes.
To solve this problem, they transform the short-run framework into a long-run
framework and keep the concept of capacity utilization by defining a cost function that

Tuss and Waverman plan to estimate the model using translog functional form with annual sample
data for the period 1961-1984, that is, with 24 observations. However, for seven independent variables
in their model, the parsimonious but flexible enough translog functional form requires (l/2)(n + l)(n
+ 2) = 35 independent parameters. In addition, since they only specify one variable input, the cost
share of that input is the same as the total variable cost. This means that the derived demand equation
for materials, which is the partial derivative of the variable cost function with respect to the price of
materials and takes cost share form under translog specification, can not be added to the variable cost
function for estimation, as it does not convey any new information.
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is the same in both the short-run and the long-run. They first define the long-run
equilibrium condition as.
- V xVC(y, y , x , T ) = a ,

(4.12)

that is, in the long-run the equilibrium shadow prices of quasi-fixed inputs equal to
their market prices. Then, they define that the (full) capacity output, denoted by Y,
is at a level, y, which satisfies Equation (4.12). This means, by substituting Y for y,
the following is always true:
-V x7C (v, Y , x , T) = a .

(4.13)

However, sinceEquation(4.13) is also a long-run equilibrium condition, as is told by
Equation (4.12), then aslong as the production is at thecapacity output level,

x are

no more quasi-fixed to the technology and their corresponding prices become
exogenous to producers like the price of the variable factor input. Accordingly, there
exists a long-run equilibrium cost function that can be expressed as
C = G ( w , Y , T ),

(4-14)

where w = (v, u) as defined above. However, Fuss and Waverman claim that
Equation (4.14) is also the short-run total cost function, because in terms of capacity
utilization at which when long-run equilibrium is naturally satisfied, a short-run
equilibrium exists. The envelope theorem tells graphically that the point of
intersection between the short-run and the long-run marginal cost functions is exactly
the same point of intersection between the short-run and the long-run average cost
functions, under long-run constant returns to scale. In the case of increasing or
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decreasing returns to scale, the two intersections are not at thesamepoint, but

still

connected by thesame vertical line so that they still indicate the sameoutput level of
production.8
Assuming that the cost function takes the translog form and denoting logC* as
the equilibrium (both short and long run) cost, Equation (4.14) can be written as:

logC* = G(logw, logy, lo g J ).

(415)

By using Shephard’s lemma we obtain

VhgJogC- - S \

(4-16)

where S* is the vector of derived demand for inputs in share forms under the
condition of equilibrium capacity output level. Adding the system of these equations
to the total cost function for estimation the degrees-of-ffeedom problem can thus be
solved.
At this point, however, the incorporation of the capacity utilization index into
the model is not yet completed. As we have noted previously, once the capacity
utilization becomes the issue of concern, it can only mean that the short-run capacity
utilization is inconsistent with the long-run optimum capacity output, otherwise the
investigation of the effect of capacity utilization is senseless. Equation (4.16) implies,
however, that there exists both the short-run and the long-run equilibrium at outputs
where virtually no vacancy is left to display the effect of capacity utilization. In
addition, Fuss and Waverman define the capacity utilization index as, y = (y/Y)

8See Fuss and Waverman(1992, p.73) for graphic illustration.
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which in equilibrium equals unity. That in turn means that logT, equals zero in
equilibrium, and thus Equation (4.15) does not incorporate the capacity utilization
index Tj.
In order to study the effect of T„ they further assume that S* is not observable
since it takes the equilibrium value. What is actually observed is the vector S which
satisfies the following relationship with S’:

S, = S,' + A.togr,,

(4-17)

where i indicates the type of inputs, both variable and quasi-fixed, and A is the
structural parameter. Therefore, by adding S rather than S* to the cost function, both
the degrees of freedom problem and the incorporation of the capacity utilization index
are accomplished. Their empirical model is also basically completed.
Using the estimation results of their model, Fuss and Waverman have
characterized three aspects of the technology for each of the four countries. The first
one is the elasticities of substitution. They find for the U.S. that all the three factor
inputs are substitutes with each other.9 The second is the scale economies, which
equals the inverse of dlogC/dlogY. They find that each of the four countries’
industry has experienced increasing returns to scale during the sampling period.
Finally, they estimate various elasticities of the technological variables they have
chosen, which equal to VIogTlogC, and their findings are mixed.

’The estimates of Allen-Uzawa elasticities of substitution that Fuss and Waverman (1992) has found
for the U.S. and Japanese automobile industry are all consistent with the empirical results of their
(1990) study except for the capita-labor elasticity for Japan, which indicates the relationship of
substitutes in (1990) but complements in (1992).
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4. Summary

From the preceding discussion of some of the previous studies on the U.S.
automobile industry, we can tell that the systems approach is not new to the research
of this industry, but the empirical investigation directly focusing on foreign trade
flows of automobiles, especially from the point of view of production is not evident.
Among the studies that use the accounting approach, there are some that
address the problem of foreign trade in motor vehicles, such as the work by
Abernathy (1978), Abernathy et al. (1983), and Quinn (1988). However, accounting
analysis usually is more capable of describing the phenomenon than of catching the
inner relationship between foreign trade flows and output flows, and between the
former and the factor inputs. The work by Toder et al. (1978) is important because it
is one of the first attempts in modelling import flows by using econometric
techniques. This research is limited, however, to the consumer demand for imports
only and the empirical approach is also oversimplified. To our knowledge, no
attempts have been made to understand the export supply and import demand for
automobiles in a perspective of production. In other words, the U.S. foreign trade in
motor vehicles has so far only been considered within the framework of consumer
theory, and even that attempt is not often observable.
Friedlaender et al.'s (1983) production approach, as well as the works of
intercountry comparisons of technology by Aizorbe et al. (1987) and by Fuss and
Waverman (1990, 1992) are of course important for characterizing the structure of the
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underlying technology of the U.S. automobile industry. It is apparent that there is a
need to further develop their models into an open economy approach, i.e., to include
the foreign trade sector as Kohli (1978) has done for the national economy. The U.S.
automobile industry has been heavily involved in the international competition during
the last two decades. This indicates that a full characterization of the industry’s
technology requires a consideration of the relationships not only between outputs and
inputs but also between exports and imports on the one hand, and domestic outputs
and inputs on the other hand.
With regard to foreign trade, it is commonly recognized that the U.S.
automobile industry prefers foreign direct investment to direct exports, and that the
U.S. has the relatively lower barriers for imports of motor vehicles than its major
competitors. However, during the period of 1968-1986, both U.S. automobile
exports and imports have been increased in absolute value, although the imports, have
risen much more dramatically than the exports. In 1986, imports of motor vehicles
reached almost to 47% o f the total value of the U.S. domestic sales, while exports
accounted for about 13% of U.S. production, a figure still much higher than the
national average export rate in terms of GDP. This implies that the U.S. exports of
automobiles is not unimportant to the economy for export-led growth contributions to
output.
Recently, the U.S. Department of Labor has produced an enhanced data base
of factor input costs for most two-digit and some large and important three-digit SIC
U.S. manufacturing industries, including the industry of the Motor Vehicles and
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Equipment. In these cost data, the coverage of inputs has been extended to the
intermediates of energy, raw materials, and purchased business services in addition to
the primary factors, capital and labor. The utilization of this data set for automobile
production will enhance the empirical accuracy in analyzing and characterizing the
cost structure of the U.S. automobile industry.
Therefore, in the next chapter we will develop a model for the U.S. industry
of motor vehicles, which will not only use the systems approach, but also will be
done in an open economy framework with foreign trade flows. To accomplish this
we will employ the multi-input, multi-output restricted profit function empirically
initiated by Kohli (1978). This means that we will investigate the short-run behavior
of the U.S. automobile makers instead of their long-run conduct. One advantage of
the short-run framework is that, as we noted, it enables us to estimate the short-run
optimum supply functions of outputs together with demand equations for inputs.
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CHAPTER V

A MODEL FOR THE US INDUSTRY OF MOTOR VEHICLES

This chapter develops an empirical model to estimate the characteristics of the
technology in the U.S. industry of Motor Vehicles and Equipment, SIC code number
371. The model is similar to those in the works of Kohli (1978), Charos and Simos
(1988), and Diewert and Morrison (1988). The only difference is that instead of
characterizing the aggregate technology that underlines the whole economy, our model
is applied to the technology o f a particular three-digit SIC industry o f the U.S.
economy.
The format of the chapter is as follows: Firstly, a restricted profit function is
defined to represent the technology to be investigated. From the profit function a
system of output supply and input demand functions is then derived. The
technological characterization is outlined in the second section. Finally, section three
discusses different specifications of the model and two alternative specifications are
chosen for the U.S. auto industry.
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1. The Restricted Profit Function

In order to define the restricted profit function for the industry we are
concerned with, we make the following three basic assumptions. The primary
assumption upon which the model is based is the assumption of profit-maximizing
behavior of the firms concerned. This means that the firms comprising the industry
officially labeled U.S. SIC 371 are assumed to be profit maximizers, as are all the
other firms.
The second assumption is about the industry’s market structure. It is assumed
that when a profit-maximizing firm makes its optimum production plan by choosing
output and input mixes, it faces two sets of constraints: the market structural
constraints and the technological constraints. However, as the characterization of the
market structure is beyond the scope of this study, we have to treat the market
constraints as given exogenously. One convenient and necessary choice for the
approach of the current study is to assume that all the markets that the concerned
firms face are competitive. In other words, all the firms concerned here are assumed
to be price takers in both of their relevant commodity markets and factor markets.
This assumption follows conventional studies of the same line.
The third assumption is concerned with a set of conditions which the
technology underlying the automobile industry satisfies. Suppose that the technology
always allows each firm in the industry to employ N nonnegative domestic inputs
which are fixed in quantity in the short run, together with I variable inputs (including
imports when the model is in open economy framework and imports are assumed as
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inputs to the technology), to produce J outputs (including exports). The firm’s
production possibility set, denoted by T, can then be defined as all feasible
combinations of inputs and outputs. We further assume that this production
possibility set exhibits the following properties: constant returns to scale, free
disposal, non-increasing marginal rate of substitution and transformation, and for
finite fixed inputs the producible outputs are also finite.1
Under the above three assumptions, which include the set of conditions
assumed in the aggregate technology, the short-run partial equilibrium of the industry
at any point in time can be characterized as the solution to the problem of maximizing
the industry’s profit (excess of revenue over variable costs, or total revenue if all the
inputs employed are fixed), subject to the technology, to a vector of positive
quantities of fixed inputs and to a vector of positive prices of outputs and variable
inputs.
Denoting the N dimensional vector of fixed inputs by x, the I+ J = M
dimensional vector of quantities of both outputs and variable inputs by y (with y
positive if it is an output and y; negative if an input) and the corresponding price
vectors by w and p, respectively, we can now choose a short-run restricted profit
function to represent the aggregate technology for the U.S. industry of Motor
Vehicles and Equipment as follows.2

’For rigorous mathematical expression of those properties for a technology and the proof, see
Diewert (1973) and McFadden (1978a).
2See Diewert (1973, 1974b), and Samuelson (1958).
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n(p\x) = m aX y^y: (x ,y )e r, /?»0},

(5-1)

where x is a real extended function and is well defined for all vectors of positive
prices p.
According to Diewert (1973, 1974b), the restricted profit function thus defined
satisfies the following regularity conditions which are determined by the properties of
the technology being represented:3
a.

the restricted profit function is linearly homogeneous, monotonically
increasing and concave in the vector of fixed-input quantities, x,

b.

the restricted profit function is linearly homogeneous and convex in the
vector of prices of the variable quantities, p, and monotonically
increasing or decreasing in these prices depending on whether the
corresponding quantity is the output or the input and,

c.

if the restricted profit function satisfies conditions a and b, and, in
addition, is differentiable with respect to variable quantity prices and to
fixed-input quantities at optimum values p* and x \ then as the result of
Hotelling’s lemma, we obtain
y<J>';x*) =

(52)

w(p’ ;x ') = Vs* ( p ’;x ‘),
where V is the vector differential operator.

3Also see Diewert (1973) and McFadden (1978a) for rigorous mathematical expression of those
conditions the restricted profit function satisfies, and the proof.
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Under the assumption of price-taking behavior of the firms in both commodity
and factor markets, y(p'; x") become the short-run profit maximizing supply or
demand functions for the variable quantities depending on whether the component of y
is positive or negative, and w(p‘; x*) become the profit-maximizing inverse demand
functions for the fixed inputs.4 Thus, a system of output supply and input demand
functions has been derived for the U.S. automobile industry. This system is
consistent with the underlying technology because it is derived directly from the
representation of the technology using the restricted profit function. By choosing an
appropriate functional form and estimating the parameters of this system of derived
equations, the technology of the automobile industry can then be empirically
characterized.
Before giving a brief outline of the technological characterization, we have to
recognize some limitations of our model. This mainly resides in the assumption of
price-taking behavior of the firms, especially when the model is dealing with an
industry containing four highly vertically integrated big domestic firms.5 However,
the possibility of the output prices being endogenously formed in the industry is
higher than that of the industry being monopsonistic in input markets. Furthermore,
as we isolate a three-digit SIC industry in the model, the commodity prices may be

*A ssum ing w (p"; x") as the industry’s inverse demand for fixed inputs, together with the assumption
of price-taking behavior, we implicitly indicate that the market structure for the rest of the economy is
also competitive. The reason for such requirement is noted in Section m of Chapter m. In addition,
since we assume linear homogeneity for the technology in question, the profit-maximizing optimum
input bundle is the same as the cost-m inim izing optimum bundle.

5During the period of time this study covers for estimation, which we will discuss in the data
section of the next chapter, American Motors was still an independent firm. The purchase of it by
Chrysler, as we have noted, happened in 1988.
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functions of other product markets. This is another source for the possibility of
output prices being endogenous to the industry. However, as we have mentioned
above, the assumption of price taking is necessary to the approach of our model
because Hotelling’s lemma is applicable only to a competitive economy. This is a
limitation of the model and might also be a limitation of the whole neoclassical
framework. One justification we can give for the assumption is the fact that with
heavy and increasing foreign competition in the domestic market for motor vehicles,
as well as increasing number of establishments owned by foreigners, the market
power which the domestically owned firms might have had before the globalization of
markets is now approaching zero.6 With regard to the other possibility of prices
being endogenous, we purposely limit our model to the short-run partial equilibrium
framework.

2. Technological Characterization

In this study, we plan to empirically characterize the technology of the U.S.
automobile industry with respect to the following three aspects: the degree of
substitutability between various variables, the disembodied technological progress, and
the separability between outputs and inputs.

6ActuaIly, whether or not the U.S. automobile firms are price takers in the commodity markets in
the short run is controversial even with empirical findings. In the study conducted by Michael Hazilla
(1991), the author utilized three different functional forms for each industry selected. The estimates for
the aggregate market power of the U.S. motor vehicle industry vary from practically zero to unity
under different functional forms. If the market power is one, the industry is a pure monopolist, which
the industry of SIC 371 is certainly not. If the market power is zero, however, the industry is perfectly
competitive, which for many industries is not practically impossible.
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From the viewpoint of the production theory, one of the important
characteristics of any multi-input, multi-output technology is the degree of
substitutability between inputs, between outputs, and between inputs on one hand and
outputs on the other hand, as well as various price and/or quantity elasticities of
output supply and input demand functions. When the technology is represented by the
restricted profit function the substitutability measures can be expressed in terms of the
restricted profit function itself, together with its first-order and second-order
differentials, as long as it is twice continuously differentiable with respect to prices
and quantities at optimum points p* and x*. First, we define the Hessian of the profit
function as

_ I * p p V l _ \?

H

where ^

pp*

^1

(5.3)

is the matrix of the second-order differentials of x(p; x) with respect to the

components of p, and

with respect to the components of x. The substitution

matrix, denoted by E can then be written as:

E_rn i
u

-

| a iiwJ

fE
I „ppS J

_

- 12

E

_

_ Ip

I "

I -1

pp p

p
-i

tt'Si
■
ii’M
p* x I
-1

(5.4) .s

-i|*

where xp is the diagonal matrix of Vpx(p;x) and xx the diagonal matrix of Vxx(p; x).
All the substitutability measures defined in Equation (5.4) are partial
elasticities of the Allen (1938) - Uzawa (1962) type and, as classified by Mundlak
(1968), all belong to the elasticities of one-factor and one-price type. As defined by
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Diewert (1974b), Ew is the matrix of partial elasticities of transformation between
outputs and/or variable inputs,

is the matrix of inverse partial elasticities of

substitution between fixed inputs also called the matrix of partial elasticities of
complementarity, and Epx and

are the matrices of elasticities of intensity between

variable quantities and fixed inputs. The matrix E is symmetric due to the symmetry
of the Hessian function, so that o- =
1,

M; j, k = 1,

and

= <rkj, with i, h =

N, and i, h ?£ j, k. Furthermore, the curvature conditions of

the restricted profit function, i.e., x is convex in p and concave in x, requires that
and therefore EpP, be positive semidefinite, and that y ^ , and hence

be

negative semidefinite.
Furthermore, extending Allen’s equation, we have the following useful
relation7
o.. = t y / wj ,

where

(5.5)

is the partial elasticity of substitution between inputs i and j, £y is the price

elasticity between inputs i and j, and Wj the share of the jth input in total input costs.
Then, the output and variable input price elasticities and fixed-input quantity
elasticities can easily be derived in terms of the elements of the substitution matrix, E,
and the relative output and input shares:

’Alien (1938), p.505.
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e mi = (J» /0 7.y //7t)> m = 1*.. ,M+N, i = 1........ ,M ,

e mj = a mj(yvjxjl'!t')> n =1... , M + N , j =l,

,tf,

(5.6)

( /* 0 -

In matrix notation, the whole set of elasticities can be written as follows:

v =u ! =
fia ta ^ /a ta p j [amx,/ a i n x j i
Le ~J
[E„ Ea j ' [[ainw ./ainpj [ainw /ainxJJ’

ib ,« = 1 ,

,M+N; i,h = 1 ,

,Af; j, k= l,

,iV; i,k*j,k.

Epp is the matrix of price elasticities of output supply or variable input demand.
is the matrix of quantity elasticities of fixed-input demand. Ep, is the matrix of
partial cross-quantity elasticities, and E ^ is the matrix of partial cross-price
elasticities.

As shown by Diewert (1974b), the

the rows of Epp and E ^ sum to zero, due to the

rows o f Epi and E ^ sumtounity and
assumption of linearhomogeneity

upon the restricted profit function. In addition, the positive semidefiniteness of £pp,
and the negative semidefiniteness of En , guarantee that the own-price elasticities of
output supply be all nonnegative, and the own-price and/or own-quantity elasticities of
input demand be all nonpositive, since the relative share of the variable input takes
negative value.
The substitutability measures together with the above various partial elasticities
complete the first major aspect of characterization of the technology of the concerned
industry. In passing, it may worth noting that, under the framework of open
economy and in a more highly aggregated model, the elements of EpXmight be called
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Rybcyzski elasticities, and the elements of

might be treated as Stolper-Samuelson

elasticities.
We may note that the restricted profit function Equation (5.1) actually has not
incorporated the technological progress through time, which is the second aspect we
would like to investigate. As we have briefly illustrated in Chapter n , there are
basically two ways to incorporate disembodied technological progress in the model.
One method is to add time, denoted by t, to the restricted profit function as a
technological variable so that the expanded restricted profit function is given by
it = i t (p; x ; r),

(5-8)

which corresponds to Equation (2.8) in the case of primal specification of the
technology. Once the disembodied technical change isspecified, we need to conduct
hypothesis tests to see if the technological change is (Hicks)neutralor nonneutral.
Equation (5.8) takes the form of an unrestricted technical change, because the neutral
technical change means that t is separable from all input and output variables so that
the marginal rate of technical substitution of any pair of inputs, as well as the
marginal rate of transformation of any pair of outputs, is independent of changes in t.
Equation (5.8) must be rewritten as
it = it(<j>Q?; x), f),
which corresponds to Equation (2.9).
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As we have noticed, the second way to incorporate technological progress is
the factor-augmenting approach by making use of the concept of efficiency units. In
that case the restricted profit function can be written as
ir = iz(p; x(x, t)) ,

(5-10)

where f is the vector of fixed inputs measured in efficiency units. However, for the
factor-augmenting disembodied technological change, we can not tell if it is (Hicks)
neutral or unrestricted from the general form of the restricted profit function,
Equation (5.10), without specifying a functional form. For Hicks neutrality in the
case of factor augmentation means that the rate of the technological change for each
and every factor input is identical, which is only implicitly specified in Equation
(5.10).
The last aspect of the technology of the U.S. automobile industry which we
are concerned with is the possible separability. As we have mentioned earlier, there
axe varying kinds of separability structures testable, but here we are interested in the
possible global separability between outputs and variable inputs on one hand, and
fixed domestic inputs on the other hand. Woodland (1978) has shown that if the
primal technology exhibits separability between outputs and fixed inputs, then its dual
representation, the restricted profit function, can be expressed in the following form:8

8Also see Woodland (1977). For empirical tests for separability within the same framework
developed by Woodland (1977), see Burgess (1974b) and Kohli (1983b).
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x; t) = r(p)f(x; t),

(5-U)

it(p ; x(x; t ) ) = r(p)f(x),

(5-12)

k (j >;

or

where r(p) is a variable profit function and f(x; t) or f(f) is an aggregate function of
fixed inputs measured either in regular or in efficiency units.
Similar to the empirical issue of unrestricted technical change versus (Hicks)
neutral technical change, the existence of separability between outputs and inputs
needs to be verified by a technique of hypothesis testing. The separability can be
viewed as only an assumption imposed a priori upon the structure of the technology
concerned.
Tests for separability of other kinds and in other types partition of outputs
and/or inputs, such as the kind of separability suggested by Bemdt and Christensen
(1973a, 1973b) require imposition of strong restrictions upon the structure of the
technology, and are beyond the scope of this study.9

3. Specification of the Model

To specify the model for the industry of Motor Vehicles and Equipment, U.S.
SIC 371, we assume that the aggregate technology of the industry employs five
domestic factors of production: labor denoted by L, capital by K, energy by E, raw

9In addition, the separability in the partition of variable outputs or in the partition of domestic fixed
inputs is statistically nested in the existence of the separability between variable outputs (including
variable inputs) and fixed inputs. This means that if the latter is statistically rejected, tests of the
former become unnecessary.
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materials by R, and purchased business services by S. These five factors complete
the aggregated classification of the domestic inputs utilized by the industry in
production.10 The industry is operating under an open economy framework, so it
employs those domestic inputs, primary and nonprimary, to produce two aggregated
products: the motor vehicles for domestic sales only (denoted by D), and the motor
vehicles for exports only (denoted by X). The industry may also import other factors
or materials from abroad. The export and import decisions are made by profitmaximizing firms within the industry. All kinds of imported materials are aggregated
into a single category called imports, denoted by M. Imports are treated as a variable
input to the technology.
In empirical research the assumption that imports are an input to the aggregate
technology was first made by Burgess (1974a. 1974b), and was followed by Kohli
(1978), Charos and Simos (1988), and others.

As we have noted previously, the

argument for this assumption is that in a model for an entire economy most of the
imported commodities are intermediate goods. Even finished goods still have to go
through transportation and other service industries, which are included in the model,
before they reach the hands of consumers. In a model in which one three-digit SIC
industry is investigated in a relatively isolated approach (isolated from the rest of the

"This implies an assumption that for the automobile industry its primal technology is
homothetically weakly separable with respect to the five groups of domestic inputs, labor, capital,
energy, raw materials and business services, so that each group can be aggregated as a single aggregate
input. Their corresponding quantities, which are denoted as xL, xK, xE, xR, and xs, might respectively
be viewed as quantity aggregator functions themselves, and each of which is linearly homogeneous in
their arguments. See Goldman and Uzawa (1964) and Blackorby et al. (1978, pp. 120-125) for
homothetic separability.
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domestic economy except for the weak linkage through input markets) this argument,
however, apparently becomes rather weak and implicit even though the model is still
highly aggregated. On the other hand, a large share of imported goods for the SIC
371 industry enter into the production as an intermediate input. Even for finished
automobiles, a large share is first imported by the Big Three firms and then is put
into the commercial channels rather than imported directly by the trading industries
such as dealers. Its value together with the value of the rest of the imports is all
contained in the total value of domestic sales. Current accessible statistics do not
allow us to distinguish the intermediate share, which is definitely input to the
technology, from total imports covered by SIC 371 classification. Facing this reality,
we assume that the imports are negative outputs to the industry. We recognize that
this might be a potential limitation of the model.
As the industry we have chosen for investigation produces a durable good,
motor vehicles, our model is destined to include another variable whose nature can be
treated similarly to imports, that is, used automobiles. The used automobile market
might be the largest market among all used durable goods markets and is virtually
merged with the new auto market. Used autos are not inputs to the technology but
they are obviously the most competitive substitutes for the current products of the
industry. They are yesterday’s positive outputs of the industry, but today’s ‘negative’
outputs. Unlike previous empirical studies which usually focused on the effect of the
stock of used automobiles due to the employment of the consumer demand approach,
we are concerned with the effects of current-year used automobile flows upon the new
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output supply of the industry. We assume that the effect of the current trading
volume of used autos upon the industry’s short-run profit-maximizing decision is
similar to the effect of a variable input which the industry employs in current
production. To keep the model relatively simple, we only consider domestic sales of
used passenger cars, denoted by U. Other kinds of used vehicles and foreign trade in
used autos are excluded from the model. Following W ykoff s (1973) treatment of
used cars, we further assume that all the used cars are perfect substitutes for each
other but imperfect substitutes for new ones. We are able, therefore, to use a single
price index for used cars in the model.11
For our first specification of the model, we assume that in the short run all of
the above-mentioned five aggregate domestic factors of production are fixed in
quantities available to the industry. They are denoted by the vector

X ' = [X L XK XE XR Xs \

(5'13)

where
xL = quantity of labor,
xK = quantity of capital,
xE = quantity of energy,
xR = quantity of raw materials and,
xs = quantity of business services.

"Single-price index for new automobiles is less controversial than single-price index for used cars,
due to their lower dimension of diversities than those of the used cars. For used cars, there are not
only model, make, and other hedonic quality differences, but also depreciation differences through
time. Therefore, the argument for using a single-price index for new automobiles is nested in the
reason for used cars.
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The corresponding vector of rental prices for those inputs is written as

W ' = [WL WK WE W R

Ws]’

(5-14)

where
WL

= price of labor,

WK

= price of capital,

wE = price of energy,
Wr

= price of raw materials and,

ws = price of business services.
In addition to the prices of domestic new car sales and used cars, which are
assumed to be exogenous to the industry, export and import prices are also assumed
to be exogenous to the industry. 12 Therefore, prices of the variable quantities are
denoted by the vector

P' = [PDPxPuPu]>

(5' lf

where
Pd = price of domestic new car sales,
Px

= price of exports,

Pm = price of imports and,

I2The assumption of small open economy is implied here. This is another controversial point.
While the U.S. automobile industry has the largest auto sales in its domestic market, its share of world
total automobile exports is rather small—see Appendix Table 1, and that might be used as some
evidence for its export price-taking argument. As for the import prices, the somewhat awkward
position of the imports in the model implicitly indicates that some of the import prices are
unambiguously exogenous to the industry of SIC 371, if the imports actually belong to finished goods
rather than inputs.

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

105

Pu = price of used cars,
and the corresponding vector of variable quantities is

y ' = [yD y* y« y0]>

(5-I6)

where
yD = quantity of domestic new car sales,
yx = quantity of exports,
yM = quantity of imports and,
yy = quantity of used cars,
and yMand yv take negative values.
Specifically, the model tells us that the industry’s short-run optimization
problem is to maximize the value of domestic sales and exports subject to the fixed
quantities of five domestic aggregate inputs, to the price of the domestic market
oriented cars,the prices of exports and imports, and the price of used cars, as well as
to the structureof the technology. The industry’s restricted profit function can be
written as

X,

where

f) =

It

(P q , Pyr, P ^ f t

P\y> X j ' ,

Xjry X g ,

Xjj, X g , rj,

(5.1*7)

indicates the first specification. In the short-run equilibrium, the industry’s

variable profit is consistent with the following equation:
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71 ~ Pd^ d + Px?x + P tfu + PuyV’

(5.18)

again, yMand yy take negative values. On the domestic factor income side, however,
the competitive equilibrium and the assumption of constant-retums-to-scale in the
technology also ensures the following equation:13

= wlxl + wr xr + *£*£ + wp* r + ws*s-

(5.19)

By assuming that the restricted profit function specified in Equation (5.12) is
differentiable in p;’ and x,', respectively, we obtain the following system of supply
and inverse demand functions by the use of Hotelling’s lemma:

An alternative specification of the model deals with the assumption of the labor
wage determination. In view of the existence of a labor union force in the automobile
industry and of the presence of unemployment of auto workers, it might not be
unreasonable to treat labor employment endogenously and its rental price exogenously
for the industry. Labor service becomes a variable input to the technology. 14 Such
a treatment of the labor input provides an alternative restricted profit function for the
industry described by the following equation:

l3This again implicitly indicates that the rest of the economy is also assumed competitive.
‘‘According to Toder et al. (1978) wages, fringe benefits, work rules, seniority provisions for
majority of employees (90% hourly rated employees) in the industry of SIC 371 are determined in
collective bargaining between the United Auto Workers (UAW) and the management of the major
automobile companies. The labor contracts are usually three years in duration. This implies that the
labor wages are predetermined. Also see Quinn (1988).
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*(p> X>t) —51 (Pp» Px> Pli>Pu' Pl *

*£’ •*£> *S» 0»

(5-21)

where Pl is the price of labor and x* indicates the alternative specification. The
demand function for labor services, yL\ can be obtained by differentiating t *(-) with
respect to Pl at the optimum point, Pl*.
Except for the treatment of labor input, there is no other difference in the two
specifications of the model. However, it is not that easy to judge which specification
is more reasonable than the other. 15 Actually, we even have no proper test statistic
to judge them on statistical grounds because the two specifications have no nest
relations between them.
There is, however, another kind of a test that can be performed by using the
estimates of the above two specifications of the model. It was suggested by
Samuelson’s (1947) and is called the Chaletier Principle. We look at the alternative
specification from another angle by using a time span to tell the difference between
the two specifications. This time span is measured by the number of variable inputs
available to an economy or industry. We might be able to term the first specification
as the short-run model, while the alternative specification as the medium-run model
for the industry. The difference in the time span between the two specifications is
just the ‘time-run’ long enough to turn the fixed labor services into a variable input.
As we know from the previous section, we can estimate various short-run and
medium-run price elasticities from the two specifications of the model, respectively.

,3Our two specifications of the model are similar to that of Kohli (1983b). In that study Kohli
noted that on statistical grounds at most only one of the two specifications could be correct, but as there
is no way to choose between them on some a priori basis, a safe way is to present both of them.
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Denoting the short-run elasticities the same way as before, by s ^ , and the mediumrun elasticities by 77^ , with m, n = D, X, M, U, L, K, E, R, and S, then according
to the Chdtelier Principle:
|Hfl| * |e ,|,

i = D, X,

U, L,

(5.22)

That is, the own-price elasticity of output supply or variable input demand should be
at least as large in absolute value in the medium-run elasticity as in the short run.
Thus, comparing the relevant estimates of

with 77^ an illustration of the Chatelier

Principle can be completed. 16
In fact, there is also an indirect approach to calculating medium-run elasticities
77ij from their short-run counterparts

and vice versa, as illustrated by Kohli

(1983b), to show the Chatelier Principle.
For simplicity, we only consider the situation of one input transformation from
fixed to variable position and still use labor input as the example. From

v

i _ f t * e **1

"L

ft31ny J dhlPkl [ a m v a i n x j ]

(5 7)

~ [E , E^J = [[dhiWjIdhipJ [dtewjl3)nxt]\’

we can have the following relations:
fdlnUl]

[En En ]fdlnVj]

(5 23)

[dhu^l - [B* B a J ^ J -

I6PracticaUy the remaining fixed inputs can also be treated similarly in the way die labor input is
treated. However, in addition to the difficulty in giving justification on economic grounds, the
computing costs increase at the speed of geometrical progression, while, more importantly, the
curvature conditions of some functional forms deteriorate rapidly as more and more equations transfer
from the demand side to the supply side (and vice versa) of the simultaneous model.
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where

ul =

[yD yx yMy„ wK wE wR w j ',

«2 = WL,
vi = IPd Px Pm Pu

▼2

=

xk xe xr

x sT>

X L>

E,, = [fig],

i, j = D, X, M, U, K, E, R, S;

Eu = [ £ j ,

i = D, X, M, U, K, E, R, S;

E* = [£y],

j = D, X, M, U, K, E, R, S; and

E 22 = Sll -17
Assuming that

is nonzero, it follows that:

[dln«j] _ [EU-E 12E^21E21
[dlnv2j ^

EuE^|[dlnv,]

/5 24)

Therefore, each medium-run own-price or own-quantity elasticity is related to its
short-run counterpart in the following way:

ha = ®a —

®n>

* = /"•

(5.25)

If £5 is a short-run own-price elasticity o f output (variable input), it must be
nonnegative (nonpositive) as required by the curvature conditions of the restricted
profit function, *•(•)•

Furthermore,themonotonicity properties of x(-) require £*. and

su ^ “ j j b e in die same (opposite)signs.

Since £u. must always be nonpositive,

|t 7£| ^ | £5 1 holds. If £fi is a short-run own-quantity elasticity of fixed input,
however, the situation is just the other way around: with

being nonpositive and %

I7For the case of more than one input transformation,
is a diagonal matrix with own-quantity
elasticities as diagonal elements, and Eg = [c j , and E^ = [e j , where n stands for the index of fixed
inputs which are transformed as variable inputs.
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and fiy (i = j) having the same signs as required by the properties of »(•), hul ^
| Et | , but j 1/ijs j > | II | , and the inverse of the own-quantity elasticity is the ownprice elasticity, thus the Chatelier Principle still holds.
Using exactly the same method, we can calculate the short-run elasticities, £;j,
indirectly from their medium-run counterparts,

The opposite relation is expressed

as follows:

8 * = ha " h i t h z / h i

i =j-

(5'26)

The only thing we need to note is that as labor becomes a variable input in the
medium-run the monotonicity conditions of x(*) require that ij^ and t]u (i = j) will
have opposite signs if i stands for an output or a fixed input, and will have same signs
if i stands for another variable input. In sum, the results from the direct approach
can be compared to the results obtained from the indirect approach.
In this chapter, we have developed a model for the empirical investigation of
the U.S. industry of automobiles. We first made some primary assumptions upon
which the model will be based. We also have recognized the limitations of the model
caused by some of the assumptions. We then proposed two specifications for the
model after outlining the characterization of the technology with respect to three
aspects: the Allen-Uzawa elasticities of substitution, the technological change, and the
possible separability between outputs and inputs. In the next chapter, the two
specifications of the model will be put into an empirical estimation. To do that, a
functional form will first be chosen for the restricted profit function, then several
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hypotheses and their nest relations will be discussed. The estimation technique and
the data to be utilized will be described in the next chapter.
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CHAPTER VI

IMPLEMENTATION PROCEDURE OF ESTIMATION

In this chapter we discuss the procedures to be used for the empirical
implementation of the two specifications o f the model developed in the last chapter.
The chapter is organized into four sections.
The first section outlines the choice of a functional form, which is flexible
enough to represent the restricted profit function without imposing a priori restrictions
upon the characteristics of the technology being examined. In the second section,
three different tests of hypothesis for both of the two specifications of the model are
discussed: the unrestricted disembodied technological progress, the global separability
between variable outputs and fixed inputs, and the possible effects upon the
technology of foreign trade policy in automobile imports. The nest relations of the
different hypotheses are summarized at the end of the second section.
Section three is divided into two subsections: the first deals with the estimation
technique and the second outlines the procedures used in checking the regularity
conditions of the estimated restricted profit function. The last section is devoted to
the description of the data base, its source and the method of construction of our own
data series.
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1. Functional Form

In order to perform an estimation of the technology, we need a functional form
to represent the restricted profit function. The functional form we want should be
flexible enough so as not to make any a priori restrictions to the matrix of
substitutability measures cr to the structure of the technology. The functional form
we choose for the model is the transcendental logarithmic (translog) function, which
has been defined by Christensen et al. (1971) as a second-order Taylor logarithmic
expansion. The selection has been made for the following reasons: a) it is relatively
easy to derive the various elasticities from the translog function, b) the system of
supply and demand functions can be derived symmetrically from the translog function,
c) the translog form is consistent with the data converted in Divisia index format
which we will be using, d) while the translog form is flexible enough it is also
parsimonious in free parameters, so that we do not have to deal with redundant
coefficients, and e) it allows easy resolution of any potential autocorrelation problems.
Even though the translog form has been subject to criticisms in some studies, it
remains one of the more popular flexible functional forms that have been used in
empirical work . 1
The translog restricted profit function for both short-run and medium-run
specifications can be expressed as:

'Translog functional form has been experiencing ups and downs since its emergence. For cons, see
Simmons and Weiserbs (1979), Gallant (1981) and Guilkey and Lovell (1980); for pros see Berndt et
aL (1977), and Guilkey et aL (1983).

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

lnx(p;x) = «0 + E ia iInpj + E^-lnx, + ^ ^ E ay ui^PMPk
+ Z £ j * v1npflixj + j Z j 'Z k* JJnxJ}nxi ,
i , h = D , X , M, U;
j , k = L, K, E, R, S, for the first specification,
i , h = D , X , M, V, L ; j , k = K , E , R, S, for the alternative specification,

where 73, = 7 ^ and ^

= ^kj, as implied by the Young’s theorem for the symmetry

of the Hessian of the restricted profit function. In addition, since x(-) is assumed to
be linearly homogeneous both in p and in x, the following conditions on the
parameters of the translog function must hold:
Eia i = 1> £j£j = 1> ^i7 ih = ^ 7 hi = 0 >
Whether or

= ^klAkj = 0 , and EjSjj = EjSj; = 0 .

not the estimates o f the parameters hold, these conditions will betested.2

By logarithmic differentiation of the translog restricted profit function,
Equation (6.1), with respect to p-, and xj} we get the following profit-maximizing
system of supply and demand equations expressed in share forms:

+ SjYulnp, + E ^ -ln x ,,

w.x

Sj = - 1 - i = py + Z i6y]npi +

,

(6.2)

i,h =D , X , M , U ;
j , k =L, K, E, R, S, for the first specification,
i,h = D , X ,M , U ,L ; j , k = K, E, R, S, for the alternative specification,

where the v’s stand for output shares, if positive; or variable input (imports and used
cars in this study) shares, if negative, with respect to the industry’s variable profit,
and s’s are the payment shares of fixed inputs. In addition, from Equation (5.4) of

2A Monte Carlo simulation test will be made on the homogeneity and symmetry conditions in the
next chapter.
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the previous chapter it can be seen that the elements of the substitution matrix, E,
have the following relations with the v;, Sj and the relevant parameters, y^, ^ and 5^:

_

_

44

+ v v

a i h ----------- —

----------»

V ,v ,

Y fi + v f

°n

-

v,

; ------------- >

i rh

vi

V*

I-

l * h >

j .t,

M

5.. + vs.
a U = aji = — ------— >
v isi

where era, and a~ are the elements of Epp,

and ojj are the elements of E^, and o-g =

Ojj are the elements of Ejp = E ^ . All i, h, j, and k stand for the variables as specified
for Equation (6.2).

2. Hypothesis Testing

In this section three testing hypotheses for the model are discussed. The type
of technological change and the possibility of separability are the two aspects of the
technological structure that can be established only through hypothesis testing. Thus,
the first hypothesis test is with regard to the (Hicks) neutrality of technological change
versus its alternative, the unrestricted disembodied technological progress. They are
denoted, hereafter, by the abbreviations NT (neutral technology) and NNT (non
neutral technology). The second hypothesis is about the possible separability
conditions between outputs and inputs. We use the notation GS to stand for the
hypothesis that variable outputs are globally separable from fixed inputs and,
correspondingly, NGS to indicate that there does not exist such a relationship between
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outputs and fixed inputs in the underlying technology. The last hypothesis deals with
the possible effect of a particular automobile import-protection policy of the United
States, specifically, the voluntary export restraint (VER) of Japanese autos imported
to U.S. The abbreviation VER will be used directly to indicate the test of the
hypothesis whether this policy has had any (positive or negative) effect upon the
technology of the U.S. automobile industry.

A.

Technological Change. The translog functional form for the restricted

profit function, Equation (6.1), is only a representation for Equation (5.1) rather than
for Equation (5.8). This means that in Equation (6.1) the technological change is not
yet incorporated. We have deliberately put it in this way because we want to note
that even without incorporating the technical change in the model, the system of
supply and demand equation derived from Equation (6.1) and expressed by Equation
(6.2) is statistically equivalent to the version of multi-input Hicks-neutral
technological change. In other words, in the case of Hicks neutrality, we actually can
not tell statistically whether the technological change is incorporated or not in terms
of the system equations.
Now, consider the case of incorporation of the unrestricted (nonneutral)
technological change in the model. For the first method where time is treated as an
additional variable input, the translog restricted profit function, Equation (6 .1), should
be rewritten as follows:

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

117

IhtcO; x; t) = a 0 + 'Lia ilnpt + E ypylnxy +

^ p ^ p ,,

*E
+ 6r + E ^ r ln /? . + E ^ ty ln ^ . +

(6.4)

i,h =D , X , M , U; j ,k = L, K , E , R , S, fo r the first specification,
i,h = D , X , M , U, L; j ,k = K, E, R , S, fo r the alternative specification,

where 8,

Tfi and u are additional parameters measuring technical progress, and

= o and T.j cjt = 0 • In and rjt are suppressed to zero if multi-input Hicksneutrality is assumed, and that is just the same as Equation (6.2) has shown.
Correspondingly, the version of unrestricted technical progress of Equation (6.2) is:

V,

=

= C, + EjYftltt^ + Eya yilnx; + l ut ,
(6.5)

i,h = D, X, M ,U ;
j , k = L , K , E , R , S , fo r the first specification,
i , h - D , X , M , U , L \ j , k = K, E, R, S, fo r the alternative specification,

Regarding the second way of modeling technological change, the factoraugmenting approach, we follow the efficiency units approach. Assuming *. as the
jth fixed inputs measured in efficiency units, and correspondingly assuming w. as the
rental price of the jth fixed input per efficiency unit, then, by specifying an
exponential rate of technological progress, we have the following relations:

£j = xJe'ljt,

w. = Y/jt'*'1,

j = L , K , E , R , S , in the short run,
j = K , E , R , S , in the medium run,

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

(6 .6 )

118

where n-y is the rate of technical change, and Equation (6 . 6) indicates that w.x. = w.xy.
Substituting * for Xj in Equation (6.2), we get a system of equations essentially the
same as that of Equation (6.5). The only difference in this case is that now we have
the parameters £,-5,-^ instead of

and the parameters

instead of rJt.

The estimation of the rate of technical change is the same for both cases. In
the first case differentiate Equation (6.4) with respect to t and estimate the resulting
equations. In the second case, by separating estimates of ^ from

and fa , the

model becomes nonlinear in parameters and the following relations hold:

= SjSji/ij,
Tjt =

The two approaches for incorporating technical progress become virtually the same in
terms of empirical estimation. In the case of multi-input Hicks-neutrality for the
second method, ^ ’s are identical, and 2 $ ; = 0 , ^ f a = 0 as required by the property
of linear homogeneity. Apparently, ceteris paribus, the system of Equation (6.2) is
nested in the system of Equation (6.5). Because our model incorporates both primary
and nonprimary factors of production, we test neither Solow-neutral nor Harrodneutial technical progress in the model.

B.

Separability. When the function takes the translog form of Equation (6.1)

or Equation (6.4), the separability structure we have outlined in the last chapter can
be imposed upon the system simply by requiring that 5^ = 0 , for all i, j.
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Accordingly, if the separability condition holds, the system of supply and demand
functions becomes

piy‘ = a t + V
1 l,
vi = ----Y ..yik\sxp
n
sj = ~

= ^ j + ZjV jJ nXj ,

(6 .7)

i,h = D ,X ,M ,U ;
j , k = L , K , E , R , S , fo r the first specification,
i,h =D ,X, M ,U ,L; j,k =K , E , R, S, fo r the alternative specification,

For a model of the real value added function, separability between output and primary
inputs is the necessary condition. For our model this implies that, under the condition
of separability between outputs and fixed inputs, the profit-maximizing supply of
outputs or demand for variable inputs is independent of the composition of fixed-input
demands, its amount is decided only by the prices of outputs and variable inputs.
Similarly, the rental price of fixed inputs is independent of what the industry is
producing; but it is exclusively determined by the composition of the fixed inputs the
industry employs.
We have just mentioned above that the two methods to incorporate nonneutral
technical progress can reach virtually the same parametric results. However, when
the test for separability is made under the condition of nonneutral technological
progress, this conclusion can hold no more. When all 5j; are suppressed to zero for
the separability assumption, the parameter £it does not necessarily equal zero.
Therefore, we must first choose one of the two ways in dealing with technical
progress before testing for separability under the condition of nonneutral technical
change.
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On the other hand, even though we might not be able to determine which of
the two methods of specifying nonneutral technological progress is a better
approximation to the reality, an indirect test can be performed. We can assume each
of the methods in the model and each under the condition of global separability
between outputs and inputs. Theoretically, the concept o f efficiency units is not
exactly the same as the concept of treating time as an additional factor. However, on
statistical grounds, ceteris paribus, the approach of efficiency units is nested in the
approach of a simple factor of production, in the sense that some additional
restrictions are imposed in the former to require that

equal to zero for all i,

while in the latter these restrictions are relax'ed. Therefore, a nest relation is
established and an indirect testing hypothesis is made. Using a proper test statistic,
we might be able to see which method of incorporating the technical change in the
model should be rejected statistically.

C.

Possible Distortion. It is clear that our model is tied up within the

neoclassical competitive framework. No externalities of any kind are considered in
the model, nor are foreign trade distortions. However, in implementing the
estimation of the model, we incorporate one possible trade distortion in motor
vehicles in the model, i.e., the voluntary export restraint (VER) of Japanese autos to
U.S., which started on May 1, 1981 and covered the rest of the time period used in
this study.
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With VER in implementation, a few studies have indicated that the Japanese
producers would shift the composition of their exports toward higher priced
products.3 This might have some effect upon the U.S. import price of motor
vehicles, which is assumed to be exogenous to the industry. In order to catch the
possible effect of the VER upon the industry’s supply and demand conditions, we use
a simple dummy-variable approach by adding a new variable p«x to the restricted
profit function, where Pm is still the price of imports and X takes the value one for
1981 and afterwards, and zero otherwise. Then, the following terms might be added
to the right-hand side of Equation (6.1) and Equation (6.4):

+ 'Liy iir\npihipu + T,j bjie\nxj \D.pM + ^ Y y u -ik ip u )2

where lnp'M = Xlnpw, and aw , yM., 8^., and yM.M<are additional parameters. This
means the term (you-hip m) is to be added on the right-hand side of each v; equation of
the system of Equations (6.2) and Equations (6.5), while the term (Sj-M.lnp'^ is to
appear on the right-hand side of each Sj equation of the same systems.
If estimates of 7 ^ and

are significantly different from zero, they will be

used to measure the possible effect of the VER on output supply and input demand of
the U.S. automobile industry. In a multi-input, multi-output model, it is difficult to
tell beforehand in which direction the VER will impose its effect. We note that,
ceteris paribus, this version of the model is statistically more unrestricted than the
versions without adding the dummy variable. In addition, although we test the

3See Feenstra (1984, 1985, 1988) and Gomez-Ibanez et al. (1983).
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possible effects of the VER, our maintained hypothesis is the nonexistence of the
VER effects.
D.

Summary Notes. The above hypotheses, maintained or null and

alternative, make up different versions for the two model specifications. To
summarize the nest relations between those different versions of the model we draw
the following diagram. The ordered path of nests is from the relatively most
constrained version towards the relatively least constrained version:

NT, GS

NT. NGS

NNT, NGS

NT. NGS, VER

NNT, GS

NNT, GS, VER
NNT, NGS, VER

Figure 6.1.

Paths of Ordered Nests for the Model.

The lines connecting any two boxes indicate that there are nest relations between the
two different versions. The arrows show the direction the restrictions are relaxed,
and the bolded lines indicate more than one restrictions are being relaxed from one
version to another.
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All versions of different hypotheses are to be tested by using the likelihood
ratio test.4 The likelihood ratio is the maximum value of the likelihood function for
the relatively constrained version divided by the maximum value of the likelihood
function for the relatively unconstrained version, i.e.,
L R = £ j £ u.

(6.8)

For large samples, the test statistic, -21og(LR), is distributed as chi-square with as
many degrees-of-freedom as the number of restrictions imposed on the relatively
constrained version. This test statistic will always be nonnegative, as Lu can never be
smaller than £ C .

3. Estimation Technique and Regularity Conditions

A.

Stochastic Specification and Estimation Technique. For purposes of

empirical implementation of the model, additive random disturbance terms v, and Vj
are specified to each v; and each Sj equation, respectively, of the systems of Equations
(6.2), (6.5) and (6 . 8). The v-, and vs are assumed to follow the properties

ritiere are three test statistics commonly used for testing hypothesis in models of the system
equations. They are the Wald, likelihood ratio (LR), and Lagrange multiplier (LM) test procedures.
For discussions of the relations among these three test statistics and the proper use of them see Beradt
and Savin (1977) and Bemdt (1991).
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S o„ = 0 , and Et) = 0 ,
M '
y-i '

i*j,

(6 -9)

because it is assumed that x(-) is an exact representation of the technology.5 We
further assume that the disturbances are identically distributed normal random vectors
with mean vector zero and covariance matrix Q.6
The system of equations form a multivariate regression model, for which
Zellner’s (1962) efficient estimation procedure (ZEF) might be applied to estimate the
parameters. However, before conducting the estimation we note that the covariance
matrix of the model is singular, due to the unity summation of both the variable
quantity shares and the fixed-input shares. This requires that we delete one equation
from each side of the model. But this could introduce a new problem, as the
estimates are not invariant to the choice of the equations deleted. However, Barten
(1969) has shown that maximum likelihood estimator could provide consistent
estimates of parameters invariant to which equations are omitted for the models with
singular covariance matrix. On the other hand, Oberhofer and Kmenta (1974) has
proven that iteration of Zellner’s efficient estimation procedure (IZEF) would, at
convergence, yield estimators asymptotically equivalent to the maximum likelihood

3As we have noted earlier, a more sophisticated approach to specifying the disturbance term for
share-equation models was suggested by McElroy (1987), but that would require estimation of x(-)
together with the system of supply and demand equations. However, in view of the high
multicolinearity that approach might create, we decided to adopt the simple and conventional method
for the share-equation models. In addition, in consideration of the possible autocorrelation in our timeseries data, and of the way to correct it, it is impractical for us to include t (-) as a single additional
equation in estimation.
‘For an alternative assumption on the distribution of disturbance terms for share-equation systems,
see Woodland (1979).
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estimator. Therefore, we apply IZEF to the model and delete the share equation of
used autos from the supply side and the share equation of business services from the
cost side for the first specification of the model. As for the alternative specification,
we delete the share equation of labor from the supply side rather than the used-car
equation.
Since the data are time series, we take into consideration the possibility of
first-order autocorrelation in our model. However, Bemdt and Savin (1975) has
shown that, due to the singularity of the covariance matrix, not only should the
diagonal elements of the first-order autocorrelation coefficient matrix be identical but
the summation of each column of that matrix should also take the same value,
otherwise the maximum likelihood or IZEF estimates of the parameters would no
longer be invariant to the equations deleted. This means that the regular vector
autoregressive approach for seemingly related regressions is not applicable to our
model.7 In view of this, we only consider a special case of the first-order
autocorrelation, where the matrix of first-order autocorrelation coefficients is
diagonal, and the diagonal elements are identical—this, of course, also satisfies the
condition of identical column summations. Therefore, we assume the following:

v tt = en + P vuft-i >

(6.10)

vji = ejt + P . V i >
where pv is the

autocorrelationcoefficient for every V;equationandp,isthe

autocorrelation coefficient for every Sj equation. Wealso note that allversions of the

7See Guilkey and Schmidt (1973).
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model with zero autocorrelation assumption nest, ceteris paribus, in the version of
first-order autocorrelation, so that whether there is first-order autocorrelation can
readily be tested, because zero autocorrelation implies that the matrix of the
autocorrelation coefficients is null.

B.

Checking on Regularity Conditions. A well-known fact for the translog

functional form is that there is no guarantee that the estimates of parameters satisfy all
the regularity conditions of the restricted profit function. Of special concern are the
curvature conditions; that is, the function should be concave in fixed-input quantities
and convex in prices of variable quantities.
Except for the homogeneity conditions, for which the guarantee is made by
imposing (but testable) restrictions on related parameters, such as

= 0,

=

0 , and E;5ij = EjSp = 0 , other conditions have to be verified in the neighborhood of

each observation. The monotonicity conditions are relatively easier to check: just
determining whether the estimated shares have the corrected signs, positive if outputs
or fixed inputs, and negative if variable inputs (in our model including imports and
used car shares). For the curvature conditions, however, it is not that easy.
As was mentioned previously, the convexity of x(-) in prices of variable
quantities requires that V^xQp; x) be positive semidefinite, and the concavity of x(-)
in quantities of fixed input requires that Vxx2x(p; x) be negative semidefinite. In the
translog form,
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(
\
V - n f c x ) = ----- (T + vv' - V),
\PiPh)

where T and ¥ are parameter matrices of y* and

(6.11)

respectively, v is the vector of

variable quantity shares, s is the vector fixed input shares, and V and S are diagonal
matrices of variable shares and fixed input shares, respectively. Since x(-), and p ’s
and x’s always take nonnegative (positive in our model) values, what is left to be
considered are (T + w '-V ) and O^+ss'-S) matrices. The determinantal test approach
to checking the second-order necessary condition is rather complicated, so we decide
to use the characteristic-root test to check the curvature conditions of the restricted
profit function for every observation of our sample period. This can be done by
substituting estimates of T, ^ and the related sample share values into the two
matrices, respectively, and calculating eigenvalues for each matrix, one observation at
a time. The necessary condition for (T + w '-V ) to be positive semidefinite is that all
of its eigenvalues be nonnegative. Similarly, for Ofr+ss'-S) to be negative
semidefinite, it requires that all of its eigenvalues be nonpositive.
As was pointed out by Kohli (1983b), there is no guarantee that the estimates
of the translog function satisfy curvature conditions on every observation. If
violations are serious, it might be necessary to impose the correct curvature
conditions by a method of reparameterization called the Choleski factorization. This
method was suggested by Lau (1974, 1978b) and was empirically utilized by
Jorgenson and Fraumeni (1981). The main idea of this method is worth reviewing.
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Assume that (T + w '-V ) is Choleski decomposable at the expansion point, so
that

(T + vv' - V) = (T + a c ' - A) = LAL'

(6-12)

where a is the vector of a ;, A is the diagonal matrix of aif L is a unit lower
triangular matrix with off-diagonal elements, say 1, and A is diagonal matrix with
nonnegative elements, say dj2, on the diagonal. Due to the symmetry conditions on
(T + w '-V ), there is a one-to-one transformation between the elements of (T +w '-V )
and the elements of LAL’. Since, as pointed out by Lau (1974), the diagonal
elements of A are equal to the eigenvalues of the matrix (T + w '-V ), the assumption
of nonnegativity ensures that the estimates of (T + w '-V ), under the
reparameterization, be positive semidefinite. O^+ss'-S) can be reparameterized in the
same way, but the diagonal elements of A will instead be assumed to be nonpositive.
However, such reparameterization makes the empirical model highly nonlinear in
parameters, especially for high dimensional models, so practically it is the last resort
one would like to go.

4. Data Description.

After all the empirical modeling discussions, the last step before estimation is
data collection. We use annual data for the U.S. auto industry during the period
1968-1986. Following the principle of keeping the data as consistent with the
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coverage of SIC 371 as possible, the data was collected with respect to four
categories.
First, we calculated the relative shares of fixed inputs, sL, Sk, se, sr , and Ss.
They are computed as the ratio of the income of each factor to the total cost or to the
value of production of the auto industry. These shares sum to one. Both series of the
factor incomes and the value of production are in current dollar basis and are taken
from the Division on Productivity, U.S. Department of Labor. Second, we utilize the
data on the fixed-input quantity series, xL, xK, xE, xR, and xs, expressed in Divisia
indices (Tomqvist approximation) form, taken from the same source. On the fixedinput side, all the input data series are strictly consistent with the definition of SIC
371. A detailed description on the methodology used in the construction of the series
can be found in Gullickson and Happer (1987).
On the variable-output side, the available data are not as convenient as with
the fixed input side. The third category of the data we need are time-series of the
variable shares, vD, vx, vM, and vUs (for labor services, sL equal v j . Total domestic
sales D is defined as the industry’s value of total production Y minus total exports X
plus total imports M and plus net domestic sales of used automobiles U. Time series
on exports and imports of auto products are taken from FT610, U.S. Exports o f
Domestic Merchandise, and FT210, U.S. Imports fo r Consumption and General
Imports, respectively. Both issues are published annually by the U.S. Department of
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Commerce, and both are classified on an SIC foreign trade base.8 The series on net
sales of used autos is also from the U.S. Department of Commerce. It is the sum of
consumers’ and producers’ net purchases of used automobiles.
On the SIC base, used autos are currently not classified within the code 371,
but historically it surely has been the case. Relative variable shares are, therefore,
computed as the ratio of the value of each of the four components, D, X, M, U, to
the value of total production Y. They are all measured in current dollars.
The last category of data needed for our model is time series on variable
prices, pu, Px, p*,, pu, (and Pl, which we need for the alternative specification and
was obtained from the same source as x j . ’We first calculate the time series of pu
ourselves using the following divisia index formula:

E \
M
2

( vu + v u -1) 0 * P u ~ k P i t - 1) »

(6 ’13)

where p is the price of ith commodity or input, and v is the share of that commodity
or input which is used as proper weight. Equation (6.13) is the Tomqvist
approximation to the divisia price index. We use two price series to compute py: the
price indices of used cars for consumers and for producers. The corresponding
weights for the two price series are the consumers’ share and the producers’ share of

8There is a little difference between SIC output base and SIC foreign trade base. Some output
items covered by SIC 371 output base but not by SIC 371 foreign trade base. We adjusted them in
accordance with the SIC output base. For detailed description of those two series, see Appendix to the
U.S. Commodity Expons and Impons as Related to Output, 1969 and 1968, U.S. Department of
Commerce.
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total annual used car purchases. All these series are taken from the U.S. Department
of Commerce, National Accounts.
Historical data on SIC-based price indices for exports and imports for SIC 371
are so far not available. We used End-User codes based export and import price
indices as proxies to Px and Pm, respectively. These indices are taken from FT990,
Highlights o f U.S. Export and Import Trade, a monthly report issued by the U.S.
Department of Commerce. In the one-digit End-User classification system, the
automotive products are categorized in code number 3, with the aggregate label of
"Automotive Vehicle, Parts and Engines."
In view of the possible differences in cross classification between the two
systems, we carefully examined the coverage of the two code systems. There is no
direct cross-classification codes between End-User and SIC, so we chose a third
industrial classification system which has cross-classification codes to both the EndUser and the SIC system. For exports, we used FT446, U.S. Schedule B Commodity
by Country; for imports we chose FT246, U.S. Imports fo r Consumption and General
Imports, TSUSA Commodity by Country o f Origin, both are annual reports issued by
the U.S. Department of Commerce. We found that in general the coverage of the
End-User code number 3 is larger than that of the SIC code number 371, but the
difference is not substantial. According to 1980-1982 data, the current value of
exports of auto products which were included both in the SIC 371 and in the EndUser code number 3 accounted for more than 80% of the total exports covered by
End-User code, while the imports reached more than 90% of the total imports of End-
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User code. Both exports and imports aggregates which were covered only by SIC
371 and not by End-User number code 3, accounted for less than 1% of the End-User
coverage, as well as of the total SIC 371 coverage. Furthermore, the End-User code
3 includes used auto exports and imports, which the SIC 371 does not, so we also
carefully counted the amount of trade in used autos. We found that neither exports
nor imports of used automobiles count more than 1% of the value o f either the EndUser code 3 or the SIC 371 coverage. The purpose of these investigations is to
determine if price indices of the End-User code 3 are proper proxies to the p* and pM
of the SIC 371, and the conclusion is quite positive.
The proper price index for domestic sales, p ^ is also unavailable currently, so
we use the divisia index Equation (6.13) again to construct our own series for pu.
The price indices for Pu, px and Pm (which are actually proxies), and py, which is the
price index of the value of production, are used in the construction, of the aggregate
price index PD. The ratios of dollar value of output, exports, imports and used-autos
to the dollar value of total domestic sales become, respectively, the corresponding
weights used for the construction of the divisia price index. This follows from the
definition of the total domestic sales, D, i.e.:
D = Y - X +M+U,

(6-14)

and, hence, the export share takes negative value in the construction o f pu. All the
data series utilized in the model are presented in Appendix D.
In this chapter we have discussed the procedures needed for estimation of our
model. We have chosen the functional form, discussed different tests of hypotheses,
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the estimation technique, and described the data base to be utilized. In the next
chapter we will present the estimates results and an empirical analysis.
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CHAPTER VD

EMPIRICAL AND RESULTS ANALYSIS

In this chapter empirical results are compared, models are selected on
statistical and economic grounds and various hypotheses are tested. Accordingly, the
chapter is divided into three sections. In the first section, all estimated versions of
the model are listed, and then we provide criteria for judging the empirical results.
The criteria used are based on bo.th statistical and economic theories. The second
section is devoted to the presentation of the empirical results. We first report the
relevant test statistics, parametric estimates, and other estimates relevant to the
characterization of aspects of the technology. In the rest of the second section we
screen and select the proper model by using the criteria that the first section
stipulates. In the third section, we present a Monte Carlo simulation, which deals
with the issue of the symmetry and homogeneity properties of the restricted profit
function.

1. Criteria for Estimates Comparison

Chapter V introduced two alternative specifications of the model. For each of
the two specifications, ten different versions, depending on various combinations of
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the null or the alternative hypotheses, have been estimated using the procedures
described in the previous chapter. In an abbreviated format these ten versions are:
Version (i)

= NT-GS-S&H,

Version (ii)

= NT-NGS-S&H,

Version (iii)

= NT-NGS-S&H-VER,

Version (iv)

= NT-NGS-NS-NH,

Version (v)

= NNT-GS-S&H-FOP,

Version (vi)

= NNT-GS-S&H-EU,

Version (vii) = NNT-NGS-S&H
Version (viii) = NNT-NGS-S&H-VER,
Version (ix)

= NNT-NGS-NS-NH,

Version (x)

= NNT-NGS-S&H-AUT,

where NT

= (Hicks) neutral technological change,

NNT

= nonneutral technological change,

GS

= global separability between variable outputs and fixed inputs,

NGS

= no global separability between variable outputs and fixed inputs,

S&H

= symmetry & homogeneity of the translog restricted profit function,

NS

= nonsymmetry in the parameters of the restricted profit function,

NH

= nonhomogeneity in the parameters of the restricted profit function,

VER

= effect of voluntary export restraint from Japan to the U.S.,

FOP

= nonneutral technical change by treating time, t, as a factor input,

EU

= nonneutral technical change by using the concept of efficiency units,
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and

AUT

= first-order autocorrelation in the disturbance term is assumed.

The combination of the above testing hypotheses is surely not exhaustive, but
in consideration of economic implications and statistical findings, it seems that some
versions for the model will be unnecessary. Now, consider the question of how to
select the "best model" among the preceding versions on both statistical and
theoretical grounds.
Four criteria are set up for the selection of our model. The first criterion is:
By using the proper test statistic, which in this study is the likelihood ratio (LR)
mentioned in the previous chapter, we determine which of the proposed hypotheses
should be rejected. The estimates obtained from the version of the model in which
the null hypothesis is statistically rejected will no longer be viewed as the proper
estimates for our empirical analysis. Of course, this criterion is only applicable to the
versions that have nest relations with each other. For those versions that are not
nested with each other, the comparison of the estimates should be undertaken using
other criteria. Moreover, even within the nesting versions, there exists an exception
for our model, which we must note here. That is, this first criterion is not applicable
to our maintained hypotheses of symmetry and homogeneity of the restricted profit
function. In other words, even though the null hypotheses of symmetry and
homogeneity might be rejected, in fact these two hypotheses are more possible than
not to be rejected statistically when the regular LR or other asymptotic test statistics
are used for small sample situations. All previous studies using the translog restricted
profit function either did not test these hypotheses or the null hypotheses were
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rejected. The estimates from the versions with symmetry and homogeneity
assumptions will still be retained as selectable candidates until other criteria are
applied to them for further screening.
There are two reasons for this exception. First, both symmetry and
homogeneity are not only our maintained hypotheses but also the important
assumptions required by the production theory in our model and, in principle, we
have imposed these two restrictions on the relevant parameters of the profit function
just as adding some prior information for the estimation. The purpose of using the
usual testing procedure for a statistical test on these two a priori restrictions is only to
see if some empirical evidence could be found to support the underlining economic
theory. Second, in the literature of empirical studies on consumer demand behavior,
several researchers have raised the question of why the maintained hypotheses of
demand homogeneity and the Slutsky symmetry in demand systems are more often
than not rejected. They have found that this is due to the serious bias in the direction
of rejecting the null hypothesis of the commonly used asymptotic tests. From
simulation experiments Laitinen (1978) has demonstrated such a bias in testing for
demand homogeneity, while Meisner (1979) has proved the same bias for the tests of
the Slutsky symmetry. The LR test used in this study is one of these commonly used
asymptotic tests. As Bewley (1983) has demonstrated, it also yields excessive
rejections of the maintained hypothesis of homogeneity, especially for small samples.
Although all those demonstrations have worked in the consumer demand ffamework,
this conclusion is readily applicable to the symmetry and homogeneity hypotheses of
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the supply and demand systems in production theory. This means that even if the
symmetry and homogeneity hypotheses are rejected in our study by the use of the LR
test, the rejection per se should be viewed with considerable skepticism. On the other
hand, it has been pointed out by Theil, Taylor and Shonkwiler (1986) that it might not
be appropriate to cast the same skepticism about the ability of the asymptotic tests in
all the other testing hypotheses which are not required by the theory.
Returning to the conditions for selecting the model, the second criterion is
concerned with the signs of estimated own-price and own-quantity (inverse own-price)
elasticities of outputs and inputs, as well as the statistical significance of these
estimates which is measured by the estimated standard error of each of the estimates.
The own-price elasticities of output supply function are expected to be positive, and
the own-price (quantity) elasticities of both variable and fixed input demand functions
are expected to be negative. These expectations are formed by the curvature
conditions of the restricted profit function required by economic theory. This implies
upward sloping supply curves and downward sloping demand curves.
The third criterion is somewhat supplementary rather than decisive, and might
not be able to be applied to all versions of the estimated models. We know that in
the process of testing hypotheses, a version of the model is said to be constrained
relative to another one if some of its relevant coefficients are either suppressed to
zero or assigned some a priori numerical values. Then, if the relatively constrained
version is statistically rejected, this implies that those restricted coefficients are not
equal to zero or to the assigned values. This can be checked from the relatively
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unconstrained version of the model, where those relevant coefficients are estimated
without a priori restrictions. If the estimates of those coefficients are, in a statistical
sense, all significantly different from zero or from the assigned values, then the
rejection of the relatively constrained hypothesis is strengthened. Otherwise, if these
estimates are all statistically insignificant, the rejection of the constraints needs to be
treated with skepticism. The more relevant estimates are insignificant in the
unconstrained version, the more skepticism is put on the rejection of the constrained
version of the model. However, such examination is applicable only when the
constrained estimation is rejected, not the other way around. In other words, if the
constrained version is not statistically rejected, one may not be able to use the
estimates from the unconstrained version to oppose the constrained version of the
model, even if they are statistically significant.
The last criterion, which is consistent with the second one, is the check on the
curvature conditions of the restricted profit function for each of the versions that
might survive the elimination process executed by the first two criteria. One
important thing we need to note here is that although the positivity of the own-price
supply elasticities and the negativity of the own-price (quantity) demand elasticities
are required by the curvature conditions, the satisfaction of this requirement does not
necessarily mean that the curvature conditions are thus fulfilled, even if all the
correctly signed estimates are statistically significant. This makes apparent the
necessity of using the curvature-condition check as another criterion for model
selection.
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The curvature check will be undertaken in two steps. First, the curvature
conditions will be examined at the value of the sample means. If the conditions are
satisfied at the mean values then the conditions will further be examined at each
observation in the sampling period. Otherwise, the second step is unnecessary. If the
curvature conditions are not satisfied at the sample mean value, they will certainly be
violated for most of the observations as long as the time-series data are smooth and
without outliers.

2. Empirical Results and Model Selection

In this section the estimation results are reported. They are altogether
contained in twelve two-version tables, from Table 7.1 to Table 7.12, where table Aversion indicates the empirical results of the first specification, and table B-version
presents the results of the second specification of our model. For simplicity, the two
specifications are hereafter called Model 1 and Model 2, respectively.
Table 7 .l.A and Table 7.1.B present the maximum value of the log likelihood
function for each version of the two models. The tables are read vertically. The
underlined and bold value on the top of each column refers to the relatively most
unconstrained version in that column, all the other versions in the same column are
either nested in the top version with the number of restrictions shown in the
parentheses below the maximum value, or have no nests relations to it and that is
noted by the indication NNR. For instance, in the first column (for both Table 7 .l.A
and Table 7.1.B), the most unconstrained version of the model is version (x).
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TABLE 7.l.A.

Model 1 - Maximum Value of Log Likelihood Function for Different
Versions and Their Nests Relations8
(1 )

(2 )

(3 )

NNT-NGS-S&H-AUT

(x ):

610.971
(0 )

NNT-NGS-NS-NH

( ix ) :

609.980
NNR

609.960
(0 )

NNT-NGS-S&H-VER ( v i i i ) :

560.633
NNR

560.633
NNR

560.633
(0 )

(4 )

(5 )

(6 )

(7 )

(8 )

(9 )

NNT-NGS-S&H

( v ii) :

556.507
(2 )

556.507
(2 3 )

556.507
(7 )

556.507
(0 )

HNT-GS-S&H-FOP

( v i> :

533.679
(1 4 )

533.679
(3 5 )

533.679
(1 9 )

533.679
(1 2 )

533.679
<o>

NNT-GS-S&H-EU

(v ):

523.587
(1 7 )

523.587
(3 8 )

523.587
(2 2 )

523.587
(1 5 )

523.587
(3 )

523.587
(0 )

NT-NGS-NS-NH

( iv ) :

586.625
NNR

586.625
(7 )

586.625
NNR

586.625
NNR

586.625
NNR

586.625
NNR

586.625
<o>

NT-NGS-S&H-VER

( iii) :

550.429
NNR

550.429
NNR

550.429
(7 )

550.429
NNR

550.429
NNR

550.429
NNR

550.429
NNR

560.429
(0 )

NT-NGS-S&H

( ii) :

547.404
(9 )

547.404
(3 0 )

547.404
(1 4 )

547.404
(7 )

547.404
NNR

547.404
NNR

547.404
(2 3 )

547.404
NNR

547.404
<0>

NT-GS-S&H

( i) :

500.607
(2 1 )

500.607
(4 2 )

500.607
(2 6 )

500.607
(1 9 )

500.607
(7 )

500.607
(3 )

500.607
(3 5 )

500.607
(1 9 )

500.607
(1 2 )

aN u n e ric a l nurtoers in parentheses a re r e s t r ic t io n s f o r r e l a t i v e l y c o n s tra in e d v e rs io n s , end NNR stands f o r no n e s ts r e la t io n s .
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(1 0 )

500.607
(0 )
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TABLE 7.I.B.

Model 2 - Maximum Value of Log Likelihood Function for Different
Versions and Their Nests Relations8
(1 )

(2 )

(3 )

NNT-NGS-S8H-AUT

< x ):

578.079
(0 )

NHT-NGS-NS-NH

( ix ) :

552.075
NNR

552.075
(0 )

HHT-NGS-S&H-VER ( v i i i ) :

512.271
NNR

512.271
NNR

512.271
(0 )

(4 )

(5 )

(6 )

(7 )

(8 )

(9 )

NNT-NGS-S8H

( v ii) :

495.572
(2 )

495.572
(2 3 )

495.572
(7 )

495.572
(0 )

NNT-GS-S8H-F0P

( v i) :

472.435
(1 4 )

472.435
(3 5 )

472.435
(1 9 )

472.435
(1 2 )

472.435
(0 )

NNT-GS-S&H-EU

(v ):

458.543
(1 8 )

458.543
(3 9 )

458.543
(2 3 )

458.543
(1 6 )

458.543
(4 )

458.543
<o>

NT-NGS-NS-NH

( iv ) :

518.831
NNR

518.831
(7 )

518.831
NNR

518.831
NNR

518.831
NNR

518.831
NNR

51B.831
<o>

NT-NGS-S8H-VER

( i i i ):

505.81
NNR

505.081
NNR

505.081
(7 )

505.081
NNR

505.081
NNR

505.081
NNR

505.081
NNR

505.081
(0 )

NT-NGS-S8H

( ii) :

482.253
(9 )

482.253
(3 0 )

482.253
(1 4 )

482.253
(7 )

482.253
NNR

482.253
NNR

482.253
(2 3 )

482.253
NNR

482.253
(0 )

NT-GS-S8H

( i) :

447.684
(2 1 )

447.684
(4 2 )

447.684
(2 6 )

447.684
(1 9 )

447.684
(7 )

447.684
(3 )

447.684
(35)

447.684
(1 9 )

447.684
(1 2 )

“ H Linerical nunbers in parentheses a re r e s t r ic t io n s f o r r e l a t i v e l y c o n s tra in e d v e rs io n s , end NNR stands f o r no (te s ts r e la t io n s .
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(1 0 )

447.684
<o>

Versions (vii), (vi), (v), (ii) and (i) are all statistically nested in version (x), but
versions (ix), (viii), (iv) and (iii) have no nests relations with (x). Compared to
version (x), version (vii) assumes no first-order autocorrelation, which means the
suppression of the two first-order autocorrelation coefficients of version (x) to zero.
Therefore, version (vii) has two restrictions that version (x) does not have. Similarly,
version (vi) not only assumes no first-order autocorrelation but also assumes global
separability between outputs and fixed inputs so that it suppresses twelve more
interactive coefficients of version (x) to zero. It has, therefore, a total of fourteen
restrictions compared to version (x). The rest of the column and the other tables can
be read in the same way.
Table 7.2.A and Table 7.2.B are the respective continuum of Table 7. l.A and
7.1.B, where the likelihood ratio (LR) test statistics are exhibited. The maximum
value of the log likelihood function of each relatively constrained version is indicated
by Lc, while the maximum value of the relatively most unconstrained version of each
column is indicated by L, for each test statistic in that column. This again means that
for each column, we compare each version of the model only with the most
unconstrained version, unless there are no nests relations between each
other. Below each test statistic we give two critical values of the X2 distribution in
parentheses, the first one is at a = 0.05 and the second is at a = 0.01, with degrees
of freedom equal to the number of restrictions for each version indicated in Table
7. l.A and Table 7.I.B. If the critical value is bigger than the test statistic, it means
that the null hypotheses, which the relatively constrained version assumes, are not
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TABLE 7.2.A.

(9 )

NNT-NGS-S8H

( v ii) :

108.928
(5 .9 9 1 5 )
(9 .2 1 0 3 )

106.946
(3 5 .1 7 2 5 )
(4 1 .6 3 8 4 )

8.2520 *
(1 4 .0 6 7 1 )*
(18 .4 7 5 3 )

NHT-GS-S8H-FOP

( v i) :

154.584
(23 .6 8 4 8 )
(29 .1 4 1 2 )

152.602
(4 9 .7 6 5 8 )
(5 7 .2 9 1 5 )

53.908
(30 .1 4 3 5 )
(36 .1 9 0 9 )

45.656
(2 1 .0 2 6 1 )
(26 .2 1 7 0 )

NNT-GS-S8H-EU

(v ):

174.768
(27 .5 8 7 1 )
(33 .4 0 8 7 )

172.786
(5 3 .3 6 1 4 )
(6 1 .1 3 1 0 )

74.092
(33 .9 2 4 4 )
(40 .2 8 9 4 )

65.840
(2 4 .9 9 5 8 )
(3 0 .5 7 7 9 )

20.184
(7 .8 1 4 7 )
(11 .3 4 4 9 )

NT-NGS-NS-NH

( iv ) :

NNR

46.710
(1 4 .0 6 7 1 )
(1 8 .4 7 5 3 )

NNR

NNR

NNR

NNR

NT-NGS-S8H-VER

( iii) :

NNR

NNR

20.408
(14 .0 6 7 1 )
(18 .4 7 5 3 )

NNR

NNR

NNR

NNR

NT-NGS-S8H

( ii) :

127.134
(16 .9 1 9 0 )
(21 .6 6 6 0 )

125.152
(43 .7 7 3 0 )
(5 0 .8 9 2 2 )

26.458
(2 3 .6 8 4 8 )*
(29 .1 4 1 2 )

18.206
(1 4 .0 6 7 1 )*
(1 8 .4 7 5 3 )

NNR

NNR

78.442
(35 .1 7 2 5 )
(41 .6 3 8 4 )

NNR

NT-GS-S8H

( i) :

220.728
(32 .6 7 0 6 )
(38 .9 3 2 2 )

218.746
(5 8 .1 0 7 8 )
(6 6 .1 8 3 3 )

120.052
(38 .8 8 5 1 )
(45 .6 4 1 7 )

111.800
(3 0 .1 4 3 5 ) .
(36 .1 9 0 9 )

66.144
(14 .0 6 7 1 )
(18 .4 7 5 3 )

45.960
(7 .8 1 4 7 )
(11 .3 4 4 9 )

172.036
(49 .7 6 5 8 )
(57 .2 9 1 5 )

99.644
(30 .1 4 3 5 )
(36 .1 9 0 9 )

93.594
(21 .0 2 6 1 )
(26 .2 1 7 0 )

(2 )

(1 )

NNT-NGS-S&H-AUT

(x > :

HNT-NGS-HS-NH

( ix ) :

NHR

NNT-NGS-S&H-VER ( v i i i ) :

NNR

NNR

<3)

(4 )

(5 )

<6>

(7 )

(1 0 )

H,
H1

H1

H1

H1

H1

H1

H1

H1

a
2
" C r i t i c a l v a lu e s o f X
d is t r i b u t io n a re in p a re n th e se s, th e f i r s t lin e is a t a = 0.05 and th e second is a t a = 0.01 s ig n ific a n c e le v e l.
The a s t e r is k in d ic a te s th a t th e c r i t i c a l v a lu e exceeds th e te s t s t a t i s t i c .
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TABLE 7.2.B.

Model 2 - Likelihood Ratio (LR) Test Statistics8' b
o>

(2 )

NNT-NGS-S&H-AUT

(x ):

NNT-NGS-NS-NH

( ix ) :

NNR

H1

NNT-NGS-S&H-VER ( v i i i ) :

NNR

NNR

(3 )

(4 )

(6 )

(5 )

(7 )

(8 )

(1 0 )

H,

H1

NNT-NGS-S&II

( v ii) :

165.014
(5 .9 9 1 5 )
(9 .2 1 0 3 )

113.006
(35 .1 7 2 5 )
(41 .6 3 8 4 )

33.3980
(14 .0 6 7 1 )
(1 8 .4 7 5 3 )

NNT-GS-S&H-FOP

( v i) :

211.288
(23 .6 8 4 8 )
(2 9 .1 4 1 2 )

159.280
(49 .7 6 5 8 )
(5 7 .2 9 1 5 )

79.672
(30 .1 4 3 5 )
(3 6 .1 9 0 9 )

46.274
(2 1 .0 2 6 1 )
(2 6 .2 1 7 0 )

NNT-GS-S&H-EU

(v ):

239.072
(28 .8 6 9 3 )
(34 .8 0 5 3 )

187.064
(54 .5 6 0 0 )
(62 .4 1 0 9 )

107.456
(3 5 .1 7 2 5 )
(4 1 .6 3 8 4 )

74.058
(2 6 .2 9 6 2 )
(3 1 .9 9 9 9 )

27.784
(9 .4 8 7 7 )
(13 .2 7 6 7 )

NT-NGS-NS-NH

( iv ) :

NNR

66.488
(14 .0 6 7 1 )
(18 .4 7 5 3 )

NNR

NNR

NNR

NNR

HT-NGS-S&H-VER

( iii) :

NNR

NNR

14.380
(1 4 .0 6 7 1 )*
(1 8 .4 7 5 3 )

NNR

NNR

NNR

NNR

NT-NGS-S&H

( ii) :

191.652
(16 .9 1 9 0 )
(21 .6 6 6 0 )

139.644
(43 .7 7 3 0 )
(50 .8 9 2 2 )

60.036
(2 3 .6 8 4 8 )
(2 9 .1 4 1 2 )

26.638
(14 .0 6 7 1 )
(18 .4 7 5 3 )

NNR

NNR

73.156
(35 .1 7 2 5 )
(41 .6 3 8 4 )

NNR

NT-GS-S&H

( i) :

260.790
(32 .6 7 0 6 )
(38 .9 3 2 2 )

208.782
(58 .1 0 7 8 )
(66 .1 8 3 3 )

129.174
(3 8 .8 8 5 1 )
(45 .6 4 1 7 )

95.776
(30 .1 4 3 5 )
(3 6 .1 9 0 9 )

49.502
(14 .0 6 7 1 )
(18.4753)

21.718
(7 .8 1 4 7 )
(1 1 .3 4 4 9 )

142.294
(49 .7 6 5 8 )
(57 .2 9 1 5 )

114.794
(30 .1 4 3 5 )
(36.1909)

a" C r i t i c a l

(9 )

H1

H1

2

H1
«

H1

H1

»1

69.138
(21 .0 2 6 1 )
(26 .2 1 7 0 )

H1

va lu e s o f X
d is t r i b u t io n a re in p a re n th e se s, th e f i r s t lin e is a t a = 0.0 5 and th e second is a t a = 0.01 s ig n ific a n c e le v e l.
The a s t e r is k in d ic a te s th a t th e c r i t i c a l v a lu e exceeds th e te s t s t a t i s t i c .
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rejected, otherwise the hypotheses are statistically rejected. For those critical values
that are bigger than the test statistics we put an asterisk to indicate this finding.
In fact, Ta'bie 7.2.A and Table 7.2.B summarize the results of the various
hypothesis tests. Looking at Table 7.2.A first, we can tell the following from Model

1:
1) The hypothesis of (Hicks) neutral technological change is statistically
rejected everywhere with or without other restrictions, except for two cases in which
it is not rejected at 0.01 significance level. This can be told by the test statistics in
Column 1 through Column 6.
2) The hypothesis of global separability is also rejected everywhere in favor
of the nonseparable technology, which is shown by the results of Column 1 through
Column 4, and of Column 7 through Column 9.
3) In testing the hypothesis of the VER effects, the results indicate that the
maintained hypothesis of nonexistence trade effects is not rejectable at both 0.05 and
0.01 significance. This is indicated by the test statistic of version (vii) in Column 3
and that of version (ii) in Column 8. However, we may note that in both Column 3
and Column 8, there are other versions that are nested in versions (viii) and (iii),
respectively and are all statistically rejected. In our opinion this superficial
contradiction is due to the fact that all these versions contain the hypotheses of either
neutral technical change or global separability or a combination of both, which are
statistically rejected. In other words, ceteris paribus, the hypothesis of no VER
effects is not rejected.
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4) By looking at the test statistic of version (v) in Column 5, it can be seen
that the indirect test on the preference of the two methods of specifying nonneutral
technological change has shown that the treatment of time as an additional factor input
is favored statistically over the utilization of efficiency units.
5) The hypothesis of no first-order autocorrelation in our estimation is
rejected, as indicated by the test statistic of version (vii) in Column 1.
6) Finally, we need to note that, not surprisingly, the maintained hypotheses
of symmetry and homogeneity of the restricted profit function are statistically rejected
by the LR test. In feet, we have also tested the symmetry under the condition of
homogeneity, and the homogeneity under the condition of symmetry. The results,
which are not reported in Table 7. l.A , are still in favor of nonsymmetry and
nonhomogeneity conditions. However, for the reason given in the previous section,
we maintain these two hypotheses in our model.
Turning to Table 7.2.B, for Model 2 the results of testing the alternative
hypotheses are substantially the same as with Model 1 except for one big difference.
For Model 2, the test statistics indicate that the maintained hypothesis of nonexistence
of VER effects is rejected. There is also one case for Model 2 where the neutrality
of technical change fails to be rejected at the 0.01 significance level, that is the
version (iii) versus version (viii).
According to the results of hypotheses testing, and following the first criterion
we have set up, together with our maintained hypotheses of symmetry and
homogeneity, the appropriate version that we should choose seems to be the one of
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NNT-NGS-S&H-AUT for both Model 1 and Model 2. However, in consideration of
the cases of nonrejection of the neutral technical change at 0.01 significance level,
and for the sake of further comparison of estimates from different versions, we retain
the version of NT-NGS-S&H and the version o f NNT-NGS-S&H for both models for
the application of the second criterion of selection. In addition, since the non-VER
effects hypothesis is not rejected in Model 1 but is rejected in Model 2, we only
retain the version of NNT-NGS-S&H-VER for Model 2. Therefore, after the firstround comparison and selection, Model 1 has three versions left, while Model 2 has
four versions retained.
Table 7.3.A and Table 7.3.B show the fact that when our second criterion is
applied to the selection of the model estimates, it happens to be coincident with the
first criterion. It leads to the same retainability of the versions of the model as does
the first criterion. Looking first at Table 7.3.A, for the version of NT-NGS-S&H,
there are three out of nine estimates of own-price elasticities that have the wrong
signs. These are the own-prices elasticities of domestic sales, exports and imports.
Moreover, five out of nine estimates are statistically insignificant at the a = 0.05
level.1 For the version of NNT-NGS-S&H, which is the same as NT-NGS-S&H
except for the nonneutrality assumption of technological change, the estimates have
been substantially improved with respect to the economically expected signs: only one
out of nine estimates has the wrong sign, that is, the own-quantity elasticity of the

'The standard deviations of these elasticity estimates are obtained through the procedure of linear
approximations. For details see Toevs (1980, 1982). In addition, Krinsky and Robb (1986) have
provided an interesting approach of Monte Carlo simulation to establish the empirical distributions of a
set of elasticity estimates.
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TABLE 7 J .A . Model 1 - Own Price Elasticities of Demand and Supply Functions
NT-NGS-S&H

Value

NNT-NGS-S&H

fS.E.t

Value

fS.E.l

NNT-NGS-S&H-AUT

Value

fS.E.l

Own-prices:

£DD
£XX
£mm
£uu

-0.0318 (0.0699)
-0.5214 (0.4658)
0.4920 (0.2151)
-0.4685 (0.2937)

1.2490 (0.1648)
0.8292 (0.7578)
-2.6670 (0.4189)
-0.1645(0.3963)

1.1446(0.0811)
2.7471 (0.0646)
-1.6661 (0.3604)
-1.0290(0.2152)

-0.3650 (0.0840)
-2.2361 (0.4360)
-0.0701 (0.1932)
-0.4427 (0.0459)
0.0177 (0.0408)

-0.5803 (0.1172)
-2.4125 (0.2581)
-1.5838 (0.0088)
-0.4819(0.0491)
-0.0353 (0.0255)

Inverse own-prices:

eLL
£kk
£ee
£rr
£ss

-0.3593 (0.0613)
-1.7086(0.3354)
-0.2068(0.1917)
-0.3873 (0.0423)
-0.0078 (0.0402)

.
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TABLE 7.3.B. Model 2 - Own Price Elasticities of Demand and Supply Functions

NT-NGS-S&H

Hi,

Value

(S.E.)

NNT-NGS-S&H
Value

fS.E.l

NNT-NGS-S&H-AUT NNT-NGS-S&H-VER
Value

rS.E.)

Value

fS.E.l

Own-prices:
£d d

£xx
CMM

euu
CLL

0.4050(0.0624)
-0.1581 (0.4750)
0.4294(0.2120)
-1.0139(0.2651)
-0.8055(0.1651)

1.7219(0.2125)
2.4152(0.7392)
-2.5434(0.4612)
-0.4826(0.3572)
-0.8937(0.1411)

2.2367 (0.1770)
2.2634(0.8209)
-2.0465 (0.3598)
-5.6935 (0.1349)
-0.8006 (0.1720)

1.3865 (0.2498)
1.9563(0.8541)
-1.8650 (0.4725)
-1.0411(0.4069)
-0.9636(0.1521)

-1.7925(0.2649)
-2.3629 (0.2847)
-0.6930(0.2077)
-1.3418 (0.0007)
-0.4668 (0.0533) • -0.3609(0.0469)
-0.1685(0.0544)
-0.0935(0.0642)

-1.9614(0.3267)
-0.6602(0.1395)
-0.3973 (0.0357)
-0.3983 (0.0643)

Inverse own-prices:
eKK
eEE
eRR
eSS

-1.8427 (0.2753)
-0.4263(0.1794)
-0.3653 (0.0568)
-0.1683(0.0628)
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demand for business services. There are still four estimates that are not statistically
significant. NNT-NGS-S&H-AUT is the version of NNT-NGS-S&H with a
correction for first-order autocorrelation and the estimates are further improved. All
the estimates appear to have the expected signs and eight out o f nine are statistically
significant at a = 0.01 level. (The other one is significant at 0.1 level).
Table 7.3.B shows the same apparent results. Estimates from the versions that
incorporate the assumption of nonneutral technical change are much better in terms of
the number of both the correctly signed and statistically significant estimates than
those estimates obtained from the version under the hypothesis of neutral technical
progress which is statistically rejected. Also, ceteris paribus, estimates from the
version with the first-order autocorrelation correction are much improved when
compared with those from the version where no autocorrelation is assumed. What is
new in Table 7.3.B is that the version of NNT-NGS-S&H-VER also satisfies the
second criterion as all of the estimates of own-price (-quantity) elasticities are having
the economically expected sign and are also significant.
Therefore, we conclude that using either the first or the second criterion, the
process of choosing the most appropriate version of the alternative models ends up
with the selection of three versions: the version of NNT-NGS-S&H-AUT for Model 1
and Model 2, and only the version of NNT-NGS-S&H-VER for Model 2. All these
three versions have no nest relations among each other, and a choice among them
requires the application of some other criteria which we will discuss below.
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We present the estimates of all the coefficients of each of three temporarily
chosen versions for the two models in Table 7.4.A and Table 7.4.B, respectively.
Table 7.4.B. presents for the purpose of comparison the estimates of the other two
versions for Model 2 without a bold format for those models. In these two tables, we
want to check the statistical significance of some relevant estimates following the third
criterion. First, we find that for both models, the estimates of the first-order
autocorrelation coefficients pv and p , are statistically significant. Not only is this
consistent with the rejection of the zero autocorrelation assumption, but it further
confirms the existence of autocorrelation in our data. Second, we examine the
estimates of the coefficients with respect to the effects of the unconstrained
technological change, £h’s and rjt’s, in the version of NNT-NGS-S&H-AUT for both
models because the hypothesis of neutrality of technical change has been rejected.
We find that for Model 1, four out of seven estimates (not including the two implied
estimates) are statistically significant at the 0.05 level, while for Model 2, five out of
seven are significant at the 0.05 level and one at the 0.10 level. This is not perfectly
desirable, but at least it implies that we can not completely ignore the effects of
technological progress upon the system of output supplies and input demands.
Finally, we look at the estimates of the 7 iM-’s and

the parameters which are

supposed to measure the possible VER effects for Model 2. Six out of seven
estimates (excluding the two implied estimates) are statistically insignificant. This
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TABLE 7.4.A. Model 1 - Estimates of Parameters, Selected Versions8

NT-NGS-S&H

£(L
°D

«X
“M
°U
0L

0K
Pe
0R
Ps

TDD

7DX

7dm
7du

7xx
7XM
7XU

7mm
7mu

7uu
^DL
«DK
^DE
5d r
®DS
«XL
«XK
^XE
^XR
®XS
$M L
«M K
®ME
^M R
**MS
®UL
5U K

Value

(S.EJ

NNT-NGS-S&H

Value

rS.E.l

NNT-NGS-S&H-AUT

Value CS.E.)

1.3311(0.0198)
0.1566(0.0077)
-0.4051 (0.0146)
-0.0823 (0.0035)*

0.5422 (0.1039)
0.3448 (0.0426)
0.1554(0.0760)
-0.0424 (0.0254)*

0.6615 (0.0531)
03508 (0.0111)
0.0344 (0.0512)
-0.0467 (0.0119)*

0.2992 (0.0053)
0.0482 (0.0170)
0.0142 (0.0003)
0.5954(0.0117)
0.0430 (0.0007)*

0.2672 (0.0273)
0.0798 (0.0560)
0.0219 (0.0018)
0.6097 (0.0364)
0.0214(0.0052)*

0.3244 (0.0276)
-0.0073 (0.0501)
0.0233 (0.0015)
0.6211 (0.0355)
0.0385 (0.0043)*

-0.2783 (0.0184)
-0.1731 (0.0297)
0.4173 (0.0608)
0.0341 (0.0140)*
0.0433 (0.0565)
0.0732 (0.0411)
0.0565 (0.0253)*
-0.4410 (0.0544)
-0.0494 (0.0197)*
-0.0412 (0.0202)*

1.2588 (0.1977)
-0.5580 (0.0996)
-0.6484(0.1282)
-0.5223 (0.0551)*
0.2072 (0.0919)
0.2638 (0.0411)
0.0871 (0.0356)*
0.3575 (0.1059)
0.0272 (0.0265)*
-0.0621 (0.0272)*

1.1320 (0.0978)
-0.6880 (0.0204)
-03744 (0.0898)
-0.0696 (0.0272)*
0.4483 (0.0080)
03180 (0.0106)
0.0216 (0.0108)*
0.1057 (0.0940)
0.0507 (0.0111)*
-0.0028 (0.0148)*

-0.0471 (0.0166)
0.2142 (0.0427)
-0.0210 (0.0018)
-0.1690 (0.0323)
0.0230 (0.0035)*
0.0859 (0.0194)
0.0206 (0.0230)
0.0127 (0.0025)
-0.1044(0.0230)
-0.0148 (0.0059)*
0.0305 (0.0173)
-0.2142 (0.0303)
0.0022 (0.0019)
0.1829 (0.0261)
-0.0014 (0.0041)*
-0.0694(0.0117)*
-0.0205 (0.0088)*

0.0384 (0.0449)
0.0583 (0.0560)
-0.0353 (0.0041)
-0.1292(0.0461)
0.0679 (0.0103)*
0.0699 (0.0335)
0.0560 (0.0161)
0.0156 (0.0034)
-0.1137(0.0308)
-0.0279 (0.0085)*
-0.0513 (0.0252)
-0.0915(0.0466)
0.0113(0.0019)
0.1603 (0.0316)
-0.0289 (0.0050)*
-0.0569 (0.0171)*
-0.0228(0.0117)*

-0.0487 (0.0433)
0.1267 (0.0305)
-0.0336 (0.0013)
-0.0753 (0.0389)
0.0309 (0.0066)*
0.0876(0.0105)
-0.0308 (0.0049)
0.0261 (0.0004)
-0.0524 (0.0081)
-0.0305 (0.0021)*
-0.0443 (0.0321)
-0.0741 (0.0303)
0.0088 (0.0010)
-0.0741 (0.0303)
-0.0069 (0.0038)*
0.0054 (0.0149)*
-0.2185 (0.0061)*
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TABLE 7.4.A. Cont.

NT-NGS-S&H

Value
Sue
Sur
Sus
’/'LL

’/'LK
t LE
t LR

’/'LS
1/'KK
’/'KE
'f'KR

V'KS
’/'EE
’/'ER
$ ES
’/'RR
’/'RS

’/'ss
^Dt
^Xt

^Mt
?Ut

TU
7Ki
TEt
TRt
’’St

Pv
P%

fS.E.f

NNT-NGS-S&H

Value

CS.E.l

NNT-NGS-S&H-AUT

Value fS.E.l

0.0061 (0.0016)*
0.0905(0.0116)*
-0.0068 (0.0035)*

0.0083 (0.0017)*
0.0825 (0.0146)*
-0.0111(0.0040)*

-0.0013 (0.0005)'
0.0112 (0.0113)'
0.0065 (0.0028)'

0.1005(0.0168)
0.0235 (0.0154)
0.0014 (0.0020)
-0.0849 (0.0154)
-0.0404 (0.0037)*
-0.1020(0.0411)
0.0020(0.0011).
0.0683 (0.0287)
0.0082 (0.0019)*
0.0076 (0.0019)
-0.0102 (0.0014)
-0.0007 (0.0007)*
0.0342 (0.0233)
-0.0074(0.0032)*
0.0404 (0.0017)*

0.0990 (0.0231)
0.0389 (0.0201)
-0.0015 (0.0022)
-0.1007(0.0204)
-0.0357 (0.0045)*
-0.1667(0.0535)
0.0042 (0.0009)
0.1178(0.0332)
0.0057 (0.0031)*
0.0089 (0.0019)
-0.0104 (0.0015)
-0.0012 (0.0007)*
0.0037 (0.0253)
-0.0104 (0.0038)*
0.0415 (0.0017)*

0.0398 (0.0323)
0.0638 (0.0145)
0.0063 (0.0010)
-0.0632 (0.0263)
-0.0467 (0.0272)'
-0.1757 (0.0297)
0.0070 (0.0004)
0.0933 (0.0234)
0.0117 (0.0016)'
-0.0059 (0.0001)
-0.0058 (0.0008)
-0.0017 (0.0002)'
-0.0218 (0.0274)
-0.0025 (0.0030)'
0.0393 (0.0011)'

0.0507 (0.0065)
-0.0119 (0.0028)
-0.0361 (0.0046)
-0.0027 (0.0016)*

0.0430 (0.0034)
-0.0139 (0.0008)
-0.0270 (0.0033)
-0.0022 (0.0008)'

0.0026 (0.0016)
-0.0039 (0.0029)
-0.0005 (0.0001)
0.0003 (0.0020)
0.0014(0.0003)*

-0.0008 (0.0019)
0.0018 (0.0035)
-0.0006 (0.0001)
-0.0008 (0.0024)
0.0004 (0.0003)'
-0.3747 (0.0075)
0.6643 (0.0034)
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TABLE 7.4.A. Cont.

NT-NGS-S&H

NNT-NGS-S&H

NNT-NGS-S&H-AUT

Value

Value

Value

0.64
0.71
0.85

0.86
0.92
0.91

0.86
0.68
0.93

sR

0.79
0.81
0.93
0.84

0.53
0.71
0.98
0.82

0.72
0.83
0.93
0.88

L.L.

547.404

556.5Q7

610.971

Co.
jp :

VD
vy

VM
SL
SK
SE

aS.E. in parentheses is the asymptotic standard error. For implied coefficients
their standard errors are indicated by asterisks.
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TABLE 7.4.B. Model 2 - Estimates of Parameters, Selected Versions”

NT-NGS-S&H NNT-NGS-S&H NNT-NGS-S&H-AUT NNT-NGS-S&H-VER

Co.
“D
“X
“M
“ U
“ L

ftc
Pe
Pr

Ps
7 dd
7 dX
7 dm
7 dU
7 dL

Value tS.E.1

Value fS.E.t

1.8758 (0.0257) 0.8885(0.1812)
0.2323 (0.0121) 0.5804 (0.0541)
-0.5591 (0.0192) 0.1206(0.1197)
-0.1145(0.0040) -0.0989(0.0306)
-0.4344 (0.0108)*-0.4907 (0.0481)*

0-3770 (0.1319)
0.7361 (0.0721)
0.2028 (0.0791)
0-3860 (0.0279)
-0.7020 (0.0482)*

1.1169 (0.2095)
0.4936(0.0807)
-0.0418 (0.1294)
-0.0764 (0.0423)
-0.4922 (0.0570)*

0.0529 (0.0203) -0.0039 (0.0657)
0.0205 (0.0004) 0.0378 (0.0027)
0.8644 (0.0194) 0.9537 (0.0604)
0.0622 (0.0015)'' 0.0135 (0.0097)*

0.1476 (0.0518)
0.0032 (0.0021)
0.8214 (0.0488)
0.0278 (0.0106)*

0.0626 (0:0724)
0.0268 (0.0040)
0.8745 (0.0696)
0.0362 (0.0111)*

-0.4149 (0.1033) 1.7654(0.3518)
-0.1777(0.0469) -0.8909(0.1339)
0.5629 (0.0797) -0.9599 (0.2202)
-0.0376 (0.0219) -0.0727 (0.0720)
0.0673 (0.0423)*' 0.1580(0.0952)

2.6169 (0.2948)
-1.2339 (0.1695)
-0.9668 (0.1648)
-1.0139 (0.0531)
0.5978 (0.1001)*

0.5453 (0.1241)
0.4024(0.0689)
0.0686 (0.0460)
-0.1253 (0.0616)

0.5300 (0.1407)
0.4867 (0.0734)
0-2784 (0.0424)
-0.0622 (0.0703)*

-0.6216 (0.0741) 0.4172(0.1612)
-0.0410 (0.0264) 0.0255 (0.0385)
0.0797 (0.0471)*' 0.1148(0.0641)

0-2474 (0.1298)
0.4230 (0.0229)
-0.1904 (0.0640)*

-0.0077 (0.0251) -0.0580 (0.0339)
0.0562 (0.0293)* 0.0366 (0.0301)

0.4380 (0.0128)
-0.1255 (0.0213)*

-0.2176 (0.0626) -0.1841 (0.0535)

-0.2208 (0.0655)*

1.2101 (0.4136)
-0.7176 (0.1880)
-0.5565 (0.2261)
-0.1159 (0.0969)
0.1799 (0.1150)*
0.6521 (0.7595)
0.4682 (0.1434)
03130 (0.0715)
0.0485(0.0546)
-0.1121 (0.0658)*
-0.2397 (0.1999)
0.1802 (0.1651)
0.0231 (0.0404)
0.0403 (0.0650)*
-0.5376 (0.5214)
-0.0051 (0.0386)
0.0495 (0.0339)*
0.0348 (0.1136)
-0.1576(0.0577)*
0.0904 (03169)*

0.3688 (0.0439) 0.3958 (0.0998)
-0.0284 (0.0029) -0.0638 (0.0060)
-0.3408(0.0431) -0.4426(0.0927)
0.0004 (0.0070)* 0.1106(0.0201)*
0.0851 (0.0295) 0.1020(0.0203)
0.0192 (0.0035) 0.0339 (0.0056)
-0.0792(0.0316) -0.0614(0.0258)
-0.0250 (0.0111)*-0.0744 (0.0164)*

0.0879 (0.0560)
0.0166 (0.0003)
-0.1799 (0.0565)
0.0754 (0.0235)*
0.1808 (0.0185)
0.0066 (0.0002)
-0.1291 (0.0231)
-0.0583 (0.0168)*

Value

(S.E.)

Value

rS.E.l

7 dM '

7xx
7XM

7xu
7XL

0.1132 (0.0798)
0.0200 (0.0576)
0.0301 (0.0328)
0.0144 (0.0514)

7 xM '
7 mm
7mu
7ml
7mm '

7uu
7 ul
7 um '
7LL
7LM'
^DK
^DE
5d r
^DS
«XK
&XE
«XR
^XS

03414 (0.0968)
-0.0369 (0.0087)
-03486 (0.0943)
0.0441 (0.0244)*
0.0890 (0.0239)
0.0262 (0.0061)
-0.0682 (0.0282)
-0.0469 (0.0190)*
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TABLE 7.4.B. Cont.

NT-NGS-S&H NNT-NGS-S&H NNT-NGS-S&H-AUT NNT-NGS-S&H-VER

Co.
&MK
®ME
«MR
^MS
^UK
®UE
*UR
&US

*ix
\ le
h .r

«LS

Value

CS.E.')

Value

fS.E.l

Value fS.E.l

Value fS.E.)

-0.2756 (0.0345)
-0.0017 (0.0028)
0.2498 (0.0346)
0.0275 (0.0082)*
-0.0459 (0.0097)
0.0041 (0.0024)
0.0465 (0.0113)
-0.0047 (0.0064)*
-0.1324 (0.0247)*
0.0068 (0.0031)*
0.1238 (0.0259)*
0.0018 (0.0097)*

-0.2710 (0.0682)
0.0148 (0.0033)
0.2887 (0.0631)
-0.0325(0.0115)*
-0.0656 (0.0133)
0.0115(0.0028)
0.0731 (0.0139)
-0.0190 (0.0073)*
-0.1612 (0.0264)*
0.0036 (0.0036)*
0.1423 (0.0262)*
0.0153 (0.0107)*

-0.1544 (0.0379)
-0.0103 (0.0002)
0.1717 (0.0364)
-0.0070 (0.0107)*
0.1193 (0.0061)
-0.0268 (0.0001)
-0.0690 (0.0074)
-0.0234(0.0051)*
-0.2337 (0.0199)*
0.0140(0.0001)*
0.2063 (0.0205)*
0.0133 (0.0106)*

-0.2490 (0.0680)
0.0100 (0.0044)
02583 (0.0661)
-0.0194 (0.0114)*
-0.0438 (0.0150)
0.0059 (0.0035)
0.0540 (0.0158)
-0.0160 (0.0081)*
-0.1375 (0.0280)*
-0.0052 (0.0038)*
0.1045 (0.0282)*
0.0382 (0.0104)*
0.4792 (03893)
-0.0406 (0.0114)
-0.5288 (03710)
0.0903 (0.0329)*

-0.1695 (0.0462)
0.0062 (0.0014)
0.1577(0.0445)
0.0056 (0.0032)*
0.0075 (0.0024)
-0.0125 (0.0019)

-0.2568 (0.0478)
0.0093 (0.0014)
0.2402 (0.0438)
0.0072 (0.0050)*
0.0039 (0.0028)

-0.1497 (0.0417)
0.0046 (0.0001)
0.1429 (0.0387)
0.0022 (0.0041)*
-0.0049 (0.0000)
0.0030 (0.0001)
-0.0027 (0.0000)*
-0.1009 (0.0361)
-0.0449 (0.0046)*
0.0454 (0.0032)*

-0.1894 (0.0548)
0.0062 (0.0017)
0.1766 (0.0522)
0.0066(0.0042)*
0.0044 (0.0019)
-0.0145 (0.0020)
0.0039 (0.0011)*
-0.1197 (0.0500)
-0.0424(0.0050)*
0.0319 (0.0038)*

0.0947 (0.0085)
-0.0316 (0.0047)
-0.0490 (0.0051)
-0.0297 (0.0020)
0.0157 (0.0031)*
-0.0054 (0.0032)
0.0009 (0.0002)
0.0022 (0.0030)
0.0022 (0.0007)*

0.0501 (0.0138)
-0.0168 (0.0054)
-0.0339 (0.0085)
-0.0026 (0.0028)
0.0032 (0.0037)*
-0.0022 (0.0044)
-0.0004 (0.0003)
0.0009 (0.0043)
0.0017 (0.0007)*

®KM'
^EM'
^RM'
5SM'

Akk
Ake
Akr
Aks
Aee
Aer
Aes
Arr
Ars
Ass
?Dt
£x t
?Mt
£u t
?Lt
tKi

- 0 .0 1 2 0 ( 0 .0 0 2 1 )

-0.0013(0.0011)*
-0.0954 (0.0432) -0.1725 (0.0405)
-0.0498 (0.0046)* -0.0557 (0.0058)*
0.0454(0.0037)* 0.0497 (0.0038)*
-0 .0 0 1 2 ( 0 .0 0 1 1 ) *

0.0684 (0.0109)
-0.0227 (0.0035)
-0.0469 (0.0072)
-0.0015 (0.0019)
0.0027 (0.0029)*
0.0017 (0.0036)

7et

-0 .0 0 1 1 (0 .0 0 0 2 )

TRt
TSt

-0.0039 (0.0033)
0.0033 (0.0006)*

Pv
P»

0.1430 (0.0005)
0.5431 (0.0002)
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TABLE 7.4.B. Cont.

NT-NGS-S&H NNT-NGS-S&H NNT-NGS-S&H-AUT NNT-NGS-S&H-VER

Value

Value

Value

Value

VD
VX
VM
VU

0.73
0.70
0.87
0.55

0.73
0.92
0.87
0.49

0.89
0.89
0.96
0.60

0.83
0.91
0.92
0.48

SK
SE
%

0.86
0.95
0.85

0.83
0.98
0.84

0.88
0.82
0.87

0.86
0.96
0.86

L.L.

482.253

495.572

578.079

512.271

Co.
jp :

"S.E. in parentheses means asymptotic standard errors. For implied coefficients
their standard errors are indicated by asterisks.
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fact might not yet be fatal, but certainly it is unfavorable, to the consideration of the
version of NNT-NGS-S&H-VER as the final choice.
Before we make further selections among the three versions of the model, the
estimates of the various elasticities of substitution, transformation and intensity, and
the price and quantity elasticities for different outputs and inputs should be presented.
In Table 7.5 we have cited some estimates of the elasticities of substitution obtained
by previous studies to compare with our own. Since the empirical estimation for the
degree of substitutability at the industrial level is numerous in the literature, only a
few, well-known studies have been selected. The order of citation is as follows: the
previous studies on the U.S. automobile industry are followed by studies according to
the level of their model aggregation, from the most disaggregated models (3- or 4digit SIC) to the most aggregated models (the entire economy for the U.S. and some
other countries). Table 7.6 is similar to Table 7.5, shows previous estimates of the
elasticities of transformation and intensity. However, rather than a direct comparison
with our estimates, Table 7.5 and Table 7.6 actually play the role of a partial
summarization of what has empirically been found for the elasticities of substitution,
transformation and intensity among inputs, outputs, and foreign trade flows for
different U.S. industries. The incomparability of these estimates is due to the
differences in data, assumptions used, the level of aggregation, estimation technique,
period of estimation, and in the composition of outputs and inputs flows.
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TABLE 7.5.

Selected Estimates of Elasticities of Substitution/ This Study Compared
to Other Studies (All calculated at sample mean value)

T h is S tu d y: Hodel 1, NMT-NGS-S&H:
(T ra n s lo g P r o f i t F u n c tio n )
A u to c o r r e la tio n C o rre c te d :
T h is S tu d y: Hodel 2 , NNT-NGS-S&H:
(T ra n s lo g P r o f i t F u n c tio n )
A u to c o r r e la tio n C o rre c te d :
T h is S tu d y: Hodel 2 , NNT-HGS-S&H
T e s tin g H yp o th esis f o r VER:

aKE

aKR

'L E

2.156

4.534

2.744

0.434

0.334

-0 .9 5 9

-18.230

-1 .3 3 0

-7 .2 4 8

-0.8 0 4

3.015

7.138

2.455

3.3 3 7

0.5 88

-0.051

-20 .9 7 0

-2 .1 0 8

-16 0 .5 4 0

-0.8 6 5

3.534

5.144

2.884

0.295

0 .5 0 6

-0 .1 7 6

-14 .0 8 6

(2 .3 5 7 )

-5 1 .7 6 2

-0.6 1 4

4 .8 9 7

3.133

2.1 78

-1 .6 9 0

0.2 96

1.281

-11 .3 7 9

(2 .1 0 3 )

-98.191

-0 .4 6 9

3.162

3.7 77

2.384

2.0 27

0 .6 3 7

-0.4 2 2

-11.692

(2 .5 4 1 )

-49.315

-0.5 2 3

A u to :
A u to :
A u to :
A uto:

0.3 90
0.1 40
0.4 70
-0 .0 2 0

0.090
0.090
-0 .1 4 0
0.1 80

F rie d ta e n d e r e t a t . (1 9 8 7 ), A u to :
(Q u a d ra tic Hean Cost F u n c tio n )

2.190

-0 .5 4 0

Fuss &U Waverman (1 9 9 2 ), US
(T ra n s lo g C o st)
Canada
Germany
Japan

^LR

aER

°K K

aKL

ffLL

°E E

ffRR

0.460
0.3 70
0.5 70
0.2 10
0.710

-9 .0 4 0

-1 .4 9 0

-17.994

-7 .6 4 6

-163.621

-0.011

-0 .8 0 0

•
11.282

-14.671

-0 .6 4 0

14.790

0 .3 2 7

-0 .3 7 8

W ills (1 9 7 9 ), P rim a ry H e ta ls :
(T ra n s lo g Cost F u n c tio n )

2.5 40

1.320

0.8 80

-3 .5 0 0

0.410

0.940

8 e rn d t & Wood (1 9 7 5 ), H a n u fa c tu rin g :
(T ra n s lo g Cost F u n c tio n )

1.010

-3.2 2 0

0.560

0.650

0.600

0.750

-8 .7 5 0

-1 .6 1 0

-10 .7 0 0

-0 .3 8 0

Anderson (1 9 8 1 ), U .S . H a n u fa c tu rin g :
(T ra n s lo g Cost F u n c tio n )

0.5 90

-0.6 5 0

-0 .0 2 0

0.740

0.820

0.050

-2 .3 2 0

-0 .9 7 0

-3 .8 4 0

-0.9 4 0

B e rn d t & Khaled (1 9 7 9 ), H a n u fa c tu rin g :
(G e n e ra liz e d Box-Cox Cost F u n c tio n )

2.070

-2.461

-0 .1 7 7

2.365

-0 .0 9 8

0.323

-6.034

-0 .6 0 6

-15.691

0.037

O za ta la y e t e l . (1 9 7 9 ), U.S. Economy:
(T ra n s lo g C o st)
West Germany:
Japan:

1.080
1.060
1.140

1.220
1.150
1.180

0.850
0.880
0.880

1.030
1.040
1.050

1.000
1.000
1.000

0.580
0.420
0.650

-3 .3 4 0
-1.8 9 0
-2.8 5 0

-3 .1 9 0
-3 .5 1 0
-7 .3 1 0

-32 .2 5 0
-24 .6 0 0
-25 .1 4 0

-0.8 3 0
-1.2 9 0
-0.6 0 0

B a ll & Chamber (1 9 8 2 ), Heat P ro d u ct:
(T ra n s lo g Cost F u n c tio n )
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TABLE 7.6.

Selected Estimates of Elasticities of Transformation & Elasticities of Intensity
This Study Compared to other Studies (All calculated at sample mean value)
"o x

" oh

"XM

"0L

" dk

"XL

"XK

" ml

" hk

T h is S tu d y: Hodel 1, NNT-NGS-S&H:
(T ra n s lo g P r o f i t F u n c tio n )
A u to c o r r e la tio n C o rre c te d :

-2.8 3 3

3 .1 3 8

-7 .6 0 2

1.116

1.396

3.1 00

4.765

1.739

3.951

-3 .6 1 0

2.190

-5 .7 5 3

0.853

1.913

3.573

-1.1 6 5

1.617

3 .4 68

T h is S tu d y: Model 2 , NNT-NGS-S&H:
(T ra n s lo g P r o f i t F u n c tio n )
A u to c o r r e la tio n C o rre c te d :
T h is S tu d y: Hodel 2, NNT-NGS-S&H
T e s tin g H yp o th esis f o r VER:

-2.2 0 5

2.659

-5 .8 5 7

0.7 48

2.425

2 .9 6 8

4.6 20

1.866

5.6 23

-3.3 2 3

2.6 09

-6 .8 6 9

0.0 57

1.335

1.937

7.6 97

-0 .3 8 6

3.715

-1.581

1.962

-4 .3 3 3

0.713

2.223

2.7 60

4 .1 58

1.304

5 .2 47

Charos & Simos (1 9 8 8 ), U .S . Economy:
(T ra n s lo g P r o f i t F u n c tio n )

-1.834

0.7 00

-2.7 7 4

0.265

0.8 27

0.903

0.8 78

2.399

-6 .6 2 3
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The complete sets of the estimates of the elasticities of substitution,
transformation and intensity are reported in Table 7.7.A and Table 7.7.B, while the
estimates of the various price and quantity elasticities are presented in Table 7.8. A
and Table 7.8.B. For pure comparison purposes, we include three versions for
Model 1 and four versions for Model 2, with the estimates from the versions of the
selected candidates being in a bold format.
The results of the Chatelier Principle are illustrated in Table 7.9. Since we
have retained the version of NNT-NGS-S&H-AUT for both models, such an
illustration is made possible. The display is passable: on the supply side of our model
all the estimates of the medium-run own-price elasticities of outputs and variable
inputs are bigger in absolute values than their short-run counterparts except for the
own-price elasticity of exports. On the demand side only the estimate of the inverse
own-price elasticity of business services violates the Chatelier Principle. As for the
indirect medium-run, as well as indirect short-run, elasticities, the whole matrices of
the calculated cross elasticities are shown in Appendix C to save space for exposition
purposes.
Finally, we must determine the best version among the three candidates by
using the last criterion we have set up. Using the formula described by Equation
(6.11), we first check the curvature conditions at the mean value of output (including
variable input) and fixed input shares. The mean-value curvature conditions are
reported in Table 7.10. The only version that satisfies the curvature conditions on
both the output side and the fixed-input side is NNT-NGS-S&H-AUT for Model 2.
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TABLE 7.7.A. Model 1 - Estimates of Elasticities of Substitution*

NT-NGS-S&H

El .

Value

(S.E.)

NNT-NGS-S&H

Value

fS.E.l

NNT-NGS-S&H-AUT

Value (S.E.1

Elasticities of
Transformation:

°DX
°b.M
°DU
aXM

°XU
ffMU
aDD
ffXX
ffUU

-0.1886 (0.2040)
-0.3755 (0.2003)
0.5860 (0.1698)
-1.3867(1.3406)
-5.7841 (3.0383)
-1.8471(1.1344)
-0.0265 (0.0582)
-4.2984(3.8395)
-1.9463 (0.8512)
6.8199 (4.2749)

-2.8333 (0.6842)
3.1376 (0.4226)
1.6336 (0.6685)
-7.6022(1.3388)
-9.4573 (4.2698)
2.5669 (1.5288)
1.0407(0.1373)
6.8358 (6.2468)
10.5520 (1.6574)
2.3941 (5.7692)

-3.6097(0.1368)
2.1898 (0.2853)
1.8363 (03268)
-5.7530 (03295)
-1.5328 (13646)
3.8179 (0.6143)
0.9490 (0.0673)
223020(0.5220)
63858 (13812)
14.9200 (3.1202)

2.1556(0.5973)
0.4342 (0.8352)
0.3338(0.1351)
-2.0539 (0.3836)
4.5339 (0.7972)
2.7444 (0.4919)
2.1012(0.5938)
-0.9590 (0.2826)
-1.8150(1.7269)
0.5558(0.1619)
-1.3296 (0.3059)
-18.2300(3.5544)
-7.2476 (19.973)
-0.8040 (0.0833)
0.4158 (0.9578)

3.0147 (0.4567)
3.3368 (03555)
0.5881 (0.1716)
-2.9856 (03062)
7.1375 (03957)
2.4554 (03650)
33811 (03357)
-0.0507 (0.1485)
-2.9946 (03576)
0.8930 (0.1256)
-2.1084 (0.4259)
-20.9700 (2.2438)
-160.5400 (0.8889)
-0.8647 (0.0881)
-0.8284 (0.5990)

Elasticities of
Complementarity:

°LK
aLE

ffLR
ffLS
°KE
°KR
°ks
o'er
°es

°rRS
o'll

aKK
°EE
Orr
ffSS

1.6970 (0.3966)
1.5112(0.7354)
0.4385(0.1016)
-2.4652 (0.3181)
2.6853 (0.8924)
2.0111 (0.4256)
2.5730 (0.3645)
-0.9149 (0.2685)
-0.7930(1.6518)
0.6841 (0.1361)
-0.1309(0.2231)
-13.9290 (2.7342)
-21.3760(19.814)
-0.7035 (0.0768)
-0.1826(0.9458)

R ep ro d u ced with p erm ission of th e copyright ow ner. Further reproduction prohibited w ithout p erm ission .

164
TABLE 7.7.A. Cont.

E&i

NT-NGS-S&H

NNT-NGS-S&H

Value

Value

fS.E.')

fS.E.l

NNT-NGS-S&H-AUT

Value (S.E.)

Elasticities
of Intensity:

ffDL
°DK
ffDE
ffDR
°bs
aXL

°XK
ffXE
°XR
°XS
°ML
°MK
°ME
ffMR
°MS
ffUL
ffUK
ffUE
°UR
ffUS

0.8571 (0.0503)
2.4547 (0.2898)
-0.8113(0.1541)
0.7442 (0.0489)
1.4497 (0.0689)
3.5804 (0.5814)
2.3818(1.3511)
11.8470(2.1328).
-0.5631 (0.3446)
-1.8721 (1.1409)
0.5604 (0.2500)
7.9083 (0.9775)
0.1040 (0.7584)
-0.3140 (0.1873)
1.1280(0.3852)
4.6780 (0.6191)
3.4359 (1.0475)
-8.1935(2.3816)
-1.3939 (0.3077)
3.3131 (1.1830)

1.1162(0.1362)
1.3959 (0.3798)
-2.0368 (0.3541)
0.8045 (0.0700)
2.3291 (0.2023)
3.1000(1.0047)
4.7645 (1.0797)
14.3160(2.9150)
-0.7017 (0.4605)
■4.4094(1.6527)
1.7388 (0.3633)
3.9510 (1.5046)
-3.6358 (0.7597)
-0.1517 (0.2269)
3.6825 (0.4645)
4.0195 (0.9045)
3.7056(1.3911)
-11.4830(2.5915)
-1.1825(0.3852)
4.7973 (1.3613)

0.8532 (0.1304)
1.9133 (0.2198)
-1.8225 (0.1133)
0.8879 (0.0579)
1.6021 (0.1294)
3.5728 (03092)
-1.1650 (03448)
223750 (0.2990)
03406 (0.1178)
-4.7967 (03894)
1.6170 (0.4470)
3.4676 (1.0106)
-2.4011 (03858)
0.1989 (03275)
1.6172 (03400)
0.7151 (0.7868)
3.7534 (0.7635)
2.8542 (0.7099)
0.7080 (0.2927)
-13052 (0.9634)

“S.E. in parentheses is the asymptotic standard error.
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TABLE 7.7.B. Model 2 - Estimates of Elasticities of Substitution"

NT-NGS-S&H NNT-NGS-S&H NNT-NGS-S&H-AUT NNT-NGS-S&H-VER

ESj.

Value

fS.E.)

Value

(S.E.)

Value (S.E.l

Value fS.E.l

Elasticities of
Transformation:

°DX
ffDU
°DL
°XM
ffXU
°XL
°MU
ffML
aUL
aDD

°XX
°UU
ffLL

-2.2048 (0.4815)
2.6592 (0.3806)
1.4631 (0.4589)
0.7483 (0.1516)
-5.8573 (1.1742)
-3.3093 (2.8884)
2.9677 (0.9679)
1.7701 (1.1637)
1.8662 (0.48357
2.0185 (0.8372)
1.0401 (0.1284)
14.3840 (4.0423)
7.2782(1.3198)
5.0914 (3.7689)
2.3566 (0.3769)

-33230 (0.5939)
2.6087 (03742)
73914 (03347)
0.0569 (0.1579)
-6.8690 (1.1859)
-16.0510 (2.5952)
1.9370 (1.0781)
133060 (0.6668)
-03861 (0.4658)
-2.4618 (0.5868)
13431 (0.1063)
133060 (4.7892)
5.6709 (0.9969)
59.7700 (1.4159)
2.1033 (0.4518)

-1.5814 (0.6762)
1.9618 (03908)
1.7388 (0.6175)
0.7134 (0.1832)
-43334 (13193)
-2.0474 (3.4319)
2.7597 (1.0337)
1.6961 (13203)
13040 (0.4903)
23762 (0.9433)
0.8375 (0.1509)
11.6510 (5.0867)
53369 (13520)
10.9840 (4.2929)
2.5408 (0.4011)

3.7584(0.6237) 5.1438(0.6300)
2.2365 (0.3491) 2.8837 (0.3437)
1.5717(0.3215) 1.7364 (0.5094)
-0.2291 (0.1863) -0.1764(0.2042)
-0.5118(1.3486) -0.6104(1.4309)
-0.1165(0.1024) -0.2494(0.1291)
-10.9850(1.6413) -14.0860(1.6968)
-31.8430(13.400) -51.7620(15.511)
-0.4805 (0.0747) -0.6140 (0.0701)
-2.8679 (1.0707) -1.5936(1.0948)

3.1328 (0.0521)
2.1776 (0.3189)
1.2401 (0.4455)
1.2812 (0.0106)
-23541 (0.5023)
0.0068 (0.1017)
-113790(1.6813)
-98.1910(0.0510)
-0.4687 (0.0609)
-2.8664 (0.9259)

3.7768 (0.7535)
23844 (0.4095)
1.6748 (0.4239)
-0.4219 (0.1964)
0.5921 (1.4326)
0.0501 (0.1131)
-11.6920(1.9476)
-493150 (10.420)
-0.5226 (0.0865)
-6.7881 (1.0963)

0.3608(0.1688)
0.0271 (0.1379)
1.2397(0.1398)
0.8928 (0.0674)
0.6587 (0.9815)
-0.8927 (2.0627)
0.7744(0.8075)
-0.2381 (0.7957)
1.6017 (0.3556)
2.5626 (0.1849)
0.2446(0.0377)
-0.9416 (2.8288)
-1.2288 (0.6066)
10.6970 (2.7963)
2.1240 (0.4353)

Elasticities of
Complementarity:

°KE
ffKR

aKS
ffER
°ES
OrS

°KK

°EE
ffRR
ffSS
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TABLE 7.7.B. Cont.

NT-NGS-S&H NNT-NGS-S&H NNT-NGS-S&H-AUT NNT-NGS-S&H-VER

Value

fS.E.1

Value

fS.E.)

Value CS.E.l

Value fS.D.t

13352 (03136)
1.7305 (0.0148)
0.8597 (0.0440)
1.7700 (03401)
7.6969 (0.6847)
3.8105 (0.0927)
0.0217 (0.1752)
-4.7863 (1.6663)
3.7151 (0.6675)
3.0978 (0.0346)
03821 (0.1310)
13309 (0.5051)
-6.9492 (0.4054)
21.6270 (0.0562)
1.9410 (0.1008)
5.1815 (0.9115)
4.8972 (03323)
-1.6896 (0.0271)
03960 (0.0698)
0.4034 (0.4723)

23291 (03486)
-0.6632 (03939)
0.7230 (0.0749)
1.4541 (03516)
4.1580 (0.8484)
12.6340 (2.7116)
0.4657 (03213)
-3.7617 (1.9295)
53468 (1.1607)
-1.1371 (0.9450)
0.0276 (03490)
1.9443 (0.5550)
3.7572 (0.9435)
-3.6704 (2.7793)
03511 (03187)
3.8850 (1.4637)
3.1616 (0.4394)
2.0270 (0.7415)
0.6374 (0.0979)
-0.7170 (0.4662)

Elasticities
of Intensity:
°DK
°DE
ffDR
°DS
°XK
°XE
°XR

°xs
°MK
°ME
°MR
ffMS
ffUK
°UE
ffUR
ffUS
ffLK
aLE
°LR
^LS

2.3278 (0.1580)
-0.2803 (0.1295)
0.7292 (0.0342)
1.0045 (0.0722)
4.0201 (1.0469)
9.5343 (1.5620)
0.3794(0.2474)
-1.5413 (1.1235)
5.7011 (0.5891)
1.3637 (0.5909)
0.0597 (0.1301)
-0.3416(0.3985)
3.8839 (0.6085)
-2.2145 (1.8751)
-0.3550 (0.1568)
1.8452(1.1468)
3.0809 (0.3883)
-0.3424(0.6113)
0.5707 (0.0898)
0.9196 (0.4378)

2.4251 (0.3593)
-1.8765 (0.2699)
0.6483 (0.0736)
2.1381 (0.2070)
4.6196 (0.7216)
16.0830 (2.4971)
0.5186(0.2019)
-6.5539 (1.6652)
5.6226 (1.1642)
-2.1623 (0.7068)
-0.0867 (0.2374)
2.5842 (0.5602)
5.1236(0.8355)
-8.0420 (2.1923)
-0.0142 (0.1925)
4.4136 (1.3201)
3.5339 (0.4147)
0.2949 (0.7043)
0.5064 (0.0909)
0.3111 (0.4795)

*S.E. in parentheses is the asymptotic standard error.
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TABLE 7.8.A. Model 1 - Own and Cross Price and Quantity Elasticities
of Demand and Supply Functions8
NT-NGS-S&H

Value

Esl

fS.E.l

NNT-NGS-S&H

Value

rS.E.l

NNT-NGS-S&H-AUT

Value fS.E.l

Own-prices:

£DD
£XX
eMM
£UU

-0.0318 (0.0699)
-0.5214(0.4658)
0.4920(0.2151)
-0.4685 (0.2937)

1.2490 (0.1648)
0.8292 (0.7578)
-2.6670 (0.4189)
-0.1645(0.3963)

1.1446 (0.0811)
2.7471 (0.0646)
-1.6661 (0.3604)
-1.0290 (0.2152)

-0.3650 (0.0840)
-2.2361 (0.4360)
-0.0701 (0.1932)
-0.4427 (0.0459)
0.0177 (0.0408)

-0.5803 (0.1172)
-2.4125 (0.2581)
-1.5838 (0.0088)
-0.4819 (0.0491)
-0.0353 (0.0255)

-0.3437 (0.0830)
-0.7931 (0.1068)
-0.1122(0.0459)
-0.3400(0.8211)
1.9215(0.3384)
0.6496 (0.2933)
3.7656 (0.5071)
-0.9222 (0.1624)
-0.1763 (0.1050)
1.9605 (0.8023)
-1.1472(0.5180)
-0.6488 (0.3864)

-0.4466 (0.0169)
-0.5714 (0.0744)
-0.1266 (0.0225)
-43538 (0.1649)
1.5010 (0.0860)
0.1057 (0.0872)
2.6413 (03441)
-0.7118 (0.0408)
-03633 (0.0424)
23148 (03942)
-0.1897 (0.1565)
-0.9961 (0.1603)

0.2644 (0.0733)
0.0042 (0.0081)
0.1838(0.0744)
-0.0874 (0.0163)
0.5918(0.1640)

03468 (0.0525)
0.0329 (0.0035)
03277 (0.0956)
-0.1271 (0.0130)
0.8298 (0.1257)

Inverse own-prices:

£ll
£kk
£ee
£rr
£ss

-0.3593 (0.0613)
-1.7086(0.3354)
-0.2068(0.1917)
-0.3873 (0.0423)
-0.0078 (0.0402)

Cross-prices:

£dx
£dm
£du
£xd
£xm
£xu

£md
£mx
£mu
£ud
£ux

£um

-0.0229 (0.0247)
0.0949 (0.0506)
-0.0402(0.0117)
-0.2264(0.2448)
0.3505 (0.3388)
0.3973 (0.2087)
-0.4506(0.2404)
-0.1682 (0.1626)
0.1269 (0.0779)
0.7032 (0.2038)
-0.7017 (0.3686)
0.4669 (0.2867)

Inverse cross-prices:

•lk
:LE
:LR
•LS
:KL

0.2082 (0.0486)
0.0146 (0.0071)
0.2415 (0.0560)
-0.1049(0.0135)
0.4659(0.1089)
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TABLE 7.8.A. Cont.

NT-NGS-S&H

Is ,

Value

fS.E.)

eKE
CKR
£ks
£el
eEK
eER
£es
£rl
£rk
£re
eRS
eSL
eSK
£se
£sr

0.0260 (0.0086)
1.1073 (0.2343)
0.1095 (0.0155)
0.4149 (0.2019)
0.3294(0.1095)
-0.5037 (0.1478)
-0.0337 (0.0703)
0.1204(0.0279)
0.2467 (0.0522)
-0.0089(0.0026)
0.0291 (0.0058)
-0.6768 (0.0873)
0.3156(0.0447)
-0.0077 (0.0160)
0.3766 (0.0749)

NNT-NGS-S&H

Value

fS.E.l

NNT-NGS-S&H-AUT

Value fS.E.l

0.0439 (0.0077)
1.5110(0.2708)
0.0894 (0.0253)
0.1192(0.2293)
0.5561 (0.0978)
-0.5280 (0.1556)
-0.0772 (0.0735)
0.0916(0.0371)
0.3366 (0.0603)
-0.0093 (0.0027)
0.0236(0.0069)
-0.5639 (0.1053)
0.2577 (0.0728)
-0.0176 (0.0167)
0.3060 (0.0891)

0.0704 (0.0039)
1.3683 (0.2034)
0.1440 (0.0143)
0.9185 (0.0979)
0.8211 (0.0455)
-0.0283 (0.0827)
-0.1275 (0.0152)
0.1619 (0.0472)
0.2825 (0.0420)
-0.0005 (0.0015)
0.0380 (0.0053)
-0.8218 (0.0843)
0.3890 (0.0386)
-0.0295 (0.0035)
0.4976 (0.0700)

1.3396(0.1634)
0.3761 (0.1219)
-0.4395 (0.0918)
-0.2761 (0.0621)
1.6752 (0.4558)
0.5780(0.1310)
-0.9987 (0.3803)
-0.2545 (0.0956)
-2.4444 (0.4249)
1.7366(0.3536)
0.9190(0.1920)
0.7888(0.1780)
0.9656 (0.0838)
-0.0851 (0.0559)
0.0383 (0.0574)
0.0812 (0.0265)
2.7952 (0.2428)
-0.5349 (0.2005)
-0.9308(0.1174)
-0.3295 (0.0935)

1.0291 (0.1573)
0.4421 (0.0383)
-0.4219 (0.1166)
-0.0493 (0.0543)
2.3077 (0.2651)
-0.1442 (0.0427)
-0.9047 (0.2637)
-0.2589 (0.0527)
-2.1982 (0.1367)
2.7685 (0.0370)
0.6265 (0.1001)
-0.1968 (0.0490)
1.0709 (0.0698)
0.0298 (0.0146)
-0.0519 (0.0594)
-0.0488 (0.0202)
1.9323 (0.1561)
-0.5935 (0.0482)
-0.4219 (0.0887)
0.0831 (0.0664)

Stolper - Samuelson Elasticities:

£ld
£lx
eLM
eLU
£kd
£kx
£km
£ku
eED

eEX
£em
eEU
£rd
£rx
£rm
£ru
£sd
£sx

£sm
£su

1.0287(0.0603)
0.4343 (0.0705)
-0.1416 (0.0632)
-0.3213 (0.0425)
2.9460 (0.3478)
0.2889 (0.1639)
-1.9989 (0.2471)
-0.2360 (0.0720)
-0.9737 (0.1849)
1.4372 (0.2587)
-0.0263 (0.1917)
0.5628 (0.1636)
0.8932 (0.0587)
-0.0683 (0.0418)
0.0794(0.0473)
0.0957(0.0211)
1.7398 (0.0827)
-0.2271 (0.1384)
-0.2851 (0.0974)
-0.2276(0.0813)
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TABLE 7.8.A. Cont.

Es.

NT-NGS-S&H

NNT-NGS-S&H

Value

Value

CS.E.)

rS.E.l

NNT-NGS-S&H-AUT
Value fS.E.l

Samuelson - Rybczynski Elasticities:

eDL
£DK
£DE
£DR
£ds
eXL
£xk
cXE
£XR
£XS
£ML
£MK
£me
£mr
£ms
£ul
£uk
£ue
CUR
£us

0.2353 (0.0138)
0.3011 (0.0356)
0.0079 (0.0015)
0.4098 (0.0269)
0.0617 (0.0029)
0.9829 (0.1596)
0.2922(0.1657)
0.1146(0.0206)
-0.3100(0.1900)
-0.0797 (0.0485)
0.1538 (0.0686)
0.9701 (0.1199)
0.0010 (0.0073)
-0.1729(0.1031)
0.0480 (0.0164)
1.2843 (0.1670)
0.4215 (0.1285)
-0.0793 (0.0230)
-0.7674(0.1694)
0.1410 (0.0503)

0.3064 (0.0374)
0.1712(0.0466)
-0.0197 (0.0034)
0.4430 (0.0384)
0.0991 (0.0086)
0.8511 (0.2758)
0.5844(0.1324)
0.1385 (0.0282)
-0.3863 (0.2535)
-0.1876(0.0703)
0.4774(0.0997)
0.4846(0.1846)
-0.0352 (0.0073)
-0.0835(0.1250)
0.1567 (0.0198)
1.1035(0.2483)
0.4545(0.1706)
-0.1111(0.0251)
-0.6511(0.2121)
0.2041 (0.0579)

0.2349 (0.0359)
0.2201 (0.0253)
-0.0180 (0 .0011)
0.4948 (0.0323)
0.0682 (0.0055)
0.9834(0.0851)
-0.1340 (0.0397)
0.2207 (0.0029)
0.1341 (0.0656)
-0.2042 (0.0166)
0.4451 (0.1230)
0.3989 (0.1163)
-0.0237 (0.0038)
0.1108 (0.1268)
0.0689(0.0145)
0.1968 (0.2166)
0.4318 (0.0878)
0.0282 (0.0070)
0.3945 (0.1631)
-0.0513 (0.0410)

“S.E. in parentheses is the asymptotic standard error.
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TABLE 7.8.B. Model 2 - Own and Cross Price and Quantity Elasticities
of Demand and Supply Functions1

NT-NGS-S&H NNT-NGS-S&H NNT-NGS-S&H-ALT NNT-NGS-S&H-VER

ESs.

Value

(S.E.)

Value

(S.E.)

Value (S.E.)

Value (S.E.)

Own-prices:

eDD 0.4050 (0.0624)
£XX -0.1581 (0.4750)
eMM 0.4294(0.2120)
£UU -1.0139(0.2651)
£LL -0.8055 (0.1651)

1.7219(0.2125)
2.4152 (0.7392)
-2.5434(0.4612)
-0.4826 (0.3572)
-0.8937(0.1411)

2.2367 (0.1770)
2.2634 (0.8209)
-2.0465 (0.3598)
-5.6935 (0.1349)
-0.8006 (0.1720)

13865 (03498)
1.9563 (0.8541)
-1.8650 (0.4725)
-1.0411 (0.4069)
-0.9636 (0.1521)

-2.3629 (0.2847)
-0.6930 (0.2077)
-0.4668(0.0533)
-0.0935 (0.0642)

-1.7925 (0.2649)
-1.3418 (0.0007)
-03609 (0.0469)
-0.1685(0.0544)

-1.9614 (03267)
-0.6602 (0.1395)
-03973 (0.0357)
-03983 (0.0643)

-0.3702 (0.0808)
-0.9293 (0.1330)
-0.1387 (0.0435)
-0.2838 (0.0575)
-3.6502 (0.7972)
2.0469 (0.4103)
0.3137(0.2738)
-1.1255(0.3671)
4.4024 (0.6302)
-0.9835 (0.1972)
-0.1678(0.1103)
-0.7077 (0.1834)
2.4223 (0.7898)
-0.5557 (0.4850)
-0.6186 (0.4067)
-0.7655 (0.3175)
1.2389 (0.2510)
0.4983 (0.1625)
-0.6522(0.1690)
-0.1913(0.0793)

-0.5696 (0.1018)
-0.9414 (0.0989)
-0.7041 (0.0319)
-0.0217 (0.0601)
-5.5340 (0.9890)
2.4789 (0.4280)
1.5289 (03472)
-0.7373 (0.4104)
43444 (0.4566)
-1.1773 (03033)
-1.2675 (0.0635)
0.1470 (0.1773)
123090 (0.5574)
-2.7510 (0.4448)
-4.8020 (03406)
0.9370 (0.2234)
0.0948 (03630)
03320 (0.1848)
0.1393 (0.1681)
0.2345 (0.0559)

-03655 (0.1135)
-0.6856 (0.1366)
-0.1648 (0.0585)
-03706 (0.0695)
-2.6181 (1.1194)
1.5143 (0.4261)
0.1941 (03253)
-1.0466 (03920)
33479 (0.6470)
-0.7276 (03047)
-0.1608 (0.1157)
-0.4945 (0.1859)
2.8787 (1.0224)
-03438 (0.5763)
-0.5927 (0.4264)
-0.9012 (03577)
1.1811 (03033)
0.4634 (0.1736)
-0.4557 (0.1713)
-0.2252 (0.0894)

Inverse own-prices:

CKK
CEE
eRR
£SS

-1.8427 (0.2753)
-0.4263 (0.1794)
-0.3653 (0.0568)
-0.1683 (0.0628)

Cross-prices:

£DX
eDM
£du
£DL
CXD
£xm
£XV
£xl
£md
£mx
£mu
£ml
eUD
£ux

£um
£ul
£ld
£lx
£lm
eLU

0.0606 (0.0283)
-0.0095 (0.0482)
-0.1175(0.0132)
-0.3386 (0.0255)
0.5974(0.2794)
-0.2302 (0.3430)
0.0846 (0.1955)
-0.2937 (0.3062)
0.0448 (0.2282)
0.1106(0.1648)
0.0226 (0.0754)
-0.6074 (0.1349)
2.0525 (0.2314)
-0.1499(0.3464)
0.0832(0.2781)
-0.9719 (0.3090)
1.4781(0.1115)
0.1300(0.1356)
-0.5597(0.1242)
-0.2429 (0.0772)
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NT-NGS-S&H NNT-NGS-S&H NNT-NGS-S&H-AUT NNT-NGS-S&H-VER

Es,

Value

fS.E.f

Value

('S.E.'l

Value fS.E.1

Value fS.D.l

0.0428 (0.0007)
1.6769 (0.2456)
0.0729 (0.0262)
0.4935 (0.0082)
0.9866 (0.0082)
-0.1383 (0.0029)
03430 (0.0503)
0.0175 (0.0001)
0.0004(0.0060)
0.1954 (0.0702)
-0.0322 (0.0007)
0.0053 (0.0783)

0.0506 (0.0101)
1.8126 (03113)
0.0983 (0.0249)
0.6336 (0.1264)
-03207 (0.1493)
03474 (0.0841)
0.4000 (0.0687)
-0.0056 (0.0026)
0.0029 (0.0066)
03810 (0.0711)
0.0793 (0.0192)
0.0381 (0.0860)

23235 (03558)
13192 (0.1174)
-13407 (03409)
0.6620 (0.0386)
-1.8640 (0.1265)
2.8818 (0.0246)
0.6531 (0.0159)
-1.1180 (0.0125)
-2.0601 (0.0054)
0.6431 (0.0103)
1.4317 (0.0733)
0.0037 (0.0300)
-0.1379 (0.0473)
-0.1849 (0.0096)
-0.1127 (0.0266)
2.9478 (03999)
-0.8204 (0.2856)
-0.4803 (0.1823)
-0.4936 (0.0868)
-0.1536 (0.1798)

3.6905 (0.5771)
0.6982 (0.1425)
-1.8335 (0.4056)
-03561 (0.0894)
-1.1990 (0.1666)
-1.0979 (0.6522)
2.1214 (0.4553)
03974 (03302)
03479 (0.2634)
-0.7687 (0.2812)
1.1970 (0.1241)
0.0782 (0.0372)
-0.0096 (0.0870)
-0.0238 (0.0207)
-03417 (0.0371)
2.4074 (0.4166)
-0.6316 (03240)
-0.6794 (0.1940)
-03682 (0.1387)
0.2719 (0.1768)

Inverse Cross-prices:

%E
£KR
£KS
CEK
£ER
eES
£RK
eRE
£RS
^SK
£SE
£SR

0.0503 (0.0083)
1.7002(0.2654)
0.0922 (0.0189)
0.6305 (0.1046)
-0.1741 (0.1416)
-0.0300 (0.0791)
0.3752 (0.0586)
-0.0031 (0.0025)
-0.0068 (0.0060)
-0.3637 (0.0539)
-0.0069 (0.0181)
-0.0885 (0.0778)

0.0689 (0.0084)
2.1921 (0.2613)
0.1019(0.0299)
0.8629 (0.1057)
-0.1341 (0.1552)
-0.0358 (0.0840)
0.4838 (0.0577)
-0.0024 (0.0027)
-0.0146 (0.0076)
0.2913 (0.0855)
-0.0082 (0.0192)
-0.1896(0.0981)

Stolper - Samuelson Elasticities:

£kd
£kx
£km
£ku
£kl
£ed
CEX
£em
eEU
£el
£rd
£rx
£rm
£ru
£rl
eSD
£sx
£sm
£su
£sl

3.8538 (0.2616)
0.6750 (0.1758)
-1.9923 (0.2059)
-0.3681 (0.0577)
-1.1684(0.1473)
-0.4641 (0.2144)
1.6009(0.2623)
-0.4766 (0.2065)
0.2099 (0.1778)
0.1299(0.2318)
1.2072(0.0567)
0.0637 (0.0415)
-0.0209 (0.0455)
-0.0336 (0.0149)
-0.2164 (0.0341)
1.6631 (0.1196)
-0.2588 (0.1887)
0.1194(0.1393)
-0.1749 (0.1087)
-0.3488 (0.1660)

4.0150 (0.5948)
0.7757(0.1212)
-1.9648 (0.4068)
-0.4856 (0.0792)
-1.3402(0.1573)
-3.1066(0.4468)
2.7006 (0.4193)
0.7556 (0.2470)
0.7623 (0.2078)
-0.1118(0.2671)
1.0733(0.1219)
0.0871 (0.0339)
0.0303 (0.0829)
0.0013 (0.0018)
-0.1921 (0.0345)
3.5398 (0.3427)
-1.1005(0.2796)
-0.9031 (0.1958)
-0.4183(0.1251)
-0.1180(0.1818)
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TABLE 7.8.B. Cont.

NT-NGS-S&H NNT-NGS-S&H NNT-NGS-S&H-AUT NNT-NGS-S&H-VER
Value

(S.E.)

Value

rS.E.l

Value (S.E.)

Value CS.D.)

0.2103 (0.0337)
0.0236 (0.0002)
0.6620 (0.0339)
0.1040 (0.0141)
1.2125 (0.1079)
0.0521 (0.0013)
0.0167 (0.1349)
-0.2813 (0.0979)
0.5852 (0.1052)
0.0423 (0.0005)
0.2942 (0.1009)
0.0782 (0.0297)
-1.0947 (0.0639)
0.2955 (0.0008)
1.4947 (0.0776)
0.3045 (0.0536)
0.7714 (0.0524)
-0.0231 (0.0004)
0.2279 (0.0538)
0.0237 (0.0278)

0.3739 (0.0585)
-0.0089 (0.0053)
0.5496(0.0570)
0.0853 (0.0148)
0.6975 (0.1423)
0.1692 (0.0363)
0.3540 (0.1682)
-0.2207 (0.1132)
0.8802 (0.1947)
-0.0152 (0.0127)
0.0210 (0.1893)
0.1141 (0.0326)
0.6303 (0.1583)
-0.0491 (0.0372)
0.1909 (0.1662)
0.2280 (0.0859)
0.5304 (0.0737)
0.0271 (0.0099)
0.4846 (0.0744)
-0.0421 (0.0274)

Samuelson - Rybczynski Elasticities:

eDK
£de
eDR
eDS
CXK
eXE
eXR
exs

eMK
eME
CMR
eMS
eUK
eUE
eUR
CUS
eLK
eLE
eLR
CLS

0.3905 (0.0265)
-0.0038 (0.0017)
0.5543 (0.0260)
0.0589 (0.0042)
0.6744 (0.1756)
0.1277 (0.0209)
0.2884(0.1881)
-0.0904(0.0659)
0.9564(0.0988)
0.0183 (0.0079)
0.0454(0.0989)
-0.0200 (0.0234)
0.6515(0.1021)
-0.0296 (0.0251)
0.2698 (0.1192)
0.1083 (0.0673)
0.5168 (0.0651)
-0.0046 (0.0082)
0.4338 (0.0683)
0.0540 (0.0257)

0.4068 (0.0603)
-0.0251 (0.0036)
0.4928 (0.0560)
0.1255(0.0121)
0.7750(0.1211)
0.2153 (0.0334)
0.3943 (0.1535)
-0.3846 (0.0977)
0.9432 (0.1953)
-0.0290 (0.0095)
-0.0689 (0.1804)
0.1516(0.0329)
0.8595 (0.1402)
-0.1077 (0.0294)
-0.0108(0.1464)
0.2590 (0.0775)
0.5928 (0.0696)
0.0039 (0.0094)
0.3850(0.0691)
0.0183 (0.0281)

“S.E. in parentheses is the asymptotic standard error.
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TABLE 7.9.

Illustration of Le Ch&telier Principle

Short-run
Direct Medium-run
Elasticities
Elasticities

(Version: NNT-NG8-S&H-AUT)

Indirect Medium-run
Elasticities

Indirect Short-run
Elasticities

V alue

V alue

V alue

V alue

0 DD

1.1446

2.2 3 6 7

1.5611

2.2341

6 XX

2 .7 4 7 1

2 .2 6 3 4

3.4962

1.9577

8 MM

-1 .6 6 6 1

-2 .0 4 6 5

-1 .9 8 9 7

-2 .0 2 0 9

e uu

-1.0 2 9 0

-5 .6 9 3 5

-1 .0 4 5 7

-5 .4 1 9 0

EU

-0 .5 8 0 3

-0 .8 0 0 6

-1 .7 2 3 1

-1 .2 4 9 1

8 kk

-2.4 1 2 5

-1 .7 9 2 5

-1 .9 1 6 6

-3.5 8 8 7

C EE

-1 .5 8 3 8

-1 .3 4 1 8

-1 .5 3 1 7

-1.3 6 0 3

C RR

-0 .4 8 1 9

-0 .3609

-0 .3 9 0 5

-0 .3 9 3 0

e ss

-0 .0 3 5 3

-0 .1 6 8 5

0 .1447

-0 .1 7 3 0
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The other two versions include a violation either on the output side or on the fixedinput side. This finding results in two implications: first, Model 2 with an exogenous
treatment of the labor price might be more appropriate on both statistical and
economic grounds than Model 1 where labor is treated as a fixed input in the short
run; second, the incorporation of the effect of voluntary export restraints (VER) might
be misspecified although that version is statistically not rejectable.
The check for curvature conditions observation by observation further
strengthens the choice of the NNT-NGS-S&H-AUT version of Model 2, rather than
that of Model 1, as our final selection. For the purpose of comparison, we check the
curvature conditions at each observational value on NNT-NGS-S&H-AUT for both
models and we report the results in Appendix B. For Model 1, the NNT-NGS-S&HAUT version satisfies the condition on every observation on the output (including
variable inputs) side, but violates the condition on all the observations but two (1983,
1986) on the fixed input side. For Model 2, however, the version of NNT-NGSS&H-AUT satisfies the condition on the output side for all but the first six
observations (1968-1973), while satisfying the condition on the fixed-input side for
every observation. Obviously, there is some trade-off between the two specifications
in terms of the satisfaction of observational curvature conditions, but the trade-off is
certainly in favor o f Model 2. On the whole, even in terms of the number of
violations, Model 2 is still superior to Model 1. In addition, for Model 2 the
observational violations of the curvature condition on the output side from 1968 to
1973 were in line with the period covered by the prevalence of the fixed exchange
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TABLE 7.10. Curvature Condition Check at the Sample Mean Value

MODEL 1, NNT-NGS-S&H-AUT:
(T + w ' - V)
1.3806337 -0.5387243 -0.6891239 -0.1527504
-0.5387243 0.3399091 0.1857276 0.0130803
-0.6891239 0.1857276 0.4347040 0.0687009
-0.1527504 0.0130803 0.0687009 0.0709705

Eigenvalues:
1.95522
0.20275
0.06566
0.00258

(¥ + ss' - S)
-0.1597374 0.0090622 0.0902035 0.0954627-0.0349878
0.0090622-0.0156296-0.0002762 0.0081014-0.0012576
0.0902035-0.0002762-0.2685261 0.1574153 0.0211887
0.0954627 0.0081014 0.1574153-0.2775358 0.0165614
-0.0349878-0.0012576 0.0211887 0.0165614-0.0015049

Eigenvalues:
-0.43074
-0.27766
-0.02149
0.00000
0.00696

MODEL 2, NNT-NGS-S&H-AUT:
(T + w ' - V)
3.7249872 -0.9484555 -1.5678187 -1.1725431 -0.0360631
-0.9484555 0.3879379 0.4248751 0.2620524-0.1263662
-1.5678187 0.4248751 0.7385543 0.4574174-0.0530318
-1.1725431 0.2620524 0.4574174 0.5423444-0.0892521
-0.0360631-0.1263662-0.0530318-0.0892521 0.3047115

Eigenvalues:
5.01905
0.39350
0.21263
0.07331
0.00003

(¥ + s s ' - S)
-0.0183302 0.0134780 0.0053937-0.0005416
0.0134780-0.2779384 0.1881053 0.0763614
0.0053937 0.1881053-0.2049761 0.0114808
-0.0005416 0.0763614 0.0114808-0.0873003

Eigenvalues:
-0.44091
-0.12400
-0.02363
0.00000

MODEL 2, NNT-NGS-S&H-VER:
(T + w ' - V)
2.2954651 -0.4396115 -1.1350189 -0.2728558 -0.4479387
-0.4396115 0.3284837 0.2542721 0.0325854-0.1757398
-1.1350189 0.2542721 0.6517422 0.0561778 0.1728227
-0.2728558 0.0325854 0.0561778 0.0986749 0.0854143
-0.4479387-0.1757398 0.1728227 0.0854143 0.3654405

Eigenvalues:
3.07031
0.53525
0.13733
0.00000
-0.00310

(¥ + s s ' - S)
-0.0088411-0.0042921 0.0084827 0.0046508
-0.0042921 -0.3020163 0.3040701 0.0022307
0.0084827 0.3040701-0.3290299 0.0164835
0.0046508 0.0022307 0.0164835-0.0233658

Eigenvalues:
-0.62020
-0.03179
-0.01125
0.00000
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rate system in foreign markets. This might reasonably lead one to doubt that the
fixed rate system had no distorting impact upon the U.S. export and import prices of
automobiles, which in turn has no connection with the pattern of the curvature
conditions of the restricted profit function of the U.S. automobile industry that we
have estimated.
To provide more information about the estimation results o f our final chosen
version of the empirical model, we complete this section by reporting some
descriptive statistics o f the estimates of the elasticities in Table 7.11 and Table 7.12.
They have been obtained from the version of NNT-NGS-S&H-AUT of Model 2.

3. A Simple Monte Carlo Test

With all the relevant estimation results being reported in the previous section,
we now turn back to the problem of statistical rejection o f the two maintained
hypotheses of symmetry and homogeneity.
As Laitinen (1978) and by Meisner (1979) have demonstrated, the frequent
rejection of the hypotheses o f homogeneity and the Slutsky symmetry in the system of
consumer demands is due to the serious bias of the asymptotic x2 test in the direction
o f rejecting the null hypothesis. In their demonstrations, the test statistic referred to
by both Laitinen (1978) and Meisner (1979) was the Wald test. Bewley (1983) has
further proved that, among others with similar asymptotic chi-square distributions, the
LR test leads to excessive rejection of the null hypothesis of homogeneity for small
sample models. Although the original concern is about the frequent rejection of the
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TABLE 7.11. Descriptive Information on the Estimates of Elasticities
of Transformation, Complementarity and Intensity
$.D.

Min.

Elasticity

Mean

Max.

CDX

-3.72056

1.55772

-6.93001

-1.62590

-66.96999

2.42648

ffDM

2.94318

0.97990

1.83709

5.57120

52.97726

0.96021

ffDU

7.90483

2.14866

4.39250

14.21170

142.28696

4.61672

°DL

0.03928

0.13486

-0.18810

0.28388

0.70706

0.01819

aXM

-9.69108

7.50538

-30.47707

-2.52941

-174.43943

56.33078

°XU

-17.66892

3.95268

-24.39420

-10.58081

-318.04050

15.62371

°XL

2.04115

0.37461

1.50089

2.77657

36.74068

0.14033

ffMU

16.23868

7.00399

5.62620

29.15575

292.29623

49.05587

°ML

-0.66070

0.81330

-2.92020

0.22285

-11.89264

0.66146

°UL

-2.67824

0.83737

■4.!99718

-1.46070

-48.20831

0.70119

aER

1.30806

0.10781

1.17552

1.53775

23.54500

0.01162

°ES

-2.68273

1.27113

-5.04756

-1.09930

-48.28921

1.61577

aEK

3.55537

0.83195

2.66991

5.48048

63.99670

0.69215

°RS

-0.01684

0.18211

-0.46557

0.22750

-0.30314

0.03316

aRK

2.42664

0.64296

1.73419

3.83521

43.67956

0.41339

aSK

1.29561

0.14567

1.12884

1.60931

23.32095

0.02122

aDE

1.79763

0.26588

1.46902

2.27347

32.35738

0.07069

ffDR

0.85725

0.02208

0.80525

0.88505

15.43051

0.00049

aDS

1.78807

0.13660

1.53709

2.07555

32.18523

0.01866

aDK

1.41005

0.19478

1.19052

1.83654

25.38083

0.03794

°XE

4.38264

1.73255

2.39865

7.89757

78.88744

3.00174

°XR

-0.08390

0.41083

-0.94916

0.42571

-1.51023

0.16878

Sum

Variance
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TABLE 7.11. Coat.

Elasticity

Mean

°xs

-5.37375

2.26284

-10.28252

-2.70861

-96.72749

5.12045

ffXK

9.03654

2.50036

6.35898

14.11105

162.65779

6.25181

°ME

3.88394

2.00542

1.97959

9.21099

69.91096

4.02173

°MR

0.24861

0.40609

-0.92574

0.64142

4.47500

0.16491

ffMS

1.40239

0.20418

1.16348

1.88767

25.24309

0.04169

°MK

4.36481

0.94639

3.18239

6.21259

78.56652

0.89565

ffUE

24.56346

9.10422

10.82471

48.58542

442.14234

82.88687

ffUR

2.00314

0.25069

1.55702

2.70048

36.05655

0.06285

ffUS

5.52200

1.33623

3.10699

9.09334

99.39607

1.78551

aUK

-10.01117

7.47729

-28.35308

-2.61973

-180.20109

55.90981

°LE

-1.92816

0.91069

-3.66702

-0.56605

-34.70696

0.82935

°LR

0.27910

0.12382

0.02732

0.48338

5.02379

0.01533

ffLS

0.38802

0.10652

0.14013

0.52200

6.98433

0.01135

ffLK

5.73234

0.02852

3.20496

10.05860

103.18221

4.11489

S.D.

Min.

Max.

Sum

Variance
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TABLE 7.12. Descriptive Information on the Estimates of Price
and Inverse Price Elasticities

Elasticity

Mean

£DD

2.24583

0.01350

2.23547

2.28978

40.42492

0.00018

£dx

-0.57385

0.08722

-0.72537

-0.42615

-10.32924

0.00761

eDM

-0.94480

0.09468

-1.09208

-0.79602

-17.00633

0.00897

CDU

-0.70761

0.04469

-0.79065

-0.62872

-12.73705

0.00200

eXD

-6.09018

2.31806

-11.42121

-2.91503

-109.62332

5.37340

£XX

2.50230

0.93016

1.28408

4.70750

45.04143

0.86519

£XM

2.69829

0.97858

1.33087

4.91010

48.56925

0.95762

exu

1.65442

0.49605

0.99892

2.81548

29.77951

0.24607

eMD

4.79636

1.25173

3.56926

8.24688

86.33457

1.56682

£mx

-1.40485

0.71568

-3.29832

-0.66296

-25.28735

0.51220

£mm

-2.16221

0.22770

-2.87468

-1.99495

-38.91979

0.05185

£mu

-1.46526

0.59652

-3.06650

-0.86546

-26.37466

0.35583

£ud

13.03335

3.17078

8.53416

22.11408

234.60037

10.05382

£ux

-2.94980

0.85106

-5.42214

-1.67271

-53.09635

0.72431

£um

-5.10401

1.33515

-8.88219

-3.34457

-91.87219

1.78263

£uu

-6.00619

1.36266

-9.93033

-4.00123

-108.11143

1.85683

£ll

-0.79398

0.10510

-0.99146

-0.66578

-14.29167

0.01105

CLE

-0.02351

0.00615

-0.03234

-0.01115

-0.42311

0.00004

eLR

0.22177

0.11134

0.01705

0.41464

3.99187

0.01240

£ls

0.02331

0.00803

0.00632

0.03721

0.41954

0.00006

eLK

0.77843

0.12318

0.56615

0.99920

14.01170

0.01517

£el

0.71194

0.30804

0.25680

1.24647

12.81485

0.09489

S.D.

Min.

Max.

Sum

Variance
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TABLE 7.12. Cota.

Elasticity

Mean

eEE

-1.36566

0.10410

-1.54196

-1.22698

-24.58184

0.01084

£ER

1.00117

0.03394

0.95967

1.08171

18.02106

0.00115

£es

-0.15160

0.05997

-0.25011

-0.07634

-2.72876

0.00360

£ek

0.51609

0.16161

0.29671

0.83239

9.28954

0.02612

£rl

-0.11076

0.06075

-0.22507

-0.00929

-1.99369

0.00369

£re

0.01754

0.00324

0.01313

0.02315

0.31563

0.00001

£rr

-0.36188

0.07661

-0.53755

-0.25545

-6.51380

0.00587

£RS

-0.00001

0.01017

-0.02100

0.01643

-0.00025

0.00010

£rk

0.34436

0.08789

0.22427

0.54066

6.19841

0.00773

eSL

-0.15090

0.05493

-0.24305

-0.04822

-2.71615

0.00302

£se

-0.03270

0.00783

-0.04985

-0.01953

-0.58865

0.00006

£sr

-0.00365

0.13258

-0.31656

0.18326

-0.06575

0.01758

CSS

-0.15944

0.08108

-0.29896

0.05204

-2.86986

0.00657

£sk

0.19579

0.07397

0.09411

0.35193

3.52426

0.00547

£kl

-2.23391

1.01587

-4.43713

-1.08941

-40.21045

1.03199

eKE

0.05008

0.02227

0.02354

0.09603

0.90137

0.00050

£kr

1.90301

0.65828

1.08226

3.30448

34.25416

0.43333

eKS

0.07640

0.01352

0.05349

0.10040

1.37513

0.00018

£kk

-2.02948

0.69275

-3.50091

-1.16828

-36.53067

0.47990

£dl

-0.01957

0.05617

-0.13218

0.06394

-0.35231

0.00315

£de

0.02370

0.00282

0.01975

0.02892

0.42667

0.00001

£dr

0.66138

0.07097

0.50254

0.76152

11.90491

0.00504

S.D.

Min.

Max.

Sum

Variance
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TABLE 7.12. Cont.

Elasticity

Mean

eDS

0.10428

0.00459

0.09361

eDK

0.21063

0.07445

eXL

-0.76483

eXE

S.D.

Min.

Max.

Sum

Variance

0.11367

1.87709

0.00002

0.10739

0.37117

3.79133

0.00554

0.08865

-1.01187

-0.69771

-13.76686

0.00786

0.05504

0.01032

0.04105

0.08046

0.99066

0.00011

£xr

-0.04147

0.29548

-0.66593

0.36516

-0.74646

0.08731

CXS

-0.30754

0.10931

-0.55902

-0.16240

-5.53578

0.01195

eXK

1.29398

0.39474

0.75417

2.14449

23.29158

0.15582

CML

0.23596

0.28554

-0.10376

0.99262

4.24723

0.08153

eME

0.04717

0.01156

0.03517

0.08122

0.84902

0.00013

CMR

0.21395

0.30063

-0.57773

0.53143

3.85109

0.09038

eMS

0.08150

0.00775

0.07059

0.10446

1.46693

0.00006

eMK

0.65739

0.28345

0.35766

1.39205

11.83296

0.08035

eUL

1.02664

0.37449

0.48436

2.12057

18.47960

0.14024

eUE

0.31469

0.08468

0.19230

0.55582

5.66448

0.00717

eUR

1.54395

0.25042

1.22065

2.22258

27.79109

0.06271

CUS

0.32121

0.07372

0.22439

0.53325

5.78183

0.00543

eUK

-1.17986

0.40677

-2.31165

-0.66757

-21.23740

0.16547

£t n

0.07687

0.22981

-0.27844

0.50896

1.38372

0.05281

eLX

0.33382

0.03404

0.26215

0.39338

6.00885

0.00116

eLM

0.14502

0.15789

-0.11725

0.41724

2.61044

0.02493

eLU

0.23826

0.02895

0.17379

0.28678

4.28866

0.00084

CED

2.96364

0.23778

2.64433

3.38567

53.34552

0.05654
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TABLE 7.12. Cont.

Sum

Variance

0.87582

12.33900

0.01263

-1.35092

-1.00262

-21.03969

0.00975

0.55540

-3.15045

-1.46651

-39.45968

0.30847

1.43006

0.14694

1.19199

1.71956

25.74117

0.02159

eRX

0.00253

0.06005

-0.09867

0.11158

0.04553

0.00361

£RM

-0.13630

0.15358

-0.38130

0.13227

-2.45342

0.02359

£RC

-0.18553

0.02812

-0.23951

-0.13319

-3.33959

0.00079

2.96274

0.10665

2.84118

3.22459

53.32928

0.01137

£SX

-0.83191

0.13542

-1.17771

-0.62672

-14.97445

0.01834

eSM

-0.48171

0.12795

-0.69165

-0.26971

-8.67077

0.01637

£SC

-0.49822

0.04874

-0.63143

-0.42068

-8.96791

0.00238

eKD

2.36272

0.46898

1.76229

3.30103

42.52897

0.21994

£kx

1.60548

0.80020

0.68819

3.32796

28.89858

0.64033

£km

-1.58508

0.75570

-3.14595

-0.63796

-28.53144

0.57109

£kc

0.85080

0.50751

0.27690

1.95410

15.31433

0.25757

Elasticity

Mean

eEX

0.68550

0.11239

0.50751

£EM

-1.16887

0.09876

£ec

-2.19220

eRD

S JL

Min.

Max.
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homogeneity and Slutsky symmetry restrictions in the demand system, there is no
reason not to believe that the frequent rejection of the similar hypotheses of
homogeneity and symmetry in the cost and profit functions is due to the same bias of
the test statistics towards rejecting the null hypothesis.
Generally, there are two methods to get rid of this rejection bias. One way,
suggested by Laitinen (1978), is to assume that the distributions of the test statistics in
the Wald test belong to Hotelling’s T2 instead of *2. However, Theil, Taylor and
Shonkwiler (1986) have shown that the power of the Hotelling’s T2 test might be low
due to the fact that the critical values of the test increase too rapidly with the degrees
of freedom. This method, therefore, might also not be appropriate for the models
with a relatively large number of equations.
The other method is the use of a Monte Carlo test which was first developed
by Barnard (1963) and empirically utilized by Theil et al. (1985, 1986). In this
study, we decided to follow the Theil et al. technique and perform the same Monte
Carlo simulation for testing the hypotheses o f the symmetry and homogeneity of our
system equations for output supply and input demand functions.
According to Theil et al. (1985, 1986), the Monte Carlo test procedure can be
described as follows: let T, denote the data-based value of a test statistic, then a one
tailed Monte Carlo test with significance level a can be implemented by choosing
some integer values of M and N such that M/N = a . By simulating N -l data sets
under some certain null hypothesis, one can obtain N test statistics: the data-based
statistic T ,, and N -l test statistics T2, ........, TN corresponding to the simulated data
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sets. The null hypothesis is rejected if T: is among the M largest values of T,
otherwise it is retained. As suggested by Theil et al., the test statistic T can be
chosen quite flexibly, and the appropriate values assigned to M and N are 5 and 100,
respectively, so that a is equal to the 0.05 significance level.
To implement the foregoing procedures of this Monte Carlo test, we choose
the version o f NNT-NGS-S&H of Model 2? We then define two test statistics, one
for the test of symmetry and the other for the test o f homogeneity, that is:

and

HMNT = £ HMNT. + I.H M NT.,
i-i
j-l
where

Jt

m

+

HMNTi =
M
M

+

HMNTj =
i- 1

j-i
k

5* '

Both of the two test statistics are in principle the same as the ones used by Theil et al.
(1985, 1986). The only difference is that for their model the system is single-sided,

2Although NNT-NGS-S&H-AUT of Model 2 is the version of our final choice, it differs from
NNT-NGS-S&H only with respect to the correction of the first-order autocorrelation. Both versions
have the symmetry and homogeneity as their maintain hypotheses, and this implies that it makes no
difference as to which of them is used for the Monte Carlo test so long as only the hypotheses of
symmetry and homogeneity are concerned. Thus, for simplicity in the process of data simulation, we
just choose the version of NNT-NGS-S&H of Model 2.
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while for our model the system includes both demand and supply equations. This
means that our tests on the symmetry and homogeneity are also two-sided.
For the originally observed data sample, SYMT takes the value of (5.42112)
under the hypothesis o f homogeneity for our model Alternatively, HMNT takes the
value o f (2.53087) under the hypothesis of symmetry. In the estimation, when neither
symmetry nor homogeneity are imposed, SYMT and HMNT take the value (3.01605)
and (2.73647), respectively.
Now the data sets are simulated under the null hypotheses of both symmetry
and homogeneity. The simulation is implemented by choosing the estimated values of
the coefficients in the version of NNT-NGS-S&H of Model 2. The residual
covariance matrix of the same version is used for computing perturbations of the
endogenous solution values. The simulation is repeated ninety-nine times, each time a
19-observation random data set from the dependent variables is obtained. Then each
simulated data set of the dependent variables is used, together with the original 19
observed values of the independent variables (prices of outputs and variable inputs and
quantities of fixed inputs), to estimate three versions of the model: 1) with the null
hypothesis of homogeneity only, 2) with the null hypothesis of symmetry only and, 3)
with neither the homogeneity nor the symmetry hypothesis.
From the first version we calculate the values of sy U t using the estimated
coefficients, from the second version we calculate the values of HMNT, while from
the third version we calculate the values of SYMT and HMNT together. As we repeat
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the simulation 99 times, together with the original data-based test statistic, we have
100 single SYMT's, 100 single HMNT's and 100 simultaneous SYMT and HMNT’s.
Since the significance level of the test is chosen to be at the 0.05 level, this
means that M is taken to be five and N is taken to be one hundred. This also means
that if the data-based value of the test statistic is among the five largest values, we
reject the null hypothesis at the 5-percent level. Specifically, if the data-based value
o f SY$fT which is (5.42112) is among the five largest SYMT's then we reject the
hypothesis of symmetry at 0.05 the significance level; if the data-based value of
HMNT which is (2.53087) is among the five largest HMNT's, then we reject the

hypothesis o f homogeneity at the 0.05 significance level. As for the joint hypotheses
of simultaneous symmetry and homogeneity, we view SYMT and HMNT as a joint test
statistic, thus only when the pair of the data-based values of SYMT and HMNT, that is
(3.01605 and 2.73647), is simultaneously among the five largest pairs of SYMT and
HMNT's, we reject both symmetry and homogeneity simultaneously at the 0.05
significance level.
The test results are reported in Table 7.13 through Table 7.15. Table 7.13
shows the result of the symmetry test: interestingly, we find that there are just five
values of the test statistic that are larger than the data-based value of SYMT, thus the
hypothesis of symmetry is just not rejected at the margin of the 0.05 level. Table
7.14 exhibits the result of the homogeneity test. The data-based value of HMNT is
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exceeded by 19 simulated values, which indicates that the data do not present
evidence against the homogeneity assumption. Finally, Table 7.15 displays the results
of joint test of symmetry and homogeneity. There are 44 pairs of values that are
larger than the pair of the data-based value, therefore, the simultaneous symmetry and
homogeneity are not rejected either. In the three tables, the values that exceed the
corresponding data-based values of the test statistics are all marked by an asterisk.
This completes the simple Monte Carlo test. It is also completes the reporting
of the empirical results. In the next chapter we will interpret the reported estimates
and our selection of the model in terms of its economic content.
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TABLE 7.13. Monte Carlo Simulation Test Results on Symmetry
under the Condition of Homogeneity8*b
Qbs, 3.42112 Qb$, 5.42112
2.03293
3 2.38125
4 3.25374
5 5.70446*
6 3.15766
7 1.32575
8 0.83407
9 1.08595
10 2.14782
11 2.09189
12 2.50965
13 1.00319
14 4.59926
15 3.67427
16 2.16791
17 2.79897
18 1.69148
19 2.87894
20 6.31700*
21 4.45960
22 2.55817
23 2.33149
24 2.32801
25 1.73649
26 2.32488
2

27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51

1.48855
2.38260
1.85659
1.55563
1.82769
2.73628
1.41554
2.81319
1.58096
2.45054
3.98381
2.24320
2.20519
2.22502
1.77322
3.15361
3.90899
2.66595
4.35597
2.03550
4.23397
3.70447
2.90313
2.40885
2.82541

Qbs, 5.42112
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66

67
68

69
70
71
72
73
74
75
76

Qbs, 5.42112

0.99434
77
1.70276
78
4.74188
79
80
1.64490
81
1.54688
3.94114
82
0.67182
83
84
1.95025
5.87405* 85
3.00958
86
87
2.99200
4.16578
88
2.05716
89
4.02619
90
2.01036' 91
3.65372
92
4.11100
93
4.15282
94
4.76535
95
1.03881
96
97
2.12478
1.00981
98
3.21221
99
2.16706 100
2.62817

2.01037
6.15717*
1.75348
2.57249
3.81440
2.11148
1.16390
1.08999
2.20441
5.81920*
1.84703
3.14368
2.90546
1.66436
1.54706
3.88480
1.00148
1.81712
2.57415
3.48984
1.71200
1.27679
1.91763
1.17004

“The bold value in the first line is calculated from the data-based
test statistic.
bVa!ues with asterisk are those that exceed the data-based
test statistic.
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TABLE 7.14. Monte Carlo Simulation Test Results on Homogeneity
under the Condition of Symmetry*’b
Qbs. 2.53087
2 1.03380

3 2.33217
4 2.31950
5 2.59398*
6 3.30044*
7 4.86130*
8 3.32718*
9 1.07230
10 1.48592
11 1.71476
12 1.46572
13 1.65538
14 2.63549*
15 1.24890
16 3.04538*
17 2.26526
18 1.24997
19 1.64386
20 1.99919
21 2.19760
22 1.23644
23 1.55360
24 1.94281
25 2.91787*
26 2.78393*

Qbs. 2.53087
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51

1.06963
4.64347*
1.32256
1.20757
0.96542
1.48545
1.72950
2.20296
1.98605
1.02436
2.25955
3.51615*
0.66866

1.90461
2.18010
1.18571
1.34591
1.57889
1.18057
1.09097
3.41571*
1.39069
2.70994*
2.24532
3.98290*

Qbs. 2.53087
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66

67
68

69
70
71
72
73
74
75
76

1.68354
1.34530
2.09891
0.41942
0.98743
2.48931
0.73689
2.18119
2.33292
1.30481
1.66188
1.19783
2.15647
1.23161
2.14643
2.27164
1.61638
1.39702
2.24955
0.95970
3.35003*
0.74858
1.07087
1.12465
2.01160

Qbs. 2.53087
77
78
79
80
81
82
83
84
85
86

87
88

89
90
91
92
93
94
95
96
97
98
99
100

0.90372
1.30127
1.80207
1.35105
0.91323
1.53735
1.06795
1.49897
1.47811
1.95496
2.60819*
3.04080*
0.97753
2.60605*
1.84820
1.58903
0.97134
2.33588
1.12323
1.61912
1.86976
2.71965*
1.52204
2.72898*

"The bold value in the first line is calculated from the data-based
test statistic.
bVaIues with asterisk are those that exceed the data-based
test statistic.
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TABLE 7.15. Monte Carlo Simulation Test Results
on joint Symmetry and Homogeneity8’b
Qbs. 3.016052.73647
2 1.84842 1.72037

3 2.98102 3.73530
4 4.05799 5.55623*
5 6.34487 3.56185*
6 2.57536 3.26930
7 3.59682 6.26995*
8 3.44368 2.56617
9 1.68052 1.31200
10 2.99940 2.90261
11 2.82650 2.31506
12 11.43480 8.76617*
13 5.69439 5.88370*
14 2.648645.65197
15 2.89908 2.87475
16 2.640113.06037
17 5.59683 4.39128*
18 3.36357 3.82202*
19 3.386042.09134
20 4.207422.15374
21 4.27471 1.32397
22 7.398045.82938*
23 4.20859 1.70749
24 2.23388 2.22154
25 3.29457 4.29609*
26 6.34107 4.74680*
27 4.240115.10205*
28 2.79149 4.68951
29 5.156352.67580
30 3.00850 4.34489
31 2.62743 3.74586
32 1.433961.72131
33 3.241984.56402*
34 3.21992 2.73717*

Obs. 3.01605 2.73647
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65

5.13659 1.63292
3.023653.26247*
5.68240 5.00693*
4.047645.04517*
6.98876 7.89286*
4.83531 5.09694*
1.954813.17238
1.741640.97722
4.92857 1.23572
4.12709 3.23283*
9.456874.30502*
6.05269 1.83355
9.72208 3.42615*
1.69719 3.53565
4.144803.01789*
3.83509 1.49321
5.45526 7.61557*
1.835692.82481
2.580612.83894
5.68563 4.40605*
2.85057 2.15620
5.06471 7.88681*
4.48259 1.90223
1.22181 0.64388
2.915862.73458
9.590742.52457
3.23959 1.06103
9.55578 3.16611*
4.42452 2.71193
2.44168 1.41657
1.40305 1.57267
66 3.50068 3.89191*
67 3.46631 3.23053*

Qbs . 3.01605 2.73647
68 3.17507 3.69313*

69 5.18126 6.51197*
70 5.89585 4.14819*
71 2.54204 1.36517
72 4.23144 6.01591*
73 4.29569 2.93062*
74 3.50597 1.66649
75 3.27991 1.49296
76 2.47942 3.54600
77 2.21141 0.82549
78 1.52224 1.21338
79 4.13099 4.86026*
80 5.15274 3.04939*
81 2.16451 2.32360
82 3.11076 2.35587
83 2.81049 1.43821
84 10.58649 4.85970*
85 3.41049 2.97095*
86 4.05283 1.64918
87 6.69410 10.86386*
88 4.49050 6.98619*
89 2.20539 1.67846
90 3.36338 3.61308
91 3.16545 3.01570*
92 3.57168 1.02492*
93 1.04248 1.34099
94 4.15190 2.52444
95 2.20432 1.33683
96 1.19190 1.72228
97 4.11186 4.52397*
98 2.47502 4.51968
99 6.54498 5.32257*
100 6.57613 7.93732*

‘The bold value in the first line is calculated from the data-based test statistic.
bValues with asterisk are those that exceed the data-based test statistic.
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CHAPTER VIE

INTERPRETATION OF THE RESULTS

This chapter provides an interpretation of the empirical results reported in the
previous chapter. Through the hypothesis testing procedures we have concluded that
the technology of the U.S. industry of Motor Vehicles and Equipment, SIC 371 can
be characterized by a model with unconstrained technological progress measured by
time on both the output side and the factor input side. Furthermore, the structure of
the technology is nonseparable between the variable outputs and fixed inputs. The
symmetry and homogeneity properties of the restricted profit function are maintained
through evidence obtained from a Monte Carlo simulation test. Moreover, we
decided that Model 2 is more suitably specified on statistical grounds than Model 1.
What is left to be done is to give some economic meanings to those estimates in terms
of the degree of substitutability of the technology and in terms of the specification of
technological change. The only estimates we will discuss are those from the selected
version of NNT-NGS-S&H-AUT of Model 2.
The interpretation of the findings is divided into two parts: the degree of the
substitutability among outputs and inputs will be discussed first and then the price and
quantity elasticities of derived supply and demand functions will be economically
analyzed.
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1. Conditions o f Substitutability

For analytical convenience, all the estimates of the elasticities of substitution
are reprinted in Table 8.1. The estimates are grouped under three categories: (1) the
elasticity of transformation between any two outputs (variable inputs) or between one
output and one variable input, (2 ) the (inverse) elasticity of complementarity
(substitution) between any two fixed inputs, and (3) the elasticity of intensity between
an output (variable input) and a fixed input. Our interpretation is also made
according to these three groups.
From Table 8 .1 we see that the estimated elasticity of transformation between
domestic sales and exports o f automobiles is (-3.3230), which is statistically
significant. The minus sign indicates that the supply of automobiles for domestic
sales and the supply for exports are substitutes for each other. A one percent increase
in the ratio of the domestic price to the export price, (Pt/px), will result in a more
than three percent decrease in the ratio of the output for exports to the output for
domestic sales, (yx/yD). The implication of this finding, which is expected, is that
when the price of new automobiles increases relatively faster in the domestic market
than it does in the international market, the U.S. automobile supply will shift from
export to domestic sales. In other words, more output will be supplied to the market
where it is more profitable.
A similar and expected result is found for the relation of substitutability
between domestic sales and imports of automobiles. The elasticity o f transformation
between them is 2.6087 and significant. The positive sign of the estimate means that
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TABLE 8.1. Elasticities of T ransform ation, C om plem entarity and Intensity, Evaluated a t th e Sam ple M ean Value for the
U .S. Autom obile Ind ustry. Partially R eprinted from Table 7.7.B . (Asymptotic erro rs are in parentheses)

T ransform ation

C om plem entarity

Intensity

<rDX= -3.3230
(0.5939)

<rDL=

0.0569
(0.1579)

aXB=

3.1328
(0.0521)

<rER=

1.2812
(0.0106)

aDM=

aXL=

1.9370
(1.0781)

aKR=

2.1776
(0.3189)

<rES=

-2.3541
(0.5023)

crXM= -6.8690
(1.1859)

ffMu= 13.3060
(0.6668)

<rKS=

1.2401
(0.4455)

aRS=

0.0068
(0.1017)

<rDU=

7.3914
(0.3347)

^ m l=

-0.3861
(0.4658)

<rxu= -16.05 10
(2.5952)

aUL=

-2.4618
(0.5868)

2.6087
(0.2742)

ffDK =

ffD B ~

aDR~

a DS =

1.3352
(0.2136)

<rXK= 7.6969
(0.6847)

1.7305
(0.0148)

aXB=

0.8597
(0.0440)

<rXR= 0.0217
(0.1752)

1.7700
(0.2401)

<rxs= -4.7863
(1.6663)
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3.8105
(0.0927)

<6.i k =

<Tm p . =

f fMR =

f fMS =

3.7151
(0.6675)

—

-6.9492
(0.4054)

3.0978
(0.0346)

<rUB=

21.6270
(0.0562)

0.3821
(0.1310)

aUR=

1.9410
(0.1008)

1.3309
(0.5051)

ffus=

5.1815
(0.9115)

o LK =

ffLB =

f fLR =

OrLS =

4.8972
(0.3323)
-1.6896
(0.0271)
0.2960
(0.0698)
0.4034
(0.4723)
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they are complements. A one percent increase in (Pd/Pm) will lead to a more than
two and half percent increase in (yM/yD)- Since imports are treated as a factor input
to the technology, the complementarity relationship between domestic output and
imports implies that the increase in the domestic price relative to the price of imports
induces more the demand for imports than the supply of domestic output. However,
if imports are assumed to be final commodities, the complementarity relationship
between them would turn out to be a substitution relationship, as imports would be
more competitive in the domestic market when their price becomes relatively cheaper
than the price of domestically produced goods. Another implication of this empirical
finding is that an import tariff or any kind of foreign trade protection that would raise
the price of imports seems to be an effective tool in curbing the relative share of
imports in the U.S. from further increases, at least, in the short run. A well-known
fact for the U.S. automobile industry is that it has historically had the lowest tariff
against imports among all the major automobile producing countries.
The third estimate is the elasticity of transformation between exports and
imports. The negative sign of the estimate indicates that exports and imports are
substitutes. This seems to be consistent with the previous findings of the relationship
between domestic sales and exports and between domestic sales and imports. The
numerical value of the estimate, -6.8690 indicates that the substitutability between
them is very elastic. A one percent change in the export-import price ratio, (Px/Pm),
can result in an almost seven percent changes in the import-export trade flow,
(yM/yx), in an opposite direction. This again implies that trade policies in terms of
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import protection and export encouragement might be quite effective for the U.S. auto
industry. However, comparing this estimate with the one between domestic sales and
imports, we find that a relative increase in the price of domestic sales has a different
result from the relative increase in the price of exports. The former leads to a
relative increase in imports induced by the rise in the supply in the domestic market,
while the latter results in a direct increase in the supply of exports in the foreign
market. Since both domestic sales and exports are the supply functions of outputs,
then why do they have different relationships with imports which are supposed to be
the intermediate inputs to both of them? One explanation resides in the fact that the
domestic supply accounts for a bigger portion of the production while the exports only
take a smaller portion of the production. When the international price encourages
more exports, it is easier to shift some portion of the domestic supply to export
activities. However, there is no other way around when domestic sales are more
profitable. On one hand export supply is always much smaller in the U.S. than the
domestic supply, on the other hand export commitment may not be easily shifted,
especially in the short run, if the international competitive position needs to be kept.
Thus, the way of meeting the increasing supply of domestic sales is to increase
imports instead of reducing exports. This condition might be further supported by
looking at the relationships between domestic sales and the used-car demand, and
between exports and the used-car demand.
The estimated elasticity of transformation between the domestic sales and usedcars is 7.3914, indicating that used-cars are by definition complements to the domestic
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supply, while the elasticity between the exports and the used-cars is -16.051 implying
that the used cars are substitutes for exports. Both estimates are statistically
significant. The explanation to these two estimated relationships is the same as the
one with exports and domestic sales. Although the used-car flow is assumed to
behave similarly as the imports in our study, the nature of used-cars is after all
different from the inputs. This means that what we have found empirically is actually
the effect of substitution between used-cars and domestic sales of new automobiles.
More (fewer) used-cars are demanded as the new-car price relatively increases
(decreases). Therefore, by treating the used-cars as a competitive final product to
new automobiles, we view the former as in fact the substitutes for the latter—the
same situation as when the imports are treated as final goods. Such a substitution
effect is not, however, the same as the substitution relationship between the exports
and used-cars, as well as between exports and imports. The latter relationship only
exists by definition, due to the nonsynchronistic change in the prices of exports,
imports and used-cars in the short run.
According to our findings, labor input is a complement to both the domestic
supply of output and exports. Since the elasticity of transformation between domestic
sales and labor input is not significantly different from zero, we may conclude that
the relative change in the price ratio of po to pL has no effect upon the relative share
of labor service employment in the production of the U.S. auto industry. This finding
suggests that the U.S. auto industry is more sensitive, with respect to the adjustment
of labor employment, to relative changes in the international price than to relative

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

197

changes in the domestic price. What is obvious is that from these results labor is a
primary input rather than an intermediate input and, therefore, it becomes a
complement rather than a substitute for the export supply.
The last three estimates in the group of the elasticities of transformation are
those between imports and the used-cars, between imports and labor, and between
labor and the used cars. The numerical values are 13.306, -0.3861, and
-2.4618 respectively. First, we must note that since both imports and labor are inputs
to the technology, while used-cars are assumed to be behaving like an input, the
economic meaning of the signs of the estimates is reversed. Accordingly, imports are
substitutes for used-cars, and labor is a complement to both imports and used-cars.
However, the estimate for imports and labor is statistically insignificant meaning that
any change in the relative prices of them will result in no change in the ratio of
import demand to labor demand. In other words, the technical coefficient for the
imports and labor is fixed in production. This is plausible if most of the imports are
intermediate parts for automobiles, which require proportional labor services to
handle assembly lines and distribution channels.
The substitutability between imports and used-cars seems self-evident. As the
relative price of imports increases, more demand will shift to the used market. The
high numerical value of the estimate again indicates that some protective trade policy
can effectively control imports in the short run.
The complementarity between the used-cars and labor, however, is not in line
with our expectations. If the used-cars were a true factor input such a relationship

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

198

would have been plausible. On the other hand, if used-cars belong to a positive
supply of output, the estimate would also have been understandable. Since neither
situation is true for our model, we have to leave this puzzle for future studies.
However, for a multi-input, multi-output model, that every estimate is consistent with
the expectation is itself a luxury rather than a necessity.
The next set of estimates to be analysed is the inverse partial complementarity
elasticities which reflect substitutability possibilities among the fixed inputs in the
production. From Table 8.1 we can tell that all pairs of any two fixed inputs are
substitutes for each other in absolute terms except for the one between energy and the
business services which are complements to each other. Among those pairs of
substitutes, however, the estimated raw materials-business service elasticity of
substitution is statistically insignificant, indicating that the materials and business
services are fixed in proportion in the process of production so that the ratio of their
employment, (xR/xs), will not respond to changes in the corresponding price ratio,
(W s /W r) .

Humphrey and Moroney (1975) and later Simos (1981) have stated that for the
technology with more than two factor inputs there is at most only one pair of inputs
which are substitutes for each other in both absolute and relative terms. The pair of
inputs that can be so-behaved should have the largest positive numerical value of the
elasticity. All others are either absolute complements to each other, indicated by the
negative value of the elasticity, or relative complements to each other, implied by the
smaller positive value of the elasticity than the value of the first pair. Applying this
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rule to the evaluation of our findings, we see that capital and the business services are
substitutes for each other in both absolute and relative terms. It should be noted that
according to the empirical results reported in Table 8.1 the largest positive value of
the elasticities of complementarity is actually the one between capital and energy,
3.1328, and the capital-service substitution has the smallest positive value among the
four pairs, (1.2401). But our estimated elasticities of substitution are inverse
elasticities due to the short-run framework of the restricted profit function. Although
such inversion can not simply be the unity over the estimated elasticity of substitution
obtained from the long-run cost framework, and we might not be able to invert these
estimates and make them comparable with those regular elasticities of substitution
calculated by using the estimates of the cost or production functions, we still believe
that the inversion of the largest inverse elasticity of substitution should be smallest,
and vice versa, in terms of the regular elasticities of substitution. Thus, we argue
that the biggest substitution would happen between the capital and business services
rather than between capital and energy. The rank of substitution between capital and
raw materials, and between energy and raw materials follow the same principle.
In all absolute sense, energy, raw materials and business services can all
substitute for capital in response to their relative price changes, but among them the
business services tend to be more substitutable than either energy or raw materials for
capital. Thus energy and raw materials are both termed as relative complements to
the capital, complements when compared with business services. When the
comparison is made between energy and raw materials, the latter is easier than the
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former to substitute for capital as revealed by the value of the estimates. Similarly
capital and energy are both substitutable for raw materials, but capital and raw
materials will turn out to be relative complements when their relationship is compared
with that between energy and materials because the estimates indicate that energy is
more substitutable than capital for raw materials.
Our finding on the rank of relative complementarity and substitution among the
fixed inputs seems interesting. First, that the easiest substitutability is found to be
between capital and business services is surprisingly and empirically consistent with
some recent theoretical arguments that many industries in the U.S., which had
originally been highly vertically integrated, tend to convert the vertical integration
into horizontal integration by employing more service inputs in the form of making
sub-contracts with firms of other industries while reducing direct capital investments
inside the industry in order to lower their unit costs of production and enhance
competitiveness. Secondly, that the substitution between energy and raw materials is
easier than the substitution between capital and either energy or raw materials is also
expected. The former is with regard to the substitutability between two nonprimary
factor inputs while the latter is about the substitutability of one primary input for
another nonprimary input. The degree of substitutability seems to be self-evident.
Finally, as to the comparison of the substitution between capital and raw materials to
that between capital and energy, the result is also understandable. In physical terms
raw materials are surely more general to use than the specifically important energy
and thus are easier to substitute with capital input than is energy.
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The last group of estimated elasticities to be discussed is the elasticities of
intensity, a name due to Diewert (1974b). The elasticity of intensity was originally
defined by Diewert (1974b) as the normalization of the partial derivative of the ith
commodity supply function with respect to the jth primary factor input. It measures
how intensively that jth primary input is used in the production of the ith commodity,
but only under the condition that the elasticity is positive in value. In cases where the
numerical value is negative the meaning of the elasticity of intensity becomes
ambiguous and difficult to explain. On the other hand, if the ith commodity is a
variable input instead of an output then the elasticity reduces to be the elasticity of
substitution between a variable input and a fixed input. In Table 8.1 we organize the
presentation of the elasticities of intensity in such a way that each column presents the
elasticities of intensity between one output or variable input and each of the four fixed
inputs.
According to the empirical results, we find that for the output of domestic
sales the order of importance in input intensity is as follows: business services,
energy, capital and raw materials. For the output o f export the order of importance is
capital and energy. The export-raw material and the export-business services
elasticities of intensity are both excluded because the first one is statistically
insignificant, while the second one has a negative numerical value. Thus, we
conclude that domestic sales are relatively business service intensive, while exports
are relatively capital intensive. Most of the previous empirical studies using the
framework of the restricted profit function have incorporated only the primary inputs,
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capital and labor in their model. Their findings, therefore, would suggest that an
output could either be capital intensive or labor intensive. The only study that
incorporates non-primary inputs, namely human capital and R&D is by Charos and
Simos (1988). The authors have found that for the U.S. economy consumption goods
and exports are human capital intensive, whereas investment goods are R&D
intensive.
The rest of the estimates of elasticities of intensity might be evaluated similarly
as elasticities of substitution between one variable input and one fixed input. We find
that imports can be substitutes for each of the four domestic fixed inputs, but in
relative terms most substitutable for capital and least substitutable for raw materials.
The implication of this finding might be that imports for the automobile industry are
capital intensive. By using the above mentioned relativity concept, energy, business
services and raw materials all become complements to imports when compared with
capital.
Next we find that used-cars also behave as a substitute for most of the
domestic inputs except for the capital. The highest degree o f substitutability is
between used-cars and the energy input, whereas the least one is between used-cars
and raw materials. Generally speaking, it is expected that used-cars should be
substitutable, maybe indirectly, for domestic inputs. This is also consistent with the
substitution behavior between domestic sales of new automobiles and used-cars.
Unfortunately, however, the estimates indicate that used-cars are complements to both
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the two primary inputs, labor and capital. For these two estimates we have to reserve
our explanation to future studies.
The last column of elasticities o f intensity represents those between labor as a
variable factor input and each of the other four fixed inputs. The labor-business
services elasticity is statistically insignificant indicating that labor and business
services also have seme relationship of a Leontief type fixed proportions in the U.S.
automobile production. The labor-energy estimate indicates that these inputs are
complements to each other. The remaining estimates show that labor is a substitute
for both capital and raw materials in an absolute sense. In a relative sense, the labor
input is a complement to raw materials because the capital is more substitutable than
raw materials for labor.
In almost all the previous studies, labor is reported to be a substitute for the
capital at least in absolute terms. The positive measure of the labor-capital
substitution almost becomes the standard check on the correctness of the model’s
specification. Our estimate of this elasticity might be considered high as it exceeds
most o f those in previous studies, but in terms of the nature of the labor-capital
relationship our study is consistent with the existing literature.

2. Price and Inverse Price Elasticities

In the previous section we have evaluated the estimates of various elasticities
of substitution and their economic implications. In this section we plan to interpret
the empirical results of the derived price and quantity elasticities in the same way.
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For convenience, all the price and inverse price elasticities evaluated at the sample
mean are also reproduced in Table 8.2. The format of the table is arranged in such a
way that the matrix of the estimated elasticities is identical to the transposition of the
expression described by Equation (5.7), where the own-price and the inverse ownprice elasticities for outputs and inputs still make up the diagonal of the elasticity
matrix, that is

lw _ F ' * E ' J _ f[31nV51npA] [31nwy/31npA] ]

(5 T )

~ F V E'«J " [[ ainy.VainxJ [ ainw./ainxJjFirst, we look at the estimates of the own price and the inverse own-price
elasticities, as given by the diagonal elements of Table 8.2. We find that every ownprice elasticity of output supply or variable input demand and every inverse own-price
elasticity of fixed input demand is statistically significant. The signs of these
elasticity estimates are also correct. Supply elasticities are positively signed, whereas
demand elasticities are negatively signed, indicating that our estimated supply and
demand equations all have correct shapes. Both domestic sales and export supply are
positively sloped, increasing with the increase in their respective own prices. The
demands for variable and fixed inputs are all negatively sloped, decreasing with an
increase in each of their own prices.
Our finding shows that in the output and variable input side of the model,
supplies of outputs and demands for inputs are all quite elastic except for labor
demand which is inelastic. For example, on the average a 1% increase in the price of
exports will result in a more than 2% increase in the supply of exports. The same is
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TABLE 8.2. Elasticities of the Derived Supply of Domestic Sales and Exports and the Derived Demand for Imports, Used
Cars, Labor, Capital, Energy, Raw Materials, and Business Services, Evaluated at the Mean Value for the
U.S. Automobile Industry. Partially Reprinted from Table 7.8.B. (Asymptotic errors are in parentheses)
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true for the supply of new domestic sales of automobiles. The price elasticity of the
demand for imports is within the same range as those of output supplies but different
in sign. The demand for used-cars is very price sensitive. A 1% change in the price
of used-cars leads to a more than 5% demand variation in the opposite direction.
We do not intend to compare our results directly with those of previous
studies. In fact, most of them are incomparable due to the unique incorporation of
our input and output set in the model. We must note, however, that the previous
findings by Charos and Simos (1988) and by Diewert and Morrison (1988) have
shown that for the U.S. the domestic output functions, the export supply function, and
the import demand function are all inelastic.' For output supply this is plausible in
the short run but for the import demand this is not necessarily so. Thus, we are
inclined to attribute their findings of low elasticities to the high aggregation level of
their models.
In the fixed input side, it is commonly expected that the demands for inputs
are inelastic, but our findings are a mixture: the demand for raw materials and the
demand for business services are found both to be elastic, while the demand for
energy and the demand for capital are inelastic.2 According to these estimates, for a
1 % decrease (increase) in the price of business services there will be an almost 6 %,

‘Charos and Simos’ (198S) own-price elasticities of the U.S. consumption good supply, investment
supply, export supply and import demand are, respectively, (0.3574), (0.3026), (0.0492), and (0.4503). Diewert and Morrison (1988) have found that the own-price elasticity for the U.S. domestic
supply ranges from (0.615) to (0.943), for export supply is (0.324) to (0.375), for nonpetroleum import
demand is (-0.685) to (-1.098), and for petroleum import demand is (-0.130) to (-0.822).
‘‘For fixed inputs, what we have reported in Table 8.2 are inverse own-price elasticities, so the
biggest absolute value means the lowest elasticity, and vice versa.
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[l/(-0 .1685)], increase (decrease) in the demand for business service. For the same
percentage change in the prices of raw materials, energy, and capital, the
corresponding responses of the demands for these three inputs in the opposite
direction are about 2.8%, 0.75% and 0.56%, respectively. The numerical values of
the energy and the capital elasticities are close to some of the previous studies.3
Next, we are looking at the various cross-price and the inverse cross-price
elasticities. They convey essentially the same information as do the elasticities of
transformation, complementarity and intensity but the information they provide here is
more specific and easier to interpret than that in the previous section.
We start with the cross-price elasticities in the submatrix E'pp = [Slny; /
dlnpj. From Table 8.2 we see that the elasticity of the domestic sales to export price
is -0.5696, which means that if we have a 1% increase (decrease) in the price of
exports, domestic supply will decrease (increase) by 0.57%, because more output
supply will shift from domestic sales (exports) to exports (domestic sales). The
elasticity of domestic sales to the import price is -0.9414, which has similar but not
exactly the same implication as the above. The difference is due to the fact that
imports are assumed as a factor input rather than an output to the technology. Since
the own-price elasticity of imports is negatively signed, it means that an increase in

3Charos and Simos’ (1988) estimate of the own-price elasticity of capital for the U.S. economy is (0.6355) while in the Berndt and Wood (1975) study it ranges from (-0.44) to (-0.50) for the U.S.
manufacturing sector. In another study by Bemdt and Khaled (1979), the own-price elasticity of energy
for the U.S. manufacturing sector is found to be (-0.712) which is very close to our finding of
(-0.7453), [l/(-1.34l8)J, for the U.S. automobile industry.
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the price of imports would result in the reduction of the intermediate inputs imported,
which in turn results in less supply of output for domestic new automobile sales.
The elasticity of domestic sales to the price of used cars is, however, difficult
to explain. The estimated numerical value is -0.7041, indicating a negative response
of the domestic supply to any positive change in the used-car price. The negative
own-price elasticity of the used cars also suggests that a rise in their price will reduce
the quantity demanded for the used cars. Why is the supply of domestic sales for
new autos also reduced? The only possible situation is that changes in the price of
the used cars always implies changes in the price of domestic sales in an opposite
direction. But this is only an inference rather than an explanation.
The elasticity of domestic sales to the price of the labor input is, in a statistical
sense, not significantly different from zero. Accordingly, we might conclude that in
the short-run any change in the labor price has no effect upon the supply of domestic
sales.
Turning to the elasticity of exports with respect to the price of domestic sales,
our estimate of -5.5340 has the same sign as its inverse reflecting the duality of this
relationship. The response of the export supply to the changes in the price of
domestic sales is elastic while the response of domestic sales to the changes in the
price of exports is inelastic. The explanation lies in the fact that export supply is a
much smaller fraction of the total product than the supply of domestic sales. A one
percent increase in domestic sales that is subtracted from total output supply and then
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added to the supply of exports, will not produce a one percent increment in exports,
but several times more than one percent, i.e, a 5.5% multiple effect.
The elasticities of the export supply with respect to import or used-car prices
are 2.4789 and 1.5289 respectively, indicating that an increase in either the price of
imports or the price of used-cars will increase the supply of exports by more than one
percent. The price of imports has a stronger effect than the price of used cars in
inducing the export supply. The elasticity of the export supply with respect to the
labor price is -0.7373 and is barely significant at 0.05 level. An increase in the
wages is expected to reduce labor employment which then would decrease the supply
of exports. This estimate also indicates ano'ther interesting phenomenon. The
increase in the price of labor input, unlike the increase in the price of imports, has a
pretty small effect on the reduction of the output supply, reflected by the fact that the
majority of the supply of total output, the domestic sales, is statistically unaffected by
any change in the price of labor, whereas the supply of exports is barely affected.
This should be explained by looking back at the own-price elasticities of imports and
labor. Since the own-price labor demand is inelastic, a one percent increase in its
own price reduces less than one percent labor employment. This effect of labor’s
price increase naturally has a lesser effect upon the output supply. On the other hand,
the own-price elasticity of the demand for imports is elastic and therefore a one
percent price increase induces an about two percent decrease in the import demand,
which in turn would have larger effect upon the supply of the total product.

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

210

We next turn to the elasticities of imports with respect to the prices of the
other outputs and inputs. The elasticity o f imports with respect to the price of
domestic sales is elastic. A 1% increase in new car’s price would increase the
demand for imports more than 4%. For the other elasticities, our estimates indicate
that a 1 % increase in the price of exports or in the price of used-cars would decrease
the demand for imports by about 1.2% or 1.3%, respectively. It seems that changes
in the wage rate have no effect upon the demand for imports because the relevant
elasticity is statistically insignificant. This finding is consistent with our inference in
the last section that the relationship between imports and labor in the production of
automobiles is the Leontief type.
The substitutability between the used-cars demand and the new cars domestic
sales is clearly exhibited by the elasticity of the used-cars with respect to price of the
domestic sales. The relatively large numerical value of the elasticity, i.e., 12.309, is
due to the relatively small flows of the used-cars demand compared with the large
flow of domestic car sales. The demand for used-cars seems to be sensitive to
changes in both export and import prices, especially to changes in the import price.
About 2.8% or 4.8% decreases in the demand for used cars would occur respectively
because of a 1% increase in the export or import price. The response of the used
cars demand to changes in the price of labor is easy to interpret. A 1% increase in
the wage rate would also increase the demand for the used cars by about 0.9%. This
is because used cars become relatively cheaper than new cars as the supply of new
automobiles will decrease or stay the same with higher labor costs.
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Looking at the elasticities of labor with respect to the prices of the other inputs
and outputs, we see that the price of domestic supply and the price of imports might
just be ignored because the estimates are statistically insignificant. The elasticity of
labor with respect to the price of exports or most importantly its inverse, i.e ., the
elasticity of exports with respect to the wage rate, is barely significant at 0.05 level.
An increase of 1% in the price of exports would induce only a 0.33% increase in the
demand for labor. The last elasticity in this group is about demand for labor with
respect to the price of used cars. The estimate of 0.2345 means that the response of
the labor demand to used cars’ prices is very inelastic.
We next look at the elasticities in the submatrix of E '^ = [31nwj / dlnxj.
They are the inverse cross-price elasticities of the fixed inputs. From Table 8.2 we
see that most of the numerical values of the estimates are quite small, much less than
unity. But since they are the estimates of inverse elasticities, this means that most of
the cross-price elasticities of the fixed inputs are large in absolute values. For
purposes of easy understanding, we convert these inverse elasticities into the regular
cross-price elasticities when we are evaluating them.
First, we see that a 1% increase in the price of raw materials or in the price of
capital would increase the demand for energy by about 57% (1/0.0175), or 23%
(1/0.0428), respectively. The increase in the price of business services by the same
magnitude would, however, decrease the demand for energy by 31 %. The
implication is that the energy is a substitute for both raw materials and capital but a
complement to business services in the production of the U.S. automobiles. The large
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variation of the energy demand in response to these price changes is due to the
relatively small share of energy in the cost of production.
The elasticities of the demand for raw materials with respect to the prices of
other fixed inputs are relatively low, around unity. An estimate of 1.0 (1/0.9866) is
obtained with respect to the price of energy, and about 0.6 (1/6769) with respect to
the price of capital. Raw materials are also substitutes for both energy and capital.
We know that business services and raw materials have been found to operate under
fixed proportions in the process of production. Thus, neither the elasticity of raw
materials with respect to the price of business services nor its reversal, the elasticity
o f business services with respect to the price of raw materials, are statistically
significant. The elasticities of the demand for business services with respect to the
price of energy and capital are found to be -7.231 1/-0.1383, and 13.7174 (1/0.0729),
respectively. Again, it can be seen that business services are a substitute for capital
but are a complement to the energy input.
Finally in this group of elasticities, we see that the response of the demand for
capital to a 1 % change in either the price of energy, or in the price of raw materials,
or in the price of business services, is elastic. Particularly, it is around 2%,
(1/0.4935) for energy, 3% (1/0.3430) for raw materials, and 5% (1/0.1954) for
business services. Again, there exists an ease in substitution of capital for business
services as compared with raw materials and energy.
The elasticities in the submatrix E 'px = [31ny; / dlnxj, the inverse quantity
elasticities of intensity are more accurately known as the Samuelson-Rybczynski
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magnification elasticities. They exhibit another way of measuring the factor input
intensity of outputs. If the elasticity of the supply of the ith commodity with respect
to the jth factor input is positive, and at the same time is the largest in numerical
value among similar elasticities with respect to any of the other factor inputs, then it
might be said that the ith commodity is relatively an jth-input intensive good. An
increase in the jth factor endowment can lead to a larger increment in the ith-output’s
supply than can be done by any other factor input. In this study, the estimated
Samuelson-Rybczynski magnification elasticities must be read with caution because in
our model what is studied is an industrial sector’s technology with shiftable
endowments among sectors rather than the whole economy.
From the southwest submatrix E 'px of Table 8.2, we see that for domestic sales
an increase in the endowment of any of the four domestic factor inputs would lead to
an increase in the supply of domestic sales. Among all four estimates, the elasticity
of domestic sales to the endowment of raw materials is relatively the highest, though
still less than unity, implying that the supply of new car domestic sales is relatively
raw material intensive. This result is not quite consistent with what we have found in
the previous section, in which the domestic sales were found to be relatively business
services intensive.
However, the Samuelson-Rybczynski elasticities for the case of the supply of
exports is quite consistent with what we have found in the previous section. The
Diewert elasticities of intensity in Table 8.1 have shown that the export supply is
relatively capital intensive. The Samuelson-Rybczynski elasticity also shows that a
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1 % increase in the endowment of capital would lead to an increase in the supply of

exports by about 1.2%. Furthermore, a one percent increase in the supply of energy
and raw materials would increase the supply of exports, but the incremental
magnitude of the latter is much smaller than the increment induced by an increase in
the endowment of capital. In fact, the elasticity of the export supply with respect to
the quantity of raw materials is statistically insignificant. Therefore, we may
conclude that exports of U.S. automobiles are relatively capital intensive.
Since imports, labor, and used cars are either assumed as factor inputs, or to
be behaving like inputs to the production technology, the rest of the estimated
elasticities in E 'px may not convey the meaning usually attributed to the SamuelsonRybczynski magnification elasticities.
According to our estimates, we see that an increase in the endowment of each
of the four domestic fixed inputs would encourage a rise in the demand for imports,
though this inducement seems to be rather small. The largest effect comes from the
increase in capital endowments, which, however, is only less than 60% of the
increment of the capital. Such an inducement of the demand for imports by the four
inputs indicates that imports are more likely to be a factor input rather than a finished
consumption good.4 To further enforce the high probability of this conclusion, we

*If the signs of the Samuelson-Rybczynski elasticities of imports with respect to the domestic
endowment of factor input were negative, then the imports could either have been intermediate inputs
or finished goods, because the increased domestic inputs can either substitute for imported inputs or be
used to produce more products than before to substitute for imported finished goods. However, since
these elasticities’ signs are positive, logically the possibility that the demand for imports of finished
goods is encouraged by the increase in the domestic inputs should be small.
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might note that the Samuelson-Rybczynski elasticities do not necessarily imply either
substitutability or complementarity between inputs in the regular sense.
Regarding the demand for used cars, the Samuelson-Rybczynski elasticities
show that an increase in the supply of raw materials would increase the demand for
used cars by more than any other input. However, an increase in the endowment of
capital would on the contrary reduce the demand for used cars. Finally, looking at
the elasticities of the demand for labor with respect to the supply of the other fixed
inputs, we see that an increase in energy would decrease labor demand, while an
increase in the capital input or an increase in raw materials would help raise the
demand for labor. Capital will be a more effective than the raw materials in affecting
labor. A change in the quantity of business services has no effect on the labor
demand since the estimate of the relevant elasticity is insignificant. This again
illustrates the Leontief-type relationship found between labor and business service in
the production of automobiles.
The last group of elasticities we are presenting contains those called the
inverse price elasticities of intensity. Similar to the elasticities in the submatrix E'px,
the elasticities in the submatrix E '^ = [dlnwj / dlnpj are more known as the StolperSamuelson elasticities, from the properties of their trade theorem. They mainly
measure the price effects of outputs upon the returns to domestic factor inputs. The
original meaning of these elasticities is that if the returns to the jth input increase the
most compared to similar increments of other inputs when the price of the ith
commodity increases, then the ith-output must be jth-input intensive. Following this
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interpretation, we check each line of the submatrix E '^ in the northeast of Table 8.2
to evaluate our estimates of these elasticities.
First, we see that with a 1% increase in the price of domestic car sales, the
rental prices of all the four fixed inputs will increase. However, the change in the
returns to the business services is the biggest one, an increase of almost 3%. This,
contrary to the estimate of the relevant Rybczynski elasticity, is consistent with the
Diewert elasticity of intensity, which says that domestic car sales are relatively
business service intensive.
Secondly, we have concluded before that the supply of exports is capital
intensive. This finding is again evident by our estimates of the Stolper-Samuelson
elasticities. A 1 % increase in the price of exports would increase the rental price of
capital by 1.3%, whereas the increase in the returns to energy and raw materials are
0.65% and zero in statistical sense, respectively. The increase in the price of exports
even reduces the returns to business services.
Next, we look at import that are considered a negative output. It is expected
that an increase in the price of imports would decrease the returns to domestic inputs.
The input that is more substitutable for imports would be expected to suffer most a
reduction in its returns as import prices increase. This should be true if the inputs are
all priced by the value of their corresponding marginal products. In our model it is
the capital that is relatively most substitutable for imports, and the capital’s StolperSamuelson elasticity with respect to the price of imports is the largest, in absolute
value, among all the domestic inputs.
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A price change in used cars has an effect similar to that of imports upon most
of the factor inputs, except for capital. For capital, the used car price moves in the
same direction with the returns to capital. Finally, the last line of elasticities in the
submatrix E '^ deals with changes in the price of the labor input. An increase in the
price of labor has a rather large but negative effect upon the returns to capital because
capital is a highly substitutable input for labor. The returns to energy are moving in
the same direction with wages because energy and labor are complements.
The above presented and analyzed estimates of the various elasticities have
been evaluated at the sample mean value. We have, however, also estimated year-toyear price and inverse price elasticities and they are reported in Table 8.3 for our
sample period 1969-1986. These estimates are useful for the study of the elasticity
trends under different economic conditions. Some elasticities exhibit very smooth and
flat trends. A typical example is the own-price elasticity of the domestic car sales. It
ranges from 2.24 to 2.29 over the period of estimation. Some others, however, have
experienced very large fluctuations. Among them, the own-price elasticity of the
supply of exports and the own-price elasticity of the supply of used cars are examples
of erratic behavior. The former ranges from 1.28 to 4.71, whereas the latter ranges
from -4.00 to -9.93. Some other cross-price or inverse cross-price elasticities that
involve the exports or used cars in their computation have consequently exhibited
large fluctuations.
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TABLE 8.3.
E ts.'

Annualized Estimates of the Price and Inverse Price Elasticities of Demand
and Supply Functions for the U.S. Automobile Industry, 1969-1986
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By looking at the trends of the own-price elasticities of the supply of exports
and the supply of used cars carefully, we find something interesting. The magnitude
of the used cars’ own price elasticity, in absolute terms, seems to be roughly
countercyclical. That is, the elasticity becomes large during recessions and becomes
small during recovery periods. On the other hand the magnitude of the own-price
elasticity of the supply of exports seems to be roughly procyclical; the elasticity falls
during recessions and rises during recovery periods.
During the period of 1969-1986, the U.S. economy has experienced four
recessions: the 1969-70 recession, the 1974-75 recession and the 1980-82 two backto-back recessions.5 During the same periods, the trend of the own-price elasticity of
exports has reached its three lowest points: first in 1971, then in 1975, and finally in
1982. Except for the first case, when it happened one year after the recession, in the
other two cases the low elasticity points correspond to the recession periods very
well. On the other hand, the own-price elasticity of the used cars has experienced
three relative peaks during the same phases of the business cycle. Except for the first
recession, the other two peaks in the elasticity correspond to the recessions very well.
What is also important is that the trends of the two estimated own-price elasticities are
themselves quite symmetric. Whenever the elasticity of the used cars supply reached
a relative peak in its value, the elasticity of exports was at its relatively lowest value.
The time path of the two elasticities along with behavior of the U.S. GNP for
the period of 1969-86 are illustrated in Figure 8.1. The small square points stand for

5See R. Hall and J.B. Taylor (1988) Macroeconomics: Theory, Performance, and Policy, Second
Edition, W.W. Norton & Company, New York, p. 5.

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

the GNP’s trend, the small cross points stand for the trend of the export elasticity,
and the small rhombus points stand for the trend of the used cars’ elasticity. The
numerical values of the three variables are, of course, incomparable, so the vertical
axis does not measure any specific variable. It only indicates the tendency and
fluctuations of the three indicators. Although we can not say that the magnitude of
the elasticity of exports or the elasticity of used cars can be used as indicators of
business cycles, we may be able to say that during the recession period the supply of
the U.S. automobile exports becomes relatively inelastic, while the domestic demand
for used cars becomes highly elastic.

+ = Export Elasticity
O = Used Car Elasticity
□ = GNP (billions of 1982 dollars)

Figure 8.1. Trends of Own price Elasticities of
Export Supply and Used Car Demand
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Finally, to complete the interpretation of the empirical findings, we want to
mention some properties of the estimated technical change of the U.S. automobile
technology. So far, we only said that the technical change is non-neutral. According
to the estimates of

and Tj, from the version of NNT-NGS-S&H-AUT of Model 2,

which have all been presented in Table 7.4.B, the U.S. automobile industry is both
business service using and energy using as indicated by the positive and
asymptotically significant t
but the estimate of

and t . It is also material using, and capital saving,

is statistically insignificant while the estimate of rKt is

asymptotically significant only at the 0.1 level. Turning to the output and variable
input side, the automobile industry is imports using but labor saving, as implied by
the negative sign of £

and £^.6 The negative sign of g and the positive sign of

also indicate that the automobile industry has experienced a declining export price
and a rising domestic price. The effective price for used cars has also been falling as
the negative estimate of £ut indicates. All these prices are only in regular sense and
no hedonic elements are considered.

The negativity of the estimate of £M( and the positivity of the estimate of £u indicate that the price
of imports has been declining and the price of labor input has been rising. Accordingly we deduce that
the industry is imports using and labor saving.
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CHAPTER IX

SUMMARY AND CONCLUSIONS

This study deals with an empirical investigation of the U.S. industry of Motor
Vehicles and Equipment, SIC 371, during the period 1968-1986. It characterizes the
technology of automobile production through an econometrical model. For the
modeling process the so-called systems approach to the research of the producer’s
behavior has been used, which develops an input-output analysis to the parametric
estimation. The framework under which this approach works is a short-run openeconomy analysis, so that export and import flows of the U.S. automobiles are
explicitly estimated together with outputs for domestic sales and domestic primary and
nonprimary factor inputs. The nature of this study is descriptive rather than
predictive, with the general purpose of a better understanding the properties of the
technology of the automobile production and the relationships between inputs and
outputs involved in the industry.
The systems approach of the input-output analysis has been widely applied to
the investigation of producer behavior. In general, the previous applications can be
divided into two groups: the industry applications and the national economy
applications. The industry studies tend to work in a closed economy framework
where foreign trade is treated traditionally as independent of the producers’ decision
making process, whereas the economy-wide investigations tend to work in a value
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added framework where only the primary factor inputs, labor and capital, are used.
In addition, most of the previous empirical studies of the U.S. automobile industry
have had no intention to consider exports and imports of automobiles from the
perspective of production, although some very elaborate models dealing with
intercountry comparison of technology have been recently developed. Therefore, the
major contribution of this study is due to the integration of the foreign trade sector
with the production sector for the automobile industry in the U.S.
Based on the empirical results, the major conclusions of this study can be
summarized as follows. Firstly, the technology of the U.S. automobile production is
certainly not separable between outputs and variable inputs on one hand and fixed
factor inputs on the other hand. This means that the profit maximizing supply of
outputs for domestic car sales and the supply of exports, as well as the demand for
imports and the demand for other variable inputs, are not only decided by the prices
of these outputs and variable inputs but also dependent upon the composition of the
fixed-input demands. On the other hand, the rental prices of the fixed inputs are
determined not only by the composition of fixed inputs that the industry employs but
also by the kind of outputs that the industry is producing and finally by the kind of
variable inputs that the industry utilizes.
Secondly, the disembodied technological progress of the U.S. automobile
production is apparently nonneutral. The estimates of the coefficients show that the
technology is nonprimary factor inputs using, but primary factor inputs saving. The
implication behind this finding is that the industry is being transformed from the
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traditional vertical integration process to the cost saving horizontal integration
process. The industry has also been experiencing significant imports-using technical
progress in production. On the output side, the industry has been undergoing
technical efficiency in price-increasing for domestic car sales, and price-declining for
exports. Both of these findings seem to be consistent with the declining position of
the U.S. automobile production in both the domestic and international markets during
the period of our investigation.
Thirdly, the various substitutability relationships found in this study
demonstrate that the output for domestic sales is relatively business service intensive,
while the output for exports is capital intensive. The elasticity estimates also indicate
that imports, when considered as a factor input to the technology, are substitutes with
all factor inputs, and the degree of substitutability is higher with capital than the other
factors of production. In addition, imports are found to be substitutes for exports but
complements to the domestic car sales. Therefore, whereas the domestic supply of
U.S. automobiles might be increased by the growth in the imports, it is at the expense
of decreased exports.
An important policy implication derived from the estimates is that the import
demand can effectively be curbed by using tariffs or some other protective trade
policies due to the large absolute numerical value of the own-price elasticity of
imports. Recently, the U.S. domestic firms have been urging the government to
increase tariffs or duties on imported automobiles. We do not want to make any
comments on the possible defects or merits of such proposition in terms of losses or
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benefits of welfare, but we expect that if such a policy is implemented, it will be
effective in reducing the demand for imports in the U.S. domestic market, and might
be also helpful to the U.S. automobile exports in the international markets, without
consideration of any kind of foreign retaliation.
Even though, the empirical characterization of the U.S. automobile technology
in this study has been completed at this point, our findings strongly suggest that it
should become the starting point for further investigation of the U.S. automobile
industry. Our research can be expanded in several directions. First, under the
allowance and availability of data, our model estimation should be updated. During
the late 1980s and the 1990s, the U.S. industry has been experiencing big changes.
More foreign owned firms have entered the domestic market and there has been a
further decline of the domestically owned firms. All these developments will be
manifested in new estimates for elasticities when our model is updated. Secondly,
our work has been undertaken within a short-run framework. Future studies can
extend our model to a long-run framework so that some other aspects of the
technology can be characterized, such as the economies of scale and the economies of
scope in the industry. Another direction of development for future research is to
further disaggregate outputs of the automobile products. It would be desirable if both
domestic sales and exports can be classified by different kinds of automobiles. It will
also be desirable if imports as finished goods can be distinguished from imports of
intermediate inputs to the technology. As Kohli (1978) has pointed out, the
computing cost can increase rapidly as more outputs or inputs are added to the model
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using the systems approach. However, this problem can be solved by using two-stage
models. Finally, the model of intercountry comparisons of technology developed by
Fuss and Waverman (1990, 1992) is an elaborate reference that one can make use of
in future research. A similar multi-output model of intercountry comparisons,
including explicit export and import flows, can be developed.
Finally, the above developments for future research are proposed with regards
to the U.S. automobile industry. The same model should also be applied to other
industries so that interindustry comparisons can be made at both the national and
international levels.
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TABLE A.A.I. Motor Vehicle Export Shares of the World Total
Exports of Motor Vehicles, U.S. Compared to other
Countries and Regions, 1966 - 1986/

Year
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
1984
1985
1986

France
9.68%
9.67%
8.58%
8.98%
11.54%
10.70%
11.82%
12.02%
10.54%
12.26%
11.72%
11.01%
11.00%
12.14%
10.58%
8.69%
7.73%
6.86%
6.04%
5.84%
6.22%

FRQ
30.55%
26.44%
26.80%
25.39%
24.98%
23.31%
23.37%
25.19%
22.73%
20.32%
21.87%
22.79%
23.06%
23.71%
22.32%
21.06%
24.06%
22.91%
21.59%
22.03%
23.78%

Italy
Rest
UK
of
EFTAb Europe Japan
22.71%
20.47%
18.91%
18.05%
17.66%
15.99%
14.56%
13.74%
13.29%
14.14%
9.89%
10.75%
11.16%
11.06%
10.18%
8.61%
8.37%
8.09%
7.50%
7.23%
7.58%

7.18%
6.86%
6.85%
8.19%
8.01%
7.45%
8.33%
9.03%
7.51%
8.55%
9.65%
9.68%
10.30%
10.92%
10.53%
9.38%
9.86%
10.35%
9.11%
8.69%
9.82%

6.43% 9.68%
6.42% 12.54%
8.00% 11.48%
9.07% 9.94%
11.71% 7.24%
16.68% 7.81%
18.17% 7.28%
16.67% 8.07%
20.57% 9.21%
19.11% 10228%
21.80% 9.52%
23.32% 8.51%
24.81% 726%
23.65% 7.95%
29.50% 6.20%
34.20% 6.21%
31.99% 4.56%
31.42% 6.08%
31.17% 7.07%
31.48% 7.44%
30.94% 6.18%

Rest
of
World
13.77%
17.60%
19.37%
20.37%
18.86%
18.06%
16.48%
15.27%
16.14%
15.33%
15.55%
13.94%
12.41%
10.60%
10.69%
11.85%
13.42%
14.29%
17.52%
17.29%
15.48%

“Source of Data: Monthly Bulletin of Statistics, United Nations, Many Issues.
bEuropean Free Trade association.
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TABLE A.B.A1. Model 1 - Observational Curvature Condition
Check, Output Side of NNT-NGS-S&H-AUT
Matrix (T + w ' - V)

Eigenvalues:

1968
1.2327127 -0.6031717 -0.4903462 -0.1391368
-0.6031717 0.3767264 0.2097711 0.0166690
-0.4903462 0.2097711 0.2231136 0.0574665
-0.1391368 0.0166690 0.0574665 0.0650014

1.74418
0.12120
0.03215
0.00001

1969
1.2187249 -0.5978106 -0.4811617 -0.1397056
-0.5978106 0.3718439 0.2097651 0.0161956
-0.4811617 0.2097651 0.2142814 0.0571211
-0.1397056 0.0161956 0.0571211 0.0663896

1.72362
0.11846
0.02913
0.00001

1970
1.2956033 -0.5860051 -0.5543114 -0.1552398
-0.5860051 0.3670949 0.2039751 0.0149292
-0.5543114 0.2039751 0.2878422 0.0625001
-0.1552398 0.0149292 0.0625001 0.0778112

1.82137
0.15055
0.05641
0.00001

1971
1.3026301 -0.5906770 -0.5647004 -0.1472057
-0.5906770 0.3708041 0.2039786 0.0158883
-0.5647004 0.2039786 0.2988232 0.0619046
-0.1472057 0.0158883 0.0619046 0.0694135

1.83652
0.15199
0.05313
0.00001

1972
1.3125853 -0.5884699 -0.5723929 -0.1516756
-0.5884699 0.3696846 0.2032765 0.0155027
-0.5723929 0.2032765 0.3062563 0.0628660
-0.1516756 0.0155027 0.0628660 0.0733075

1.84820
0.15644
0.05716
0.00001

1973
1.2944208 -0.5830946 -0.5703287 -0.1409391
-0.5830946 0.3649491 0.2022637 0.0158768
-0.5703287 0.2022637 0.3066457 0.0614237
-0.1409391 0.0158768 0.0614237 0.0636387

1.82795
0.15184
0.04984
0.00001

1974
1.3294540 -0.5355679 -0.6461455 -0.1476819
-0.5355679 0.3349563 0.1877055 0.0129014
-0.6461455 0.1877055 0.3922030 0.0662406
-0.1476819 0.0129014 0.0662406 0.0685399

1.87951
0.18316
0.06245
0.00001
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TABLE A.B.A1. Cont.

Matrix (T + w ' - V)

Eigenvalues:

1975
1.2674423 -0.5059804 -0.6203759 -0.1410390
-0.5059804 0.3123308 0.1823833 0.0112603
-0.6203759 0.1823833 0.3732995 0.0646991
-0.1410390 0.0112603 0.0646991 0.0650803

1.79238
0.16827
0.05748
0.00001

1976
1.3087356 -0.5304145 -0.6274300 -0.1508441
-0.5304145 0.3303823 0.1880405 0.0119857
-0.6274300 0.1880405 0.3732276 0.0661679
-0.1508441 0.0119857 0.0661679 0.0726911

1.84583
0.17484
0.06434
0.00001

1977
1.2927400 -0.5450521 -0.6060307 -0.1416102
-0.5450521 0.3387601 0.1925822 0.0137038
-0.6060307 0.1925822 0.3499290 0.0635255
-0.1416102 0.0137038 0.0635255 0.0643816

1.82586
0.16481
0.05512
0.00001

1978
1.3293202 -0.5458081 -0.6401262 -0.1433389
-0.5458081 0.3415014 0.1903633 0.0139373
-0.6401262 0.1903633 0.3847144 0.0650544
-0.1433389 0.0139373 0.0650544 0.0643478

1.88083
0.18086
0.05817
0.00001

1979
1.3224711 -0.5282100 -0.6566806 -0.1375335
-0.5282100 0.3298958 0.1847127 0.0135955
-0.6566806 0.1847127 0.4071005 0.0648733
-0.1375335 0.0135955 0.0648733 0.0590654

1.87737
0.18656
0.05458
0.00001

1980
1.4325195 -0.4863883 -0.7899435 -0.1561407
-0.4863883 0.3123713 0.1637109 0.0103001
-0.7899435 0.1637109 0.5522104 0.0740282
-0.1561407 0.0103001 0.0740282 0.0718132

2.05721
0.23891
0.07277
0.00001

1981
1.4162294 -0.4841582 -0.7695152 -0.1625090
-0.4841582 0.3101734 0.1648670 0.0091118
-0.7695152 0.1648670 0.5297117 0.0749424
-0.1625090 0.0091118 0.0749424 0.0784555

2.02507
0.23075
0.07873
0.00001
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TABLE A.B.A1. Cont.

Matrix (T + w ' - V)

Eigenvalues:

1982
1.5190434 -0.4866169 -0.8554205 -0.1769589
-0.4866169 0.3172860 0.1605423 0.0087826
-0.8554205 0.1605423 0.6135251 0.0813591
-0.1769589 0.0087826 0.0813591 0.0868180

2.18650
0.26073
0.08942
0.00001

1983
1.4936178 -0.5255486 -0.8055740 -0.1624611
-0.5255486 0.3376978 0.1754088 0.0124348
-0.8055740 0.1754088 0.5551010 0.0750736
-0.1624611 0.0124348 0.0750736 0.0749542

2.13718
0.24811
0.07606
0.00000

1984
1.5422538 -0.5271058 -0.8436833 -0.1714177
-0.5271058 0.3407985 0.1741971 0.0121041
-0.8436833 0.1741971 0.5910434 0.0784488
-0.1714177 0.0121041 0.0784488 0.0808655

2.21058
0.26143
0.08293
0.00001

1985
1.5821840 -0.5174817 -0.9117982 -0.1528571
-0.5174817 0.3370639 0.1667442 0.0136676
-0.9117982 0.1667442 0.6693060 0.0757540
-0.1528571 0.0136676 0.0757540 0.0634362

2.30133
0.28444
0.06620
0.00001

1986
1.7309964 -0.5191391 -1.0365796 -0.1752306
-0.5191391 0.3436663 0.1626822 0.0127846
-1.0365796 0.1626822 0.7885669 0.0853365
-0.1752306 0.0127846 0.0853365 0.0771101

2.53996
0.31834
0.08202
0.00001
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TABLE A.B.A2. Model 1 - Observational Curvature Condition
Check, Input Side of NNT-NGS-S&H-AUT

Matrix (¥ + ss' - S)
1968
-0.1534583 0.0079706 0.0494045 0.1317720 -0.0356909
0.0079706 -0.0120285 -0.0031047 0.0085790 -0.0014165
0.0494045 -0.0031047 -0.2669395 0.2050618 0.0155733
0.1317720 0.0085790 0.2050618 -0.3680099 0.0225985
-0.0356909 -0.0014165 0.0155733 0.0225985 -0.0010656
1969
-0.1528035 0.0078267 0.0551669 0.1257854 -0.0359802
0.0078267 -0.0115147 -0.0031896 0.0083209 -0.0014434
0.0551669 -0.0031896 -0.2697485 0.2015659 0.0161959
0.1257854 0.0083209 0.2015659 -0.3571489 0.0214759
-0.0359802 -0.0014434 0.0161959 0.0214759 -0.0002497
1970
-0.1609482 0.0082523 0.0747499 0.1127495 -0.0348002
0.0082523 -0.0126700 -0.0023723 0.0081741 -0.0013840
0.0747499 -0.0023723 -0.2717919 0.1806998 0.0187191
0.1127495 0.0081741 0.1806998 -0.3208253 0.0192076
-0.0348002 -0.0013840 0.0187191 0.0192076 -0.0017427
1971
-0.1541379 0.0080058 0.0609419 0.1215581 -0.0363621
0.0080058 -0.0121273 -0.0027998 0.0083512 -0.0014298
0.0609419 -0.0027998 -0.2710079 0.1968656 0.0160094
0.1215581 0.0083512 0.1968656 -0.3470610 0.0202945
-0.0363621 -0.0014298 0.0160094 0.0202945 0.0014881
1972
-0.1543509 0.0080192 0.0748651 0.1084468 -0.0369744
0.0080192 -0.0121668 -0.0024506 0.0080417 -0.0014434
0.0748651 -0.0024506 -0.2712410 0.1820336 0.0168030
0.1084468 0.0080417 0.1820336 -0.3164336 0.0179189
-0.0369744 -0.0014434 0.0168030 0.0179189 0.0036958
1973
-0.1583389 0.0080547 0.0834330 0.1029999 -0.0361455
0.0080547 -0.0120977 -0.0023933 0.0078706 -0.0014342
0.0834330 -0.0023933 -0.2703068 0.1709042 0.0183679
0.1029999 0.0078706 0.1709042 -0.2990225 0.0172532
-0.0361455 -0.0014342 0.0183679 0.0172532 0.0019582

Eigenvalues:
-0.54430
-0.24867
-0.01668
0.00000

0.00815
-0.53184
-0.25282
-0.01594
0.00000

0.00914
-0.48351
-0.27345
-0.01764
0.00000

0.00663
-0.51918
-0.25810
-0.01660
0.00000

0.01103
-0.48104
-0.26655
-0.01651
0.00000

0.01360
-0.45781
-0.27463
-0.01656
0.00000

0.01119
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TABLE A.B.A2. Com.

Matrix (¥ + ss' - S)

Eigenvalues:

1974
-0.1690248 0.0089320 0.1119412 0.0821887-0.0340278
0.0089320-0.0144912-0.0006400 0.0075054-0.0013060
0.1119412-0.0006400-0.2637545 0.1298290 0.0226417
0.0821887 0.0075054 0.1298290-0.2338247 0.0143074
-0.0340278-0.0013060 0.0226417 0.0143074-0.0016147

-0.38598
-0.28269
-0.02007
0.00000
0.00602

1975
-0.1588435 0.0091930 0.0973967 0.0877091 -0.0354547
0.0091930-0.0161685 0.0003466 0.0078778-0.0012488
0.0973967 0.0003466-0.2641270 0.1447246 0.0216588
0.0877091 0.0078778 0.1447246-0.2555738 0.0152663
-0.0354547-0.0012488 0.0216588 0.0152663-0.0002222

-0.40526
-0.27612
-0.02209
0.00000
0.00852

1976
-0.1568058 0.0090848 0.0862628 0.0980027-0.0365385
0.0090848 -0.0159433 -0.0001115 0.0082626 -0.0012924
0.0862628-0.0001115-0.2686767 0.1640448 0.0184914
0.0980027 0.0082626 0.1640448 -0.2867800 0.0164765
-0.0365385-0.0012924 0.0184914 0.0164765 0.0028631

-0.44271
-0.27347
-0.02155
0.00000
0.01238

1977
-0.1545776 0.0088830 0.0830459 0.0992467-0.0365922
0.0088830 -0.0153747 -0.0004545 0.0082561 -0.0013097
0.0830459-0.0004545-0.2689116 0.1676547 0.0186763
0.0992467 0.0082561 0.1676547-0.2919569 0.0168061
-0.0365922-0.0013097 0.0186763 0.0168061 0.0024197

-0.44960
-0.27003
-0.02082
0.00000
0.01205

1978
-0.1546248 0.0088787 0.0863556 0.0955198-0.0361262
0.0088787 -0.0153551 -0.0003474 0.0081177 -0.0012937
0.0863556-0.0003474-0.2674341 0.1612924 0.0201390
0.0955198 0.0081177 0.1612924-0.2813984 0.0164738
-0.0361262-0.0012937 0.0201390 0.0164738 0.0008068

-0.43631
-0.27091
-0.02091
0.00000
0.01013

1979
-0.1642826 0.0093357 0.1027400 0.0865232-0.0343187
0.0093357-0.0162175 0.0003063 0.0077991 -0.0012237
0.1027400 0.0003063-0.2652499 0.1395348 0.0226627
0.0865232 0.0077991 0.1395348-0.2489686 0.0151147
-0.0343187-0.0012237 0.0226627 0.0151147-0.0022362

-0.39863
-0.28163
-0.02236
0.00000
0.00568
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TABLE A.B.A2. Cont.

Matrix (¥ + ss' - S)
1980
-0.1786478 0.0106312 0.1308845 0.0696433 -0.0325073
0.0106312 -0.0189802 0.0022337 0.0072073 -0.0010918
0.1308845 0.0022337 -0.2613468 0.1042322 0.0240022
0.0696433 0.0072073 0.1042322 -0.1935409 0.0124624
-0.0325073 -0.0010918 0.0240022 0.0124624 -0.0028658
1981
-0.1707723 0.0104132 0.1147476 0.0801411 -0.0345290
0.0104132 -0.0191749 0.0021957 0.0076982 -0.0011322
0.1147476 0.0021957 -0.2636103 0.1253373 0.0213294
0.0801411 0.0076982 0.1253373 -0.2270280 0.0138554
-0.0345290 -0.0011322 0.0213294 0.0138554 0.0004758
1982
-0.1687400 0.0107301 0.1128794 0.0796005 -0.0344725
0.0107301 -0.0204381 0.0030190 0.0077554 -0.0010667
0.1128794 0.0030190 -0.2629154 0.1250064 0.0220044
0.0796005 0.0077554 0.1250064 -0.2262248 0.0138659
-0.0344725 -0.0010667 0.0220044 0.0138659 -0.0003323
1983
-0.1523857 0.0096094 0.0878901 0.0873976 -0.0325161
0.0096094 -0.0182788 0.0015487 0.0081103 -0.0009898
0.0878901 0.0015487 -0.2650344 0.1462721 0.0293115
0.0873976 0.0081103 0.1462721 -0.2584163 0.0166385
-0.0325161 -0.0009898 0.0293115 0.0166385 -0.0124459
1984
-0.1498963 0.0092321 0.0845324 0.0905586 -0.0344264
0.0092321 -0.0170783 0.0008157 0.0081602 -0.0011298
0.0845324 0.0008157 -0.2652757 0.1544198 0.0255075
0.0905586 0.0081602 0.1544198 -0.2698788 0.0167441
-0.0344264 -0.0011298 0.0255075 0.0167441 -0.0066961
1985
-0.1550156 0.0092523 0.0900847 0.0915335 -0.0358518
0.0092523 -0.0167068 0.0005688 0.0081142 -0.0012285
0.0900847 0.0005688 -0.2656563 0.1538502 0.0211581
0.0915335 0.0081142 0.1538502 -0.2694442 0.0159513
-0.0358518 -0.0012285 0.0211581 0.0159513 -0.0000295

Eigenvalues:
-0.37440
-0.26065
-0.02637
-0.00060
0.00364
-0.38141
-0.28100
-0.02604
0.00000

0.00835
-0.37976
-0.27867
-0.02775
0.00000

0.00753
-0.40835
-0.26739
-0.02628
-0.00454
0.00000

-0.42226
-0.26469
-0.02384
0.00000

0.00196
-0.42151
-0.27168
-0.02275
0.00000

0.00910
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TABLE A.B.A2. Cont.

Matrix (* + ss' - S)
1986
-0.1554472 0.0091640 0.0917948 0.0867930-0.0323095
0.0091640-0.0163447 0.0004017 0.0078827-0.0011039
0.0917948 0.0004017-0.2649419 0.1437119 0.0290215
0.0867930 0.0078827 0.1437119-0.2547312 0.0163459
-0.0323095-0.0011039 0.0290215 0.0163459-0.0119558

Eigenvalues:
-0.40420
-0.27114
-0.02387
-0.00420
0.00000
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TABLE A.B.B1. Model 2 - Observational Curvature Condition
Check, Output Side of NNT-NGS-S&H-AUT

Matrix (T + w ' - V)

Eigenvalues:

1968
3.3260068 -1.0783622 -1.1794751
-1.0783622 0.4358744 0.4716161
-1.1794751 0.4716161 0.4118541
-1.1415375 0.2693085 0.4354428
0.0734579 -0.0983949 -0.1394378

-1.1415375 0.0734579
0.2693085 -0.0983949
0.4354428 -0.1394378
0.5317342 -0.0949281
-0.0949281 0.2593048

4.51469
0.32059
0.22085
0.00003
-0.09139

1969
3.2894026 -1.0691298 -1.1618950 -1.1421001 0.0838122
-1.0691298 0.4298684 0.4716606 0.2684767 -0.1008339
-1.1618950 0.4716606 0.3988509 0.4347648 -0.1433814
-1.1421001 0.2684767 0.4347648 0.5334953 -0.0946167
0.0838122 -0.1008339 -0.1433814 -0.0946167 0.2550218

4.47339
0.31539
0.21913
0.00003
-0.10132

1970
3.5401572 -1.0383468 -1.3118402 -1.1782330 -0.0116471
-1.0383468 0.4216972 0.4598113 0.2655586 -0.1086783
-1.3118402 0.4598113 0.5128635 0.4456611 -0.1064957
-1.1782330 0.2655586 0.4456611 0.5525844 -0.0855512
-0.0116471 -0.1086783 -0.1064957 -0.0855512 0.3123742

4.75058
0.39149
0.22656
0.00003
-0.02899

1971
3.4877033 -1.0547297 -1.3172269 -1.1568933 0.0412521
-1.0547297 0.4282235 0.4608881 0.2678345 -0.1021732
-1.3172269 0.4608881 0.5227895 0.4436641 -0.1101171
-1.1568933 0.2678345 0.4436641 0.5381662 -0.0927524
0.0412521 -0.1021732 -0.1101171 -0.0927524 0.2637890

4.71417
0.32652
0.22148
0.00003
-0.02154

1972
3.5118000 -1.0504612 -1.3318450 -1.1652951 0.0358913
-1.0504612 0.4267716 0.4595647 0.2671131 -0.1029462
-1.3318450 0.4595647 0.5339963 0.4454600 -0.1071759
-1.1652951 0.2671131 0.4454600 0.5437387 -0.0909967
0.0358913 -0.1029462 -0.1071759 -0.0909967 0.2652296

4.74372
0.32910
0.22399
0.00003
-0.01532

1973
3.5102811
-1.0359655
-1.3366075
-1.1486392

-1.0359655
0.4197388
0.4570087
0.2675505
0.0110211 -0.1082905

-1.3366075 -1.1486392 0.0110211
0.4570087 0.2675505 -0.1082905
0.5386062 0.4432721 -0.1022795
0.4432721 0.5312419 -0.0934052
-0.1022795 -0.0934052 0.2929562

4.72773
0.36472
0.21414
0.00003
-0.01380
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TABLE A.B.B1. Cont.

Matrix (T + w ' - V)

Eigenvalues:

1974
3.7186783 -0.9255930 -1.5165619 -1.1719525-0.1044976
-0.9255930 0.3789143 0.4254194 0.2607530-0.1394536
-1.5165619 0.4254194 0.6874028 0.4544706 -0.0507277
-1.1719525 0.2607530 0.4544706 0.5421064 -0.0853567
-0.1044976 -0.1394536 -0.0507277 -0.0853567 0.3800418

4.96513
0.48676
0.20722
0.04799
0.00003

1975
3.4533101 -0.8893325 -1.4325051 -1.1492377 0.0178552
-0.8893325 0.3564620 0.4192736 0.2587758 -0.1451369
-1.4325051 0.4192736 0.6405478 0.4495352-0.0768515
-1.1492377 0.2587758 0.4495352 0.5334601 -0.0925134
0.0178552 -0.1451369 -0.0768515 -0.0925134 0.2966486

4.68409
0.38261
0.19089
0.02279
0.00003

1976
3.5273460 -0.9392085 -1.4400551 -1.1659459 0.0179377
-0.9392085 0.3780292 0.4306705 0.2603686-0.1298197
-1.4400551 0.4306705 0.6375040 0.4519639 -0.0800803
-1.1659459 0.2603686 0.4519639 0.5437030 -0.0900685
0.0179377 -0.1298197 -0.0800803 -0.0900685 0.2820365

4.77529
0.35962
0.20534
0.02834
0.00003

1977
3.4698831 -0.9700354 -1.3944354 -1.1469252 0.0416030
-0.9700354 0.3887214 0.4397793 0.2637743 -0.1221976
-1.3944354 0.4397793 0.5993677 0.4467098 -0.0914214
-1.1469252 0.2637743 0.4467098 0.5311834-0.0947222
0.0416030 -0.1221976 -0.0914214 -0.0947222 0.2667403

4.70591
0.33472
0.20167
0.01356
0.00003

1978
3.5515146 -0.9713692 -1.4575085 -1.1501530 0.0276062
-0.9713692 0.3919975 0.4356717 0.2642023 -0.1204602
-1.4575085 0.4356717 0.6517916 0.4495392 -0.0794939
-1.1501530 0.2642023 0.4495392 0.5311482-0.0947167
0.0276062 -0.1204602 -0.0794939 -0.0947167 0.2670666

4.81184
0.33755
0.20445
0.03963
0.00003

1979
3.6412926 -0.9208762 -1.5198607 -1.1470780 -0.0533876
-0.9208762 0.3747193 0.4214844 0.2626682-0.1379537
-1.5198607 0.4214844 0.7022338 0.4507992-0.0546567
-1.1470780 0.2626682 0.4507992 0.5264547 -0.0928240
-0.0533876 -0.1379537 -0.0546567 -0.0928240 0.3388240

4.89553
0.43665
0.19701
0.05429
0.00003
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TABLE A.B.B1. Cont.

Matrix (T + w ' - V)

Eigenvalues:

1980
4.1422964 -0.7950856 -1.8713490 -1.2023848
-0.7950856 0.3478359 0.3685228 0.2537481
-1.8713490 0.3685228 0.9847207 0.4738138
-1.2023848 0.2537481 0.4738138 0.5514502
-0.2734053 -0.1749816 0.0442967 -0.0766062

-0.2734053
-0.1749816
0.0442967
-0.0766062
0.4807032

1981
3.9589131 -0.8164181 -1.7761503 -1.2042923 -0.1619623
-0.8164181 0.3491448 0.3778684 0.2527707 -0.1633237
-1.7761503 0.3778684 0.9178692 0.4726863 0.0077265
-1.2042923 0.2527707 0.4726863 0.5577591 -0.0789037
-0.1619623 -0.1633237 0.0077265 -0.0789037 0.3964652

5.52735
0.63310
0.23424
0.11228
0.00003
5.31807
0.53201
0.22801
0.10201

0.00003

1982
4.1749836 -0.8273391 -1.9380282 -1.2307571 -0.1787508
-0.8273391 0.3581362 0.3706894 0.2524698 -0.1539120
-1.9380282 0.3706894 1.0511423 0.4849353 0.0312560
-1.2307571 0.2524698 0.4849353 0.5693904 -0.0760196
-0.1787508 -0.1539120 0.0312560 -0.0760196 0.3774242

5.62917
0.51978
0.25180
0.13028
0.00003

1983
3.8828519 -0.9377541 -1.7529761
-0.9377541 0.3881615 0.4090517
-1.7529761 0.4090517 0.9077468
-1.1832845 0.2616435 0.4674691
-0.0087299 -0.1210589 -0.0312961

-1.1832845 -0.0087299
0.2616435 -0.1210589
0.4674691 -0.0312961
0.5454227 -0.0912318
-0.0912318 0.2523151

5.28077
0.35035
0.22269
0.12265
0.00003

1984
3.9551301 -0.9446029 -1.8107719 -1.1970892 -0.0025761
-0.9446029 0.3926209 0.4079324 0.2612761 -0.1171845
-1.8107719 0.4079324 0.9567623 0.4729364 -0.0268592
-1.1970892 0.2612761 0.4729364 0.5529106 -0.0900138
-0.0025761 -0.1171845 -0.0268592 -0.0900138 0.2366356

5.39053
0.34097
0.22933
0.13319
0.00003

1985
4.1058169
-0.9183408
-1.9614743
-1.1680877
-0.0578423

5.60063
0.41202
0.22244
0.15039
0.00003

-0.9183408
0.3865557
0.3918356
0.2636698
-0.1236801

-1.9614743
0.3918356
1.0934605
0.4694070
0.0067765

-1.1680877 -0.0578423
0.2636698 -0.12.36801
0.4694070 0.0067765
0.5299776 -0.0949460
-0.0949460 0.2696975
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TABLE A.B.B1. Cont.

Matrix (T + w ' - V)
1986
4.4298002 -0.9206293
-0.9206293 0.3943460
-2.1955446 0.3840613
-1.2099871 0.2619955
-0.1035493 -0.1197316

Eigenvalues:
-2.1955446 -1.2099871 -0.1035493
0.3840613 0.2619955-0.1197316
1.2847118 0.4873039 0.0394676
0.4873039 0.5495356-0.0888280
0.0394676-0.0888280 0.2726433

6.06223
0.45471
0.24250
0.17156
0.00003
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TABLE A.B.B2. Model 2 - Observational Curvature Condition
Check, Input Side of NNT-NGS-S&H-AUT

Matrix (¥ + ss' - S)

Eigenvalues:

1968
-0.0131961 0.0078601 0.0075497-0.0022140
0.0078601 -0.3440141 0.3478696-0.0117152
0.0075497 0.3478696-0.3777027 0.0222836
-0.0022140-0.0117152 0.0222836 -0.0083547

-0.70997
-0.02605
-0.00725
0.00000

1969
-0.0124975 0.0076920 0.0070697-0.0022645
0.0076920-0.3377177 0.3407149-0.0107014
0.0070697 0.3407149-0.3679475 0.0201570
-0.0022645-0.0107014 0.0201570-0.0071924

-0.69458
-0.00246
-0.00618
0.00000

1970
-0.0142666 0.0094884 0.0069080-0.0021299
0.0094884-0.3157899 0.3104752-0.0041673
0.0069080 0.3104752-0.3340728 0.0166934
-0.0021299-0.0041673 0.0166934-0.0103960

-0.63590
-0.02911
-0.00952
0.00000

1971
-0.0133435 0.0084395 0.0071409-0.0022367
0.0084395-0.3312012 0.3335686-0.0107814
0.0071409 0.3335686-0.3588156 0.0181187
-0.0022367-0.0107814 0.0181187-0.0050987

-0.67949
-0.02453
-0.00445
0.00000

1972
-0.0134123 0.0090972 0.0065760-0.0022607
0.0090972 -0.3062419 0.3064471 -0.0092748
0.0065760 0.3064471 -0.3267708 0.0137583
-0.0022607-0.0092748 0.0137583-0.0022210

-0.62356
-0.02351
-0.00159
0.00000

1973
-0.0134123 0.0093469 0.0062988-0.0022333
0.0093469-0.2931832 0.2893277-0.0054703
0.0062988 0.2893277-0.3083956 0.0127768
-0.0022333-0.0054703 0.0127768-0.0050719

-0.59051
-0.02481
-0.00475
0.00000

1974
-0.0170835 0.0133440 0.0056815-0.0019417
0.0133440-0.2360542 0.2167425 0.0059991
0.0056815 0.2167425-0.2299902 0.0075725
-0.0019417 0.0059991 0.0075725-0.0116279

-0.44986
-0.03323
-0.01167
0.00000
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TABLE A.B.B2. Cont.

Matrix (* + ss' - S)

Eigenvalues:

1975
-0.0189912 0.0145546 0.0063174-0.0018810
0.0145546-0.2556260 0.2402054 0.0008723
0.0063174 0.2402054-0.2555638 0.0090447
-0.0018810 0.0008723 0.0090447-0.0080356

-0.49594
-0.03351
-0.00877
0.00000

1976
-0.0185928 0.0135507 0.0070150 -0.0019729
0.0135507-0.2830883 0.2751626-0.0056111
0.0070150 0.2751626-0.2933970 0.0112249
-0.0019729-0.0056111 0.0112249-0.0036400

-0.56374
-0.03123
-0.00375
0.00000

1977
-0.0177462 0.0127868 0.0069732-0.0020137
0.0127868-0.2871088 0.2801117-0.0057759
0.0069732 0.2801117-0.2987966 0.0117172
-0.0020137-0.0057759 0.0117172-0.0039268

-0.57342
-0.03016
-0.00400
0.00000

1978
-0.0177170 0.0129838 0.0067174-0.0019841
0.0129838-0.2783160 0.2684063 -0.0030601
0.0067174 0.2684063-0.2862258 0.0111074
-0.0019841 -0.0030601 0.0111074-0.0060623

-0.55093
-0.03096
-0.00644
0.00000

1979
-0.0193019 0.0148813 0.0062239-0.0018032
0.0148813-0.2527470 0.2334357 0.0044445
0.0062239 0.2334357-0.2486423 0.0089875
-0.0018032 0.0044445 0.0089875-0.0116279

-0.48424
-0.03582
-0.01227
0.00000

1980
-0.0240919 0.0203938 0.0051159-0.0014176
0.0203938-0.1998423 0.1666292 0.0128433
0.0051159 0.1666292-0.1757039 0.0039630
-0.0014176 0.0128433 0.0039630-0.0153871

-0.35537
-0.04283
-0.01683
0.00000

1981
-0.0238035 0.0192886 0.0060907-0.0015756
0.0192886-0.2316970 0.2084629 0.0039603
0.0060907 0.2084629-0.2212636 0.0067145
-0.0015756 0.0039603 0.0367145-0.0090982

-0.43524
-0.04006
-0.01057
0.00000
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TABLE A.B.B2. Cont.

Matrix (¥ + ss' - S)

Eigenvalues:

1982
-0.0254445 0.0207185 0.0061850-0.0014595
0.0207185-0.2322004 0.2068608 0.0046105
0.0061850 0.2068608-0.2197144 0.0066707
-0.0014595 0.0046105 0.0066707-0.0098227

-0.43319
-0.04245
-0.01154
0.00000

1983
-0.0215581 0.0163185 0.0066778-0.0014384
0.0163185-0.2688923 0.2394312 0.0131410
0.0066778 0.2394312-0.2574028 0.0112963
-0.0014384 0.0131410 0.0112963 -0.0229992

-0.50275
-0.04733
-0.02076
0.00000

1984
-0.0198452 0.0148143 0.0067386-0.0017077
0.0148143 -0.2730692 0.2527620 0.0055070
0.0067386 0.2527620-0.2708580 0.0113625
-0.0017077 0.0055070 0.0113625-0.0151608

-0.52482
-0.03888
-0.01523
0.00000

1985
-0.0195542 0.0147006 0.0067157-0.0018619
0.0147006-0.2685197 0.2549195-0.0010784
0.0067157 0.2549195-0.2717894 0.0101607
-0.0018619-0.0010784 0.0101607-0.0072191

-0.52526
-0.03389
-0.00794
0.00000

1986
-0.0190883 0.0144244 0.0062921 -0.0016283
0.0144244-0.2644358 0.2363888 0.0136289
0.0062921 0.2363888-0.2535908 0.0109136
-0.0016283 0.0136289 0.0109136-0.0229140

-0.49555
-0.04542
-0.00191
0.00000
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INDIRECT PRICE ELASTICITIES
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TABLE A.C.l.

Indirect Medium-run Partial Price Elasticities
Calculated from NNT-NG8-S&H-AUT of Model 1

E ij-E u^E h **£25,1
1

®I2*®22 ' *

'

1.5610527
-2.6099477
3.4305297
2.5638329
3.7791601
-0.5695394
1.3579216
0.4750615

=<22

-0.2677406
3.4962227
-0.3728033
-0.0397227
0.4879587
3.4681388
0.1530735
-1.2195094

-0.7420750
0.7861070
-1.9896450
-1.1392062
-1.5079457
-0.0411901
-0.1695606
0.1754656

-0.1465982
0.0221369
-0.3011334
-1.0457272
-0.3293788
-0.2748926
-0.0625813
0.1529593

0.3604740 -0.0046585
0.4536977 0.2765226
0.6649083 0.0015570
0.5494420 0.0393229
-1.9165846 0.1174853
1.3700355 -1.5317022
0.3792128 0.0086810
-0.1021424 -0.0761574

0.6274166
0.6894181
0.3621649
0.5056672
1.8368766
0.4903781
-0.3904599
0.0335622

0.0167685
-0.4196401
-0.0286359
-0.0944294
-0.0378027
-0.3286810
0.0025645
0.1447360

■*E21'

1.7732708

-0.4046766
-1.6945411
-0.7669125
-0.3391632
-1.4298515
-1.5826067
-0.2789055
1.4160320

22

0.7617603 -0.7269532

-0.0849829

0.5976324

0.0567236
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0.5646862

-0.2190440

-1.7231278
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Indirect Short-run Partial Price Elasticities
Calculated from NNT-NG8-8SH-AUT of Model 2

O O^ i a ^

A PPE N D IX D

DATA SET USED FOR ESTIMATION IN THIS STUDY
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TABLE A.D.I. Final Data Set Used for Estimation in This Study3

D

X

M

U

Y

1968

41147.900

2924.600

3998.500

2400.000

37674.000

1969

43257.600

3341.500

3956.100

2600.000

40043.000

1970

39653.600

3093.900

5458.500

2600.000

34689.000

1971

50971.800

3759.100

7351.900

3000.000

44379.000

1972

58609.500

4361.900

8679.400

3600.000

50692.000

1973

67623.900

5435.400

10154.300

3700.000

59205.000

1974

62968.300

7022.700

12522.000

3600.000

53869.000

1975

61515.100

8910.900

12043.000

3500.000

54883.000

1976

83447.000

9885.000

15874.000

5100.000

72358.000

1977

101166.500

11107.500

18001.000

5600.000

88673.000

1978

116659.699

12138.900

22688.600

6300.000

99810.000

1979

115556.601

13632.700

24086.301

5800.000

99303.000

1980

97982.601

12804.700

26394.301

5500.000

78893.000

1981

109224.900

14691.600

28481.500

6700.000

88735.000

1982

111407.399

13310.800

31798.199

7100.000

85820.000

1983

145095.099

14336.300

38058.398

8200.000

113173.000

1984

180981.400

16897.600

49295.000

10700.000

137884.000

1985

193075.102

18420.000

58061.102

9000.000

144434.000

1986 212241.092

17733.908

69558.000

11100.000

149317.000
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TABLE A.D.I. Cont.

K

L

1968

9786.000

9859.000

1969

9535.000

1970

E

R

S

234.000

16209.000

1586.000

10424.000

228.000

18205.000

1650.000

6109.000

9642.000

238.000

17214.000

1486.000

1971

9742.000

11677.000

280.000

20936.000

1745.000

1972

8587.000

13361.000

322.000

26551.000

1872.000

1973

8528.000

16113.000

372.000

31895.000

2298.000

1974

3336.000

15997.000

469.000

31768.000

2300.000

1975

4802.000

14998.000

572.000

32251.000

2260.000

1976

9207.000

19451.000

737.000

40227.000

2737.000

1977

11904.000

23414.000

852.000

49107.000

3397.000

1978

11986.000

26365.000

957.000

56504.000

3998.000

1979

7902.000

28361.000

1040.000

57692.000

4308.000

1980

1431.000

25422.000

1049.000

47515.000

3477.000

1981

4813.000

26737.000

1198.000

52401.000

3587.000

1982

4578.000

25425.000

1270.000

51002.000

3544.000

1983

10294.000

29363.000

1424.000

65900.000

6191.000

1984

14508.000

35068.000

1565.000

80084.000

6659.000

1985

15118.000

38272.000

1584.000

83544.000

5917.000

1986

12913.000

39704.000

1583.000

81703.000

8086.000
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TABLE A .D .I. Cont.

Pd

Px

Pm

Pu

Pl

1968

38.88592

26.93565

23.26912

30.34096

29.14473

1969

39.63148

28.35671

24.42296

31.39684

30.41621

1970

41.40273

28.74428

28.07679

32.18648

32.94924

1971

43.36159

30.77899

29.13447

34.67836

37.06169

1972

43.69213

32.29694

32.05113

36.35484

39.63445

1973

44.84991

34.39624

36.95495

38.67712

42.40588

1974

48.47183

39.14389

40.25621

41.42602

47.92888

1975

55.68340

45.50639

49.55104

49.02085

51.95192

1976

59.24930

49.28513

51.92282

56.54760

57.72325

1977

63.49754

54.05405

56.43341

61.15686

63.24625

1978

68.99454

60.30669

67.17529

64.46435

68.03417

1979

74.48956

69.35135

74.43567

68.77926

77.48088

1980

80.61370

80.75676

78.89391

70.43874

89.19241

1981

93.20246

91.29729

92.26862

86.52570

92.44065

1982

100.00000

100.00000

100.00000

100.00000

100.00000

1983

103.19421

102.86487

105.24831

110.07838

101.28142

1984

107.24662

107.72973

113.03612

123.93964

104.39058

1985

108.65768

112.64865

115.68848

122.00451

111.44333

1986

115.06977

121.24324

133.69075

115.97674

119.08215
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TABLE A.D.I. Cent.

xK

xL

xE

Xr

xs

1968

64.01160

133.08589

125.25660

109.42761

119.26514

1969

66.51048

134.78261

119.50146

116.72279

118.93413

1970

68.92013

115.05833

108.87097

102.58137

99.96690

1971

71.73137

123.96606

116.89883

118.23794

109.79808

1972

74.52030

132.55568

127.93255

149.21437

112.44621

1973

77.06381

149.41675

133.57771

163.58025

131.21483

1974

79.25034

131.28314

115.90909

129.68575

123.46905

1975

79.85275

113.57370

110.70381

117.22784

110.82423

1976

79.87505

132.55568

128.11583

137.20538

124.66071

1977

82.08389

145.59915

132.66129

161.27946

143.46243

1978

85.92146

152.38600

133.32112

168.96745

156.90169

1979

91.16466

143.90244

129.17888

151.90797

154.78319

1980

93.37350

112.08908

108.28445

114.59035

113.96889

1981

98.10352

113.78579

107.95454

112.06509

108.20921

1982

100.00000

100.00000

100.00000

100.00000

100.00000

1983

96.89870

113.99788

108.61437

127.89001

165.21019

1984

94.73450

132.13150

122.06745

156.39731

167.09698

1985

95.35921

135.10074

122.50733

161.72839

141.80734

1986

97.34493

131.17709

124.74340

160.99887

187.18967

“D = Value of Domestic Sales,
X = Value of Exports,
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M = Value of Imports,

U = Value of Used Cars,
K = Value of Capital Cost,
L = Value of Labor Cost,
E = Value of Energy Cost,
R = Value of Raw Material Cost,
S = Value of Purchased Business Service Cost,
pD = Price Index of Domestic Sales,
px = Price Index of Exports,
pM= Price Index of Imports,
Pu = Price Index of Used Cars,
pL = Price Index of Labor Input,
xK = Quantity Index of Capital Input,
xL = Quantity Index of Labor Input,
xE = Quantity Index of Energy Input,
xR = Quantity Index of Raw Material Input,
xs = Quantity Index of Purchased Business Service Input.
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COMPUTER PROGRAM

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

Computer Program for Version NNT-NSG-S&H-AUT of Model 2, Using Time Series
Processor (TSP) Statistical Package:
OPTIONS CRT;
FREQ A ;
SMPL 68 8 6 ;
IN WEIDAT;
PR IN T D X M U Y L E R S K PD PX PM PU PL XE XR XK XS XL T ;
GENR S D = D /( Y - L ) ;
GENR S X = X /( Y - L ) ;
GENR SM = (-1*M ) / ( Y - L ) ;
GENR S U = (-1 * U ) / ( Y - L ) ;
GENR S E = E / ( Y - L ) ;
GENR S R = R /( Y - L ) ;
GENR S S = S / ( Y - L ) ;
GENR S K = K /( Y - L ) ;
GENR X l= L O G (P D /P L );
GENR X 2=LO G (PX /PL) ;
GENR X 3 = L 0 G (P M /P L );
GENR X 4=LO G (PU /PL) ;
GENR Y l= L O G (X E /X S) ;
GENR Y2=LOG(XR/XS) ;
GENR Y3=LOG(XK/XS) ;
PR IN T SD SX SM SE SR SS X I X2 X3 X4 Y1 Y2 Y 3 ;
SMPL 69 8 6 ;
PARAM A1 A2 A3 A4A6 A7 A8 B1
B2 B3 B4 B6 B7 B8
G i l G12
G13 G14 G22 G23 G24 G33 G34 G44
D l l D12
D13 D21 D22 D23 D31 D32 D33 D41 D42 D43
H l l H12
H13 H22 H23 H33 P I P 2 ;
FRML EQ1 SD =A 1+G 11*X 1+G 12*X 2+G 13*X 3+G 14*X 4+D 11*Y 1+D 12*Y 2
+ D 1 3 * Y 3 + B 1 * T + P 1 * (S D ( - 1 ) -A 1 -G 1 1 * X 1 ( - 1 )
—G 1 2 * X 2 ( - 1 ) —G 1 3 * X 3 ( - 1 ) -G 1 4 * X 4 ( - 1 )
-D 1 1 * Y 1 ( - 1 ) - D 1 2 * Y 2 ( - 1 )
-D 1 3 * Y 3 ( - 1 ) -B 1 * T ( - 1 ) ) ;
FRML EQ2 SX =A 2+G 12*X 1+G 22*X 2+G 23*X 3+G 24*X 4+D 21*Y 1+D 22*Y 2
+ D 2 3 * Y 3 + B 2 * T + P 1 * ( S X ( - l) -A 2 -G 1 2 * X 1 ( - 1 )
-G 2 2 * X 2 ( - 1 ) - G 2 3 * X 3 ( - 1 ) -G 2 4 * X 4 ( - 1 )
-D 2 1 * Y 1 ( - 1 ) —D 2 2 * Y 2 ( - 1 )

—D23*Y3( —1 ) —B2*T( —1 ) ) ;
FRML EQ3 SM =A3+G 13*X 1+G 23*X 2+G 33*X 3+G 34*X 4+D 31*Y 1+D 32*Y 2
+ D 3 3 * Y 3 + B 3 * T + P 1 * (S M (-l)-A 3 -G 1 3 * X 1 ( - 1 )
-G 2 3 * X 2 ( - 1 ) —G 3 3 * X 3 ( - 1 ) -G 3 4 * X 4 ( - 1 )
-D 3 1 * Y 1 ( - 1 ) - D 3 2 * Y 2 ( - 1 )
-D 3 3 * Y 3 ( - 1 ) - B 3 * T ( - 1 ) ) ;
FRML EQ4 SU =A 4+G 14*X 1+G 24*X 2+G 34*X 3+G 44*X 4+D 41*Y 1+D 42*Y 2
+ D 4 3 * Y 3 + B 4 * T + P 1 * ( S U ( - l) -A 4 -G 1 4 * X 1 ( - 1 )
-G 2 4 * X 2 ( - 1 ) —G 3 4 * X 3 ( - 1 ) -G 4 4 * X 4 ( - 1 )
-D 4 1 * Y 1 ( - 1 ) - D 4 2 * Y 2 ( - 1 )
—D 4 3 * Y 3 ( —1 ) —B 4 * T ( —1 ) ) ;
FRML EQ5 SE=A 6+D 11*X 1+D 21*X 2+D 31*X 3+D 41*X 4+H 11*Y 1+H 12*Y 2
+ H 1 3 * Y 3 + B 6 * T + P 2 * ( S E ( -l)- A 6 - D 1 1 * X 1 ( - 1 )
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- D 2 1 * X 2 ( - 1 ) -D 3 1 * X 3 ( - 1 ) -D 4 1 * X 4 ( - 1 )
- H 1 1 * Y 1 ( - 1 ) -H 1 2 * Y 2 ( - 1 )
-H 1 3 * Y 3 ( - 1 ) -B 6 * T ( - 1 ) ) ;
FRML EQ6 SR =A 7+D 12*X 1+D 22*X 2+D 32*X 3+D 42*X 4+H 12*Y 1+H 22*Y 2
+ H 2 3 * Y 3 + B 7 * T + P 2 * ( S R ( -l) -A 7 -D 1 2 * X 1 ( - 1 )
- D 2 2 * X 2 ( - 1 ) - D 3 2 * X 3 ( - 1 ) -D 4 2 * X 4 ( - 1 )
- H 1 2 * Y 1 ( - 1 ) -H 2 2 * Y 2 ( - 1 )
-H 2 3 * Y 3 ( - 1 ) -B 7 * T ( - 1 ) ) ;
FRML EQ7 SK =A 8+D 13*X 1+D 23*X 2+D 33*X 3+D 43*X 4+H 13*Y 1+H 23*Y 2
+ H 3 3 * Y 3 + B 8 * T + P 2 * ( S K ( - l) -A 8 -D 1 3 * X 1 ( - 1 )
-D 2 3 * X 2 ( - 1 ) -D 3 3 * X 3 ( - 1 ) -D 4 3 * X 4 ( - 1 )
-H 1 3 * Y 1 (-1 )-H 2 3 * Y 2 (-1 )
-H 3 3 * Y 3 ( - 1 ) - B 8 * T ( - 1 ) ) ;
LSQ (M A X IT=100) EQ1 EQ2 EQ3 EQ4 EQ5 EQ6 E Q 7;
GENR
SD F=A 1+G 11*X 1+G 12*X 2+G 13*X 3+G 14*X 4+D 11*Y 1+D 12*Y 2
+ D 1 3 * Y 3 + B 1 * T + P 1 * (S D ( - 1 ) - A 1 -G 1 1 * X 1 ( - 1 )
-G 1 2 * X 2 ( - 1 ) -G 1 3 * X 3 (-If-G 1 4 * X 4 ( - 1 )
- D 1 1 * Y 1 ( - 1 ) -D 1 2 * Y 2 ( - 1 )
—D 1 3 * Y 3 ( - 1 ) - B 1 * T ( - 1 ) ) ;
GENR
SXF=A2 +G12 *X1+G2 2 *X2+G2 3 *X3 +G2 4 *X 4+D 21 * Y1+D2 2 * Y2
+ D 2 3 * Y 3 + B 2 * T + P 1 * ( S X ( - l) -A 2 -G 1 2 * X 1 ( - 1 )
- G 2 2 * X 2 ( - 1 ) -G 2 3 * X 3 ( - 1 ) -G 2 4 * X 4 ( - 1 )
-D 2 1 * Y 1 ( - 1 ) -D 2 2 * Y 2 ( - 1 )
-D 2 3 * Y 3 ( - 1 ) -B 2 * T ( - 1 ) ) ;
GENR
SMF=A3+G13 *X1+G2 3 *X2+G3 3 *X3+G3 4 *X 4+D 31 * Y1+D3 2 * Y2
+ D 3 3 * Y 3 + B 3 * T + P 1 * (S M (-l)-A 3 -G 1 3 * X 1 ( - 1 )
- G 2 3 * X 2 ( - 1 ) -G 3 3 * X 3 ( - 1 ) -G 3 4 * X 4 ( - 1 )
- D 3 1 * Y 1 ( - 1 ) -D 3 2 * Y 2 ( - 1 )
-D 3 3 * Y 3 (-1 )-B 3 * T (-1 )) ;
GENR
SU F=A 4+G 14*X 1+G 24*X 2+G 34*X 3+G 44*X 4+D 41*Y 1+D 42*Y 2
+ D 4 3 * Y 3 + B 4 * T + P 1 * ( S U ( - l) -A 4 -G 1 4 * X 1 ( - 1 )
- G 2 4 * X 2 ( - 1 ) -G 3 4 * X 3 ( - 1 ) -G 4 4 * X 4 ( - 1 )
- D 4 1 * Y 1 ( - 1 ) -D 4 2 * Y 2 ( - 1 )
-D 4 3 * Y 3 ( - 1 ) -B 4 * T ( - 1 ) ) ;
GENR
SEF=A 6+D 11*X 1+D 21*X 2+D 31*X 3+D 41*X 4+H 11*Y 1+H 12*Y 2
+ H 1 3 * Y 3 + B 6 * T + P 2 * ( S E ( -l)- A 6 - D 1 1 * X 1 ( - 1 )
-D 2 1 * X 2 ( - 1 ) -D 3 1 * X 3 ( - 1 ) - D 4 1 * X 4 ( - 1 )
- H 1 1 * Y 1 ( - 1 ) -H 1 2 * Y 2 ( - 1 )
-H 1 3 * Y 3 ( - 1 ) -B 6 * T ( - 1 ) ) ;
GENR
SR F=A 7+D 12*X 1+D 22*X 2+D 32*X 3+D 42*X 4+H 12*Y 1+H 22*Y 2
+H2 3 * Y3 +B7 *T+P2 * ( S R ( - l ) - A 7 - D 1 2 * X 1 ( - 1 )
- D 2 2 * X 2 ( - 1 ) -D 3 2 * X 3 ( - 1 ) -D 4 2 * X 4 ( - 1 )
-H 1 2 * Y 1 (-1 )-H 2 2 * Y 2 (-1 )
-H 2 3 * Y 3 ( - 1 ) -B 6 * T ( - 1 ) ) ;
GENR
SKF=A8+D13*X1+D2 3 *X2+D3 3 *X3+D4 3 *X4+H13 * Y1+H2 3 * Y2
+H3 3 *Y 3+B 8*T+P2 * ( S K ( - l ) - A 8 - D 1 3 * X 1 ( - 1 )
- D 2 3 * X 2 ( - 1 ) -D 3 3 * X 3 ( - 1 ) -D 4 3 * X 4 ( - 1 )
- H 1 3 * Y 1 ( - 1 ) -H 2 3 * Y 2 ( - 1 )
-H 3 3 * Y 3 ( - 1 ) -B 8 * T ( - 1 ) ) ;
GENR
S L F = 1 -S D F -S X F -S M F -S U F ;
GENR
S S F = 1 -S E F -S R F -S K F ;
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PR IN T SDF SXF SMF SLF SEF SRF SSF SUCF SK F;
MSD SD F;
SET ASDF=@MEAN;
MSD SX F;
SET ASXF=@MEAN;
MSD S L F ;
SET ASLF=gMEAN;
MSD S E F ;
SET ASEF=gMEAN;
MSD S R F ;
SET ASRF=gMEAN;
MSD S S F ;
SET ASSF=@MEAN;
MSD SMF;
SET ASMF=@MEAN;
MSD SD F;
SET ASUF=@MEAN;
MSD SK F;
SET ASKF=@MEAN;
PR IN T ASDF ASXF ASLF ASEF ASRF ASSF ASMF ASKF ASUF;
FRML W1 G 1 5 = 0 -G 1 1 -G 1 2 -G 1 3 -G 1 4 ;
FRML W2 G 2 5 = 0 -G 1 2 -G 2 2 -G 2 3 -G 2 4 ;
FRML W3 G 3 5 = 0 -G 1 3 -G 2 3 -G 3 3 -G 3 4 ;
FRML W4 G 4 5 = 0 -G 1 4 -G 2 4 -G 3 4 -G 4 4 ;
FRML W5 G 55= G ll+ G 22+ G 33+ G 44+ 2*(G 12+ G 13+ + G 14+ G 23+ G 24+ G 34)
FRML W6 H 1 4 = 0 -H 1 1 -H 1 2 -H 1 3 ;
FRML W7 H 2 4 = 0 -H 1 2 -H 2 2 -H 2 3 ;
FRML W8 H 3 4 = 0 -H 1 3 -H 2 3 -H 3 3 ;
FRML W9
H 4 4 = H ll+ H 2 2 + H 3 3 + 2 * (H 1 2 + H 1 3 + H 2 3 );
FRML W10 D 1 4 = 0 -D 1 1 -D 1 2 -D 1 3 ;
FRML W ll D 2 4 = 0 -D 2 1 -D 2 2 -D 2 3 ;
FRML W12 D 3 4 = 0 -D 3 1 -D 3 2 -D 3 3 ;
FRML W13 D 4 4 = 0 -D 4 1 -D 4 2 -D 4 3 ;
FRML W14 D 5 1 = 0 -D 1 1 -D 2 1 -D 3 1 -D 4 1 ;
FRML W15 D 5 2 = 0 -D 1 2 -D 2 2 -D 3 2 -D 4 2 ;
FRML W16 D 5 3 = 0 - D 1 3 -D 2 3 -D 3 3 -D 4 3 ;
FRML W17 D 54=D 11+D 12+D 13+D 21+D 22+D 23+D 31+D 32+D 33+D 41
+ D 42+ D 43;
FRML W18 A 5 = 1 -A 1 -A 2 -A 3 -A 4 ;
FRML W19 A 9 = l-A 6 -A 7 -A 8 ;
FRML W20 B 5 = 0 - B 1 - B 2 - B 3 - B 4 ;
FRML W21 B 9 = 0 - B 6 - B 7 - B 8 ;
FRML DD
N D D = (G 1 1 + (A S D F * * 2 )-A S D F )/A S D F * * 2 ;
FRML DX
N D X =(G 12+(A SD F*A SX F)) / (ASDF*ASXF)
FRML DM NDM =(G13+(ASDF*ASM F)) / (ASDF*ASMF)
FRML DU
N D U =(G 14+(A SD F*A SU F)) / (ASDF*ASUF)
FRML XM NXM =(G23+(ASXF*ASM F)) / (ASXF*ASMF)
FRML XX
N X X = (G 22+ (A SX F**2) -A S X F )/A S X F * * 2 ;
FRML MM N M M =(G 33+(A SM F**2)-A SM F)/A SM F**2;
FRML XU
N X U =(G 24+(A SX F*A SU F)) / (ASX F*A SU F);
FRML MU NM U=(G34+(ASM F*ASUF)) / (ASM F*ASUF);
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FRML UU
FRML LL

NUU= G44+ (A SU F**2) -A SU F )/A S U F **2;
NLL= (G 11+G 22+G 33+G 44+2*(G 12+G 13+G 14+G 23+G 24+G 34))
+ A S L F * * 2 )-A S L F )/A S L F * * 2 ;
FRML LE
NLE= ( -D 1 1 -D 2 1—D 31-D 41 ) + ( ASLF*ASEF) ) / (A SLF*A SEF);
FRML LR
NLR= ( —D12—D22—D32—D 42) + (ASLF*ASRF)) / (A SLF*A SR F);
FRML LK NLK= ( -D 1 3 -D 2 3 -D 3 3 -D 4 3) + (ASLF*ASKF)) / (ASLF*ASKF);
FRML LS
NLS= (D11+D12+D13+D21+D22+D23+D31+D32+D33+D41
+D 42+ D 43)+ (A S L F *A SS F )) / (A SLF*A SSF);
NEE= H 1 1 + (A SE F **2) -A S E F )/A S E F * * 2 ;
FRML EE
FRML ER NER= H 12+(A SEF*A SR F)) / (ASEF*ASRF) ;
FRML EK NEK= H 13+(A SEF*A SK F)) / (ASEF*ASKF) ;
FRML ES
NES= (-H 1 1 -H 1 2 -H 1 3 ) + (ASEF*A SSF)) / (A SEF*A SSF);
FRML RR NRR= H 2 2 + (A S R F * * 2 )-A S R F )/A S R F * * 2 ;
FRML RK NRK= H2 3 + (ASRF*ASKF) ) / (ASRF*ASKF);
NRS= ( —H12—H 22—H 23) + (ASRF*ASSF)) / (A SR F*A SSF);
FRML RS
FRML KK NKK= H 33+ (A S K F **2)-A S K F )/A S K F **2;
FRML SK NSK= ( —H13—H 23—H 33)+(A SSF*A SK F)) / (A SSF*A SK F);
FRML SS
NSS= (H 11+H 22+H 33+2*(H 12+H 13+H 23))
+ A S S F * * 2 )-A S S F )/A S S F * * 2 ;
NDL= (-G 1 1 -G 1 2 -G 1 3 -G 1 4 )+ (A S D F * A S L F )) / (A SDF*ASLF);
FRML DL
FRML DE NDE= D 11+(A SD F*A SEF)) / (ASDF*ASEF) ;
FRML DR NDR= D 12+(A SD F*A SRF)) / (ASDF*ASRF);
FRML DK NDK= D13+(ASDF*ASKF)) / (ASDF*ASKF) ;
NDS= ( —D l l —D 12—D 13) + (ASDF*ASSF)) / (ASD F*ASSF);
FRML DS
FRML XL NXL= (-G 1 2 -G 2 2 -G 2 3 -G 2 4 )+ (ASXF*ASLF)) / (A SX F*ASLF);
FRML XE NXE= D 21+(A SX F*A SEF)) / (ASXF*ASEF) ;
FRML XR NXR= D 22+(A SX F*A SRF)) / (ASXF*ASRF) ;
FRML XK NXK= D23+ (ASXF*ASKF)) / (ASXF*ASKF);
NXS= (-D 2 1 -D 2 2 -D 2 3 ) + (ASXF*ASSF)) / (ASX F*ASSF);
FRML XS
FRML ML NML= ( —G13—G 23—G33—G 3 4 )+ (ASMF*ASLF)) / (ASMF*ASLF);
FRML ME NME= D31 + (ASMF*ASEF)) / (ASMF*ASEF) ;
FRML MR NMR= D32+(ASM F*ASRF)) / (ASMF*ASRF);
FRML MK NMK= D33+(ASMF*ASKF)) / (ASMF*ASKF) ;
FRML MS NMS= (-D 3 1 -D 3 2 -D 3 3 ) + (ASMF*ASSF)) / (ASMF*ASSF);
NUL= (-G 1 4 -G 2 4 -G3 4 -G 4 4 ) + (ASUF*ASLF) ) / (ASUF*ASLF);
FRML UL
FRML UE NUE= D 41+(A SU F*A SEF)) / (ASUF*ASEF) ;
FRML UR NUR= D 42+(A SU F*A SRF)) / (ASUF*ASRF);
FRML UK NUK= D4 3 + ( ASUF*ASKF) ) / (ASUF*ASKF) ;
NUS= (-D 4 1 -D 4 2 -D 4 3 )+ (A S U F * A S S F )) / (A SUF*ASSF);
FRML US
W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 W ll
ANALYZ
W12 W13 W14 W15 W16 W17 W18 W19
DD DX DM DU XM XX XU MM MU
UU LL LE LR LS LK EE ER ES
EK RR RS RK SS SK KK DL DE
DR DS DK XL XE XR XS XK ML
ME MR MS MK UL UE UR US UK;
GENR N D D F = (G 1 1 + (S D F * * 2 )-S D F )/S D F * * 2 ;
GENR NDXF=(G12+( SD F*SX F)) / (SD F*SX F);
GENR NDMF=( G13 + ( SDF*SMF) ) / (SDF*SM F);
GENR NDUF=(G14+( SD F*SU F)) / (SD F*SU F);
GENR NXMF=( G23 + ( SXF*SMF) ) / (SXF*SM F);
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GENR
GENR
GENR
GENR
GENR
GENR

NXXF=
NMMF=
NXUF=
NMUF=
NUUF=
NLLF=
+
NLEF=
NLRF=
NLKF=
NLSF=

G 2 2 + ( S X F * * 2 ) - S X F ) /S X F * * 2 ;
G 3 3 + (S M F * * 2 )-S M F )/S M F * * 2 ;
G2 4 + ( SXF* SUF) ) / (S X F * S U F );
G 3 4 + (S M F * S U F )) / (S M F *S U F );
G 4 4 + (S U F * * 2 ) - S U F ) / S U F * * 2 ;
(G 1 1 + G 2 2 + G 3 3 + G 4 4 + 2 * (G 1 2 + G 1 3 + G 1 4 + G 2 3 + G 2 4 + G 3 4 ))
S L F ** 2 ) -S L F )/S L F * * 2 ;
GENR
( - D 1 1 - D 2 1 - D 3 1 - D 4 1 ) + (S L F * S E F )) / (S L F * S E F );
GENR
( - D 1 2 - D 2 2 - D 3 2 - D 4 2 ) + (S L F *SR F ) ) / (S L F * S R F );
GENR
( - D 1 3 - D 2 3 - D 3 3 - D 4 3 ) + (SL F *SK F ) ) / (S L F * S K F );
GENR
(D 1 1 + D 1 2 + D 1 3 + D 2 1 + D 2 2 + D 2 3 + D 3 1 + D 3 2 + D 3 3 + D 4 1 + D 4 2 + D 4 3 )
+ S L F * S S F ) ) / (S L F * S S F ) ;
GENR NEEF= H 1 1 + ( S E F * * 2 ) - S E F ) / S E F * * 2 ;
GENR NERF= H 1 2 + (S E F * S R F )) / (SE F *SR F ) ;
GENR NEKF= H 1 3 + ( S E F * S K F ) ) /( S E F * S K F ) ;
GENR NESF= ( - H 1 1 - H 1 2 - H 1 3 ) + (S E F * S S F ) ) / ( S E F * S S F ) ;
GENR NRRF= H 2 2 + ( S R F * * 2 ) - S R F ) / S R F * * 2 ;
GENR NRKF= H 2 3 + (S R F * S K F )) / (SR F*SK F) ;
GENR NRSF= ( - H 1 2 - H 2 2 - H 2 3 ) + ( S R F * S S F ) ) / ( S R F * S S F ) ;
GENR NKKF= H 3 3 + ( S K F * * 2 ) - S K F ) /S K F * * 2 ;
GENR NSKF= ( - H 1 3 - H 2 3 - H 3 3 ) + (S S F * S K F )) / ( S S F * S K F ) ;
GENR N S S F = (H 11+ H 22+ H 33+ 2*(H 12+ *H 13+ H 23) ) + ( S S F * * 2 )
-S S F )/S S F * * 2 ;
GENR NDLF= ( —G i l —G 12—G 13—G 1 4 )+ (S D F * S L F )) / (S D F * S L F );
GENR NDEF= D 1 1 + ( S D F * S E F )) / (S D F * S E F );
GENR NDRF= D 1 2 + (S D F * S R F )) / (S D F * S R F );
GENR NDKF= D 1 3 + (S D F * S K F )) / (S D F * S K F );
GENR NDSF= ( - D 1 1 - D 1 2 - D 1 3 ) + ( S D F * S S F ) ) / ( S D F * S S F ) ;
GENR NXLF= ( - G 1 2 - G 2 2 - G 2 3 - G 2 4 ) + (S X F *S L F ) ) / (S X F * S L F );
GENR NXEF= D 2 1 + ( S X F * S E F )) / (SX F *SE F ) ;
GENR NXRF= D 2 2 + (S X F * S R F )) / (SX F*SR F) ;
GENR NXKF= D2 3 + ( SX F*SK F) ) / (S X F * S K F );
GENR NXSF= ( - D 2 1 - D 2 2 - D 2 3 ) + ( S X F * S S F ) ) / ( S X F * S S F ) ;
GENR NMLF= ( - G 1 3 - G 2 3 - G 3 3 - G 3 4 ) + (S M F * S L F )) / (S M F * S L F );
GENR NMEF= D 3 1 + (S M F * S E F )) / (S M F * S E F );
GENR NMRF= D 3 2 + (S M F * S R F )) / (S M F *S R F );
GENR NMKF= D 3 3 + (S M F * S K F )) / (S M F *S K F );
GENR NMSF= ( - D 3 1 - D 3 2 - D 3 3 ) + ( S M F * S S F ) ) /( S M F * S S F ) ;
GENR NULF= ( —G 1 4 —G 2 4 -G 3 4 —G 4 4 ) + (S U F * S L F )) / (S U F * S L F );
GENR NUEF= D 4 1 + ( S U F * S E F )) / (SU F *SE F ) ;
GENR NURF= D 4 2 + (S U F * S R F )) / (S U F * S R F );
GENR NUKF= D 4 3 + (S U F * S K F )) / (S U F * S K F );
GENR NUSF= ( - D 4 1 - D 4 2 - D 4 3 ) + ( S U F * S S F ) ) / ( S U F * S S F ) ;
PRINT
NDDF NDXF NDMF NDUF NXMF NXXF NXUF NMMF NMUF
NUUF NLLF NLEF NLRF NLSF NLKF NEEF NERF NESF
NEKF NRRF NRSF NRKF NSSF NSKF NKKF NDLF NDEF
NDRF NDSF NDKF NXLF NXEF NXRF NXSF NXKF NMLF
NMEF NMRF NMSF NMKF NULF NUEF NURF NUSF NUKF;
FRML DDD EDD=NDD*ASDF;
FRML DDX EDX=NDX*ASXF;
FRML DDM EDM=NDM*ASMF;
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FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML
FRML

DDU
XXD
XXX
XXM
XXU
MMD
MMX
MMM
MMU
UUD
UUX
UUM
UUU
LLL
LLE
LLR
LLS
LLK
EEL
EEE
EER
EES
EEK
RRL
RRE
RRR
RRS
RRK
S SL
SSE
SSR
SSS
SSK
KKL
KKE
KKR
KKS
KKK
DDL
DDE
DDR
DDS
DDK
XXL
XXE
XXR
XXS
XXK
MML
MME
MMR

EDU=NDU*ASUF
EXD=NDX*ASDF
EXX=NXX*ASXF
EXM=NXM*ASMF
EXU=NXU*ASUF
EMD=NDM*ASDF
EMX=NXM*ASXF
EMM=NMM*ASMF
EMU=NMU* ASUF
EUD=NDU*ASDF
EUX=NXU*ASXF
EUM=NMU*ASMF
EUU=NUU * ASUF
ELL=NLL*ASLF
ELE=NLE*ASEF
ELR=NLR*ASRF
ELS=NLS*ASSF
ELK=NLK*ASKF
ELF=NLE*ASLF
EEF=NEE*ASEF
ERF=NER*ASRF
ESF=NES*A SSF
EKF=NEK*ASKF
ERL=NLR*ASLF
ERE=NER*ASEF
ERR=NRR*ASRF
ERS=NRS*ASSF
ERK=NRK*ASKF
ESL=NLS *ASLF
ESE=NES*ASEF
ESR=NRS * ASRF
E SS=N SS*A SSF
ESK=NSK*ASKF
EKL=NLK*ASLF
EKE=NEK*ASEF
EKR=NRK*ASRF
EKS=NSK*ASSF
EKK=NKK*ASKF
EDL=NDL* AS LF
EDE=NDE*ASEF
EDR=NDR*ASRF
EDS=NDS*ASSF
EDK=NDK*ASKF
EXL=NXL*ASLF
EXE=NXE*ASEF
EXR=NXR*ASRF
EXS=NXS*ASSF
EXK=NXK*ASKF
EML=NML*ASLF
EME=NME *AS E F
EMR=NMR*ASRF
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FRML MMS
FRML MMK
FRML UUL
FRML UUE
FRML UUR
FRML UUS
FRML UUK
FRML LLD
FRML LLX
FRML LLM
FRML LLU
FRML EED
FRML EEX
FRML EEM
FRML EEU
FRML RRD
FRML RRX
FRML RRM
FRML RRU
FRML SSD
FRML SSX
FRML SSM
FRML SSU
FRML KKD
FRML KKX
FRML KKM
FRML KKU
ANALYZ

GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR

EMS=NMS *AS S F
EMK=NMK*ASKF
EUL=NUL*ASLF
EUE=NUE*ASEF
EUR=NUR*ASRF
EUS=NUS*ASSF
EUK=NUK*ASKF
ELD=NDL*ASDF
ELX=NXL*ASXF
ELM=NML *ASMF
ELU=NUL*ASUF
EDF=NDE*ASDF
EXF=NXE*ASXF
EMF=NME*ASMF
EUF=NUE*ASUF
ERD=NDR*ASDF
ERX=NXR*ASXF
ERM=NMR*ASMF
ERU=NUR*ASUF
ESD=NDS*ASDF
ESX=NXS*ASXF
ESM=NMS * ASMF
ESU=NUS*ASUF
EKD=NDK*ASDF
EKX=NXK*ASXF
EKM=NMK*ASMF
EKU=NUK*ASUF
DDD DDX DDM DDU
MMX MMM MMU UUD
LLR LLS LLK EEL
RRE RRR RRS RRK
KKL KKE KKR KKS
DDK XXL XXE XXR
MMS MMK UUL UUE
LLM LLU EED EEX
RRU SSD SSX SSM
FEDD=NDDF*SDF
FEDX=NDXF*SXF
FEDM=NDMF* SMF
FEDU=NDUF*SUF
FEXD=NDXF * SDF
FEXX=NXXF*SXF
FEXM=NXMF*SMF
FEXU=NXUF* SUF
FEMD=NDMF*SDF
FEMX=NXMF*SXF
FEMM=NMMF * SMF
FEMU=NMUF* SUF
FEUD=NDUF*SDF
FEUX=NXUF*SXF
FEUM=NMUF* SMF

XXD
UUX
EEE
SSL
KKK
XXS
UUR
EEM
SSU

XXX
UUM
EER
SSE
DDL
XXK
UUS
EEU
KKD

XXM
UUU
EES
SSR
DDE
MML
UUK
RRD
KKX

XXU
LLL
EEK
SSS
DDR
MME
LLD
RRX
KKM

MMD
LLE
RRL
SSK
DDS
MMR
LLX
RRM
KKU
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GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR

FEUU=NUUF* SUF
FELL=NLLF * SLF
FELE=NLEF*SEF
FELR=NLRF*SRF
FE L S=N L SF*SSF
FELK=NLKF* SKF
FELF=NLEF * SLF
FEEE=NEEF*SEF
FEER=NERF*SRF
FE E S=N E SF*SSF
FEEK=NEKF * SKF
FERL=NLRF*SLF
FERE=NERF* SEF
FERR=NRRF * SRF
FE R S=NRSF*SSF
FERK=NRKF * SKF
FESL=N LSF*SLF
FESE=N ESF*SEF
FESR=NRS F* SRF
F E S S = N S S F *S S F
FESK=NSKF*SKF
FEKL=NLKF*SLF
FEKE=NEKF*SEF
FEKR=NRKF* SRF
FEK S=NSK F*SSF
FEKK=NKKF*SKF
FEDL=NDLF*SLF
FEDE=NDEF*SEF
FEDR=NDRF*SRF
FEDS=NDSF*SSF
FEDK=NDKF*SKF
FEXL=NXLF* SLF
FEXE=NXEF*SEF
FEXR=NXRF * SRF
FEXS=NXSF*SSF
FEXK=NXKF * SKF
FEML=NMLF*SLF
FEME=NMEF*SEF
F EMR=NMRF * SRF
FEMS=NMSF*SSF
FEMK=NMKF*SKF
FEUL=NULF*SLF
FEUE=NUEF*SEF
FEUR=NURF * SRF
FEUS=NUSF*SSF
FEUK=NUKF*SKF
FELD=NDLF*SDF
FELX=NXLF*SXF
FELM=NMLF* SMF
FELU=NULF* SUF
FEED=NDEF*SDF
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GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR
GENR

FEEX=NXEF*SXF
FEEM=NMEF*SMF
FEEU=NUEF* SUF
FERD=NDRF*SDF
FERX=NXRF*SXF
FERM=NMRF*SMF
FERU=NURF*SUF
FESD=NDSF*SDF
FESX=NXSF*SXF
FESM=NMSF*SMF
FESU=NUSF*SUF
FEKD=NDKF*SDF
FEKX=NXKF*SXF
FEKM=NMKF*SMF
FEKU=NUKF* SUF
FEDD FEDX
FEMX FEMM
FELR FELS
FERE FERR
FEKL FEKE
FEDK FEXL
FEMS FEMK
FELM FELU
FERU FESD
NDDF NDXF
NUUF NLLF
NEKF NRRF
NDRF NDSF
NMEF NMRF
FEDD FEDX
FEMX FEMM
FELR FELS
FERE FERR
FEKL FEKE
FEDK FEXL
FEMS FEMK
FELM FELU
FERU FESD

FEDM
FEMU
FELK
FERS
FEKR
FEXE
FEUL
FEED
FESX
NDMF
NLEF
NRSF
NDKF
NMSF
FEDM
FEMU
FELK
FERS
FEKR
FEXE
FEUL
FEED
FESX

FEDU
FEUD
FEEL
FERK
FEKS
FEXR
FEUE
FEEX
FESM
NDUF
NLRF
NRKF
NXLF
NMKF
FEDU
FEUD
FEEL
FERK
FEKS
FEXR
FEUE
FEEX
FESM

FEXD
FEUX
FEEE
FESL
FEKK
FEXS
FEUR
FEEM
FESU
NXMF
NLSF
NSSF
NXEF
NULF
FEXD
FEUX
FEEE
FESL
FEKK
FEXS
FEUR
FEEM
FESU

FEXX
FEUM
FEER
FESE
FEDL
FEXK
FEUS
FEEU
FEKD
NXXF
NLKF
NSKF
NXRF
NUEF
FEXX
FEUM
FEER
FESE
FEDL
FEXK
FEUS
FEEU
FEKD

FEXM
FEUU
FEES
FESR
FEDE
FEML
FEUK
FERD
FEKX
NXUF
NEEF
NKKF
NXSF
NURF
FEXM
FEUU
FEES
FESR
FEDE
FEML
FEUK
FERD
FEKX

FEXU
FELL
FEEK
FE SS
FEDR
FEME
FELD
FERX
FEKM
NMMF
NERF
NDLF
NXKF
NUSF
FEXU
FELL
FEEK
FESS
FEDR
FEME
FELD
FERX
FEKM

FEMD
FELE
FERL
FESK
FEDS
FEMR
FELX
FERM
FEKU
NMUF
NESF
NDEF
NMLF
NUKF
FEMD
FELE
FERL
FESK
FEDS
FEMR
FELX
FERM
FEKU

STOP;
END;
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