This research attempts to analyze possible relationships between financial depth and financial access indicators with poverty in Indonesia. Financial depth indicators include the ratio of savings to gross domestic regional product and the ratio of credit to gross domestic regional product. Financial access indicators include the number of banks and number of cooperatives, while poverty is measured by poverty headcount ratio. This research utlizes a panel provincial level data in Indonesia consisting of 33 provinces for the period of 2007 to 2015. The main findings of this research is that financial development variables show a statistically significant negative relationship with poverty, confirming the contribution of financial depth and financial access in reducing poverty in Indonesia. However, the savings variable shows contradictory results, suggesting that in regions where the savings rate is high, the poverty rate tends to be high also. A possible explanation is that consumption of private and household sector contributes significantly to Indonesia's GDP. Therefore, the effect of consumption is more effective in reducing poverty than the effect of savings.
I. INTRODUCTION
Indonesia has experienced a reduction in the poverty rate over the past 15 years. This has been achieved because of economic growth and multiple poverty alleviation programs, including social safety net program, conditional cash transfer program, expansion of credit to small and medium enterprises through KUR (Kredit Usaha Rakyat), and the community development program through PNPM (Program Nasional Pemberdayaan Masyarakat) . The poverty headcount ratio has fallen to around half, from 19.14% in 2000 to 11.13% in 2015 11.13% in (BPS, 2017 . On the other hand, the financial sector in Indonesia is also growing to the objective of financial inclusion. The ownership of formal saving and credit account by adult population, for instance, shows an increasing trend. Financial sector development and financial inclusion have potentially become a new strategy for poverty alleviation.
In recent years, the focus of financial development issues has shifted to the provision of microfinance products for the middle-and-low-income population through the financial inclusion policy. The initiative for improving financial inclusion began in 2013 when the group of countries organized in the G20 2 committed to expanding access of formal financial services as one strategy for poverty alleviation by creating financial inclusion strategies in each country (Cull et al., 2014) . The principle of financial inclusion is to ensure that everyone can receive financial services with the objective of increasing people's income, so that those who are still living in poverty can get out of this situation by taking advantage of the financial services they receive.
The concept of financial inclusion is also encouraged by the existing financial sector that often excludes low-and-middle-income populations from its services. For example, to open a savings account in formal financial institutions, such as banks, requires a minimum deposit that is in many instances difficult for poor people to have. In addition, to obtain credit from banks, the banks require collateral in the form of assets, and often poor people do not have sufficient assets that can be used as collateral. This problem is considered a supply-side issue because it is related to the financial institutions as providers of services. However, the problem is not always from the supply side, as it can also come from the demand side. The presence of informal sources of finance, such as borrowing from friends and relatives, and also saving money in the form of assets (such as house, lands, jewelry), is also a reason why middle-and-low-income populations often do not access formal financial services.
In a household survey conducted in 2014 3 , around 27% of the households surveyed had attempted to borrow money from sources other than families and friends. This number is insignificant compared to around 73% who did not borrow from other sources. For savings accounts, only 28% of households have them in formal financial institutions. In addition, 69% saved in the form of house and land, 71% owned vehicles, and 46% saved in the form of jewelry. The asset ownership of households is described in the figure 1. When households are identified based on poor and non-poor peoples, then the proportion of credit and savings account ownership can be observed in the figure 2. 
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In the non-poor households, 40% of the households surveyed had credit at the time they were surveyed, and 60% of the households did not have any credit. In poor households, only 12% had credit while 88% did not have any credit from formal sources. For savings accounts, in non-poor households, 28% had savings, and 72% did not. By comparison, in poor households, 11% had savings accounts and 89% did not.
The figures illustrate how ownership of formal credit and savings accounts is very small in the group of poor households when compared to the non-poor households. As mentioned earlier, this condition might be caused by the supply side problem or demand side problem. However, the question to be addressed is whether or not the absence of formal credit and savings accounts in poor households is contributing to their poverty. Poor people are poor because either they do not access formal financial services or they do not access formal financial services because of their poor status.
Bhanerjee and Duflo (2011) argue that microcredit and saving access among poor people may help them escape poverty, although there are several problems with this. The impact of microcredit is very limited because its scope is usually small, and the activities are based on delivering small loans to poor people to build their businesses. However, the income effect of microcredit is incapable of lifting poor people out of their subsistence level. Although they are able to get out of the poverty trap, there is no further significant growth of their income (p.173). On the other hand, the saving activities of the poor may also be problematic. Similar to people from other income groups, poor people also face an uncertain future that creates a risk of shocks which will require them to draw down their reserves of assets in the future. Therefore, the importance of saving for the poor people is as high as people from other income groups, and they are also as capable as other people to save. 5 However, the saving behavior of people is highly affected by their expectation of their future life, and the more they have a positive expectation, the greater is their savings. Psychologically, it is easier to make the decision to save money for the higher income groups than for the poor, because they have a more positive perception of their future and face less constraints on their expenditure. Therefore, the saving behavior of the poor is less consistent than that of high income people, which makes their prospects for the future worsen (p.191) .
Financial sector can affect poverty at either the micro or macro level. At the micro level, household access towards microfinance products, such as savings and credits will potentially increase household's income with several conditions, like consistent saving behavior and the usage of credit for business activities. In the macro level, the presence of financial institutions may encourage higher levels of saving in a country, which increases the money available for credit provision to business sectors in the economy, and it will increase investment in new businesses. Therefore, investments create employment opportunities, which contribute to poverty reduction.
II. THEORY
Many studies relate financial sector development with economic growth, while other studies relate it with poverty reduction. A study by Ahmed and Ansari (1998) on three South Asian countries (India, Pakistan, and Sri Lanka) finds that financial sector development, which is measured by the ratio of broad money over Gross Domestic Product (GDP) and the ratio of domestic credit over Gross Domestic Product (GDP), caused economic growth in these three countries. Another study by De Gregorio and Guidotti (1995) also find that financial development has a positive relationship with economic growth. De Gregorio and Guidotti (1995) used two different sets of data, which were a sample of 98 countries from 1960 to 1985, and another data set of 12 Latin American countries from 1950 to 1985. Results were mixed. The evidence from the first dataset showed a positive and significant relationship between credit to private sector and GDP, while in the second data set, the result was the opposite. De Gregorio and Guidotti (1995) argued that after the 1970s, many Latin American countries attempted to liberalize their financial markets. However, because proper government regulations were not in place, there was excessive lending by the private sector. It is argued that, as a result of a high proportion of credit to private sector, there was crisis.
A subsequent study by Arestis, Demetriades, and Luintel (2001) confirms the positive relationship between financial development and economic growth. They test the relationship in five developed countries (the United States, Japan, the United Kingdom, Germany, and France) using time-series data from 1968 to 1998 (ranging differently for each country). Their study included proxies from stock markets in addition to banks to measure financial development. The parameters used for stock market development were market capitalization and stock price volatility. The findings are mixed across countries, although in general, financial development is proven to have a positive relationship with economic growth. However, the evidence shows that banking sectors have a larger contribution than the stock market.
Jalilian and Kirkpatrick (2002) where γ ct p is per capita income of the poorest quintile of the population in country c year t, y ct is average per capita income of the overall population in country c year t, and X ict is other factors of average income of the poor 8 (variable i in country c year t), and γ 1 and γ i are parameters of the estimate.
The second model is as follows:
where g ct p is the growth of per capita income of the poor, g ct is growth of per capita income of all population, ∆X ict is the change of value for each variable, namely change in Gini, change in inflation, and change in public expenditure, and γ 1 and γ i are parameters of the estimate.
The main findings of this study suggest that NFA has a higher effect on economic growth in the sample countries compared to BDMA as a financial development indicator. In addition, developing countries benefited more from financial development than developed countries in terms of economic growth. For the poverty regression analysis, growth of income of the poor is significantly affected by growth of overall population, the Gini index, and the inflation rate. However, Jalilian and Kirkpatrick did not test the direct linkage between financial sector development and poverty, because in their study, they argued that poverty reduction will be achieved through economic growth.
Another study by Honohan (2008) identifies the relationship between financial service access and poverty using cross-country data consisting of 162 countries, including both developed and developing countries. He captures the dimension of financial widening 9 in addition to financial depth and tested its connection to poverty in those countries. The proxy for poverty is proportion of population living under $1 per day, while independent variables included in the test are private credit to GDP ratio (as a proxy for financial depth), the inflation rate, institutions, GNI per capita of the bottom 90% of the population, and share of top-10% of the highest income in the population. Variables that were proven to have significant effects on poverty were private credit to GDP ratio, financial access, and the income distribution variables. Financial access and depth showed a negative sign, which is consistent with the main hypothesis that financial sector development lowers poverty. The GNI per capita of the bottom 90% of the population had a negative sign, while the share of the top-10% of the highest income in the population had a positive sign 10 . Next, a study by Quartey (2005) investigates the relationship between financial sector development and poverty reduction in Ghana. This study takes the savings rate as the main indicator for financial development, along with domestic credit to GDP ratio, ratio of M2 to GDP, and per capita consumption as poverty measures
.
To test the relation, Quartey apply the Granger causality test and the Johansen Cointegration test to find if there is long-run cointegration between financial indicators and poverty reduction.
To test the existence of causality, the poverty variable was tested with each of the financial variables, financial variables were tested with each other, and different direction of causation was applied in each of the tests, as shown in the figure below.
12 Variance decomposition is done to explain the determinants of shocks in each variable, how much it is explained by the variable itself and by other variables. 
Figure 3. Direction of Causation between Variables
The result shows that there is a statistically significant causality between domestic credit over GDP to per capita consumption. Moreover, the Johansen cointegration test confirms a long-run cointegration between financial development variables and per capita consumption as a proxy for poverty.
To further check the relationship between financial indicators and poverty, Quartey also conducted a variance decomposition test 12 and a vector error correction model
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. From the variance decomposition test, it was found that fluctuations of gross domestic saving and private credit to GDP are mostly explained by fluctuations of its own variable, and fluctuations of per capita consumption are mostly explained by gross domestic saving to GDP. The result of the vector error correction model showed that the value of R 2 is above 0.6 for each variable, which means that the value of the variable is also explained by the variable itself in the previous periods.
The main results were that an increase in credit to private sector has a positive effect on per capita consumption, the decrease in per capita consumption has a negative and significant effect in gross domestic saving to GDP, and an increase in credit to private sector leads to lower gross domestic saving to GDP ratio. In conclusion, this study also confirmed the contribution of financial sector development to poverty reduction. However, the effect of savings to poverty was insignificant. Quartey argues that financial intermediaries in Ghana are unable to channel the domestic resources from saving to pro-poor investments.
III. METHODOLOGY 3.1. Estimation Method and Variables
The method of estimation is a panel OLS (Ordinary Least Squares) with fixed and random effects estimator. The dependent variable is poverty headcount ratio (a proxy for poverty). Poverty headcount ratio is the proportion of population living below the poverty line. The independent variables to be included in the model consist of financial variables and control variables. The financial variables are: (1) ratio of savings to GDRP (Gross Domestic Regional Products), (2) ratio of private credit to GDRP (Gross Domestic Regional Products), (3) number of banks, and (4) number of cooperatives 14 .
(1) and (2) proxy for financial depth while (3) and (4) proxy for financial access. The control variables are: average years of schooling, life expectancy rate, real income per capita, and the Gini index. The selection of control variables is motivated by the work of Balisacan et al. (2002) .
Econometric Model
The econometric model is as follows. 13 For the vector-error correction model, regression analysis is exercised by adding the lag-length to three years (t-3) to identify whether the value of each variable is also explained by the value of the variables in t-1, t-2, and t-3. 14 Cooperatives are included because it is a common source for financing for Indonesian population, and in the Indonesia Family Life Survey (IFLS) conducted in 2007, cooperatives had become the second most often accessed institution after banks in the search for loans
The model takes all variables in natural logarithmic form, where (P) it is poverty headcount ratio in province i year t, (S) it is saving to GDRP ratio in province i year t, (C) it is credit to GDRP ratio in province i year t, (BO) it is the number of bank office in province i year t, (Co) it is the number of cooperatives in province i year t, (Sc) it is average years of schooling in province i year t, (L) it is life expectancy rate in province i year t, (I) it is real per capita income in province i year t, (gini) it is gini index in province i year t, and ԑ it is error term.
Data
The data used in this study is panel provincial-level data for Indonesia, and the main sources of the data are the Indonesian statistics issued by the Central Statistical Agency (BPS), Indonesian Banking Statistics issued by the Indonesian Central Bank, Bank Indonesia (BI), and the Financial Service Authority (OJK). For banking statistics, the data are obtained from three banking reports, namely, Statistik Perbankan Indonesia, Statistik Bank Perkreditan Rakyat, and Statistik Perbankan Syariah. Currently, Indonesia is divided into 34 provinces, but the youngest province, which is North Kalimantan, is officially separated from East Kalimantan and became an independent province in 2012, so it is impossible to obtain statistics before 2012. Therefore, this province is omitted from the analysis. The years included in the sample are 2007-2015 (nine years), which result in 297 observations (33 provinces, nine years).
IV. RESULT AND ANALYSIS 4.1. Cross Correlation Matrix
To identify the presence of multicollinearity, cross correlation matrix is presented in Table 1 . Multicollinearity exist between variables log(saving) and log(credit), variables log(bank_office) and log(cooperative), variables log(income) and log(gini).
Panel Fixed and Random Effect Methods
The fixed and random effect methods can be divided into the following: (1) twoway fixed effects (cross-section and period fixed effects), (2) two-way random effects (cross-section and period random), (3) one-way fixed effects (cross-section fixed and period random), and (4) one-way fixed effects (cross-section random and period fixed). Since there is a problem of multicollinearity, the variables with the high correlation are not included in the same regression
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. The two-way fixed effect regressions that includes variables without high correlation is presented in in Table 2 . 16 Log(saving) is not regressed together with log(credit), log(bank_office) is not regressed together with log(cooperative), and log(income) is not regressed together with log(gini). The two-way random effect regression that includes variables without high correlation is presented in Table 3 . The one-way fixed effect (cross-section fixed and period random) regression that includes variables without high correlation is presented in Table 4 . The regression results of the fixed and random effects can be summarized as follows:
(1) Two-way fixed effects regression
In the two-way fixed effects regression, none of the financial development variables are statistically significant. The only variable that shows significance is log(life_exp). (2) Two-way random effects regression
In the two-way random effects regression, log(saving) is statistically significant and positive, log(credit) is negative but statistically insignificant, log(bank_ office) and log(cooperative) are statistically significant and negative, and all control variables are statistically significant and negative. (3) One-way fixed effects (cross-section fixed and period random) regression
In the cross-section fixed and period random effects regression, log(saving) is statistically significant and positive, log(credit) is statistically significant and negative, but did so only in 1 of the 4 tests, log(bank_office) and log(cooperative) are negative and statistically significant, and other control variables are negative and statistically significant as well. (4) One-way fixed effects (period fixed and cross-section random) regression
In the period fixed and cross-section random effects regression, none of the financial development variables are proven to be statistically significant, and the only statistically significant variable is log(life_exp). The Hausman test is run to further check the more appropriate method. And the result of the Hausman test is presented in Table 6 . Table 6 .
Hausman Test Result
The result of the Hausman test is statistically significant for both cross-section random period fixed effects and cross-section fixed period random effects, so both methods are relatively better than others.
The financial sector development is mostly associated with the policies made by the central government, such as the policy of interest rate that will affect the saving and credit provision, and the regulation for banking sector or cooperatives that will affect the presence of banks and cooperatives in a certain province. So, the unique characteristics of each province, such as the policy made by its regional government, are unlikely to affect our estimation. Therefore, the cross-section fixed and period random effects estimation method is more appropriate than the cross-section random and period fixed effects approach.
Robustness Check
From the cross-section fixed and period random effects regression result shown in Table 4 , the variable log(saving) shows a positive and statistically significant relation, log(credit) is negative and statistically significant, log(bank_office) and log(cooperative) are negative and statistically significant, and all the control variables included in the model, namely log(school), log(life_exp), log(income) and log(Gini), are negative and statistically significant. All the results are as expected, except for log(saving) which shows contradictory result. The positive sign reflects that a higher savings rate leads to a higher poverty rate. This result is consistent in almost all the regression tests regardless of methods used.
To further check the robustness of the result, the following two regressions are estimated:
(1) Regression by Omitting Outlier Jakarta is considered an outlier because of extreme values. Therefore, Jakarta is omitted from the regression model. The result is presented in Table 7 . The result of western part regression is presented in Table 8 . The result of western part regression is presented in Table 5 . 
Discussion
The variable log(saving) is consistently positive and statistically significant in the two additional regression tests. This result implies that in regions where the savings rate is high, the poverty rate is also high.
Cointegration Test
The Pedroni residual cointegration test is performed to check the long-run cointegration between financial depth variables, financial access variables, and poverty
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. Table 10 reports the results. 
V. CONCLUSION
This research analyzes possible relationship between financial development variables and poverty and examines the contribution of financial development to lowering poverty in Indonesia. The variables of interest are the ratio of savings to gross domestic regional product, ratio of credit to gross domestic regional products, number of banks, number of cooperatives, and poverty headcount ratio as a proxy for poverty. In several regression tests, the presence of banks and cooperatives is proven to have statistically significant and negative association with poverty, confirming the importance of financial institutions and their role in alleviating poverty. In addition, the ratio of credit to gross domestic regional products is also found to have a statistically significant and negative relation to poverty, although this result is not robust because of the inconsistency in different regression tests. However, the ratio of savings to gross domestic regional product is found to have positive and statistically significant association with poverty, and this result is consistent in several regression tests, suggesting that in regions where the savings rate is high, the poverty rate is also high. The possible explanation for this is that consumption of private and household sector (over the period of our study) contributes significantly to Indonesia's GDP, while the financial resources obtained from savings is not channeled to pro poor investment. Therefore, the effect of consumption is more effective in reducing poverty than the effect of saving.
