Abstract-Developing an efficient spectrum access policy enables cognitive radios to dramatically increase spectrum utilization while assuring predetermined quality of service levels for the primary users. In this paper, modeling, performance analysis, and optimization of a distributed secondary network with random sensing order policy are studied. Specifically, the secondary users create a random order of the available channels and then find a transmission opportunity in a distributed manner. By a Markov chain analysis, the average throughputs of the secondary users and average interference level between the secondary and primary users are evaluated. Then, a maximization of the performance of the secondary network in terms of throughput while keeping under control the average interference is proposed. A simple and practical adaptive algorithm is established to optimize the network. Finally, numerical results are provided to validate the analytical derivations and demonstrate the performance of the proposed schemes. It is shown that distributed algorithms can achieve substantial performance improvements in cognitive radio networks without the need of centralized operations or management.
I. INTRODUCTION
Emerging new wireless applications and ever-growing demands for a higher data rate challenges the limited spectrum resources and consequently the current fixed spectrum allocation policies. In order to effectively mitigate the problems associated with the fixed spectrum allocation policies, the promising concept of cognitive radio networks (CRNs) has been the focus of intense research in both academic and regulatory bodies.
CRN can promote spectrum utilization by allowing lowpriority secondary users (SUs) to opportunistically exploit the unused licensed channels of high-priority primary users (PUs). Meanwhile, due to preemptive priority of the PUs to access the channels, the SUs must vacate the channel whenever the corresponding PUs appear. In this case, a set of procedures called spectrum handoff (SHO) is initiated to help the SU to effectively find a new transmission opportunity and resume its unfinished transmission [1] . To this end, temporarily-available transmission opportunities must be explored first. Depending on the power budget and affordable computational complexity, an SU may sense one channel or multiple channels at a time. Here, we assume that the SUs are able to sense and possibly transmit on one channel at a time. In this case, an SU sorts the channels in an order, called sensing order, and transmits on first channel that is sensed free in the established order. If the channel is sensed busy, the SU initiates the SHO procedure and then senses the second channel of the sensing order, and so on. Such a sensing-access is called sequential channel sensing [1] , [2] .
In this case, an SU performs sequential channel sensing (SCS), meaning that it senses the first channel placed in its sensing order (SO) and then transmits on the channel provided that it is sensed free. If the channel is sensed busy, the SU initiates the SHO procedure and then senses the second channel of its SO. This kind of sensing-access is called sequential channel sensing [1] .
In this paper, we focus on a slot-based SHO, meaning that the SUs and the PUs have slotted-based communications. The SUs sense the channels at the beginning of each time slot and initiate the SHO procedure whenever the current channel is sensed busy. In [3] , [4] , performance of connectionbased SHO is extensively evaluated, and several SO setting policies are proposed. For the slot-based SHO, the optimal SO design has been investigated in [5] in order for an SU to achieve the maximum energy efficiency by applying a dynamic programming solution. Optimal and suboptimal SOs of a CRN containing only one SU are developed in [5] , [6] , which maximize the average achievable throughput of the SU in a time slot. These results have been further extended for a CRN with two [7] and multiple SUs [8] . In particular, a closedform optimal solution as well as three suboptimal solutions for maximizing the average throughput through setting proper SOs have been proposed in [8] .
However, most of the literatures in slot-based SHO focus on single SU or centralized CRNs [5] - [8] . A p-persistent MAC protocol has been introduced in [9] , where the authors have applied the protocol for a distributed network operation. In [10] , an autonomous SO setting strategy is proposed for distributed CRNs with the aim of minimizing the likelihood of collisions with other SUs. However, the miss detection probability is assumed zero, meaning that the SUs do not make interference for the PUs as well as other SUs. Therefore, QoS provisioning for the PUs is not addressed in that study. In [11] , the authors exploit a modified p-persistent MAC protocol to set the SOs of the SUs in a distributed manner.
In this paper, we substantially extend our previous work [11] , and investigate the performance of random sensing orders for the SUs. That is, once an SHO is triggered, all the SU create a set of random channels to be sensed. Then, the SCS process is initiated. We propose a finite state novel Markovian process-based structure to effectively model the SUs' behavior. Using this model, the performance of the random SO policy in terms of the average SUs' throughputs and average interference between the SUs and the PUs is derived. Based on this, a simple and practical adaptive algorithm is developed to iteratively maximize the average throughput while keeping the average interference bounded. Compared to the literature mentioned above, this is the first paper to 1) consider the problem of SHO for sequential channel sensing in a distributed set-up with multiple SUs with more realistic assumptions including miss detection and false alarm probabilities, 2) investigate the impact of the SUs' transmissions on the channel occupation probabilities, 3) derive the accumulated interference caused by other SUs' transmissions, 4) pose an optimization problem and develop a practical adaptive algorithm to maximize the average throughput while provisioning QoS for the PUs.
The rest of this paper is organized as follows. In Section II, we describe the considered CR network. In Section III, the structure of the random sensing order policy is described, and its performance is evaluated. Moreover, an efficient algorithm is proposed to optimize the performance of the network. Numerical results are then presented in Section IV, followed by concluding remarks provided in Section V.
II. SYSTEM MODEL
A time slotted CRN with N s SUs is assumed. The SUs attempt to opportunistically transmit on the channels exclusively dedicated to the N p PUs, each having one channel. As assumed in [6] , [7] , the SUs are synchronous in time-slots with other SUs as well as the PUs. In the SCS methodology, once a handoff is requested, each SU's time slot divides into sensing and transmission modes. In the sensing mode, the SUs sequentially sense the channels based on their SOs [5] - [8] . More specifically, it is assumed that the SUs sense the first channel of their SOs, they start their communications on the channels provided that they are sensed free. Other SUs initiate the handoff process, which takes τ ho seconds 1 , and then sense the second channel of their SOs. The procedure continues until one of the following events happens [8] : a) transmission opportunities are found for all the SUs, b) no time remains for sensing new channels in the time slot, or c) no non-sensed channels are remained. After sensing (n − 1) occupied channels n = 1, . . . , δ, where δ is a constant, if the SU finds the channel number m free, the user will transmit data on that channel for the rest of the slot. If an SU starts transmitting on the channel m its SO, the time length left in the slot for the transmission is
where T is a time slot duration, and τ is the channel sensing time.
The limited observations and dynamic nature of the wireless environment leads to imperfection in spectrum sensing, which are usually described by false alarm and miss detection probabilities, represented by P fa,m and P md,m for sensing the channel m for m = 1, . . . , N p .
III. RANDOM SENSING ORDER POLICY
In this section, the random sensing order policy (RSOP) is introduced, and the performance of a CRN with RSOP is derived using a Markov chain analysis. Then, an adaptive protocol is proposed to optimize the performance of the CRN.
A. Modeling
Recall that each SU sequentially senses the channels based on an order. This order can be optimally determined in a centralized CRN [6] , [8] , wherein the SUs are placed in a list so that the average achievable throughput is maximized. However, those proposals cannot be directly applied to a distributed CRNs. For the networks, simple SOs are proposed in [11] , wherein the channels are arranged by their indices. Suppose that the SO of the n-th SU is
where c 1n and c δn denote the first and the last channels to be sensed. δ is the maximum number of channels that can be sensed by an SU in a time slot. It holds [11] that
For the simple SO, we have [11] :
While this SO facilitates the network modeling and performance evaluation, a high level of contention to access the spectrum resources is imposed to the SUs, which significantly degrades the average throughput of the CRN.
In order to mitigate the aforementioned problem, the RSOP can be used. In this scheme, an SU randomly 2 chooses a target channel in each sensing interval. That is, the SU randomly picks a value between 1 and N p for each c ij . Therefore, the requests of the SUs are distributed among all available channels, and thereby the CRN throughput increases through the reduction of the contention level among the SUs. In order to further decrease the contention and provide multiple access among the SUs, a modified version of the conventional ppersistent multiple access protocol is utilized in this paper. That is, each SU senses each channel with the probability p and skips the sensing process with the probability (1 − p). Channel sensing probability p, provides a degree of freedom to optimize the performance of the CRN in the form of maximizing the average throughput and keeping the interference bounded. respectively be the probability that the channel m is free and 2 with uniform distribution occupied at the beginning of the n-th sensing stage. An SU can successfully transmit on the channel m, if it is free, and the false alarm does not occur. Once this event happens, with the probability of P (n) m,0 (1 − P fa,m ), the SU's state changes to the transmitter nodes T n , and it transmits on the channel for the rest of the time slot, RT n , with the constant rate of C R . Even though we consider constant transmission rate, the formulations presented in the paper can be easily extended to cover heterogenous SUs. This is a similar analysis assumption done in [7] . The interference experience at node n is denoted by I n , happens whenever the channel is busy, and the SU mistakenly senses it free, with probability P
where P d,m = 1 − P md,m . Different handoffs are modeled using nodes HO i , i = 1, 2, . . . , δ, where δ is defined in (3) . Note that the first handoff node does not exist in the search process, and we use it for easing the analysis without loss of generality.
At the beginning of each time slot, an SU gives the state HO 1 (in Fig. 1 ), and immediately transits to one of the first sensing nodes,
with the identical probabilities of p/N p , or to the synchronizer state SY N 1 3 . After τ time units, the SU's state changes to the transmitter state (node T 1 ), interference state (node I 1 ), or to the second handoff node (HO 2 ) with the probability q
This procedure continues until the maximum number of admissible handoff is reached. Let us define the i-th stage of the sensing-access process, shown in Fig. 1 , as the set of nodes of the Markov chain HO i , SY N i , m (i) , T i , and I i . After δ stage, the SU's state transits to the terminate node T E, meaning that the SU sleeps for the rest of the time slot, T − τ − δ (τ + τ ho ). Then, it repeats the search-access process at the beginning of the next slot [6] . In the RSOP, a busy channel can be occupied either by the corresponding PU or other SUs; because it may have been detected as a transmission opportunity by other SUs at the previous stages.
Proposition I: Consider the Markov chain of Fig. 1 . The occupation probability of channel m at the beginning of stage n is
m is the probability of transmission on channel m at stage n by at least one SU conditioned on the absence of the corresponding PU, and P m,0 denote the absence probability of the PU m.
Proof : A proof is given in Appendix A.
Proposition II: Consider the Markov chain of Fig. 1 . Let T be the slot duration, Q Tn,m be the probability of successful transmissions of each SU at each channel m from node T n , RT n be the remained time of the current slot, and C R be the constant transmission rate of the SUs. Let B In,m be the probability that no SU cause interference on the channel m at the stage n. Then, the average throughput of each SU is
The average interference time due to the each SU's transmissions is
Proof : A proof is given in [12] .
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we can turn our attention to the optimal selection of the parameters that maximizes the throughput.
B. Performance optimization
As can be observed from the previous two propositions, performance measures given by (7) and (8) depend on τ and p. Hence, the performance of the CRN can be optimized by choosing the values of p and τ that maximize the average throughput, as a QoS metric for the SU, and bounding the interference time, as a QoS metric for the PUs as well as the SUs. That is, represents the maximum tolerable value of the interference time, which depends on the QoS level guaranteed for the PUs as well as the SU. P max md is the maximum tolerable miss detection probability imposed by the standard [13] . Constraint (11.a) guarantees a QoS level for both the PUs and SUs. Constraint (11.b) further provides QoS for just PUs, and (11.c) and (11.d) sets the admissible values for decision variables.
The optimization problem is generally non-convex, making it difficult to be efficiently solved for the global optimum. Also, due to the parameter δ in cost and constraint functions, both of them are not differentiable (see (3) ). Hence, in the next subsection, we develop a novel efficient distributed algorithm to find a suboptimal solution for (9).
C. Adaptive sequential channel sensing
In the RSOP, some SUs enter the transmission or interference states at some stages like the i-th stage and consequently do not continue the search process among the channels. Therefore, in the average sense, less number of SUs further participate in the search process in the next stages, i.e., the (i + 1)-th stage. Moreover, with a higher value for each channel sensing probability p, more SUs contend for accessing the channels. As a consequence, appropriately changing the channel sensing probability can lead to an increase in the achieved SUs throughput. From another perspective, as it is possible that some SUs transmit on occupied channels in each stage i, the remained SUs face a higher received signal levels if they sense those channels at the stage i+1. Therefore, in order to achieve the same sensing performance, τ can be decreased [14] , and thereby the SUs will have more transmission time in the consecutive stages. It is worth mentioning that changing the average signal level that is present in the wireless media will affect P md,m . Note that the false alarm probability only depends on the noise level [14] . Clearly, with higher signal level, the miss detection probability is reduced. Hence, we take the worst case into account and assume that P md,m is equal to the miss detection probability caused by the first sensing stage, and more precise modeling is left for future studies.
Let p [n] and τ [n] denote the channel sensing probability and sensing time at stage n, and p min , p max , τ min , and τ max are τmax ← min τmax, max (τmin, τmax − Δτ1) .
7:
pmax ← min (1, pmax + Δp1).
8:
pmin ← min (pmax, pmin + Δp1).
9:
else 10: τmax ← min T, τmax + Δτ1 .
11:
pmin ← αmpmin , 0 < αm < 1.
12:
pmax ← αmpmax , 0 < αm < 1.
13:
end if 14: counter ← 0. OLDTHR ← NEWTHR.
21:
counter ← counter + 1. represent the maximum allowable value for the false alarm and minimum of the detection probabilities announced by the CRN standard or other parties. We now allow the SUs to adjust the channel sensing probability as well as sensing time in each stages. We implement an additive-increase/multiplicativedecrease (AIMD) policy to let the SUs scale up their channel sensing probability and an additive-increase/additive-decrease (AIAD) policy for adjusting the sensing time in the consecutive stages. The algorithm starts with p [1] = p min and τ [1] = τ max . Then, it linearly increases (decreases) the channel sensing probability (sensing time) of each SU in every stage. Meanwhile, the average throughput and interference are calculated for N ep slots, called NEWTHR and INT. Then, NEWTHR is compared with the old one which is computed in the previous estimation period, called OLDTHR. Once a reduction in the average throughput is detected, a congested channel is assumed, and consequently the transmitter decreases the transmission rate through reducing p min and p max and also increasing τ max . Otherwise, the SU raises p min and p max and reduces τ max in order to enhance the transmission rate. The proposed distributed algorithm is summarized in Algorithm 1. 
IV. NUMERICAL RESULTS
In order to set up a simulation environment, we simulate an energy detector. The detailed structure of the energy detector can be found in [14] . The values of P min d , P max fa , time slot duration T , and the value of sampling frequency used by the energy detector, are chosen according to IEEE 802.22 standard [13] . Table I summarizes the descriptions and values of the parameters considered for the simulations. Using a Monte Carlo simulation, the average throughput and the average interference time are computed after simulating the scenarios for 10 4 times.
Figs. 2 and 3 respectively depict the average throughput of the secondary network as well as the normalized interference time, versus channel sensing probability p and normalized sensing time τ /T . Clearly, as the channel sensing probability increases, the chance of finding a transmission opportunity (correctly or mistakenly) raises as well, leading to higher values for average throughput and interference. However, after an optimum point, the throughput reduces due to high connection level among the SUs. Moreover, by increment of the channel sensing time, the SUs sense the channels more accurately, find more transmission opportunity, and hence reach a higher average throughput. For the same reason, the average interference time between the SUs and the PUs is reduced. Moreover, the well known sensing-throughput tradeoff [14] is verified. That is, after an optimum point, wherein the false alarm and miss detection probabilities are in acceptable levels, the average throughput starts decreasing due to the reduction of the time left for the transmission.
We simulate the adaptive sequential channel sensing with the following parameters: N ep = 50, τ max = 0.5T , Δτ 1 = Δτ 2 = 0.05T , p min = 0.5, p max = 1, Δp 1 = Δp 2 = 0.1, and α = 0.5. It is worth noting that these initial values are just an example to illustrate the effectiveness of the proposed algorithm, and one can easily investigate the impact of the aforementioned parameters on the performance of the algorithm such as convergence rate and throughput enhancement rate, and then tries to adopt optimal initial values. Table II demonstrates the performance enhancement due to optimal p and τ derived in (9) , and compares the average throughput and interference for two different scenarios: (1) optimal values, which are obtained by a brute force numerical optimization search and (2) Algorithm 1. As expected, adopting the optimal and adaptive values for p and τ increases the average throughput while the interference meets the constraint. Specifically, for the case N s = 3, N p = 7, the average throughput of the SUs achieved by the optimal design respectively is about 44% and 2.7% more than the ones achieved in p = 0.8, τ = 0.1T (see Fig. 3 ) and adaptive algorithm. The exhaustive search benefits the maximum throughput at the cost of a huge computational burden. From the table, we see that the average throughput raises with the number of primary channel N p . This is due to that more channels are sensed, and therefore more transmission opportunities are found, which results in higher average throughput. A similar pattern can be observed between the average interference and the number of the SUs.
V. CONCLUSION
Modeling and performance evaluation of random sensing order policy (RSOP) in a distributed cognitive radio network (CRN) were investigated in this paper. The behaviors of the secondary users were modeled through a novel Markov process. The performance of the RSOP in terms of the average throughput of the CRN and average interference levels between the secondary and primary users was evaluated. Then, an optimization problem was formulated to maximize the average throughput while the interference level is kept bounded. Finally, to enhance the RSOP performance, a simple but efficient algorithm was proposed to adaptively adjust the sensing-access parameters. This algorithm enhances the performance of the CRN without high computational burden, as demonstrated through exhaustive numerical performance evaluations. APPENDIX A Let P m,1 denote the presence probability of the PU m 4 . Also let P (n) m,1 be the occupation probability of the m-th channel at the beginning of the n-th stage. At the beginning of the first stage, the SUs have not sensed any channels yet, and therefore the occupation probability of each channel is equal to the corresponding PU's presence probability. Thus, we have
Let N x be the number of the SUs that have requests at the node x. So, from Fig. 1, we have, N HO1 = N s . The average number of the SUs that sense the m-th channel at the first stage, represented by L (1) , can be computed as
Each channel m is sensed by L (1) SUs at the first stage. Each of these SUs might sense the corresponding channel free. In this case, the user starts its transmission on the channel, and therefore contributes to this channel's occupation probability. The probability of transmission on the m-th channel by at least one SU conditioned on the absence of the PU is
m is the probability that at least one SU transmits on the m-th channel (or equivalently one SU senses the channel free) at the end of the n-th stage conditioned on the absence of the PU. Considering (10), (11) , and (12), we have 
and
where P m,0 = 1 − P m,1 .
In [12] , it is proved that P (n) fa,m = P
fa,m for 1 ≤ m ≤ N p and 1 ≤ n ≤ δ. At the second stage, the number of SUs whose requests enter the node HO 2 is calculated in (14) , where q (n) m is defined in (5). We have
where L (2) = (p/N p ) N HO2 . Therefore, the m-th channel occupation probability at the beginning of the third stage can be computed as 4 These probabilities can be determined by modeling the PUs activities, e.g., well-known ON-OFF model [3] .
Following the same steps, at the n-th stage we have, 
