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ADIABATIC LIMITS AND KAZDAN–WARNER EQUATIONS
ALEKSANDER DOAN
Abstract. We study the limiting behaviour of solutions to abelian vortex equations when
the volume of the underlying Riemann surface grows to infinity. We prove that the solutions
converge smoothly away from finitely many points. The proof relies on a priori estimates
for functions satisfying generalised Kazdan–Warner equations. We relate our results to the
work of Hong, Jost, and Struwe on classical vortices, and that of Haydys and Walpuski on
the Seiberg–Witten equations with multiple spinors.
1. Introduction
The vortex equations on Riemann surfaces originate from the Ginzburg–Landau model of
superconductivity. They were first brought to the attention of mathematicians by Jaffe and
Taubes [JT]. Since then there has been a considerable body of work aimed at understanding
these equations and their many generalisations. The purpose of this article is to study one
such generalisation in the context of adiabatic limits and compactifications in two- and three-
dimensional gauge theories.
Let Σ be a closed Riemann surface and L→ Σ a Hermitian line bundle. A (classical) vortex
is a pair of a unitary connection A on L and a section ϕ of L satisfying{
∂Aϕ = 0,
iΛFA = 1− |ϕ|
2,
(1.1)
where ΛFA is the Hodge dual of the curvature form. The space of vortices modulo gauge
equivalence is simply the symmetric product SymdΣ with d = degL. A point in SymdΣ
corresponds to a degree d effective divisor D and there exists a unique, up to gauge equivalence,
solution (A,ϕ) having D as the zero divisor of ϕ [Tau], [Nog], [Bra], [GaP1], [GaP2].
Scaling the metric on Σ by a factor ǫ−1 results in the modified equations{
∂Aϕ = 0,
ǫ2iΛFA = 1− |ϕ|
2.
(1.2)
A question arises about the behaviour of solutions in the limit ǫ→ 0, as the volume of Σ grows
to infinity. This is the idea of the adiabatic limit which has been used in many contexts in gauge
theory and Riemannian geometry [BC], [DS2], [Fin]. The question for the vortex equations was
answered by Hong, Jost, and Struwe [HJS] whose result can be stated as follows. Fix a degree
d effective divisor D =
∑
kmkxk, where mk ∈ Z≥0 and xk ∈ Σ. If (Ai, ϕi, ǫi) is a sequence of
solutions to (1.2) having D as the zero divisor and satisfying ǫi → 0, then after passing to a
subsequence and changing (Ai, ϕi) by a sequence of gauge transformations
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• i2piΛFAi converges as measures to the sum of Dirac deltas
δD :=
∑
k
mkδxk .
• ∇Aiαi → 0, |αi| → 1, and FAi → 0 in C
0
loc on Σ \D
1.
In this paper we consider the following generalisation of (1.2). Fix auxiliary unitary bundles
E1, . . . , EN over Σ together with respective connections B1, . . ., BN and non-zero integer
weights k1, . . . , kN . Let ǫ > 0 and τ ∈ R. The generalised equations for a connection A
on L and a section ϕ = (ϕ1, . . . , ϕN ) ∈ Γ(⊕Nj=1Ej ⊗ L
⊗kj ) are{
∂A⊗Bjϕ
j = 0 for j = 1, . . . , N,
ǫ2iΛFA +
∑N
j=1 kj |ϕ
j |2 + τ = 0.
(1.3)
Equations (1.3) fit into the more general setting of framed vortex equations discussed in [BGP].
As before, the moduli space of solutions has a holomorphic description [BW].
Our main result concerns sequences of solutions to (1.3) with ǫ→ 0. Suppose that either the
weights ki are of mixed signs or ki > 0 for all i and τ < 0 as otherwise there are no solutions.
Theorem 1.1. Let (Ai, ϕi, ǫi) be a sequence of solutions to (1.3) such that ǫi → 0 and the
sequence of norms ‖ϕi‖L2 is bounded. Then there is a finite set of points D ⊂ Σ such that
after passing to a subsequence and applying gauge transformations (Ai, ϕi) converges in C
∞
loc
on Σ \D. The limit (A,ϕ) satisfies (1.3) with ǫ = 0 on Σ \D.
Remark 1.2. More generally, we can assume τ = τi to depend on i as long as τi converges. If
the sequence λi := ‖ϕi‖L2 is unbounded, we obtain the convergence of (A, λ
−1
i ϕi, λ
−1
i ǫi) with
τi = λ
−1
i τ . Thus, Theorem 1.1 describes also the limiting behaviour of solutions to (1.3) with
ǫ = 1 and the L2 norms diverging to infinity. In other words, we provide a description of the
ends of the non-compact moduli space of solutions to (1.3). This should be compared with
recent results on sequences of solutions to the Hitchin equations [MSWW], [Moc].
When N = 1, k1 = 1, and τ = 1, we recover the classical vortex equations (1.2). As a result,
we reprove and strengthen the result of [HJS]. We should point out that our method of proof
is different from that of [HJS] or [Moc] and will be outlined at the end of this introduction.
Theorem 1.3. Let (Ai, ϕi, ǫi) be a sequence of solutions to (1.2) such that ǫi → 0. Then there
is a degree d effective divisor D on Σ such that after passing to a subsequence and applying
gauge transformations (Ai, ϕi) converges in C
∞
loc on Σ\D and
i
2piΛFAi → δD as measures. The
limit (A,ϕ) satisfies FA = 0, |α| = 1 and ∇Aα = 0 on Σ \D.
Seiberg–Witten theory. The main application of Theorem 1.1 concerns generalised Seiberg–
Witten equations in dimension three. To set the stage, let Y be a closed Riemannian spin
three-manifold. Let S be the spinor bundle and E, L vector bundles over Y with structure
groups SU(n) and U(1) respectively; we equip E with a connection B. The Seiberg–Witten
equations with multiple spinors for a connection A on L→ Y and Ψ ∈ Γ(Hom(E, S ⊗ L)) are{
/DA⊗BΨ = 0,
FA = ΨΨ
∗ − 12 |Ψ|
2.
(1.4)
Here /DA⊗B is the Dirac operator twisted by A and B and in the second equation we use the
identification iΛ2T ∗Y ∼= isu(S) given by the Clifford multiplication.
1By slight abuse of notation, we will denote by the same symbol a divisor and the underlying set of points.
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An analogous set of equations on four-manifolds was introduced in [BW]. The three-
dimensional version was studied by Haydys and Walpuski [HW] in relation to enumerative
theories for associative submanifolds and G2–instantons on G2–manifolds [DS1], [Wal], [Hay2].
The principal result of [HW] concerns the limiting behaviour of sequences of solutions (Ai,Ψi)
such that ‖Ψi‖L2 → ∞. Haydys and Walpuski showed that there is a closed nowhere dense
subset Z ⊂ Y such that after passing to a subsequence and applying gauge transformations
Ai → A weakly in W
1,2
loc and Ψi/‖Ψi‖L2 → Ψ weakly in W
2,2
loc
on Y \ Z, and the limiting configuration (A,Ψ) defined on Y \ Z satisfies{
/DA⊗BΨ = 0,
ΨΨ∗ − 12 |Ψ|
2 = 0.
(1.5)
Moreover, Z is the zero locus of Ψ in the sense of [Tau] and, if rankE = 2, A is flat with
holonomy contained in Z2. If rankE > 2, then A induces a flat Z2–connection on a rank two
subbundle of E twisted by a line bundle; see [HW, Appendix A].
A number of problems in this theory remain open despite their importance for the possible
applications of generalised Seiberg–Witten equations to G2–gauge theory:
(1) Taubes has made significant progress in the study of the local structure of Z, proving in
particular that Z has Hausdorff dimension at most two [Tau]; yet the question whether
Z is rectifiable, or perhaps even a smooth curve, is still unanswered.
(2) For the applications in enumerative theories it is crucial to improve the convergence
statement for (Ai,Ψi/‖Ψi‖L2), as exemplified by [DW] where, as part of the main proof,
C∞ convergence is established under the assumption that Z is empty.
(3) There are two ways of associating weights to the connected components of Z: one based
on Taubes’ frequency function [Tau] and one developed by Haydys using topological
methods [Hay1]. It is currently unknown whether these constructions are related.
(4) Haydys conjectured that, equipped with appropriate weights, Z has the structure of an
integral rectifiable current and that i2piFAi converges to Z as currents [Hay1].
Using Theorem 1.1 and the methods involved in its proof, we refine the compactness theorem
of [HW] and solve all of the above problems in the case Y = S1 × Σ.
Theorem 1.4. Suppose that Y = S1×Σ equipped with a product metric, B is pulled-back from
Σ, and (Ai,Ψi), (A,Ψ), and Z are as above, see also [HW, Theorem 1.5]. Then
(1) The singular set Z is of the form S1 ×D for a degree 2d divisor D =
∑
kmkxk.
(2) After passing to a subsequence and applying gauge transformations
Ai → A and Ψi/‖Ψi‖L2 → Ψ
in C∞loc on Y \ Z.
(3) |Ψ|4 extends to a smooth function on Y whose zero set is Z and for all k
|Ψ(x)| = O
(
dist(x, S1 × {xk})
|mk|/2
)
.
In particular, the weight of the connected component S1 × {xk} of Z in the sense of
[Hay1] is smaller than or equal to its weight in the sense of [Tau], see Remark 2.4.
(4) If rankE = 2, then i2piFAi →
1
2Z as currents. If rankE > 2, then there is a rank two
subbundle F ⊂ E
∣∣
Y \Z
such that Ψ ∈ Γ(Y \Z,Hom(F, S⊗L)) and the previous statement
holds if we replace A and Ai by the tensor product connections on L⊗ (detF )
1/2. Here
F and detF are equipped with the unitary connections induced from B.
ADIABATIC LIMITS AND KAZDAN–WARNER EQUATIONS 4
The relationship between Seiberg–Witten monopoles with multiple spinors and generalised
vortices (1.3) is the subject of the authors’ paper [Doa] where further consequences of the results
presented here are explored. In particular, Theorem 1.4 is used to construct a compactification
of the moduli space of Seiberg–Witten monopoles with multiple spinors on S1 × Σ and to
compare it with a corresponding algebro-geometric moduli space [Doa, Theorem 1.5]. This, in
turn, leads to the first known examples of the non-compactness phenomenon predicted by the
Haydys and Walpuski’s theorem [Doa, section 8].
Symplectic vortex equations. Coming back to dimension two, equations (1.3) fit into the
general framework of symplectic vortex equations or gauged σ-models. One associates vortex-
type equations on Σ to any pair (G,M), whereG is a compact Lie group acting in a Hamiltonian
way on a symplectic manifold M . In the spirit of Gromov–Witten theory one wishes to extract
numerical invariants of (G,M) from the moduli space of solutions. The parameter ǫ can be
incorporated into the equations in the same way as before. In the adiabatic limit ǫ → 0, we
obtain the equation for pseudoholomorphic curves in the symplectic quotient M  G. Thus,
we expect a relation between the invariants of (G,M) and the Gromov–Witten invariants
of M  G. This programme has been proposed and successfully carried out by Cieliebak,
Gaio, Mundet i Riera, Salamon [CGMiRS], [GS], and others. In order to establish Gromov
compactness for symplectic vortices, more constraints are imposed on the pair (G,M), a crucial
condition being the properness of the Hamiltonian moment map. Already for linear actions
this is a rather restrictive assumption. The simplest example is the one discussed here with
the corresponding equations (1.3). In this case M = Cn and G = U(1) acts diagonally with
weights (k1, . . . , kN ). The moment map is not proper unless all the weights have the same sign.
Theorem 1.1 shows that if the properness condition is dropped we have to take under account
formation of singularities in considerations regarding compactness and adiabatic limits.
Outline of the proof. One consequence of the improperness of the moment map is that,
unlike classical vortices, solutions to (1.3) do not obey an a priori L∞ bound. This causes
a major difficulty in establishing the convergence. While the proof in [HJS] is based on local
ǫ–regularity estimates, we employ here a complex-geometric description of the moduli space of
solutions to (1.3). To be more specific, we use the action of Gc = C∞(Σ,C×), the group of
complex automorphisms of L, on the space of pairs (A,ϕ). The moduli space of solutions to
(1.3) is homeomorphic to the quotient of the set solutions to the Cauchy–Riemann equation by
Gc; this is a Hitchin–Kobayashi type correspondence proved in [BW]. Using elliptic estimates
for Dolbeault operators, we show that this quotient is compact modulo the rescaling action
of C×. Thus, there are complex gauge transformations gi = e
fiui for fi ∈ C
∞(Σ,R) and
ui ∈ C
∞(Σ,U(1)) such that after rescaling and applying gi the original sequence (Ai, ϕi)
converges. In order to obtain the convergence in the real rather than the complex moduli
space, we need to control the functions fi. The original equations (1.3) translate in this setting
to a partial differential equation for fi of the form
ǫ2∆f +
n∑
j=1
Aje
αjf −
m∑
j=1
Bje
−βjf + w = 0 (1.6)
for some functions Aj ≥ 0, Bj ≥ 0, w, and positive constants αj , βj . This is a generalisation
of the Kazdan–Warner equation [KW], [BW]. In section 3 we establish a priori bounds for
solutions of this equation. Importantly, they are independent of ǫ ∈ (0, 1] and uniform on
compact subsets of Σ \D, where D is the set of common zeroes of Aj and Bj . Consequently,
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the Arzelà–Ascoli theorem guarantees the existence of a subsequence of fi converging smoothly
on compact subsets of Σ \D.
To the best of our knowledge, the strategy of passing to the holomorphic moduli space by
means of a Hitchin–Kobayashi correspondence, obtaining good control there using ∂–methods,
and deducing from it compactness for the original sequence in the real moduli space, has not
been used before. We believe that this idea—and some of the related analytical results such as
Lemma 3.4—might be useful in studying other gauge-theoretic equations on Kähler manifolds.
Acknowledgements. The work presented in this article is part of my doctoral thesis at
Stony Brook University. I am grateful to my advisor Simon Donaldson for his guidance
and support. Thanks to Andriy Haydys and Thomas Walpuski for their encouragement and
many helpful discussions, and to Gonçalo Oliveira, Oscar Garcia–Prada, Song Sun, and Alex
Waldron for valuable comments on the previous versions of the paper. I am supported by the
Simons Collaboration on Special Holonomy in Geometry, Analysis, and Physics .
2. Background and notation
The set of solutions to (1.3) is invariant under the action of the gauge group G of unitary
automorphisms of L, identified with C∞(Σ,U(1)). The action of a map u : Σ → U(1) on
(A,ϕ1, . . . , ϕN ) is given by
u(A,ϕ1, . . . , ϕN ) = (A− u−1du, uk1ϕ1, . . . , ukNϕN ).
The Dolbeault equation in (1.3) as well as the algebraic condition ϕ1ϕ2 = 0 in (2.1) are also
invariant under the action of the complex gauge group Gc. It consists of complex automorphisms
of L and is identified with C∞(Σ,C×), where C× = C \ {0}. The action of g : Σ→ C× is given
by
g(A,ϕ1, . . . , ϕN ) =
(
A+ g−1∂g − g−1∂g, gk1ϕ1, . . . , gkNϕN
)
.
In terms of the associated Dolbeault operators, for s ∈ Γ(Σ, Ej ⊗ L
⊗kj ) we have
∂Bj ,g(A)s = g
kj∂BjA
(
g−kjs
)
.
The action of Gc does not preserve the last equation in (1.3) involving the curvature. Indeed,
if we write g = efu for functions f : Σ→ R and u : Σ→ U(1), then
Fg(A) = FA + 2∂∂f,
or equivalently
iΛFg(A) = iΛFA +∆f,
where ∆ is the Hodge Laplacian acting on functions.
We will need also the following lemma.
Lemma 2.1. Let L→ Σ be a Hermitian line bundle, D ⊂ Σ a finite set of points, A a unitary
connection on L
∣∣
Σ\D
and α ∈ Γ(Σ \D,L). If ∂Aα = 0, and |α| = 1 everywhere on Σ \D, then
∇Aα = 0 and FA = 0.
Moreover, let B be a small ball around a point p ∈ D such that in a local unitary trivialisation
A = d + a for a one-form a ∈ Ω1(B \ {p}, iR), and α is identified with a smooth function
α : B \ {p} → S1. Then
i
2π
∫
∂B
a = deg
(
α
∣∣
∂B
)
.
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Proof. We have
〈∂Aα, α〉 = 〈∂Aα, α〉+ 〈α, ∂Aα〉 = ∂|α|
2 = 0,
where the angle bracket denotes the Hermitian inner product on the line bundle factor. Since
α is nowhere vanishing on Σ \D and so Ω1,0 ⊗ L is locally spanned by α ⊗ dz¯, it follows that
∂Aα = 0 and as a consequence
∇Aα = ∂Aα+ ∂Aα = 0.
In particular, A on L
∣∣
Σ\D
is flat, since it admits a non-zero covariantly constant section.
As regards the second statement, assume that B = {z ∈ C | |z| ≤ 1}, p = 0, and let A = d+a
and α : B \ {0} → S1 as above. They satisfy
dα+ aα = ∇Aα = 0,
or equivalently a = −d logα. If we write α = e2piiθ for a multi-valued angle function θ on
B \ {0}, then
i
2π
∫
∂B
a = −
i
2π
∫
∂B
d log
(
e2piiθ
)
=
∫
∂B
dθ = deg
(
α
∣∣
∂B
)
.

We end this section by restating Theorem 1.4 in terms of generalised vortex equations. In
[Doa, Theorem 1.8] we show that all irreducible solutions to the Seiberg–Witten equations with
multipe spinors are pulled-back from solutions to (1.3) of a particular form. Using the notation
of the introduction, set N = 2, k1 = 1, k2 = −1, and choose the bundles E1 and E2 to be Serre
dual to each other. Specifically, fix a spin structure on Σ, which may be thought of as a square
root K1/2 of the canonical bundle, and set E1 = E ⊗ K
1/2 and E2 = E
∗ ⊗K1/2 for a given
SU(n)-bundle E. The equations we consider next involve a connection A on L and a section
ϕ = (ϕ1, ϕ2) where ϕ1 ∈ Γ(E ⊗K1/2 ⊗ L) and ϕ2 ∈ Γ(E∗ ⊗K1/2 ⊗ L∗):

∂A⊗Bϕ
1 = 0,
∂A⊗Bϕ
2 = 0,
ϕ1ϕ2 = 0,
ǫ2iΛFA + |ϕ
1|2 − |ϕ2|2 = 0,
(2.1)
We have added an additional algebraic condition for ϕ1ϕ2 ∈ Γ(K) which is the image of (ϕ1, ϕ2)
under the pairing
Γ(E ⊗K1/2 ⊗ L)× Γ(E∗ ⊗K1/2 ⊗ L∗) −→ Γ(K).
We will deduce Theorem 1.4 from the following result.
Theorem 2.2. Let (Ai, ϕi, ǫi) be a sequence of solutions to (2.1) with ‖ϕi‖L2 = 1 and ǫi → 0.
Then
(1) There exist a degree 2d divisor D =
∑
kmkxk and a configuration (A,ϕ) defined on
Σ \D and satisfying (2.1) with ǫ = 0,
(2) (Ai, ϕi)→ (A,ϕ) in C
∞
loc on Σ \D,
(3) The function |ϕ|4 extends to a smooth function on all of Σ whose zero set consists of
the points in D and for all k
|ϕ(x)| = O
(
dist(x, xk)
|mk|/2
)
.
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(4) If rankE = 2, then the limiting connection A is flat, has holonomy contained in Z2,
and i2piΛFAi →
1
2δD as measures. If rankE > 2, then there exists a rank two subbundle
F ⊂ E
∣∣
Σ\D
such that
ϕ1 ∈ Γ(Σ \D,F ⊗ L⊗K1/2), ϕ2 ∈ Γ(Σ \D,F ∗ ⊗ L∗ ⊗K1/2),
and the previous statement holds if we replace A and Ai by the tensor product connec-
tions on L ⊗ (detF )1/2. Here, F and detF are equipped with the unitary connections
induced from B.
Remark 2.3. In contrast to Theorem 1.3 here the divisor D needs not be effective. In a way,
replacing classical vortices by solutions to (2.1) is analogous to replacing holomorphic sections
by meromorphic sections. This idea will play a role in the proof of Theorem 2.2.
Remark 2.4. In case the singular set Z is a disjoint union
⋃
k Zk of connected one-dimensional
submanifolds, the weight prescribed by Taubes to each connected component Zk is the highest
number Nk such that |Ψ| vanishes to the order Nk/2 along Zk [Tau]. In general, it is unknown
if Nk is always an integer. In our case, Zk = S
1 × {xk}, Nk is an integer, and by point (3)
of Theorem 2.2, we have |mk| ≤ Nk. On the other hand, mk is the coefficient of the current
1
2Z and equals the weight prescribed to Zk by Haydys: the degree of the section of L
2 induced
from Ψ restricted to a small loop linking Zk [Hay1]; see step 5 in the proof of Theorem 2.2.
3. A priori estimates
The main analytical input are a priori estimates for solutions to (1.6). The proof uses
integration by parts and other elementary techniques, but two features of the problem cause
some complications. First, we need to deal with manifolds with boundary, which forces us to
introduce auxiliary cut-off functions. Second, equation (1.6) becomes degenerate at ǫ = 0. On
the other hand, we need estimates which are independent of ǫ, as long as it stays bounded.
Proposition 3.1. Let X be a compact Riemannian manifold with (possibly empty) boundary
∂X, and Ω ⊂ X an open subset such that Ω ⊂ X \ ∂X. Let ǫ0, α1, . . . , αn, β1, . . . , βm be
positive numbers, and let A1, . . . , An, B1, . . . , Bm, and w be smooth functions on X such that
Aj ≥ 0 and Bj ≥ 0 for all j and
A1 + · · ·+An > 0, B1 + · · ·+Bm > 0.
Then there exist constants M0,M1,M2, . . ., depending only on the data listed above, such that
for any ǫ ∈ [0, ǫ0] and f ∈ C
∞(X) satisfying the equation
ǫ∆f +
n∑
j=1
Aje
αjf −
m∑
j=1
Bje
−βjf + w = 0, (3.1)
the following inequalities hold:
‖f‖Ck(Ω) ≤Mk for k = 0, 1, 2, . . .
Remark 3.2. Mk depends on Aj , Bj , and w and their derivatives. Later we will consider
sequences ǫi → 0 and fi, A
i
1, . . . , A
i
n, B
i
1, . . . , B
i
m, wi satisfying for all i
ǫi∆fi +
n∑
j=1
Aije
αjfi −
m∑
j=1
Bije
−βjfi + wi = 0.
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It will be clear from the proof that in this case the Ck estimate still holds for large i (depending
on k) provided that Aij , B
i
j , and wi converge smoothly to Aj , Bj , and w respectively, satisfying
A1 + · · ·+An > 0, B1 + · · ·+Bm > 0.
Remark 3.3. We expect that the statement is still true when B1 = . . . = Bm = 0 and w > 0.
Although the proof presented here does not immediately generalise to this case, it does establish
Ck estimates for k ≥ 1 under the additional assumption that ‖f‖C0(X) ≤ K for some constant
K. Then Mk depends also on K. We will use this in the proof of Theorem 1.3, in which the
C0 bound is clear for other reasons.
The main step towards proving Proposition 3.1 is the following estimate.
Lemma 3.4. Let X and Ω be as above. Fix positive numbers ǫ0, p, and γ > 1, and consider
functions A ∈ C∞(X) and Q ∈ C∞(X × (0,∞)) such that for all (x, y) ∈ X × (0,∞),
A(x) ≥ η > 0 and |Q(x, y)| ≤
k∑
j=1
aj(x)y
γj ,
where aj ∈ C
∞(X) and γj < γ. Under these assumptions there exists a constant M such that
for any ǫ ∈ [0, ǫ0] and u ∈ C
∞(X) satisfying u ≥ 0 and
ǫ∆u+Auγ +Q(x, u) ≤ 0, (3.2)
the following inequality holds:
‖u‖Lp(Ω) ≤M.
Moreover, M depends only on Ω, X, ǫ0, p, γ, γj, η, and the norms ‖aj‖Lq(X) for a certain q <∞
depending on p.
Remark 3.5. Before we begin the proof, observe that in the degenerate case ǫ = 0 the state-
ment is obvious as (3.2) implies that
ηuγ ≤ Auγ ≤ |Q(x, u)| ≤
k∑
j=1
aj(x)u
γj .
Set γmax = max{γ1, . . . , γk}. Under the assumption that u(x) ≥ 1 we have
(u(x))γ−γmax ≤ η−1
k∑
j=1
aj(x)(u(x))
γj−γmax ≤ η−1
k∑
i
sup |aj | ≤ C,
Since γmax < γ, this results in the upper bound u ≤ max{1, C
γmax−γ}. The general proof
imitates this simple argument.
Proof. We adopt here the convention that C always denotes a constant depending only on the
fixed data and not on u or ǫ. Its value might change from line to line.
An important remark is that it is enough to prove the statement for some ǫ0 > 0, which we
will later assume to be sufficiently small. Indeed, the corresponding statement for any other
ǫ′0 > ǫ0 can be reduced to the one for ǫ0 by multiplying both sides of (3.2) by ǫ0/ǫ
′
0 at the cost
of appropriately scaling A and Q.
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Another observation is that it is enough to prove the statement for p = 1. The statement for
p < 1 follows then from the Hölder inequality, since Ω has finite volume. On the other hand,
for p > 1 we have
∆(up) = −p(p− 1)up−2|∇u|2 + pup−1∆u
≤ −pAup−1+γ − pup−1Q(x, u)
≤ −A′(up)γ
′
−Q′(x, up),
where
A′ = pA, γ′ = 1 +
γ − 1
p
, Q′(x, y) = py
p−1
p Q(x, y
1
p ).
We easily check that the new data (A′, γ′, Q′) satisfies the hypotheses of the lemma. The only
non-trivial condition is the estimate for Q′. We have
|Q′(x, y)| ≤ p
k∑
i
aj(x)y
1+
γj−1
p = p
k∑
i
aj(x)y
γ′j
and clearly γ′j < γ
′. Therefore, the statement for p > 1 reduces to that for p = 1 after replacing
(u,A, γ,Q) by (up, A′, γ′, Q′).
In fact, we will bound ‖u‖L1+γ(Ω) . Let V ⊂ X be an open subset containing Ω such that
the complement V \ Ω is sufficiently small. We will specify later what we mean by that, but
for the moment let us stress that the choice of V will depend only on the fixed data and not
the function u. Once V is fixed, we choose a subset V ′ ⊂ V and a bump function φ ∈ C∞(X)
with the following properties:
• Ω ⊂ V ′ ⊂ V .
• 0 < φ ≤ 1 on V ′.
• φ = 1 on Ω.
• φ = 0 on X \ V ′.
• For any α ∈ [0, 2), the function |∇φ|2/φα is bounded on V ′.
The importance of these conditions will become clear soon. It is the content of Lemma 3.7
proved below that such V ′ and φ indeed can be found. Furthermore, we may assume that
V = V ′, because V ′ \ Ω is even smaller than V \ Ω.
Multiply inequality (3.2) by uφ2 and integrate it over X :∫
X
ǫ(∆u)uφ2 +Au1+γφ2 +Quφ2 ≤ 0. (3.3)
Since φ has compact support, integration by parts yields∫
X
(∆u)uφ2 =
∫
X
〈∇u,∇(uφ2)〉
=
∫
X
〈∇u, 2uφ∇φ+ φ2∇u〉
=
∫
X
2uφ〈∇u,∇φ〉+ φ2|∇u|2
=
∫
X
|u∇φ+ φ∇u|2 − u2|∇φ|2
≥ −
∫
X
u2|∇φ|2.
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Together with (3.3), this implies the inequality∫
X
−ǫu2|∇φ|2 +Au1+γφ2 +Quφ2 ≤ 0.
Recall that φ is supported in V and φ = 1 on Ω. Let P = V \Ω so that V = Ω∪P . Splitting the
integral on the left-hand side according to this decomposition and rearranging the inequality,
we obtain ∫
Ω
Au1+γ + I ≤
∫
Ω
|Q|u, (3.4)
where we have collected all integrals over P into a single term,
I = I0 + I1 + I2,
I0 =
∫
P
Au1+γφ2, I1 =
∫
P
Quφ2, I2 = −ǫ
∫
P
u2|∇φ|2.
The next goal is to estimate I. We will show that for a suitable choice of V and ǫ0, depending
only on the initial data and not on u, we may assume that I ≥ 0, provided that ǫ ≤ ǫ0. Strictly
speaking, this will not always be true, but in the case when our estimate fails, we will obtain
an upper bound for |I| so that we can move it to the right-hand side of (3.4).
Before proving this, let us show that the inequality I ≥ 0 gives us a bound for ‖u‖L1+γ(Ω).
If I ≥ 0, then by (3.4) and Hölder’s inequality,
η
∫
Ω
u1+γ ≤
∫
Ω
Au1+γ ≤
∫
Ω
|Q|u ≤
∫
Ω
k∑
j=1
aju
1+γj
≤
k∑
j=1
‖aj‖Lpj (X)
(∫
Ω
u1+γ
)1/qj
,
(3.5)
where the Hölder exponents pj and qj are given by
qj =
1 + γ
1 + γj
,
1
pj
+
1
qj
= 1.
Note that qj > 1 for each i, because γj < γ. An equivalent way of writing (3.5) is
‖u‖1+γL1+γ(Ω) ≤ η
−1
k∑
j=1
‖aj‖Lpj (X)‖u‖
1+γ
qj
L1+γ(Ω),
which, in view of qj > 1, results in an upper bound for ‖u‖L1+γ(Ω). (This is, of course, the
same argument as the one used in the simplified proof in Remark 3.5.) The dependance of the
bound on the initial data is clear.
In order to finish the proof, it remains to estimate the integral I = I0 + I1 + I2. We will
deal separately with each of the three terms. The first one contributes positively to I and is
bounded below by
I0 ≥ η
∫
P
u1+γφ2. (3.6)
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The terms that can contribute negatively are I1 and I2. We estimate the former using our
assumption on Q and Hölder’s inequality:
|I1| ≤
k∑
j=1
∫
P
|aj |u
1+γjφ2
≤
k∑
j=1
(∫
P
|aj |
pj
)1/pj (∫
P
u1+γφ2qj
)1/qj
≤
k∑
j=1
vol(P )1/2pj‖aj‖L2pj (X)
(∫
P
u1+γφ2qj
)1/qj
,
where the Hölder exponents pj and qj are as before. Let S =
∫
P
u1+γφ2qj . If S ≤ 1, then |I1| is
bounded by a constant independent of u, say C, and we can move it on the right-hand side of
(3.4). Next we replace I by the sum of the remaining two terms I ′ = I0+ I2 and if we can show
that I ′ ≥ 0, then repeating the previous discussion we arrive at a bound for ‖u‖L1+γ(Ω) with an
extra term involving C. Thus, let us assume that S ≥ 1. In this case, we have S1/qj ≤ S and
|I1| ≤
k∑
j=1
vol(P )1/2pj‖aj‖L2pj (X)
∫
P
u1+γφ2qj
≤
k∑
j=1
vol(P )1/2pj‖aj‖L2pj (X)
∫
P
u1+γφ2,
where we have also used that φ ≤ 1 and so φ2qj ≤ φ2. Comparing the right-hand side of the
inequality with the previously obtained upper bound (3.6) for I0 we see that if P has sufficiently
small volume, then
|I1| ≤
I0
2
.
Furthermore, how small P has to be depends only on η and ‖aj‖Lpmax(X), where pmax =
max{p1, . . . , pk}.
The second potentially negative term I2 is dealt with in a similar manner. For every α ∈ R,
Hölder’s inequality implies that
|I2| = ǫ
∫
P
u2|∇φ|2 = ǫ
∫
P
|∇φ|2
φα
u2φα
≤ ǫ
∥∥∥∥ |∇φ|2φα
∥∥∥∥
Lq(P )
(∫
P
u1+γφ
α(1+γ)
2
) 2
1+γ
,
(3.7)
where q is given by 1/q + 2/(1 + γ) = 1. Observe that 1 + γ > 2, so we can choose α so that
4
1 + γ
< α < 2.
Then, |∇φ|2/φα is bounded on P , and the first factor on the right-hand side of (3.7) is finite.
As regards the integral in the second factor, assuming as before that it is greater than or equal
to one (as otherwise we can rearrange and get a bounded factor on the right-hand side of (3.4)),
we arrive at
|I2| ≤ Cǫ
∫
P
u1+γφ
α(1+γ)
2 ≤ Cǫ
∫
P
u1+γφ2,
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where we have used that φ < 1 and α(1 + γ)/2 > 2. Comparing the right-hand side of the
above inequality with the lower bound (3.6) for I0, we conclude that if ǫ0 is sufficiently small,
then for all ǫ ≤ ǫ0,
|I2| ≤
I0
2
.
Together with the estimate for |I1|, this implies that I = I0 + I1 + I2 is non-negative (or else
we can rearrange (3.4)), which in view finishes the proof of the lemma. 
Our proof does not work in the case γ = 1. What fails is the last estimate for I2, because we
cannot set α = 2. Indeed, there is no cut-off function φ such that |∇φ|/φ is bounded. However,
we can still prove a slightly weaker statement which will be used in the proof of Proposition
3.1.
Lemma 3.6. If γ = 1, then the statement of Lemma 3.4 still holds provided that u satisfies
an estimate ‖u‖L2p(X) ≤ Kǫ
−1 for some constant K. Apart from the rest of the data, the final
bound for ‖u‖Lp(Ω) depends also on K.
Proof. Suppose for simplicity that p = 1, so that
‖u‖L4(X) ≤ Kǫ
−1.
Following the proof of Lemma 3.4, we can obtain a bound for ‖u‖L2(Ω) The only modification
that we have to make is the estimate (3.7) which now should be
|I2| = ǫ
∫
P
u2|∇φ|2 = ǫ
∫
P
(
u1/2
)(
u3/2φα
) |∇φ|2
φα
≤ ǫ‖u1/2‖L8(X)
∥∥∥∥ |∇φ|2φα
∥∥∥∥
L8(P )
(∫
p
u2φ
4α
3
)3/4
≤ ǫ1/2K1/2
∥∥∥∥ |∇φ|2φα
∥∥∥∥
L8(P )
(∫
P
u2φ
4α
3
)3/4
,
where we have used Hölder’s inequality with weights (8, 8, 4/3). Now for α satisfying 2 > α >
3/2, the function |∇φ|2/φα is bounded 4α/3 > 2, so that (again, assuming that the integral on
the right-hand side is greater than one) we obtain
|I2| ≤ Cǫ
1/2
∫
P
u2φ2.
Recall that in the case γ = 1, the positive integral I0 is bounded below by
I0 ≥ η
∫
P
u2φ2,
so that for ǫ small enough we have I2 ≤ I0/2. This leads to a bound for ‖u‖L2(Ω) as before. In
the same way we obtain a bound for ‖u‖Lp(Ω)
‖u‖L2p(Ω) ≤ Kǫ
−1.

In order to complete the proofs of Lemmas 3.4 and 3.6 we need to show the existence of
cut-off functions with the desired properties.
Lemma 3.7. Let X and Ω be as in Lemma 3.4, and V ⊂ X be an open subset such that Ω ⊂ V .
Then there exist an open subset V ′ and φ ∈ C∞(X) such that:
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(1) Ω ⊂ V ′ ⊂ V .
(2) 0 < φ ≤ 1 on V ′.
(3) φ = 1 on Ω.
(4) φ = 0 on X \ V ′.
(5) There is a constant K such that for any α ∈ [0, 2),
sup
V ′
|∇φ|2
φα
≤
K
(2− α)4
.
Proof. Let V ′ ⊂ X be any open subset such that Ω ⊂ V ′ ⊂ V and V ′ has smooth boundary.
We can construct such a subset for example by taking any smooth function h : X → R with
h < 0 on Ω and h > 1 on X \ V , and setting V ′ = h−1((−∞, c)) where c ∈ (0, 1) is a regular
value of h. Let N = h−1(c) be the boundary of V ′. Assume for simplicity that X is orientable.
By the tubular neighbourhood theorem, there is an embedding
(−ǫ, ǫ)×N →֒ X
such that {0} × N is mapped diffeomorphically onto N ⊂ X and the image of (0, ǫ) × N is
contained in V ′. We may also assume that the image of this embedding is disjoint from Ω.
Using a partition of unity (and passing to a slightly smaller ǫ), we construct a function φ
with properties (1)–(4), which for (t, x) ∈ (−ǫ, ǫ)×N agrees with
φ(t, x) =
{
M exp
(
− 1t
)
for t ∈ (0, ǫ)
0 for t ∈ (−ǫ, 0)
for some constant M required for the normalisation ‖φ‖C0(X) = 1. Now let α < 2. Away from
N we have φ > 0 and |∇φ|2/φα is bounded. In a neighbourhood of N ,
|∇φ|2
φα
≤
C
t4
exp
(
−
(2− α)
t
)
for some constant C depending on the Riemannian metric on X and the embedding of the
tubular neighbourhood. Define
g(t) =
1
t4
exp
(
−
(2− α)
t
)
.
Then g is smooth and bounded on [0,∞) and its global maximum is
g
(
2− α
2
)
=
4e−2
(2− α)4
,
which shows that |∇φ|2/φα ≤ K(2− α)−4 as desired. 
Proof of Proposition 3.1. We will establish bounds of the form ‖f‖Wk,p(Ω) ≤Mk,p for all k and
p by induction over k. Let us start with k = 0. Let η > 0 be such that
A1 + · · ·+An ≥ nη, and B1 + · · ·+Bm ≥ mη,
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and set Ωj = Ω ∩ {Aj ≥ η}. The subsets {Aj ≥ η}j=1,...,n cover X and therefore Ω1, . . . ,Ωn
cover Ω. Let u = ef . For any given j we have
ǫ∆u = −ǫef |∇f |2 + ǫef∆f
≤ u

− n∑
j=1
Aju
αj +
n∑
j=1
Bju
−βj − w


≤ −Aju
1+αj +
n∑
j=1
Bju
1−βj − wu,
or equivalently,
ǫ∆u+Aju
1+αj +Q(x, u) ≤ 0,
where Q(x, u) = −
∑
j Bju
1−βj +wu. It follows from Lemma 3.4 that ‖u‖Lp(Ωj) is bounded by
a constant depending only on the fixed data. Since Ω1, . . . ,Ωn cover Ω, we obtain a bound for
‖u‖Lp(Ω). Similarly, considering the subsets Ω∩{Bj ≥ η} and the function e
−f we find bounds
for ‖e−f‖Lp(Ω). Combining them with the inequality
|f | ≤ ef + e−f ,
we obtain bounds for ‖f‖Lp(Ω).
Suppose that W k−1,p bounds have been established for some k ≥ 1 and all p. We may
assume that they hold on a slightly larger domain containing Ω, which we assume to be all
of X to keep the notation simple. First consider the case when k = 2l is even. Consider the
function
v = ∆lf = ∆ · · ·∆︸ ︷︷ ︸
l times
f.
Applying ∆l to both sides of (3.1) and using the formula
∆(gh) = g∆h− 2〈∇g,∇h〉+ h∆g,
we inductively show that v satisfies a differential equation of the form
ǫ∆v +Av + P (eαjf , e−βjf ,∇f, . . . ,∇2l−1f) = 0, (3.8)
where
A =
n∑
j=1
αjAje
αjf +
m∑
i=1
βjBje
−βjf ,
and P is a polynomial function of the functions eαjf , e−βjf , and the first 2l − 1 covariant
derivatives of f . Its coefficients depend only on Aj , Bj , w, and their derivatives. In particular,
P is a finite sum P =
∑
γ Pγ say, where each term Pγ satisfies an inequality of the form
|Pγ | ≤ Ce
afe−bf |∇f |c1 . . . |∇2l−1f |c2l−1
with some exponents a, b, c1, . . . , c2l−1 and a coefficient C depending only on Aj , Bj , w, and
their derivatives. Therefore, by the induction hypothesis and Hölder’s inequality, we can bound
the Lp norm of P for any p, by a constant depending only on the fixed data and not on f .
At every point A is bounded below by either
∑
j αjAj or
∑
j βjBj , depending on the sign
of f . In any case, there is a positive constant η˜, depending only on the fixed data, such that
A ≥ η˜. Note that v is raised to the first power in (3.8). Thus, we are in place to apply Lemma
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3.6 to obtain a bound for ‖v‖Lp(Ω). In order to do so, we need to make sure that v obeys an
estimate of the form
‖v‖L2p(X) ≤ Kpǫ
−1
for some constant Kp. Such an estimate follows from the induction hypothesis and the fact
that v′ = ∆l−1f satisfies an equation analogous to (3.8):
ǫv = ǫ∆v′ = −Av′ + P ′(eαjf , e−βjf ,∇f, . . . ,∇2l−3f),
where P ′ is a polynomial function as before. Since the right-hand side depends only on the
derivatives of f up to the order 2l− 2, we obtain an estimate for ǫv as required. Thus, Lemma
3.6 yields a bound for ‖v‖Lp(Ω). Of course, we can as well assume that it holds on a slightly
larger domain containing Ω. Then, in view of v = ∆lf , the elliptic estimate for the Laplacian
implies a bound for ‖f‖W 2l,p(Ω). This finishes the proof of the induction step in the case k = 2l.
The odd case k = 2l + 1 is similar. Assume that the assertion is true for k − 1 = 2l. Let
v = ∆lf as before and ψ = |v|2. By the Bochner formula,
1
2
∆ψ = −|∇2ψ|2 − Ric(∇ψ,∇ψ) + 〈∇ψ,∇(∆ψ)〉
≤ ‖Ric‖C0(X)|∇ψ|
2 + 〈∇ψ,∇(∆ψ)〉,
where Ric is the Ricci curvature of X . After taking the gradient of (3.8) and plugging it to the
inequality above, we arrive at
ǫ
2
∆ψ +
(
A− ǫ‖Ric‖C0(X)
)
ψ +Q(eαjf , e−βjf ,∇f, . . . ,∇2lf)ψ1/2 ≤ 0,
where Q is a polynomial function of eαj , e−βjf , and the first 2l derivatives of f . Provided that
ǫ is sufficiently small, the function A− ǫ‖Ric‖ is bounded below by a positive constant and we
can apply Lemma 3.6 as before to obtain a bound for ‖ψ‖Lp(Ω). Again, by the elliptic estimate
for the Laplacian, this yields W k,p bounds for f . The statement for general ǫ ≤ ǫ0 follows from
a scaling argument as described in the proof of 3.4. 
4. Proofs of the theorems
We begin with the case of classical vortices described by Theorem 1.3. We will then prove
Theorems 2.2 and 1.4 dealing with the dimensional reduction of the Seiberg–Witten equations
with multiple spinors. Finally, we discuss how these proofs can be adapted to the general
setting of Theorem 1.1.
Proof of Theorem 1.3. Since ǫi → 0, we may assume that none of the sections ϕi is identically
zero. Let A be the space of unitary connections on L and Gc be the complex gauge group of
L, that is the space of smooth maps from Σ to C×.
Step 1 (Convergence modulo Gc). We claim that there are sequences of complex gauge trans-
formations gi ∈ G
c such that, after passing to a subsequence, gi(Ai, ϕi) converges in C
∞(Σ) to
a pair (A′, ϕ′). The limiting section ϕ′ is not identically zero and satisfies ∂A′ϕ
′ = 0.
Let us prove this claim. The quotient A/Gc with the C∞ topology is homeomorphic to
the Jacobian torus H1(Σ,R)/H1(Σ,Z). In particular, it is compact and there is a sequence of
gi ∈ G
c such that, after passing to a subsequence, A′i = giAi converges in C
∞ to a connection A′,
say. After replacing gi by µigi, where µi = ‖giϕi‖
−1
L2 , we may assume that ‖giϕi‖L2 = 1 for all
i. Note that the constant gauge transformations µi act trivially on the space of connections so
that we still have A′i → A
′. The final remark about our choice of gi is that we will assume them
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to be purely "imaginary" gauge transformations. Any complex gauge transformation is of the
form g = uef for a U(1) gauge transformation u and real function f : Σ→ R. By incorporating
the U(1) part into the original sequence (Ai, ϕi, βi) we may assume that gi = e
fi/2 for a smooth
function fi : Σ→ R.
Set ϕ′i = giϕi. Since G
c preserves the Cauchy-Riemann equation,
∂A′
i
ϕ′i = 0.
As a consequence,
‖∂A′ϕ
′
i‖L2 = ‖(∂A′ − ∂A′i)ϕ
′
i‖L2 ≤ ‖A
′ −A′i‖L∞‖ϕ
′
i‖L2
Since Ai → A
′, the sequence of norms ‖∂A′ϕ
′
i‖L2 is bounded by a number independent of
i. From the elliptic estimate for ∂A′ we conclude that the sequence ϕ
′
i is bounded in W
1,2.
Bootstrapping gives us Ck for any k and we can choose a subsequence (denoted for simplicity
by the same symbols) that converge in C∞ to a section ϕ′, say, satisfying
∂A′ϕ
′ = 0 and ‖ϕ′‖L2 = 1,
which finishes the proof of the claim.
Step 2 (C0 estimates). Let D be the set of zeroes of ϕ′. Counted with multiplicities, there
are exactly d = deg(L) of them. The next step is to show that the sequence fi is uniformly
bounded on compact subsets of Σ \D. First, we compute
ǫ2i
(
2iΛFA′
i
)
= ǫ2i (2iΛFAi +∆fi)
= 1− |ϕi|
2 + ǫ2i∆fi
= 1− e−fi |ϕ′i|
2 + ǫ2i∆fi,
so after rearranging, we obtain the following partial differential equation for fi:
ǫ2i∆fi = e
−fi |ϕ′i|
2 − 1 + ǫ2i
(
2iΛFA′
i
)
= qie
−fi − wi,
(4.1)
where qi = |ϕ
′
i|
2 and wi = 1− ǫ
2
i
(
2iΛFA′
i
)
. Now set ui = e
fi . Then
ǫ2i∆ui = ǫ
2
i
(
−efi |∇fi|
2 + efi∆fi
)
≤ qi − wiui.
Since wi → 1 uniformly, for i large enough we have wi ≥ 1/2. The functions qi are bounded
because ϕ′i converges. Thus, the maximum principle yields an upper bound for ui, and con-
sequently for fi. On the other hand, we easily compute that
ǫ2i∆|ϕi|
2 + 2ǫ2i |∂Aiϕi|
2 = |ϕi|
2
(
1− |ϕi|
2
)
,
which again by the maximum principle shows that |ϕi|
2 ≤ 1 for all i. Since |ϕi|
2 = e−fi |ϕ′i|
2
and |ϕ′i|
2 converges uniformly to |ϕ′|2, it follows that fi is bounded below uniformly on compact
subsets of Σ \D.
Step 3 (Convergence outside D). Once the C0 estimate is established, it follows from equation
(4.1), Proposition 3.1, and Remark 3.2 that the sequence fi is bounded uniformly with all
derivatives on compact subsets of Σ \ D. Thus, we can choose a subsequence of fi which
converges uniformly with all derivatives on compact subsets of Σ \ D to a smooth function
f : Σ \D → R. Let g = ef/2 be the corresponding complex gauge transformation. Set (A,ϕ) =
ADIABATIC LIMITS AND KAZDAN–WARNER EQUATIONS 17
(g−1A′, g−1ϕ′). The pair is well-defined on Σ \D and (Ai, ϕi)→ (A,ϕ) in C
∞
loc(Σ \D. Indeed,
we have
ϕi − ϕ = g
−1
i ϕ
′
i − g
−1ϕ′
= g−1i ϕ
′
i − g
−1
i ϕ
′ + g−1i ϕ
′ − g−1ϕ′
= g−1i (ϕ
′
i − ϕ
′) +
(
g−1i − g
−1
)
ϕ′,
,
so the convergence of ϕ′i and g
′
i guarantees that for any compact subset K ⊂ Σ \D there are
constants Ml,K for l = 0, 1, . . . such that
‖ϕi − ϕ‖Cl(K) ≤Ml,K
(
‖ϕ′i − ϕ
′‖Cl(K) + ‖g
−1
i − g
−1‖Cl(K)
)
.
As the right-hand side converges to zero, we see that ϕi converges to ϕ in C
l for any l on K.
A similar argument shows the convergence of connections.
Step 4 (The limiting configuration). Passing to the limit in equation (1.2), we see that f : Σ \
D → R is given by
f = log |ϕ′|2,
which, by ϕ = e−f/2ϕ′, is equivalent to |ϕ| = 1. Since we also have ∂Aϕ = 0, Lemma 2.1
implies that ∇Aϕ = 0 and FA = 0 on Σ \D.
Step 5 (Convergence of measures). It remains to show that
i
2π
ΛFAi →
d∑
j=1
δ(xj)
in the sense of measures, or, equivalently, that for any small disc B around xj ,
lim
i→∞
∫
B
i
2π
FAi = k,
where k is the multiplicity of the section ϕ′ at xj . Choose local coordinates on B together with
a unitary trivialisation of L. Then Ai is of the form Ai = d + ai for ai ∈ Ω
1(B, iR) and the
curvature is FAi = dai. By Stokes’ theorem,
lim
i→∞
∫
B
i
2π
FAi = lim
i→∞
∫
B
i
2π
dai = lim
i→∞
∫
∂B
i
2π
ai =
∫
∂B
i
2π
a, (4.2)
where a ∈ Ω1(B \ {xj}, iR) is the one-form corresponding to the singular connection A = d+a.
By Lemma 2.1, the integral on the right-hand side is the degree of the limiting section ϕ around
xj . Since ϕ
′ and ϕ differ by a non-zero real function on B \ {xj}, their degrees around xj are
the same and equal to the multiplicity of ϕ′ at xj .

We now turn to Theorem 2.2. Although the convergence statement fits into the more general
setting of Theorem 1.1, we present the proof in this special case first in order to keep the
notation simple. For the same reason we will ignore in the notation the background connection
B, writing ∂A instead of ∂BA.
Proof of Theorem 2.2. The main idea is the same as before. First we find a subsequence which
converges after rescaling and applying complex gauge transformations gi. Then, using Pro-
position 3.1 we extract a subsequence of gi converging with all derivatives outside a singular
set.
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Denote αi = ϕ
1
i and βi = ϕ
2
i . Integrating the last equation of (2.1), we obtain
‖αi‖
2
L2 − ‖βi‖
2
L2 = −2πǫi degL, (4.3)
which together with
‖αi‖
2
L2 + ‖βi‖
2
L2 = ‖ϕi‖
2
L2 = 1
implies that for sufficiently large i neither αi nor βi is identically zero.
Step 1 (Convergence modulo Gc). We claim that there are sequences gi ∈ G
c and λi > 0 such
that after passing to a subsequence (giAi, λigiαi, λig
−1
i βi) converges in C
∞ on Σ to a triple
(A′, α′, β′). The limiting sections α′ and β′ are not identically zero and satisfy
∂A′α
′ = 0 and ∂A′β
′ = 0.
By the same argument as in the proof of Theorem 1.3, we can find gi ∈ G
c such that, after
passing to a subsequence, A′i = giAi converges in C
∞ to a connection A′. We want to rescale
the corresponding sequences of sections giαi and g
−1
i βi so that they also converge, and that
the limiting sections are non-zero. First, by replacing the sequence gi by µigi, where µi are
constant complex gauge transformations given by
µi =
√
‖g−1i βi‖L2
‖giαi‖L2
,
we may assume that ‖giαi‖L2 = ‖g
−1
i βi‖L2 . After changing the original sequence by real gauge
transformations we can assume that gi = e
fi/2 for smooth functions fi : Σ→ R.
Set λi = ‖giαi‖
−1
L2 and consider the rescaled sequences
α′i = λigiαi and β
′
i = λig
−1
i βi.
We have ‖α′i‖L2 = ‖β
′
i‖L2 = 1 so as in the proof of Theorem 1.3 we can choose subsequences
(denoted for simplicity by the same symbols) that converge in C∞ to sections α′ and β′ say.
They are holomorphic with respect to A′ and satisfy
‖α′‖L2 = lim
i→∞
‖α′i‖L2 = 1, ‖β
′‖L2 = lim
i→∞
‖β′i‖L2 = 1.
Step 2 (An upper bound for λi). Next, we show that the sequence λi is bounded above. Assume
by contradiction that after passing to a subsequence λi →∞. Then
|αi||βi| = λ
−2
i |α
′
i||β
′
i| ≤ λ
−2
i sup
i
‖α′i‖L∞‖β
′
i‖L∞ . (4.4)
Since α′i → α
′ and β′i → β
′ uniformly, we conclude that
lim
i→∞
‖|αi||βi|‖L∞ = 0. (4.5)
We will argue that this cannot happen. Set ψi = |βi|
2 and Qi = |β
′
i|
2. Differentiating
λ2iψi = e
fiQi twice, we arrive at
λ2i∇ψi = e
fiQi∇fi + e
fi∇Qi,
and
λ2i∆ψi = ∆(e
fi)Qi −
〈
∇(efi),∇Qi
〉
+ efi∆Qi,
= efiQi∆fi − e
fiQi|∇fi|
2 − efi 〈∇fi,∇Qi〉+ e
fi∆Qi
= efiQi∆fi −
〈
∇fi, e
fiQi∇fi + e
fi∇Qi
〉
+ efi∆Qi
= efiQi∆fi −
〈
∇fi, λ
2
i∇ψi
〉
+ efi∆Qi.
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Let xi ∈ Σ be a global maximum of ψi, so that ∇ψi(xi) = 0 and ∆ψi(xi) ≥ 0. The calculation
above implies that
Qi(xi)∆fi(xi) ≥ −∆Qi(xi).
We would like to conclude that ∆fi is bounded below for all sufficiently large i. Consider i large
enough so that Qi is sufficiently close to Q = |β
′|2 in the C2 norm. Since β′ is holomorphic
and not identically zero, it vanishes at finitely many points. Therefore, for any δ > 0 there is a
small open neighbourhood, Vδ say, of the zero set of β
′ such that Qi(x) ≥ δ whenever x ∈ Σ\Vδ
and i is large. It follows that if the sequence xi is isolated from the zero set of β
′, then there
exists δ > 0 such that
∆fi(xi) ≥ −
1
δ
sup
i
‖∆Qi‖L∞ .
On the other hand, assume that after passing to a subsequence, xi → x, where β
′(x) = 0.
If x is a simple root of β′, then in local holomorphic coordinates centred around x we have
Q(z) = c|z|2 +O(|z|3) for some c > 0 and as a result ∆Q(x) < 0. It follows that ∆Qi(xi) < 0
for i sufficiently large and by (4.8), we must have that Qi(xi) 6= 0 since
0 ≤ λ2i∆ψi(xi) = e
fi(xi)Qi(xi)∆fi(xi) + e
fi(xi)∆Qi(xi).
Thus, dividing both sides by efi(xi)Qi(xi) results in the inequality ∆fi(xi) ≥ 0. In the general
situation, the section β′ vanishes to the order k, say. In this case, locally Q1/k(z) = c|z|2 +
O(|z|3) for some c > 0. We can therefore, at least locally, replace ψi by ψ
1/k
i (note that
ψi(xi) → ∞, so ψ
1/k
i is a smooth function around xi), fi by fi/k, and Qi by Q
1/k
i and repeat
the previous argument to obtain ∆fi(xi) ≥ 0.
From the lower bound for ∆fi(xi) we easily arrive at a contradiction. Indeed, since A
′
i =
gi(Ai), the third equation of (2.1) can be written in the form
ǫ2iΛiFA′i = ǫ
2
iΛiFAi + ǫ
2
i∆fi = −|αi|
2 + |βi|
2 + ǫ2i∆fi,
or after rearranging,
|βi|
2 = ǫ2iΛiFA′i − ǫ
2
i∆fi + |αi|
2. (4.6)
Since ∆fi(xi) is bounded below and A
′
i converges in C
∞, at xi we have
|βi(xi)|
2 ≤ Cǫ2i + |αi(xi)|
2. (4.7)
Equation (4.3) implies that for large i
|βi(xi)| = ‖βi(xi)‖L∞ ≥ C‖βi‖L2 = C
(
1
2
+ πǫi degL
)
≥
C
4
> 0,
so |βi(xi)| is separated from zero and (4.5) forces |αi(xi)| to converge to zero. Then (4.7) yields
|βi(xi)| → 0, which is a contradiction. This finishes the proof that the sequence λi is bounded
above.
Step 3 (Convergence of λi). The next step is to show that the sequence λi is separated from
zero. This follows from the inequality
λ2i (|αi|
2 + |βi|
2) ≥ 2λ2i |αi||βi| = 2|λie
fi/2αi||λie
−fi/2βi| = 2|α
′
i||β
′
i|.
Integrating over Σ and taking the square root, we obtain
λi ≥
√
2
∫
Σ
|α′i||β
′
i|
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Since α′i → α
′ and β′i → β
′ uniformly on Σ and the limiting sections are holomorphic and
non-zero, the integral on the right-hand side is bounded below by a positive number. Since λi
is bounded above and separated from zero, after passing to a subsequence we can assume that
λi converges to a positive number, λ say. Therefore,
efi/2αi = λ
−1
i α
′
i → λ
−1α′,
e−fi/2βi = λ
−1
i β
′
i → λ
−1β′
and after rescaling α′, β′ we may assume that λi = λ = 1.
Step 4 (Convergence outside the singular set). Let D be the union of the zero sets of α′ and β′.
Since the sections are holomorphic and not identically zero, D is empty or consists of finitely
many points. We claim that after passing to a subsequence, fi converges in C
∞
loc(Σ\D). To see
this, we translate the third equation of (2.1) for the triple (Ai, αi, βi) into a partial differential
equation for fi:
ǫ2iΛiFA′i = ǫ
2
iΛiFAi + ǫ
2
i∆fi = −|αi|
2 + |βi|
2 + ǫ2i∆fi
= −e−fi |α′i|
2 + efi |β′i|
2 + ǫ2i∆fi,
or after rearranging
ǫ2i∆fi − Pie
−fi +Qie
fi − wi = 0, (4.8)
where Pi = |α
′
i|
2, Qi = |β
′
i|
2, and wi = ǫ
2
iΛiFA′i . Note that ǫi → 0 and the functions Pi, Pi,
and wi converge in C
∞ to, respectively, P = |α′|2, Q = |β′|2, and w = 0. Furthermore, P > 0
and Q > 0 on Σ \D.
It follows from Proposition 3.1 and Remark 3.2 that the sequence fi and its derivatives are
uniformly bounded on every compact subset of Σ \D. Therefore, we can choose a subsequence
of fi which converges in C
∞
loc(Σ\D). The limit is a smooth function f : Σ\D → R. Let g = e
f/2
be the corresponding complex gauge transformation. Now set (A,α, β) = (g−1(A′), g−1α′, gβ′).
The triple is well-defined on Σ \D and (Ai, αi, βi)→ (A,α, β) in C
∞
loc on Σ \D.
Step 5 (The limiting configuration). After passing to the limit i→∞ in (4.8), we get
−e−f |α′|2 + ef |β′|2 = 0,
or equivalently ef = |α′|/|β′|. Therefore, the limiting configuration ϕ = (α, β) satisfies
−|α|2 + |β|2 = −e−f |α′|2 + ef |β′|2 = 0.
The remaining equations ∂Aα = 0, ∂Aβ = 0, and αβ = 0 are obtained from passing to the limit
in the corresponding equations for Ai, αi, and βi. Moreover,
|ϕ|4 =
(
|α|2 + |β|2
)2
=
(
e−f |α′|2 + ef |β′|2
)2
= 4|α′|2|β′|2
extends to a smooth function on Σ whose zeroes are the points in D. At a point x ∈ D, the
norm |ϕ| = 2
√
|α′||β′| vanishes to the order
1
2
(ordx(α
′) + ordx(β
′))
where ordx(α
′) and ordx(β
′) are the orders of vanishing of α′ and β′ at x.
Assume now that rankE = 2. Let A2 = A ⊗ A denote the tensor product connection on
L2 = L⊗L. We will show that the pair (L2, A2) is trivial as a bundle with a connection. It will
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follow then that A is flat and has holonomy contained in Z2. Since rankE = 2 and αβ = 0, we
have the following exact sequence over Σ \D:
0 L∗ ⊗K−1/2 E L∗ ⊗K1/2 0,α
β
which yields a bundle isomorphism over Σ \D
ψαβ : L
−2 ⊗K−1/2 ⊗K1/2 −→ detE.
Both line bundles detE and K−1/2 ⊗K1/2 are trivial as bundles with connections. Thus, ψαβ
is a section of L2 over Σ \D which satisfies
∂A2ψαβ = 0, |ψαβ | =
|α|
|β|
= 1
By Lemma 2.1, ∇A2ψαβ = 0 and (L
2, A2) is trivial as a bundle with a connection.
If rankE > 2, let F be the subbundle of E
∣∣
Σ\D
spanned by the subspaces imα and (kerβ)⊥,
interpreting α and β as in the short exact sequence above. Then
α ∈ Γ(Σ \D,F ⊗ L⊗K1/2), β ∈ Γ(Σ \D,F ∗ ⊗ L∗ ⊗K1/2)
are both nowhere zero and satisfy αβ = 0. The previous argument shows that there is a nowhere
vanishing section ψαβ ∈ Γ(Σ, \D, detF ⊗ L
2) satisfying ∂BAψαβ = 0 and |ψαβ | = 1. Here F is
equipped with a connection obtained from B by the orthogonal projection E → F , and detF
has the induced connection. Lemma 2.1 implies that ∇BAψαβ = 0 and detF ⊗ L
2 is trivial
over Σ \D. In particular, there is a well-defined square root (detF )1/2 and the connection on
(detF )1/2 ⊗ L induced from B and A is flat with holonomy contained in Z2.
Step 6 (Convergence of measures). We claim that if x is a point in D at which the sections α′
and β′ vanish to the order k = ordx(α
′) and l = ordx(β
′) respectively, and B is a small disc
around x, then
lim
i→∞
∫
B
i
2π
ΛFAi =
k − l
2
.
This is proved in the same way as the corresponding statement in Theorem 1.3, except that
now Lemma 2.1 is applied to the connection A2 on L2 and section ψαβ (under the assumption
that rankE = 2; in the higher rank case we need to twist L2 by detF ). The degree of the
restriction of ψαβ to ∂B is
deg (ψαβ) = deg
(
α
|α|
)
− deg
(
β
|β|
)
= k − l,
and the factor 1/2 enters because we consider A instead of A2. This shows that D is the set
underlying the divisor
D =
∑
x
(ordx(α
′)− ordx(β
′))x
and iΛFA =
1
2δD as measures. In particular, D has degree 2d.

Proof of Theorem 1.4. Our assumptions guarantee that all irreducible solutions to the Seiberg–
Witten equations with multiple spinors are gauge-equivalent to configurations pulled-back from
Σ satisfying (2.1) with ǫ = 1 [Doa, Proposition 3.10]. The bundle L is necessarily pulled-back
from a bundle over Σ. Let ǫi = ‖Ψi‖
−1
L2 and Ψ
′
i = ǫiΨi. Then the rescaled sequence (Ai,Ψ
′
i)
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satisfies ‖Ψ′i‖L2 = 1 and equations (2.1) with ǫ = ǫi. The statements about the convergence of
(Ai,Ψ
′
i) and the structure of Z follow now from Theorem 2.2.
It remains to show the convergence of currents. Every η ∈ Ω1(Y ) is of the form
η = f(t, x)dt+ ξ(t),
where f ∈ C∞(Y ), (t, x) denote the product co-ordinates on S1 × Σ, and ξ is an S1-family of
one-forms ξ(t) ∈ Ω1(Σ). The forms FAi are pulled-back from Σ, so∫
Y
i
2π
FAi ∧ η =
∫
S1
∫
Σ
i
2π
FAif(t, x)dt =
∫
Σ
i
2π
g(x)FAi ,
where g(x) =
∫
S1 f(t, x)dt. Passing to the limit i→∞ and using the convergence of measures
(i/2π)ΛFAi → δD/2 proved in Theorem 2.2, we arrive at
lim
i→∞
∫
Y
i
2π
FAi ∧ η =
1
2
∑
k
mkg(xk) =
1
2
∑
k
mk
∫
S1
f(t, x)dt =
1
2
∑
k
mk
∫
S1×{xk}
η,
which is the equality that we wanted to prove. 
Finally, we prove Theorem 1.1. Since the proof is similar to that of the convergence statement
in Theorem 2.2, we only outline the main steps and comment on the necessary modifications.
The following inequality will be useful.
Lemma 4.1. Let a, b, x, and y be positive numbers. Then for all ξ ∈ (0,∞)
ξ−ax+ ξby ≥ Kx
b
a+b y
a
a+b
where K is positive and depends only on a and b.
Proof. Consider the function f : (0,∞)→ (0,∞) given by
f(ξ) = ξ−ax+ ξby.
It attains a global minimum at
ξ0 =
(
ax
by
) 1
a+b
.
and the value of f at ξ0 is
f(ξ0) = Kx
b
a+b y
a
a+b
with
K = (a/b)
b
a+b + (b/a)
a
a+b

Proof of Theorem 1.1. First, order the weights according to their signs:
(k1, . . . , kN ) = (a1, . . . , an,−b1, . . . ,−bm),
where n+m = N and aj > 0 and bj > 0. Denote
αi = (α
1
i , . . . , α
n
i ) = (ϕ
1
i , . . . , ϕ
n
i ),
βi = (β
1
i , . . . , β
m
i ) = (ϕ
n+1
i , . . . , ϕ
N
i ).
When all the weights are positive and τ < 0, or when one of the sequences ‖αi‖L∞ or ‖βi‖L∞
converges to zero, the proof is the same as for Theorem 1.3. Let us focus on the more difficult
case when the weights are of mixed signs and ‖αi‖L∞ , ‖βi‖L∞ are bounded below by a positive
number.
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As in the proof of Theorem 2.2, we find sequences of λi > 0 and complex gauge transforma-
tions gi ∈ G
c such that the sequence
(A′i, α
′
i, β
′
i) = gi(Ai, λiαi, λiβi)
converges uniformly with all derivatives on Σ to a limit (A′, α′, β′). In order to do this, first
choose gi so that gi(Ai) converges. After changing gi by constant complex gauge transforma-
tions we may assume that ‖gi(αi)‖L2 = ‖gi(βi)‖L2 . Indeed, for each i such a constant gauge
transformation is given by a number µ > 0 satisfying
n∑
j=1
µaj‖αji‖
2
L2 −
m∑
j=1
µ−bj‖βji ‖
2
L2 = 0.
Since the left-hand side diverges to ∞ when µ → ∞, and to −∞ when µ → 0, such µ exists.
Then we choose the scaling constants λi so that
‖λigi(αi)‖L2 = ‖λigi(βi)‖L2 = 1,
which, after passing to a subsequence, guarantees the existence of non-zero limiting sections
α′ = ((α′)1, . . . , (α′)n) and β′ = ((β′)1, . . . , (β′)m). After changing the original sequence by a
sequence of unitary gauge transformations, we may assume that gi = e
fi/2 for smooth functions
fi : Σ→ R.
The next step is to show that λi is bounded above and separated from zero. To prove the
latter observe that at least one of the sections (α′)i is non-zero. Without loss of generality
assume that (α′)1 6= 0. Likewise, we may assume that (β′)1 6= 0. Then
λ2i
(
|αi|
2 + |βi|
2
)
≥ |λiα
1
i |
2 + |λiβ
1
i |
2 = e−a1fi |(α′i)
1|2 + eb1fi |(β′i)
1|2.
Applying Lemma 4.1 to the right-hand side, integrating over Σ, and using the L2-bound for
ϕi = (αi, βi), we obtain
Cλ2i ≥ K
∫
Σ
|(α′i)
1|κ1 |(β′i)
1|κ2
for some positive exponents κ1 and κ2 depending on a1 and b1. Now the right-hand side of the
inequality is bounded below by a positive constant, because of the convergence (α′i)
1 → (α′)1
and (β′i)
1 → (β′)1 and the assumption that the limiting sections are non-zero. This shows that
the sequence λi is separated from zero.
An upper bound is found in the same way as in the proof of Theorem 2.2. Let
ui =
n∑
j=1
aj |α
j
i |
2 and vi =
m∑
j=1
bj |β
j
i |
2.
Suppose without loss of generality that τ ≤ 0. We have, as in (4.6),
vi = ǫ
2
iΛiFA′i − ǫ
2
i∆fi + ui + τ.
Using the maximum principle, one shows that at the point xi where vi attains a global max-
imum, there is a lower bound for∆fi(xi). As in the situation of Theorem 2.2, if λi is unbounded,
then uivi → 0 uniformly. It follows that ui(xi) → 0 and passing to the limit i → ∞ we arrive
at a contradiction vi(xi) → 0. This shows that λi must be bounded above. Since it is also
separated from zero, after passing to a subsequence it may be assumed to be convergent and
we may as well assume that λi = 1.
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The function fi satisfy the partial differential equation
ǫ2i∆fi −
n∑
j=1
P ji e
−ajfi +
m∑
j=1
Qjie
bjfi − wi = 0,
where P ji = aj|gi(α
j
i )|
2, Qji = bj |gi(β
j
i )|
2, and wi = ǫ
2
i iΛFgi(Ai). We have
P ji −→ P
j , Qji −→ Q
j , wi −→ 0 in C
∞,
where P j = aj |(α
′)j |2 and Qj = bj |(β
′)j |2. Let D be the union of the zero sets of the limiting
sections α′ and β′. Since they are not identically zero, D is a (possibly empty) finite subset of
Σ. Over Σ \D we have
P 1 + . . .+ Pn > 0, and Q1 + . . .+Qm > 0.
Therefore, by Proposition 3.1 and Remark 3.2 we can bound the the functions fj and their
derivatives on any compact subset of Σ\D, and consequently, extract a subsequence converging
smoothly to a function f on Σ\D. As before, this leads to the smooth convergence of (Ai, αi, βi)
to e−f/2(A′, α′, β′) on Σ \D. 
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