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We propose an effective model to describe the statistical properties of exciton fine structure split-
ting (FSS) and polarization angle of quantum dot ensembles (QDEs). We derive the distributions
of FSS and polarization angle for QDEs and show that their statistical features can be fully charac-
terized using at most three independent measurable parameters. The effective model is confirmed
using atomistic pseudopotential calculations as well as experimental measurements for several rather
different QDEs. The model naturally addresses three fundamental questions that are frequently en-
countered in theories and experiments: (I) Why the probability of finding QDs with vanishing FSS
is generally very small? (II) Why FSS and polarization angle differ dramatically from QD to QD?
and (III) Is there any direct connection between FSS, optical polarization and the morphology of
QDs? The answers to these fundamental questions yield a completely new physical picture for
understanding optical properties of QDEs.
PACS numbers: 78.67.Hc, 42.50.-p, 73.21.La, 81.07.Ta
Introduction.- The fine structure splitting (FSS) of ex-
citons in self-assembled quantum dots (QDs) poses the
major obstacle to the realization of entangled photon
pairs from biexciton cascade process, thus has been a
subject of extensive investigation in the past decade [1–
9]. Now it is quite clear that the FSS arises from the
intrinsic nonequivalence along [110] and [11¯0] directions
in zinc-blende crystals, which reduce the symmetry of
the underlying lattice from Td to C2v for pure circular
lens-shaped QDs, and the other nonuniform effects such
as local strain, shape irregularities, alloys and interface
effects [10, 11], which further reduce the symmetry to
C1 for alloyed QDs [12]. A single external field, such as
electric field [13–18], magnetic field [2, 19], or anisotropic
stress [12, 20–24], is insufficient to eliminate the FSS be-
cause the lower bound of FSS is generally much larger
than the homogeneous broadening of the emission line
(∼ 1 µeV). To eliminate the FSS, two non-equivalent
fields have to be combined [8, 9]. Generally, the FSSs
depend strongly on the local details of QDs, thus is hard
to be predicted in theories. For instance for two QDs
with the same morphology but tiny difference in alloy
atomistic arrangement, their FSS and polarization angle
may be fairly different. Therefore we confront three fun-
damental issues, which are generally very challenging for
understanding: (I) Why the probability of finding QDs
with vanishing FSS is general very small? (II) Why FSS
and polarization angle differ dramatically from QD to
QD? and (III) Is there any direct connection between
FSS, polarization angle and morphology of QDs. These
three questions are essential for understanding optical
properties of QDEs.
This Letter is devoted to address these three funda-
mental issues. We propose an effective model to describe
the statistical features of FSS and polarization angle and
derive their corresponding distribution functions. We
show that their statistical properties can be fully char-
acterized using at most three independent measurable
parameters. The effective model is then confirmed using
atomistic pseudopotential calculations as well as experi-
mental measurements for several rather different types of
QDEs. Potential applications of the generic model is also
discussed. These results yield a completely new physical
picture for understanding optical properties of QDEs.
Theoretical Model.- An analytical model which can
capture the true symmetry properties of QDs is required
to better understand the statistical properties of QDEs.
To this end, the recently developed phenomenological
model in Ref. [12] is well fitted to this problem. From
the symmetry viewpoint, the Hamiltonian for a single
QD can be written as H = H2v + V1, where H2v con-
tains the kinetic energy and the potential with the crys-
tal C2v symmetry, and V1 is the perturbation potential
with C1 symmetry. We define two eigenvectors of H2v as
|3〉 = |Γ2 + iΓ4〉 and |4〉 = |Γ2 − iΓ4〉, which are exactly
along either [110] or [11¯0] direction (ensured by the C2v
symmetry) and also real simultaneously (ensured by the
time-reversal symmetry). An effective 2× 2 Hamiltonian
can be constructed from these two bright states [12],
H = E¯ + δσz + κσx, (1)
where E¯+δ = 〈3|H |3〉, E¯−δ = 〈4|H |4〉, κ = 〈3|V1|3〉, and
δ, κ ∈ R. σx and σz are Pauli matrices. E¯ defines the ex-
citon energy, and ∆ = 2
√
κ2 + δ2 defines the FSS. Physi-
2cally, κ describes the coupling between two bright states,
leading to the deviation of the emission line from [110]
and [11¯0] directions. The wavefunction of the bright exci-
ton can be written as ψ = cos(θ)|3〉+sin(θ)|4〉, where θ is
the polarization angle with tan(θ) = κ−1(κ±√δ2 + κ2).
Hence δ = ±∆sin(2θ)/2, and κ = ∓∆cos(2θ)/2.
The V1 term can be uniquely determined with the fol-
lowing recipe. We assume V is the total potential of
QDs (including all types of interactions), and G con-
tains all irreducible representations of C2v point group.
For any g ∈ G, gH2vg−1 = H2v, therefore H2v =
T +(
∑
g∈G gV (r)g
−1)/|G|, where T is the kinetic energy
and |G| is the number of symmetry operators. Then
V1(r) = V (r)− (
∑
g∈G
gV (r)g−1)/|G|. (2)
Obviously,
∑
g gV1(r)g
−1 ≡ 0 for any r. The C2v symme-
try ensures the direct connection between r and grg−1,
whereas there are no correlations for other coordinate
pair (r, r′) when r′ 6= grg−1. Thus the V1 term, which de-
pends essentially on the local details of QDs, has the basic
feature even in a single QD that the potential should be
spatially changed rapidly both in sign and magnitude.
The major difference between single QD and QDE is
that in the latter case the morphology variations of QDs
make H2v and V1 also varying. To make the physical
picture more transparent, we rewrite H2v = H¯2v + δH2v,
where H¯2v = 〈H2v〉, and δH2v defines the variations from
QD to QD. Now, V1 can be treated as an random po-
tential from the viewpoint of QDEs due to its peculiar
feature in Eq. 2. The δH2v, although lacking similar
feature, also exhibits some degrees of randomness. We
propose that the effective model in Eq. 1 for a single QD
is still valid to describe the optical properties of QDEs,
with the modification that δ and κ be treated as inde-
pendent random numbers satisfying some particular dis-
tributions. Notice that both δH2v and V1 contribute to
the randomness of δ, while only V1 contributes to κ. We
expect 〈κ〉 = 0, but 〈δ〉 6= 0 because QDs with C2v sym-
metry (V1 ≡ 0) still have finite FSS. We set δ = δ0 + δ′,
where δ0 = 〈δ〉. In the following, it is essential to verify
the randomness of δ and κ to validate our basic effective
model. We will also show that δ0 characterizes the shape
anisotropy effect of the QDEs.
Intuitively, the distributions of FSS and polarization
angle should depend strongly on the morphology details
of QDs, including size (base diameter, height), shape,
alloy profile, etc. However, it is impossible to quantita-
tively determine all these parameters in experiments[25–
27]. We circumvent this difficult by defining several
physical parameters to fully characterize the statisti-
cal features of FSS and polarization angle in QDEs.
The distribution of any observable physical quantity, say
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FIG. 1: (Color online). (a) - (d) distribution of δ (•) and κ
() for different QDEs. The solid lines and dashed lines are
the best fitting to Gaussian distributions, and the fitted pa-
rameters are tabled in Table I. The exciton energy dependence
of δ and κ are plotted in (e) and (f), respectively.
f = f(κ, δ0, δ
′), is defined as
P (z) =
∫
dδ′dκδ(f − z)N (δ′, σδ)N (κ, σκ), (3)
where κ and δ′ satisfy normal distributions N (x, σ), with
variations σκ = 〈κ2〉 and σδ = 〈(δ′)2〉, respectively. The
exact distribution functions for FSS and polarization an-
gle can be found in the supplementary material [28]. The
advantage of our strategy is that we are able to define and
characterize the statistical features of FSS and polariza-
tion angle of the QDEs without knowing the morphology
details of the samples.
Here, we are particularly interested in the distribution
of FSS with δ0 = 0, which corresponds to the results of
lens-shaped QDEs. The distribution of FSS reads as
P (∆) =
∆
4σδσκ
exp(−A+∆2)I0(A−∆2), (4)
where A± = 1/(16σ
2
κ)± 1/(16σ2δ) and I0(x) is the modi-
fied Bessel function of the first kind. We find that for a
large class of QDEs the distribution of FSS can be well
approximated by the Wigner function [29]
P (s) =
pi
2
s exp(−pi
4
s2), (5)
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FIG. 2: (Color online). Distribution of FSS for different
QDEs. In each panel, the folded line represents the theo-
retical/experimental data, the dashed line is the best fitting
using Eq. 5, and the dot-dashed line is from direct calculation
using Eq. 3 with the three parameters from Table I.
with s = ∆/〈∆〉. Notice that Eq. 5 is the standard level
spacing of the random matrix of Gaussian orthogonal
ensemble, in which all matrix elements are assumed to
be independently identically Gaussian distributed. Eq.
5 exactly describes the distribution of FSS only when
δ0 = 0 and σκ = σδ. The above two equations clearly
demonstrate the strong repulsion between levels. More
specifically, the strong repulsion is related to the indepen-
dence of off-diagonal and diagonal elements, which leads
to the appearance of the first s term in 5. It is exactly
this term that renders the probability of finding QDs
with vanishing FSS very small. It therefore should be in
stark contrast to the trivial random matrix without off-
diagonal elements where strong attractive between levels
leads to level spacings described by Poisson distribution
[29].
The distribution of the polarization angle θ ∈
[−pi/2, pi/2] at δ0 = 0 reads as [31]
P (θ) =
1
pi
· 1
η sin(2θ)2 + η−1 cos(2θ)2
, (6)
where η = σδ/σκ. We see P (θ) = 1/pi when η = 1. P (θ)
reaches the maximum at θ = 0,±pi/2 when η > 1, or at
θ = ±pi/4 when η < 1. The period of P (θ) is pi/2. It is
worth emphasizing that the fluctuation of θ is induced by
the random coupling between the bright states from V1,
thus it is not an extrinsic effect[30]. In the following, we
will confirm the validity of the above analytical results
using several rather different QDEs, some of which even
have relative large δ0. The validity of the above one-
parameter equations will also be examined.
In the limit of δ0 ≫ σδ, σκ, the statistical features turn
out to be very simple and can be understood as follows.
The polarization angle should be around either θ = 0
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FIG. 3: (Color online). Distributions of polarization angles
for different QDEs. In each panel, the symbols represent the
theoretical/experimental data, the solid line is the best fitting
using Eq. 6, ad the dashed line is from direct calculation using
Eq. 3 with the three parameters from Table I.
or θ = pi/2, thus η ≫ 1. The FSS is most likely to be
observed at ∆ ∼ δ0 in such types of QDEs, and the distri-
bution of FSS decays rapidly to zero when |∆−δ0| ≫ σδ.
The distribution of FSS is more close to a Gaussian func-
tion with width
√
σ2δ + σ
2
κ. This limit actually corre-
sponds to QDEs with strong shape anisotropy.
Theoretical and experimental verifications.- Above an-
alytic results are further confirmed using atomistic simu-
lation and realistic experiments. The simulation is based
on the well-established atomistic pseudopotential method
[32–34]. We consider three different InxGa1−xAs/GaAs
QDEs: (T1) Lens QDs with fixed x = 0.6, diameter
D = 25 nm, and height h = 3.5 nm; (T2) Elongated
QDs with x = 0.6, diameter along [110] ([11¯0]) direc-
tion D[110] = 26 nm (D[11¯0] = 24 nm), h = 3.5 nm;
(T3) Lens QDs where x, D and h are variables, with the
mean values 〈x〉 = 0.6, 〈D〉 = 25 nm, 〈h〉 = 3.5 nm,
and variations up to 10% of the corresponding mean val-
ues. In the experiments we consider four different QDEs.
The samples were grown by solid source molecular beam
epitaxy on GaAs (001) substrates. GaAs/AlGaAs QDs
are obtained by infilling self-assembled nanoholes fabri-
cated in situ either by droplet etching[35] or by selective
AsBr3 etching[36]. The indium flushed self-assembled
In(Ga)As/GaAs QDs are grown by Stranski-Krastanov
technique[37]. Excitons confined in the GaAs QD (QDE
E1), In(Ga)As QD (QDE E4) and GaAs quantum well
potential fluctuations (QDEs E2 and E3, respectively)
are investigated. All the microphotoluminescence spec-
troscopy measurements were performed at low temper-
ature. We study several rather different QDEs here to
show the validity of the generic model. In the following,
we choose QDEs T1, T2, E1 and E2 to present our major
findings, while all the parameters for the QDEs, including
the fitted results, are summarized in Table I for compar-
4ison. More details can be found in the supplementary
material [28].
TABLE I: Summarized parameters for different QDEs. The
definition of QDs can be found in the main text and supple-
mentary material [28]. N the sample volume of simulated or
measured QDs with EX (eV) the mean exciton energy, and
σX (meV) the variation of the exciton energies. 〈κ〉, σκ, δ0,
σδ, 〈∆〉 (the mean value of FSS) are all in unit of µeV. η
has been defined in Eq. 6. G(2) = 〈(δ − 〈δ〉)(κ− 〈κ〉)〉/σδσκ
measures the cross correlation between the two random num-
bers. P (%) defines the probability of finding QDs with FSS
smaller than the broadening of the emission line (1 µeV).
QDs T1 T2 T3 E1 E2 E3 E4
N 1351 1381 7714 204 412 401 240
EX 1.240 1.210 1.186 1.598 1.722 1.768 1.386
σX 2.9 3.0 28.3 2.5 3.6 5.1 4.4
〈κ〉 -0.1 -0.2 -0.2 -0.1 0.2 -0.3 -0.4
σκ 1.7 2.0 1.5 2.1 2.3 1.3 4.4
δ0 -0.1 -2.9 0.6 15.9 -18.4 -3.5 -1.7
σδ 1.4 1.8 1.3 3.0 13.6 10.2 4.8
〈∆〉 4.0 7.7 3.8 32.6 39.7 15.4 11.7
η 0.88 1.99 1.04 7.80 7.53 5.26 1.0
G(2) 0.002 0.003 ∼ 0.0 -0.041 -0.298 0.114 -0.08
P 5.0 1.3 5.7 ∼ 0.0 0.2 0.1 0.5
For all QDEs we observe that the distributions of δ
and κ (see Fig. 1a -d) can be well fitted with Gaussian
functions. We have also confirmed that these random
variables are independent of exciton energies (see Fig.
1e, f). In QDE T1, we find δ0 ∼ 0 and σδ ≃ σκ, see
Fig. 1a, which agree well with the experimental data in
QDE E4; In elongated QDE T2 (Fig. 1b), the shape
anisotropy leads to significant nonzero δ0. This observa-
tion qualitatively agrees with the results in experiments,
see Fig. 1c-d, which have elongation either along [110]
or [11¯0] direction. To verify the randomness of these two
parameters, we calculate the cross correlations between
δ′ and κ and find that the correlation between them is
indeed very small, see G(2) in Table I. The experimental
measured correlation is larger than our atomistic simu-
lation because much smaller sample volume is measured
in experiments. The fluctuations of δ and κ both in sim-
ulations and experiments are found to be of the order of
several µeV; 〈κ〉 ∼ 0 is also consistent with expectation.
The connection between morphology and FSS can be
established as follows. We observe that the anisotropic
effect arising from the lattice nonequivalence of [110] and
[11¯0] directions in zinc-blende crystals leads to a fairly
small δ0, whereas the anisotropic effect arising from shape
elongation generally leads to a significant δ0 (and hence
large FSS), as observed in QDE T2 and the experimental
samples. In experiments, the QDs exhibit apparent elon-
gation either along [110] or [11¯0] direction, and for the
quantum well potential fluctuation QDE, strong shape
anisotropic effect is also expected[20]. The basic conclu-
sion that shape anisotropy has dominate contribution to
FSS is consistent with the recent reports by Plumhof[20]
and Huo[38]. However what we advance here is that the
shape anisotropy can be fully characterized by δ0. We
note that the morphology of a single QD is impossible
to be precisely controlled in experiments. However, the
statistical properties of QDEs maybe well controlled[39],
therefore it provides an interesting arena in future to
study the relationship between these parameters and the
growth environments, such as temperature, pressure, etc.
The distributions of FSS for QDEs are presented in
Fig. 2. The dashed lines are the best fitting using Eq.
5, while the dot-dashed lines are calculated from Eq. 3
with the three parameters obtained directly from fitting
the distributions of δ and κ with Gaussian distributions
(see Fig. 1). We have numerically confirmed that the dis-
tribution of FSS can be well described using Eq. 5 when
δ0 < 2σδ, and it is somewhat poorer for QDEs with large
δ0/σδ (see QDE E1).The distributions of polarization are
presented in Fig. 3 and generally much better agreement
can be obtained. The good agreement between analytical
curves from Eq. 3 and simulations/experiments clearly
demonstrate the validity of our model. Here we delib-
erately verify the validity of Eq. 5 and 6 to the con-
dition δ0 6= 0 to provide important reference for future
researches in QDs and other nanostructures.
Discussions and concluding remarks.- We now answer
the three fundamental questions put forward in the in-
troduction. Firstly, the probability of finding QDs with
FSS smaller than 1 µeV is P = 1/16σδ′σκ when δ0 = 0.
For typical values of σδ and σκ, P ∼ 1%. When δ0 6= 0, a
prefactor exp(−δ20/2σ2δ ) arises, which further suppresses
P , see Table I (Q:I). Secondly, in a random potential V1,
it is possible to observe two QDs with the same exciton
energies and the same FSSs, but fairly different polar-
ization angles. No obvious correlation between FSS and
polarization angle can be derived (Q:II). Finally, due to
the randomness of δ and κ, the morphology effect can
be missed out in experiments of single QD[10, 11]. How-
ever, it can be recovered from experiments about QDEs.
In particular, for QDE with a large FSS (δ0 ≫ σδ, σκ),
the mean value of FSS itself can be used to characterize
the shape anisotropy effect of QDE, in which condition
the emissions should almost polarized along either [110]
or [11¯0] direction (Q:III).
Several additional remarks are in order. Firstly, the
basic idea can be easily generalized to study the optical
properties of high-symmetric QDEs. Although the two
bright states are degenerate for QDs with C3v or D2d
symmetry[40], the random term V1 can still render the
probability of finding QDs with vanishing FSS small, as
seen in recent experiments [41–43]. For high-symmetric
QDEs, δ0 = 0, thus only two independent parameters are
required to fully characterize the statistical properties of
FSS and polarization angle. We estimate σκ and σδ ∼
1 µeV using the results from Ref. [41, 42], which seems
to a bit smaller than that in C2v symmetric QDEs, see
5Table I. Secondly, the effective model is derived purely
from symmetry argument, and is independent of the mor-
phology details of QDs, thus it is also applicable to study
the optical properties of other semiconductor nanostruc-
tures, e.g., quantum rod and colloid nanocrystals[44–46].
As a generic feature, all the physical observations should
exhibit some degree of random fluctuations[47]. Thirdly,
the leasing from QDE requires the photons have good po-
larization property[48, 49], and recently there are indeed
some remarkable progresses along this line [50–52]. The
statistical feature of polarization angle can find impor-
tant application in these fields. Finally, since the random
potential V1 is impossible to be captured by any theoret-
ical model, the theoretical modeling can only be used
to qualitatively, instead of quantitatively, interpret the
physical observations in experiments. To conclude, all
these results and insights yield a completely new physi-
cal picture to understand the optical properties of QDEs.
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