We use the method of characteristic sets with respect to two term orderings to prove the existence and obtain a method of computation of a bivariate Kolchin-type dimension polynomial associated with a non-reflexive difference-differential ideal in the algebra of difference-differential polynomials with several basic derivations and one translation. In particular, we obtain a new proof and a method of computation of the dimension polynomial of a non-reflexive prime difference ideal in the algebra of difference polynomials over an ordinary difference field. As a consequence, it is shown that the reflexive closure of a prime difference polynomial ideal is the inverse image of this ideal under a power of the basic translation. We also discuss applications of our results to the analysis of systems of algebraic difference-differential equations.
Introduction
The role of dimension polynomials in differential and difference algebra is similar to the role of Hilbert polynomials in commutative algebra and algebraic geometry. An important feature of such polynomials is that they describe in exact terms the freedom degree of a continuous or discrete dynamic system as well as the number of arbitrary constants in the general solution of a system of partial algebraic differential or difference equations. Furthermore, a dimension polynomial associated with a finite system of generators of a differential, difference or difference-differential field extension carries certain birational invariants, numbers that do not change when we switch to another system of generators. These invariants, which characterize the extension, are closely connected with some other its important characteristics such as the differential (respectively, difference or difference-differential) transcendence degree, type and typical dimension of the extension. Finally, properties of dimension polynomials associated with prime differential (respectively, difference or difference-differential) ideals provide a powerful tool in the dimension theory of the corresponding rings (see, for example, (Johnson, 1969) , (Kondrateva, Levin, Mikhalev, Pankratev, 1999, Ch. 7) , and (Levin, Mikhalev, 1995) ). Dimension polynomials in differential and difference algebra have been extensively studied since 1960s when E. Kolchin (Kolchin, 1964) introduced a concept of a differential dimension polynomial associated with a finitely generated differential field extension (see also (Kolchin, 1973, Ch. II, Sect. 12) ). The corresponding characteristics of difference and inversive difference field extensions were introduced in (Levin, 1978) and (Levin, 1980) .
In this paper we adjust a generalization of the Ritt-Kolchin method of characteristic sets developed in (Levin, 2013) to the case of (non-inversive) difference-differential polynomials with one translation and apply this method to prove the existence and outline a method of computation of a bivariate dimension polynomial associated with a non-reflexive difference-differential polynomial ideal. Our main result (Theorem 4.2) can be viewed as an essential generalization (in the case of one translation) of the existing theorems on bivariate dimension polynomials of difference-differential and difference field extensions, see (Levin, 2000, Theorem 5.4) and (Levin, 2008, Theorems 4.2.16 and 4.2.17) . The latter theorems deal with extensions that arise from factor rings of difference-differential (or difference) polynomial rings by reflexive difference-differential (respectively, difference) prime ideals. Our paper extends these results to the case when the prime ideals are not necessarily reflexive, so the induced translations of the factor rings are not necessarily injective. We also extend the results of (Levin, 2018) ; in the last section we prove that the reflexive closure of a prime difference polynomial ideal is the inverse image of a power of the basic translation (see Corollary 4.4), generalize this result to the case of several translations and include a discussion of the obstacles for extending the main result of the paper to this case. Furthermore, it is shown that the ring of difference-differential polynomials over a difference-differential field with one translation satisfies the ascending chain conditions (ACC) for prime difference-differential ideals (Corollary 4.5) . Note that rings of differential (respectively, difference) polynomials over a differential (respectively, difference) fields do not satisfy the ACC for differential (respectively, difference) ideals, see (Ritt, 1932, Sect. 11) and (Cohn, 1965, Ch. 2, Example 3) . At the same time, such rings, as well as rings of differencedifferential polynomials, satisfy the ACC for perfect ideals. (In the most general case of perfect difference-differential polynomial ideals, the corresponding result is proven in (Cohn, 1970) .) Note that perfect difference (and difference-differential) ideals are reflexive. It is not known, in general, what is the smallest class of difference (or difference-differential) non-reflexive ideals that satisfies the ACC. The most recent results of this kind in the difference case were obtained in (Levin, 2015) (this work shows that non-reflexive well-mixed difference polynomial ideals do not satisfy ACC) and (Wang, 2018) where the author proved that non-reflexive well-mixed radical difference polynomial ideals generated by binomials satisfy the ACC. We also discuss the relationship between the obtained difference-differential dimension polynomial and the concept of strength of a system of algebraic difference-differential equations in the sense of A. Einstein. This concept was introduced in (Einstein, 1953) as a qualitative characteristic of a system of partial differential equations. The corresponding notion for systems of partial difference equations was introduced in (Kondrateva, Levin, Mikhalev, Pankratev, 1999, Sect. 6.4 ); a detailed discussion of this concept in the difference case can be found in (Levin, 2008, Sect. 7.7) . Furthermore, as a consequence of our main result, we obtain a new proof and a method of computation of the dimension polynomial of a non-reflexive prime difference ideal in the algebra of difference polynomials over an ordinary difference field. The existence of such a polynomial was first established in (Hrushovski, 2012, Sect. 4.4) , an alternative proof was obtained in (Wibmer, 2013, Sect. 5.1) . However, these proofs are not constructive, while our approach leads to an algorithm for computing dimension polynomials.
Preliminaries
In this section we present some basic concepts and results used in the rest of the paper.
Throughout the paper Z, N, and R denote the sets of all integers, all non-negative integers and all real numbers, respectively. For any positive integer p, we set N p = {1, . . . , p}. By a ring we always mean an associative ring with unity. Every ring homomorphism is unitary (maps unity onto unity), every subring of a ring contains the unity of the ring, and every algebra over a commutative ring is unitary. Every field considered below is supposed to have zero characteristic.
If B = A 1 × · · · × A k is a Cartesian product of k ordered sets with orders ≤ 1 , . . . , ≤ k , respectively (k ∈ N, k ≥ 1), then by the product order on the set B we mean a partial order ≤ P such that (a 1 , . . . ,
The proof of the following statement can be found in (Kolchin, 1973, Ch. 0, Lemma 15) .
Lemma 2.1. Let A be an infinite subset of N m × N n (m, n ∈ N, n ≥ 1). Then there exists an infinite sequence of elements of A, strictly increasing relative to the product order, in which every element has the same projection on N n .
. . , t p ) ∈ Z for all sufficiently large p-tuples (t 1 , . . . , t p ) ∈ Z p (that is, there exist integers s 1 , . . . , s p such that f (r 1 , . . . , r p ) ∈ Z whenever (r 1 , . . . , r p ) ∈ Z and r i ≥ s i for all i = 1, . . . , p.)
Obviously, every polynomial with integer coefficients is numerical. As an example of a numerical polynomial in p variables with non-integer coefficients (p ∈ N, p ≥ 1) one can consider a polynomial
The following theorem proved in (Kondrateva, Levin, Mikhalev, Pankratev, 1999, Ch. 2) gives the "canonical" representation of a numerical polynomial. It also shows that the words "for all sufficiently large" in Definition 2.2 can be replaced with "all", that is, a numerical polynomial takes integer values for all integer values of its arguments.
Theorem 2.3. Let f (t 1 , . . . , t p ) be a numerical polynomial in p variables and let deg t i f = m i (m 1 , . . . , m p ∈ N). Then f (t 1 , . . . , t p ) can be represented as
with uniquely defined integer coefficients a i 1 ...i p .
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In the rest of the section we deal with subsets of N m+1 (m is a positive integer) treated as a Cartesian product N m × N (so that the last coordinate has a special meaning). If a = (a 1 , . . . , a m+1 ) ∈ N m+1 , we set ord 1 a = m i=1 a i and ord 2 a = a m+1 . Furthermore, we treat N m+1 as a partially ordered set with respect to the product order ≤ P .
and only if for any element (a 1 , . . . , a m+1 ) ∈ A, there exists i ∈ N, 1 ≤ i ≤ m + 1, such that a i > v i . Furthermore, for any r, s ∈ N, we set
The following theorem is a direct consequence of the corresponding statement proved in (Kondrateva, Levin, Mikhalev, Pankratev, 1999, Chapter 2) ; it generalizes the well-known Kolchin's result on univariate numerical polynomials associated with subsets of N m (see (Kolchin, 1973, Ch. 0, Lemma 17) ).
Theorem 2.4. Let A be a subset of N m+1 . Then there exists a numerical polynomial ω A (t 1 , t 2 ) with the following properties:
(i) ω A (r, s) = Card V A (r, s) for all sufficiently large (r, s) ∈ N 2 . (As in Definition 2.2, it means that there exist r 0 , s 0 ∈ N such that the equality holds for all integers r ≥ r 0 , s ≥ s 0 ; as usual, Card M denotes the number of elements of a finite set M).
(ii) deg t 1 ω A ≤ m and deg t 2 ω A ≤ 1 (so the total degree deg ω A of the polynomial does not exceed m + 1).
(iii) deg ω A = m + 1 if and only if A = ∅. In this case ω A (t 1 , t 2 ) = t 1 + m m (t 2 + 1).
(iv) ω A is a zero polynomial if and only if (0, . . . , 0) ∈ A.
Definition 2.5. The polynomial ω A (t 1 , t 2 ) whose existence is stated by Theorem 2.4 is called the dimension polynomial of the set A ⊆ N m+1 associated with the orders ord 1 and ord 2 .
Note that if A ⊆ N m+1 and A ′ is the set of all minimal elements of A with respect to the product order on N m+1 , then the set A ′ is finite (it follows from Lemma 2.1) and ω A (t 1 , t 2 ) = ω A ′ (t 1 , t 2 ). The following statement, which is a consequence of (Kondrateva, Levin, Mikhalev, Pankratev, 1999, Proposition 2.2.11) , gives a closed-form formula for the polynomial ω A (t 1 , t 2 ) where A is a finite subset of N m+1 (therefore, it allows one to compute the dimension polynomial of any subset of N m+1 after finding the minimum points of this subset).
Theorem 2.6. Let A = {a 1 , . . . , a q } be a finite subset of N m+1 . Let a i = (a i1 , . . . , a i,m+1 ) (1 ≤ i ≤ q) and for any l ∈ N, 0 ≤ l ≤ q, let Γ(l, q) denote the set of all l-element subsets of the set {1, . . . , q}. Furthermore, for any γ ∈ Γ(l, q), letā γ j = max{a i j |i ∈ γ} (1 ≤ j ≤ m + 1) and
Then In what follows, we consider a special case when the set Σ consists of a single endomorphism σ called a translation. Powers of σ will be referred to as transforms. The set ∆ {σ} is said to be the basic set of the difference-differential ring R, which is also called a ∆-σ-ring. If R is a field, it is called a difference-differential field or a ∆-σ-field. We will often use prefix ∆-σinstead of the adjective "difference-differential".
Let T be the free commutative semigroup generated by the set ∆ {σ}, that is, the semigroup of all power products
The numbers ord ∆ τ = m i=1 k i and ord σ τ = l are called the orders of τ with respect to ∆ and σ, respectively. For every r, s ∈ N, we set
Furthermore, Θ will denote the subsemigroup of T generated by ∆, so every element τ ∈ T can be written as
with respect to the action of any operator of ∆ σ. In this case the restriction of a mapping from ∆ σ on R 0 is denoted by the same symbol. If a prime ideal P of R is closed with respect to the action of ∆ σ, it is called a prime difference-differential (or ∆-σ-) ideal of R.
Definition 2.9. If R is a ∆-σ-field and R 0 a subfield of R which is also a ∆-σ-subring of R, then R 0 is said to be a ∆-σ-subfield of R; R, in turn, is called a difference-differential (or ∆-σ-) field extension or a ∆-σ-overfield of R 0 . In this case we also say that we have a ∆-σ-field extension R/R 0 .
If R is a ∆-σ-ring and S ⊆ R, then the intersection of all ∆-σ-ideals of R containing the set S is, obviously, the smallest ∆-σ-ideal of R containing S . This ideal is denoted by [S ]; as an ideal, it is generated by all elements τη where τ ∈ T , η ∈ S . (Here and below we frequently
is finitely generated (in this case we write I = [η 1 , . . . , η p ]) and call η 1 , . . . , η p difference-differential (or ∆-σ-) generators of I.
If K 0 is a ∆-σ-subfield of a ∆-σ-field K and S ⊆ K, then the intersection of all ∆-σ-subfields of K containing K 0 and S is the unique ∆-σ-subfield of K containing K 0 and S and contained in every ∆-σ-subfield of K containing K 0 and S . It is denoted by K 0 S . If S is finite, S = 5 {η 1 , . . . , η n }, then K is said to be a finitely generated ∆-σ-extension of K 0 with the set of ∆-σgenerators {η 1 , . . . , η n }. In this case we write K = K 0 η 1 , . . . , η n . As a field, K 0 η 1 , . . . , η n coincides with the field K 0 ({τη i |τ ∈ T, 1 ≤ i ≤ n}).
Definition 2.11. Let R and S be two difference-differential rings with the same basic set ∆ {σ}, so that elements of ∆ and σ act on each of the rings as derivations and an endomorphism, respectively, and every two mapping of the set ∆ {σ} commute. Then a ring homomorphism
then the factor ring R/J has a natural structure of a ∆-σ-ring such that the canonical epimorphism R → R/J is a ∆-σ-homomorphism.
If K is a ∆-σ-field and Y = {y 1 , . . . , y n } is a finite set of symbols, then one can consider a countable set of symbols T Y = {τy j |τ ∈ T, 1 ≤ j ≤ n} and the polynomial ring R = K[{τy j |τ ∈ T, 1 ≤ j ≤ n}] in the set of indeterminates T Y over the field K. This polynomial ring is naturally viewed as a ∆-σ-ring where α(τy j ) = (ατ)y j for any α ∈ ∆ {σ}, τ ∈ T , 1 ≤ j ≤ n, and the elements of ∆ {σ} act on the coefficients of the polynomials of R as they act on the field K. The ring R is called the ring of difference-differential (or ∆-σ-) polynomials in the set of differencedifferential (∆-σ-) indeterminates y 1 , . . . , y n over K. This ring is denoted by K{y 1 , . . . , y n } and its elements are called difference-differential (or ∆-σ-) polynomials.
Definition 2.13. Let R be a ∆-σ-ring and U a family of elements of some ∆-σ-overring of R. We say that U is ∆-σ-algebraically) dependent over R, if the family T U = {τu | τ ∈ T, u ∈ U} is algebraically dependent over R (that is, there exist elements u 1 , . . . , u k ∈ T U and a nonzero polynomial f in k variables with coefficients in R such that f (u 1 , . . . , u k ) = 0). Otherwise, the family U is said to be ∆-σ-algebraically independent over R.
Definition 2.14. If K is a ∆-σ-field and L a ∆-σ-field extension of K, then a set B ⊆ L is said to be a ∆-σ-transcendence basis of L over K if B is ∆-σ-algebraically independent over K and every element a ∈ L is ∆-σ-algebraic over K B (it means that the set {τa | τ ∈ T } is algebraically dependent over the field K B ).
If L is a finitely generated ∆-σ-field extension of K, then all ∆-σ-transcendence bases of L over K are finite and have the same number of elements (see (Kondrateva, Levin, Mikhalev, Pankratev, 1999, Theorem 3.5.38) ). This number is called the ∆-σ-transcendence degree of L over K (or the ∆-σ-transcendence degree of the extension L/K); it is denoted by ∆-σ-tr. deg K L.
Let K be a ∆-σ-field K and L a finitely generated ∆-σ-extension of K with a set of ∆-σgenerators η = {η 1 , . . . , η n }, L = K η 1 , . . . , η n . Then there exists a natural ∆-σ-homomorphism Φ η of the ring of ∆-σ-polynomials K{y 1 , . . . , y n } onto the ∆-σ-subring K{η 1 , . . . , η n } of L such that Φ η (a) = a for any a ∈ K and Φ η (y j ) = η j for j = 1, . . . , n. If A is a ∆-σ-polynomial in K{y 1 , . . . , y n }, then the element Φ η (A) is called the value of A at η and is denoted by A(η). Obviously, the kernel P of the ∆-σ-homomorphism Φ η is a prime reflexive ∆-σ-ideal of K{y 1 , . . . , y n }. This ideal is called the defining ideal of η. If we consider the quotient field Q of the factor
, then this quotient field is naturally ∆-σ-isomorphic to the field L. The ∆-σ-isomorphism of Q onto L is identical on K and maps the canonical images of the ∆-σindeterminates y 1 , . . . , y n in K{y 1 , . . . , y n }/P to the elements η 1 , . . . , η n , respectively.
Reduction of ∆-σ-polynomials. Characteristic sets
Let K be a difference-differential field with a basic set ∆ {σ} (∆ = {δ 1 , . . . , δ m } is a set of derivations, σ is an endomorphism of K). Let R = K{y 1 , . . . , y n } be the ring of ∆-σ-polynomials in the set of ∆-σ-indeterminates y 1 , . . . , y n over K and let T Y denote the set of all elements
then the numbers ord ∆ τ and ord σ τ are called the orders of the term u with respect to ∆ and σ, respectively.
We will consider two total orders < ∆ and < σ on the set of all terms T Y defined as follows:
In this case the ratio v u is defined as τ 2 τ 1 . If u 1 = τ 1 y i , . . . , u p = τ p y i are terms with the same ∆-σindeterminate y i , then the least common multiple of these terms, denoted by lcm(u 1 , . . . , u p ), is defined as lcm(τ 1 , . . . , τ p )y i . If i j, then we set lcm(τ 1 y i , τ 2 y j ) = 0 (τ 1 , τ 2 ∈ T ). The following statement is a consequence of Lemma 2.1.
Lemma 3.1. Let S be any infinite set of terms in the ring K{y 1 , . . . , y n }. Then there exists an infinite sequence of terms u 1 , u 2 , . . . in S such that u k | u k+1 for every k = 1, 2, . . . .
Definition 3.2. If A ∈ K{y 1 , . . . , y n } \ K, then the highest with respect to the orderings < ∆ and < σ terms that appear in A are called the ∆-leader and the σ-leader of A; they are denoted by u A and v A , respectively. If A is written as a polynomial in one variable v A ,
The leading coefficient and the separant of a ∆-σ-polynomial A are denoted by I A and S A , respectively.
Definition 3.3. Let A and B be two ∆-σ-polynomials in K{y 1 , . . . , y n }. We say that A has lower rank than B and write 
If B ∈ K{y 1 , . . . , y n }, then B is said to be reduced with respect to a set A ⊆ K{y 1 , . . . , y n } if B is reduced with respect to every element of A.
Remark. It follows from the last definition that a ∆-σ-polynomial B is not reduced with respect to a ∆-σ-polynomial A (A K) if either B contains some term τv A such that ord ∆ τ > 0 and ord
Definition 3.5. A set of ∆-σ-polynomials A in the ring K{y 1 , . . . , y n } is called autoreduced if A K = ∅ and every element of A is reduced with respect to any other element of this set.
Proposition 3.6. Every autoreduced set in the ring of ∆-σ-polynomials is finite.
Proof. Suppose that A is an infinite autoreduced subset of K{y 1 , . . . , y n }. Then there is an infinite
. . } cannot be strictly decreasing, there exists two indices i and j such that i < j and deg v A i ≤ deg v A j . We obtain that A j is not reduced with respect to A i that contradicts the fact that A is an autoreduced set.
Thus, we can assume that all leaders of our infinite autoreduced set A are distinct. By 
It follows that B i 2 contains a term τv B i 1 = v B i 2 such that ord ∆ τ > 0 and ord ∆ (τu B i 1 ) ≤ ord ∆ u B i 2 . Thus, the ∆-σ-polynomial B i 2 is reduced with respect to B i 1 that contradicts the fact that A is an autoreduced set.
The proof of the following statement is similar to the proof of the reduction theorem for difference-differential polynomials in the case of classical autoreduced sets, see (Cohn, 1970) .
Proposition 3.7. Let A be an autoreduced set in the ring of ∆-σ-polynomials K{y 1 , . . . , y n } and let B ∈ K{y 1 , . . . , y n }. Then there exist ∆-σ-polynomials B 0 and H such that B 0 is reduced with respect to A, rk B 0 ≤ rk B, H is a finite product of transforms of separants and leading coefficients of elements of A, and HB ≡ B 0 (mod[A]) (that is, HB − B 0 ∈ [A]).
With the notation of the last proposition, we say that the ∆-σ-polynomial B reduces to B 0 modulo A.
Throughout the rest of the paper, while considering an autoreduced set A = {A 1 , . . . , A p } in the ring K{y 1 , . . . , y n } we always assume that its elements are arranged in order of increasing rank, rk A 1 < · · · < rk A p .
Definition 3.8. If A = {A 1 , . . . , A p }, B = {B 1 , . . . , B q } are two autoreduced sets of ∆-σ-polynomials K{y 1 , . . . , y n }, we say that A has lower rank than B if one of the following two cases holds:
(1) There exists k ∈ N such that k ≤ min{p, q}, rk A i = rk B i for i = 1, . . . , k − 1 and rk A k < rk B k .
(2) p > q and rk A i = rk B i for i = 1, . . . , q. If p = q and rk A i = rk B i for i = 1, . . . , p, then A is said to have the same rank as B. In this case we write rk A = rk B.
Repeating the arguments of the proof of the corresponding result for autoreduced sets of differential polynomials (see (Kolchin, 1973 , Ch. I, Proposition 3)) we obtain the following statement.
Proposition 3.9. In every nonempty family of autoreduced sets of differential polynomials there exists an autoreduced set of lowest rank.
This statement shows that if J is a ∆-σ-ideal (or even a nonempty subset) of the ring of ∆-σpolynomials K{y 1 , . . . , y n }, then J contains an autoreduced subset of lowest rank.(Clearly, the set of all autoreduced subsets of J is not empty: if A ∈ J, then {A} is an autoreduced subset of J.) Definition 3.10. If J is a nonempty subset (in particular, a ∆-σ-ideal) of the ring of ∆-σpolynomials K{y 1 , . . . , y n }, then an autoreduced subset of J of lowest rank is called a characteristic set of J.
Proposition 3.11. Let A = {A 1 , . . . , A p } be a characteristic set of a nonempty subset J of the ring of ∆-σ-polynomials R = K{y 1 , . . . , y n }. Then an element B ∈ J is reduced with respect to A if and only if B = 0. In particular, the separants and leading coefficients of elements of A do not lie in J.
Proof. First of all, note that if B 0 and rk B < rk A 1 , then {B} is an autoreduced set and rk{B} < rk A that contradicts the fact that A is a characteristic set of J. Let rk B > rk A 1 and let A 1 , . . . , A j (1 ≤ j ≤ p) be all elements of A whose rank is lower that the rank of B. Then the set A ′ = {A 1 , . . . , A j , B} is autoreduced. Indeed, the ∆-σ-polynomials A 1 , . . . , A j are reduced with respect to each other and B is reduced with respect to the set {A 1 , . . . , A j }, since B is reduced with respect to A. Furthermore, each A i (1 ≤ i ≤ j) is reduced with respect to B because rk A i < rk B. By the choice of B, if j < p, then rk B < rk A j+1 , so rk A ′ < rk A; if j = p, then we still have the inequality rk A ′ < rk A by the second part of Definition 3.8. It follows that A is not a characteristic set of J, contrary to our assumption. Thus, B = 0.
Definition 3.12. Let A = {A 1 , . . . , A p } be an autoreduced set in the ring K{y 1 , . . . , y n } such that all ∆-σ-polynomials A i (1 ≤ i ≤ p) are linear and homogeneous. Then the set A is said to be coherent if it satisfies the following two conditions.
(i) τA i reduces to zero modulo A for any τ ∈ T,
The proof of the following statement can be obtained by mimicking the proof of the corresponding result for autoreduced sets of difference polynomials, see (Kondrateva, Levin, Mikhalev, Pankratev, 1999, Theorem 6.5 .3).
Proposition 3.13. Every characteristic set of a linear ∆-σ-ideal in the ring of ∆-σ-polynomials K{y 1 , . . . , y n } is a coherent autoreduced set. Conversely, if A is a coherent autoreduced set in K{y 1 , . . . , y n } consisting of linear homogeneous ∆-σ-polynomials, then A is a characteristic set of the linear ∆-σ-ideal [A].
Dimension polynomials. The main theorem
Let K be a ∆-σ-field (as before ∆ = {δ 1 , . . . , δ m } is a set of mutually commuting derivations of K and σ is an endomorphism of K that commutes with every δ i ). Let R = K{y 1 , . . . , y n } be the ring of ∆-σ-polynomials over K and P a prime ∆-σ-ideal of R. Let P * denote the reflexive closure of P in R (as we have mentioned, P * is also a prime ∆-σ-ideal of R) and for every r, s ∈ N, let
In other words, R rs is a polynomial ring over K in indeterminates τy i such that ord ∆ τ ≤ r and ord σ τ ≤ s. Let P rs = P R rs , P * rs = P * R rs , and let L, L * , L rs and L * rs denote the quotient fields of the integral domains R/P, R/P * , R rs /P rs and R rs /P * rs , respectively. If η i denotes the canonical image of y i in R rs /P * rs , then L * is a ∆-σ-field extension of K, L * = K η 1 , . . . , η n , and L * rs = K({τη i | τ ∈ T (r, s), 1 ≤ i ≤ n}). The following statement is an analog of the theorem on the dimension polynomial of an inversive difference-differential field extension proved in (Levin, 2013) .
Theorem 4.1. With the above notation, there exists a numerical polynomial φ P
is linear with respect to t 2 and deg t 1 φ P * ≤ m, so this polynomial can be written as φ P * (t 1 , t 2 ) = φ (1) P * (t 1 )t 2 + φ (2) P * (t 1 ) where φ (1) P * (t 1 ) and φ (2) P * (t 1 ) are numerical polynomials in one variable that, in turn, can be written as
Proof. Let A = {A 1 , . . . , A p } be a characteristic set of the ∆-σ-ideal P * and for any r, s ∈ N, let U rs = {u ∈ T Y | ord ∆ u ≤ r, ord σ u ≤ s and either u is not a multiple of any v A i or u is a multiple of some σ-leader of an element of A and for every τ ∈ T, A ∈ A such that u = τv A , one has ord ∆ (τu A ) > r}.
Using our concept of an autoreduced and the arguments of the proof of Theorem 6 in (Kolchin, 1973, Ch. II) , we obtain that the set U rs (η) = {u(η) | u ∈ U rs } is a transcendence basis of L * rs over K. In order to evaluate the number of elements of U rs (and therefore, tr. deg K L * rs ), let us consider the sets By Theorem 2.4, there exists a numerical polynomial in two variables φ (1) (t 1 , t 2 ) such that φ (1) (r, s) = Card U ′ rs for all sufficiently large (r, s) ∈ N 2 , deg t 1 φ (1) ≤ m, and deg t 2 φ (1) ≤ 1. Furthermore, using the combinatorial principle of inclusion and exclusion (repeating the arguments of the proof of Theorem 5.1 of (Levin, 2000) considered in the case of one translation), we obtain that there exists a bivariate numerical polynomial φ (2) (t 1 , t 2 ) such that φ (2) (r, s) = Card U ′′ rs for all sufficiently large (r, s) ∈ N 2 and φ (2) (t 1 , t 2 ) is an alternating sum of bivariate numerical polynomials of subsets of N m+1 described in section 2. Each such a polynomial can be represented in the form (2.1), so deg t 1 φ (2) ≤ m and deg t 2 φ (2) ≤ 1. Clearly the polynomial φ P * (t 1 , t 2 ) = φ (1) (t 1 , t 2 ) + φ (2) (t 1 , t 2 ) satisfies all conditions of the theorem. The fact that a m = ∆σ-tr. deg K L * can be established in the same way as in the last part of the proof of Theorem 3.1 in (Levin, 2013) .
Note that in the case when σ is an automorphism of K, the statement of the last theorem was proved in (Levin, 2000) with the use of a theorem on the multivariate dimension polynomial of a difference-differential module and properties of modules of Kähler differentials.
The following theorem is the main result of the paper.
Theorem 4.2. With the notation introduced at the beginning of this section, there exists a bivariate numerical polynomial ψ P (t 1 , t 2 ) such that (i) ψ P (r, s) = tr. deg K L rs for all sufficiently large pairs (r, s) ∈ N 2 .
(ii) The polynomial ψ P (t 1 , t 2 ) is linear with respect to t 2 and deg t 1 ψ P ≤ m, so it can be written as ψ P (t 1 , t 2 ) = ψ (1) P (t 1 )t 2 + ψ (2) P (t 1 ) where ψ (1) P (t 1 ) and ψ (2) P (t 1 ) are numerical polynomials in one variable. Proof. We start with the proof for the case ∆ = ∅. In this case we will use the above notation and conventions just replacing the prefix ∆-σby σ-(and "difference-differential" by "difference"). Let A = {A 1 , . . . , A p } be a characteristic set of the σ-ideal P * (the reflexive closure of the prime σ-ideal P of the ring of σ-polynomials R = K{y 1 , . . . , y n }) and let v j denote the σ-leader of A j ( j = 1, . . . , p) .
For every j = 1, . . . , p, let s j be the smallest nonnegative integer such that σ s j (A j ) ∈ P.
It is easy to see that the set V(η) is algebraically independent over K. Indeed, suppose there exist v 1 , . . . , v l ∈ V and a polynomial f (X 1 , . . . , X l ) in l variables with coefficients in the field K such that f (v 1 (η), . . . , v l (η)) = 0. Then f (v 1 , . . . , v l ) ∈ P ⊆ P * and f (v 1 , . . . , v l ) is reduced with respect to the characteristic set A (this σ-polynomial does not contain any transforms of the leaders of elements of A). Therefore, f = 0, so the set V(η) is algebraically independent over K. Now we notice that every element of the field L is algebraic over its subfield K (V(η) W(η)).
Since σ s j A j ∈ P, we have σ s j A j (η) = 0, hence σ k A j (η) = 0 for all k ≥ s j . If one writes A j as a polynomial in v j ,
q j is an initial of an element of the characteristic set of P * and therefore is reduced with respect to this set (by Proposition 3.11, the inclusion I ( j) q j ∈ P * would imply I ( j) q j = 0). Since the σ-ideal P * is reflexive, σ k I ( j) q j P * , hence σ k I ( j) q j (η) 0. It follows that σ k v j (η) is algebraic over the field K V(η) W(η) {u(η) | u < σ σ k u i } (the term ordering < σ was defined at the beginning of section 3). By induction on the well-ordered (with respect to < σ ) set of terms T Y we obtain that all elements σ k v j (η) (1 ≤ j ≤ p, k ∈ N) are algebraic over K (V(η) W(η)), so L is algebraic over this field as well.
Let {w 1 , . . . , w q } be a maximal subset of W such that the set {w 1 (η), . . . , w q (η)} is algebraically independent over K (V(η)). Then V(η) {w 1 (η), . . . , w q (η)} is a transcendence basis of the field L over K. Furthermore, since the set W(η) is finite, there exists r 0 ∈ N such that
, and P r = P R r . Let L r denote the quotient field of the integral domain R r /P r and ζ (r) i = y i + P r ∈ R r /P r ⊆ L r (1 ≤ i ≤ n). Furthermore, let ζ (r) = {ζ (1) 1 , . . . , ζ (1) n }, and V r (ζ (r) ) = {v(ζ (r) ) | v ∈ V r }. We are going to prove that B r = V r (ζ (r) ) {w 1 (ζ (r) ), . . . , w q (ζ (r) )} is a transcendence basis of L r over K.
Repeating the arguments of the proof of Theorem 4.1 (applied to the set V r (ζ (r) ) instead of V(η)) we obtain that V r (ζ (r) ) is algebraically independent over K. Let us show that the elements w 1 (ζ (r) ), . . . , w q (ζ (r) ) are algebraically independent over the field K(V r (ζ (r) )). Suppose that g(w 1 (ζ (r) ), . . . , w q (ζ (r) )) = 0 for some polynomial g in q indeterminates with coefficients in K V r (ζ (r) ) . Then there exist elements z 1 , . . . , z d ∈ V r such that all coefficients of f lie in K(z 1 (ζ (r) ), . . . , z d (ζ (r) ) ). Multiplying f by the common denominator of these coefficients we obtain a nonzero polynomial g in d + q indeterminates such that g(z 1 (ζ (r) ), . . . , z d (ζ (r) ), w 1 (ζ (r) ), . . . , w q (ζ (r) )) = 0, hence g(z 1 , . . . , z d , w 1 , . . . , w q ) ∈ P r ⊆ P. Considering the image of g under the natural homomorphism R → R/P ⊆ L we obtain that g(z 1 (η), . . . , z d (η), w 1 (η), . . . , w q (η)) = 0 where z i (η) ∈ K (V(η)), 1 ≤ i ≤ d. Since V(η) {w 1 (η), . . . , w q (η)} is a transcendence basis of L/K, g = 0, a contradiction. Therefore, the elements w 1 (ζ (r) ), . . . , w q (ζ (r) ) are algebraically independent over K V r (ζ (r) ) , so that the set B r is algebraically independent over K. Now let r ≥ r 0 and let u = σ l y i where 0 ≤ l ≤ r (1 ≤ i ≤ n). If u is not a transform of any v k (1 ≤ k ≤ p), then u ∈ V r and u(ζ) ∈ V r (ζ).
If u = σ j v k where 0 ≤ j ≤ s k − 1 (in this case ord σ u < r), then u ∈ W, hence the element u(η) is algebraic over the field K V r (η) {w 1 (η), . . . , w q (η)} . As above, we obtain the existence of a nonzero polynomial h in d + q + 1 variables (d ∈ N) and elements z 1 , . . . , z d ∈ V r such that h(z 1 , . . . , z d , w 1 , . . . , w q , u) ∈ P r . Then h(z 1 (ζ (r) ), . . . , z d (ζ (r) ), w 1 (ζ (r) ), . . . , w q (ζ (r) ), u(ζ (r) ) ) = 0 hence u(ζ (r) ) is algebraic over the field K(B r ).
(I i j do not contain v k and all terms in I i j are lower than v k with respect to < σ ), then σ j I kd k P * , since I kd k is the initial of an element of a characteristic set of P * and the ideal P * is reflexive. Therefore, σ j I kd k (ζ (r) ) 0, so the equality σ j A k (ζ (r) ) = 0 shows that u(ζ (r) ) = σ j v k (ζ (r) ) is algebraic over the field K V r (ζ (r) 
Using the induction on the well-ordered (with respect to < σ ) set T Y we obtain that u(ζ (r) ) is algebraic over the field K V r (ζ (r) ) {σ j v k (ζ (r) ) | 1 ≤ k ≤ d, 0 ≤ j ≤ s k − 1} and this field, as we have seen, is algebraic over K(B r ). It follows that u(ζ (r) ) is algebraic over K(B r ) for every term u with ord σ u ≤ r. Therefore, B r is a transcendence basis of L r over K.
As we have seen, Card B r = Card V r + q. By (Kolchin, 1973, Ch. 0, Lemma 16) , there exists a numerical polynomial ω(t) in one variable t such that ω(r) = Card V r for all sufficiently large r ∈ Z. Therefore, the numerical polynomial ψ P (t) = ω(t) + q satisfies the desired conditions: ψ P (r) = tr. deg K L r for all sufficiently large r ∈ Z. Now we are going to complete the proof of the theorem considering the case when Card ∆ = m > 0. In this case, the field L rs can be treated as the subfield
(ξ i is the canonical image of y i in R rs /P rs ; the index ∆ indicates that we consider a differential, not a difference-differential, field extension.)
By the Kolchin's theorem on differential dimension polynomial (see (Kolchin, 1973 , Ch.II, Theorem 6) ), for any s ∈ N, there exists a numerical polynomial χ s (t) = m i=0 a i (s)
variable t such that χ s (r) = tr. deg K L rs for all sufficiently large r ∈ N and a i (s) ∈ Z (0 ≤ i ≤ m).
On the other hand, the first part of the proof (with the use of the finite set of σ-indeterminates {θ(r)y i | θ ∈ Θ(r), 1 ≤ i ≤ n} instead of {y 1 , . . . , y n }) shows that tr. deg K L rs = Card V rs + λ(r) where
(v j denotes the σ-leader of the element A j of a characteristic set A = {A 1 , . . . , A p } of the reflexive closure P * of P.) Since the set W in the first part of the proof is finite and depends only on the σorders of terms of A j , 1 ≤ j ≤ p, the number of elements of the corresponding set in the general case depends only on r; we have denoted it by λ(r). (More precisely, let R (r) = K {θy i | θ ∈ Θ(r), 1 ≤ i ≤ n} σ be the ring of difference (σ-) polynomials in difference indeterminates θy i (θ ∈ Θ(r), 1 ≤ i ≤ n) over K, A(r) = {A (r) 1 , . . . , A (r) p(r) } a characteristic set of the difference ideal P * R (r) of R (r) and v j (r) the leader of A (r) j (treated as a difference polynomial). If s j (r) is the smallest nonnegative integer such that σ s j (r) (A (r) j ) ∈ P R (r) , then the set W(r) that correspond to the set W in the first part of the proof is of the form W(r) = {σ k v j (r) | 1 ≤ j ≤ p(r), 0 ≤ k ≤ s j (r)}.) By Theorem 2.4, there exist r 0 , s 0 ∈ N and a bivariate numerical polynomial ω(t 1 , t 2 ) such that ω(r, s) = Card V rs for all r ≥ r 0 , s ≥ s 0 , deg t 1 ω ≤ m and deg t 2 ω ≤ 1. (This polynomial can be computed with the use of formula (2.2).) Therefore, tr. deg K L rs = ω(r, s) + λ(r) for all r ≥ r 0 , s ≥ s 0 . At the same time, we have seen that tr. deg K L rs 0 = χ s 0 (r) = m i=0 a i (s 0 ) r + i i for all sufficiently large r ∈ N (a i (s 0 ) ∈ Z). It follows that λ(r) is a polynomial of r for all sufficiently large r ∈ N, say, for all r ≥ r 1 . Therefore, for any s ≥ s 0 , r ≥ max{r 0 , r 1 }, tr. deg K L rs = ω(r, s) + λ(r) is expressed as a bivariate numerical polynomial in r and s.
Definition 4.3. The numerical polynomial ψ P (t 1 , t 2 ) whose existence is established by Theorem 4.2 is called the ∆-σ-dimension polynomial of the ∆-σ-ideal P.
The proof of the last theorem (as well as the proof of Theorem 4.1) shows that the main step in the computation of a ∆-σ-dimension polynomial is the construction of a characteristic set in the sense of section 3. It can be realized by the corresponding generalization of the Ritt-Kolchin algorithm described in (Kondrateva, Levin, Mikhalev, Pankratev, 1999, Section 5.5 ), but the development and implementation of such a generalization is the subject of future research.
Remark. The result of Theorem 4.2 raises the question whether a bivariate dimension polynomial of similar kind can be assigned to a non-reflexive difference-differential polynomial ideal in the case of several translations, that is, when the endomorphism σ in the conditions of Theorem 4.2 is replaced with a finite set of endomorphisms Σ = {σ 1 , . . . , σ h } whose elements commute between themselves and commute with basic derivations. (In this case, ord
Unfortunately, our proof of Theorem 4.2 does not work in this case. Indeed, if there are several translations and τ 1 , . . . , τ p are power products of elements of Σ such that τ i (A i ) ∈ P (we use the notation of the first part of the proof of Theorem 4.2; τ i are analogs of σ s i in the proof), then the set W of all terms that are multiples of some v i but not multiples of any τ i (v i ) is, generally speaking, infinite. Thus, the arguments of our proof cannot be applied. However, the author conjectures that the analog of Theorem 4.2 holds for difference-differential polynomial rings with several translations.
Corollary 4.4. With the notation of Theorem 4.2, let P be a prime ∆-σ-ideal of the ring of ∆σ-polynomials R = K{y 1 , . . . , y n } and let P * be the reflexive closure of P in R. Then there exists k ∈ N such that P * = σ −k (P).
Proof. Let A be a characteristic set of P * . Since the set A is finite, there exists k ∈ N such that σ k (A) ⊆ P. Clearly, σ −k (P) is a prime ∆-σ-ideal of R, its reflexive closure is P * , and A is a characteristic set of σ −k (P). Applying the first part of the proof of Theorem 4.2 to σ −k (P) and its reflexive closure P * (in this case all s j in the proof are zeros), we obtain that the ∆-σ-dimension polynomials of the ideals σ −k (P) and P * are equal. Therefore, σ −k (P) R rs = P * R rs for all sufficiently large (r, s) ∈ N 2 (as before,
Remark. I would like to thank the anonymous reviewer of the paper for the following alternative proof of the last statement.
As above, let A be a characteristic set of P * and let k be a positive integer such that σ k (A) ⊆ P. By Propositions 3.7 and 3.11, if f ∈ P * , then there exists H ∈ R such that H is a finite product of transforms of separants and leading coefficients of elements of A and H f ∈ [A]. Then σ k (H f ) = σ k (H)σ k ( f ) ∈ σ k ([A]) ⊆ P. Since the separants and leading coefficients of elements of A are reduced with respect to A and the ideal P * is prime, H P * (see Proposition 3.11). Therefore, σ k (H) P, hence σ k ( f ) ∈ P, so f ∈ σ −k (P). Thus, P * = σ −k (P).
This proof has the advantage that it can be extended to the proof of the corresponding statement for the case of several translations. Indeed, let Σ = {σ 1 , . . . , σ h } be the basic set of translations of a difference-differential (∆-Σ-) field K, Γ the free commutative semigroup of all power products σ l 1 1 . . . σ l h h (l j ∈ N) and R = K{y 1 , . . . , y n } the ring of ∆-Σ-polynomials over K (as a ring, R is a polynomial ring in the set of indeterminates λy i (1 ≤ i ≤ n) where λ is a power product of elements of ∆ Σ with nonnegative integer exponents, see (Kondrateva, Levin, Mikhalev, Pankratev, 1999, Sect. 3 .5) for details). If P is a prime ∆-Σ-ideal of R and P * the reflexive closure of P (that is, the set of all ∆-Σ-polynomials f ∈ R such that γ f ( f ) ∈ P for some γ f ∈ Γ), then the arguments of the last proof show that P * = γ −1 (P) for some γ ∈ Γ.
Corollary 4.5. With the above notation, let K be a ∆-σ-filed and R = K{y 1 , . . . , y n } the ring of ∆-σ-polynomials over K. Then the ring R satisfies the ascending chain condition for prime ∆-σ-ideals. In particular, the ring of difference polynomials over an ordinary difference field satisfies the ascending chain condition for prime difference ideals.
Proof. Let P 1 ⊆ P 2 ⊆ . . . be an ascending chain of prime σ-ideals of R. For any r ∈ N, let R rs denote the polynomial ring K[{τy i | τ ∈ T (r, s), 1 ≤ i ≤ n}], let P irs = P i R rs , and let L irs denote the quotient σ-field of R rs /P irs . By Theorem 4.2, for every i = 1, 2, . . . , there exists a bivariate numerical polynomials ψ P i (t 1 , t 2 ) such that ψ P i (r, s) = tr. deg K L irs for all sufficiently large (r, s) ∈ N 2 (for all (r, s) ∈ N 2 with r ≥ r 0 and s ≥ s 0 where r 0 and s 0 depend on i).
Let W denote the set of all bivariate numerical polynomials that can serve as dimension polynomials of prime ∆-σ-ideals of R. Let be a partial order on W such that φ 1 (t 1 , t 2 ) φ 2 (t 1 , t 2 ) if and only if φ 1 (r, s) ≥ φ 2 (r, s) for all sufficiently large (r, s) ∈ N 2 . Then ψ P 1 (t 1 , t 2 ) ψ P 2 (t 1 , t 2 ) . . . . (Kondrateva, Levin, Mikhalev, Pankratev, 1999, Theorem 2.4.26) , the set W satisfies the descending chain condition with respect to . Therefore, there exists j ≥ 1 such that ψ P j (t 1 , t 2 ) = ψ P j+1 (t 1 , t 2 ) = . . . .
By
It follows that for all sufficiently large (r, s) ∈ N 2 and for any k ≥ 1, the prime ideals P jrs and P j+k,rs have the same height in the ring R rs . Since P jrs ⊆ P j+k,rs , we obtain that P jrs = P j+k,rs for all sufficiently large (r, s) ∈ N 2 , hence P j = P k+ j , so P j = P j+1 = . . . .
The following illustrating example uses the notation of the proofs of Theorems 4.1 and 4.2.
Example 4.6. Let K be a difference-differential (∆-σ-) field with two basic derivations, ∆ = {δ 1 , δ 2 }, and one basic endomorphism σ. Let K{y} be the ring of ∆-σ-polynomials in one ∆-σindeterminate y over K and let P be a linear (and therefore prime) ∆-σ-ideal of K{y} generated by the ∆-σ-polynomial A = σ 2 y + σδ 2 1 y + σδ 2 2 y (that is, P = [A]). Then P * = [B], where B = σy+δ 2 1 y+δ 2 2 y, and Proposition 3.13 shows that {B} is a characteristic set of the ∆-σ-ideal P * . With the notation of the proof of Theorem 4.1, we have U ′ rs = {u ∈ T Y | ord ∆ u ≤ r, ord σ u ≤ s and u is not a multiple of σy} and U ′′ rs = {u ∈ T Y | ord ∆ u ≤ r, ord σ u ≤ s and there is τ ∈ T such that u = τ(σy) and ord ∆ (τδ 2 1 ) > r}. Then Card U ′ rs = Card{δ i 1 δ j 2 y | i + j ≤ r} = r + 2 2 and
