Determination of the Characteristics of a Linear Network from Input and Output Records Under Normal Operation in the Presence of Noise. by Woodrow, R. A.
the page enumeration, page numbers 
66 and 6? have been omitted.

JSTBBBIMIOS 0? KGS CHARACTERISTICS OF A 
XiIMBAR HETfORK FROM IHCTT AM) OUTPUT RECORDS 
UNDER KORMAl OPERATION II IBB PRESENCE 0?
NOISE
Uy
E. A. WOODROW,
B.Sc., A.C.G.I., A.ffi.I.E.E.
m, tm —» Q 0 O <■»«■*
Submitted for the Degree of Ph.D. in the 
faculty of Engineering of the Unirersity of
London.
ProQuest Number: 10803953
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com p le te  manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
uest
ProQuest 10803953
Published by ProQuest LLC(2018). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode
Microform Edition © ProQuest LLC.
ProQuest LLC.
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106- 1346
ABSfBACf
After explaining what a-dynamic response is, 
and how it is described,-methods that have been suggested 
for the determination of the dynamic response of systems 
from normal operating data are reviewed. All are found 
to employ arbitrary constraint conditions which
(i) are difficult to support as physically
significant,
(ii) are unsuitable for generalisation,
(iii) cannot be tested for compatibility, and
(iv) require the derivation of functions which
cannot yet be adequately estimated from 
experimental records.
Objections (i), (iii) and (iv) above make these methods 
suspect.
Objections (i), (ii) and (iii) have been removed 
in this investigation by the adoption of ’least-squares* 
constraints, similar to, but more widely applicable than, 
those used by Wiener (1949) for the synthesis of filter 
and prediction operators. Since mathematicians, and 
others, are currently attempting to remove objection (iv) 
(which has occurred as a difficulty of many recent 
investigations) this has been considered as a subsidiary, 
and temporary,difficulty only.
Least squares methods are developed for the
selection ofoptimum linear, time-invariant, descriptions 
of n-port system dynamics. Examples are included 
demonstrating the application of these methods, and 
showing that linear dependence of input variables (such as 
occur in linear passive closed loop systems) present 
special difficulties. These difficulties are studied in 
detail, and methods of resolving them are suggested.
A final chapter is devoted to a study of finite 
memory systems. The methods there developed are not 
subject to objection (iv) above. These methods, like 
those of the previous chapters, reveal that mathematical 
solutions of little or no value may result if the 
mathematical results are extremely sensitive to small 
changes (errors) in observed and estimated quantities.
In such cases it is found that the data (not the method) 
are at fault. Such data are unsuitable for deriving the 
required information, and must be supplemented by the 
introduction of test disturbances before a realistic 
description of the dynamics can be obtained.
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1 .1 . iM E O B tro n o i.
To demonstrate at the outset the general need 
for, and the wide application of* the results of system 
dynamic studies* consider the following selection of 
problems*
(a) The prediction of the motion of a mechanical 
linkage resulting from the application of a postulated 
set of forces.
(b) The prediction of the current flow in one branch 
of an electrical network resulting from the application 
of specified electromotive forces.
(c) The prediction of heat flow in a heat transfer 
problem when specified temperature variations occur in a 
system of thermal conductors*
(d) The prediction of the changes in chemical purity 
of a distillate in a chemical process resulting from 
specified fluctuations in flow rate * temperature, etc•
(e) The prediction of the effect on the standard of 
living of a community resulting from changes in external 
conditions of trade, internal economic controls, etc.
{£) fhe prediction of the effects of changes of 
enrironment on the sense of social responsibility of 
the indiridual.
(g) fhe prediction of animal behariour resulting 
from specified command stimuli.
(h) fhe mahing of policy decisions in industrial 
management.
fhese, and , many similar examples drawn from 
equally dirers© interests, are all aspects of the same 
general problem. fhese are all examples requiring the 
prediction of the dynamic response of a system. Each 
problem enumerated, requires that the behariour of a 
system shall be determined when the conditions that 
gorern the behariour are changing. ,
1.2. CAUSE# EEfECf, A M  STSfBI.
All system dynamic studies inroIt© three con­
stituent parts. fhese are (a) the effects, the pre- 
diction of which are required, (b) the causes, which 
produce these effects and (c) the system through which 
the causes and effects are related. fhe problem in each 
of the examples giren abore is the determination of a 
1cause-effeet’ relationship. It must be emphasised, 
howerer, that there is no clearly defined dirision of 
these problems into the constituent parts ’cause*, 
’effect* and ’system*.
fable 1*1 indicates, for the above examples, 
a possible division* but the choice adopted is not a 
unique one, neither can it be made so without more precise 
definitions of these terms than are associated with 
present usage*
EXAMPLE CAUSE SYSTEM BEEECT
(a) MECHANICAL EOROBS MECHANICAL LINKAGE MOTION
(b) E,M*E**s ELECTRICAL NETWORK CURRENT
(c) TEMP,VARIATIONS THERMAL CONDUCTORS HEAT PLOW
(d) TEMP. 01 PLOW RATS 
VARIATIONS
DISTILLATION PLANT CHEMICAL
PURIIT
(a) VARIATIONS IN EX* 
TERNAL CONDITIONS 
ON TRADE AND/OE 
INTERNAL ECONOMIC 
CONTROLS
THE GQMMOTITT STANDARD Of 
LIVING
(f) ENVIRONMENTAL
CHANGE
THE INDIVIDUAL SENSE Of 
SOCIAL RE­
SPONSIBILITY
(g) COMMAND STIMULI ANIMAL OBSERVED
BEHAVIOUR
PATTERN
(h) CONSUMER DEMAND 
DATA, PROPIT AND 
DOSS ACCOUNT,ETC*
INDUSTRI MANAGEMENT
DECISION.
'
TABLE .1*1
To make this point, consider example (g). faking 
the human animal, he has contact with his environment via
the senses (visual, aural,etc*). Through all these 
senses command stimuli may he applied. The effect of 
these are observed by changes in behaviour that result.
In a given investigation, only a particular 
behaviour pattern resulting from a particular command 
stimulus may be of interest. To take a specific example, 
one might be interested in a manual response to a visual 
stimulus* In this ease, fig.Itl indicates the probable 
division of the problem into its three constituent parts 
that would be adopted. In this case some of the causes 
which can modify the observed effect are included as 
disturbances (noise) in the system. Such a system is 
called an ’active* one.
figure 1;2 gives an alternative division of the 
same problem into its constituent parts in quite a 
different way, This might be of value, for example, in 
studying the effect of background noise on a machine 
operator who is required to make some manual adjustment 
as a result of a visual observation.
It is obvious that the result of system dynamic 
studies must depend upon the way this division is carried 
out. Without a precise definition of how a problem shall 
be divided into its constituent parts ’cause1, 1 effect*, 
and ’system*, there can be no unique description of the 
’system*.
visual
visual SYSTEM 1 wan ual ^ Put SYSTEM 2 manual
input noise) response
aural
input
(<oith noise) response
m .  i a  mg. i:2
1.3, THE- HEED''FOR. SYSTEM DYNAMIC STUDIES .■
Information obtained from system dynamic studies 
is used normally to assist in making "policy decisions". 
Thus it was common to all the problems given as examples 
that they required the prediction of system responses 
(the effects) to a postulated set of stimuli (the causes), 
fhe need for such prediction is to help assess the 
desirability? or otherwise, of introducing certain 
"correcting influences" aimed at improving the behaviour 
of the system*
fhe concept of ?# degrees of desirability"? implicit 
in such a use of the information, suggests that an optimum 
condition, describing an ideal state of system behaviour? 
has been defined, a priori, fhe study of system dynamics 
makes it possible to decide, in advance, whether a 
proposed "correcting influence" may be expected to have 
the desired effect (of bringing the actual and desired 
behaviour more nearly into agreement), or not* It may
"be pointed out that system dynamic studies cannot help 
in obtaining the optimum code of behaviour* This must 
be derived from different considerations*
From what has been said about the use to which 
information obtained from system dynamic studies is to 
be put, it must be concluded that it is essential to 
all studies directed towards the control of system 
behaviour* Whether the system be physical, economic, 
social, biological, industrial, or some other, the 
essentials of control ares
(a) observe the present behaviour and compare with 
the previously postulated desired behaviour;
(b) use the information so obtained to introduce a 
correcting influence, so making the observed behaviour 
more desirable*
Figure 1%3 shows the essentials of a very simple 
control problem involving one 1 effect1 and one 1 causef*
A comparison of observed and desired behaviour leads to 
a decision on the type of correcting influence to apply*
in  i  t i  al 
cause
des irecL
e f f e c t
CONTROL
ELEMENT
FIG. 1:3. A SIMPLE COHXROL SYSSEM.
In this, as in more difficult control problems, 
difficulties of description arise. The question of the 
division of a problem into ’cause1, ’effect1 and ’system* 
has already been discussed. Here it is of interest to 
ask whether the ’correcting influence’ is to be con­
sidered as an effect of the initial cause, or whether 
one considers that the observed behaviour of the system 
is a consequence of two distinct causes, (a) the initial 
cause (b) the correcting influence? If the latter point 
of view is adopted, every control system must contain at 
least one component in which the effect is the result of 
the simultaneous applications of two causes. The study 
of system dynamics must thus include multi-variable as 
well as single variable systems.
1.4 . A MTHHMATIGAl MODE!*
1.4.1 The approach adopted to system dynamic 
studies is to seek to establish a mathematical model of 
the problem. In this model, mathematical operations 
are performed on a given set of variables to produce a 
new set of variables. The given set of variables 
represent the previously defined ’causes’, while the 
variables produced as a consequence of the operations 
performed represent the desired effects. The functional 
dependence between these two sets of variables represents
the constraints imposed by the system in producing 
the observed effects as a consequence of the observed 
causes.
The simplest problem, that involving a single 
cause and a single effect, may be represented by the 
model indicated by fig.Is4*
cause 2-PORT effect
x(t) SYSTEM ytt)
FIO. 1*4, A TWO PORT .PROBLEM
Such systems will be referred to as ’two-ports’. 
One, the input port, is the point at which the cause is
applied, while the other, the output port, is the point
at which the resulting effect is observed*
As has already been noted, not all system 
dynamic studies can be described in this way, A much 
more general class of problem involves the study of a 
number of different effects resulting from the 
simultaneous application of a number of independent 
causes. Problems of this type are characterised by 
n-ports, as in fig.Is5* Here (n-m) different effects
resulting from the application of m causes are studied.
X,(t) 
ajiI t ) n-PORT
SYSTEM
y , it>
PIG. Is5 AH n-POEI PROBLEM
X,4»2o the need for system dynamic studies discussed 
in section 1.2 above require predictions of possible 
future conditions from observed joaj|t behaviour, when-the 
causes of the observed behaviour change with time.
It follows that the study is of quantities which vary 
with time, and the mathematical representation found most 
suitable are functions of a single independent yariable 
t-(* time). fhe value f(t,) of this function for any 
time t=t, is a direct measure of the obseryed phenomenon 
at the corresponding time.
these obseryed phenomena may be divided Into two general 
classes. Firstly, there are random time variationss 
(see laning and Battin, 1956, for a description of these). 
Examples are afforded by such time variations as thermal 
noise in electrical circuits. Brownian motion, variations 
of natural phenomena such as barometric pressure, 
temperature, rainfall, etc., speech waveforms in
fhe types of function necessary to describe
18.
communication equipment, consumer demand variations in 
economic systems and so on. These are by far the most 
common type of variation encountered in practice, and 
are characterised by the absence of any analytic 
description#
The second class Includes all specific time 
variations, analytically defined. Examples of this 
class are cisoidal functions, step functions, impulse 
functions and so on. These have assumed Importance in 
the testing of system dynamic responses rather than 
because of their frequent ; occurence in practical problems# 
It is an important property of the analytic functions 
given above that, for linear systems, the response to many 
arbitrary inputs x(t) can be computed if the response to 
any one of these functions is known. It is this fact 
which makes the study of fhe response of linear systems 
to test variations of these forms of value#
1.4.3* When seeking a mathematical model of a system, 
it is necessary to know that the system possesses, or may 
be reasonably assumed to possess, certain very general 
properties, by which the particular system may be 
catalogued, as a member of a particular class of system.
The choice of attributes used for classification is 
arbitrary. Typical sub-divisions with the attributes 
that characterise them are given later in this chapter.
1*5* ANALYSIS AID SYNTHESIS PROBLEMS. IN SYSTEM
DYNAMIC STUDIES.
A few examples of system dynamic studies can be 
found in which the present state of knowledge is such 
that a mathematical model can be constructed from known 
laws governing fhe behaviour of the constituent parts 
of the system. Examples, mainly from the problems of 
physics and engineering, spring to mind. Thus Newton*s 
laws of lotion permit a mathematical description of 
simple mechanical linkages to be formulated.
In those situations in which known laws can 
be used to describe
(a) the behaviour of the constituent parts, and
(b) the constraints imposed by the interdependence
of these parts, 
the determination of the mathematical model of the system 
and the prediction therefrom of the behaviour for any 
postulated set of causes, is a problem in system analysis 
In these situations
(a) the mathematical description of the system, and
(b) a postulated set of stimuli,
are known, and the problem is to predict the responses 
that result from the application to the system of the 
postulated stimuli.
In the majority of problems arising in practice,
insufficient knowledge is available of
(a) the fundamental laws governing the behaviour
of the constituent parts, and
(b) the influence of one part upon another through
the interconnections which make up the system. 
It is not possible in such cases to proceed, by 
deductive reasoning, from a set of known laws to a 
mathematical description of the response. further, in 
many situations of interest (e.g. chemical and industrial 
systems, and biological, economic, and social studies), 
the complexity is such that it seems uhlikely that any 
foreseeable advance in the study of system dynamics will 
be made in this way.
for situations such as these, it is necessary, 
in the first instance, to synthesise a mathematical model 
of the whole system from experimentally acquired 
information about the past behaviour, and then to use 
this model, once synthesised, to predict the behaviour 
when subjected to the postulated set of stimuli. It may 
be observed that this synthesis procedure is precisely 
the one by which the fundamental laws of the physical 
sciences were first developed. The difference here is 
one of degree only, the procedure being applied to systems 
of far greater complexity than were those studied in, for 
example, the experimental derivation of Ohm’s law.
1.6. PBfllllG- THE PROBLEM.',
1.6.1. The present investigation is concerned
with the synthesis of mathematical models describing 
the dynamics of systems, about which-the only available 
information is a collection of observed responses and 
stimuli. .
The approach to this problem is a data-fitting 
approach. : Where -it is known that the system from which
the data was collected possess certain general attributes 
which make it a member of a certain sub-class, a search 
is made from among all the members of that sub-class for 
the one which fits the measured data.
When no information is available to suggest the 
sub-class amongst which to search, it is necessary to 
postulate a sub-class and to seek among the members of 
that sub-class for the one which gives a ’best* fit to 
the given data. If this best fit is a good approximation, 
and remains Invariant with changes of data fitted, the 
assumption as to the sub-class is considered justified.
If the fit is poor, and does not remain invariant with 
changes of input data, then it is necessary to extend 
the sub-class. Obviously, in problems of this type, 
it is advisable to keep the sub-class as general as 
possible, so that the search for a best operator shall 
range over as wide a class as possible. ,
In some situations it is convenient to postulate 
a sub-elass to which the system is known not to belong, 
and to find, from that sub-class a useful approximation 
to the system dynamics. Such a case arises in the 
linearisation of non-linear problems. When data is 
known to have been collected from a non-linear system, 
it is often required, for simplicity, that a ’best linear 
approximation* to the non-linear system shall be found. 
One would then postulate a linear sub-class, and select 
therefrom that member which best approximates the given 
data (with ’best* suitably defined). It may be 
emphasised here that the best linear approximation to a 
non-linear system is dependent upon the input data, and 
hence, to be of greatest value, any linearisation of 
non-linear system dynamics should be performed from 
normal operating data rather than from any specific test 
input as is often the case at present*
The problem to be investigated may now be 
formally stated as followst
w£iven m recorded causes x t (t), x a(t),•.«.xm(t), 
and (n-m) effects y, (t), y2 (t)...... .yn--m(t), determine
the functional dependence of the dependent variables 
yr(t) on the independent variables xs(t). This 
functional dependence is to be defined as the description 
(mathematical model) of the system dynamics.”
1.6.2* Tia© most general functional dependence 
is given by
functional dependence exists between xa(t) and y„(t).
The inclusion in (1.1) of an independent functional 
dependence of-'y (t) on the variable t recognizes that 
y (t) may be functionally dependent on other, unrecorded 
independent variables (such as occurs, for example, in 
the determination of the dynamics of a system with 
noise disturbances).
'effects1, may be expressed as a linear superposition 
of the causes. The functional dependence for the 
linear sub-class of (1.1) is thus defined by
(1.1)
Equation (1.1) is simply a statement that a
System dynamics are said to be linear if the
y/t) = £  £  [ x s ]  4 ( - " ' " t
(1.2)
where, by linear superposition (see Appendix 7*1) 
is of the general form•T s r
(1.3)
24.
Combining (1.2) and (1.3)» linear system 
dynamics are defined by the general functional dependence 
relationship
y/t) = L  J xs(v) dt + njt)
(1.4)
It Is with linear system dynamics, defined by 
the functional dependence relation (1.4) that the 
investigation is concerned.
further attributes exist by which sub-classes 
of the linear class (1.4) may, with convenience, be 
defined. Sub-classes of particular interest here are
(i) the linear, time-invariant sub-class, for which
^ s (t; ^  = hra(t' ^  (1.5)
(11) the linear passive sub-class, for which
nr(t) = o  (1.6)
(ill) the linear, causal sub-class for which
hrs(V r > “ 0 f°r V > t  (x.7)
(iv) the linear causal sub-class of 
memory time f, for which
hrs(t;r) = 0 for v>b (1.7)
and hrs(t,r) = 0 for V ifc-T) (i.s)
25.
Obviously further sub-division of these sub­
classes is possible by a combination of these constraints, 
fhus, for example, the functional dependence
defines a linear, time-invariant, passive, causal, 
n-port having a memory time f. This is a sub-class of 
each of the classes defined by equations (1*4) to (1.8)• 
Ihe determination of the functional dependence 
for the special case
represents the simplest n-port problem, that of the 
2-port. This problem has received considerable attention 
elsewhere (Chang et alia,1956, Florentin et alia,1959, 
Goodman et alia,1956, laning and Battin,1956, and 
Westcott, 1956), and is also treated at length here.
For future convenience, the defining equations for the 
various sub-classes of linear 2-ports are enumerated here:
(i) linear 2-ports are defined by the functional 
dependence
(1.9)
m = (n-m) = 1 (1.10)
0) I . x & c f r  -f n ( t) (l.ii)
26.
(ii) linear time-invariant 2-ports are defined by
/> Ycx>
j (0 - /  % {(:-? ) x ( s )  d r  +  r> ( t )
-00
(iii) linear,passive, 2-ports are defined by
YOD
■ y ®  = J  f f c ? )  x & . c t ? -— Oo ' J
(iv) linear, time-invariant, passive 2-ports
are defined by 
/?Yoo
y i O  = x 6 r )  cLv
(v) linear, causal, 2-ports are defined by 
y  (0 = c/ 1  ^
r^;-= o 2" > t
(vi) linear, time-invariant, causal 2-ports
are defined by
/o+oo (
j # ) ' -  c/oo "'#/&-?)'*#)<& + **0
(t-t) ~ o fin V > t
(vii) linear, time-invariant, passive, causal
2-ports are defined by 
/0*00 
3 ( 0  = X
A  (6 -2 ) ~  O V  >  t
(1.12)
(1.13)
(1.14)
(1.15)
(1.16)
(1.17)
27
(viii) linear| time-invariant passive causal
2-ports having a memory time T are defined by
p ■foo
y(0 ~ J ^  t-v) oc(r) dr >
A (t-r) - o /o* V > t > (1.18)
(t-r) = O  for V (^t-r') )
CHAPTER TWO
A CRITICAE SHRTET OP EXISTING TECHNIQUES
2.1 INTROUUCTIOI.
Considerable thought has been given to the 
determination of system dynamic behaviour from data 
collected during normal operation (Chang et alia 1956* 
Plorentin et alia,1959, Goodman et alia,1956, 
Henderson,195S, Reswiek,1955, Westcott,1956 (a), (b).)
In these investigations, the application has been to the 
determination of the dynamic response of physical systems 
such as chemical plant, rolling mills, heat exchangers, 
etc*
The situations studied have been those for which 
no adequate analysis technique exists, and exhaustive 
experimental investigations of the plant were excluded 
by economic or other considerations* In order adequately 
to predict the response of such systems when subjected to 
proposed control stimuli, it was necessary to synthesise 
a model from the available measured data* From this 
model (which may be mathematical or physical) the response 
to any proposed stimuli can be predicted, and a decision 
made on the desirability or otherwise of the proposal*
It has been a factor of the studies mentioned 
that It has not been known with certainty to which
sub-class the system belonged from which the data was 
collected,.and* In every ease, a 'best* member of a 
postulated sub-class has been sought* Ihe characteristic 
property of these investigations is that they have all 
led to an underdetermined set of equations { j equations 
in k unknowns where j  < k)* Such equations may be either
(a) mutually inconsistent, and have no solution, or
(b) mutually consistent, and have many solutions.
Xhe choice of a fbest1 solution to such an under determined 
set of equations requires the introduction of additional 
equations of constraint to define the meaning of the term 
tta best solution” in this context.
2.2 OATOORIES Of DATA l i m i M  PROBLEMS
Bata fitting problems fall naturally into two
classes*
Xn one class is the type of problem in which 
data is supposedly recorded over all time. Such situations 
are characterised by the type of data indicated in fig 2;1 
in which the stimuli are assumed to be zero for 
- oO ^ 6 £ dv and : ^  £ < •+ oo , and are recorded'T O
* t  6 6 e . likewise, the responses to these 
stimuli are as indicated in fig.2jl and must be recorded 
from quieseent conditions before the application of the 
stimulus until quiescent conditions are observed again
after the removal of the stimulus. These conditions 
©ay he associated with systems having a finite memory 
(or* conceivably, a finite anticipation).
FIG, 2si THE FIRST GIASS Of 
DATA FITTING PROBLEM.
The other class of problem consists of situations 
in which only a sample of the stimulus and response data
are recorded during a time interval t A < & < ass
indicated in fig# 2?2. No information is available about 
the nature of the stimulus and response data outside this 
interval, but there is good reason to suppose that it 
cannot be assumed identically £@ro as in the previous case.
These classes can conveniently be subdivided again 
into two. In the first sub-class are two port data fitting 
problems - i.e. they involved only one response and one 
stimulus.
?lo
EIG. 2t2. THS SEGOITD GLASS Of 
BAf A 3P.ITTIK PROBLEM.
In the second sub-class are n-port data fitting 
problems - i.e. they involve m responses to n~® 
stimuli where n >m. fhe 2 port problem is really a 
special case■of this.class# hut is here treated separately 
for clarity of presentation, and the results subsequently 
generalised. fhe previous contributors mentioned haYe 
concentrated upon 2-port data fitting problems in which 
the data to be fitted was of the type indicated in 
fig. 2s2.
Goodman et alia (195$) set the pattern that has 
largely been followed by others investigating these 
problems * In Goodman* s paper} an attempt was made to 
fit the data by a * best* operator chosen from the linear.
active, time-invariant, causal, class*
It is of value to study critically the methods 
suggested in Goodman1s original paper (1956), and also 
those proposed subsequently. It is hoped that such a 
study will reveal the limitations and weaknesses of these 
methods and lead to an alternative approach capable of 
generalisation to n-port problems.
2.3 GQOBMAH1S ME1H03) FOR OPBI LOOP PROBLEMS
For reasons that will emerge, Goodman (1956) 
found it necessary to develop separate methods for
(a) open loop, and
(b) closed loop problems,
according to whether the data was collected from a 
physical system with feedback from output to input, 
or not.
In the case of open loop problems, Goodman 
postulated that the system from which the data had been 
collected was a linear, time-invariant, causal one. 
fhis was not stated formally, but must be inferred from 
the form of physical system depicted (fig.2i3)*
i * - # )
FIG.2:3. GOODMAH'S OPEIT LOOP PROBLEM,
and his initial equation defining the permitted class
of operator, which was
/
<*>
fifr) x(6-z) dv -tri(b) (2.1)
:
and may he compared with (1*16) from which it can be 
derived by a change of variable. Ihis equation implies
(i) linearity through the superposition integral
(see (1.4))$
(ii) an active system through the presence of
n(t) in (2.X)t(se@ (1*6))$
(iii) a time-invariant system through the form of
the weighting function in the super­
position integral (see (1.5))$
(iv) a causal system through the range
( O ^ I f ^ *oo ) of integration in the 
superposition integral (see (1.7))• ihis 
range of integration requires that y(t) is 
influenced only by past and present values 
of the stimulus x(t). not by future values.
It should be pointed out here that equation (2.1) is 
underdetermined, being a single equation in two unknowns 
a(t) and t(t). Shis single equation has an infinity of 
possible solutions since any h('fc') may be arbitrarily 
selected from members of the permitted class and
substituted into (2.X)* The integral
may then be calculated and a corresponding function
n(t) deduced.
In order to define the *bestf solution of the 
infinity of possible solutions, Goodman arbitrarily 
introduced the constraint equation
- Jr~ ^  X r  x((r~ ^ v(e) d t  = ° (2.2)
for all l-
Multiplying (2.1) throughout by x(t-t,),and averaging,, 
he obtained
I t *  d t  frb o L 1’ & /-T  * & - $ ) * ( t-v )d e jd v
-f- hm ^rfr n(t) ctt
(2.3)
or* from (2.2) and (2.3)
/ O0
fifr) -*) dv (2.4).
Equation (2.4) is the integral equation defining the 
fbest h(^)* according to Goodman^ definition of ’best*.
The problem may then be considered solved if a function 
MEL can be found having the properties
(a) that it satisfies equation (2.4)|
(b) that it.is a causal h(r) - i.e.
fify) - O JoS- -o<P £-.7? £ O 
With data of the type used by Goodman, a solution
of equation (2.4) cannot be found. Instead, an
approximate solution of a modified equation, of the form
H
for an undefined range of values of t( , was sought 
(see Goodman, 1956)•
fh@ reasons for the difficulties with which 
Goodman was faced in finding a solution of (2.4) will be 
discussed in detail later (section 2.6, 2.7, and Chapter 5). 
It suffices for the moment to make the observation, from
(2.5) that the form of solution sought excludes all members 
of the class linear, active, time-invariant, causal (the 
class originally permitted by equation (2*1) except those 
having a finite memory time less than, or equal to, some 
previously defined maximum memory time T  .
2.4 EXISOTG TECHNIQUES POE CLOSED LOOP PROBLEMS
When the data is known to have been collected 
from a closed loop system, several constraint conditions 
defining a 'best1 solution to the data fitting problem 
have been suggested.
2.4*1* Goodman (1956) postulated, for the closed 
loop problem he considered, that the recorded data 
x(t) and y(t) should he considered to have heen collected 
from a linear, active, time invariant, causal, closed 
loop system reducible to the form indicated by fig.254, 
for which the defining equations are
jr((r) - /?/?) dr (2«6)
*  (t) ■ = * $ ) .  y  ( 2 - 7 )
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As in the open loop problem, these equations are 
underdetermined, and have an infinity of possible 
solutions from members of the permitted class*
Goodman stated that, because of the feedback path
from output to input, in the closed loop problem, 
constraints defining a best solution of (2.6) and (2*7) 
similar to those used in the open loop problem must be
excluded. She reasons for this statement were not 
adequately explained, hut can he supported (Woodrow,1959)*
Equations (2.6) and (2.7) contain four unknown j
parameters n^t), n ?(t), h t ( r ) and h z(rj, together with j
two recorded parameters x(t) and y(t). It is thus |
necessary to introduce two additional equations of constraint j 
to define a best solution.
It should be emphasised here that each of equations
(2.6) and (2.7) contains two different unknowns. Equation
(2.6) contains n,(t) andh((^ ), while equation (2.7) 
contains n ?(t) and h 2 (t').
If the constraints imposed defining a ’best* 
solution restrains an unknown in one equation without 
reference to the unknowns in the other equation (called 
here a type A constraint) each of equations (2.6) and I
(2.7) defines a separate optimisation process. !
If, on the other hand, the constraints relate the j
unknowns in one of the equations (2.6) and '(2*7) to the 
unknowns in the other (called here a type B constraint), 
this imposes a simultaneous constraint on both optimisation 
problems.
Of the two, the type A constraint is the easier to 
handle, since it enables the problem to be reduced to 
two separate problems whereas the type 1 constraint does
38
not have this orthogonal property# Unless there are 
good reasons (e.g. on physical grounds) to suppose that 
type B constraints make a significant contribution to 
the solution, it seems pointless to introduce them 
with the added difficulties they introduce*
2.4.2. 0oodman introduced into his solution of 
the closed loop problem the constraint conditions
^  Lk>) - liZlt -O/t-t.) r0) dt ~0 (2.8)
and
<p f t )  -  /»«•»*•
' 1 ;/ f-^ OO
/ o f  y  A
fhese are type B constraints because (2.8) simultaneously 
places a constraint upon both (2.6) and (2.7)•
In his original paper, doodman contented himself 
with the derivation of the equation for a best 
only, obtaining from (2.6) and (2.9) the integral 
equation
(Shis solution can be derived from (2.6) and (2.9) in 
exactly the same way that (2.4) was derived from (2.1) 
and (2.2).
(2.9)
2*4*3* An alternative procedure for the 
fitting of data collected from closed loop systems 
reducible to the arrangement of fig*2s4 has been 
suggested by Westcott (1956(a))*
This method postulated that in addition to 
x(t) andy(t), the data ^(t) (see fig*2%4) should be 
recorded, and the single constraint introduced that
for this situation, the equations to be solved are
together with the constraint condition (2.10)*
In this situation* by multiplying (2*6) throughout by
and taking a time average* the integral equation 
defining the required operator h^  (? ) becomes
y (t) - v.ft) fa) x((--v) dr
and Z506 ^ x > (2.11)
(2,6)
(2.12)
Equation (2.11) is the corresponding integral equation
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defining the impulse function h z( v ). If required, 
the corresponding correlation equation
may he taken as the defining equation for the function
2.4.4* An alternative procedure for the same 
problem (Woodrow,1958) suggested that n E(t) should he 
made available as recorded data, and that the constraint 
condition (2.10) should he applied.
With these conditions, equation (2.7) is an 
integral equation to be solved for h 2(f) while equations
(2.6) and (2.10) combine to give
as the integral equation to be solved for h((Z ) •
As was shown (Woodrow, 1958) equation (2.14) 
and equation (2.12) are the same. Equation (2.14) has 
the practical advantage over (2.12) that it involves the 
determination of only two correlation functions, while 
(2.12) requires that four correlations functions.be 
computed.
2*4.5* It was further suggested (Woodrow,1958) 
that, should the condition of the problem prevent the
(t, ~v) dv (2.13)
^(v).
(2.14)
recording of tiie data n a(t), "but he such, that
(2.15)
where n(t) =* contribution to x(t) due to disturbances 
in the feedback path and
s(t) ~ disturbances introduced into the loop at 
this point,which may be recorded, then s(t) can be 
recorded and used with the constraint equations
P / V  - P J V  - O  (2.16)
for such conditions it follows from (2.6), (2.?),
(2.15) and (2.16) that
2.5 aiHBRAXi OBSBHfAflOIS OH HXISOTO METHODS*
2.5.1. In the preceding pages a number of 
constraints which hare been suggested in the literature 
have been discussed. While it is possible to compare 
the relative merits of these methods from a point of 
view of mathematical convenience, nothing can be said 
about the physical significance of any one method of data
pp.) " u 2-^>
and <#J6,) = pp,) 2.18)
solved for m
2.17)
are the integral equations to be x , i v  and
respectively
fitting as compared with any* others
In every case, an inadequate amount of available 
information has resulted in
(a) the formulation of under-determined sets of
equations, and
(b) the introduction of arbitrary constraint
equations, (chosen largely for mathematical 
convenience) in an attempt to make a solution 
possible. ■■■'
In such a situation, only two courses are open. One must 
either ■'
(a) make more information available to weaken, or
remove, the indeterminacy, or
(b) accept the limitation on the data, and satisfy
oneself with an approximate solution based upon 
intuitively chosen conditions of constraint*
Ihe conditions of the problems studied must be 
assumed to exclude the possibility of making sufficient 
information available to completely define the system 
dynamics, and one is forced to accept a *best* 
approximation.
fhis being the case, there exists a need for a 
general set of constraint conditions to define the best 
approximation which are both physically signifleant and 
mathematically convenient. further, in order to unify
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the concepts, and generalise the results, the constraint 
conditions adopted should he equally applicable to data 
collected from either open or closed loop systems, 
finally, any method that is adopted for two-port problems 
of the type so far studied should be capable of 
generalisation to include n-port problems of the type 
mentioned in chapter one (section 1.3) above.
from the examples given, it is apparent that 
there are, as yet, no general underlying principles 
governing the selection of the conditions of constraint, 
each problem being considered in isolation.- Such an 
approach does no more than provide particular approx­
imations to particular problems. It cannot produce a 
data fitting theory which is of general application in 
all system dynamic studies.
2.5.2. A second observation which may be made
from the examples studied above is that, in each case,
the constraint conditions introduced have been statistical
ones involving the concept of uncorrelated variables
(as, for example, equation (2.2) for the open loop
problem, and equations (2.8), (2,10) and (2.16) for
closed loop problems).
fhese methods have finally reduced to the solution
of integral equations of the general form
/> +oo
< $ ( £ ) = (2.19
4-4*«
wket-6 - o — oo ^ r $ o
Iwo important assumptions are implied by the
use of these methods*.
Firstly, it is implied that equation (2*19) 
has a solution* In other words, it is assumed that, 
for the given data, there exists* in the postulated class 
of system operators, at least one which satisfies the 
arbitrarily imposed conditions of constraint*
Secondly, it is assumed that the correlation 
functions and <%#■) in (2*19), or good
approximations thereto, can be made available from the 
measured data x(t) and y(t), recorded in some interval 
£4. ^ ^   ^ 6^ only*
It will be necessary to consider these assumptions 
in detail later (sections 2*6 and 2*7), but, for the 
moment, it is sufficient to anticipate the results of 
this survey, and to say that both assumptions are suspect* 
When seeking alternative constraint conditions 
(which are physically significant, mathematically con­
venient, and of general application) attempts must be 
madefto choose conditions which weaken the dependence 
of the results upon the validity of these assumptions.
2*6 t m  SOLUTION OF AH IMSOHAl EQUAIIOI.
furn now to the question, mentioned earlier, of 
whether the integral equation (2*19) defining the fbest*
approximation to the given data has a unique solution*
At least two arbitrary assumptions were made in 
the derivation of this equation. A permitted class 
of operator (linear, active * time-invariant causal in 
the problems studied) was first postulated* and 
subsequently the selection of one particular member of 
this class, was attempted* Other postulates were 
introduced defining the property (or properties) whieh 
the particular member of the permitted class sought was 
required to possess*
Since the constraints defining the best member 
of the permitted class were imposed arbitrarily, it is 
conceivable that, for the given data, either (a) no 
member, or (b) many members, of the permitted class of 
operator exist which have the properties postulated 
by the conditions of constraint introduced* Situation
(a) above occurs if the assumptions postulating the 
class of operator are incompatible, for the data given, 
with the postulates defining the tbest* member of the 
class.
If this is the situation, then the integral 
equation (2*19) can have no solution* Constraint 
conditions cannot be chosen arbitrarily* but must, in 
fact, be chosen with considerable care, so as to define
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attributes which are possessed by at least one (and 
preferably only one) member of the postulated permitted 
class.
a given problem, a proposed set of constraint conditions 
do define a member of the postulated class of system 
operators. The'answer to this question is to be found 
in the resulting equation defining t|ie member selected.
If this equation has no solution, then the constraint 
conditions do not make a choice possible - i.e. the 
assumptions as to the properties of the class excludes 
all operators having the particular property ascribed to 
the member required.
Ignore, for the moment, the additional 
complication, present here, of the actual determination 
of the correlation functions .0 ) and from
samples of recorded data, and assume that these functions 
can be made available,
Suppose, initially, that (2.19) has a solution, 
fake Fourier Iransforms of both sides, giving
It is obviously of interest to ask whether, in
or
H  O
(2.20)
G, O '* )
where « Fourier transform of < # J
G3( j& ) = Fourier transform of ’)
U fa '* ) s= Fourier transform of h(t) •
From heron1s fheorem (Pipes, 1958, page 555), 
on the uniqueness of the Fourier fransform, it follows 
that, provided Gr (j<o) , Gr (jto), and H(;jcO) exist, then
H(joo) is given uniquely by
H(jO) = G (3t0) (2.
Sating the inverse Fourier transform gives
jv>t
ftfc) * zn c/1 N0<*) cf*o
o(co. (2.
Hence, if a causal solution to (2*19) exists, then that 
solution is given by (2*22) which must, therefore, 
define a causal h(t).
A test of whether or not : given constraint 
conditions may be imposed is thus to be found in the 
form of h(t) given by (2.22). If this is a causal 
h(t), then the constraint conditions do define a member 
of the class linear active, time-invariant, causal.
If, on the other hand, (2.22) does not define a causal 
h(t), then it is necessary to extend the permitted
class (by the removal of the constraint ’causal*) 
in order to allow these constraints to define the 
desired member*
It is not possible, in practice, to carry out 
this procedure to assess whether proposed constraint 
conditions define a member of the postulated class, 
because of the practical difficulty of isolating this 
problem from the additional problem of finding the 
correlation functions < P A i  m ,  and the 
corresponding spectral density functions (*,(30) 
and from the recorded data,
fhe question of the compatibility of the 
assumptions
(a) as to the class of operator defining the
system from which the data was collected, and
(b) the properties of the member of that class
which best describe the data, 
has never been raised in the literature.
As has already been stated (see equation (2.5)), 
the practical difficulty of finding
and.' GfrgC'jtd) has compelled those seeking to solve equations 
of the same general form as (2.19) to make two 
unsubstantiated assumptions, namely
(a) that the integral equation (2.19) has a 
solution, and
(b) that a good approximation to this solution 
is given by any approximate solution to the 
modified equation
* /  <  9 ?  (2-25)irzi
these assumptions obscure this problem, but, 
because of them, one ean say nothing about the 
significance of any of the proposed data fitting pro­
cedures# One is unable to ©ay whether, for given data, 
the constraints imposed are compatible or incompatible0
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fum now to the second assumption, (mentioned in 
section 2.5*2#},that a good estimate of correlation (or 
spectral density) 'function's'of. the data x(t) and y(t) may 
be made available from such data as that depicted in 
fig#2s2#
the constraints currently adopted in the 
formulations of the problems discussed have all been 
found to require that an integral equation of the form 
(2#19) be solved for h(t). An analytic solution of 
this type of integral equation requires that fourier 
transforms be used (see Coales, 1959* and Baning and 
Battin, 1956, pp.280-283)• further, it is essential
if the compatibility of the several assumptions 
employed are to be tested, that spectral density 
estimates be made available. Hence the proposed con­
straints cannot be considered to define a useful 
description of the system dynamics unless realistic 
estimates of spectral density functions Grt (j<4 and 
Cr2(jO) can be made available from experimental data.
Wiener (1949, page 55) pointed out that win all 
practical cases the correlation coefficient of a 
message is not completely determined by its own past.
If it were so determined, then at no period in the 
message would it be possible to introduce new informationff. 
fhis statement makes it quite clear that the entire past 
history of the data is insufficient to make a precise 
calculation of the correlation coefficients possible, 
fhe whole life history of the system for - oo < £■ £ +o& 
is required, :
When only a part of the past history is known, 
to ask for correlation and spectral density functions 
is to ask more than available information can provide, 
fhe constraints introduced in the formulation of these 
problems have failed to observe the restriction imposed 
upon any method of finding a realistic description of 
the system dynamics, by the properties of the recorded 
data (that it is only defined for a finite, past, time 
interval).
Two quite distinct approaches to this dilemma 
seem possible* firstly, one may accept constraint 
conditions in the optimisation problem which take no 
account of the restriction imposed on the problem by 
the finite duration of the recorded data, and then 
seek with the aid of statistical sampling theory an 
estimate of the required properties of the whole 
population, from the corresponding properties of a 
representative sample of that population. Such an 
approach requires the assumption of certain general 
statistical properties for the data of which a sample 
is available, for example, Baning and Battin (1956, 
p*161, section 4*3) have studied data which are samples 
of stationary, ergodic, Gaussian, random processes, 
while fuller (195B, sections 5 and 6) studied stationary, 
ergodic, processes having both Gaussian and Poisson 
distributions). The weaknesses of this approach are
(a) the lack of a procedure by which the hypotheses
re the statistical properties assumed for the 
data may be readily tested;
(b) the difficulty of making an a priori decision
on the size of sample necessary to be 
representative of the whole population;
(c) as a consequence of (b), the extreme
difficulty of fitting confidence limits to 
the estimates of the statistical properties 
of ...the whole population so derived, 
Considerable effort is being expended by 
numerous statisticians (e.g, Lomnicki and 2aremba,1957, 
Blackman and Tukey, 195S, Bartlett,1955, Grenander 
and Rosenblatt,1957, fuller,1953) on this problem of 
deriving realistic estimates of poirer spectra from finite 
samples of recorded data, The difficulties are con­
siderable, but it seems reasonable to hope that the 
outcome of this concentrated attack on the problem will 
be a satisfactory technique for the estimation of 
spectral density data from samples of finite time 
duration, The application of the results developed in 
the next two chapters must await the realisation of this 
hope.
The alternative approach, by which this 
difficulty may be circumvented, is to look again at the 
constraint conditions imposed upon the optimisation 
problem, and to ensure that the constraints,are realistic 
in the sense that they recognize the finite time duration 
of the recorded data> Such constraints remove the need 
to estimate spectral density functional since these no 
longer arise in the description of the dynamics. This 
approach is considered in chapter 5*
CHAPTER. THREE
A MINIMUM MEAN SQUARE ERROR CONSTRAINT NCR 
2-PORT BATA PITTING,
3,1, INTROBUCTION
The discussions of the previous chapter have 
revealed the need for the introduction into data fitting 
problems of constraint conditions which are physically 
significance, mathematically convenient, equally 
applicable to open and closed loop problems, and capable 
of generalisation to n-port problems of which thf 
2-port becomes a special case. further, it has been 
observed that, associated with the concept of physical 
significance, there is the condition that the constraint 
defining the best member of a given class of operator 
shall be a realistic constraint (in the sense that a 
member of the permitted class shall exist which satisfies 
the given constraint).
In this chapter a data fitting procedure is 
developed for, and applied to, 2-port problems. This 
procedure.is extended in the next chapter to include 
n-port data fitting problems. In chapter 5 consideration 
is given to the necessary modifications to these ideas
if the limitations placed upon any solution by the 
nature of the available data are to be respected#
3.2 ON CHOOSING’THE PERMITTED' CLASS. !
In the methods described in chapter 2, a best 
operator was selected from the class linear, active, 
time-invariant, causal, The methods of this chapter 
are developed initially for the class linear, passive, 
time-invariant♦ Attempts are made later to extend
this class#
The class here chosen differs in two respects 
from those used in the earlier work# firstly a passive 
rather than an active, class is required. 1 This gives 
recognition to the fact that active problems,with a 
sufficiently highly developed measuring technique,may 
be treated as multivariable passive systems. However, 
in attempting to generalise the permitted class later, 
the possibility of replacing the passive constraint by 
an active one will be considered.
The second difference is the dropping of the 
1 causal1 constraint from the permitted class, Oausality 
is frequently considered fundamental to physical systems 
If the data in a data-fittlng problem has been collected 
from a certain causal system, it is quite unnecessary to 
introduce this constraint into the problem. The data
itself favours a causal solution. Since the class 
linear, passive, time invariant causal is a sub­
class of the class linear, passive, time-invariant, it 
is sufficient to seek a best operator from the enlarged 
class. If the constraint by which the best operator 
is selected is a physically significant constraint, 
then it must lead to a causal operator in those 
situations where the data originated in a system of the 
causal sub-class.
Two advantages result from a consideration of 
the larger class, firstly, it is inconvenient 
mathematically to carry the causal constraint through 
the processes by which the defining equation for the 
optimum operator of the permitted class is obtained. 
Secondly, it is desirable, as a general principle,to 
keep the permitted class as unrestricted as available 
mathematical techniques permit. The less restricted 
the class of operator permitted, the wider is the 
choice, and hence the larger the class of data for 
which an acceptable fit is possible.
further, bearing in mind what has been said in 
section 1.2 about the uses of the information obtained 
from system dynamic studies, it is conceivable that 
situations may arise in which a non-causal description
of system dynamics would be more acceptable (if it 
more accurately described the behaviour of the system) 
than a causal operator*
However, in recognition of the need, in some 
cases, to produce physical (as opposed to mathematical) 
models approximating the behaviour of systems from 
which data has been collected, the effect of introducing 
a causal constraint will be considered for those 
situations in which the best linear, passive, time- 
invariant, operator may be a non-causal one*
3.3 ON CHOOSING THE *BEST * OPERATOR Of THE PERMITTED 
CLASS*
Emphasis has already been given to the need to 
develop a general procedure which, while being mathe­
matically convenient, is also physically significant.
It is in the choice of the constraint by which the 
1best * operator is defined that this is imposed.
A general constraint already widely applied in 
data fitting problems of all kinds, and more recently 
applied to the allied problems of the synthesis of 
optimum linear filter and predictor operators (Wiener 
1949, Laning and Battin 1956, Bode and Shannon 1950) 
is the minimum mean square error criterion. This 
criterion requires that one chooses as the ’best* 
operator that member of the permitted class which makes
the mean square error of the approximation least* ,
This is quite a.different form of constraint from 
.those discussed-in the previous chapter, and has the 
important property (which those constraints did not 
have)-that it always defines members of the.permitted 
class* Without further study, it is not possible to 
aay whether, for all data, this criterion necessarily 
defines a unique solution* It is conceivable that quite 
different approximations shall produce errors, the mean 
square values of which are the same* The question of 
uniqueness remains, for the .moment, to be answered*'
.. If the data to be fitted was collected from a 
system, the dynamics of which makes it a member of the . 
permitted class, then there exists, in the permitted- 
class, at least one member which fits the data exactly - 
1#@* which makes the error of the approximation sere* - 
•Since mean square values are necessarily positive, the 
least value-that a mean ©quart error*can assume is zero* 
If it can be shown - that a minimum mean square error 
constraint does lead to a. 'unique solution, then-it 
follows from what has been said above that this unique 
solution must describe the system dynamics exactly 
provided -the system is, _ in fact, a member of'.the 
permitted, class* This emphasises the need to keep 
the permitted class as general as- possible*-
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If mathematical techniques were available by 
which a minimum mean square error solution could be
developed for a class of operator which was so general 
as to include all systems from which data might be
predict with complete confidence from the mathematical 
model so synthesised. fhe making of policy decisions 
would then be reduced to a routine computation.
3.4 A LIJTBAR, TIIfS-IHVAHIAHl, PASSIVE, 2-PGRf 
DATA FlffXM PROBLEM.
figure 3sl (a) indicates the situation for a 
simple 2-port problem* The observed ’cause* x(t) 
and ’effect* y(t) are related by a system the dynamics 
of which is assumed to be linear, passive, time-invariant• 
Figure 3;1 (b) gives the mathematical description of the 
problem.
collected, then one could, in principle at least,
denoting the impulse response (weighting function) 
of the linear passive approximation by h(t), the quantity 
z(t) of fig.3sl (b) is given by either
/9+e©
I *  ^  (t-?)x(?)d.r (3.1)
or
Further
y ( t )  =  elfy + 2I t )
=  eft) -h I  ^Cr)oc(e-r)dr (5-
where<£(t) is the error resulting from approximating 
the actual system dynamics hy the linear passive 
time-invariant operator h(t).
ocCt) —y sysrm
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FICJ* 3sl. THB 2-PGRT PROBLEM.
It is in the form of equation (3*1) that the 
restriction of the permitted class to linear passive 
time invariant operators occurs* fhe restriction
(i) linear| is necessary to permit the super­
position integral 5
(ii) passive, is necessary to permit the form
of z(t). (An additional term n(t) would 
he added to the right hand side if the 
permitted class were enlarged to include 
linear active systems).
(iii) time invariant is necessary to permit the
given form of weighting function 
(fhis would be replaced by if the
class were enlarged to include time- 
variant systems).
It may he observed at this point that, had the 
class been contracted so as only to include linear* 
passive, time-invariant* causal operators, this would 
leave (3.1) and (3.2) unchanged, hut would introduce 
the further condition
{{(V) = O  for X 4 'O' (3*
Since this constraint is not employed here, this 
condition is not considered.
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3.5 01 APPLYING- A MINIMUM MEAN SQUARE ERROR CONSTRAINT.
The next step is to choose that operator (or 
those operators) hC?), from the whole permitted class
of operators, which minimises eHJt) where
W )  = I .'mil- f  e ' & c t t
T-^oo ^-T
Now, from (3*2) it follows that
p+*oJ_ ik) xfe-z) Otv
(2.4)
€( t ) = (3.5)
and
e C t - t )  - J jK t e  *  c te (3,6)
Multiplying (3*5) and (3*6) and taking a time average 
of the product
limit" 2r J  &(!-) £ (.t't) dt
T-voo *'-T "
3+-C©
or f e 1-
n-+B&
where
4L ®
(3.7)
<£(o - '
. IImi rT^oo 2t
PT
(3.8)
is, hy definition, the autocorrelation.
6 2 .
function of the error, and the other correlation 
functions are similarly defined.
Taking Fourier Transforms of both sides of
G S6(co) -  H(w) Gr*(«o)
4
where
Ge<> ) -
H M  G »
P+“ ^  _jtotI  ^
and * denotes a complex conjugate* as* for example*
h ’ m  '  ir
How, from (3.10)* taking inverse transforms 
From (3.4) and (3•8) it follows that
e W  =
and hence, from (3.12) and (3.13)
p4-oo
=  i t  /v ■mOQ
(2.7)
(2.9)
(2.10) 
etc.,
in
(2.11)
(2.12)
(2.12)
(2.14)
From (3*14) and (3.9)
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€iCt) - 2T J.ooI^Cm) + H &) H(m) } d<0 
~ 2tt Joo ^  ^  G  M  + Ht«) G.v6°) } dw- j
p+oo
=  ( i j a -  -  § t i  i d o
Since
A+-0O
+  & j L f i J °){ W « >  j g ®  I h V )  -  |
rXJt'
[to
(3.15)
j H (w) — Gx^k) 11 n (to) — G>, 60 I 
G**w> GJ«) >
H(«) -
/ aw
the last term in (3•X5) is necessarily positive or 
zerof and £2 will he least if H is chosen to make 
this term as small as possible (i*e* zero).
The best linear passive time-invariant operator 
in a minimum mean square error sense is therefore one 
having a frequency response H (cS) given by
Hfo> a  wm x h
(3.16)
writing (3.16) in the form
Q G )  - H(w) G J e )
and talcing inverse transforms gives
“ 2tt J ^  H(«o) G jco) ; ota
But I(w).5n  (w) is the Fourier Transform of a
convolution integral i*e.
Hence
p  -foe.
: -C(t) ( 5 ‘ l 7 )
is the integral equation giving the time domain 
description of the optimum impulse response h(t") 
corresponding to the optimum frequency response 
function H(w)*
If spectral density data is available, the 
function h(t) satisfying (3*17) follows directly from 
(3*16) thus v .;
P 4-00 .(^0 ~ J w HC<o)
_  _L_ r ° ° j  G J d / ) > 6  (3.18)
c V h  I / G J 4 J
Practical difficulties may arise in deriving 
good estimates of power spectra (because the limitations 
placed upon available data referred to previously, but
not considered in this optimisation proceduref only 
permit reasonable approximations to correlation 
functions to be derived for a finite range of t .
The present trend in such situations is to prefer 
(e.g. Florentin 1959# Eeswiek 1955) an approximate 
solution to the time domain description (3*17) not 
involving Courier Transforms of the convolution 
integral* It is not possible to say in general whether 
such a procedure provides a better description of the 
system dynamics than could be obtained from approx­
imations to the spectral density functions and the use 
of (3*16) and (3*13)# An obvious test of the relative 
merits of the two procedures for the solution of any 
particular problem is to derive the mean square errors 
associated with each of the solutions obtained and 
find which is least*
The essential problems are not considered to 
be in the comparison of the relative merits of two 
different approximate solutions of the optimisation 
equation* The real problems are either
(i) to introduce constraints into the optimisation 
procedure by which the limitations of the data 
are respected, or
(ii)the development of techniques for the
68.
derivation of realistic estimates of spectral 
density functions from samples of data, as 
discussed in section 2.7*
It should be observed that, for those problems 
for which equation (3*16) defines an H(<o), it follows, 
from Lereh*s Theorem (Pipes,1958, p.555) that the H(<o) |
so defined is a unique solution to the optimisation problem,
- i.e. there is only one H(<o) in the permitted class which j 
minimises the mean square error.
3.6 THE'CONDITIONS FOR AN EXACT' SOLUTION.
system which was a member of the class linear, passive, 
time-invariant, then a member of that class exists which 
fits the data exactly, and, from what has been said above, 
it follows that a minimum mean square error optimisation 
procedure must lead to that member* It is of interest, 
therefore, to develop a test which can be applied to data 
to establish whether an exact fit can be found from 
members of the linear, passive, time-invariant class.
the error associated with the optimum operator H(to) has a 
spectral density function Cr Oq) given by
If the data fitted had been collected from a
From equations (3.9) and (3.16) it follows that
(3,28)
from (3.14) and the property of spectral density 
functions (Baning and Battin, p*126) that 
is a real valued, non-negative function of co , it 
follows that £*(t) can only be zero if G fee.6°) Is 
identically zero, i.e. if
G  C  =  G  C* (3.2s* * jy y
It should be emphasised here that while data 
collected from a linear passive, time-invariant system 
satisfies this condition, the converse has not been shown 
to be true - i*e* it does not follow that data which 
satisfies this test was collected from a linear, passive, 
time-invariant, system* As a test of the validity of 
the postulate that the data originated in a system of 
this type, this result must be used with caution.
In situations in which an exact fit to the data 
is not possible, it follows that the system dynamics does 
not belong to the linear, passive, time-invariant, class, 
fhe solution given by (3*16) and (3*18) represents an 
approximation to the system dynamics in the sense that 
the linear passive time-invariant system defined by these 
equations gives, for the input x(t)V an output z(t) which 
is nearer (in the least squares sense) to the output y(t). 
of the actual system than can be obtained from any other 
member of the same class. If the character of x(t) is
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changed, some other member of the class must be used 
to approximate the actual system. in short* the 
solution ceases to be invariant under changes of data 
(which is the essential property of a true description 
of system dynamics).
However, in the absence of an alternative 
procedure, one might accept such an approximation to 
the system dynamics and base policy decisions upon it, 
neglecting the effect of changes in the character of x(t)* 
In such instances, equation (j.28) provides a check on 
the closeness (and hence the usefulness) of the 
approximation. If the closeness of the approximation 
is poor, the policy decisions based thereon are certainly 
of doubtful value, and it becomes essential to search for 
a better approximation from an enlarged class of operator#
A measure of the success of the approximation i j  could be
mean square value of the output of the 
f j  - ibest* approximation ^
' mean square value of the output data y(t)
being approximated.
How Z*(t) toe mean square value of the output z(t) of 
the best linear passive time-invariant approximation 
in the 2-port problem is given by 
 ___
Zz[ t ) =  / Q j f o )  Ofco (3,31)
ao
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But =
and hence
)+<x>
f b )  ocCt~^) o l t
=  J  J ^ ^  ^ $ *  &  ~r' +r>) dr< dZi*~C oo w/_oo
faking Courier fransforms
-  H(^) H  (^3
=  (l7to\
G J « )  G * H  W  ;
. ' . G«C-> -  Q ^ )  £ > )  /GJ»)
and, from (3^28) and (3.33)
Ga M  = Gyyfa) ~ £<*(“•) 
finally, from (3.31) and (3.34)
^  ^ jL I  ^  ~ w] rfw
from (3.30) and (3.35)
n ■ _  z%) y'ffl
(3.32)
from (3.16)
(3.33)
(3-34)
(3.35)
CO
(3.36)
Since and £jS fe) are hoth eren functions of w, the
range of integration may be contrasted to positive w only. 
Alternatively
7  ’ z!/4 w
, from (3*55) and Parsival’s 
7 f M \  Theorem*
This quantity is unity if the approximation is 
exact ( e(t) ~ o), and becomes fractional as the closeness 
of the approximation deteriorates. The worst possible 
approximation (when gX£) = ) is signified by the
value « o •
Values of which define acceptable approximations 
can only be decided by experience.
3*7 EXAMPLES OP THE APPLICATION OP A MINIMUM MEAN 
SQUARE ERROR CONSTRAINT TO TWO PORT DATA 
PITTING PROBLEMS*
This section is devoted to the discussion of 
selected examples of the application of the results 
derived above.
3*7*1* As a first example* suppose the data x(t) 
and y(t) originated in a linear, passive* time-invariant * 
causal, system, having an impulse response f(t). Then
y(t) - / * (C-r)dr
t (3-37)
and f@  =  . O  M
is the exact expression relating x(t) and y(t).
fhe best,linear, passive, time-invariant approximation 
to.f(6) is to be sought from
>4-00
y([-) - J  A i r )  -t eft) (3.2)
fhe solution of (3*2) given by
i(r) =. f(x) (3.38)
will fit the data exactly - i.e.* if h (v ) is chosen to 
satisfy (3.33), the corresponding value of €%) is 
given by
£Ht) —  O (3.39)
Since (3*39) defines the least possible value for ,
equation (3.38) must define a minimum mean square error 
solution* Further, since the minimum mean square error 
procedure leads to a unique solution (3*38) represents 
the solution so obtained*
She same result may be established formally as 
follows* From (3*37), forming first an expression for 
oroo. correlation Innotion , » i  tt,n M i n g
the Fourier transform to obtain a spectral density 
relationship, the results
< t, <y =. f  f o j U t r t y * '
P W  <3-,0)
are obtained*
From (3.40)
=  F(^  (5,41)
But, from (3*16), the h('t) in (3*2) which yields the 
minimum mean square error is one having the Fourier 
transform H(w) where
-  H(lCl) (3.16)
Comparing (3.41) and ($.16)
F(w) = H(w) (3.42)
faking inverse transforms of (3.42)
h ( t ) = f(t) (3.43)
From (3.2), (3.37) and (3.
l + co
y(t) » J" Jit) * (t-x) dr teft)
= y  ( t) 4 <s(t)
(3.44). . o - elt)
which establishes the result*
She constraint « 0 for o places
restraints on the positions of the singularities of F(w) 
in the complex frequency plane. fhese same restraints 
are transferred, through the data, to H(w) which, in turn, 
represents a causal h(t)*
75.
Shis example demonstrates that* with data
collected from linear, passive, time-invariant, causal 
systems, the data favours a causal solution, and the 
introduction of a causal constraint into an optimisation 
procedure is unnecessary.
3.7.2, As a second example, suppose the data 
originated in a linear active time-invariant system, hut 
this information is withheld, and a linear passive time- 
invariant system is postulated.
talcing Fourier transforms of both sides of (3.46) gives
In,this instance, the actual expression relating
x(t) and y(t) is
Forming the cross correlation function
a+oo
# 0  * / f(r)x(e-^ )dr +n(t)
from  (3 , ad (3.47)
G 6°) ~ F(«0 Gj*) + G (m)
or'
(u>) —  R«>) + G ^ w )
(3.47)
H M  =  rc«) +
(3.48)
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If Q (gj) — O in (3*48) - i.e# if x(t) and n(t) in
Xn
(3*45) are uncorrelated, then
H(w) f(w) (3.49)
and fey taking inverse transforms of (3.49)
h(t) » f(t) (3.50)
$h@ error (t) in (4.2) is not zero in this case,
however, feut is given, from (3.2), (3.45) and (3.50) fey
€(t) * n(t)
fhe existence of e(t),with a consequent fractional 
value for the success of the approximation 7^  , indicates 
the fact that the postulated permitted class was incorrect.
If the data were represented fey the best linear, 
passive, time-invariant operator h(t) together with an 
active source generating n ( t )  so as to establish an 
exact fit to the data as in fig.3*2, this combination 
happens, in this case, to fee a correct description of the 
system dynamics, although the postulated class was an 
incorrect one# 2his result depends entirely upon the 
orthogonal property of x(t) and n(t).
x(6) - M
m .  3s2.
3o7o3o If, in the previous example, either x(t) 
or n(t) changed so that u j  (J^) is no longer zero, a
•*n
better (in the sense that Tj is nearer unity) linear, 
passive, time-invariant, approximation than f(t) can be 
found.
If, ( £ ( ( : )  f  O, it follows from the inverse 
transform of (3*48) that the best linear passive time 
invariant operator h(t) is given
i ( t )  = f i e  +  /  (O
>■#.00
where 2 ix
1 cot
£ dco
(3
(3
Ihe best linear, time-invariant, passive approximation 
h(t) to the linear time-invariant, active system of 
fig. 3i2(a) is then that of fig.3?3*
- + - T -
yt)
FIS. 3:3
How the error spectral density ,associated
with the best linear passive time-invariant approximation 
is given by
In the same way that equation (3*9) was derived 
from (3*5) it can he shown from (3*45) that ^
G^(G> = + F(<o) F (w) Gj5e)
+ FC»)G>).+ (5»55)
From (3*47) it follows that
G*,k) ^  P(fa) G XJlfa) + G*JsO (3*54)
£ > ■ -  n » i 5 j » j * C w  ( 5 - 55)
From (3.28), (3.53), (3*54) and (3.55) it follows that
G & & =  G(<o) - (3.56)
It follows from (3#56) that the mean square error 
of the best linear passive approximation will be zero if 
the data has the property that
G  (<o)GM  ~ G. («J (?(&) (3.57)
Ihis example illustrates the statement already 
made that the mean square error may be zero, and hence 
Yj may be unity even when the system from which the 
data was collected is not a member of the postulated class.
It is apparent that the dynamics of the system of fig*3s3 
will not continue to give an exact fit to the data
collected from the system of fig* 3s2(a) if the 
character of either x(t) or n(t) changes* In other 
words, the result obtained here is hot an exact 
description of the system dynamics even though JJ ~ 1, 
since the description of the system dynamics does not 
remain invariant under arbitrary changes in the input data*
Another point of interest arises in this example 
if it is supposed that the fC t) of (3*45) is a causal 
operator* (This would be the case for any data collected 
from physical systems)# In case 3*7*2*, the best 
operator f i ( t )from the linear passive time invariant class 
is also necessarily causal because A ( r )  - /(r) In that 
problem#
In this case, however, while the operator / ( t )  of 
fig* 3*2 (a) is assumed a causal one, there is no guarantee 
that the operator of (3*52) is also causal. Causal
and non-eausal operators /,fe) can both occur depending 
upon the singularities of
This difficulty does not arise because the 
constraint causal has been omitted from the postulated 
class linear, passive, time-invariant. It arises instead 
because the permitted class is not sufficiently general* 
The permitted class should be extended to include linear
active time-invariant operators if the dynamics of systems 
of this type are to he adequately described* Ihe possibility 
of applying,a minimum mean square error constraint; to 
operators of this class is considered later;in this chapter* 
3*7*4* As a final example of the application of a 
minimum mean square error constraint to 2^port problemsj 
consider the closed loop problem of fig*3s4(a), in which 
a linear passive time-invariant description of the dynamics 
of systems A and B are to be founds
Figure 35 4(b) denotes the linear passive time 
invariant operators describing the dynamics* together 
with the corresponding errors of the description* From 
fig*3i4(b) it follows that :
)+C»
and
+ j L  ^  X . - t t * )  d X  (3-53)
/©*«>
v(t) =  £,(£) + t o  (3.59)
J -OS>
where *,ft) - y  ( t ) 6o)
and x f i )  ~ y ( t )  + n(t) (3.61)
Assuming that n(t)* yi (t) and y^(t) are all recorded data, 
equations (3*58) and (3*59) are of exactly the same form 
as (3*2) and may be treated as two independent 2-port data
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fitting problems# the solutions of which are either
if power spectral density data can he made available, or 
the solutions of the integral equations
fhis closed loop problem has reduced to two 
independent 2-port problems similar to open loop problems 
because the dynamics of one important element in the loop 
was assumed known# Ihis element, haying 2 inputs T?(t) 
and ^(t), and one output, x (t), is a 5-port, for which 
the dynamics is assumed in formulating (5*61)#
a priori, the dynamics of every element in a closed loop 
problem which is of greater complexity than a 2-port#
and (3*65)
(3.62)
+ ! d r  (3,64)
for I , ®  and if use of correlation data is preferred.
and
In general, it is not possible to postulate
83*.
If the dynamics of the 3-port is not known, fig. 3s4(a) 
would need to be replaced by fig. 3*5*
V
bWAM/CS A
, I
V
byNAMICS B
FIG., 3 •5
fhis situation involves a 3-port, and, before a solution 
is possible, consideration must be given to the problem 
of the optimisation of n-ports# Ihis is delayed until 
Chapter 4. ,
3.8 01 im W D V G im  A OAUSAB C0N8IRAIIT.
Before proceeding to a study of n-port data 
fitting problems, the question of the Introduction of a 
causal constraint to 2-port problems will be considered.
It has already been observed that, provided the 
data originated in a linear, passive, time-invariant, causal 
system, then it is quite legitimate to drop the causal 
constraint, and to search among members of the enlarged, 
linear, passive, time-invariant class. It is in the 
nature of the data to favour the causal sub-class when 
making the choice of an optimum operator via a minimum mean
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square error optimisation procedure* Of examples 3*7*1** 
3*7*2*, and 3*7*3*, the only linear time-invariant 2-port 
problem for which a non-causal approximation to data 
collected from linear time-invariant causal systems is 
obtained is that of seeking a linear passive time-invariant 
operator when the data originated in a linear active time 
invariant system* She difficulty arises here,not because 
the constraint ?eausal* was dropped, but because the class 
linear, passive, time-invariant, postulated as the class to 
which the system belonged, was not sufficiently general* 
Enlarging the permitted class to include linear, active, 
time-invariant, systems (of which the class linear, passive, 
time-invariant becomes a sub-class) is considered the 
correct approach to this problem, and emphasises again the 
need to continually enlarge the class of permitted operators 
in data fitting problems, so as to encompass data of more 
diverse origin. fhe introduction of additional constraints, 
such as a ieausal* one into the definition of the permitted 
class is to contract the permitted class, the very opposite 
of what is required*
However, as was mentioned in section 1,6, the need 
to solve a rather different problem does arise for which 
it is necessary to contract the permitted class of operator 
in this way* She problem is that of selecting a best
approximation to the dynamics of a given system from a 
class of system operators which does not include that to 
which the system producing the data actually belonged*
When attempting to determine the system dynamics from 
operating data, the method adopted should be to continually 
expand the permitted class of operator with the object of 
finding a description of the dynamics which involves a 
mean square error of zero for any x(t).
In the problem of finding an approximation to the 
dynamics of a given system from among members of a 
specified class of system, one is not interested in finding 
a precise description of the system dynamics* Interest is 
confined, from the outset, to a particular class of 
operator irrespective of whether the data belongs to 
dynamics of this class or not# Ihis is the situation 
that arises in such problems ass
(a) finding a linear passive, time-invariant, causal, 
approximation to the dynamics of linear active 
systems (this is not to be confused with the 
problem of finding the description of the system 
dynamics which involves a search among linear, 
active, time-invariant, operators)!
(b) the linearisation of non-linear problems,(which 
normally requires the determination of a linear, 
passive, time-invariant, causal approximation to 
non-linear system dynamics#
time-invariant, may result in the selection of an operator 
from the causal sub-class* In such problems the need 
for causality adds no new difficulties*
Suppose, however, that in a particular problem a 
selection from the linear, passive, time-invariant class 
has yielded a non-causal operator as that one.which 
minimises CL) » while the conditions of the problem 
require a best causal approximation* The system of 
fig* 3sl(h) is thus supposed to have been developed for 
the given x(t) and y(t), and has the property that h(r) 
is not zero for negative values of X (the property of a 
non-causal approximation)• It is possible to proceed 
from this non-causal operator to the desired causal one* 
The method is indicated by fig* 3 t6, in which
L in e a r  passive 
t ik e - in v a r ia n t  
CAUSAL APPRO*'
€ .[t) ~ of the best linear passive time invariant
operator*
w A  9 output of the best linear passive time invariant 
operator h(t) for an input x(t).
(z /A = error in approximating the data x(t) and z(t) by 
' a linear * passive,time-invariant,causal
approximation h (t)*
8 8 .
from fig. 3i6
where
Also
p+oo
z it ) ■ ■'= c~tcej + £ &  *  & -* )  &
£ cM  -  o /ov ? < 0
( 3 *66)
■s-f-oo
y<-) ■= e CO + e/tj +yjfc&) £-t0 <*r
Mae required operator h.c(f) is that one which minimises
(3.67)
But
[e(6) +€,£)]* =  €%) + 2 ^ a 6 ) + s^fc)
But, from (3*66)
€,{t) = z(t) - f  l ( r )  x (6-t)oCr
(3.68)
30
[fo-fe] x i t - r ) d r
r  [ t o - t o ]  # «  <*•
. . £(i)6,(0 =
It can he shown (Woodrow 1959), that
9?.w
(3*69)
(3*23)
for the linear, passive, time~invariant, approximation, 
and hence, from (3.68), (3.69) and (3*23), it follows that
£(fc) -f-£ (6) —  £^0 + €,8(0
(3.70)
fwo approaches to the optimisation problem are 
now possible*
(a) z.(t) may be calculated from the linear, passive,
time-invariant, approximation, i.e.
1(0 = r  i(r) X a-?) d r  
where n . j_ f  i(L  (u>) /  ) (3.18)
With z(t) and x(t) as available data, f t j y )  may be 
selected to minimise €,*&) in (3*66). It follows from 
(3*70) that this also minimises the total mean square error 
[e(fc) + £/(-)]2 • and is thus tile required /Lfe) .
(*) from equation (3*6?) it is possible, as an 
alternative# to select % & ) to minimise [dO + £,(t)] 
directly. fhis method does not require an appeal to a 
best linear, passive, time-invariant approximation, but 
confines attention, from the outset, to the causal sub­
class.
In 2-port problems, it is probable that method (b) 
is the more direct. fhe first method has the advantage 
that it makes it clear the increase in the error,
resulting from the addition of a causal constraint to the 
problem. Method (a) may also find applications when 
introducing causal constraints into n-port problems (see 
Chapter 4-jwhere it will be considered again?.
In either case, the minimisation procedure is 
the same, and follows well established techniques 
(Wiener, 1949).
3*9 EXTENDING- THE PERMITTED CLASS :
In the last section it was suggested that the 
approach to the difficulties of example 3*1*3* should he 
to enlarge the permitted class to include linear active 
time invariant operators rather than to contract to 
exclude all operators except linear, passive, time-invariant, 
causal ones# To enlarge the permitted class is to 
recognize the existence, in the linear active time-invariant 
class, of an operator which can reduce the mean square 
error of the approximation to zero for every input x(t)#
If it can be established that an optimisation process, 
employing the concept of a minimum mean square error as 
the optimising criterion, leads to a unique solution for 
this class of operator, then it follows that this operator 
is the one obtained by the procedure. As in passive data 
fitting problems, it may be stated here that, if the data 
originated in a linear, active, time-invariant, causal 
system - i*e# in a particular sub-class of the permitted 
class, then the data will require that the optimisation 
procedure shall favour that sub-class *
Consider the choice of a best linear, active, time- 
invariant operator for the system of fig. 3x1*
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x (t )
LINEAR ACTIVE 
T it le -  INVARIANT 
OPERATOR
z
mi 3*7
She characteristic equation of the linear, 
active| time-invariant class is
19400
z.(t) n (k) +
J-OO
where n(t) « equivalent disturbance referred to output
terminals
= value of z(t) when x(t) s O
h('t) = the time invariant operator relating x(t)
to z(t).
from fig. 3*7 and (3*71) it follows that
g(6) « y it) - £ n{£) + J^ x. it-^)oLr ] (3.72)
Study of (3*72) reveals that an optimisation 
procedure in which h(t) and n(t) may both be selected 
arbitrarily to minimise sH t) can lead to no useful result, 
fhus, if h(t) is arbitrarily selected, and the integral
determined, a value of n(t) could then be chosen, in
n  i t )  X (6 - t )  d r  (3*71)
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association, with the given h(t), which reduces the right 
hand side of (3.72) to zero. An infinity of combinations
of h(t) and n(t) thus exist which will Minimise €z(b) • It 
is apparent that the direct application of a minimum mean 
square error constraint of this type to (3.72) yields no 
useful result.
However, if some additional constraint describing 
certain statistical properties of n(t) can be introduced 
into the problem, useful results are obtained,
$o proceed with the optimisation, form 
from (3,72), and tahe Courier transforms of the resulting 
equation to obtain an expression relating the spectral 
density functions of the data to the frequency response 
function H(*o) of the system, fhe steps follow those of 
section 3*5 exactly, except that the function y(t) of 
that section is now replaced by [ y(t) « n(t) ]. this 
requires the following modifications to (3,9)*
(a) Gyy is replaced by (G + - Gny - a^n)
■■(k)-@Xy is replaced by ( Gx^ - &xn )
G = (G + G - G - G  =2--- — -- — 2S-. +v yy nn wny yn axX
(H ~ J 3 L - J S )( H*~  ■£* ) (3.73)
& GtXX XX
+00
Since'€L == ^  I » the value of H which
mahes £2 least is
fee I-CO
. h =  &xa (3.74)
. f a
■ ■ ■ • ■ ■  u x x
In order to solve (3.74)* it is necessary that an 
estimate of be available* in addition to the
•A.U
quantities ffxy and G ^  wbich are also required by tbe 
linear passive, time-invariant data fitting problem;
Assuming an estimate of &yn can be made available »
and hence a best operator H derived from (3*74), it can 
easily be demonstrated that the appropriate choice for 
n(t) is n,(t) wVie-*e
i+e%
~ " J x(t-r)dv (3.75)
because ' .
(a) this choice has the required spectral density
function G ^  , and ^
(b) this choice reduces Cz to sero, To show these 
results, form (y^ n(t,) from (3#75) and tafce Fourier 
Transforms to give
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From (3#?2) and(3*75) it follows immediately that this 
choice of n(t) reduces (t) to zero* and hence minimises 
If had been available in examples 3*1*2 andaXI '
3 * 7 *3t and the optimisation procedure here outlined applied 
to those problems* the solution 
h(t) » f(t) 
n (t) « n(t)
is obtained. In other words, if linear, active, time- 
invariant operators are permitted for these examples and 
an appropriate constraint is imposed defining the cross 
spectral density function &Tn, then a description of the 
system dynamics results which remains invariant under 
changes of input data x(t).
Comparison of (3*16) and (3,74) reveals that the 
best linear time-invariant passive approximation (3«16) 
of linear time invariant active dynamics remains sensibly 
invariant under changes of data only so long as
xy xn
If this inequality is not satisfied, the best 
linear time-invariant passive approximation
(i) does not remain invariant under changes in the 
statistical properties of x(t);
(ii) gives a biased estimate of the system dynamics,
as can be seen from (3*74) and (3*16) by 
writing (3*74) as
H a- H . ..JS
, active passive ..
Bepeabing the estimation R times
 ^ 7=  ' V ^  0',pQii..e)^. - R ^ /^fLjr
How, provided the statistical properties of x(t) and
n(t) remain invariant throughout the S trials,
and are sample estimates of the true functions
CL' and (L,. xn xx
^xn^r * ^xn ^^rn
^xx^r 23 ®xx rs
where and €rs are the errors in the sample estimates
of < L  and C L  derived from the r ^  sample of data' xn . ... xx , ■
C:
Ihen ^ac-^iV@ ^passive * - -/T**
  H . - Gxrs- passive
±  f  l + §£n -^ G»»
G*.*
where _
^active aad ^passive a3?® ac^ive and passive
approximations averaged over a large number, B, of trials* 
Thus the best passive approximation is a biased estimate of 
the dynamics of active systems if the signal and noise are 
correlated# Ihe bias is negligible only so long as &Xy  
is large compared with ^  •
CHAPfBR FOUR.
A MIIIMM 'MBA3ST SQUAREERROR GOHSfEAOT FOB 
h-PORT MIA F i m i G
4 # X IIIROBUCfIOI.
She technique© developed in the last chapter are 
extended in this chapter to include n-port data fitting 
problems where n is greater than two#
It has already been observed (example 3#7#4# of 
the previous chapter) that closed loop problems always 
include, in their description, at least one n-port having 
n >  2* But it is not only in closed loop problems that 
such situations are encountered* In any situation in 
which* . , . .
(a) (n-1) output responses are of interest, but each
of these is a function of the same input variable,
(b) a single output response is of interest, but this
is influenced by (n-1) different causes (input 
variables),
(c) (n-m) different output variables are of interest,
and each of these is influenced by m different 
input variables where n>m >1, and n >  2, the 
methods of Chapter three Cannot be applied directly# 
She three situations described above are arranged 
in increasing order of complexity, and they will be studied
in that order*
Situation (a) is described mathematically by the 
general description j
yr(t) ?r[ x ,t ] r = 1, 2, *.*.(n-l) (4.1)
lach of the output variables yr(t) is derived “by some j
functional operator* operating upon the single input 
variable x(t)♦ fhe functional operators are the
mathematical description of the system dynamics which 
this investigation seeks#
Situation (b) above is described mathematically 
by the general description
y(t) = r [  x, , x z , .... x ^ t  ] (4.2)
Again the investigation seeks the operator f  which relates 
the input variables x t (t), x 2(t) V**. x^^t) to the |
output variable y(t)• j
Ihe most general of the three* that of (c) above* 
is described by
yr(t) = ?r [ x,* x jf ...., x^,t],r = l,2,...(n-m)
(4.3) j
Situations (a) and (to) may be considered special cases 
of (e) for which (a) m = 1 and (to) m = (n-1), respectively.
likewise, the 2^ -port of the previous chapter is a special 
case of (4.3) for which n :«■. 2 and m » 1.
fhile recognizing that (4.3) represents the 
most general problem, it is proposed to build up to the 
general solution via a consideration of the special cases 
of (a) and (b) above* Anticipating the results of this 
treatment, the problems of fype (a) may be reduced to 
separate 2-port problems for which the previous 
results may be directly applied, fype (b) problems 
cannot be reduced to a number of separate 2-port problems * 
and hence it is for these that an extension of the methods 
of the previous chapter are required* Ihe fype (c) 
n-port can be reduced to (n-m) separate problems of 
fype (b) in the same way that problems of fype (a) are 
reduced to a number of separate 2-port problems.
As in the 2-port case, it is to be assumed 
initially that the data originated in a linear, passive, 
■time-invariant, system, and the functional operators Jr 
are restricted, in the first instance, to operators of 
this class* Attempts are made at the end of the ehapter 
to generalise the permitted class of operator 3P , so as 
to include data originating in classes originally excluded* 
fhe Introduction of a causal constraint when a linear, 
passive* time-invariant * approximation to system dynamics 
is required is also discussed.
fhe best operator of the linear, passive, time- 
invariant, class is defined,as before, as that one which
minimises the mean square error* Ho attempt is made 
in this chapter to include any additional constraint which 
may he placed upon the- problem by limitations of the 
recorded data* Consideration of these additional 
complications is delayed until the next chapter* As in 
chapter three, the methods here assume that correlation 
and spectral density estimates can he made available.
4.2 THE T i m C a) .W-POEI'. "
Consider# first of all* the problem posed by (a) 
above and described by equation (4.1)• Ihis equation 
defines a set of (n-*l) equations, each one of which 
defines one functional operator Fr* fhis situation is 
represented by the flow diagram of fig. 4?1*
Fid, 4ll. A T i m  (a) rHPOET.
The restriction of F to linear, passive, time
invariant operators imposes the condition on (4*X} that
0 4 0 0
y/t) Pif(r) x(t-i\dr + €+tk)
where €4(f?) X s the error arising as a result of 
approximating fr.-fry the linear, passive, time-invariant 
operator h^Ct)* Rearranging (4*4) gives
Ihe ’best* operator of the permitted class has already 
been defined as that one which minomises the mean square 
error where,
~
fhe value of <£* can be reduced to gsero ifyr(t) and 
x(t) are actually related by a functional operator fr 
which is linear passive time-invariant. Provided the 
optimisation procedure leads to a unique solution of the 
minimisation problem, and the data belongs to the 
permitted class (in this case linear, passive, time- 
invariant), it follows that this optimisation leads to 
an exact description of the system dynamics.
,$he flow diagram of fig; 4*2 represents the 
situation of equations (4*4) and (4.5)*
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PIG* 4:2* A 1I3JEAR, PAS SI 1TB, T im -IM Y & R IM IT , 
APPBQXIMATIOH TO A TYPE (a) n-POBT*
Since each of the equations (4*5) for 
r = 1, 2, • • • •(n-1) is of exactly the same form as 
equation (3*2), and since the operators hr(t) of (4*5) 
are to he chosen to minimise £/££) # in the same way as 
h(t) was chosen in (3*2)f it follows that the 2-port 
optimisation may he applied to (4*5)* By equation 
(3*18), the required choice of operators for the Type (a) 
n-port is given hy
or
H + [u ) -
k  ( t )
)+oo
“ 2n
a  (*>
j cot .
Kr (to) c*40
(4*6)
This demonstrates the result, already stated, 
that Type (a) n-port data fitting problems reduce to 
(n-1) separate 2-port data fitting problems*
4.3 THE TYPE (b) tv-PORT.
Turning now to the type of problem posed by 
equation (4.2), the flow diagram of fig. 4:3 corresponds 
to this situation.
PIG. 4:3.; A GEIEEA1 TYPE (b) rv-PORT
Imposing a linear, time-invariant, passive 
constraint on the operator P requires that
f | *.»),
=•.. r  ....... . f  ( U  <*
The flow diagram of fig. 4:4 corresponds to the situation 
for linear Type (b) n-portst where *1' F2 • — *n-l are 
linear operators*
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PIG* 4?4 A 1IKAK IXPB (h) tt-POSI
Approximating the linear operator in
(4.7) "by the linear, passive, time-invariant, operator 
having an impulse response hp (t) gives
i +*>
F.v M Kj(r) xt(6-v) dx + e/0 (4*8)
where is the error of the approximation,
Introducing (4*7) and (4.8) into (4.2) gives
n-i + 00
•f'z. | *- «/-0O
1+00
= e(t) .+ ZL k,frW6-r)dr.
f-l
where n> i
£  Ct) - ZL
■t-~l
is the total error of the approximation.
(4.9)
fhe flow diagram corresponding to (4*9) is that 
of fig, 4:5*
X ( t)  
*1-1
PIG. 4:5. A IIHEAE, PASSIVE, TIMS-IWVARIANl, 
APPK0XIMAII01T f 0 A IXPE (b) ri-POET PEOBIEM.
fhe problem here is to simultaneously select the 
(n-1) operators h (t) to minimise ■•■■£%) in (4.9)• fhis 
is quite different from the fype (a) optimisation which 
required (n~l) consecutiye selections of (n-1) operators. 
Ho amount of manipulation can reduce this problem to one 
of fype (a)* because the functional dependence involves 
m independent variables where m >1.
fhe consideration of the actual optimisation 
procedure for (4,9) will be delayed until after a 
consideration of the fype (c) n-port data fitting problem,
4.4 THE; T im  "(c) h-PORT,
As with equation (4.1) and fype (a) n-ports, so 
in this case equation (4.3) defines a number of separate
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n-port data fitting problems, Faeh of the Type (c) 
problems is one of Type (b) as is indicated by the flow 
diagram of fig, 4*6,
FIG* 4t6, A GEiRRAI. TYPE (c) n-PQRT,
If a linear, passive, time-invariant constraint 
is imposed upon the functional operators 
then each of the F_ of fig, 4*6 may be reduced, in turn,
«fc
to the form of fig* 4*5.
It is to be concluded, therefore, that provided 
an optimisation procedure can be developed from 
equation (4,9) for the Type'-(b) n-port, then the more 
general Type (c) problem may be solved by (n-m) applications
of that result to each of the (n-m) operators Fr of 
fig, 4*6. The Type (b) n-port stands in the same 
relation to the Type (c) n-port that the 2-port stands 
in relation to the Type (a) n-port.
4*5 THE OPTIMISATION OF TYPE (b) ri-PGETS.
4*5*1* Having established that the general n-port 
requires (n-m) successive applications of a Type (b) 
optimisation procedure, it remains to select the 
m (=n-l) operators hr(t) in the equation
ett) = - £ P+O© (4.10)
which collectively minimise £ X t ) t where
flT 'att£ (t) " l»rn\V- 2t
.oo -T
[<=«)]
from (4.10)
p+oo
nr> rv^ >+o© p+e©
+,zz ~x»
hA)Ks(^ x+(t-r>') ^(t-^dr, dr,
»
cpx^ ) d x
I (4.H)
-oo f -r^-s
If a set of functions hr(t) can he chosen which 
make £*(£) a minimum, changing from hr(t) to
■ { K f W  +• } whers
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Pr(t) = an arbitrary function of t.
k. an arbitrary small scalar multiplier,
Thenincreases € z[ 0  (to £*((:) say),
p+oo
= f i t )  -s| Jw[h t(x) M ] <g to
>+oo jo-t-ao
-4*
d e ‘
M T - 2  ^
I V O l k w +'»&>] <&, <*•
o > S
yyy ft *-dO /* -TOO .
ZjL /jV^ lMO t- Ic.rK)]
if all the scalar multipliers *r are made
(4.13)
3 g1/
by definition, <£l is a minimum /d fa  * 0 £or
to tend to zero together, ^  tends to , and since,
•* i s   i im um 5 * ^
q » 1, 2, *•*• m* Therefore
4-00
o  _ 1■ .O V . ,
Q+9» /V4-OD
r * \
I I n M k  /vN rf) f7*-?^ nlr nC%
■ V  1
>+*o f>+*o
P 
2 < , w  d r  
^  P °* * oo
I  P ^ K A )  d),x(v-^ ) dr dvl
-t~\ o© V ^ ■
IX X  f%w K ■•w ^  ^ ^
(4.14)
Since it is a property of correlation functions that
dr*+ *l
(4*15)
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the last two terms of (4*14) are identical* Hence 
(4*14) may be written
^ 5 - ^ - ^  i  A  (4.16)
Equation (4.16) is true for p„(t^ ), arbitrary, and hence4.
»r\ p +°0
=  Z  [ dr, <4-x7)
‘ *-» J -o o  %x+
is the condition required to ensure that the selected
&r(t) make G?(t) a stationary value.
(Jiving q the values 1, 2, m i n  succession
yields a set of m simultaneous integral equations to be 
solved for the m operators hr(t).
To solve (4.17) take Pourier transforms of both 
sides to obtain
G (-) Z  G  0o) , = .... (4.18)
. V *
This step reduces the set of simultaneous integral 
equations (4*17) to the set of simultaneous linear 
algebraic equations (4.18).
In the notation of matrix algebra, the set of 
equations (4*18) are written
G = G H (4,19)
where
is a column vector \ Q & ) t G  C<oJ -xy \ » >\'j
ia a column vector I H,to> , H,W,H
and Q is the m x m Hermitian matrix
G„ W  , QJw), 
(«0, G lz(^),
■ - j G ' m  
G
(4
G'M G (»), • • • •> G («)
_ '/ mi y; v
Provided £____ is non~singular» (4*19) has a 
solution, and that solution is given uniquely by
H : _  r\ ^  ri88 vT * UT— —xx —xy
sue determination of the elements Hy(o) of the 
vector H from (4.20) is particularly simple in the ease 
when the input variables \ ( £ )  nnd x s(t) are uncorrelated 
then Gc C°°) * 0 for + ^  S # and the Hermitian matrix 
reduces to a diagonal matrix, in which form the
JJI" jL.a.
inverse is easily obtained.
If Q- 6o)« 0, the elements are given by*v*, r
H »
G- to
In general, this property of lack of correlation between 
the various inputs will not obtain, and the simultaneous
set (4*20) must be solved.
4*5*2. It still remains to establish that the 
stationary value defined by (4*20) is a true 'minimum* 
to this end, derive, from (4*10), the expression
and take Pourier transforms of both sides to obtain
G - (“) —  G  (y>) -  Z 1 WJ&0) G («) + H/uj) G  (<*)}wes 33 v-i t + **)
+  Z  Z H  (so) G  ( t o )  i i
•r»t r s = W  |
(4.21)
In the notation of matrix algebra (4.21) is written !
y g*3- g * ) h  + h 0*3. y  (4.22) j
where 0 > and H have the same meaning as in (4.19) |
nil Aj mm ■ ■ <
' » I ' ■' . :|
and the superscript prime (as in H and & denotes 
* complex conjugate transpose** the matrices Gr€4 and 0 
are each l x l  matrices, being GL4 (co) and 0 («o) respectively.
‘ - ■■ ■ . , . p
2X1.
+
How from the matrix identity
g ^  { m
y'Q~y - g^igj'^ h - y'G«.[aj'b^
(4.23)
it follows, for G Hermetian - i.e. for"""aa
G>». -  <3**
[ « ■ - & ;  [ § i r l  s .
y ~ g*3 w ~ y ^  [£«>] g^ 4<24)
-i « «-»
^  \ n  \since ““ G**. - i » the unit matrix.
From (4.22) and (4.24) it follows that
Qe& “  ~
+ t y ^  Q** I ^  ~ [g**] }
(4.25)
Denoting the^column Yector
y "t-**] ^  V  (4.26)
equation (4.25) may he written
The mean square error £ \t) is given "by
e*Cb) =  J V  Gj:«) alfo'
j+oo . p + 0 o  ■
G- ] olto + 2 tt I Y G Y d to (4*28)2 tt
'-oo' op
where f 1 c r ^  (4.29)
[?xx]'opt*
The stationary value defined by the m simultaneous 
integral equations (4*17), the solution of which is given 
by (4*20) provided £xx is non-singular, defines a minimum 
if &x x is such that no vector T can be found which mahes
the term
*-0o
Y G * *  Y dco
in equation (4*28) negative*
4*5*3* Before attempting to establish the 
constraints, if any, that this requirement imposes upon 
the data in the general case, it is of interest to 
consider the special case which arises when the inputs 
are all uncorrelated so that SXrXg « 0 if f  s *
In this case, becomes the diagonal matrix
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If
Y Gxx Y 'ii' ^v<,+ W . ^»s?i+ * * *****?.
from (4*30) it follows that
(4*30)
i
2ti
o +oo
»oo
X' t  x. c/U3
I +0D
>  wl? + ■ -
(4.31)
The right hand side of (4.31) is always positive or zero,
and £ ZC0 n (4*28) is least when
t o . ' b t l -
which, from (4*26) is the case when
H  = Grjtx
( 4*20)
It may therefore he concluded that, if the input
variables x_(t) and x (t) are uncorrelated, then (4.20) r . s .
defines a minimum mean square error solution for all values 
of m. The question of G being non-singular does not 
arise so long as each input *x &) yields a non zero 
spectral density function 6^ ( 0).
4*5*4. The general result may be developed by 
arguments similar to those of the orthogonal ease of 
4.5*3* above*
It may be shown (Ferrar, 1951, page 147,
Theorem 36} to.be the result of a complete eigenvalue 
analysis of a Hermitian matrix that the matrix Grxx may be 
expressed as the product of three matrices - i.e.
I x x = A A  A•A.***. __ «■»
where A  is a diagonal matrix having the m real 
eigenvalues of &xx as diagonal elements,
while the columns of A are the corresponding eigenvectors. 
Hence
Y ' G „ Y  =  Y'A' A  M
= z ' A  z.
where Z is the column vector defined by
A. T = 2. (4*32)
l
2 tt = sr jl A  ?
\ r ° °  *
~  Zl / lZ,IAT(wX ^  (4.33)
The right hand side of (4.33) is certainly positive if 
all the eigenvalues ^  are positive. Further, if any 
one of the Av* is negative for any finite range of values 
of AD  , then a vector Y can be constructed which makes the* «MP*
left hand side of (4.33) negative. The stationary value
j
of H defined by (4.20) is not a minimum in this case.
115.
It may be concluded, therefore, that in those 
problems in which cross-correlation of some of the input 
variables is observed, it is necessary for all m eigenvalues 
of the Hermitian matrix Gxx to be real and positive if 
(4*20) is to define a minimum. Such matrices are termed 
positive definite* Hermitian (see Aitken,pi37).
It is felt probable, although no proof has yet 
been established, that any non-singular G matrix of
a a
spectral density functions is of this form. The Hermitian
property of is sufficient to ensure that all the
eigenvalues are real (Aitken, p.73), but not all Hermitian
matrices are positive definite, so that this property, if
observed generally, must be a consequence of the method of
derivation of the elements GY' *■ of G_.xrxs —xx
4.6 THE APPLIGATIOH OF OPTIMUM n~P0RT THEORY TO A 
PASSIVE GIiOSBD LOOP DATA FIT1IIG PROBLEM.
4.6*1. As an example of the application of these 
concepts, consider again the closed loop problem discussed 
in section 3.7.4. In that section it was assumed, through 
the use of equation (3.61), that the dynamics of the 3-port 
element (a summing device) was known. This assumption 
reduced the problem of the determination of the dynamics 
of the components of the closed loop of fig. 3s4 to two 
separate 2-port optimisation problems. It was pointed out
(see fig. 3*5)^however*that this procedure was not always 
p o s s i b l e * —
Consider again the problem posed by fig. 355* 
redrawn for convenience in fig* 4:7* (A slight change of 
notation has been introduced to bring the notation here 
into line with that used in the development of the n-port 
data fitting theory earlier in this chapter).
UNBAR TIME- 
INVARIANT 
Z-PORT A
LINEAR TIME- 
INVARIANT 
2 -PORT 0
f i d .  4:7
Using a linear* time-invariant* passive description 
of the 3-port as in fig. 4:5* the linear* time-invariant, 
passive approximation of fig* 4:8* to the dynamics of the 
closed loop of fig. 4:7* results.
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"BEST" LINEAR <£(t)|vH 
PASSIVE TIME- —■¥- > 
INVARIANT APPRCK-
z
K®. 4:8
fhe determination of the best linear, time- 
invariant, passive, approximation to the dynamics of 
system B (i.e. the operator h(t) which minimises £* ) 
is a straightforward 2-port problem in this example. fhe 
recorded input variable for this element is y(t), while 
X g M  is the recorded output variable.
fo determine the best liniar, time-invariant, 
passive approximation to the dynamics of system A requires 
the choice of the two operators h^ft) and h^Ct) which 
together minimise £* when
€ & )  =  -  J, j L K C v ) X t ( t - Z ) ° t e  (4,54)
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from (4*20) it follows that this choice is given by
-/ -
0.Hi
Hz
0 0X X X XI I 12
0 0Y* *V* ■'V y«iA» ' «A» «*At.X I l 2_
x.y
0
(4.35)
provided
0 0/WP« W»•&* M» ,*•* im AI I I 2
0 0If* Y Y Y :2. » X c_
(4.36)
is non singular.
fhe question of the determination of the 
singularity of (4.36) is of special interest in the 
determination of the dynamics of n-ports in closed loops.
4.6.2, Suppose* for example, that the linear time- 
invariant system of fig.4*7# in which x,(t), x a(t) and 
y(t) originated* was actually a linear* time-invariant* 
passive, causal one, as in fig,4*9*
With no information other than the recorded 
variables x t(t), x2(t) and y(t), it is required to estimate 
the dynamics of the system of fig. 4*9* ;
Since the actual system dynamics belong to a sub­
class of the class from which the optimum operators (4.35) 
were chosen, it is to be expected that the optimisation 
procedure should lead to an exact description of the 
dynamics, but this is not the ease.
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»
i..
£(t)
4*9
fhe determination of h(t) the best approximation 
to f(t) is obtained by a stimght forward application of 
equation (3•16) for 2-port problems, giving
H O )  - (4
from fig. 4*9 and the defining equation (1.17) of linear* 
time-invariant, passive* causal* 2-port* operators, it 
follows that
where / (r)
/— oo
= o
f(x) y (b-r) dr
foJ v < o
.37)
• 38)
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Multiplying (4.36) throughout by y{t-t )» taking 
the time average of the product to obtain the correlation 
equation corresponding to (4*37), and finally taking the 
fourier Transform of this to obtain the spectral density 
equation yields
invariant* passive operator describing the linear, time- 
invariant, passive, causal, dynamics of system B of 
fig. 4?9 provides an exact description.
4.6.3* Before attempting to determine an approximation 
to the dynamics of system A of fig; 4s9> by the solution of 
(4*33)* the data must be tested to ensure that (4.36) is 
satisfied.
(4.39)
Prom (4.37) and (4.39) it follows that
(4.40)
or, taking inverse transforms
hCfc) m
It follows, therefore, that the best linear, time-
for the given data, it follows from fig.4s9 that
where £(£) ° ./ov ^ °
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from equations (4*38) and (4.41), forming the 
appropriate spectral density relationships, it follows that
G^ y  Y * f.G . x2y (4.42)
Gx, x2 - * f Gx,y (4.43)
Gx, y « f G +I X Xi •
E Gl X x„ » 2
(4.44)
and Gxgy « f Gx x + 1 2 ‘ a X Xa c 2 2
(4.45)
Using (4,42) and (4#43) to eliminate G and
■
G„ „ from (4.44) and (4*45) gives
a ■ ( 1 - w , )  » i:h; _ (4.46)
  i 2 l » .
x ( 1 - ) = FF sx x (4.47)
2 2 I I
from (4,46) and (4*47) it follows that the available data 
has the property that
G dr « G G (4.48)^  **gr "*0* *rtir -«#»■ *w- \  * • T 0«#*■. «A» «*«■11 2 2 » 2 2i
Equation (4.48) is the condition that the matrix
(4*36) shall be singular. The optimisation procedure fails 
to define a unique pair of operators H( (w) and Hz(<o) for 
this data. The method leaves the question of the best
approximation to the dynamics of system A of fig. 4-s9
unanswered.
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On© is compelled to conclude that normal operating 
data collected from linear, time-invariant, passive, closed 
loop© are unsuitable for the determination of the dynamics 
of the elements of the loop.
C^h© explanation for tills is to "be found in the 
linear dependence of the input variable x (t) on x (t).
It follows from (4.43) and (4*46) that
1*
a » «- x( y 1
and
Q. a T - Q. (4.49)
'X,  - FF xx,l V  ^ » I
FF1
s = --- 1—  a (4.50)
X, V  l - f]?j x'x -
Denoting the overall frequency response function of the 
closed loop by T, where
T s T a+ d - T a) = r r^ F  * and-
■ - 2
Ta is any arbitrary linear, passive, time-invariant cau^L 
transfer function*
Let FF,
Y - T0 »  ----   ^"
a 1 - FF ®2
1 - FF
= TJ—*Cr.-.Ta) , (4.51)
I
which is also a linear, passive, time-invariant, transfer 
function*
fhe overall frequency response I may thus be 
produced by any arrangement as :fig* 4s10(a) to which the 
above calculation applies.
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-FF.
(a) 0>)
. 4:10
Any pair of frequency response functions Ya
and Y^ satisfying (4*51)# and connected as in fig,4*10(b) 
will exactly fit the data x,(t),x2(t)f and y(t) collected 
from system A of fig,4:9* Since YQ may be selected
a
arbitrarily, there exists an infinity of ;*best* operators, 
in a minimum mean square error sense, to fit the given data* 
fhe optimisation procedure does not favour any one of these, 
and an underdetermined set of equations results* fhis 
indeterminacy can only be removed if the linear dependence 
of x 2(t) on x,(t) is destroyed, so that at no point in 
fig* 4:10(a) can the variable x g(t) be produced by a linear, 
time-invariant, passive operation on x,(t).
124#
4*7 ACTIVE MSTITBBAICES IW CLOSED LOOPS.
4*7*1* Since data Prom linear, time-invariant, 
passive, closed loops do not permit a description of the 
system dynamics, it is necessary to introduce disturbances 
into the loop to destroy the linear dependence of x2 (t) 
on x,(t)* Suppose a disturbance is associated with the 
3-port of fig* 459# modifying the linear time-invariant 
system of fig. 4:7 from which the data was collected to 
that of fig. 4:11*
FIO. 4:11
The presence of n(t) modifies (4*41), but not (4*33). Thus
ff0°
-  J ^  f ( r )  y ( e - r )  d z
with J U )  - fo-t b o
(4.38)
125.
p+coand *(t) = n(0 + jfr) X'CL-.vldr
+  ^  ^  (t-*)
wl'til ' £  I t )  ~  ' -  ° £o^ t  <■ o  r
If a solution of (4.35) is attemptedg for this 
data, one is seeking to approximate th© dynamics of a 
linear, time-invariant» active 3-port by a linear, time- 
invariant . passive approximation* She result of such a 
procedure cannot provide an exact description of the system 
dynamics, even when an exact fit to the given data can be 
obtained*
Before attempting to solve (4.35) it is again 
necessary to test the data for the validity of condition 
(4.36). from (4.33), (4.52) and arguments similar to 
those used in section 4.6*3* to derive equations (4.46) 
and (4.47) t It follows that
(4.53)
and
- 8i a ( i - w j  - v , + » v : u,54>
from (4.53) and (4.54)
f (G G - G G ) = G G - G G (4.55)*» * y  *sr M y  ir y  *sr * T  1C 1C Y\ 1C Yi x IT %“ «-<✓/* , a  ^ Jw ^ •**» A  J A   ^«**“ |  ^  ^  ^ I *1  ^ ^
and hence (4.36) is satisfied provided
G G - G  G * JL 0 (4.56)x(xg x?n xfn 3^ 2^  ^  J 1
(4.52)
125*
From (4.53) and (4*54)
f f t
I - F h  
FF 
I -FF,
G** G,t *,n 4-
G- G +XxXt Xtf\
Q Q (4-57)
M  v a
(4.58)
F F,
.::: I - FF2
Buti from (4c33) and (4*52)
9r*n' ~
(4.59)
&nx. F 0ny
G
nj
Also, from (4*53)
o _  F R
nn i nx, e nx 1 i
(4.60)
(4.61)
r*,x2 G x x ,  +
F
Q*I - FF, i _ pf^
From (4.55)* (4* 59)> (4*62), (4*63) and the property of 
spectral density functions that
«
(4.63)
rs sr
it follows that
I - F F,
(4.64)
From (4.64) it follows that (4.36) is satisfied provided
Gx x Snn “ Sx n Gnx -j~ °\ \ ' 1 I
(4.65)
Assuming the disturbance n(t) satisfies (4*65)# 
with a given x i (t), a solution of (4*35) is possible*
It remains to determine the best linear time-invariant 
passive approximation to the dynamics of the active system 
of fig, 4s11*
From equation (4*35)# the best linear, time-invariant 
passive approximation to the dynamics of system A of 
fig* 4sll is defined by the pair of operators H^/o) and 
H^ (*o) where
H,C“) =  { (4.66)
and   \ - Gx,,ct }
H  (<o) — I ^**>3 ~ (4.67)
From (4*38), it has already been established that
n  _  F T  (4*42)
.^....  r  r r  ' (4.43)
^   F G VJ
Shese equations are still applicable, since the disturbance
introduced into the loop in fig*4ill left the dynamics of 
system B unchanged*
From (4*66) and (4*42) and (4*43)
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From (4*67)* (4#42} and (4.43)
H j M  = M Gv j
{Gx^ G * ^  - G xx^ G ^  I
I
P
(4*69)
Figure 4s 12 gives a comparison of (a) the actual 
dynamics of the closed loop with (b) the best linear, time- 
invariant passive approximation*
FIS. 4!l2^^FIS. 4sl2^
It can readily be shown that the operators of 
fig* 4sl2(b)f when operating upon the input variables 
x t(t) and x z(t) produce the output variable y(t) exactly
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i*e# the error of the approximation is sero# Ihe procedure 
has produced an exact fit to the data, hut the lack of 
exactness in the description of the dynamics of the system 
of fig* 4:12(a) requires no comment#
, Anticipating the results of section 4*8, it may he 
stated that the discrepancy arises because the class of 
operator permitted in the optimisation procedure is not 
sufficiently general# It excludes operators defining the 
dynamics of linear, time-invariant, active systems to which 
the data actually belong*
Two Important conclusions are to be drawn from 
these results, namelys
(a) a search for the best linear time-invariant,
passive approximation to the dynamics of an 
active n-port, in a closed loop data fitting 
problem, leads, inevitably, to a regenerative 
description of the system dynamics, in which 
the Input disturbance x,(t) is isolated from 
the loop5 and
(b) it cannot be assumed that an optimisation
• procedure which leads to an exact fit for the
data, necessarily defines an exact description 
of the system dynamics*
: 4*7*2* Since the introduction of disturbances into 
the 3-port cannot be considered to yield a satisfactory
4 1 5 0 ,
description of the dynamics of system A.from (4*55) - 
consider the effect of introducing the disturbance into 
system B of fig. 4i9* while leaving the dynamics of 
system A* linear# time-invariant passive. Instead of 
fig. 4sll, the loop of fig* 4s9 is now to be modified to 
that of fig. 4i13
z
»___
-aw
z /<?)
ln(0
... BIB. 4513* ■
Ihe actual relationships of the data are now
given by
»+*°
x2(t) - n (6) + / /to dr-^00
with y'(fc) =  O  fo-f 6^.0
, P+<*
and / /fejx/c-r)^r + j£&J *, &-v)cfr
with /(O = /to = O /<*£<■ o
(4
(4
.70)
• 71)
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In this case the dynamics of the 3~port 
(system A) are linear time-invariant passive causal,
and the optimisation procedure, by which (4*33) was 
developed, permits a choice from operators of this class.
Provided (4*36) is satisfied, which can again 
.he shown to he the case if
equation (4*35) defines a unique pair of operators 
H (<o) and H (<o) *■
. I  2  .
fo establish the relationships of the best 
approximations H^ud) and Ha(<o) to the actual dynamics 
f  (u>) and Fa(to), the following pair of spectral density 
equations may be derived from (4.71)
o G,* G - G X^G
G.
(4.73)
(4.72]
Solving (4*72) and (4.73) for F^  and F^ yields
P(io)
\
H, («)
from (4*66) , and
j^ (eo) =  I ^ 3,.5C, ^
[ r
' ' ■»*» 5 (4.75)
=  H z (to)
from (4*67)*
Equations (4*74) and (4.75) demonstrate that the 
combination of an active 2-port with a passive 3-port in 
closed loops of the type shown in fig. 4:7 allow an 
exact description of the dynamics of the 3-port to be 
obtained from a solution of (4*35)* fhis is to be compared 
with the previous observational
(a) that the combination of a passive 2-port with
a passive 3-port provides data x^t), xz(t) and 
y (t) which does not lead to any solution for 
(4.35)i while
(b) the combination of a passive 2-port with an
active 3-port provides data which can define a 
solution to (4.35)> but the solution is of no 
physical significance.
If it is required to determine the dynamics of the
2-portj this requires data collected before the introduction 
of a disturbance into this part of the loop; otherwise one 
is compelled to approximate active dynamics by passive
operators (assuming the optimisation procedure adopted 
only permits passive operators as in the development 
of (4*16) ).
4*7*3* finally# consider the case when the linear
time invariant systems A and B of fig% 4*7 are both linear 
time-invariant active# then the relationships of the data 
become
,+oo
with
and
with
*/t) =  njt) + I / (t>} (t -?) dr
*J-oo
j/YO = o jTov
y(6) n(t) 4 / o(r
i/
Ptop
/  Cr) x l ( ( : - r )  d v
(4.76)
(4.77)
 z
^^3 - /*(() = o /ov 6 ^ o
Assuming the disturbances are such that (4*36) is
satisfied# it follows from (4*76) that
-
V
or F
■ ' C<j v
or
M  = F
from (4.37)*
(4.78)
Also, from. <4.7-7).
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and
fx G 4- F" Gr 4- F* (t~ v *v £Vi ' V *
Solving (4*79) and (4*80) gives
V
5 . i
H i
G^  - GX n t
?*a _ <**#, j
Gacxt Gxx
'* i
xi**.
-/
*<n,
'V*.
from (5*33)
(4.79),
(4.80)
(4.81)
This emphasises the terms which are important in 
their contribution to the error resulting from the 
approximation of linear, time-invariant, active dynamics 
by linear, time-invariant passive operators. Thus, for 
H to be a good approximation to f,
G. »
and for and to be good approximations to F( and l2 ,
G l
*
G*.n
G
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It is apparent, from (4.81), that any problem
in which Q ,is *nearly singular1 can lead to considerable
error, even when „ and £, „ are themselves small*
X,*V
It may be concluded, from (4.78) and (4.81) that 
a need exists to extend the optimisation procedure leading 
to (4.35), so as to permit a choice from both active, and 
passive, linear, time-invariant operators when systems 
subject to disturbances require to be investigated.
4.8 Off.CHOOSIffG LIIBAE, fIME-IOTARIAFI, AOIIYE OPERATORS.
The results established in sections 4.7.1. and
4.7.3. reveal the dangers associated with linear time- 
invariant* passive approximations to the dynamics of linear­
time-invariant, active systems. The possibility of 
developing an optimisation procedure permitting a selection 
from active, time-invariant, linear, as well as from 
passive, time-invariant, linear system operators needs 
to be studied. The method will be developed here for 
the 3~p©rt system discussed in section 4.8, and 
subsequently extended to include all !ype-(b) n-ports.
Consider then the problem of selecting linear, 
time-invariant active operators to define the dynamics 
described by the given data x((t), xz(t) and y(t). The 
problem is to seek functions ht(t),-h (t) and n(t) in 
the equation
<=ft) =■ - j H  f w j& x + c t r - v la t v  +nft) | (4.82)
/■-I J.OO '
which collectively minimise £x * She term n(t) in 
(4*28) is the contribution to y(t) due to the internal 
disturbances of the active approximation.
choice of n(t), as well as of h,{t) and h z(t), provides 
no useful results because an infinite number of operators 
then exist which can reduce €> in (4*82) to zero.
subjected to some previously determined constraint, useful 
results can be developed.
same as that leading, for the general n-port to (4*20), 
or, for the 3-port, to (4.35). In fact, the result can 
be quoted directly by replacing y(t) in the passive 
optimisation by y(t) - n(t) for the active optimisation, 
fhus, from (4.35)t the fbestf operators h,(t) and h 2(t) 
which, in association with a previously defined n(t), 
minimise <£* in (4.82), are given by
As in the 2~port ease (see section 3*9) an 
optimisation procedure which permits complete freedom of
If the optimisation procedure only permits
dfreedom of choice of h,(t) and h 2(t), while n(t) is
fhe optimisation procedure in this case Is the 
(4*83)
If the constraint imposed on n(t) makes estimates 
r available, (4.83) may be solved for
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H (<o) and H,(<o). The passive case of (4.35) is a
special case of (4.83) in which n(t) » G, ?/hen 
G _ and G^ w do not exist*| X* 3C ^11
The result for an active n-port follows directly 
from (4.20) in the same way, and is defined by the 
matrix equation
- I
Xx
(4.84)
where Gvvl is the column vector —xn  ^ *»n > ^ *in, ' ) v I
Consider the application of this result to the 
linear time-invariant active elosed loop problem of 
section 4.7.3* Equations (4*79) and (4.80) may be 
rearranged to give
or
(K x ,
F,
" (
S r G *.n,
ar-n,
provided G is ~xx
A ? j
Gy
non-singular
-/r-
Gxx ~
If estimates of &x n' nnd G^ n can be made
1 » * *
available, and the spectral densities Gx n and Gx nz
(4.85)
of the test linear, time-invariant, active approximation
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are constrained to have the same properties, then it 
follows from (4.83) and (4.85) that
H, (Jo) “ F fa)
W/w) = F"(«)
Provided the conditions permit estimates of 
the cross spectral density functions Q made,
*A» a A
realistic estimates of the dynamics of linear, time- 
invariant, active systems may be obtained.
4.9 A YAEIABLB XiOAB jPABAMBTER PEOBXiBl.
As a second example of the application of an 
n-port optimisation procedure, consider the determination 
of the dynamics of systems which are themselves linear, 
time-invariant, passive, but which are subject to load 
disturbances during normal operation. More specifically, 
consider the electrical network of fig. 4s14 when the 
load impedance ZL is time variant*
linear passive: 
TIME-INVARIANT 
DYNAMICS
V  * t(0T
fis. 4s14.
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Ihe problem here Is to determine the system 
dynamics from observed values of V( , and i z
fhe system to the left of the load terminals 
in fig* 4*14 may be replaced by an equivalent Ihevenin 
generator in series with the fhevenin impedance* 2?he 
!Thevenin generator defines the open circuit voltage 
transfer ratiot while the fhevenin impedance is the output 
impedance of the network* Fig* 4?14 then reduces to the 
arrangement of fig* 4*15#
W v
v (t) = I J  (v) ■ ' X ' - ( i r - v )  d *  (4.86)
<J~oo 1
Then g*(t).» response observed at terminals U  , when 
these terminals are on open circuit, and x,(t) is a
unit impulse* fhe Fourier transform of g,(t) is thus
the open circuit voltage transfer ratio*
low let the voltage drop v(t) across the impedance
due to the current cz (•» **,&) ) be denoted by
1+00
v(t) %(■*) x-iCb-T?) dr
Then
g2(t) * voltage across ZT when x2(t) is a unit 
impulse. The Fourier Transform of g2(t) is thus the 
impedance X T itself, and is therefore the output 
impedance of the network*
• From -fig*'" 4s 15 :
ya)  -  y c  - v i t ) .
' , . - L
The problem now reduces to the determination of 
gt (t) and g g(t) given x,(t),xg(t) and y(t), which is a
3-port data fitting problem*
If a pair of operators 'h(t) and h2(t) are chosen 
from the relation
A + OO
3(fc) =■ eCb) + Z_ x,(t-t)olr
- - -
to satisfy the constraint that they jointly minimise 6% ,
then h f(t) is the required dynamics approximating %a )
(and H( (to) is the open circuit voltage transfer ratio of
the system), while ~ h a(t) is the required approximation to
g (t) (and -■ H, (*o) is the output impedance of the network) • 2 *
It is again observed in this problem that, if 
■x (t) is linearly dependent on x t(t)# the resulting Gxx 
matrix is again singular, and no solution is possible*
+-0O p
S'(X> dr - J(X) x^-xydv
o
This linear dependence is observed, in practice, if the 
network is linear, time-invariant, passive, and the load 
impedance is also linear, time-invariant, passive* It is 
not possible to determine both the open circuit voltage 
transfer ratio and the output impedance from measurements 
made with a linear time-invariant load impedance*
Since the problem here involves time-variant 
loads, the question of the singularity of the matrix—XX
does not generally arise*
With the open circuit voltage transfer ratio, and 
the output impedance found, the voltage transfer ratio for 
any load impedance may be predicted for any -x.(t), 
provided the source impedance of x {(t) remains invariant.
4.10 OH OTE0I5IT0II0 A CAHSAb COMSTMIHT TO n-PORTS.
The same need may arise with n-ports, as with 
2-ports, to approximate the dynamics of systems of one 
class with operators from another, as, for example, in 
the linearisation of non-linear dynamics. The class 
linear, time-invariant, passive, causal, may be a desirable 
one, in such situations.
It has already been observed (e.g. in section 
4*7*2) that when the dynamics of the system from which 
data are collected is linear, time-invariant, passive, 
causal, the causal condition may be dropped. A search
among all linear, time-invariant, passive, operators 
(causal and non causal) for that omwhich minimises the 
mean square error of the approximation to the data leads 
to a causal choice*
The need to approximate the dynamics of systems 
which are not linear,time-invariant, passive, causal, by 
operators of this class arises whenever lumped constant, 
linear, passive, physical, analogues approximating the 
behaviour of the actual system are required. It should 
be emphasised again that it does not follow that such 
physical analogues provide better policy decisions than 
are obtained from mathematical models chosen from a more 
general class of operator^* The problem of finding 
operators defining the dynamics of systems from given 
input and output variables should not be confused with 
the problem of finding an optimum design of a physical 
system for a certain task (e.g. filtering or prediction). 
The need for causality in this case is an expression of 
the need to mechanise the mathematical operations defining 
an optimum design. In the determination of system 
dynamics, input and output variables are supplied, and a 
set of mathematical operators defining the dynamics are 
required* Ho problem of mechanisation arises unless one 
prefers to use physical, rather than mathematical, 
descriptions of the dynamics*
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Although it is felt that the causal constraint 
belongs more to the province of selecting optimum 
transfer functions for the design of physical systems 
for particular tasks than to system dynamic studies, 
the need to approximate the dynamics of systems of one 
class by operators of another is sufficiently common 
that the problem is considered here without apology.
If, in an n-port data fitting problem the method 
developed above leads to a set of causal operators 
b„(t), there is obviously no need to introduce causalityJL,
into the optimisation procedure. The data is such that 
no non-causal, linear, time-invariant, passive, operators 
can be found which are associated with a smaller mean 
square error than is associated with the causal choice.
On the other hand, if the data.permits the choice 
of a set of non-causal operators which reduce the mean 
square error to a smaller value than is associated with 
the best causal choice then
(a) the system dynamics is certainly not linear, time
invariant, passive, causal, and
(b) the dynamics can be more accurately approximated
(in the minimum mean square error sense) by non- 
causal than by causal operators.
It is in finding the best causal approximation to dynamics 
of this class that’a special constraint is necessary.
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As with 2~port (section 3*8), the causal 
constraint may be introduced into the mathematics from 
the outset. If this constraint is imposed upon the 
optimisation procedure of section 4*5* the mathematics 
leading to (4*16) may be formally repeated, the difference 
between the two cases is that the causal constraint 
imposes upon in..(4*16) the condition that
p.fe ' = O for r<c>
■ v ;.
this modifies (5*17) by the addition of a corresponding 
constraint condition, the set of integral equations 
defining the optimum n-port, linear, time-invariant, 
passive, causal operators are thus
=  Z  j y r ^ ^ ) d r ,  , r > o s8)
for
<V =  ',2, ^
Equations (4*88) cannot be reduced to a set of 
linear algebraic equations by taking Fourier transforms 
because they are not applicable for all X in the range 
- oo < z  <  -t-™ as were (4,17), lo simple result 
corresponding to (4*18) has been found, A solution has 
been developed (Wiener 1949* Chap.I?,section 4,1, 
pp,105-109).
A less exact solution than Wiener's, hut one 
which may be easier to..apply, can be developed using 
the ideas,of section 3*3 above*^ fhus, suppose in a 
particular problem, s of the m operator Hr(*o) obtained 
from a solution of (4*20) are non-causal, while (m-s) 
are causal as indicated in fig*4?16*
Fie. 4:16.
Replace each, of the non-causal operators hy a causal 
approximation plus an associated error as in fig.4:17.
3c(£) —y
h,c(0
S I £Tt/fc)
E
k^ iti r —
Nk
FIG* 4a?*
Ihe error B(t) of the causal approximation is
given by
tr\
£ ( ( : ) =  e (0 f  [  €/fc)
r z i
(4*89)
e\d) - £<0 +ZIe e,fc) + ffe^t)
(m-s of the terms 6r(t) in (4*89) may he sero, hut this 
does not violate the argument)*
Hence
\© V-1 L +z,
Mow, from fig,4*17 and fig* 4*16
n°°
£f[b) — Z,(0 - J  h,&) Xf(t-z)olr
>-h» & ocp
(4.90)
'—Co
eft) e^ty =  / K/t)$  fe) dr - I k,tft)^ &-r)odr
'—o©
(4.91)
since £(t) can he shown to be uncorrelated with every
xr(t).
From (4*90) and (4*91)
£\t) ^  ^  I £>/-) dt2T-
oo J_T
——— . I P vr\ rry
£ * t & + limit- 2T Z  I & r L 0 e J j z ) d t
*]--->■o© »/-T
— . »n r\ r N (4*92)
£* +  Zr*f
If it is assumed that the cross correlation between the 
errors £h(t) and 6(t) is small compared to their auto-
jl b
correlations, then
d ) ( o>* .0 /or t =£s
eA  ____
Co) Gf(£) f - S
when (4.92) becomes
EL*(t) = etO + 2 1 ^ )  (4*93)
-T*l
The quantity B (t) in (4*93) will he minimised if 
each £,e(t) is separately minimised*
The assumption that Cm , (o) may he set equal to 
2iero is correct if x„(t) and xfl(t) are uncorrelatedj 
otherwise it is an approximation. However, it is quite 
legitimate to accept the approximation, and to check 
the values of ( f l  ( o ) from the solution obtained.
Provided
■f=i
(thesuperscript 'dash' on the summation sign indicates 
+  i 2 s) t then the assumption is justified.
Minimisation of each separately requires
the choice of the causal operator hrc(t) which minimise 
e/Cd) in the equation
£<■(<:) - . - I ^
°
This is exactly the same as the 2-port causal optimisation 
procedure described in 3*8, and leads to the integral 
equation
JCt* V  >  O (4.94)
[ t - t j o C z
or the corresponding frequency domain solution*
CHAPTER FITE
LEAST SQUARES OPTIMISATION WITHOUT SPECTRAL’ DENSITY
ESTIMATES
5*1 * INTRODUCTION. • ' I
5.1*1* In section 2*7 of chapter 2, it was stated 
that the methods to he developed in chapters 3 and 4 
(for application to system dynamics studies when the ;
recorded data does not define xr(t) and y(t) for all t) f 
required that realistic estimates of the power spectra 
derived from x (t) and y(t) he available* Considerable 
effort is being expended by statisticians and others 
(e*g. Bartlett 1955* Blackman and lukey 1957* Fuller 1953, >
Grenander and Rosenblatt 1957, lomnicki and Earemba 1957) 
in attempts to derive such estimates from finite samples 
of data* While there is every hope that suitable methods 
of estimation of these quantities will eventually emerge, 
methods for the derivation of optimum system dynamic 
operators which do not require such estimates are of 
immediate interest.
In assuming that realistic estimates of power 
spectra may be made available, there is implied the 
additional assumption that the data possesses power 
spectra. This is not true of all types of data*
Attention will be given In this chapter to the 
determination of optimum system dynamic operators when
(i) xr(t) and y(t) are supposed defined for all
time, hut in such a way (e.g. as in fig.2sl) 
that the data do not possess power spectra,
(ii)-x (t) and y(t) are supposed defined during some 
finite time interval only, and the optimising 
procedure is constrained in such a way that 
the limitations in the time duration of the 
data are respected.
5*1.2. As an example of a problem of the first 
type, consider applying the methods by which equation 
(4.20) was derived to data of the type indicated in 
fig. 2*1. It becomes obvious, early in the procedure, 
that
»T
£tb) dt = OC*(k.) =  limif 2T
-T
whatever choice of linear, time-invariant, passive, 
causal, finite memory, hr(t) is made. It is necessary, 
therefore, to use a modified constraint condition.
More generally, if the experimental data xp(t) 
may be supposed to define a set of causes'x (t) and the 
corresponding effect y(t) over the whole time interval
* Only type-Cb) n-ports of fig.4*3 are treated in this 
chapter. It follows from the discussions of 
Chapter 4 that more general n-ports may be treated by 
repeated applications of a type b n-port procedure.
-  oo and xr(t) and y(t) possess Fourier
transforms X^ (a) and T(eJ), then the error function 
6(t) in the equation
»foo
«v\
e ® = y(0 - X h; r ) ^ ( t - r ) d r  ^
■ - t i l  ■ ■ ■ ' ■ • ■
also possesses a Fourier transform, B(d?) , for every 
operator-h ■(£) which is Fourier transformable.
It is well known (litchmarsh, /?37. ), that a 
necessary condition for the existence of B(o) is that
rtfc
loo
■H30
z
e Ce) oit is finite#
But, any £(t) which satisfies this condition requires 
that
' ^ e*(t) dtItmih £T oo -T
By similar considerations to the above, one is led to the 
conclusion that, if xr<(^ ) &&d y(t) possess Fourier 
transforms, they cannot also be considered to possess 
spectral density functions, and hence equation (4.20) 
becomes meaningless for such data#
5.1.3# In the second class of problem, in which 
xp(t) and y(t) are supposed defined during some finite 
time interval only, and are undefined outside this 
interval, it is not possible, on the evidence of the 
available data, to decide whether the data possess Fourier
transforms, or power spectra# this depends entirely 
upon assumptions made about the properties of the data in 
the undefined region#
In using the minimum mean square error constraint 
of chapters 3 and 4, it is assumed (by the use of a 
stationary ergodic hypothesis) that the properties of 
xr(t) and y(t) in the undefined region are such that the 
data does possess spectral density functions# fhe need 
to derive estimates of these quantities arises directly 
from the use of this minimum mean square constraint# In 
formulating suoh a constraint, the limitations placed 
upon the problem by the nature and amount of experimental 
data available is ignored, and the subsequent dilemmas 
created#
Ihe gap between the mathematical requirements, and 
the experimental information available, is bridged by 
an assumption# Ihus it is assumed that
(i) xr(t) and y(t) are samples of stationary
ergodic random processes,
(ii) the mean value of the sample correlation and
spectral density functions, computed over an 
ensemble of such samples gives a good 
approximation to the ftruef correlation and 
spectral density functions, and
(iii) that the variance of sample correlation and 
spectral density functions is small, and 
hence the probability high that such 
quantities, computed from a single sample, 
are good approximations to the mean value 
computed over the whole ensemble#
Before such assumptions can be accepted with 
confidence, it is necessary to
a) devise tests to verify the assumptions, and
b) find whether the optimum dynamics so obtained
remains sensibly invariant under small changes 
in the values of correlation or spectral density 
functions (these changes being the difference 
between the functions computed from the samples 
and the corresponding functions computed from 
■ the whole ensemble.)
Ho test has yet been developed by which to check 
the assumptions as to the properties of the data in those 
time intervals in which:x (t) and y(t) are unrecorded.
It is difficult to see how such verification can be found, 
for, as has been pointed out (Wiener, 1949,P*55), ,fth@ 
correlation coefficient of a message is not completely 
determined by its own past11.
If the need for correlation and /or spectral 
density functions of the data is to be avoided, the
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optimisation procedure must be reformulated, and in 
such a way that the mathematical operations required 
recognize the limitations imposed upon these problems 
by the fact that the recorded variables do not definei
x (t) and y(t) for all values of t in the interval4.
~  00 ^  t ^  >  00
5.2 FOtJRIEB fRAHSEORIABhE DATA
5.2.1. furning first to the problem of 
section 5.1.2. above in which the conditions of the 
experiment permit the assumption that xy(t) and y(t) are 
zero outside some region as in fig.2si* Such data 
possess fourier fransforms, but not spectral density 
functions.
If the constraint condition
\irvuj~ J  £?((:) d t = a minimum (5.2)
used in the derivation of (4.20) is replaced by the 
modified constraint condition
►fOO
€* ( t )  d t = a minimum (5.5)*/
the optimisation procedure seeks to minimise the 1 total 
error energy1, instead of the error power* In any 
situation in which the total error energy, as defined by 
(5.5) is finite, the error power of (5.2) is necessarily 
zero. In these situations the methods of the previous
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chapters fail* fhose methods are applicable to 
situations in which members of the permitted sub-class 
of system operators all provide an error signal £(t) 
which may be supposed to possess a finite ’error power*, 
and hence an infinite ’error energy** A sub-class 
including fourier transformable system operators ,
when operating upon fourier transformable data xr(t) and 
y(t) does not lead to sueh a situation*
In situations such as the present one, in which 
the total error energy is finite, the error power of 
(5*2) is zero, irrespective of the magnitude of the error 
energy, and the use of (5*2) as an optimising constraint 
inevitably leads to an optimising problem having no 
meaningful solution* However, if one seeks a set of 
mathematical operators from among the members of a linear, 
time invariant, passive class of system operators to 
satisfy the constraint (5*5), the optimising problem can 
be successfully solved*
5*2*2* Consider the application of the constraint 
(5*3) to select the m optimum operators hr(f) from the 
linear, time-invariant, passive, sub-class defined by 
(5.1), when the variables £(b), xr(t), y(t) and hr(t) 
are all Courier transformable*
that
From (5.1), taking Fourier transforms, it follows
E »  = YC«> - L  H,(") Xg«) (5,4)r-\
Also
ft+co n+to *+«oP r £
eXodt -  2^r J n eft) { J_x E ^  e J ^w]
of*# . p4*o . £, »
= rff I . Efr*) /€«)€ de j d<o
1 'A«0
>4-00
I
f~oo
so that the constraint (5.3) is equivalent to the 
constraint
>400I
2tr j  ^^ E (to) E 6°J C^O » a minimum (5*6)
Writing (5*4) in matrix form
S * t 1 H  ^ (5.7),
where : / >
E =s 1 x 1 ’vector1 j*
Y = 1 x 1 'vector* [
X = l x m  matrix p X , M ,  X.fc), > ■ • V  J
H = column vector j ^  ^  . . . ,
In the same notation
EW £(«) = E~ E
[r'-y'x' H  x-xvi] ( 5 - 8>
where superscript [ denotes ,• complex conjugate transpose . 
from (5*5) and (5*8)
A "f QO -
J  eS(t)dt - it J [ y'-h’x' ] [^ -xw] do
Since the left hand side of (5.9) is non- 
negative, its least value is zero. Any vector H which 
satisfies the equation
I - IS 8:1 0 (5.10)
thus satisfies (5*3) and represents a solution of the 
type sought.
If m » 1, equation (5*10) has the unique solutions
, . h m  = x<“> « • “ >
If ra >1, an infinity of vectors H can he found to 
satisfy 45.10), (m-1) of the elements of H being 
arbitrarily selected, and the remaining one chosen to 
satisfy (5*10). Thus for the case m » 2, for example,
(5. 10) may "be written
H/w) = W m  - (5.1
Ihe operator H^ /co) in (5.12) may be selected 
arbitrarily, and H.C^) found from (5*12) to provide 
a vector H which satisfies (5,10).
It follows, as a general conclusion that data 
of this type, collected during a single experiment, is 
adequate to provide a unique solution to the optimisation 
problem only in the case of 2-port system operators 
(m * 1), A linear, time-invariant, passive operator 
can always be found to reduce the error energy to zero  
in this ease, irrespective of the class to which the 
system dynamics actually belongs* for m > 1 data from 
a single experiment is insufficient to provide a unique 
description of the system dynamics, and it becomes 
necessary to repeat the experiment a number of times 
with different input variables xr(t),
5.2.3. Instead of a single experiment, consider 
the case when N separate trials are conducted, let
x (t) « input variable recorded during trial s 
at input terminal r.
y (t) "* output variable recorded during trial; s,S'
» the error resulting when approximating the 
s data collected during trial s by any set
of linear, time-invariant, passive 
operators.
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fhen
€ (fc): =■' y %CO -  Z  / V r) *s+ dX
+ 5.J •/~“
(5.13)
S =  b  Z > ■ ■ ■ > N
One may'now seek to minimise either
. M n + oo
(a) the total error energy * V  / <£*({■) d t  (5*14) 
or 5 -1 y.«o 5
0 .) tee mean error energy - £  £  f  *& ) (5.15)
«S-I -^«o *
Bither constraint leads to the same set of equations 
defining the optimum operators* Using (5.15)» it is 
possible to write
n p+~
h Z  / G*( t )  d t
S-I oQ
Prom (5.13)
Sit ’S
J L  K n+(*>
2ttn X  I  E t o  E .% ) a t* (5.16)
£  I X V )  - I X* U  H>) } { Y M  - I x
S~f VI. **■ J V  * +=•« 5r r
=  r  £ » "  ( 5 - 1 7 )_ sS -I s
where * denotes 1 complex conjugate*
Writing (5*17) in matrix notation
Y' ? - I Y  ~ y ’X  M  y . ~ * h  } ( 5 ‘ 1 8 )
where ' ■
S s column vector { £,(w>) f Ez(co)/ . . . ' £ .'(«,) }
/ *
Y""* column vector | Y » ,  V » > ,  ■ • • • , Yh(“)
X a JJ X m matrix [ *»>•>]
H = column vector j H,(w) ; . . \ . j
and the superscript 1 indicates complex conjugate
transpose *
From (5.16), (5.17)and (5.13)
I  i X  ~ H ’ *' } { Y ~ >f H } o(«
J  mm 0O
■ i : : - - - - }  \ JL.
=  N E
Again, if a vector H can be found which satisfies the 
matrix equation
- /■ - T = X H - . . (5
such an H vector reduces the quantity
a^e»
n ZI / e/W'ofc
V-*
to zero, which is the least possible value.
fhere is a fundamental difference between 
equations (5*10) and (5*20)• Equation (5.10) is a 
single equation in m unknowns, whereas (5.20) defines 
a set of N simultaneous equations in m unknowns.
Whereas (5.10) is always underdetermined for m > 1, a 
number of possibilities occur with (5.20)»
e (e)  d t (5
(a) The set may be inconsistent ( a test for this is 
given by Aitken, 1951, p.70), and have no solution.
In this case, no vector H can be found which reduces 
the quantity
-L £  f  €*($ dt
to zero, and the vector H which reduces this quantity to 
a minimum (not zero) must be found.
(b) Ihe II non-homogeneous equations (5*20) may be 
consistent but underdetermined (i.e. the rank of the 
matrix X in (5*20) may be less than m, when some of the 
elements of H may be arbitrarily assigned, giving an infinity 
of vectors H satisfying (5*20) ). If equations (5*20) are 
consistent, but M <m, then, because the rank of an 1 x m 
matrix cannot be greater than the lesser of H and m, (5*20) 
defines a consistent under-determined set. Ihis is the 
situation that arose when the method of section 5*2*2. was 
applied to systems having m ^ 2.
(c) Ihe H non-homogeneous equations (5*20) may be 
consistent and X of rank m (if N ^ m) when they possess 
a unique solution.
If, instead of attempting to solve (5*20), a 
set of equations are derived from (5*19) defining the
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vector H which minimises the expression
/ e *  (t) d ts
these eq.uations have one of the properties
(a) that they possess a -unique solutiont hut one
for which the minimum value of the error energy 
is not zero,
(h) that they have no unique solution,
(e) that they have a unique solution which is
associated with a zero value of total error 
energy,
corresponding to the three conditions which may arise 
when a solution of (5*20) is attempted.
5*2.4. She equations defining the vector H which 
minimises the total error energy are derived from 
(5.16) and (5*18) and the matrix identity
~ { Y' - h'x' } { Y ~ 2 1 1
- {y'-Y'x Lx'xJ x'} {Y - x[x'x] x'y | (5,21)
from (5*21) and (5*18)
£ ' £  ■= i'l,-V(,x[xlx]'x<} (Y-^[x ’x ] X‘y |
where 2T « column vector j y — X X^^ x] X* Y |
and Z2 « volumn vector j x W - X [x’xj^X’Yj
i' r ~  ” ~ ~
Now, both r— * / r J ^ » a non-negative quantity,
J t! i ' andCO
. » + «»I
ZrrN / Z* Z2 2=1 a Jlon^ neSaiive quantity.
Hence
, 4- o©
| I
I § § ^  Z/ Z, «l32ttN J.» £• i- aM (5.24)
If H is chosen to mafce j$a a zero vector
I p+<*> n-f-co
2ttN / E* E ota '■= 2tTh / z/ Z ( ofa
J-** J^9O — — ‘
which is the least value it can assume.
The optimum vector H is thus given by
: ° - X { H - [x'xj x'Y }
for all arbitrary X matrices* Hence
■ r  ■ i
H  ='•■■■ [X' XJ X ' Y  (5.25)
, P*0* a
defines the vector H which reduces J £ ( t ) C i t to
a minimum.
I64e
5.2.5* Provided X X is a non singular matrix, 
(5*25) defines a unique H, while a singular ^X* X j 
possesses no inverse* fhis constraint on [x1 x] is to 
be compared with the condition G is non singular
A a
in (4*19) and (4*20)* As an example, consider the 
determination of the dynamics of the passive 3**port of 
fig. 5:1, from data of the type here defined. Ihis 
problem has already been considered, (fig. 4:9, and 
section 4.6.2.) with reference to data xr(t) and y(t) 
which was assumed to possess spectral density functions. 
Because of the linear dependence of Xg(t) on x^(t), it 
was found in section 4*6.2. that &x% was a singular 
matrix, and it is to be suspected here that may be 
singular for the same reason.
FIG. 5:1.
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lo .show that this is the ease set
X (co)ss A 6°) X,f (co) (5.26)
in X , where ■
A(co) ® open loop transfer function 
If N ® 2, - i»@. If it ia assumed that only 2 trials 
are conducted* then
. 1 x*
J
X., Xu
x' x . = ., < X*» Xi.i X t
X* xt x« AXU
A*xZ aX Xa A Xi(
> ~  . "ixZ+lxj* , A{|Xjhi xtl r i
A ||X„M xj’L A/f{|X„|
And hence
llx’xll = IAI
=  O
which establishes that X X is a singular matrix.
Increasing the value of N beyond 2 does nothing 
to destroy the linear dependence of the variables, and 
hence cannot yield a non-singular matrix, as can be seen
by substituting (5-26) into the general 3-port X matrix
X — 2 l
xl2 
X 22
Ni Hi -J
when X X is given by
N
X  XS,X„
X x
S-I
A*
Szt
A X xSt x*
O-f
A A* t  XSX
which is singular for all H.
Suppose, however, un attempt is made to destroy 
the linear dependence of x2(t) on ac^ (t)
(a) by changing the controller dynamics between 
each trial. Equation (5*30) is then modified to
Xs > }
A M  X t l (<*) (5.27)
Substituting the dependence (5.27) into the X matrix
* —  * »■■ i 2
W
gives. . ,,
i|x‘ xl| -.;r?  £  X  )x.
y  0
since A f y  A s , *■ f  i
by the conditions of the experiment*
Changing the controller setting between trials 
has the desired effect, therefore, since becomes
non-singular,ma]cing an optimisation possible.
(b) by leaving the setting of the controller 
dynamics unchanged for all trials, but injecting 
independent disturbances (which need not be recorded) 
into the loop in addition to the recorded variable ■x Ct) 
Then ■
x (<0) - j A M  X M  + X Go) V
This situation was discussed in some detail in 
section 4*6. dust as in that study the usefulness of 
the results obtained depended upon the position within 
the loop that the disturbances were introduced, so the 
same observation may be made here* If the disturbances 
arise within the 3-port (i.e. the system dynamics are 
made linear, time-invariant, active, by the introduction 
of the disturbances), and yet a linear, time-invariant, 
passive sub-class is postulated for the selection of the 
optimum operator, the result obtained (compare equations 
(4*68) and (4.69) }» are
H (<o) « 0i
Hjw) = /p(«)
where E(«) = transfer function of the controller.
168
If the disturbance originates in the controller, however, 
a realistic description of the dynamics of the 3-port 
system is obtained*
3*3* SHOE! DURATION SAMPLES OP OPEBAOTa DAI A.
5*3*1* It is proposed to return now to the second 
type of problem mentioned in section 5*1*1, namely that 
in which xr(t) and y(t) are defined in some finite 
interval of t, and undefined outside this interval* It 
was for this type of data that the results of chapters 
3 and 4 were developed, but without imposing limitations 
upon the mathematical processes corresponding to the 
limitations on the experimental information* It is the 
purpose of this section to look again at these procedures, 
and to modify them in such a way that the mathematical 
demands on experimental information can be satisfied.
5*3*2. Consider first the 2-port data fitting 
problem of fig* 3*1* In chapter 3, optimum operators 
were selected by a solution of the pair of equations
&tt) y(0 / h(r) ac(t-tdOtv (3.2)
_ ' J «rOO 'and
Because x (t) and y(t) are not defined over the
£* =r ' | b ' Jt f ~  q (3.4)T-*’00 J-T
whole range - o° & b <. + <*>, the value of gl defined 
ky • (2*4) cannot be determined for any h(t) of the 
class defined in (3*2). It is in the use of the 
optimising constraint (3.4), with its implication that 
€(6) is defined in the whole interval ~ oo <. <* +-00
for every linear, time-invariant passive operator h(t), 
that the necessity for correlation and spectral density 
estimates is introduced into the mathematics.
A constraint condition, ?<rhioh is more realistic 
than (3*4) in that it recognises the limitations of the 
available data, is obtained if one seeks that operator, 
from a given class of operators, which minimises the 
mean square error over that range of t for which €(t) is 
defined by the available data for every member of the 
permitted class. Since the range of t involved in such 
an optimisation is finite, both the total error energy, 
defined by £
and tl. n xor po».r
f j ‘ t ' m a t
are finite simultaneously. Optimisation procedures can 
be developed in this case, which seeks to minimise either 
of these quantities, and, whichever optimisation procedure 
is adopted, the same description of the dynamics results.
It is immediately apparent that the constraint 
condition suggested above places a restriction upon the 
class of operators which may be permitted. Eor example, 
those operators h(t) of the linear time-invariant, 
passive class permitted in (3*2),which exist for all t 
in the interval - 00 £ t  < ^°° must be excluded if 
every operator of the permitted class is to define £ (t) 
over some finite range of t. In other words, finite 
samples of data restricts the class of operator (from 
amongst which an optimum operator may be sought) more 
severely than was supposed when it was assumed that 
estimates of spectral density functions may be made 
available.
fhe arguments of this section develop a procedure 
for the selection of optimum operators from a linear. 
time-invariant. passive> causal, finite-memory, class, 
having a memory time less than or equal to some pre­
assigned value.
Assume that
(a) x(t) and y(t) are recorded only for values of t in
the interval °  ^ t 5 t (, and
(b) the preassigned memory time of the permitted class
is 3! (which must be less than t, if £(t) is to be 
defined in any range of t).
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Equations (3.2) and-(3*4') ■ are-then -to: be replaced by 
the equations
5 * 2 8 )
where nfa) =. O — oo < V < Or
and
=  a minimum (5.29)
Equation (5*28) defines the error resulting when 
approximating the dynamics of the system from which the 
data was collected by a particular operator h(t) chosen 
from a class containing only linear* time-invariant * 
passive, causal operators having a memory time less than 
or equal to I.
She constraint (5*29)* when imposed upon £(t) 
of (5*28) is the mathematical statement of the modified 
minimum mean square error constraint proposed above.
A simultaneous solution of (5*28) and (5*29) 
requires the selection of that particular linear, time- 
invariant, passive, causal, finite memory operator which 
best defines the system dynamics.
Because the method of solution requires considerable
6. -T
€ (h )  d t
too
£(£)
numerical computation, it is convenient to record 
x (t) and y(t) as time series, so that numerical 
integration methods may he employed. With such data, 
h(t) is only defined at the sample points. Ihis is 
allowed for by restricting still further the permitted 
class of operator* It is to he assumed here that the 
optimum operators h(t) is to he selected from that 
sub-class of the linear, time-invariant, passive, causal, 
finite-memory class defined hy
k u  -  v  Z L  - +
(5.30)
- O  outside this range
where cf (t ^  =  I /o^ ( t - 4) ^ t - I f * i)
~ Q  outside this range.
I’rom (5*28) and (5*30)
6(6) =  y l O  -  f  T  L ^ t t ( r - + T4<)
O
—  -  £  K ,  x ( t -  + T/M) (5.31)
f - l
where 6(h)* y(t) and x(t) are time series at 
interval /k •
Ihe significance of operators of the class 
defined hy (5*30) is indicated in fig. 5*2. Any linear,
time-invariant, passive, causal operator having a 
memory time less than or equal to T may be approximated 
to any desired degree of accuracy by a member of the 
sub-class defined by (5*50) if H is made sufficiently
/N
It cannot be overemphasised that the search for 
a fbest* operator h(t) (i*e* a best set of coefficients 
h in (5.31) is restricted to a selection from operators
4*
of a very small sub-class of all possible linear 
operators, and can only yield an exact description of 
the dynamics in those problems in which the dynamics 
belongs to this sub-class* When applying the procedure 
to obtain a description of the dynamics of systems in 
which disturbances were present (e*g# active, or time- 
variant systems), an approximation to the correct 
description of the dynamics is all that is possible,
because the choice of active or time variant operators 
is not permitted by (5*31)* With finite samples of 
data, it is difficult to see how one can do better than
the best approximation from operators permitted by (5*31) 
until realistic estimates of various correlation and 
spectral density functions become available, when the 
methods of the previous chapters may be applied.
5*3*3* t o  minimise the mean square error, equation 
(5*31) is written in finite difference form
the dynamics of more general systems by
(5*32)
where
^  * value of G(t) at the data point t= t [ \ (5*33)
H  * value of y(t) at the data point t= T(i+CVj (5.34)
value of x(t) at the data point t=T ( \ f o 5.35)
where £r = ) T
Hence £* ~
a minimum (5*36)
is the time series equivalent of (5*29)*
(Jiving q the values lf 2, , ***.H in (5.32) 
yields M simultaneous equations in the H unknowns hr 
and the M unknown error values
*
fhis set of simultaneous equations may be 
written as a single matrix equation
§ =  Nf - X h (5.37)
where
£ s i x  X column vector of errors.
£ a Mx 1 column vector of output function values.
h = Ix 1 column vector defining the operator
” H(t) of (5.30).
X • « I x  H matrix of input function values.
How
J- £  i )
lL £<x — m £ . §
: y •
=5 a minimum by (5.36),
'V
where £ « transpose of §
fhe optimisation problem now reduces to the
choice of a vector h in (5.37) which minimises the
length of the vector § .
Since
; i (5.38) |
from (5.37)f it can be readily derived from the
matrix identity
m  ! 1 - 5 ? }  b ~ * h \
—  n|b ? M * b  - xtxxfx^)
+  M r y x [ x x r ' x } { ^ - x [ g x ] ' x x i  (5-39)
that the vector h which minimises e € is given hy
(5.40)*
fhe derivation of (5.40) from (5.38) and (5*39) follow 
the same argument as was used in the derivation of (5*25)
from (5*18) and (5*21), and hence will not he repeated 
here*
required if (5*40) is to define a vector h* A necessary
non singular is that
M ^
(see Ferrat 1941# p.110, theorem 33)# from which it is 
concluded that the duration of the records must he 
at least twice the memory time 1 of the system* If the 
duration of records is exactly twice the memory time# 
(5.37) is not overdetermined# and the solution cannot he 
considered a least squares optimisation. The more the 
duration of the records exceeds twice the system memory
Again the property# £ XX] is non-singular, is
(although not a sufficient) condition for to he
time, the more the resulting equations (5.37) are over-
determined, and the greater is the probability.that
the least squares procedure has minimised the effect
upon the solution of extraneous errors*
5*3*4. A certain similarity exists between the
solution (5*40), and the corresponding solution
(Wiener,1949» p.132) in terms of the correlation
estimates of the discrete data# fo illustrate the
similarity, and to reveal the differences that exist,
it is of value to compare the elements of [m  X X  ] and
[ n X ^ l  with the corresponding expressions for the cross-
and auto-correlation functions*
thDenoting the k element of the column vector 
t^xq] *7 4 j k) , this is given by
(k) ~ xr r * . v. (5-41)
Si,
Similarly, denoting the element in row j and column k
X X*J . .by , thenof the matrix jV|
' (5.42)
Ihe essential differences between (5.41) and
(5.42), and the results given by Wiener (jp 132-134) are
(i) She averaging process defining ^  (k) and 
(j,k) is performed over a finite set of/Ax
data M, instead of over an infinite set, and
(ii) There is no reason to suppose that ( j)  ( j f k) 
in (5*41) depends on j and k only through 
the difference (j-k) as is assumed in a 
correlation formulation. A dependence of 
€  0. k ) on i and k only through (j-k) is 
a consequence of the assumptions
(a) that x(t) is a stationary time-series.
(t) that M is sufficiently large that the sample 
correlation is a realistic estimate of the 
true correlation function.
The function ^ ( j )  k ) may be expected to be of 
the appropriate form when these hypotheses are valid for 
the given sample of data x(t). Unlike previous methods, 
however, equation (5.40) does not require the validity of 
these hypotheses for a successful solution.
5.5.5. With the vector h , given by (5.40) 
defining the system dynamics, it is possible to proceed 
to a corresponding frequency domain description of the 
linear, passive, time-invariant, causal, finite memory 
system used to approximate the data.
Since
P+bo
H (w) = / h(t) e J ' d t
it follows, from (5.50), that for operators h(t) here
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considered
H (.«)
f-OON
r Z  K  S a
t-i 1~QO
n p+i)v (5.43)
/ r ■€
^  ^ ) V
Provided (T/n) is sufficiently small that, for the 
whole range of values of U> of interest, is
sensibly constant over every range
( f  ~ i) ^  ^ t 5 f r + z ) \ y  (5*43) may he approximated 
by
H  (<o) ±'
N 17
h, (5.44)
rp
fo find the range of values of <o for a given(g-) for 
which (5.44) is a reasonable approximation to (5.43) 
integrate (5.43) to give j
N
H(w)
N
1" ■- -J £
it
-J40
*'K .C ~J" J
How
M  (to)
(“%»)
N S»r\
N
(5.45)
and differs from unity by less than 5% so long as
range, equation (5*44) may be used to determine H(^) 
from the optimum vector h* When H(<o) is required for 
values of M for which (5*46) is not satisfied, a 
correction, given by (5*45) must be applied to the value 
of H(^) found from (5*44)*
for any given value of when h is fcnown. fhe 
calculation may be generalised by the introduction of a 
matrix §  ..-which, when premultiplying the given 
vector h gives a H vector for a specified set of values 
o f  oj . . Such a matrix, if suitably derived, may be 
used to premultiply any h vector, irrespective of the 
memory time t  of the system*
«  /! (5*46)
If H(o) is of interest only for values of co in this
fhe right hand side of (5*45) may be calculated
for example, from (5*45)
where
Sir n )
s10,’, i,
Hence
where
§  - w m x M matrix
and
Sin Tf & - j  2 tr s *
I T  S  ^
fhe (p matrix of table 5-1, when premultiplying a 
given 20 element h vector gives the corresponding H 
vector for the values
5.3*6. fhe procedure developed in the previous 
sections for the optimisation of 2-ports may be 
extended directly to n-ports in the same way that the 
2-port procedures of chapter 3 were extended to give 
the n-port procedures of chapter 4.
developed from the 2-port continuous variable equation
(5.2), so the equation
where
S » 0(0.05) 0.5
Just as the time series equation (5.32) was
may be developed from (4.9) .as the time series 
description of the Xype~(b) n-port.
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In equation (5*47)
„ « value of y(t) at t = !(l.+ ||)
xg(qL-r)«-' value of xg(t) at t = 1(1 )
hsr value of h„(t) at t s' '
r£
If
6„ = value of €(t) at t * 3?(1 + 5) .
* , . . H
and the available records define xa(t) and y(t) overS
the interval
o 6- t s T(1 + M)
U
Ihe M simultaneous equations (5*47) may be 
represented by the single matrix equation
Xt « M x N matrix having the ordinate x0(q~r) forM * S
the element in row q and column r.
As in the 2-port problem
€ ~ v — 7L ■ x s" ,K"S
-  s«, - (5
where
 ^ « M x 1 column vector of ordinates ^
^ « M x 1 column vector of ordinates ^
b f -  N x 1 column vector of ordinates of hg(t)
is to be minimised, by a suitable choice of
vectors h„.—s
£he minimisation proceeds from (5*48) by 
arguments similar to those already used*for the 2-port 
problem, and lead to the condition
i **
hi )fp^ $Z\
Writing (5•49) as a matrix equation
(5.49)
L , in ?•***, • . . , in*.,*-.. *n_J
*-L ‘v*
«*.a
•ju. rvn *-3
(5.50)
Provided the partitioned matrix in (5*50) is non­
singular, these Nm U  equations describe a unique set 
of ordinates h „ describing the system dynamics.S Jl
The same result could have been obtained by
treating (5.47) directly as a set of M equations in
' -Nm unknowns h . fhe advantage of the partitionedsr
form of matrix equation (5*50) is that the identity of 
the elements of the matrix, and their dependence on the
184.
In equation (5.47)
y^ value of y(t) at t » 1(1 + &)
*s(q~r)= value of xg(t) at t - 1(1 )
3i « value of hCT(t) at t =« —sr s H
» value of €(t) at t = 1(1 + 1)
*  : -■<>! M  ^ - ■ • •
and the available records define xQ(t) and y(t) overs
the interval
O £ t £ T(1 4" S)
I'
fhe M simultaneous equations (5*47) may be 
represented by the single matrix equation
' j  ~  £  X s K  (5.48)
 $*i ~
where
 ^ = M x 1 column vector of ordinates ^
£ = M x 1 column vector of ordinates ^
bs 88 $ x 1 column vector of ordinates of hg(t)
Xs « 1 x K matrix having the ordinate xQ(q-r) for
the element in row q and column r.
As in the 2-port problem
€2 « rq H  €
J-
€ €
experiment may result in data which either
(a) render the optimisation problem insoluble, or
(b) provide a solution, but one which is of no value.
Before the results of an optimisation problem of 
this sort can be used with confidence in the making of 
policy decisions, two additional questions need 
consideration, namely
(a) does the solution of the optimisation problem provide
an adequate fit to the given data? And
(b) does the solution so obtained remain invariant under
changes of data?
It has already been observed that, if the permitted 
class of system operator is sufficiently general as to 
include a sub-class to which the dynamics investigated belong 
then the answer to both these questions is in the affirmative 
It is seldom known in advance, however, whether the 
postulated class is sufficiently general, and any attempt to 
extend the permitted class beyond the linear time-invariant, 
passive case requires experimental information (e.g. the 
vector £ in (4*84) for linear time-invariant active 
operators) which may not be readily available. Under these 
conditions, it is necessary to assume as general a class as 
all available experimental information permits, to solve the 
optimisation problem subject to this assumption, and then
to devise tests to reveal the suitability of the assumption*
If the solution obtained from a particular experiment gives 
an efficiency of approximation which is near unity*
where
Mean square error 
Mean square value of observed output data
then the optimisation may be said to give an adequate fit 
to the given data* fhe portion of the whole range of
possible values of ^  ( O ^ ^  ^ I ) which represents an adequate !
approximation depends* amongst other things, on the use to 
which the information is to be put* Ho a priori range of |
acceptable values can be stated* It must be emphasised, 
however, that if 7^7 » 0*8, for example, then 80$ of the 
actual output power (or energy) of the physical system 
investigated is accounted for by the operator approximating j
the dynamics* The remaining 20$ may be considered a noise ;
power associated with, but unaccounted for by, the
approximate description of the dynamics. Hence if 7^  « Q;8, j
the ratio j
Signal Bower |
  ..................      SS 4
Hoise power !
With such a ratio, the-effeo-t of the extraneous noise power-p
the effect of the noise power on the system behaviour can
hardly be considered negligible. This suggests that
4? = i
1 8 9 *
for < 0.8 the usefulness of the results of an
optimisation of the type here discussed would he very
limited indeed*
Even in those situations in which the value of
obtained from a single trial is close to unity, it is
inadmissible to conclude that the permitted class adopted
is sufficiently general for the investigation in hand.
This was clearly revealed by the example discussed in
section 4*7.1. It is clearly inadequate in such a problem,
to find an optimum linear, time-invariant, passive operator,
to test the efficiency of such an approximation, and, finding
it unity, to accept the result as a useful description of
the system dynamics. It is essential to establish further
that the operator selected to define the system dynamics
shall remain sensibly invariant under arbitrary changes of
data, by repeating the optimisation a number of times with
different samples of operating data. Each success increases
confidence in the description of the system dynamics adopted.
If the normal operating data approximate stationary
ergodic time variables, changes from one sample of operating
data to the next will only produce small changes in the
/ 1elements of G v and <*_ (or X X and X'y in the problems of—xx —xy — — —
this chapter). It is of interest to enquire if small 
changes in the coefficients of a set of simultaneous equations
190.
ean produce profound changes in the solution. Such a 
situation must lead to a solution of the optimisation problem 
which is excessively sensitive to the sample of data fitted. 
Under these conditions the optimisation is critically 
dependent on the set of data selected, and the result of any 
single trial cannot be adopted as a useful description of 
the dynamics under investigation.
Sets of simultaneous equations having this property 
are common* Interpreted geometrically the problem is the 
determination of the co-ordinates of the point of inter­
section of n surfaces in n -dimensional space when two or 
more of the surfaces have similar direction cosines (are 
nearly parallel). The solution of this problem leads to 
a vector defining the point of intersection which is very 
sensitive to small changes in the direction cosines. The 
matrix description of this problem is characterised by a 
strongly skew angular matrix* If two or more of the 
surfaces are exactly parallel, there is no point of inter­
section, which is reflected in a singular matrix in the 
matrix formulation. This situation has no mathematical 
solution and even the related situation of a nearly singular 
matrix, while mathematically tractable, has no solution of 
physical significance because the excessive accuracy required 
in the coefficients is unattainable ¥/hen these coefficients 
are the result of physical measurement#
Iianczos (1957 p*149-170) has given an excellent
discourse of these difficulties* and concludes that'Mthe
critical quantity which decides the physical reliability of
a strictly mathematical solution ,•, is the ratio of the
largest to the smallest eigenvalue of the symmetrized
matrix1 (i.e* of £ in the method of Chapter 4 or of X*X■ '—*xx *—
in the methods of the present chapter). "It is the square 
root of this ratio which measures the magnification of the 
noise in the direction of the smallest eigenvalue”. A; test 
of the sensitivity of a solution upon the sample of data used 
is thus afforded by the ratio of these eigenvalues. Provided 
this ratio is not excessive, the solution of the data fitting 
problem may be expected to yield a physically useful 
description of the dynamics for the type of input data 
expected* What constitutes an 1 excessive value for this 
ratio can only be determined by experience, it depending 
upon the orders of magnitude of the changes in the elements
of G (or XfX ) resulting from changes in the sample of'rnT
data employed* Certainly one can say, with lanczos (p*169)
4that if this ratio is in excess of 10 the result, while 
mathematically correct, is of little physical value* It may 
well happen that ratios considerably less than this are 
equally of doubtful value where the variance of the matrix 
elements computed from one sample to the next is appreciable. |
1 9 2 .
5.5 CGHCLTJSIOIS AID KEGOSSMETOATIOHS#
Although the object 'of this investigation was to 
seek a suitable technique for the determination of the 
characteristics of linear networks from input and output 
records under normal operation in the presence of noise, 
much of the effort has been devoted to least squares 
procedures in which optimum linear time-invariant passive 
operators have been selected. The essential fact has 
emerged that the available recorded information is 
insufficient, in itself, to permit a least squares 
optimisation from the larger class containing active operators 
(to which systems subject to noise belong!)# One is forced 
by the insufficiency of information to seek a passive 
approximation to active dynamics.
When additional information can be made available 
giving a quantitative measure of some suitable property of 
the noise associated with the system dynamics, it becomes 
possible to develop a constrained least squares optimisation 
procedure for the enlarged class including linear time- 
invariant active system operators, as well as the passive 
sub-class. This was demonstrated with spectral density 
data for a particular constraint (G—  a specified vector) in 
section 4.8. An identical analysis could be developed for 
the treatment of finite-memory problems by the methods of
this chapter* Thus a least square procedure for the 
selection of an optimum linear time-invariant* active* 
finite memory operator requires that the right hand side 
of (5*50) he modified to read
If it was possible to place some realistic constraint
matrix on the left of (5*50) is non-singular)*
It is conceivable that this particular constraint 
(or the corresponding one considered in section 4*8) is not, 
in all, circumstances, the most suitable one* Work yet 
remains to be done to provide a catalogue of those effects 
of the noise disturbances which (a) can be readily observe^ 
and (b) make a constrained least squares procedure feasible* 
An attempt to exploit knowledge of the autocorrelation 
function of the noise has, as yet, met with little success* 
It may be that such a constraint is not sufficiently strong
(5.51)
defining vectors 0 , tills modified equation could tie
solved for the operators Ll-r (again assuming the square
194.
to remove the indeterminacy from the problem.
Turning again to the passive approximation to active 
dynamics, it may be observed from the results of Chapter 4 
(e.g. by comparison of (4.84) and (4.20))that such an 
approximation can make a useful contribution to the making 
of ♦policy decisions* in situations in which spectral 
density data is available if'G : is negligibly small, i.e.-AH
if each input xr(t) is sensibly uncorrelated with n(t)» 
for the finite memory problems of the present chapter a 
similar observation can be made. Thus comparison of the 
solution of (5.50) with the solution of the active 
optimisation (i.e. the right hand side of (5*50) replaced 
by (5.51) ) reveals that the two solutions are sensibly the 
same provided the noise vector n is sensibly orthogonal to 
every column vector in the matrices i ^ # X 2 ,...*XvvN, 
when each vector is negligibly small compared to the
corresponding X ^  vector. 2He interpretation of the 
expressions ’sensibly orthogonal’ and ’sensibly unoorrelated’ 
depends upon the conditioning of the equations to be solved. 
If the equations are ill-conditionedi.e. the square matrix 
on the’ left hand side of the equation is nearly singular, 
the effect of the noise vectors X+ n (and JL^) upon the 
solution is profound even though these vectors may be small 
compared with the signal vectors | r x (aad £xy^* ^n@
concludes, therefore, that input and output records alone
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can only be expected to provide a useful description of 
the dynamics of systems in which noise is present in a very 
limited class of problem, and one must attempt to establish, 
in any given situation, that the experimental data can provide 
a physically useful solution. It still remains to develop 
suitable tests for this purpose. Short of producing j
estimates, where possible, of the noise vectors Xr£ j
(or G;xn), - which then permits the development of an active 
description of the dynamics anyway - the only test which the j
I
author can envisage at present is to repeat the procedure a j
j
number of times, using different experimental data for each !
r trial. If the solution remains invariant, within acceptable 
limits, over a number of trials, it may be assumed, j
confidently, that the noise contribution to the output is j
j
sufficiently small as to make the passive description a useful* 
approximation. If the solutions do not remain invariant, the 
converse must be concluded, and information must be sought I
to make available a realistic estimate of the effect of the 
noise.
Any internal, active, element (i.e. noise) in a 
system, which can be experimentally observed, should be
Lt
recorded and treated as an additional input variable, even j
though the dynamics relating this particular variable to the j
output may be of no immediate interest, In short, as many !
active elements as possible should be treated as input 
variables in a system dynamic study, while the system should
be confined, ideally, to include passive components only.
In this way the effect of noise is minimised, and the 
usefulness of the resulting description of the dynamics 
maximised.
Work yet remains to be done to further extend the 
permitted class of system operators for which a least squares j 
optimisation procedure exists* Ho attempt has been made j
here to remove the time invariant constraint* The removal j
!
of this constraint presents considerable difficulty because j 
of the severely underdetermined nature of the resulting 
equations* At present it is not at all clear what is the 
essential experimental data which should be collected in 
order to permit the development of a least squares 
optimisation procedure for the selection of operators from j
• i
a general linear class including both the time invariant and 
the time variant sub-classes* It is felt, however, that | 
only by continually attempting to enlarge the permitted class j 
of system operator in this way can.(a) realistic estimates 
of the dynamics of complex physical and non-physical systems 
be made, and (b) decisions be made about desirable advances 
in measuring techniques in order to effect such estimates*
Even within the confines of linear system dynamic studies 
much remains to be done*
197.
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7* APK3IBIX
7.1 SHE DEHIYATIOB OF EQDATIQH (1,3)
By definition
I [x ] » contribution to the * effect1 yr(t) (observed
at terminals r)f resulting from the ’cause* xQ (t> 
(applied at terminals s), when the functional 
dependence describing the system dynamics is a 
linear one,
Mow the continuous variable x(t) may be treated
S I
as the superposition of impulse functions, Thus one can 
write
JO +-°o
=cs(0 = oL Z  *,60 S(t-r) dV M )
s cfr-»o ^
where
<#£-*■) - ^ov ^ 6  6 6 r+<SV j
(7.2) |
■s o o<jt*s\cte Hus
v Denote the contribution to the output observed
at terminal r at time t^ by an applied input to terminal s 
of the form j
X  ( 6 i t -r) S r
<fr~>o
.  i
*>y K VJ ft , r)
Then, by superposition of the contributions, the
total contribution to yr(t } by xg(t) is given by
<ft£> Jrl *Vtr) *s(0 cf(6,-r)cfr
/!> ■K6o
^  J -CO H 4 , r )  K . W . f r  (7-3)
On setting tt = t , equation (1*3) follows.
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A Closed Loop D ata F itting P rob lem f
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A b s t r a c t
Study o f data collected from a linear, passive, tim e-invariant, closed loop  
reveals that the linear dependence o f the control variable upon the input 
variable makes data collected from such a system  unsuitable for the  
determ ination o f its dynamics.
I t  is shown that the introduction of a disturbance into the loop can destroy  
the linear dependence, but special care m ay still be necessary for the  
determ ination o f the dynam ics from the data.
I t  emerges that :
(a) to  seek a linear, passive, tim e-invariant operator, to  approximate the  
active elem ent containing the disturbance, leads to  a physically valueless 
solution o f the optim ization problem, while
(b) the insertion o f the disturbance into the loop at a point external to  
the elem ent studied or
(c) the choice o f an optim um  operator from a linear, active, tim e-invariant 
sub-class, makes a physically meaningful solution o f the optim ization  
problem possible.
§ 1. I n t r o d u c t i o n  
I n  a previous paper (Woodrow 1959) a method for fitting a best linear, 
passive tim e-invariant, approximation to data collected from systems 
having more than one input variable, was developed. This paper applies 
these results to a closed loop data fitting problem, and shows that such 
data may possess properties which make special treatm ent necessary.
The example selected for study is the determination of the dynamics 
of the elements of closed loops which may be reduced to the general arrange­
ment of fig, 1 (a). I t  is assumed that the data recorded for this study is 
x^t), x2(t) and y(t).
If , as is often assumed, the 3 -portJ is a summing device, then
z{t) =  x1{t) +  x2{t)   (1.1)
is also readily available. I f  the dynamics of the 3-port of fig. 1 (a) is not 
known, so th at z(t) cannot be developed from any known relationship 
similar to (1.1), the problem must be treated as in fig. 1 (b) .
f  Communicated by the Author.
% This term has been borrowed from passive network synthesis studies. 
A general %-port is a system having on input variables and (n — m) output 
variables where n and on are integers and n>on. The %-port here has on =  2 
and n =  3.
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In  the case of fig. 1 (a) the determination of the dynamics reduces to 
tw o separate 2 -port optim ization procedures. Using a minimum mean 
square error optim ization, this problem has already been adequately 
treated (Woodrow 1959).
Fig. 1
Z ft)
2 P O R T  S Y S T E M
O P E R A T O R
2 P O R T  S Y S T E M
O P E R A T O R
(a)
3 P O R T  SYSTEM
O P E  R A T O R
2 P O R T  SYSTEM
O P E R A T O R
(&)
In  the case of fig. 1 (&), the determination of the system dynamics B is 
still a straightforward 2-port data fitting  problem, y(t) being the observed 
input data, and x %(t) the observed output data of this element. This 
presents no difficulty.
To determine the dynamics A , the suggestion (Woodrow 1959, p. 475) 
th a t the dynamics be described by the arrangement of fig. 2 is adopted.
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The weighting functions hx{t) and h%{t) are to he chosen to minimize 
the mean square error e2 in the equation
2 /*+ oo
€{t) =  y ( t )~  2 hr(r)xr( t - T ) d r ............................ (1.2)
r = lJ  — oo 
Fig. 2
Y(t)
The solution of such an optimization procedure requires (Woodrow 
1959, Appendix IV )  that the frequency response H r(w) (the Fourier 
transform of hr(t)) shall satisfy the equation
| f l i i . r w  re«i n *
U d  U J  { ’
where Ors denotes the spectral density function derived from r(t) and s(t).
Equation (1.3) has a unique solution provided the inverted matrix exists, 
i.e. provided the matrix
............. a.*)
is non-singular. The question of the singularity of (1,4) is of special 
interest in closed loop problems.
§ 2 . P o w e r  S p e c t r a  R e l a t i o n s h i p s  e o r  L i n e a r  P a s s i v e  
T i m e -i n v a r i a n t  C l o s e d  L o o p  D a t a  
Suppose x x(t), x 2(t) and y{t) actually originated in a linear, passive, 
time-invariant system capable of representation by the circuit of fig. 3.
I t  is required to estimate the dynamics from the observed operating 
data xx{t), x 2(t) and y(t) using a minimum mean square error optimization 
procedure.
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The determination of the best approximation h(t) to the dynamics f ( t )  
presents no problem. Using the optimization procedure already developed 
(Woodrow 1959, p. 466, eqn. (4 .7 )) for the value of h(t) which minimizes 
c2 in the equation
r+ o
e(0 =  ^ 2( 0 -  h ( T ) y ( t - r ) d r ,
J — 00
it  is found that
H(w) =  G J G „  ...........................
where H(w)  is the Fourier transform of h(t).
Fig. 3
(2.1)
:(t) A
f, CO
f (t)
I t  can readily be shown that, for this data
- H(w) =  F(w),
or h(t) = f( t ) .
Before applying (1.3) to find H 1 and I i 2, the best approximations to 
F x and F 2, it  is necessary to test the data to establish that (1.4) is non­
singular.
For the given data, it  follows, from fig. 3, that
and
x *{t)=  f  f { r ) y { t - T ) d r ................................ (2.2)
J — 00
/*-f 00 I* +  00
y { t )=  / 2(r)a:2( i -T )r f r  . . (2.3)
J  — 00 J  — 00
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Forming the appropriate correlation functions from (2 .2 ), and then 
taking Fourier transforms to establish spectral density relationships gives
Gx,x=FGXiy, ...........................................(2.4)
GXlX=FGXiy. ..................................... (2.5)
In  the same way, (2.3) leads to the relations
GXlV = FiGXiXi + F2GXiX2, .......... (2-6)
GXoJJ =  F  +  F  2GX^ . . . . . . .  (2.7)
Using (2.4) and (2.5) to eliminate CXiy and GXiV from (2 .6 ) and 
(2.7) gives
GXlXf1 -  FFz) = FFiGXlXl, \ (28)
. g ^ i - f f ^ f f ^ , ] .........
From the pair of eqns. (2 .8 ) it  follows that the available data has the 
property
GXlXGx^ - G x ia.GX!Xi =  0.- . . . . . .  (2.9)
Equation (2.9) is the condition that (1.4) shall be singular, and hence 
the optimization procedure fails, since no unique solution results, and 
both H x{w) and H 2{w) are indeterminate.
Any attempt to solve (1.3) gives
H x {w) = {GXiyGXiX-GXiXGxJl(GXiXGXiX-GXiXGXiX), . (2.10) 
H  2(w) = (GX2yGXiXi - GXiXGXiV)l {GXiXGX2X2 - GXiXGXaXi). . (2.11)
From (2.4), (2.5) and (2 .10 )
Hi = (GXiXGXiXi-GXiXGX2X)IF(GXiXGXiX2-GXiXGXzXi). . (2.12)
From (2.4), (2.5) and (2 .1 1 )
H 2 =  {GXiXGXiX- G XiXGXiX) jF {G XiXGXiX- G XiXGXiX) .  . (2.13)
Equations (2 .1 2 ) and (2.13) illustrate the indeterminancy of H x(w) and 
H 2(w) when using the given data.
The conclusion to be drawn from this is that normal operating data 
collected from  linear passive time invariant closed loops are unsuitable fo r  the 
determination of the dynamics of the system. The explanation of this is not 
hard to find. The inputs xx(t) and x2(t) are not independent variables in
this problem. x2(t) is linearly dependent upon x f t )  as is y(t).
From (2.5) and (2 .6 ) it  follows that
A  
(1— f f 2)
which establishes the linear dependence of y(t) on xx(t).
From (2 .8 ) and (2.9)
 <2 J 5 >
which establishes the linear dependence of x2(t) on xx{t).
ff« = n - W V   <2'14>
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Fig. 4
x,(t)
Yb
(a)
S(t)
Ya
(b)
F
Let Y  = ------^-=r =  overall frequency response of the loop.1-j
W rite Y  =  Y a +  (Y  — Y a), where Y a is arbitrary.
Write r - r ^ A A .  7,,
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The physical situation corresponding to this calculation is given by 
fig. 4 (a), and leads to the conclusion that the system of fig. 4 (b) with input 
variables xx(t) and x%(t) has an output variable y(t). Since Y a is arbitrary, 
there are an infinity of ‘ best’ operators, in the minimum mean square 
error sense, to the given data. Because of the linear dependence of x%(t) 
on xx(t), the data does not define a unique Y a and Y b.
§ 3. A  L in e a r  P a s s iv e  A p p r o x im a t io n  t o  L in e a r  A c t iv e  D y n a m ic s
Since data from a linear passive closed loop does not define a unique 
solution, it  is necessary to introduce a separate disturbance into the loop 
somewhere. In  this section the disturbance is supposed associated with 
the 3-port of fig. 1 (6 ). This may be allowed for by adding an additional 
term n(t) to eqn. (2.3), so that the actual relations beween xx(t), x2(t) and 
y(t) are now
I f  a best linear passive time-invariant approximation to the 3-port is 
sought through eqn. (2 .10 ), one is attempting to aproximate dynamics of 
a linear, active, time invariant system by a suitable linear passive time- 
invariant operator. The result of such a procedure can never yield an 
exact description of the system dynamics, although it may yield an exact 
fit to the given data. This particular example demonstrates this point.
Before applying (1.3) to find the solution to this problem, it  is again 
necessary to test that (1.4) is non-singular. This is done by applying to
(3.1) and (3.2) similar arguments to those leading from (2.2) and (2.3) 
to (2.9). In  this case this gives
If , for example, xx(t) and n(t) are uncorrelated, so that Gxxn becomes 
zero, the right-hand side of (3.6) cannot be zero since x 2(t) is correlated with  
both xx(t) and n(t). Even when xx(t) and n(t) are correlated, it  is only 
under special circumstances, i.e. when GXiXGnn =  GXinGnXi, that the 
right-hand side of (3.6) reduces to zero.
I t  may be concluded that a solution to the data fitting problem is now 
possible, and it remains to find it.
y(t) =  n { t )+  / i ( T )x i ( l  — r ) d r +  . (3 .1 )
and
(3 .2 )
and
G ^ l - F F ^ F F ^  + FO^. 
Dividing (3.3) by (3.4) gives
G W 0** . = +  '««■)>
from which it  follows that
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From (3.2) it  follows that
G =  FGx»x« ^x„v>' 2 x2y’
Gx^ F G Xiy.
Fig. 5
(a)
y W
H8(ui) =
k(f)oR H (u,;
(b)
(3.7)
(3.8)
A  comparison of (3.7) with (2.4) and (3.8) with (2.5) shows that eqns.
(2 .1 0 ) and (2 .11 ) (which still define the best linear passive time-invariant 
approximation to the data) may be reduced, as in § 2  to (2 .1 2 ) and (2.13).
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But, in this case (1.4) is non-singular, and hence, from (2 .12 ) and (2.13),
H 1{w) =  0, . ...........................................(3.9)
H 2(w) =  1/F(w ). . . . .  . . . (3.10)
Figure 5 gives a comparison of (a) the actual system dynamics, with  
(b) the best linear passive time-invariant approximation.
I t  may readily be shown that the system of fig. 5 (b) produces the output 
variable y(t) exactly from the given input variables xx(t) and ic2(i), i.e. 
the error of the approximation is zero. The procedure has thus led to an 
exact fit to the data, but the lack of exactness of the description of the 
dynamics of the system of fig. 5 (a) needs no comment. Anticipating the 
results of §5, it  may be stated that this discrepancy arises because the 
class of operator permitted in the optimization procedure is not sufficiently 
general.
Two conclusions may be drawn from the results of this section, nam ely:
(a) A  best linear passive approximation to an active %-port in a 
closed loop data fitting problem leads to a regenerative description 
of the system dynamics in which the input disturbance xx(t) is 
isolated from the loop.
(b) I t  cannot be assumed that an optimization process which leads 
to an exact fit of the data necessarily gives an exact description of 
the system dynamics.
§ 4. So l v in g  t h e  Cl o s e d  L o o p  P r o b l e m
The problem of the determination of the dynamics of the closed loop 
of fig. 1 (b) cannot yet be considered solved. I t  has so far been established 
that the data from an entirely passive loop can give no solution, while a 
best linear passive approximation to the active element leads to a solution, 
but one which is physically meaningless.
The remaining possibilities are (a) to situate the disturbance at some 
point in the loop outside the element for which a best linear passive time-, 
invariant approximation is required, or (b) to generalize the optimization 
procedure to permit a choice of linear, active, time-invariant operators. 
These possibilities are considered-in this section and in §5. Both are 
found to yield an exact description of the system dynamics.
Suppose a disturbance n(t) is introduced, this time, into the 2 -port of 
fig. 1 (&), so that the actual relationships of the data are given, from 
appropriate modification of (2.2) and (2.3), by
x2( t )= n { t )+  f  f ( r ) y ( t - r ) d T .................................................... (4 .1 )
J — 00
and
r+  oo /*+ co
y ( t ) =  k { r ) x 1{ t - r ) d r +  / 2(t );Z2(£ -  r )  d r .  . (4 .2 )
J —  oo J —  CO
The 3 -port, the dynamics of which are required, is now a linear passive 
time-invariant one, and the optimization procedure requires a choice,
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f rom  the same class, of operators hx(r) and h2(r) to minimize e2 in the eqn.
(1 .2 ). Provided (1.4) is non-singular, which can again be shown to be the 
case, the optimization procedure leads to a solution.
From (1.3), it  follows, as before, that H x and H 2 are given by (2 .10 ) and
(2 .1 1 ). I t  remains only to find the relationship between H x and F x and 
between H 2 and F 2.
From (4.2) it  follows that
Ox^ F xGXiX+ F 2Gx^  . . . . . (4-3)
and
Gx1y =  F l Gx1x1 +  F2®x1Xz' . . . . . .  (4.4)
Multiplying (4.3) by G x , and (4.4) by GXn%%, subtracting, and comparing 
the result with (2 .10 ), yields
H x{ w ) = F  x(w)...........................(4.5)
Similarly, multiplying (4.3) by O and (4.4) by 0 XiXi, subtracting,
and comparing the result w ith (2 .1 1 ) yields
S 2(w ) = F 2(w).  (4.6)
Equations (4.5) and (4.6) show that, in this case, the presence of a 
disturbance in that portion of the loop external to the element studied, 
not only makes a solution possible, but also yields a correct physical 
description.
I t  must be concluded from this, that i f  a closed loop is suspected to be 
passive, a suitable disturbance must be injected into the 2-port when deter­
m in ing the dynamics of the 3 -port. The dynamics of the 2 -port, i f  required, 
should be calculated as in § 1 , from data collected before the disturbance is 
introduced.
§ 5. L in e a r  A c t iv e  T i m e - in v a r i a n t  D a t a  F i t t in g  O p e r a t o r s
Finally, it  is of interest to return to the problem of § 3, in which it  was 
supposed that the 3-port was an active one and the 2 -port a passive 
element, as defined by (3.1) and (3.2). I t  follows from § 3, that to seek a 
linear passive time-invariant approximation to the 3-port is of little  
value. Consider then, the possibility of fitting the data with a best set of 
operators from a linear active, time-invariant class.
W ith  available data xx(t), x 2(t) and y(t) defined by (3.1) and (3.2), it  
is proposed to seek operators hx(t) and h2(t) in the equation
€(t) =  y ( t ) - \ H  f  hr{T)xr{ t -T )d T  +  m {t) \  . . . (5.1)
lr=l J -  oo J
where m(t) is the equivalent disturbance referred to the output terminals 
of the active system.
An optimization procedure which permits complete freedom of choice 
of m(t) as well as hx(t) and h2(t) produces no useful results because an infinity 
of operators of the permitted class exists which can reduce the mean square 
error of the data fitting operation to zero.
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I f  the optimization procedure only permits freedom of choice of h-^t) 
and h2(t), while m(t) is subjected to a predetermined constraint, useful 
results can be developed.
In  this case, the optimization procedure is the same as the linear, passive, 
time-invariant one by which (1.3) was developed. In  fact, the result may 
be quoted directly, by replacing y{t) in the passive optimization by
[y { t ) -m ( t ) ]
in the active optimization. By comparison with (1.3), the operator for 
the optimization of (5.1) with m(t) constrained is given by
Provided an estimate of G and GXM may be made available, an 
optimization procedure is possible.
I t  may be emphasized that, in the closed loop problem of § 3, while it is 
physically possible that Gxm might, in some circumstances, be zero, the 
linear dependence of x2(t) on y(t) makes it  impossible, if  m(t) exists, for
G x,m t 0  b e  Z er0 -
Assume, estimates of G/r „ and G„ „ were available in the case defined3 Jj\lb Jjtfl
by (3.1) and (3.2), and the results (5.2) of an active optimization were 
used to find optimum values for H 1 and I i 2 w ith the constraints
G xjr =  G xji a n d  G x2m = G x2n .............................................( 5 - 3 )
imposed.
The expanded form of (5.2) gives
Hl= W*VlPx,X, -  y
' (6'4)
# 2 + (a*, A ™  -
(5-5)
But it  follows from (3.9) and (3.10) that
■ • • < ® - 6 >
• • (5 -7 >
From (3.6), (5.3), (5.4) and (5.6) it  follows that
H 1(w) =  F 1(iv)............................................ (5.8)
Multiplying (3.3) by Gx^  and (3.4) by GXiXi and taking the difference 
gives
[F F 2- l ] [ G ^ O ^ - G v Gx^ F [ G ^ in- G „ G x^  . (5.9)
From (5.3), (5.5), (5.7) and (5.9) it  follows that
H 2(w) =  F 2( w ) . ..................................... (5.10)
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Equations (5.8) and (5.10) demonstrate that the problem of §3 may be 
satisfactorily solved if  the optimization procedure permits a choice of 
linear, active, time-invariant, operators. Comparison of (5.8) w ith  
(3.9), and (5.10) with (3.10) shows the advantage obtained by enlarging the 
permitted class of operator provided estimates of Gxm and Gx m^ may be 
made available.
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I n  a recent paper (Woodrow 1959) the question of data fitting with linear 
transfer functions was discussed for both single- and multi-variable 
problems. The purpose of this note is to elaborate on a result developed 
there.
In  that paper it was proposed that a ‘ best5 linear passive approximation 
to the given data should be sought. I t  was also proposed that ‘ best’ 
should be interpreted as that one which minimizes the mean square error 
of the approximation.
The mathematical description of this error in the multi-variable problem 
was given as
n I* oo
e(t) =  y ( t )— hr(u)xr(t — u)du.  . . . (5.26)
r= l J o
The corresponding expression for the single-variable case (eqn. (3.3), 
p. 463) follows from (5.26) by setting n  equal to unity.
In  fact, this equation is not so general as to permit the choice of a best 
approximation from all  linear passive operators. The choice is restricted 
to linear, passive, time-invariant, causal operators. I t  was from this 
sub-class of the class linear, passive, that the best approximation was 
required.
In  the variational processes by which the set of weighting functions hr(t) 
which minimize e2(t) were chosen (Appendix I I I  and §3.2), the constraint 
‘ causal ’ was dropped, and a best operator selected from the enlarged class, 
linear, passive, time-invariant.
Equations (3.9) and ( I I I  6 ) define the best set of weighting functions 
for this class. Since the data fitted had been collected from a causal system 
(a general property of physical systems), it  was supposed that it  was in 
the nature of the data to favour the causal sub-class when fitting with  
linear passive time-invariant operators. In  other words, it  was assumed 
that, because of the causal property of the data, the best linear, passive, 
time-invariant operator would be a causal one.
Introducing this idea leads from (3.9) and ( I I I  6 ) to (3.11) and ( I I I  7). 
For all cases for which these equations have a solution, i.e. for all data 
for which the best linear, passive, time-invariant operator is a causal one,
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that solution is the one required. I t  is convenient, because the resulting 
integral equations are more easily solved, to exploit this property of causal 
data (that it favours a causal solution), and to seek the solution from all 
linear, passive, time-invariant operators rather than from the causal 
sub-class only.
The validity of the postulate that causal data favour a causal approxima­
tion may be readily checked. In  the single-variable problem, a Fourier 
transform of ( IV 7) gives
Similarly, Fourier transforms of each Yr(jco) in ( IV  6 ) check the’ multi- 
variable case.
If , in a certain problem, the data are such that at least one of the hr(t) 
is found to be non-causal, and the conditions of the problem require a 
causal approximation, a causal constraint must be re-introduced into the 
optimization procedure.
Had the causal constraint been retained in the optimization procedure 
of Appendix I I I ,  the only change in the calculation is the constraint 
on pr{u) that pr{u) — 0  for negative values of u. This introduces the 
corresponding constraint on u  into eqn. ( I l l  7), giving
I f  it  so happens that no correlation exists between the various inputs, 
(f>xrxs(u ~ z) =  0  for r A<s, the n simultaneous integral equations obtained 
by putting r = l ,  2 , . . . n  in (2 ) reduce to n  independent equations each 
of the form
These are of the same form as for the single-variable problem, and can be 
solved by established techniques.
When this lack of correlation between the various inputs is not observed, 
the n  eqns. (2 ) must be solved as a simultaneous set. Because of the 
constraint u >  0 , this is difficult.
A  good approximation may be derived from the linear, passive, time- 
invariant solution previously obtained. Thus, suppose a particular problem 
is such that m of the n  weighting functions in the solution of ( I I I  7) are 
found to be non-causal. Let hr(t) operating on the input variable xr(t) 
(fig. 15) be one of these. Denote the contribution made to y(t) by this 
branch by zr(t). Then
Y^jco) exp (jojt) da>
i r+co
=  2^1 {G Xl e x p  (jojt) daj. . . ( 1 )
1 f 00
I f  the postulate is correct, h^t)  in (1 ) is a causal weighting function.
<i>xry{u ) =  2  h ( z)<f>xra-,s(u -z )d z  for u >  0 .
S = 1 J0
(2).
for u > 0 .  . . .  (3)
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Let the best linear, passive, time-invariant, causal operator be wr(t), 
such that
where er(t) is the error of this causal approximation, i.e. is the addition 
to the error e( t ) of (5.26) which results from imposing a causal constraint 
on the operator hr(t).
I f  wr(t) is chosen to minimize er2(t) the integral equation defining wr(t) 
becomes
Since zr(t) can be made available by the solution of (4), eqn. (6 ) may be 
solved by established methods.
Each of the m non-causal weighting functions may be treated in this way.
(5)
for t >  0 .
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A b s t r a c t
A m ethod for the determ ination o f a linear passive system , which m ost 
nearly approxim ates (in the sense that it  yields a m inim um  m ean square 
error) the dynam ic behaviour o f a given physical system , is described. The 
m ethod is applicable to situations in which
(a) the system  investigated has N  input variables defining M  output 
variables ;
(b) data is recorded at each o f the input and output term inals diming 
some finite tim e interval 0 ^  t <  £x, which represents a  short sample 
of a m uch longer past history.
Unlike m ethods already developed, the techniques used here do not require 
any appeal to  statistical properties such as stationarity or ergodicity o f  
the data, neither is it necessary to attem pt to  find a realistic estim ate o f  
correlation or spectral density functions.
I t  is suggested that the m ethod described m ay help to  decide whether, 
in a given trial, the best approxim ation m ay be expected to  be sensitive  
to changes in the sam ple o f operating data fitted.
§ 1. I n t r o d u c t i o n
S i t u a t i o n s  arise, in. which it  is required to assess transfer functions of 
physical systems, where the normal techniques for the determination of such 
information (sinusoidal, impulse or step response testing) cannot be used. 
Examples of such problems are to be found in
{a) the determination of the dynamics of continuous operating plant, 
and
(b) situations in which a linear passive approximation is required for a 
physical system which may be either linear active or non-linear. In  
this case the best approximation is a function of the input data, and 
hence should be deduced from normal operating records.
A  paper by Goodman et al. (1956) set the pattern that has been 
followed in the analysis of problems of this type. The methods used in 
this and subsequent papers have been reviewed elsewhere (Woodrow 1959) 
and the criticism made that, with present techniques, no explanation is 
offered to suggest any good physical reason for accepting as ‘ best’ the 
approximations derived. Woodrow (1959) suggested that the fitting of
f  Communicated by the Author.
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recorded data by a best linear passive approximation, should incorporate, as 
a definition of ‘ best’, a- minimum mean square error criterion. This 
suggestion is accepted here, no other type of approximation being 
considered.
A  second fundamental difficulty of existing methods, is that neither 
correlation nor spectral density functions (in terms of which £ best approxi­
mations ’ are at present described) can be adequately determined from a 
sample of finite time duration of a longer past history. I t  becomes 
necessary to assume statistical properties for the recorded variables. 
Present methods of solution of the data fitting problem (Florentin et al. 1959 
and Westcott 1956) reduce to the solution of a Wiener Hopf type integral 
equation (see Laning and Battin 1956, p. 272, eqn. 7.1-12 for a description of 
this equation) involving cross and auto-correlation functions of measured 
data. To solve an equation of this type requires (Lanning and Battin  
1956, p. 291) that “ the device is permitted to operate on the entire past 
history of the data ’5. Wiener himself pointed out the even greater difficulty 
(Weiner 1949, p. 55) that “ in all practical cases the auto-correlation 
coefficient of a message is not completely determined by its own past. I f  
it  were so determined, then at no period in the message would it  be 
possible to introduce new information” . When only a part of the 
past history is known, to ask for correlation and spectral density functions 
of the data is to ask more than the measurements can provide. The mathe­
matical formulation of the problem has failed to recognize the necessary 
restriction, imposed by the finite time duration of the recorded data,. As 
a result, the mathematical requirements and physical situation are 
incompatible. This fundamental contradiction between the mathematics 
and the physics is subsequently weakened, in present techniques, by the 
assumption that the recorded data are samples of stationary ergodic time 
series having the properties (i) that the mean of sample correlation functions 
computed over an ensemble of samples is a good approximation to the true 
correlation function and (ii) that the variance of the ensemble spread about 
the mean is small. I f  the data belongs to this class, then the probability 
is high that the correlation functions computed from single samples of data 
will give good approximations to the true correlation functions.
Before these assumptions can be used with confidence, it  is essential
(a) to devise tests to establish that the data really does have the 
properties assumed for it, and
(b) assuming (a) established, to find whether the solution of the Wiener 
Hopf equation remains invariant under small changes in the correla­
tion functions in a given trial (the small changes being the difference 
between the sample correlation functions of that trial and the true 
correlation functions).
No test has been found by which the assumptions about the data here 
described can be verified, and it is difficult to see how such verification can 
be found. I t  is of value to study the work that has been done to seek the 
cause of this dilemma, and to attempt to formulate the problem afresh, and
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in such a way, that the mathematics is constrained (as the physical situation 
is constrained) to the use of samples of recorded data of f in ite  time duration. 
This paper describes such a method.
§ 2 . D a t a  F i t t i n g  f o r  a  T w o  T e r m i n a l  P a i r  
2 .1.
The simplest problem encountered in investigations of this type is that 
represented schematically by fig. 1 .
Fig-1
dynamics of
x{t)— PHYSICAL SYSTEM
UNDER INVESTIGATION
—y <t>
Samples of the input variable x(t) and the output variable y(t) are 
collected, during some finite time interval O ^ t ^ t ^  from a physical system 
having a single input variable. From these it  is required to find a ‘ best5 
linear passive approximation to the dynamics of the physical system from 
which the data was collected.
The output c(t) of any linear passive approximation is defined, for 
physically realizable systems, by the relation (Laning and Battin 1956, 
p. 184, eqn. 5.2-4)
c(t)=  j  h(u) x(t — u) d u ................................ (2 .1 )
where h(t) is the impulse response of the linear passive system chosen to 
approximate the data.
The difference y(t) — c(t) between the desired output y(t) and the actual 
output c(t) of the linear passive approximation is the error e(t) resulting 
from the approximation.
Hence
(* 00
y(t) =  e(t)+ h(u)x(t — u)du. . . .  . (2 .2 )
J o
Of the infinity of possible solutions to (2 .2 ) it  is necessary to seek a ‘ best’ 
one. A  commonly accepted best solution used extensively by Wiener 
(1949, p . 131) and others requires the minimization of the quantity
Lim9^  f €*®dt2 '->oo “ 1  J  _ 2 ’
and is referred to as the minimum mean square error criterion. This 
quantity, w ith its implied limits — oo <  i <  +  oo cannot be determined from
(2 .2 ) for any h(t) i f  x(t) and y(t) are only defined in the interval 
I t  is in adopting this criterion for the best fit to the data, implying the 
unreal condition that x(t) and y(t) are known for all time, that the difficulties 
partly originate.
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In, this paper, the best approximation to a finite sample of data is taken 
as that one which minimizes the mean square value of e(t) over the range of 
t fo r  which e(t) is defined by the available data.
I t  is immediately apparent from a study of (2 .2 ) that, if  h(t) exists for all 
positive t, then input data must be available for the whole interval 
— oo < £ ^  t0 i f  e(t0) is to be calculated for any value of t0. Equation (2 .2 ) 
and the suggested minimization criterion are still incompatible. The data 
does not define e(t) for any value of t i f  h(t) may be any member of the class 
of functions defined by (2 .1 ). How can this difficulty be overcome?
I t  is necessary at this point to return to the physical properties of linear 
passive systems. The important property here is that the observed output 
of a linear passive physical system resulting from an impulse type input 
( =  h(t) of eqn. (2 .1 )) is asymptotic to the zero line for large t. Hence h(t) 
becomes indistinguishable from zero, to the accuracy to which physical 
measurements are possible, after some finite time r, which is referred to as 
the ‘ memory tim e5 of the system. W ith  finite data it  is proposed to seek 
the ‘ best ’ linear passive operator from among that class of linear passive 
operators having a memory time less than, or equal to, some preassigned 
value r. This class of linear passive operator is a sub-class of the general 
class h(t) defined by (2 .1 ).
W ith  this restriction eqn. (2 .2 ) is replaced by
since h(u) =  0  for r ^ u .
For systems of this class e(t0) is defined by the data for any time t =  tQ in 
the range r  ^ t0 < t^
Provided^ t  < it  is possible to ask that h(u) shall be chosen in (2.3) to 
minimize e2(t) where
The minimization operation is most easily carried out if  some slight 
additional restriction is placed upon the permitted class of operator. I t  is 
to be assumed with Goodman et al. (1956), Reswick (1955) and others, that 
the impulse response h(t) to be determined shall be selected from a sub-class 
of the class having a memory time less than, or equal to, r  which is defined 
by the restriction
where S(t) is the Dirac delta function.
The significance of this form of impulse function is indicated in fig. 2 . 
Any member of the class having memory time less than, or equal to, r  can
2.2
y(t) — e(t)+  jh(u)x(t — u)du  
Jo (2.3)
2.3
for O ^ t ^ r
. . (2.4)
=  0 outside the range O ^ t ^ r .
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be approximated to any desired accuracy by a function of this type if  n 
is made sufficiently large.
Fig. 2
actual weighting function 
approximation in terms of) 
a sum. of impulses
memory time
TaT
From (2.3) and (2.4)
f* t n
y(t) =  e( t)+  ^ h rS[u — r ( r ln ) ]x ( t  — u )d u
J o r=l
n
=  e(t) +  2  hrx [ t - r ( r l n ) ] .  . . . . . .  ... (2.5)
r= 1
I t  should be reahzed that the error function e(t) associated with (2.5) 
differs from the corresponding expression in (2 .2 ) because of the restrictions 
placed upon the class of function from which it  is permitted to seek a 
solution. In  seeking a ‘ best5 impulse response (i.e. a ‘ best5 set of 
coefficients hr in (2.5), the choice is restricted to a certain sub-class of that 
whole class which includes all possible physically realizable impulse 
response functions.
The restrictions imposed on the class of impulse function permitted are 
not considered severe. In  fact, search of the literature reveals (e.g. Florentin 
et al. 1959, Reswick 1955) that disciples of the statistical school consider the 
problem adequately solved when a member of the sub-class here used has 
been found which approximately satisfies an approximately formulated 
Wiener Hopf equation (in the sense that the available data defines, at best, 
an approximation of doubtful accuracy to the correlation and spectral 
density data).
I t  would seem more logical to restrict the class of function from which a 
choice is to be made before the minimization procedure, and then to 
minimize the mean square error in such a way that the available data make 
such operations physically meaningful.
2.4
In  order to solve (2.5) for a best fit to the available data, a number m of 
• equations are set up for m different values of t in the range T ^ t ^ t 1} where the 
data is assumed to have been recorded in the interval O ^ t ^ t ^
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I f  the recorded data x(t)  and y(t)  are made available as a series of ordinates 
at time instants t — k (r /n)  where Jc= l ,  2 . . .  (n +  m)  as indicated in table 1, 
the formulation of these m  equations is a simple operation.
Table 1
k t ~ k ( r l n ) V h  — V ( t ) for
t  =  [ ( k  +  n ) ( r / n ) ]
xk =  x(t) for 
t  —  [ ( k  +  n ) ( r j n ) ]
1 1 ( r / n ) x -(n-1)
2 2 { r j n ) x -{n-2)
| T " “ |
n n ( r j n ) iI
n  + 1 (n +  l)(T/n) Vi j x i  J
1 • | window
• j . | displaying
• windowdisplaying
| n entries
n  +  s  —  1 ( n  +  s  — l ) { r / n ) one entryVsz  1 1 a; X
n  +  s ( n  +  s )  ( r j n )
n  +  m (•n  +  m ) ( r / n ) V m X ni
From (2.5)
es Vs
n
—  ^  h r x s - r ,
T= 1
. . . . ' .  (2 .6 )
where es =  value of e ( t ) at t = ( s  +  n )  ( r / n ) , . . . .  (2.7)
ys =  value of y(t)  at t =  (s +  n) ( r jn) ,  . . . .  (2 .8 )
x s — value of x(t)  at t =  (s +  w) ( r/n) .  . . . . (2.9)
Giving s the values 1 , 2 , . . .  m in succession yields m simultaneous equations 
in the n  unknowns hr and the m  unknowns es.
This set may be written as the single matrix equationf
e = y — X . h . . . . . . . .  (2.10)
where e =  m  x 1 column vector of errors,
y =  m  x 1 column vector of output function values, 
h =  n  x 1 column vector defining impulse response,
'K —m x n  matrix of input function values.
f  From (2.6) and table 1, rows of the X  matrix of (2.10), (£s_i, £s- 2, • • • xs-n) 
is displayed by the window in the last column of table 1 , but read from the last 
entry upwards. : The corresponding entry for the y vector is that displayed by 
the window in column y k. By moving a mask to display, in succession, the 
entries yt , y z, . . . ym in the y k column, the successive rows of the X  matrix are 
the columns of entries displayed in the x k column window, reading upwards 
from the bottom.
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The problem is now reduced to the choice of the vector h in (2 .1 0 ) which 
minimizes the length of the vector e.
A  close correspondence exists between this minimization problem and the 
Wiener minimization problem. The latter is a limiting case of the above 
when (a) the data is assumed recorded for — oo < t < +  oo allowing m to tend 
to infinity and (b) t  and n  both tend to infinity in such a way that { r/n)  tends 
to zero.
The same close correspondence exists between the operations of m atrix 
algebra here used to solve the minimization problem for (2 .1 0 ), and the 
corresponding operations of the calculus of variations used in the derivation 
of the Wiener H opf integral equation (compare with Laning and Battin  
1956, pp. 269 to 272). The form of solution obtained is likewise very 
similar.
The value e2 to be minimized is given by
  m
e2= ( l / m )  2  e / = ( l / m )  e'. e
S =  1
where e' =  transpose of e.
But from (2.10)
(1/m) e'.e =  ( l / m ) ( y ' - h ' . X ' ) ( y - X . h )
=  ( l / m ) ( y ' . y - h ' . X / . y - y ' . X . h  +  h, . X ' . X . h ) .  . (2.11)
I f  a column vector h exists which minimizes e2, then changing from this 
to a new column vector (h + kb) where k  is an arbitrary small scalar multiplier 
and b an arbitrary n x  1 column vector increases the mean square error 
to ej2 where
^ 2= ( l /m ) { y ' . y  —(h' +  & b ' ) .X ' . y  —y ' . X ( h  +  &b)
+  (h' +  M > ' ) . X ' . X . ( h  +  M>)}
d lf
dk
=  ( l / m ) { - b ' . X ' . y - y ' . X . b  +  b ' . X ' . X . h
k =  0
+  h . X ' . X . b }
=  0  since e2 =  ex2 is a minimum. . . . (2 .1 2 )
fc= o
Now since y ' . X . b is the transpose of b ' . X ' . y ,
h ' . X ' . X . b is the transpose of b ' . X ' . X . h,
and each of these is a 1 x 1 matrix, having the property that the transpose is 
equal to the matrix itself, (2 .1 2 ) reduces to
2b' [ ( l /m )X '. X . h — ( l /m )X '. y] =  0.
Since b' is an arbitrary 1 x n row vector this requires that
( l / m ) X \ X . h  =  ( l /m )X \y .  . . . .  (2.13)
Provided X ' . X  , is a non-singular matrix the solution of (2.13) is
h = [ ( l /m ) X ' .X ] - 1 . [ ( l /m )X '.y ] .  . . . (2.14)
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The proviso that X '  .X  shall be a non-singular matrix is an important 
one, with important practical consequences which will be considered in 
detail later. A  necessary, although not a sufficient, condition for non­
singularity o fX ' . X  is that m ^ n  (see Ferrat 1941, p. 1 1 0 , Theorem 3 3 )—  
i.e. at least as many equations must be formulated as there are elements in 
the vector.
Substitution into (2.4) of the ordinates given by the elements of the vector 
h from eqn. (2.14) gives the impulse response h(t) of the linear passive 
approximation chosen as the best description of the data.
In  the matrix eqn. (2.13), the vector (l/m )X ' .y  occupies the position of 
the cross correlation function of the Wiener formulation, while the matrix 
( l /m )X '.X  occupies the role of the auto-correlation function (compare 
(2.13) with eqn. (11), p. 134, Wiener 1949).
The correspondence that exists between these solutions is emphasized if  
the form of the general elements of the matrices (1 /m )X '. X  and (1 /m )X '. y 
are studied. The &th element fxy ik )  ° f  the n  x 1 column vector ( l /m )X '. y 
is given by . ,
m
^#) = (1W  2 Vs-Tc-y*
5 =  1
while the element in row j  and column k of (l/m )X ' .X  is given by <j>xx(j, k) 
where
m
<!>xxU,Jc) =  ( l l m ) Z x s_j x s_jc.
5 = 1
These may be compared with Wiener’s expressions (1949, p. 132) for 
cross and auto-correlation functions of discrete data.
The essential difference between the finite discrete data case here 
described and the infinite discrete data case studied by Wiener are
(i) that the averaging process describing <j>xy{k) and f xx ( j ,  k) is 
performed over a finite set instead of an infinite set;
(ii) there is no guarantee that (f>xx( j , k) is dependent only on j  and k 
through their difference ( j  — k) as in Wiener’s formulation. This 
dependence, in Wiener’s solution, of <f>xx(j, k) on j  and k through the 
difference (j  — k) only is a consequence of the stationarity hypothesis, 
(see Lanning and Battin 1956, p. 106) and <f>xx( j , k ) will be of the 
appropriate form only when this hypothesis is valid.
A further interesting comparison between the matrix and correlation 
formulation of the minimization problem follows if  (2 .1 0 ) is pre-multiplied 
by X ' giving
X ' . e  =  X ' . y - X . X . h .
=  0from  (2.13). . . . . . . (2.15)
Thus the error vector e is orthogonal to each of the n  row vectors of X '  
(which are the n  column vectors of the original matrix X . This is to be 
compared with the property of the Wiener Hopf solution (see Woodrow
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1959) that the input variable and the error of a minimum mean square error 
approximation are uncorrelated.
2.5 •
Having found the vector h from (2.14) defining the best linear passive 
approximation to the data as an impulse response function, it  is possible 
to proceed directly to the frequency response function Y(ja>) of that 
approximation.
I t  has been shown (Laning and Battin 1956, p. 193, eqn. 5.2-41), that
Y(joj) =  f  h(t)exj> ( —jcot)dt . . . . . (2.16)
J —  00
(2.17) from (2.4) and (2.16).
Giving a) any desired value, the right-hand side of (2.17) may be calculated 
since, for a given r  and n  the coefficients hr are known. I t  is possible to 
generalize the result somewhat by the introduction of a matrix which has 
been previously constructed to transform a given h vector into a correspond­
ing Y vector. The advantage of such a matrix is that it  may be applied, 
once calculated to any h vector irrespective of the memory time r  of the 
system investigated.
Denoting by Y s the value of Y(jco) at oj =  it  follows from
(2.17) that '
n . -
Y s= 2,hr exp(- js rT r) .
r=l
Giving s a set of m different values (i.e. choosing m values of co for which 
Y(jco) is to be computed) yields the set of equations
Y =  3>.h
where
: Y  =  ra x 1 column vector, 
h =  w x l  column vector,
<I> =  m  x n  matrix transforming the h vector to the desired Y vector.
As an example, the <3? m atrix of table 2 , when pre -multiplying a given 
20 element h vector gives the corresponding Y vector for o» =  s(2 -7m/T) where 
s =  0 (0 -05 )0 -5 .
§ 3. T h e  A p p r o x im a t io n  o e  D y n a m ic  Sy s t e m s  h a v in g  M u l t ip l e  I n p u t s
3.1
H ot all physical systems belong to the class for which the output is 
a function of a single input variable. A  more general linear passive system 
is one having M  separate output variables, each of which is a function of N  
input variables. I t  has been shown (Woodrow 1959) how such a system
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may be reduced to M  simpler systems. Each of these has a single output 
variable which is a function of all N  input variables, and of the system 
dynamics, as in fig. 3.
Fig. 3
x(t)—
x(t)
DYNAMICS OF 
MULTIPLE INPUT 
PHYSICAL SYSTEM 
UNDER INVESTIGATION
— y(t)
For this system, the equation relating the best linear passive approxi­
mation to the system dynamics, the error of the approximation, and the 
recorded data, is taken (Woodrow 1959) as
y{t) =  e{t) +
N  / * 002 fs=l J 0 hs(u) x s(t — u) du (3.1)
where hs(u) =  impulse response relating output y(t) to input xs(t),
e(t) — resulting error of the approximations hs(u).
Recognizing that physically realizable impulse response functions are 
zero, to the accuracy of data measurement, after some finite memory time r,
(3.1) may be replaced by
y{t) =  €{t) +
N  (*T
1 Is=l J 0
hs(u) x s(t — u)du. (3.2)
In  (3 .2 ) the search for the £ best ’ approximation to the data is restricted to 
consider only those members of the general class hs(t) having the property 
that hs(t) =  0  for t ^ r ,  and e(£) is the error associated with the choice from 
among members of this class.
Making the further restriction that
r=l
in  (3 .2 ) yields
N  n
y{t) =  e{ t )+  2  2  K x s [ t ~ r (Tln ) l  . . . .  (3 .3 )
s = l r= 1
Assuming the ordinates of y(t) and xs(t) are tabulated at intervals of r jn ,  
then the following equations can be formed from (3 .3 ),
N  n
y a= €q+ 2, J , K xs ( q - r )> 9'= I5 2 ,  m, . . . (3 .4 )
s = l r = 1
where
y a =  recorded ordinatey \ r  +  (qr/n)] =  y {[l +  {q/n)]r}, 
x s(q — r) =  recorded ordinate xs{ \ \  +  (q — r ) ln ] r }  
and the duration of the available records are r [ l  +  (mjn)].
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The m  simultaneous equations (3.4) may be represented by the single 
matrix equation
y = * + | x , . h ,  . . . .  . . . (3.5).
s = l
where y =  on x 1 column vector of the output ordinates y q,
e  =  m  x 1 column vector of the error ordinates e q ,
hs =  % x l column vector giving ordinates of hs(t),
X s =  m x n  matrix of ordinate x s(q — r) in row q column r.
I t  is proposed to choose as the best set of hs in (3.5) that set which
minimizes the length of the vector e. This is a minimum mean square
2 .<
<7=1
error criterion, since the length of the vector e =  ^  = m x  mean square
error.
The minimization proceeds from (3.5) by similar arguments to those 
used in §2.4 for the case of systems with a single input variable, and 
leads to the formal solution
N
I
s = 1
(3.6).
W riting (3.6) in matrix form
(l/m J X 'jX i ( l /m )X /1X 2 .............( l /m )X ,1X Jsr
(l/m )X '2X 1 ( l /m )X '2X 2 .............(1 /m )X '2X ^
_ ( l/m )X /vX 1 ( l /m )X V X 2 ........... (1 /m )X y Xw
h l
h 2
. V
1
(l/m JX 'j .y  
( l /m )X '2.y
(l/mJX'j-y 
. . .  (3.7>
Provided the partitioned N n  x N n  matrix in (3.7) is non-singular, it  may be 
inverted to yield the vectors hx,. . . ,  as the desired solution.
This same solution could have been obtained directly from a considera­
tion of (3.4) as a set of m equations in the N n  unknowns hsr defining the n 
impulse functions, together with the m errors eq. The advantage of the 
partitioned matrix form (3.7) above is that the identity of the elements 
and their relationship to the observed data is preserved throughout the 
minimization operation.
As in the case of (2.13) the square matrix of (3.7) must be non-singular i f
(3.7) is to have a solution, and a necessary (although not a sufficient), 
condition for this is that m ^ Nn.
3.2
Having found a set of impulse response functions which give a best fit 
to the available data, the equivalent frequency response functions corres­
ponding to the impulse response functions hs may be found by N  successive 
applications of the method of § 2.5 to each of the impulse response functions, 
obtained.
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§ 4 . P h y s ic a l  S ig n if ic a n c e  o f  R e s u l t s
Having found a linear passive approximation which is a best fit to the 
available data, it  is necessary to consider two additional problems before 
the solution obtained can be used with confidence.
Does the approximation constitute an adequate fit to the data? I t  is 
essential to test that a linear passive system, from the sub-class of all 
linear passive systems here permitted, can be found  which is an adequate 
approximation to the actual system investigated. I f  the fit obtained is 
poor (i.e. if  the error of the approximation is large) it  follows that the 
physical system cannot be approximated adequately by any member of the 
class of function here permitted. I t  then becomes necessary to search for 
an approximation from among members of a less restricted class of physical 
system.
I t  has been suggested (Woodrow 1959) that a suitable measure of the 
success of an approximation, 77, is
in the discrete data problems here considered. '. .
I f  the best linear passive system fits the data exactly, 77 == 1, and, as the 
success of the approximation deteriorates, r] becomes fractional. In  the 
worst possible case (when h(t) =  0, and the whole of the output is error), 
rj becomes zero. Hence
The portion of the whole range of possible values of rj which represents an 
acceptable approximation will depend, amongst other things, on the use 
to which the information obtained is to be put. No a p r io r i  range of 
acceptable values can be given. Only experience can decide whether the 
figure of merit obtained in a given problem defines a useful approximation 
to the dynamics of the system investigated.
I t  should be pointed out, however, that if, for example, rj =  0 -8 , then 80%  
of the actual output power of the physical system investigated is accounted 
for by the best linear passive approximation here found. The other 2 0 %  
is associated with the error, which may be thought of as a noise power 
associated with the best linear passive approximation. W ith  a ratio of 
signal power to noise power of four to one, the noise can hardly be considered 
negligible. From this argument it would seem that, for 77 < 0 -8 , the useful­
ness of the best linear passive approximation to the system dynamics 
would be limited.
4.1
Mean square error
Mean square value of output data
(4.1)
4.2
Is the best approximation obtained invariant under changes of data? 
This question is, i f  anything, more important than the question of the
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success of a given approximation. A  value of 77 near unity in any given 
trial m a y  be purely fortuitous, and not indicative of a close approximation 
of the system dynamics at all. This m a y  be easily demonstrated by a 
simple example.
In the physical system of fig. 4(a), y(t) =  v(t). If an input test signal 
x(t) =  v(t) is employed, then the best linear passive approximation to the 
input and output data is obtained from the system of fig. 4 (b) for which 
77 =  1 and mean square error is zero. But this is purely fortuitous depending 
upon the particular choice of x(t). If the experiment had used an input 
x(t) having the property that the n column vectors of the resulting X  matrix 
are all orthogonal to the given y vector (see eqn. (2.15)) the best approxi­
mation obtained would have been that of fig. 4 (c) for which 77 =  0 and the 
whole of the output is error. Neither fig. 4 ( b )  nor fig. 4(c) can be 
considered an adequate description of the system of fig. 4(a). In fact 
no adequate approximation to the system of fig. 4 (a) can be found from 
the class defined by (2.4).
Fig. 4
|  v<t)fo jX ( t ) yCt) x(t) =v (t) y ( t h v(t) x(t)
(a) (b) (c)
Obviously it would be quite inadmissible to assume that the physical 
system investigated was linear passive on the evidence that, in one trial, a 
linear passive system (that of fig. 4 (&)) was found which gave a good fit to 
the data. It is essential to establish the further condition that the best 
approximation remains invariant under changes of sample of the operating 
data.
In order to establish that the best approximation is sensibly invariant 
under changes of data, it is necessary to repeat the analysis many times 
with different samples of input data. Each success increases the 
confidence in the best approximation to the data representing a good 
description of the physical system.
If, in a given situation, the assumptions of those applying statistical 
methods are reasonable (i.e. if the normal operating data approximates 
stationary ergodic time series for which (i) the mean value of correlation 
functions calculated over an ensemble of samples are close approximations 
to the true correlation functions and (ii) the variance of the ensemble 
spread about the mean is small), changes from one sample of operating data 
to another will only effect small changes in the values of elements of X ' . X  
and X ' . y. It is therefore of interest to enquire if small changes in the 
known coefficients in a set of simultaneous equations can produce large 
changes in the solution. Such a situation can lead to a best linear passive
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approximation to a given sample of operating data which is excessively 
sensitive to the sample of data nsed. Under these conditions, the best 
approximation is critically dependent upon the input data, and the result 
of any one trial cannot be considered a good description of the dynamics of 
the given system.
Sets of simultaneous equations having just this property are not 
uncommon. The same situation arises in the geometrical problem of the 
determination of the coordinates of the point of intersection of n surfaces in 
n dimensional space when two or more of the surfaces are nearly parallel 
(have the same direction cosines). The solution of this problem leads to a 
vector (set of coordinates) defining the point of intersection which is very 
sensitive to small changes in the direction cosines. The matrix description 
of the problem is characterized by the appearance of a strongly skew angular 
matrix.
If two or more surfaces in the geometrical problem are exactly parallel, 
there is no point of intersection. This is reflected in a set of simultaneous 
equations yielding a singular matrix. It has already been seen that the 
data fitting problem relies, likewise, for its success from a mathematical 
standpoint, upon the set of equations defining the best approximation to the 
data yielding a non-singular matrix. But if the matrix is nearly singular 
(corresponding to nearly parallel surfaces in the geometrical problem) the 
solution, while mathematically possible is of little physical significance 
because of the extreme sensitivity of the result on small changes in the value 
of the experimental data (compare small changes in imperfectly defined 
direction cosines in the geometrical problem).
Lanczos (1957, pp. 167-170) has given an excellent discourse on these 
difficulties, and concludes that “ the critical quantity which decides the 
physical reliability of a strictly mathematical solution is not the determinant 
of the system, but the ratio of the largest to the smallest eigenvalue of the 
symmetrized matrix A'A.” (read X ' . X  in the problems of this paper). 
“ It is the square root of this ratio which measures the magnification of the 
noise in the direction of the smallest eigenvalue”.
It would appear, therefore, that a test of sensitivity of the solution upon 
the sample of data used in the analysis is afforded by the ratio of these 
eigenvalues for the matrix X'.X. Provided this ratio is not excessive the 
solution of the data fitting problem m a y  be expected to be a physically 
useful one for the type of input data expected. What constitutes an 
excessive value, for this eigenvalue ratio must be determined by experience, 
it depending upon the orders of magnitude of the changes in the value of the 
elements of X ' . X  which m a y  be expected from changes of data (or, what 
amounts to the same thing, how closely the normal operating data approxi­
mates the statistical properties assumed for it in other methods of analysis). 
Certainly one can say, with Lanczos, that if the eigenvalue ratio is in excess 
of 104 the result obtained is of doubtful value. It m a y  well happen that 
ratios less than this are equally of doubtful value because of the uncertainty 
about the nature of the data.
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A b s t r a c t
T h e  p ro b le m  o f  f i t t in g  a p h y s ic a lly  re a liza b le  l in e a r passive sys tem  (de fined  
e ith e r  b y  a n  im p u lse  response o r a fre q u e n c y  response fu n c t io n )  to  a g ive n  
se t o f  in p u t  d a ta  a n d  o u tp u t  d a ta  is  d iscussed. I t  is  sho w n  th a t  th e  p ro b le m  
leads to  a n  u n d e r-d e te rm in e d  set o f  eq u a tio n s , a n d  th a t  a d d it io n a l re s tra in t  
c o n d it io n s  d e fin in g  a  ‘ be s t ’ a p p ro x im a tio n  to  th e  d a ta  m u s t be in tro d u c e d  
in to  a n y  s o lu t io n .
T h e  v a r io u s  c o n s tra in t c o n d it io n s  th a t  h a ve  been p roposed  are su rveyed , an d  
a genera l c r ite r io n  in v o lv in g  a m in im iz a t io n  o f  m e an  square e r ro r is  deve loped. 
E q u a tio n s  d e fin in g  a m in im u m  m e an  square e r ro r s o lu t io n  are d e rive d , an d  
so lved , fo r  a best l in e a r passive a p p ro x im a tio n  to  d a ta  co lle c te d  fro m  system s 
h a v in g  a n y  n u m b e r n  o f  in p u t  te rm in a l p a irs .
T h e  p ro p e r ty  o f  in p u t  an d  o u tp u t  d a ta  w h ic h  p roduces  a l in e a r  passive 
a p p ro x im a tio n , g iv in g  an  e xa c t f i t ,  is  deduced, a n d  a c r ite r io n  fo r  th e  m easure 
o f  success o f  a n  a p p ro x im a tio n  is  suggested, fo r  s itu a tio n s  in  w h ic h  an  e xa c t 
f i t  is  n o t possib le .
§ 1 . I n t r o d u c t i o n  
“C o n s i d e r a b l e  thought is at present being given to the development of 
techniques for the determination of system dynamics from performance 
records collected in normal operation (Chang et al. 1956, Florentin et al. 
1959, Goodman et al. 1956, Reswick 1955, Westcott 1956 a, b, Woodrow 
1958). In instances where application of the method is envisaged, little 
is known of the physical laws governing the dynamics of the process, and 
■economic or other considerations preclude an exhaustive experimental 
investigation to determine such data.
The situation is thus one in which the only available information about 
process dynamics is contained in a collection of charts of measured variables. 
From these, one seeks to obtain as much information as the available 
records, and present methods of analysis, can provide.
It is necessary, in the first instance, to decide the form of the information 
to be extracted from the given data. Without exception, those attempting 
investigations of this type have sought a best linear passive description of 
the data, i.e. either a frequency response function or an impulse response 
function which, when operating upon the input variable x(t) of the process, 
produces an output variable c(t) which most nearly approximates, in 
some suitably defined sense, the actual output variable y(t) of the process.
f Communicated by the Author.
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This leads to a description of the data as indicated in fig. 1.
Fig. 1
€(0
o-f
T  Qpp+oxtr^aHoo
8EST LINEAR
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PASSIVE APPROX ~
In the literature (Goodman et al. 1956, Westcott 1956 a) the problem has 
been formulated somewhat differently. Thus, instead of asking for the 
best linear passive approximation to the data, and the associated error 
of the approximation, it has been the practice to assume that the records 
were taken from a linear active physical system. This assumption, in 
itself, does not define a solution to the problem, so that those using this 
approach are forced to assume further that some property m a y  be ascribed 
to the active sources of the network. This leads to the formulation of
Tig. 2
V n(f-) ^  conkibuKon 
bo bo
interned chs.VurbanC^S
c(v-l
the problem as in fig. 2, where h(t) is the impulse response of the system 
operating on x(t) and n(t) is the equivalent active source referred to the 
output terminals. In other words, it is assumed that the principle of 
superposition m a y  be applied to the process, when, with all the active 
sources made equal to zero, y(t) would be equal to c(t), while with x(t) equal 
to zero, but with all the internal active sources operative, y(t) would be 
equal to n(t).
Comparison of figs. 1 and 2 show that they are identical, differing only 
in the interpretation. It seems more desirable to use the interpretation 
of fig. 1 than to use that of fig. 2, because this keeps constantly in mind the 
fact that a £ best ’ linear passive approximation to the given data is being 
sought, and that the solution obtained must depend upon the mathematical 
formulation of what is ‘best’. This may well vary from problem to 
problem, being influenced by the amount and form of any additional
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knowledge available about the system, and also by the application to which 
the knowledge is to be put. The approach leading to fig. 2 obscures these 
facts in a number of plausible assumptions.
Search reveals that a number of criteria for the selection of the ‘best* 
approximation to given data are in use, although nowhere are they clearly 
defined. It is hoped, in what follows, to state the criteria defining the 
‘ best ’ linear passive approximations to data which are in use; to point 
out some of the difficulties which result from these choices; and to suggest 
a criterion which might have a general application.
§ 2 . T h e  ‘ B e s t  ’ A p p r o x i m a t i o n  t o  G i v e n  D a t a
2.1
In the literature of this subject (Goodman et al. 1956, Westcott 1956 a, b, 
Woodrow 1958), a sharp distinction is drawn between data collected from 
open and closed loop physical systems, i.e. between those systems having 
an input variable x(t) which is not dependent upon the output variable 
y(t) of the process (open loop systems), and those having an input variable 
x(t) which is dependent on the output variable y(t) of the process (closed 
loop systems). This distinction is somewhat artificial, and arises because 
of a change of emphasis that occurs in the selection of the ‘ best5 approxi­
mation in the two cases. To illustrate this point, it is useful to consider 
the open, and closed loop systems, which have already been investigated 
elsewhere, but in the light of the interpretation of fig. 1 rather than that of 
f i g .  2.
2.2
As a first example, consider the situation of fig. 3 (a), when it is known 
that the input variable x(t) is in no way influenced by the output variable 
y(t), i.e. no feedback from output to input occurs. The problem is the 
determination of a linear passive system, the dynamic behaviour of which 
closely approximates that of the actual process. In other words, a linear 
differential equation (or some equivalent formulation) is sought, which, 
when operating upon an input variable x(t), produces an output variable 
which approaches y(t) as nearly as possible. It has been found convenient 
to seek an impulse response (weighting) function h(t) rather than a 
differential operator. This m a y  be shown (Goldman 1949) to be an identical 
formulation, the differential operator being calculable if h(t) is known 
and vice versa.
In terms of this parameter, fig. 3 (6) defines the mathematical relation 
(Westcott 1956 a)
00
h(u)x(t — u ) d u , .................................(2 .1 )
o
where h(t) =  impulse response of the ‘best’ linear approximation to the 
data x(t) and y(t), e(t) =  error of the best approximation.
Equation (2.1) by itself does not define uniquely any function h(t). it 
being under-determined (a single equation in two unknowns). Thus in
y(t) =  e(t) +  j
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(2.1) any h(u) could be selected at will and, by solving the integral, a 
function e{t) found to satisfy (2.1). In order to solve (2.1) an additional 
equation is required. This is the condition defining the meaning of ‘ best ’ 
in this context. This problem of under-determined sets of equations arises 
repeatedly in problems of this type, and it is this factor which makes it 
necessary to define and seek a ‘best’ solution to the problem. Stated 
mathematically, this search for a best solution, takes the form of a number 
of equations of constraint, which must be imposed in order to yield a- 
soluble problem. It is in the formulation of these equations of constraint 
that the meaning of the phrase ‘ a best linear appproximation ’ to the data 
is to be found.
F ig . 3
& Y N A M I C S  R E L A T I N G
x (0 3(f) T O  x(f) A N D 3 ( 0
O T H E R  U N R E C O R D E D
>
v a r i a b l e s
( a )
B E S T  LINEAR 
P A S S IV E  APPROX' 
HAVING IMPULSE 
RESPONSE \ \ 0 r )
T
* error
(*)
The equation of constraint which has been used for open loop data 
(Westcott 1956 a) in the past is
<t>x.(r)= &  fr f  e(t)x(t-r)dt =  0.......... (2.2>
T-> oo J —T
With this equation of constraint, eqn. (2.1) may be solved for h(t), but it 
cannot be emphasized too strongly that eqn. (2.2) has been introduced by 
‘inspired guesswork’, based neither on experimental, nor theoretical, 
knowledge. Nobody has suggested, nor, it must be supposed, can suggest 
any good physical reason why this approximation to the data is more to- 
be preferred than that obtained from any other equation of constraint.
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Using (2.2) the elimination of e(t) from (2.1) to leave an equation in the 
single unknown h(t) follows established practice (Westcott 1956 a), and 
yields:
where
and
j* 00
=  J h {u )c j> x x { T - u ) d u  . . . . . .  (2 . 3)
pT
J y(t)x(t —  r)dt
^xx^)= &  iL f x{t)x{t-r)dt:
T->oo J — T
It is not surprising, in view of the fact that the equation of constraint
(2.2) was one involving statistical correlation, that eqn. (2.3) defines h(t) 
in terms of statistical correlation parameters.
Methods of solution of (2.3) for h(t) when <j>xy and <j>xx are available have 
-already been described (Goodman et al. 1956, Reswick 1955).
2.3
As a second example, consider a situation in which the input variable 
x{t) of the process is known to be influenced by the output variable y(t) 
via an external feed-back path. This situation is of the type shown in 
fig. 4.
Fig. 4
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It is now possible to seek the best linear passive approximation to the 
process, and likewise to the controller (box B  of fig. 4). This leads, through 
fig. 5 to fig. 6. This is the closed-loop problem investigated in the literature 
■ (Goodman et al. 1956) but the emphasis here is different from that adopted 
' there. In fig. 6 h(t) =  ‘ best ’ linear passive approximation to the process 
■dynamics, g(t) =  ■ best ’ linear passive approximation to controller dynamics, 
c(£) =  error of the approximation to process dynamics, s(t) =  sum of the 
' -error e±(t) of the controller approximation and the portion d(t) of the 
•input variable which is not influenced by y(£).
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The equations relating system dynamics to the data are
f* 00
y(t) =  e(t) +  J h(u)x(t — u)du, . .
f* co
* (0  =  s ( 0 + |  g{u)y(t — u)du. . .
F ig . 5
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With only x(t) and y(t) available as recorded data these equations contain 
four unknowns. The definition of the c best5 approximation requires in 
this case two conditions of constraint.
It is important to notice that each equation contains two different 
unknowns, (2.4) containing only e and h while (2.5) contains only s and g.
If conditions of constraint are used which are similar to those used in 
The open loop case, i.e. if it is assumed that the£ best5 linear passive approxi­
mations are those which make ^£X(t) =  0 and <f>sy{r) =  0, then (2.4) and 
(2.5) reduce to two separate problems each of the open loop type, i.e.
<l>xy(r )=  I h{u)(f>xx{T -u )d u  
o
(2.6)
<f>vx(T)= g{u)(f>yy{ r - u ) d u .  . . . . .  (2.7)
and
However, these have been considered unsuitable equations of constraint 
(Florentin et al. 1959, Goodman et al. 1956) and are not used for reasons 
which are not explained, and not immediately obvious. A n  explanation 
m a y  be found (see Appendix I) supporting the rejection of this type of 
solution.
The equations of constraint which are used fall into one or other of two 
.groups.
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(a) Those which define a restraint placed upon an unknown in one of 
the eqns. (2 .4 ) or (2 .5 ) above, by virtue of the value of the unknowns in 
the other equation.
(b) Those which define a restraint placed upon an unknown in one of 
the eqns. (2 .4 ) or (2 .5 ) above, only through properties of the unknowns in 
that equation.
A n  example of a type (a) constraint is that the cross correlation of e(t) 
and s(t) shall be zero (assuming both e(t) and s(t) are unknown) while an 
example of a type (6) constraint is that h(u) should be chosen to minimize 
the mean square value of e(t). Of the two types, the type (b) constraint is 
the easier to handle, since it enables the solution of (2 .4 ) and (2 .5 ) to be 
split into two separate problems, whereas type (a) imposes a simultaneous 
restraint on the solution of both problems. Unless there are very good 
physical reasons for supposing that type (a) restraints really do make a 
significant contribution to the solution, it seems pointless to introduce 
them, with all the added complication of solution they entail.
2 .4
A  case in which type (a) restraint has been used in the literature 
(Goodman et al. 1956), imposed the equations of constraint defining the 
£ best ’ approximation to the data as follows:
4>es(r ) ~  0  • . • • . .  . . . • ( 2 , 8 )
and
<f>Xe{r) =  0 fov t >  A. . . . . . . . (2 .9 )
The solution of eqns. (2 .4 ), (2 .5 ), (2 .8 ) and (2 .9 ) is difficult, because of 
the equation of constraint (2 .8 ), which simultaneously imposes restrictions 
on (2 .4 ) and (2 .5 ). Starting with these equations, the results obtained 
elsewhere (Goodman et al. 1956), follow (see Appendix I I ) ,  but, what is 
difficult to see, is what special merit physically is attached to a solution 
of the underdetermined eqns. (2 .4 ) and (2 .5 ), which satisfy these constraint 
conditions.
2 .5
A n  example where a type (b) restraint was imposed, but its possibilities, 
not realized, and hence not exploited (Florentin et al. 1959 ), occurred in 
the assumption of the equations of constraint.
s(t) =  0, . . . . . . . . . . . .  (2.10),
(f>ee(r) =  a predetermined function. . . . . (2.11)'
In this case, eqns. (2 .4 ) and (2 .1 1 ) form a pair of equations, for the 
elimination of e(t) from (2 .4 ), to produce a single equation for the variable 
h(t). Equations (2 .5 ) and (2 .1 0 ) form a second, quite separate pair of 
equations, for the formulation of an equation in the single unknown g{t). 
Neither eqn. (2 .1 0 ) nor (2 .1 1 ) imposes a constraint simultaneously upon, 
.both (2 .4 ) and (2 .5 ).
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The solution in this case could well proceed as follows:
From (2.4)
e ( t ) = y ( t ) —  [ h ( u ) x ( t  —  u ) d u , ...............(2.12)
J o
f* CO
e ( t  —  T )  =  y ( t  —  T ) —  h { u ) x ( t  —  T  —  u ) d u .  . . . .  (2.13)
Jo
Multiplying (2.12) and (2.13), and taking a time average of the result 
yields:
I* CO
< M T) =  <^1/(T)- H uMxy(u +  r) +  (l)xy(u -^)}du
J 0
/* oo /’ co
+  1 h{u)h{z)fxx{r +  z —  u)dudz. . . . (2.14)
J o J o
Equation (2.14) contains h(u) as the only unknown, and must be solved 
for this quantity.
Substitution of (2.10) into (2.5) yields an equation to be solved for g(i).
2.6
Another example of a type (b) constraint which has been suggested, 
(Woodrow 1958), is defined by the pair of constraint equations:
s(t) =  a known function, . . . . .  (2.15)
<M t) =  0-  (2-16)
With situations in which these conditions may be accepted, the solution 
of (2.4) and (2.5) is particularly simple. Equation (2.5) m a y  be solved 
directly (g(u) is the only unknown in this case) while (2.4) m a y  be 
manipulated (Woodrow 1958) to yield:
f* CO
< M t) =  J o  (2.17)
It m a y  happen that s(t) cannot be recorded (because it contains, in 
part, the error of the approximation g(u) to the controller data). From 
fig. 6:
s{t) =  d{t) + e1{ t ) , ........... (2.18)
where d(t)— portion of x(t) not influenced by y(t), and e1(t) =  error of the 
approximation g{u) to controller dynamics. If d(t) can be made available, 
as additional recorded data, this ma y  be introduced into the problem, 
together with the equations of constraint:
^ » = < M t>=°..............   ■ • (2-19)
From (2.4) and (2.19) it follows that
/* CO
^ 2/(t)==| H u)^dxiT~ u)du' . . . . .  (2.20) 
While from (2.5), (2.18) and (2.19)
/ *  00
<l>ax(T)==cf>ad(T)+ 9{u)fdy(r-u)du. . . . (2.21) 
Jo
Equations (2.20) and (2.21) lead to a solution when x(t), y(t) and d{t) 
are recorded data.
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2.7
In the preceding sections, a number of possible equations of constraint 
which have been suggested in the literature, have been discussed. While 
it is possible to compare their relative merits from a point of view of 
mathematical convenience, nothing can be said about the physical signi­
ficance of any one of these solutions, compared to any other one.
The fundamental problem in every case has been an inadequate amount 
of experimental information, leading inevitably to the formulation of sets 
of equations containing more unknowns than there are equations available. 
In such a situation one can only proceed by either (a) making more informa­
tion available, or (b) accepting the limitation of the data, and confessing 
to being satisfied with an approximate result, based upon intuitively 
chosen equations of constraint.
There seems to exist a need for a plea: (a) to consider the problem with 
care, and ask oneself whether any useful additional experimental informa­
tion might be collected, and whether the m a x i m u m  use of the existing 
data is being made, (b) to keep the needs of mathematical convenience, 
and physical significance, in mind when selecting equations of constraint, 
and (c) to seek a general constraint condition which is both physically 
significant and mathematically convenient.
§ 3 . A  M i n i m u m  M e a n t  S q u a k e  E r r o r  A p p r o x i m a t i o n  t o  G i v e n  D a t a
3 .1
A general constraint condition which can be supported on grounds of
both physical significance, and mathematical convenience, is a minimum
mean square error criterion. From a point of view of physical significance, 
it would be in order to pose the following problem: Suppose the data 
x(t) and yit) were actually collected from a system, the dynamics of which 
were linear passive, having an impulse response W(t). In this case, the 
actual law relating x(t) and y(t) is the equation:
f* 00
y( t )  =  J W(u)x(t —  u)du. . . . . .  ( 3 .1 )
W h e n  presented with the data, without this knowledge of the system 
dynamics, one seeks a best linear passive approximation to the data h(t) 
through the equation
I* GO
y{t)— \ h(u)x(t —  u)du+e(t). . . . • ( 3 .2 )
The problem is to devise a general constraint condition which (a) when 
imposed upon this problem ensures that the ‘ best5 h(u) so defined is in 
fact W(u) (not all of the above criteria satisfy this), (b) when applied to 
problems in which the data cannot be exactly fitted with a linear passive 
system, shall yield a physically useful approximation to the data.
Such a criterion is the minimum mean square error criterion, i.e. a 
•condition of constraint is imposed upon the solution of ( 3 .2 )  requiring that
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the value e2(£) associated with the ‘best’ linear passive approximation 
h(u) shall have a minimum value.
Since the mean square error e2(t) is necessarily positive the minimum 
possible value it can assume is zero. Since h(u) =  W{u) gives e2(t) =  0 in
(3.2), this must represent a minimum mean square error solution satisfying
(a) above.
In situations in which an exact fit to the data, with a linear passive 
system, is not possible, a minimum mean square error approximation gives 
a m a x i m u m  signal/noise power description of the data, the signal power 
being that part of y2(t) defined by the approximation, the noise power 
being e2(t).
A  final important consideration in favour of a minimum mean square 
error solution, is that it is amenable to mathematical formulation and 
analysis.
It seems desirable, therefore, to seek a solution to equations of the 
type (2.1) subject to the condition of constraint that the mean square value 
of e2(t) associated with the best linear passive description to the data 
shall be a minimum.
The equation of constraint for this condition m a y  be derived as follows :
- Since it is a property of the impulse response h(t) of physically realizable 
networks that h(t) =  0 for — co^t^O, the range of integration in (3.3) 
m a y  be extended to —  co since
3.2
(3.3)
■o
00
Consider
(3.4)
4- h(u)h(z)x(t —  u)x(t —  z)dudz. . . (3.5)
N o w  mean square value of e{t) =  e2 where
1 iT
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Hence, integrating both sides of (3.5) between the appropriate limits, and 
dividing by the range of integration, 
mean square error =  e2
  /*+ co
=  y 2 - 2  h , ( u ) c f > x v ( u )  d u
J —  oo
/■+ * »  Z'+CO
+  h(u)h(z)<j>xx(z —  u)dudz, . . . (3.6)
J —  oo J —  00
where
T
and
=  &  1PT,\ y ( t M t - r ) d t  . . . .  (3.7)
T-* oo J — T
<f>xx(T)= &  i L \  x{t)x{t-r)dt. . . . .  (3.8)
T->oo 4-L J - T
Now, if h ( u )  is chosen to minimize the-mean square value of e(t), any 
change in h ( u )  must result in an increase in e2. Let h ( u )  be changed to 
{h ( u ) +  k p ( u ) } ,  and as a result, suppose e2 changes to ef. Then
    r+co
e12 =  y2 —  2 \  { h ( u )  +  k p ( u ) } f x v ( u ) d u
J — oo
/*+ CO /» +  CO
+ I { h ( u )  +  k p ( u ) } { h ( z )  +  k p ( z ) } c j > x x ( z  —  u ) d u d z .
—  00 J —  00
=  0 (condition for turning value).
If e2 is a minimum, then 
dL 
dk
Therefore
7c=0
/•-f-oo r+ °o /* -f oo
0 =  -  2 p(u)fxy{u)du +  {p(u)h(z) +  h{u)p(z)}<f>xx(z —  u) du dz
J — oo J — oo J — oo
or
/*+co r . /*+ oo 'i
I p { u ) l < f > x v { u ) -  j • • ( 3 -9 )
(since <j>xx{z —  u) =  4>xx{u —  z): auto-correlation functions being even).
Since (3.9) must be valid for all functions p(u).
/•+«>
=  h{z)j>xx(z-u)dz, . . . .  (3.10)
J — CO
or, noting again that h(z) is zero for —  oo < 2 < 0
/‘ co
<f>xV(U ) = \  H z )<l>xx{z - U ) d z - • • • • • (3 -n )
J 0
Equation (3.11) has been derived elsewhere (Lanning and Battin 1956), 
but with a restraint condition ^ > 0, i.e. only to be applied for u +  ve. 
This arises because, in that analysis, it was not appreciated that the lower 
limit of integration in (3.3) could be changed from 0 to —  00, because of 
the condition h(u) =  0 for —  oo^w^O. Not to change this lower limit, 
is to leave h(u) undefined for u —  ve, whereas to change it, is to define h(u)
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for all u positive and negative, but to define it as subject to the necessary 
restraint (for physical realizability), that h(u) =  0 for u negative.
Hence the integral equation defining the best linear passive approxima­
tion to the data in the minimum mean square error sense is
Comparison of eqns. (3.12) and (2.3), shows that the equation for h(u) 
:is the same in both cases, although derived from what appeared to be 
quite different criteria. This arises from the fact (see (4.4)), that it is a 
property of a minimum mean square error criterion, that the error e ( t )  is 
not linearly correlated with the input data x(t), which was the condition of 
•constraint imposed in the derivation of (2.3).
The various criteria used previously and described above, which have
indicated by (3.12), i.e. they do not include a minimization of a mean 
square error in their formulation. But the mean square error formulation 
of the problem defined above is in no way peculiar to data collected from 
•open loop systems. N o  reference to whether the data originated in an 
open, or a closed, loop is made in the formulation of the problem, it being 
not relevant to the argument.
§ 4. C o n d i t i o n s  e o r  a n  E x a c t  L i n e a r  P a s s i v e  A p p r o x i m a t i o n  t o
G i v e n  D a t a
Having formulated the integral eqn. (3.12), defining the best linear 
passive approximation, in the mean square error sense, to the given data, 
it is of some interest to establish those conditions which must be imposed 
upon given data, x(t) and y(t), in order that the mean square error, associated 
with the best linear passive approximation, shall be zero. Such conditions 
will obtain with data for which a linear passive network exists, which will 
produce an output y(t), when the input variable is x(t).
The determination of conditions for an exact linear passive interpretation 
•of data follow from consideration of eqns. (3.2) and (3.12).
From (3.2), it is possible to systematically form the cross correlation 
functions cf>x y { r ) and <f>e y { r ) ,  and the auto-correlation function f y y { r ) .
These are given by
i.e. it is a property of a minimum mean square error solution that the 
>error is uncorrelated with the input data.
for all r. . . . (3.12)
been applied to closed-loop problems, have not led to a solution of the type
1 o
(* CO
. . (4.1)
<l>ey{T )  =  (l>ee{T ) +  k { u ) ( f > eX{ r  -  U )  d ,U , . (4.2)
J o
. . (4.3)
From (3.12) and (4.1), it follows that
^ e(T) =  °> (4.4)
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From. (4.4) and (4.2), and the property of cross correlation functions 
(James et al. 1947), that <f>eX(r)=(f>Xe( —  r), it follows that
<f>ey ( r ) =  <!>ee(r) - .............  (4.5)
From (4.3) and (4.5), and the above property of cross correlation functions, 
it follows that /*«>.,
cf) y y ( T ) ==(l>^ ( - T ) +  J  h (u ) t f> v x { T - u ) d u
I* 00
.=<l>ee{T)+\ Mv>)<l>yx(T-u)dM . . . .  (4.6)
since it is a property of auto-correlation functions that they are even.
Elimination of h{u) from (4.6) and (3.12), gives equations relating the 
properties of the data, and of the error. This ehmination is most easily 
carried out if Fourier transforms are first taken, i.e. the relation is more 
easily deduced in terms of power spectra than in terms of auto-correlation 
data.
From (3.12) G xy(a))=Y{ja))Gxx{a)),   (4.7)
and from (4.6)
@ y y (a ) ) =  & e e( OJ) +  Y(ja))Gyx(a>), . . . .  (4.8)
f +00
where O xy{oo) =  4>x y ( T ) exP (~ jMT) dr =  cross spectral density of x(t)'xy\w / Txy\
J  — CO
andy(£), and the other spectral density functions are similarly defined, while
r + oo
T{jai)=\' h(t) exp ( —  jwt) dt =■ frequency response function of the 
J —  00
system approximating the data.
From (4.7) and (4.8), eliminating Y(jco) gives
g vv =  G .,+  (4.9)
^  XX
=  G e£ +  \&xy\2l&xx 
where * denotes complex conjugate.
Formula (4.9) makes it possible, assuming power spectra of the data 
can be made available, to check whether the approximation of the data, 
by a linear passive system, m a y  be expected to yield results that are of 
value, by indicating the error of the approximation.
A  suitable measure of the criterion of success (i.e. of the efficiency of 
approximation rj) might well be taken to be
mean square value of the output of the linear passive approximation
to the data
Mean square value of the output data y(t) being approximated 
Then f00
J  {&yy(w ) ~  ^ e e ( c o ) }  dto
7\ =
Qyy{Oj) d0) 
0
yy
o /jo
=  1   I G ee(aj)da) / j Gyy((X)) da). . . . . (4.10)
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This efficiency is unity if the approximation is exact, i.e. if G ee(co) =  0,. 
and becomes fractional as the closeness of the approximation deteriorates. 
Values of y which define an adequately close approximation can only be 
gained by experience.
It follows from (4.9) that the condition that data shall yield an exact 
fit, with a linear passive system, i.e. that G ee =  0, is that
Gyy^xx^Wxy^ .................. (4-H>
when, from (4.7)
Q y y l Q x * = \ Y  I2 • •   (4.12)
defines the modulus of the linear passive system, which fits the data, when, 
an exact fit is possible.
§ 5 . C o n s i d e r a t i o n  o f  S p e c i a l  C a s e s
Suppose the records x(t) and y(t) originated in a linear passive system, 
having an impulse response W(t).
Then
/* oo
y{t)=\ W(u)x(t —  u ) d u ............... (5-1)
Jo
is the exact equation relating y(t) and x(t).
Form the cross correlation (f>xy{r) from (5.1) giving
00
W ( u ) c f > x x ( T  —  u )  d u .  . . . . . (5.2)
o
Comparing (5.2) with (3.12), the best linear passive approximation to 
the data, in the minimum mean square error sense, h(t), is given by
h(t) =W(t). The error of the approximation in this case is obviously zero.
5 .2
As a second example, suppose the records x(t) and y(t) were related by a. 
linear active system, having a weighting function W(t), and an equivalent 
output disturbance d(t), i.e.
I* 00
y{t) =  d(t)+ \ W(u)x(t —  u ) d u .............(5.3)
Jo
is the exact expression relating y(t) and x(t) to the system. From (5.3), 
forming the cross correlation function fxy(r),
<i>xy{T) =  <i>xa(T)+ I W(u)<f>xx{T-u)du. . . .  (5.4)
J 0
Comparing (5.4) and (3.12) it follows that (a) If x(t) and d(t) are uncorre­
lated, the best linear passive approximation to the data, in the minimum 
mean square error sense, is W(t), i.e.
h(t)=W(t). . . . . . . . .  (5.5)
(6) If (/>^ (t) =£ 0, i.e. if the active sources d(t) are correlated with x(t), then, 
a better approximation to the data, than that afforded by W (t), is possible..
<f>xy(r) -  J
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Thus, if <f>xd(r) ^  0, the disturbance d(t) m a y  be supposed to have originated 
from x(t), via a linear passive operator W 2(t), as in fig. 7, where
I* 00
^ ( T) =  W 2(u)<f>xx{r-u)du . . . .  (5.6) 
Jo
•defines W 2{t), and e(£) has the property of a minimum mean square error 
approximation, that it is uncorrelated with x{t).
From (5.4) and (5.6)
f* 00
fe(T) =  { W ( u ) + W 2{u)}cf>xx{T-u)du. . . . (5.7)
Jo
Fig. 7
'•e(t-)
x(h) WA-) 0^) ^
I
Comparing (5.7) and (3.12), the best linear passive approximation to the 
data, in the minimum mean square error sense, h(t), is given by
h(t) =  W(u) +  W 2(u).
That the mean square value of e(t), associated with this approximation, 
is less than the mean square value of d(t), is necessary from the form of 
solution, but m a y  be separately demonstrated as follows:
From fig. 7
d*(t) =  [c1(t) +  e(t)f
=  e2(t) +  c12(t) +  2c1{t)e(t)................. (5.8)
Taking mean values of both sides of (5.8), and recognizing that the 
mean value of c^ij.e^) is zero, because of the lack of correlation of x(t) 
and e(t), it follows that
d2(t) =  e2(t) +  c-f(t)..............   (5.9)
Since mean square values are necessarily positive, it follows from (5.9) 
that d2 > e2. Under certain conditions (those stated in (4.11)), it is possible 
for e(t) to be zero, although d{t) ^  0.
5.3
As a third example of the application of a minimum mean square error 
criterion, consider the problem of fig. 4. (taken from Westcott 1956 b), 
in which neither the process, nor the controller, is restricted to be linear- 
passive, but a linear passive description of them is to be found having a 
minimum mean square error constraint. Thus fig. 4. m a y  be replaced 
by fig. 8.
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From fig. 8, it follows that
I* 00
y{ t ) =  ei { t ) + \  — u) du, . . . .  (5.10)
J o
f* GO
z(t) =  e2{t)+\ h2(u)y(t —  u) du..............(5.11)
Fig. 8
I -
Assuming with Westcott (1956 b) that x(t), y(t) and z(t) are all recorded 
data, eqns. (5.10) and (5.11) are of the type considered for open-loop 
data, and each m a y  be solved separately, by a minimum mean square 
error criterion, for the ‘best’ h-fu) and the ‘ best ’ h2{u), giving
F 00
^xy(T)= K  {u)<f>xx(r ~ u)du . . . . . .  (5.12)
and
f* 00
^ ( T) =  J o h2(u)(f>yy(r —  u) du, . . . . .  (5.13)
as the equations defining the best linear passive approximations to the 
process and controller dynamics respectively.
Not all cases of closed-loop systems are as simple as this one. In this, 
case, each of the two eqns. (5.10) and (5.11) contained only two unknowns, 
an impulse response and the associated error. It is thus possible to 
consider these as two separate problems, each of the open-loop type, and 
consider each without cross reference to the other. Each h(t) is chosen to 
minimize its own e(t). This is frequently not possible.
5.4
As an example of the difficulty that can arise in the application of a 
minimum mean square error criterion, consider the problem, studied 
elsewhere (Florentin et al. 1959), posed by the heat exchanger of fig. 9 
and their corresponding flow diagram of fig. 10.
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In terms of a best linear passive approximation to the system of fig. 10, 
there corresponds the system of fig. 11.
Fig. 9
H E A T
Fig. 10
t -----------
F L O W  T O  
temperature
DYNAMICS
VALVE pos itiom 
T O  T E M P E R A T E . 
DYNAMICS
C O N T R O L L E R
In fig. 11 hx(t) = ‘best’ hnear passive approximation to the “water flow-rate 
to outlet temperature” dynamics, e1(f) =  error of this best linear passive 
■approximation, A2(£) =  best linear passive approximation to the “ valve 
position to temperature ” dynamics, e2(f) =  error of this best linear passive 
approximation, hs(t) =  best linear passive approximation to the “ tempera­
ture to valve position” dynamics, e3(f) =  error of this approximation.
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From fig. 11, the following equations result:
I* 00
^ )  =  ei(0+ h-^x-^t —  u) du, . . . .  (5.14)
Jo
/* CO
y(t) =  n(t) +  e2(t) +  h2(u)x2(t —  u) du, . . . (5.15)
Jo
f* 00
x2(t) =  ez(t) + hz(u)y(t —  u)du................ (5.16)
Jo
Fig. 11
The difficulty arises, in this problem, because it was not found possible 
to record the data n(t). These equations are therefore more severely 
under-determined than those appearing in other problems. Equations 
(5.14) and (5.15) each have three unknown functions, one of which, n(t), 
is common to both.
Eliminating n(t) between (5.14) and (5.15) yields
f* CO f* co
y{t) =  ex{t) +  e2(t) +  h-^ ujx-ff —  u) du+ \ h2(u)x2(t —  u) du. (5.17)
Jo Jo
Equations (5.16) and (5.17) relate the measured records xx(t), y{t) and 
x2(t), to the dynamics being approximated, and the errors of the approxi­
mation.
In these two equations, the errors e^ t) and e2(t) are inextricably mixed, 
appearing only through their sum. To ask that the h(t) functions should 
each be separately chosen, to minimize its own error, is not legitimate with 
the amount of data available.
H a d  n(t) been available, the problem here would have been as previously, 
each equation containing on© impulse response and its associated error 
as the unknowns, and each h(t) could have been separately chosen to 
minimize the corresponding e(t). But n(t) is not available, and the 
question is hoAv to proceed.
472 R. A. Woodrow on
The answer to this is to be found in the form of eqns. (5.16) and (5.17). 
It is legitimate, and reasonable, to ask of (5.16) that hz{u) shall be chosen 
to minimize e32(£), because this equation is of the correct form for such an 
operation. But what of (5.17)? It is not legitimate to ask that h^u), 
be chosen to minimize ej2, and h2(u) to minimize e22 independently, but it 
is quite reasonable to require that hx{u) and h2(u) shall be adjusted 
simultaneously to minimize the mean value of [ex(t) +  e2(£)]2, i.e. to minimize 
the total mean square error at the terminal at which the output data was 
recorded.
If this operation is carried out, it follows (see Appendix III), that
f* oo f* 00
, M =  K  (z)<l>x1x1(u - z)dz+  \ (5.18)
Jo Jo
I* 00 f* CO
<kx„y(u)= K  (z)<f>XixSu - z)dz+  \ K { ^ x^ (U ~ Z)dz' (5-19>
Jo Jo
These equations can be solved for the frequency response functions 
(Fourier transforms of hx(z) and h2(z)), giving (see Appendix IV):
Yi(jw)=  ^ . . . .  (5.20)
^rXiXiX2X2 ^XiX2 x%xi
Ydju)=  (5.21)
X^ XiXiXzX2 XzXi^XxXz
5.5
It is of value to look more closely into the physical difference between
the heat exchanger problem of § 5.4, and problems of the type indicated
by fig. 3.
The difficulty arises mathematically because of the fact that the data n(t) 
is not available. Is the problem then really one of perfecting measuring 
techniques, or of perfecting data analysis techniques? H a d  n(t) been 
available, or had it been possible to make it available by perfecting new 
measuring techniques, the system of fig. 11, and the resulting mathematical 
description of the problem in eqns. (5.14) to (5.16), would be reduced to 
three separate problems, each of the type described by fig. 3.
Each of the mathematical equations (5.14), (5.15) and (5.16) could 
have been solved separately by the process of minimization of each of the 
error terms in turn, had n(t) been available. It is of some interest then to 
enquire why n(t) was not available, and whether a modified analysis 
technique is being sought, when the real search should be concentrated 
upon the perfection of measuring techniques. It is hoped to demonstrate, 
in what follows, that the problem really is a data analysis one, and 
not a ‘ refinement of measurement ’ one.
Turning first to fig. 3, systems of this type are characterized by the fact 
that they have two pairs of terminals, an input pair and an output pair. 
The electrical engineer refers to such systems (networks) as ‘ two terminal 
pairs ’. All physical systems are not of this type, the heat exchanger of
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fig. 9 being one which is not. In the heat exchanger there are two input 
terminal pairs, one for cold water, and the other for steam. There are 
likewise two outputs, one the heated water, and the other the condensate. 
Such a system belongs to the general class of fig. 12.
In the original problem, the dynamics relating the input data to output 2 
were not discussed, but physical situations can easily be imagined, in which 
the dynamics relating the input to output 2 is of as great interest as the 
dynamics relating the input to output 1. (For example, input 2 might 
well be derived, after reheat, from output 2 in the heat exchanger problem, 
making an additional closed loop in the system under investigation.)
The system of fig. 12 m a y  conveniently be described by that of fig. 13, 
where the dynamics relating the input to output 1, and the input to output 
2, have been separated. Thinking of the mathematics for a moment, 
this is exactly what one would do there also. If simultaneous differential 
equations defining the outputs in terms of system dynamics and input 
data were available, these equations would be manipulated to give separate 
equations, one for each of the unknowns (the outputs, say), in terms of the 
known variable (the inputs and the system dynamics).
In passing from fig. 9 to fig. 10, it is assumed that the contents of box A  
of fig. 13 can be described by two independent two-terminal pairs, with a 
summation device which combines, through a simple summation operation, 
the outputs of the two separate two -terminal pairs as in fig. 10. Confession 
of failure of this assumption comes when it is stated that n(t) and c(t) 
cannot be measured, but y(t) can. The essential physical reason why 
n(t) and c(t) cannot be measured is because they have no physical existence 
except in very special cases, of which the heat exchanger is not one. In this 
situation, no amount of improvement of measurement technique can enable 
one to find these quantities. The problem is one of data analysis.
The question then arises, what is the best linear passive approximation 
to systems having more than one input terminal pair. In other words, 
when the output variable is a function of n measured input variables, 
instead of a function of a single measured input variable, as in fig. 3, how 
m a y  the concept of a best linear passive approximation, in a minimum mean 
square error sense, be applied ?
Consider the problem posed by fig. 14, in which an output variable 
y(t) is a function of n input variables xx(t), x2(t)... xn(t). It will be assumed
Fig. 12
(coki vjaVen)
Wot 1 y HEAT FxcrtAN&FB
wat-cr)
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that records of data are taken at every terminal. If this is not the case, 
an extension of existing measuring techniques is called for, not of existing 
methods of data analysis.
It is proposed to define the linear passive approximation to such a 
system by fig. 15, or the corresponding mathematical equation
n  /* co
y{t)—  2  hr(u)xr(t —  u) du+ e(t). . . . (5.26)
r=l J o
Fig. 13
DYNAMICS RELATING
T O  O U T P U T  2
INPUTS 1 AND 2
T O  O U TPU T 1
DYNAMICS RELATING
IN P U T S
Fig. 14
*— yCO r
Ouipu! Variable
It will be noticed that both the two terminal pair of fig. 3, and the heat 
exchanger of fig. 11 (which can be redrawn as in fig. 15 with n =  2 and 
e = e 1+ e 2), are special cases of this general problem for n =  1 and n =  2 
respectively. In those cases the h(t) were chosen to minimize the mean 
square value of e(t). In this general case, the best linear passive approxi­
mation to the data will be defined as that set of values of h(t), which 
collectively minimize the mean square value of e(t).
rf xjB*.
'1 Xjft)*- 
>
T XP'
D Y N A M IC S OF'THE S Y S T E M
R E L A T I N G T H E  I N P U T
VARIABLES T O  T H E
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A  set of n simultaneous integral equations defining these functions 
h(t) can be calculated (see Appendix III), and are found to be of the form
n f* oo
< f > x r v { u ) =  2  K i z ) (k x r x s ( u - z ) d z i
s=i J o
r = l ,  2, 3 ,...n. , ... (5.27)
Eig. 15
hit)
In deriving this result, it is not necessary to resort to any information 
about the physics of the flow diagram external to the element itself, i.e. 
•no reference is made to whether the element is part of a closed loop system 
•or not, this not being relevant to the argument. Elements in a system 
'differ, as far as this analysis is concerned, only in the value of n, the number 
of input terminal pairs, or, what is the same thing, the number of inde­
pendent variables, which contribute to the output variable.
This supports the statement made earlier that the division into open- 
loop and closed-loop problems is an artificial one. The real division is a 
■classification in terms of input terminal pairs at which data is, or can be, 
recorded with a sufficiently highly developed recording technique.
The solution of (5.27) is developed in Appendix IV.
5.6
To summarize, when seeking a minimum mean square error approxi­
mation to a physical system through recorded data collected during normal 
operation; (a) set up a flow diagram defining the dynamics, making sure 
that multiple input systems are shown as such, (b) set up the equations 
from the flow diagram defining the measured data in terms of a best linear 
passive approximation to the system dynamics, and the associated error;
(c) solve for each element in the flow diagram in turn, using equation 
(IV 6), with the appropriate value for n for the element.
This is exactly what was done in the heat exchanger problem of § 5.4, 
the heat exchanger itself was, for the purposes of that problem, an element 
h.aving two input terminal pairs and one output terminal pair. Solving
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the general equation (IV 6) for n —  2 yields (5.20) and (5.21) for Y x and Y 2. 
The other element in the system controller of fig. 10 has one input 
terminal pair, and one output terminal pair, a solution of (IV 6), for n =  1, 
for this element gives the same description as taking the Fourier transform 
of a minimum mean square error solution of (5.16).
The method is quite general for any value of n.
The Use of the Constraint Equation f eX(r) =  </>sy(r) =  0 in the Solution of the.
Problem of fig. 6
W h e n  the above restraint criteria are applied to eqns. (2.4) and (2.5), 
the impulse functions h(u) and g(u) are defined by
Equations (II) and (12) also define a minimum mean square error 
solution to the system of fig. 6, in which e(t) is looked upon as the error 
resulting from the approximation of input data x(t), and output data 
y(t), by a linear passive system having an impulse response h(t); and 
s(t) is looked upon as the error resulting from the approximation of input 
data y(t), and output data x(t), by a linear passive system having an 
impulse response g(t). It is not recognized in these constraint conditions, 
that s(t) contains a contribution, due to a stimulus d(t), external to the 
loop. Hence what is being asked by these constraint conditions is a 
linear passive closed loop, with no external stimulus, which can itself 
generate stimuli x(t) and y(t) at appropriate points in the system. A  
closed-loop system capable of achieving this result is an oscillatory one (an 
unstable system), so it will not be surprising if such a solution results from 
these constraint equations.
To show that this is the solution obtained, take Fourier transforms of 
(1 1) and (12) giving
where Y x =  frequency response equivalent of impulse response h(t), and 
F 2 =  frequency response equivalent of impulse response g(t). From (13) 
and (14) it follows that
A P P E N D I X  I
(II)
. (12)
(13)
(14)
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Since the solution required is a minimum mean square error one, it 
follows from (4.9), that
=  . . . . . . .  (16)
^ X X
and
(i
O  +  '-Jj c v y x  (t7\
^  XX ^ S S ~  p  •  \A  ' /
yy
Prom (15), (16) and (17)
1 - 7 , 7 , =   (18)
yy xx
N o w  a physically realizable solution to (18) can be found, which requires 
that G ee =  G ss —  0, namely
1 - 7 ^ 2  =  0 . ............... . (19)
for this solution
  P +  00
e2(0 =  G ee(oj) doj =  0 ........... (110)
J  —  00
and
  r+ co
s2(t)= G ss{w)daj =  0................(HI)
J — CO
Conditions (110) and (111) show that the solution (19) simultaneously 
reduces both e2(£) and s2(t) to the smallest value (zero) that a mean square 
value can assume, and hence is the minimum mean square error solution 
required by the given restraint condition.
But eqn. (19) is a statement of Nyquist’s stability criterion for a closed- 
loop system, and states that the system is unstable at every frequency 
having a component in G xx and G yy. This is the type of solution the 
restraint criteria demanded. To look for such a solution when it is known 
that x(t) and y(t) result from an external stimulus d(t), and not from an
unstable physical system with no external stimulus, is unwise. The
essential problem is one of data recording (making d(t) available) and not 
one of data analysis. H a d  d(t) been available, a true minimum mean 
square error solution could have been derived.
A P P E N D I X  II
The Derivation of Goodman's Result from the Constraint Equations
(2.8) and (2.9)
From (2.4), forming an expression for the cross correlation function 
4*xi/(T)>
J*oo
h{u)cj)xx{r-u)du. . . . (Ill)
o
From (II1), and the constraint condition (2.9),
I* 00
$xv(r)—  \h{u)<f>xx{T —  u) du for r~>A. . . . (112)
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Equation (II2) is the Goodman-Reswick equation for the determination 
of h(u). In their derivation (Goodman et al. 1956, Appendix I), both the 
constraint conditions (2.8) and (2.9) were used in obtaining this result. 
Equation (112) is, in fact, independent of the constraint condition (2.8).
Equation (2.8) makes it possible (though difficult) to solve (2.5) for g(u} 
also. This problem was not considered by Goodman and Reswick.
A P P E N D I X  III
A  M inimum Mean Square Error Approximation to Systems 
with Multiple Inputs
From (5.26), the equation defining the linear passive approximation of 
fig. 15, to a system having n input terminal pairs, and a single output 
terminal pair is
U CO
y$)= 2  hr(u)xr(t —  u) du +  e(t); . . . .  (IIIl)
r = l j  0
n f* co
e(t) =  y(t)—  2 ..... hr(u)xr(t —  u)du..........(Ill 2)
r = l J  — co
The lower limit of the integral has been changed from 0 to —  oo in this 
expression, because hr(t) =  0 for —  co^t^Q for r —  1, 2, . . . n.
Squaring both sides of eqn. (Ill 2) and taking time averages gives
 ___ ___ n  / * + 00
e2 =  «/2-2 ^  hr(u)(f>xry{u) du
r =  1 J  - 0
n n (* +  oo /* +  oo
+  2 2  hr(u)hs{z)(f>xrxs{u —  z)dudz. (Ill 3)
r = l  s = l j  — ooJ  — oo
If the set hr(u) has been chosen to make e2 a minimum mean square error, 
change of hr(u) to hr(u) +  krpr(u), increases the mean square error to ex2 
where
 ______  n I'+  oo
ei2 =  y2-2 2  \hr{u) +  krp r{u)]cf>xrv{u)du
r = l  J — oo !
n n r +  co /•+ oo
+  2 2  [hr(u) +  Jcrpr(u)][hs(z) +  ksp s{z)]cj)xrxs(u- z) dudz.
f = l  S =  1 J —  CO J  — 00
(III 4)
2 / * + o o  n  z '+ c o  r + c o
— h  = “ 2  J  V M ) h s(z)cf>xrxs{ u - z )
OfCr ]cs= 0  J  — oo s =  l j  — oo J  — oo
n  oo / * +  oo
xdudz+ 2  pr(z)hs(u)<f>xsxr(u —  z)dudz
8 = 1  J  — oo J  — oo
=  0 since e2 is a minimum.
Since <f>XrXJd) —  ^ x^i ~  t) (James et al. 1947), the last two terms in this 
expression are identical.
j
* +  00 n /* - r  00
P M { < f > X r y ( y ) -  2  . K ( z)<l>xrxs(u - z) dz} d u  =  0 - ( I I 1 6 )
— oo s=  1 J  — oo
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Equation (III 6) is true for any arbitrary p r(u). Hence
n f* co
4>xry ^ ) ~  2  I 7is{z)<f)XrXfi{u z) dz............................ ( I l l  7}
.8=1 Jo
The lower lim it of integration in (III 7) has been changed from — oo to  
0 since, for physically realizable systems, hs(z) =  0 for — oo < z < 0 for all s.
Giving r  the values 1, 2 . . .  n  in (III 7) gives n  simultaneous equations 
to be solved for the n  functions hs(z).
Special cases o f (III 7), o f interest here, arise if  n =  1 and 2.
(a) For n =  1, (III 7) reduces to
f* CO
<l>x1v (V ')= \ h1{z)<f>xiXf u - z ) d z .  . . . .  . ( I l l  8)
Equation (III 7) is the Wiener H opf integral equation (3.12) already 
derived for system s having one input terminal pair and one output 
terminal pair.
(b) Forw  =  2, (III 7) becomes
J
’  oo f* co
h(z)<f>x1x1( u - z ) d z + \  h2{z)cf>XiXa{ u - z ) d z  (III 9)
0 Jo
I* co z1 oo
W « ) =  hi(z)<f>x„xSu - z) d z +  \ H z)^x2xs(u ~ z) dz' (III 10) 
Jo Jo
These are eqns. (5.18) and (5.19) of the text used in connection with the 
heat exchanger problem of § 5.4.
A P P E N D I X  I V
S olution  o f the Sim ultaneous In te g ra l Equations  (III 7)
The set o f equations
■n f* 00
<l>xr y ( u ) =  2  h s{ z ) $ Xrx s{ u - z ) d z
s= 1 J 0
can be solved very simply if  expressed in terms of power spectra rather 
than correlation data.
Taking Fourier transform of both sides
2 Tfiw r = l,2,...n. . . . (IV!)
S— 1
This is a set o f simultaneous linear equations, and may be solved explicitly  
for Y s. Thus, in matrix form
G xv =  G xxy ,  . . . . . . . .  (IV2)
where G xy =  n x  I  column vector C1xxy
f t
. (IV 3)
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G Xx =  n x n  matrix O cXlX2 ' c
O c^X2X2 ' C• ^X„xn . . . (IV 4)
r iL ^XnX, c^XnX2 ' c* xnxn
Y =  ' » x l  column vector
Y2
7.
(IV 5)
The solution of (IV 2) is
........ . (IV6)
giving all the Y s values explicitly in terms of the spectral density properties 
of the data.
Again the special cases arise, which are of interest in the t e x t :
(a) when n = l  ■ QxlV = Y xQx^ \  . . . . . , . (IV 7)
(b) when n  — 2
[ [ ■ u ^  r r  %«■ i <ivs>L  1 2 J  L  ^ x 2xx ^ x 2x2 J  L  J
which, when expanded, gives eqns. (5.20) and (5.21) of the text.
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provided by the makers—the programme for taking over the 
functions of the conventional controllers— because the makers 
would have acquired experience in writing such a programme. 
It should not be ambitious but should be based on the known 
dynamic behaviour of the measuring instruments and controls 
of the plant plus some of the predictable interactions which 
were known to occur when these systems were controlled by 
separate loops which could not be tied together because of 
the nature of the conventional controllers. The users would 
then operate on that crude programme in the first instance, 
just as management now operated on the human operator, 
.by feeding in different kinds of set conditions. Later they 
would use the spare capacity of the machine for testing 
optimising programmes which would probably have to be 
of the statistical, evolutionary-operation type, working from 
one group of set conditions to another. Later still if they 
understood the process they could use the more sophisticated, 
dynamic optimisation kind of programme.
He thought that they must have that kind of package 
which paid for itself without years of research before there 
were too many confirmed sceptics who had installed a large 
general-purpose machine on a plant, which had generated a 
lot of work and proved very instructive, but which had never 
been intended as an economic proposition at the time, and 
which now seemed to prove conclusively that it never could 
bean economic proposition.
Mr. R. A. W o o d r o w  said that he had been particularly 
interested in the correlation analysis of the heat exchanger.
His first comment concerned the type of solution which 
the authors sought. The system with which they were dealing 
was taken to be a linear active system as demonstrated by the 
form of equation (1) of the paper while the solution sought 
was a best linear passive approximation. That raised the 
question of what was the “ best” linear passive description of 
the data.
Goodman and Reswick (Ref. 2 of the paper) had assumed 
that in the case of data taken from open loop systems such 
as in Fig. 1, the best linear passive description of the data 
was that one in which n(/) and x(/) were uncorrelated, while 
for data taken from closed loop systems such as Fig. 2 the 
best description of the data was assumed to be that in which 
s(f) and n(r) were uncorrelated.
x (U
B e s t' lin e a r  
passl ve 
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x (t )  and  y ( 0
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Fig. I.— O p e n  loop  sys te m
of weighting function from that sought by ^ t  • r .! 
Reswick.
To demonstrate ih.it. consider the situation of f ig  - 'Ccc 
representing part u! tin- rinsed loop system of Fig. 2 In to..,: 
case the Goodman-Rc^ -s :ck. method seeks to find a linear 
passive description of data having the property that 
x{t) and n(/) are correlauu some particular fashion. But. 
accepting the minimum mc.m so mire error criterion suggested 
in the present paper, tin. ^nigming function obtained was 
quite different. To appreciate that consider Fig. 1 with n(D 
and x(/) correlated.
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Seek a function h^/) such that
X
n(t) - n^r) — | h^u) x(/ — //) du
o
where n^/) is uncorrelated with x{t) .
Multiplying throughout by x(t — T) and averaging
<t>xniT) | h,(«) <i>sAT~ It) du 1 6 ,ni(T ) . (2)
o
But for the overall system
■X
y(/) ^ n{t) i:  J  h(//) x{t — u) dw . . (3)
o
which after multiplying by x(t — T) and averaging gives
4>.r.y(T) -  <f>xn{T) +  | h(w) 4>XX{ T -  u) du . (4)
o
Combining equations (2) and (4)
J  {h(u) hi(«)} <f>rz( T — u) du (5)
In the present paper the authors suggested an alternative 
definition of the best linear passive approximation to the 
data defined as that quantity which minimised the mean 
square value of n(/) of Fig. 1. That was equivalent to the 
formulation of the problem: given the input variable x(t) and 
the output variable y(t) of a physical system, find a physically 
realisable linear passive operator which, when operating 
upon the input variable x(t) produces an output variable 
c(0 having the property that the operator minimises the 
ntean square value of [y(/) — c(r)]2.
That formulation took no account of the origin of the 
data, i.e. whether from an open or closed loop system— and 
could in certain circumstances lead to quite a different form
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since <f>xni(T ) =  0.
Equation (5) was the solution obtained by a minimum 
mean square error criterion for closed loop systems, and 
yields a weighting function h(«) +  h^w) whereas the Good- 
man-Reswick formulation requires the determination of 
h(«).
Mr. Woodrow said that these calculations led him to 
wonder why the authors stated that “ . . . these formulae 
cannot be applied directly in a feedback system . . . ” and 
why they then fell back on equation (5) of the present paper 
which assumed quite a different criterion for the best h(t) 
from that defined earlier in their paper. Could the authors 
make that point clear?
Mr. Woodrow continued that he had not attended the 
Dusseldorf Conference, neither had he access to Reference 7 
which might account for his difficulty in interpreting the 
solution outlined in Fig. 7.
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The method described always led to a solution of the 
form:
■4>*4T) =  'L a r * xJ J -  TV)
r
which was equivalent to the assumption that the function 
h(f) of equation (2) o f the paper was of the form
r
That must not be confused with the approximation 
h(«) =  2  or 6{u — rT )
r = l
used in the method of solution of Reference 2, where nT  was 
the memory time of the system and n was large (order 20 or 
more) to make T  sufficiently small “so that the essential 
character of the response is retained” (Ref. 2 of paper).
In the present case the solution involved three terms only 
which suggested that the physical system could be reduced 
to a number of delays together with appropriate attenuators 
as in Fig. 3. Was it not an oversimplfication accompanied 
by excessive inaccuracy to suppose that the weighting func­
tion could be approximated by as few as three delays?
h(0
Purt delay elements  A t t e n u a t o r  elements
Fig. 3.—Suggested system of a number of delays and appropriate  
attenuators
Finally, he was puzzled about the question of lag windows 
and equations (11) and (7) of the text. These could be com­
pared, but differed fundamentally in that equation (7) was 
exact if an ideal experiment of infinite time duration was 
assumed, whereas equation (11) involved the auto-correlation 
of a finite sample of x(t) (duration of 10 min in the case 
considered). Giving that the symbol <f>xX(t) to avoid confusion 
with the exact autocorrelation function of equation (7) and 
making the observation that the lag window D (/) was chosen 
to make the power spectral density functions of the sample 
[equation (11)] and of the complete record [equation (7)] 
closely the same it followed that
t iA O  -  D (/) <f>Ut) . . .  (6)
The paper suggested that, with only <£**(/) as available 
experimental data it was possible to choose D (/) to satisfy 
equation (6). Could the authors say
(a) how, in general, D (n  may be selected,
(b) why it was not used in the time domain solution to 
improve the correlation records before attempting a solu­
tion to the integral equation (2)?
Mr. L. von Hamos, commenting on the paper by Florentin 
al., said that some work had been done in his laboratories 
on the fundamental basic features of auto-correlation func­
tions to find out about some of the problems which appa­
rently existed. On the one side they had the theoretical 
Mathematics, which gave complicated formulae for such 
information. On the other side there was the engineer who
would like to have apparatus which gave a measure in a 
finite time of the statistical properties of the phenomena 
which were met, for example, in the chemical industry.
They found that the calculations were too complicated to 
be carried out by the methods of the pure mathematician. 
Moreover, if  they found the mathematical formula, they had 
no time to obtain a numerical evaluation of it, even by the 
big machines such as the IB M  701. I t  took too much time. 
His approach was therefore different. He simulated the 
mathematics. Noise generators and filters were used to 
produce the noise of known characteristics— not the unknown 
noise which the authors had mentioned. He produced a 
well known noise and made experiments with it by analogue 
and digital computers. Thus he could calculate the estimates 
and the necessary window functions in a very short time. 
He suggested that they must obtain a more accurate idea 
about such things before they could investigate the very 
complicated dynamical processes by statistical means. The 
heat exchanger alone was very complicated. Some of its 
dynamical properties, such as resonance in the frequency 
response are not yet well understood. Results of A. Hempel 
(Oslo) and J. R. Jensen (Copenhagen) presented at a sympo­
sium in Bergen in December, 1958 show also discrepancies 
between theory and experiments.
One point to be noticed in the statistical technique, how­
ever, was that if  the natural deviation of a control process 
were used (the natural noise), they were not sure to have the 
uniform spectral density of the input where there was a closed 
loop. Some of the spectrum was emphasised, where the 
frequencies were badly controlled, and that was not so where 
the frequencies were well controlled. There was no possibility 
of finding out the transfer functions in the frequency regions 
where there was perfect control.
It should be mentioned that the estimation of cross-correla­
tion spectra has been treated by N . R. Goodman.1
M r. C. A. J. M . v a n  d e r  H eijden emphasised a comment 
made by Dr. Rosenbrock about the distillation column 
illustrated in Fig. 9 of the paper by Keating and Townend. 
The disadvantage of the scheme could be demonstrated by 
means of Fig. 19 of the same paper by assuming that a 
constant temperature in the top of the column meant a 
constant „C5 content of the top product at constant pressure. 
That, of course, was not quite true, but the assumption might 
be made in the example to show qualitatively what happened 
if  the feed composition changed, for instance, from T.B.P.85 
to T.B.P.95. For an operation in which D jF equalled 11 • 54 °  ^
and 1/„C5 equals 0-2, Fig. 19 showed that the control scheme 
would try to change the internal redux rato from 12 to ?0 
In general it might be said that the control scheme tende J 
give very large changes of load in the column for quite m .al 
disturbances in feed composition.
Mr. W. R. B u r t o n  wrote.
The paper by Coutie has given a lucid explanation of 
process optimisation by statistical procedur s. It  may be 
from consideration of space that Coutie has confined his 
review to consideration of process operating at steady levels 
of variables such as temperature, concentration, and pressure. 
This is characteristic of reactions where cost of materials, 
and consequently yields, dominate the cost of operation.
Many processes, however, involving expensive equipment 
and requiring product of given specification depend for their 
cost on throughput. This, in turn, may depend not on steady 
levels of operating characteristics but on the way in which the 
latter vary. ^
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An example may pinpoint the problem: in the reactions
A +  B
A
A * +  B
-» AB 
-> A *  
-> AB
(6)
(7)
(8)
the required product AB is formed by reactions (6) +  (8) 
both of whose rates increase with temperature. Reaction (8), 
however, is much slower than reaction (6) because A * is an 
inactive species of A  formed by reaction (2) which has also a 
positive temperature coefficient.
The time taken to reach a specified conversion to AB is 
thus markedly dependent on the temperature-time profile 
followed. In fact, in an actual plant case specifications could 
not be reached if  the initial temperatures were too high.
Could Coutie outline how the optimum time-temperature 
path be most rapidly pointed out by statisical— and preferably 
evolutionary— procedures ?
Mr. R. A. W o o d r o w  wrote:
Assuming with Florentin et al. in the paper “ Correla­
tion Analysis of a Heat Exchanger” that Fig. 4b of their 
paper “ is a reasonable compromise between mathematical 
simplicity and engineering reality” , I  should like to ask why 
they have not exploited the mathematical simplicity of their 
assumption?
To make this point, let us formulate the equations relating 
the parameters defined in Fig. 4b. These are:
n(r) =  h,((//) W(r — u) du
T (t) =  n (/) +  J  hx(u) x(t — u) du
and
x (0  =  J  g (« ) T(f — u) du
(9)
(10)
(1 1)
These three equations contain four unknowns, and thus 
cannot be solved as they stand. But, in this problem, both 
open loop and closed loop data were collected, and these 
provide adequate information for a solution.
Denoting data collected from an open loop experiment 
[g(0 =  0)] by a suffix o, and that collected from closed loop 
data [g(r) a function to be determined] by the suffix c, the 
following equations result.
(a) Open loop test [g(0 =  0]
From equation (11): 
x0(t) = 0
From equations (10) and (12): 
T 0(0  =  n0(f) .
(12)
(13)
From equations (13) and (9):
OO
T0(f) =  [  h M  W „(/ -  u) du . . (14)
o
Equation (14) may be solved directly for h „,(«), this being 
the only unknown in the equation.
Turning to the closed loop test, and bearing in mind that, 
as a result of the previous test, h„,(0 is now known, it follows 
from equation (9) that
n c( 0  =  J  h„,(w) W c(t — u) du (15)
Equation (15) can be solved for nc(t) from the known 
value of huXO and the data W c(t) collected during this test. 
From equation (10)
OO
{Tc(0  — nr(7)} =  | hx(u) xc(t — u) du . (16)
o
Equation (16) may now be solved for h^w) the only un­
known in this equation.
Finally, from equation (11)
x c( 0  =  J  g(w) T,D — u) du ■ (17)
which may be solved for g(w), the only unknown.
Equations (14), (16), and (17) are all of the same form, 
namely:
W  =  |  W(«) U t  -  u) du 
o
(18)
I f  it is assumed that:
W(m) =  ar d { t - r - ^  . . (19)
where T  is the memory time of the system, d(t) is the unit 
impulse function, and ar are constants to be determined (see 
Ref. 2 of the paper for a detailed discussion of this assump­
tion), then equation (18) reduces to:
f0(0 = S a r
r =  1
• (20)
Using equation (20) for n different values of t it is possible 
to formulate n different equations to solve for the parameters 
ar. These form a set of equations which may be represented by 
the single matrix equation
F xa (21)
where F x is an n x n matrix, a an n x 1 column vector and 
f0 is an n x 1 column vector. The solution of equation (21) 
is a =  F i-1 f0.
Alternatively, one could do even better than this by using 
equation (20) for m different values of t where m >  n, pro­
ducing an overdetermined set, and finding a best solution to 
this set in the minimum mean square error sense.
In  this case F x would be an m x n matrix where m >  n, 
a an n x  1 column vector, and f0 an m x 1 column vector.
The best solution of this set in the minimum mean square 
error sense is:
a =  {F1F}_1 F x f0 . . . (22)
where F 1 is the transpose of Fx and {FxF}-1 is the inverse of 
the product of the F x matrix and its transpose.
Looking at Figs. 8 and 11 of the paper it appears that it 
was considered adequate to express the impulse responses as 
the sum of 9 (in Fig. 8) and 6 (in Fig. 11) impulses. I f  n were 
of this order in the above matrix equations, the whole problem 
reduces to the solution of sets of simultaneous equations of 
order 10 or less— not nearly such a tedious task as the form 
of analysis here adopted.
Mr. Coutie replied that he agreed with D r. Himsworth 
about the difficulties associated with using naturally occurring 
random plant variations when trying to derive information 
about the response surface. It  was true that such variations
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given to Mr. DagnalJ’s questions about continuous versus 
intermittent operations. Those things depended strictly on 
the exigencies of the moment and they did not think they 
had an important bearing on the research that they had 
reported.
The specifications of x d,0 >, a as mentioned were essentially 
management decisions, depending on market conditions, 
particular requirements of particular customers, etc. Those 
matters were included in the paper to emphasise the important 
(but often overlooked) point: the mathematics of control 
problems could be solved only after some arbitrary assump­
tions had been made about how the system should (as distinct 
from could) behave. To wit, x d represented (in a crudely 
abbreviated form) how much and what quality material and 
plant should produce. The matrix Q represented manage­
ment's view as to how requirements of quantity, quality, 
cost, etc. should be compromised when they were (as usual) 
in conflict. The constant a was a purely technical trick which 
was discussed in the more detailed expositions of their 
methods referred to in the bibliography.
A number of questions were raised concerning evolutionary 
operation and the possibility of obtaining information about 
process dynamics in a reasonable length of time without 
unduly upsetting the process. To date, methods of proposed 
ways for doing that were based on results from pure research as 
of about 1945.1 Considerable further progress had been 
made since then in statistical communication and detection 
theory, but little or no application had been made to process 
dynamics. To mention a specific point, the autocorrelation 
type of detection procedure suggested by Goodman and 
Reswick was not adequate when small signal-to-noise ratios 
were encountered (i.e., small process interference); in such 
cases, cross-correlation type of detection might be much 
more efficient, but could not be used without first having a 
fairly good model of the process itself. Needless to say, the 
possibility of identifying process dynamics was closely 
related to the quality of available measuring instruments. 
To be able to control, the instruments must transmit informa­
tion about the process, but very little was known just how 
much information was needed to accomplish a given objective. 
Those were some of the unsolved or untouched problems 
which must be looked into more deeply before technological 
hopes could be translated into economic facts.
Perhaps the most urgent problem, however, was finding 
better means of representing dynamic systems. The linear 
representation used in the paper became poorer and poorer 
as the volume in the state space over which statistical averages 
of input-output data were taken increases. There were at 
present no acceptable methods of representing a nonlinear 
system; merely piecing together many linear systems obtained 
for different regions was too inefficient. That problem, too, 
had connections with information theory as shown by recent 
Russian work.
The authors concluded by saying that they did not dis­
agree in substance with the various complaints which had 
been raised from the standpoint of the “practising” engineer. 
Rather, they tried to provide a small glimpse at the broad 
spectrum of research currently under way in many places and 
try to guess some significant aspects of the coming new 
technology.
Dr. W e s t c o t t replied that he agreed with Dr. Rosenbrock 
that it was very bad if  frequencies were missing, but the 
same defects were found in the correlation function. The 
essential point was that the frequencies they obtained were 
those which the control received in normal circumstances and
they were therefore the only frequencies in w h k :: they were 
interested.
The question of short records and whether emtr> were 
treated as noise posed the question as to what reliance could 
be placed on the records'’ That again was a Compromise 
between accuracy and the time taken. What happened, in 
fact, was that they used a very inefficient process, con­
tinuing it so long as to make Nine of the results.
Mr. Woodrow had pinpointed many of the difficulties but 
he had slightly misunderstood one point: in their realisation 
of the transfer function they h a d  dealt with the individual 
impulses and three impulses h a d  been sufficient. In the 
particular case, and only that case, the three pulses had been 
accurate to ±  2%. They could get very good results with a 
delay line synthesiser having as few as ten sections.
Referring to the lag window, Dr. Westcott said that as 
they were using short records and calculating the correlation 
function, as they continued with longer and longer delays 
the series went wild and was entirely unreliable. It  thus was 
not satisfactory to transform the whole series which must be 
broken off somewhere. The question of the lag window was 
one of where and in what manner they broke it off and 
rejected inefficient data.
Messrs. F l o r e n t i n, H a i n s w o r t h , R e s w i c k , and W e st cott 
later wrote:
Mr. Woodrow has raised the important question of the 
choice of the best solution for the transfer function. This is a 
general question which arises in any statistical work, and is a 
key problem in the development of the present method. In 
other applications several criteria are in use, e.g. maximum 
likelihood estimators, confidence intervals, least squares 
estimators, etc. Up to now it has proved very difficult to 
apply these criteria to regression problems involving several 
time series. The least squares estimator used in the paper is 
one of the few which has been worked out.
In the closed loop situation two equations are required to 
describe the system, one for the forward path, and one for 
the return path. To apply least squares error minimisation 
both equations must be taken into account, and this has not 
yet been done. It is possible, however, to deduce a relation 
between the population values of the correlation functions, 
this relation was used here with the hope that the records 
taken were long enough to make the errors small.
In choosing the window factor in spectral analysis, one 
makes a compromise between scatter in the magnitude of 
the results, and frequency resolution. In practice the choice 
will be influenced by the experience and judgment of the 
experimenter, and it is to be hoped that future use of the 
method will provide the experience which will be the best 
guide.
The window factor -was introduced after a thorough 
analysis of the estimation properties of the power density 
spectrum. No analysis of the time domain approach oi 
equivalent thoroughness has yet been carried out, and it is 
not known if  an extra factor could be introduced which 
would improve the results.
Mr. Woodrow has raised the further point that this problem 
may be approached as a data-fitting problem, as opposed 
to a statistical analysis. This is an important philosophical 
distinction. Taking the statistical viewpoint, one assumes 
that the process is governed by a fixed set of parameters and 
probability distributions. This means that all variables in the 
system will be statistically fluctuating time series. Any 
measured record will be one of many possible ones, and 
generally every repetition of the experiment will produce .»
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different result. One then wants to use the observations to 
calculate the best approximation to the underlying fixed 
parameters. There is here a basis for comparing different 
methods of using the observations to calculate the results, 
and a foundation for a discussion of the errors in the results.
In the data fitting approach one assumes fixed records with 
superposed experimental error. One then gets the best fit 
between the records, possibly minimising the effect of the 
experimental error, but disregarding the possibility of getting 
different results in a repetition of the experiment due to the 
records themselves being different. The error here can only 
relate to errors in measurement, and in the usual formulation 
of the method, auto-correlation in the error is not con­
sidered.
Often in engineering this distinction is of little practical 
importance. For instance, in the present example, in the open 
loop case one could include all the noise, regardless of its 
source, as experimental error. On applying the data fitting 
technique the same least squares equations would be obtained, 
but there is no longer any meaning to be attached to an ideal 
error-free (population) correlation function. There is no 
question of one method being better than the other, only the 
question as to whether one accepts a statistical model for a 
particular system, or a deterministic model with superposed 
error. This decision will vary from system to system.
In the authors’ opinion, recognition of the statistical nature 
of the variables encountered in the typical plant parameter 
estimation problem will lead to a fuller understanding, and 
more fruitful use, of the experimental data.
Considering the first data fitting method proposed, no 
attempt is made to minimise the error, and in some circum­
stances it is excessively susceptible to instrumental error2. 
On examining the second method for least squares error 
minimisation, it will be noticed that the coefficients in the 
“normal” equations are the covariance functions, i.e. non­
normalised correlation functions. I f  a normalising factor is 
used it is interesting to note that the data fitting approach 
involves the same arithmetic as the statistical least squares 
estimator. I t  is also noteworthy that the more recent tech­
niques of least squares data fitting (also discussed by Lanczos)2 
use a Fourier analysis of the data followed by a smoothing 
procedure which is very similar to the window method.
The authors are pleased that Mr. Woodrow has raised 
these fundamental issues, because the present method will be 
of most use on large and complex plants; and where there 
are many aspects of plant behaviour to be considered, it is 
important that the underlying assumptions of the measuring 
technique should be put clearly before the experimenter.
Mr. K e a tin g  agreed with the need for simpler techniques 
and said that a more simple way of assessing controllability 
of plants was required especially in the design stage. He 
emphasised, however, that he was not suggesting that the 
method included in the paper should apply only to a particular 
plant. What he and his colleagues had hoped to achieve
eventually was a technique which would be applicable to a 
wide variety of distillation plants. On the question of simpler 
techniques, he would point out that what was complicated 
today usually became simple tomorrow. He agreed that it 
was much easier to simulate mechanical control rather than 
process control because the process parameters were usually 
more difficult to define. However, he and his co-author 
intended to attempt simulation of a distillation process 
following on the present work.
The authors had not drawn as many general conclusions 
as they would have liked although they agree that con­
trolling the top product rather than the reflux seemed to be 
the correct method. The reason might be that the reflux 
could be considered as having high inertia and consequently 
a large damping effect. It  was dangerous to draw general 
conclusions too carelessly, however, because what might be 
good for one type of disturbance might be bad for another. 
He also pointed out that in the case of the present work, 
temperature was not sensitive, which was to be expected 
when dealing with close fractionation.
Dealing with the non-linearity of the system indicated in 
Fig. 4 on page 32, he pointed out that D /F  was rather 
sensitive at the higher values. From below a recovery of 70 % 
up to about 84 % it was possible to increase D /F  and thereby 
increase recovery without an excessive increase in reflux. 
That was one conclusion and he had no doubt that many 
others could be drawn.
Mr. Broadhurst had asked whether the authors had any 
envisaged programme on the dynamics of a column. They 
agreed that any programme must be modified by current 
results but they hoped to obtain theoretical transient re­
sponses. That would be followed by some practical transient 
response measurement on the plant, and they were designing 
apparatus for that purpose. Any steady state practical data 
would naturally have to be obtained statistically and control 
charts were already in use in the particular refinery.
Replying to M r. van der Heijden, Mr. Keating pointed out 
that unintentional feedstock changes of 75-85-95° C. were 
not normal. The paper quoted them to give some clearly seen 
results. In fact, the plant was actually being controlled by 
volume control and that type of disturbance was not ex­
perienced. He also pointed out that constant temperature at 
point x in the column was not equivalent to the constant 
overhead purity at different feeds but in the particular case 
the difference was small. The maintenance of overhead purity 
by controlling the temperature in the column by regulating 
the heat load of the reboiler, that is with constant D /F  would 
result in a column loading which varied with feed composi­
tion, and might result in overloading the column.
Reference
1 Goodman, N. R. Scientific Paper No. 10 of the Engineering
Statistics Laboratory, University of New York. March,
1957.
2 Lanczos, C. “Applied Analysis,” 1957 (London: Sir Isaac Pitman
& Co., Ltd.).
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CLO SED-LO O P DYNAMICS FROM  
NORMAL OPERATING RECORDS
By R. A. W oodrow, B.Sc., A.C.G.I., A.M.I.E.E.
s y n o p s is
The application of correlation functions to the determination of 
system dynamics is discussed. General conditions are derived 
which are applicable when unrecorded disturbances modify 
observed records. In particular, it is shown how the source of 
the observed data can be chosen so that the theory developed for 
open-loop systems may be carried over directly to closed-loop 
systems. The determination of the frequency response of ele­
ments of single- and multiple-loop feedback systems, with 
disturbances originating in every element, is described. The 
results in the former case are compared with those obtained 
elsewhere by other arguments for a single-loop control system.
For situations in which correlated records obtained from normal 
operating data are unable to provide all the information required, 
a supplementary method is suggested. 95
INTRODUCTION
T o  predict the effect o f a modification in the control 
of a physical system upon the overall performance 
requires an adequate assessment o f the dynamic 
response o f each element o f the controlled process.
Two techniques are available— calculation and 
experimentation. To the calculator falls the task 
of applying fundamental physical and mathematical 
laws to the form ulation and solution o f the equations 
of constraint, defining each element o f the system. 
The experimenter, presented with the same problem,
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<KO where p13(t), the weighting function, is the output 
observed at terminals 3 when a unit impulse S(t) is 
applied at terminals 1.
Similarly, the contribution to g(t) due to d(t) is 
given by
Fig. 1—The uncontrolled linear process •
prefers to measure the characteristics o f the elements.
In  complex systems, lack o f adequate information  
about the physical mechanisms involved often makes 
the form ulation o f the defining equations difficult 
in the extreme. This, together with the mathematical 
difficulties o f solving such equations once formulated, 
defeats the calculator in many situations in which the 
experimenter has a reasonable chance o f success.
Currently, effort is being expended1’ 2> 3> 4 on per­
fecting experimental methods for the measurement o f 
system dynamics. O f particular interest are those 
methods3- 4 which require, as the available experi­
mental data, no more than measured records taken 
at various points in the system, while normal operating 
conditions prevail. For the purpose o f this discus­
sion, the concept o f normal operating conditions will 
be taken to im ply that the observed records are 
arbitrary functions o f time, and that uncontrolled and 
unrecorded disturbances (e.g. noise) may originate in 
any or all o f the elements o f which the system is 
composed.
List of Symbols
dr(t), e(t) ,f(f),  g(t), l(t) Normal operating disturbances (func­
tions of time t) which may be re­
corded at various points in a system 
d(t), dc(t), dp(t), d3(t) Disturbances generated within a system 
which are not amenable to experi­
mental observation 
Z{f)  An operating record which is linearly 
correlated with recorded fluctuations 
and uncorrelated with a specified 
unrecorded fluctuation 
8(t) Unit impulse function (Dirac function) 
P r s ( t) The output observed at terminals s 
when the unit impulse 8(t) is applied 
at terminals r 
$xyQr) Cross-correlation function of the re­
corded fluctuations x{t)  and y(t)
6)) Fourier transforms of certain cross­
correlation functions 
P(j(d) Complex frequency response to be 
determined from operating records
T H E  U N C O N T R O L L E D  L IN E A R  PROCESS  
The problem here is the determination o f the 
dynamic response o f the uncontrolled process o f 
Fig. 1 from  the normal operating records f(t) and 
g(t), when an unrecorded disturbance d(t) is supposed 
to originate in the system. This has already been 
treated,3* 4 but, for the sake o f completeness, and to 
generalize the concepts to allow extension o f the 
method to controlled processes, the arguments w ill 
be repeated here.
Application o f the principle o f superposition allows 
the contributions o f f(t) and d(t) to the output record 
g(t) to be assessed separately.
Using the convolution integral relationship,5 the 
contribution to g(t) due to f(l) is
/•OO
fJ 0
/’23(h) d(t—/1) dq
g(t)
Hence, by the principle o f superposition
/•OO /.oo
=  Pu(fdf(t—td dh +  P*a(h) d(t—h) d/i ...(1)
Jo  Jo
The problem posed here is the determination of 
Pisih) from  equation (1), when g(t) and f ( t )  are 
observed random operating records.
Equation (1) cannot be solved directly because o f 
the unknown contribution o f the disturbance d(t) to 
the output record g{t). This difficulty may be over­
come by application o f a property o f the correlation 
function o f statistical mathematics.
For two functions o f time x (t) and y(t), there exists 
a quantity <j>xy(r) defined by
<t>xy(r) =  l i m  f  x(t)y(t +  r )  At ......................(2 )
r ->  00 27J - t
The quantity (f>xy(r) is called the cross-correlation 
function o f the variables x(t) and y(t). I t  is a pro­
perty o f this function6 that <j>xy(f)  is identically zero, 
for all values o f r ,  i f  x (t) and y{t) are not linearly 
correlated.
N ow  assume a function Z (t ) exists which is not 
linearly correlated with d{t) but is correlated w ith / ( / ) .  
Such a function will obviously also be correlated 
with g(r) since g(t) is itself correlated with f ( t ) .  F rom ’ 
equation (1) the cross-correlation o f g(t) and Z (t ) is 
given by
- j
/>ia(h) dh , ...................................... (3)
since, by the choice o f Z (t) ,  the cross-correlation o f 
Z (t)  and d(t) is identically zero, so the second integral 
o f equation (1) reduces to zero after correlation.
In  this particular situation, in the absence o f any 
inform ation to the contrary, it is reasonable to assume 
that f { t )  and d(t) are uncorrelated, w h e n /(t) is itself a 
function satisfying the requirements specified for 
Z (t) . This is the case treated in the literature.3’ 4 I t
e ( t )
Process
U t )
Controller
Fig. 2—The single-loop controlled process : (a) diagram of 
typical process, (b) diagram redrawn to show portion under 
test separated from remainder of loop
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should be pointed out, however, that f ( t ) is not neces­
sarily the only function which can be used to remove 
the effect o f disturbance contributions from  equation 
(1). In  the present situation, the fu n ction /(t) enables 
a result to be determined from two observed records 
f ( t )  and g(t). A ny other Z (t ) would necessitate three 
observed records, / ( * ) ,  g(t), and Z (t) , in order to 
produce the correlation functions of equation (3).
I t  is o f interest to note that the function g(t) does 
not satisfy the conditions required for Z (t ), so that a 
correlation equation derived from equation (1) by 
forming the auto-correlation o f g(t) would not result 
in the. removal o f the disturbance contribution from  
the record. The equation that does result, namely
-OO -00
• M t) =  P ifli) tgfi-r—ti) dtt +  p2300 <f>gd( j—/j) d/x
Jo Jo
does not simplify the problem because g(t) and d(t) are 
correlated. This observation is significant in the 
development o f techniques for the experimental 
determination o f the dynamic characteristics of 
controlled processes.
THE SINGLE-LOOP CONTROLLED PROCESS
A  typical controlled process with single-loop 
control is represented in Fig. 2a. I t  is supposed that 
the dynamic response o f a portion o f the process is to 
be investigated, and that a number o f unrecorded 
disturbances originate within this portion o f the 
process and also within the remainder o f the control 
loop. These disturbances are supposed referred to 
equivalent single disturbances at convenient points, 
e.g. dp{t) and d0(f) in Fig. 2b.
I t  is required that normal operating records taken 
from  such a system shall provide the required in­
formation. This raises the question o f how many 
records must be collected and what are the properties 
of these records which w ill assure a solution to the 
problem.
Consider the portion o f the process under test in 
Fig. 2b. By comparison with equation (1) for the 
uncontrolled process we have
g(t)
poo
J 0 ■fJ 0
f  (t h) d /i +1 j?23(h) dp (t— h) dfj ...(4)
Again, assume a random function Z (t)  is available 
which has the property that it is correlated with f ( t ) 
and uncorrelated with dp(t). Then
Mr)-JJ  C Pv sOi) (r—ti) d f . .(5)
Again, by suitable choice o f Z (t) , the process o f 
correlation has removed the effect o f the disturbances 
dp(t) from  the correlated records.
In  the case o f the uncontrolled process, it was
3
J*2f ( t ) (
Fig. 4—Diagram representing equation (9). The element has 
impulse response p(t) and frequency response P(jco)
observed that f ( t ) was a function having the pro­
perties specified for Z (t). In  the controlled process 
this is not the case. The contribution made by 
dp{t) to the output record g(t) is fed back through the 
controller to contribute to f ( t ) .  The functions dp(t) 
and f ( t )  are therefore linearly correlated. Any  
attempt to use f ( t ) leads to the same impasse which 
arose when attempting to use g(t) in the case o f the 
uncontrolled process.
The situation is therefore one in which neither the 
record f ( t ) ,  nor g(t), is suitable to fill the role required 
o f Z (t). However, there exist in e(t), in  the circuits 
o f Fig. 2, just the properties required o f Z {t), namely, 
that e(t) and dp(t) may be assumed uncorrelated. 
Using a record o f e(t) to take the place o f the assumed 
function Z (t) , equation (5) becomes :
-fJ 0^ g ( T) —  I /’13(h) fief (T— h )  d/i- •(6)
Measurement o f e(t), g (t), and f ( t )  allows the 
required correlation functions 4>eg and <f>e/  o f 
equation (6) to be determined. This may be shown 
(see Appendix I )  to be the result derived elsewhere7 
by other arguments, for the response o f a controlled 
process.
MULTIPLE-LOOP CONTROL OF 
INTERACTING PROCESSES
M ore general situations can be envisaged than 
those discussed above. For example, consider Fig. 3 
which might represent certain interacting processes 
subjected to multiple-loop control.
I f  it is assumed that unrecorded disturbances are 
generated within each o f the eight elements indicated, 
it is possible to predict the response o f any element 
from three operating records taken at suitable points 
in the system. Consider, as a typical case, the cal­
culation o f the response o f element 3 o f Fig. 3.
For this element, as in the previous cases considered,
g(t)
/•OO
J 0 fJ 0Pi3(ti)f(t— t1)dt1 +  p 23(.h) dsit— h) df  ...(7)
A fter correlation with a suitable function, Z (t) , which 
is correlated with f ( t )  but not with d3(t), equation (7) 
reduces to
t*g W  =  Pa  (h) tzf O'— h) d/j 
J 0
•(8)
Fig. 3—A multiple-loop process
In  this situation, either e-ff) or e2(t) is suitable to act 
as Z (t). Records o f f ( t ) ,  g(t), and either ex(t) or 
e2(t) enable 4>zg and <f>gf  to be found.
In  a similar manner the response o f any other 
element o f Fig. 3 may be determined from  observed 
input and output records of that element together with  
either ex(t) or e2(t).
The general conclusion may be drawn that, to find 
the response o f any element in any closed-loop system, 
it is necessary to take (a) input and output records o f 
that element, and (b) any one other record which is 
linearly correlated with these, but which may be
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9(0 f (0
f(t) output o f controller 
g(t) measured output o f process 
d,-(/) desired value
A element operating On error signal
Fig. 5—Desired-value setting of a controller
assumed uncorrelated with the disturbances generated 
within that element.
INTERPRETATION OF THE CONVOLUTION  
INTEGRAL IN  TERMS OF FREQUENCY RESPONSE
Whether the system under investigation is an 
uncontrolled process, a controlled process with  
single-loop control, or interacting processes with  
multiple-loop control, it has been found that the same 
general equation defines the response o f any element. 
The equation
4>zg(j) = I pihWzf G—h) dh
J i
•(9)
is an integral equation to be solved for p (t) when 
<f>zg and f zf  have been experimentally determined.
I f  the conditions o f the experiment are such as to 
provide a unique solution for p(t), the dynamic 
response o f the process is completely defined by such 
a solution. The following argument, however, 
throws some doubt on the possibility o f the experi­
mental results providing sufficient inform ation to 
ensure such a solution.
Equation (9) may be interpreted as shown in Fig. 4. 
I f  F ( ja j), G(jco) are the Fourier transforms (frequency 
spectra) o f f z/  and <j>xg, it is well known3 that
P (M  =
G{jcd)
F(jco)
rJ  — G - J o t4>zXt) e dr
f - J o t<£z/(T)e dr
•J —OO
.(10)
For those values o f co for which F(jco ) =  0, with  
the element a linear one, G(jco) is also zero and P(jco) 
indeterminate. Since a solution o f equation (9) 
implies that P (jco ) is determinate for all values o f co, 
a unique solution to equation (9) implies F(jco ) is o f 
infinite extent.
When cf>zf  is deficient in information content, 
because o f inadequacies in either Z (t )  or f ( t ) ,  alterna­
tive techniques are necessary. Westcott7 has pro­
posed a method which is applicable to the case shown 
in Fig. 2b when dc(t) =  0. This method is successful 
in cases in which the frequency spectrum o f e(t) is 
inadequate, but that o f dp(t) is adequate to define the 
frequency response o f the process. The following  
example illustrates an alternative approach which 
may be adopted when both e{t) and dp{t) are in­
adequate, and d f t )  f O .
Desired Value Setting of a Controller
Returning to the situation o f Fig. 2, the problem is 
the determination o f the response o f a portion o f the 
process,' when neither e(t) nor dp(t) has frequency 
spectrum adequate to supply the information.
I t  is convenient here to consider one o f the essential 
functions performed by the controller, which is 
represented schematically by Fig. 5.
The measured output o f the process is compared 
with a ‘ desired value 5 (also referred to as the ‘ set 
point ’). The difference between the measured value 
of the output and the desired value constitutes an 
error signal which, after suitable modification in the 
controller, is used to correct the supply to the process 
in such a way as to reduce the difference between the 
measured output o f the process and the desired output.
The desired value control is normally maintained 
steady. If , instead, small fluctuations about the 
steady position are caused to occur, much useful 
information can result. The magnitude o f the 
fluctuation can be restricted to keep the output o f the 
process within acceptable limits. The frequency spect­
rum, however, is under the control o f the experimenter.
From  a theoretical standpoint, such an operation 
is equivalent to an artificial increase in the disturbance 
dc(t) o f Fig. 2b. The essential difference is that the 
fluctuations o f the setting o f the desired value control 
( =  dr(t) say) are controllable and recordable, whereas 
the disturbances dc(t) previously considered are not.
When the desired value is subjected to fluctuations, 
the arrangement o f Fig. 2 is modified to that of Fig. 6. 
For this system
g(t)
/*OC
J 0 I
PidJi) f(.i fi) T  I P2s(h) dp it—tx) dti
as before, and, after correlation with a function Z (t)  
correlated with g(t), but uncorrelated with dp(t), this 
equation reduces to , .
4>zgG) =  |  Pni.il) 4>zf G — h) At I .(11)
Since e(t) is supposed unsuitable to provide the 
desired information, the role o f Z (t ) may be filled by 
dr(t), when (11) becomes
(T) —  I P l f j l) j ’ d r  f  (T— fi) 4fi. J o
•(12)
From  the frequency domain definition o f the problem  
P(jo) =  frequency response of the process
-jot ')  /  r  f + ° °  -jar ' j
j>drgO) e d r  I  /  J I <t>drfO)  e d r  I  (13)
By control o f the frequency spectrum o f dr{t), 
equation (13) may be made determinate for those 
values o f co fo r which a result is required.
The argument here formulated is in no way peculiar 
to a process subjected to single-loop control, but may 
be applied directly to multi-loop systems. The only
u p V  /
2
A  3
1
dc(t)
f (t)
B
dr CD
q (t)
Fig. 6—Fig. 2b modified for ‘ desired-value setting ’
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difference from  the present situation is that the 
function Z (t)  is replaced by dr(t) because ex{t) and 
e2(t) are o f unacceptable frequency content.
Assessment of Accuracy of Frequency Response
The application o f correlation techniques and 
random disturbances to the problems o f frequency- 
response measurement has not received unqualified 
support from  those interested in making such measure­
ments.1- 8 The criticism levelled against the method 
is on the grounds o f accuracy.
Bearing in mind that this method has been devel­
oped for use in situations which do not readily lend 
themselves to response determination by other 
methods, it is desirable that an assessment of probable 
accuracy o f the final result should be attempted. 
Such an assessment would serve to establish confi­
dence in the method, and in the results derived there­
from . I t  is unfortunate that, to date, no serious 
attempt seems to have been made to assess accuracy 
o f results determined by this method. Where results 
have been compared with those established by other 
measuring techniques, the agreement has left some­
thing to be desired.9 Possible reasons fo r inaccuracy 
are to be found in :
(i) Lack of validity of the assumption that certain dis­
turbances to which the system is subject are un­
correlated
(ii) The effects of non-linearity in the process—this is 
liable to introduce serious errors in the test results used 
for comparison, particularly if the test input required 
is so large as to violate quasi-linear approximations
(iii) The normal operating data itself—for a process under 
closed-loop control this data may well validate a 
quasi-linear approximation, but at the same time may 
be so small and of such unsuitable frequency composi­
tion as to make for doubtful accuracy over part of the 
response curve P(Joj)
(iv) The time duration of experimental records used—in 
practice, this may produce correlation records of very 
limited extent, instead of the infinite records required 
for the determination of the Fourier integrals of 
equation (10).
In  the example quoted elsewhere9 a single 
result (a step response) obtained from  operating 
records is compared with a similar result obtained by 
other methods (a measured step response). I f  the 
object o f the experiment in each case is taken to be a 
determination o f the frequency-response locus o f the 
process when operating under quasi-linear conditions, 
both results are liable to error for the reasons indi­
cated above. Such a comparison provides no useful 
data about the accuracy o f either method.
A n  alternative technique is to carry out a set of 
similar experiments using normal operating records. 
For this purpose, random fluctuations o f the desired 
value setting may be used as the record Z (t). The 
nature o f this record (e.g. frequency spectrum and 
time duration) may be varied from  one experiment 
to the next to ensure randomization o f the errors. 
W ork at present in hand is directed towards the 
collection and interpretation o f such data.
A P P E N D IX  I
In  the case of the single-loop controlled process in 
which (a) the dynamic response of the whole process is to
me ( t )
Process
Controller
9(0
Fig. 7—Single-lbop control subject to process disturbances
only
be determined, and (b) the controller may be assumed free 
of disturbances, Fig. 2 reduces to Fig. 7.
This case was studied by Westcott,7 who assumed 
records of f(t), g(t), and l(t) were collected. Making this 
assumption, two situations are possible :
(i) Given f(t)  and l(t), determine e(t) from the condition
......................................................................... .(1 4 )
and then use equation (6) after computing the correla­
tion functions <j>ef and <f>eg
(ii) Manipulate equation (6) as follows
1 [T<f>eg(r) =  lim e(t) g(t  +  r) dr
=  lim * f  I f { t )  — /( /) lg ( /  +  t) d/
T ^ o o n  J - T l  J
= /^g(T) fig (T) ..................................05)
4>ef  (r) =  lim ~  j* e (t)f(t +  r) dr
T^oo 11 J - T
lim k \ T  l / ( 0 - / ( 0 l / ( M  T)dT 
J —T  I  J
• (16)
T->o°
= ^ //W — ^//(r)
Therefore
4>/g(T) — <f>ig(r) =
J Pi3(h) j^//(r—h)—<£//(t— d/i ....(I7)
from equation (6 ) (compare equation (1 1 ) of ref. 7).
Method (i) has the advantage that only half the number 
of correlation functions need be computed if e(t) is made 
available before correlation is commenced.
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SUMMARY
A procedure is described for the design of wide-band bandpass 
amplifiers using either stagger-tuned stages or a chain of feedback 
pairs to realize Chebyshev or Butterworth response shapes.
A graphical test has been developed by which it is possible to verify, 
at the outset, that a given design specification is a realizable one. 
Certain fundamental limitations which are imposed upon the response 
shapes by the choice of these circuit configurations are revealed by this 
test. Thus it is shown that any response shape which may be realized 
by a chain of feedback pairs can also be realized with stagger-tuned 
stages, while the converse is not true.
An example demonstrating the application of the procedure to a 
design problem has been included to demonstrate that the procedure 
for a Chebyshev response is no more complicated than for a Butter- 
worth response, neither is any additional complication introduced by 
increasing the number of singularities in the desired response shape 
beyond the first pair, since each pair of singularities is separately 
realized.
LIST OF SYMBOLS
/  =  Frequency variable. 
fw ft  — Upper and lower 3 dB frequency limits of the specified 
passband.
B =  Specified bandwith = / „ — // .  
f m — Geometric mid-band frequency =  V (/« //) -  
/ j , / 2 =  Resonant frequency of a stagger-tuned pair ( / j  A  =  
/„ /z = /i) .
co, cou, ooi, com, w 1, co2  =  Angular frequencies corresponding to 
the above.
A =  jco.
z =  Bandpass frequency variable =  Alcom +  com/X. 
zx, z2 =  A/oq +  aq/A and X/co2 +  oj2/A respectively.
H = OillcOm + wjwj. 
gm — Mutual conductance of valve. 
g =  Conductance term of the load admittance of a feed­
back pair. 
gmin =  Minimum realizable value of g.
gf =  Feeback conductance of a feedback pair.
Si, Si — Conductance of the load admittance of the first and 
second stage of a stagger-tuned pair.
C =  Capacitance shunting load admittance. 
zp2, zpl, z * 2  =  Conjugate pairs of poles of the transfer 
function. 
xp =  Real part of zp.
yp =  Imaginary part of zp. -
G =  Complex voltage gain.
Gm =  Value of G at co =  com.
— g lj(olC  =  g2l<o2C  ■= damping factor of stagger-tuned 
pair.
dmin =  Minimum realizable value of dx. 
d =  B /fm =  overall damping factor. 
s =  Specified gain tolerance, dB.
zpi,
e =  0-115j.
cosh ( J- arc cosh 
\2n e)
Q =  Arc cosh 1 + ( - l ) ”+1c
Correspondence on M onographs is invited for consideration with a view to 
publication.
Mr. Woodrow is in the Electrical Engineering Department, Battersea College of 
Technology.
[
n =  Number of poles in gain function =  number of valve 
stages in the amplifier. 
r — Integers 1, 2, . . . etc.
(1) INTRODUCTION
Two amplifier circuit configurations that have been recom­
mended in the literature7 for use when wide-band bandpass 
properties are required are stagger-tuned amplifiers and chains 
of inverse-feedback pairs. The investigation from which this 
paper results attempted to unify and simplify the design pro­
cedures proposed7 for these circuits by developing simple 
graphical constructions to replace, as far as possible, procedures 
requiring algebraic manipulative ability and by devising a simple 
test which can be applied at the beginning of a design problem 
to verify that the specification may be realized with a given 
circuit.
I t  was not the primary object of this study to compare the 
relative merits of the two circuits for the experimental realization 
of a given specification, as this has been done elsewhere.7 
Therefore no experimental results are offered. However, it so 
happens that, in the development of the test mentioned above, 
certain fundamental limitations of the circuits are disclosed. 
There thus emerges a criterion by which the merits of different 
circuit configurations could be compared.
(2) THE DESIGN PROCEDURE
The designer of a wide-band bandpass amplifier normally seeks 
to realize a design specification which requires that the amplifier 
shall
(a) Amplify a given band of frequencies defined by / /  <  /  <  f u.
(b) Provide a certain specified passband gain with a permitted
tolerance of s dB.
When proceeding from such a specification to a physical 
realization, two distinct problems occur, which may be called 
the ‘approximation problem’ and the ‘realization problem’.
The solution of the approximation problem provides a suitable 
analytic approximation to the design specification, thereby 
defining the desired response shape. The approximation usually 
employed 1,2>3’4 is either a Chebyshev or a Butterworth 
(maximally flat) polynomial. By an artifice developed here, it 
can be shown that the latter is a limiting case of the former, so 
that one solution of the approximation problem can be made to 
serve both types of approximation in common use.
Initially, the realization problem requires the development of 
a simple test to establish that the response shape given by the 
solution of the approximation problem can be obtained with a 
1]
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certain circuit configuration; if  it cannot, alternative circuits 
must be considered; if  it can, the solution of the realization 
problem yields the required circuit.
The test of realizability has been reduced to a simple graphical 
construction defining the region(s) in a complex plane within 
which singularities of the desired response shape may be realized. 
A  comparison with the positions of the singularities of the desired 
response shape in the same plane immediately reveals any 
unrealizable desired responses. The essential simplicity of this 
test is the result of a careful choice of the basic amplifier circuit 
(see Figs. 1 and 3). In  each case this is chosen in such a way 
that it can be made to realize a complex conjugate pair of 
singularities. By cascading the appropriate number of basic 
units, the desired overall response shape is realized. In  this 
way, the design of an n-stage amplifier can be reduced to repeated 
applications of the design procedure of the basic circuit.
(3) THE INVERSE-FEEDBACK PAIR
(3.1) The Gain Expression
As a first example of the application of this general procedure, 
suppose the amplifier of Fig. 1 is chosen as the basic amplifier 
circuit.
(3.2) Regions of Realizable Singularities
It  is essential, for a successful solution of the realization 
problem, that g and gf be physically realizable conductances; 
i.e. they must be real, positive constants. This places certain 
restrictions on permitted values of zpX and zp2.
From eqn. (5) it follows that
A A A /
Fig. 1.—The inverse-feedback pair.
The voltage gain of this arrangement is given by 
Sm^ Sm Sf)
G =
(oJmC)7
+ 2z (i+Sf) +
\  a>mC J
g 2 +  2ggf  +  gf g„ (1)
ipjmC)2 
where to2 =  =  1/Z.C.
Factorizing the denominator of eqn. (1) gives 
SnkSm Sf)
G =
(comC)2
(.Z — zpl)(z  -  zp2.) (2)
Provided that gm>gf , the poles zpX and zp2 of the gain function 
G in eqn. (2) are complex conjugates. I f  gm <  gf, both zpX 
and zp2 are real and negative. This last situation is of little 
interest in the realization of Chebyshev approximations, and is 
not pursued.
Taking gm >  gf , so that
zpi = x p + jy p 1 <-
zP2 = xp~ JyP J
it follows from eqns. (1), (2) and (3) th a t '
comCxp =  -  (g + g f ) . . . .
and (o>mCyp)2 =  gf (gm -  gf ) . . . .
S f  =  % { s m  ±  V U m  ~  (2com C y p)2]} 
which shows that gf is real provided that
Sm  ^i Sm
(3)
(4)
(5)
2o)mC < y D<  + 2 comC
(6)
(7)
and that gf is positive for all values of yp for which it is real, 
whichever sign is associated with the square root.
From eqns. (4) and (6) it follows that
S =  -  %{lajmCxp + g m ±  y ' l s l  ~  (2ojmCyp)2) \  . (8)
which shows that g is real if  eqn. (7) is satisfied and is positive if 
2comCxp +  gm ±  V[Sm  -  (2ojmCyp)2] < 0  . (9)
In  the region where —gml2comC <  xp <  0, the quantity 
2a>mCxp +  gm is positive. In  this region eqn. (9) can only be 
satisfied if  the negative root sign is adopted, and then only if
V[Sm ~  (2comCyp)2] >  2tomCxp +  gn (10)
which is the interior of the semicircle with centre ( —gml2ajmC, 0) 
and radius gml2a)mC in Fig. 2.
jy
Fig. 2.—Regions of physically realizable singularities.
In  the region where — o o <  xp <  — gm(2(omC, the quantity 
2o)mCxp +  gm is negative, and eqn. (9) is satisfied in the whole 
of this region if  the negative root sign is adopted.
In  part of this region the choice of the positive root sign is 
also permitted, but the numerator of eqn. (2) suggests that the 
negative root sign is preferred where a choice is possible. Hence
and
Sf =  $ {s m - V [ s 2 i  ~  (2wwCyp)2]}  
S =  — (o>mCxp + g f )
. (ID
define positive real values of g and gf only if  the singularities 
xp ±  jyp lie within or on the boundary line A  shown in Fig. 2.
I f  a desired response shape requires the realization of a pair 
of singularities in any part of the z-plane outside this boundary,
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that response shape cannot be realized with a chain of inverse- 
feedback pairs.*
(3.3) The Constraint g >  gmin
In  practice, finite damping must be associated with the tuned 
load admittances caused by coil losses, valve damping, etc. 
This prevents the circuit designer from realizing values of g  less 
than some specified minimum value, gmin.
The effect of this practical limitation on the position of 
realizable singularities can be assessed by requiring that g in 
eqn. (8) shall satisfy the condition
8  ^  8m i n ..................................................(1 2 )
This constraint modifies eqn. (9) to
2wmCxp + g m +  2gmin ±  V  Um -  (2™mCyp)2] < 0  (13)
Curve B of Fig. 2 shows the reduction in the region of realizable 
singularities necessary to satisfy eqns. (12) and (13).
(4) THE STAGGER-TUNED AMPLIFIER
(4.1) The Gain Expression
As an alternative, the stagger-tuned pair of Fig. 3 may be 
chosen as the basic amplifier element.
Fig. 3.—The stagger-tuned pair.
The voltage gain of this circuit is given by
G =
<x>\co2C2
(£fe+z0 (£c+z2)
(14)
\ .c o ^ C  /  \co2C
where m \  =  1/L jC  and co% — 11L2C.
I f  col5 to2, g 1 and g2 are chosen to satisfy the conditions
COyO)2 =  COjCVu =  to2, . .
and g yfajyC =  g 2fo>2C  —  dy  ; . . .
then eqn. (14) can be manipulated to give
.2 .
G
( I sl\
(15)
(16)
(17)z l  +  dl[JLl z +  (d \ +  fx\ — 4) 
where /xr =  (Oylajm +  w jo jy  =  co2la)m +  wmloj2. From eqn. (17),
( I sl) 2
G = (z -  Z„l)(z -  znZ> (18)
The case o f unequal load damping conductances, gi and g2, in place o f the equal 
conductances, g, has not been considered. This case can be treated as above, when it 
is found that a reduction in the area o f physically realizable singularities results if  
8i¥=g2.
and provided that (d {jx{)2 <  4(d \ +  /rf — 4), the poles zpi and 
zp2 occur in complex conjugate pairs, as before.
For this circuit arrangement,
ZP\ZP2 =  Xp +  y2P =  d\  +  -  4 . . (19)
- i z pj +  zp2) =  -  2xp =  d y f i y ......................... (20)
Eqns. (19) and (20) for the stagger-tuned amplifier correspond 
to eqns. (4) and (5) for the inverse-feedback pair.
(4.2) Regions of Realizable Singularities
The constraints imposed upon the positions of realizable 
singularities must again be considered. Since col9 <o2, g i and 
g2 must be positive real constants, it follows that d{ is positive 
real, and jUq is real and within the range 2 <  /xj <  +  00. In  
practice, the constraint that g 1 shall be a real positive constant 
is not sufficiently strong, because load circuits of infinite Q-factor 
are unattainable. This is allowed for by imposing a more 
severe constraint on dy than above, namely that dx is real and 
within the range dmin <  dy <  +  00, where dmin is the minimum 
damping factor (= 1 /maximum Q-factor) attainable.
Eliminating dy  from eqns. (19) and (20) and solving the result­
ing quadratic for / x t gives
/*i = [ife+yj + 4) ± VKxp +yj + 4)2 - i6^ ]}J1/2(2i)
But (x2 +  y j  +  4)2 — I6x2 =  (x j +  y j — 4)2 + . 16y2, which is 
positive for all values of xp and yp. This shows that j i y  is real 
for all values of xp and yp.
To satisfy, the condition 2 <  /x t <  co requires that
0 <  (*J + yj — 4) ± A/[(*$ +yj~  4)2 + 16y2] (22)
Eqn. (22) can only be satisfied if  the positive root is adopted 
and is always satisfied when this root is taken. Hence
P1 =  [ i { ( * J  +  y j +  4) +  V  [(x j +  y j  +  4)2 -  16x2] } J /2 (23)
From eqns. (19) and (23), it follows that
d i =  [ i { ( ^ |  +  yj +  4) -  \ / [ { x 2 +  y2 +  4)2 -  16*2] } J /2 (24)
while from eqn. (20) it follows that only negative values of xp 
are realizable, since both f i y  and dy  are positive and real.
From eqn. (24) and the condition d min <  d y  <  co it follows 
finally that
Xl (25)1 r2 
d2 ■umin 4 — d2-^  u,min
which, for points in the left-half z-plane, defines a region bounded 
by a hyperbola such as is indicated in part by curve C of Fig. 2 .*
The regions in the z-plane within which complex conjugate 
pairs of singularities are permitted for both an amplifier of 
inverse-feedback pairs and a stagger-tuned amplifier having been 
determined, it is necessary to turn to the approximation problem 
and to determine the position of the singularities in the z-plane 
corresponding to desired response shapes.
(5) THE APPROXIMATION PROBLEM
(5.1) General Remarks
The response shapes usually required are the Chebyshev or 
equal ripple response, and the Butterworth or maximally flat 
response. However, by a suitable choice of parameters, the
* The possibility o f pairs o f real roots situated on the negative axis o f this region 
has not been investigated. It should not be assumed that arbitrary selections o f pairs 
o f negative real singularities in this region are admitted.
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latter can be treated as a limiting case of the former, so that one 
analysis can be applied to both. This will be done here.
Choosing 8, e and k in eqn. (26) to satisfy these conditions 
gives:
I f  n is odd,
(5.2) The Chebyshev Response
A  theorem due to Chebyshev,5 and a subsequent discussion 
of the theorem by Bernstein,6 shows that, if  a polynomial of where e =  i(10sd° — 1) — 0 -115s, if  s <
degree n in a real variable, x, satisfies the condition that 
— 1 <  f(x) <  +  1 for — 1 <  x <  + 1, then, for any value of x 
in the range |x[ >  1, there is a maximum value which f(x) 
cannot exceed, and this maximum value is achieved if  f(x) is 
a Chebyshev polynomial of the first kind and of order n. 
Chebyshev polynomials therefore exhibit just the property 
required of a bandpass amplifier, namely the maximum attainable 
rate of cut-off outside the passband, and a maximum range 
within the passband having a gain which does not differ from 
the mid-band gain by more than s dB, the gain tolerance. For 
this reason, the Chebyshev polynomial is considered the most 
suitable polynomial with which to approximate the design 
specification in situations in which the phase response is 
unimportant.
Since eqns. (11), (23) and (24) express the circuit parameters 
in terms of the positions of the singularities in the z-plane of 
the voltage transfer function, and since the constraints imposed 
upon the positions of these singularities are known, it is con­
venient to specify the desired response shape in terms of the 
positions of desired singularities in the plane of z.
Define co2^  =  coicou, 2ttB =  cou — a>/ and d =  Bffm.
When co — cot,
z =  x + j y  =  j(oJllojm — ojJ coi) =  -  jd
When co =  com,
z =  x  +  jy  =  0
When co — cou,
Z  =  X  + j y  =  j{coJcori 
Consider next the expression
OJ,Jcou) =  + j d
G
6 + eT2»(s')
- 1/2
(26)
and
\GlGm\ — [(1 +  e) +  eT2n(y //o /)] 172 
^ 5/10- ~
11 k =  cosh arc cosh ^
(27)
I f  n is even,
\GlGm\ =  [(1 -  e) +  eT2a(ylKd)]~ll2 
where e =  i ( l  — l O - *710)  ~  0-1155, if  s <  8-7
and 1 jk =  cosh arc cosh — )
(28)
From eqns. (27) and (28), it follows that the appropriate form 
of eqn. (26) for both odd and even values of n is
= {[1 + (-l)"+1e] + eT2„OM)} -1'2
€ ~  0-1155
I <?/G„
where
1/ u ( 1 , 8-686X11k — cosh ( — arc cosh )
' \2n  5 J
(29)
The singularities zp of the minimum phase gain function 
GlGm having a modulus \GlGm\ defined by eqn. (29) are given 
by the zeros in the left half z-plane of the function8
H(z) = 1 + (—l)"+1e + eT2n( ^  
which reduces to the condition
KjKdJ
L2n Cw)=cos2,,arccosCw)
where \Gm\ is the mid-band gain modulus,
T 2n(ylKd) — cos [2n arc cos (y/Kd)]
is the Chebyshev polynomial of the first kind and of order 2n 
and 8, e and k are constants to be specified.
These constants can be chosen to relate eqn. (26) to the design 
specification through the following conditions:
When co =  com and hence y =  0,
|(j| =  \Gm| by definition of |Gm|
When T2n(yjKd) =  +  1 and n is odd,
201og10 \GIGm\ =  — 5 
(see Section 10.1).
When T2n(ylKd) — — 1 and n is even,
20 log10 \GlGm\ =  +  5 
(see Section 10.1).
When co =  coi or cou and hence y  =  ±  d,
\ G I G m \ =  1/V2
from the specification of cou and cot as the upper and lower 3 dB 
frequencies.
where
From eqn. (30),
9 — arc cosh
1 + (—l)”+1e
1 + (-l)w+,e
=  — cosh 6 (30)
(31)
cos
or
2n arc cos
z_ =  jx d  cos
=  — cosh 9 =  cos [ j9  — (2r — l )7r]
(32)
where r =  1, 2, . . . n
Equating the real and imaginary parts of eqn. (32) yields
(2 r — 1)77
xp — — Kd sinh 9j2n sin 
yp =  Kd cosh 9j2n cos
2 n
(2 r — 1)77 
2 n
(33)
Eqns. (33) are the parametric equations of the ellipse 
x l y j+{Kd sinh 6j2n)2 {Kd cosh 9\2n) = 1 (34)
which shows that the required poles lie on an ellipse having a 
semi-major axis Kd cosh 9/2n ~  d along the imaginary axis and 
a semi-minor axis Kd sinh 9/2n ~  d-\/(1 — k2) along the real axis.
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jy
Kdcosh 5-
x„ =  — Kd sinh — sin 
p 2n
9 (2 r
Kd cosh — cos 
In
In  
- 1)77
In
which define the required poles.
It  only remains to superimpose curves B and C of Fig. 2 on 
Fig. 4, to test a particular specification for physical realizability.
(5.3) The Butterworth Response
The Chebyshev response having been defined in terms of a 
3dB bandwidth specification, the Butterworth (maximally flat) 
response follows by making the passband gain tolerance, s, tend 
to zero.
As s tends to zero, k cosh 9j2n ->  k sinh 6/2n ^  1 so that a 
Butterworth response requires poles zp defined by
xp — — d sin 
yp =  d cos
(2 r — 1)77 
2 n
(2 r — l)7r 
2 n
(35)
which is the parametric equation of a circle centred on the origin 
and of radius d.
(6) CHOOSING THE VALUE OF n
The only requirement in the original specification yet to be 
considered is the specified mid-band gain. I t  is to realize this 
that the value of n must be chosen.
Consider first the case of an n-stage amplifier consisting of 
either nj2 inverse-feedback pairs if  n is even, or (n — l)/2  feed­
back pairs together with a single stage without feedback if  n 
is odd. It  follows from eqn. (2) and the equation
Sn
G = 2 + 8ilu>mC 
for the gain of a single stage, that 
/Geometric mean g ^ \n
|G| = (x)mC J 
X (y2n +  a2n_2y2n~2 + . a2y2 +  a0) 1/2 (36) 
. a2, a0 are constants,for such amplifiers. In  eqn. (36) a2n_ 2, 
and
nl 2
(Geometric mean g,'n)n =  g?J2 I I  (gm — gft 2r) if  n is even,
Fig. 4.—Locating the singularities of a desired response shape.
Assuming for the moment that a value of n has been established, 
the required pole positions may be rapidly plotted (see Fig. 4) 
as follows:
(a) Draw circles of radii d and d \/ (  1 — k2) for the given 
specification, with centres at x — y =  0.
(b) Draw, in the second quadrant of the z-plane, radial lines 
making angles (2r — Y)Trl2n with the -\-jy axis.
(c) Read off the x-co-ordinate of the points of intersection of 
the smaller circle and each radial line, and the jy-co-ordinate 
of the points of intersection of the larger circle and each radial 
line. These co-ordinates are
6  . ( 2 r -  1)77
r= 1
(h - 1)/2 
=  g (n+l)!2 n  (g„ 
r — i
-gf, 2 r) if n is odd,
where g£ 2r is the feedback conductance of the rth pair in the 
chain.
The gain of an «-stage stagger-tuned amplifier may be 
developed from eqn. (17), and is of the form
|G[ = [gmla)mC]n[y2n + «2«-2T2"-2
+  . . . +  a2y2 +  a0]~lI2 (37)
The desired response shape is found from eqn. (29) by expressing 
T2n(ylKd) in polynomial form (Section 10.2), when the desired 
|G| becomes
|G [  =  \Gm \e-1l22 - (-2n~ 1d2(Kd)n
x (y2n +  a2n_ 2yZn- 2 +  ... +  a2y2 +  a0)_I/2 (38)
Locating the singularities of the gain functions, eqns. (36) and 
(37), in the same positions as those of the desired response shape 
eqn. (38) ensures the identity of the polynomials in these three 
expressions. Hence
1Cml=e,22(M ,2(_^_y-. . . (39)
for an n-stage stagger-tuned amplifier with a Chebyshev response, 
and
|GJ  =  . (40)
for an n-stage amplifier of feedback pairs with a Chebyshev 
response.
I t  can be shown (Section 10.3) that
(Geometric mean g ^ f  =
w/2or(n— 1
gs, n 4 t 7 C B \ 2 ,  ( 2 r  -  1)77/ 4 7 i ) V  
V  g m  )
COS^
2 n (41)
-o/2i r
!i 2\1 +  
when eqn. (40) becomes
I/- I = Al22(2n-W(_£™_-Y 
\Gm\ e \ 2 t t k B C J
n /2 o r (« — 1)/2 f  M ttCBx2 2 (2r -  1 ) 7 t T U2\  „
x ", fi1 + L1 - h r )  cos }(42)
Expressions for the mid-band gain of a Butterworth approxi­
mation follow from eqns. (39) and (42) by setting the gain 
tolerance, s, to zero. This gives
iG»i = G - M (43)
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for an «-stage stagger-tuned amplifier with a Butterworth 
response, and
\G„ =  ( - Z e - Y
\ 2 ttB C J
nil or (n— 1 ) /2  
X  ^ 1 +a-
l - /4 ttC B \2 , (2r -  1)77( --------- } cos2 --------------
\ g m J 2 n
1/2)
(44)
for an n-stage amplifier of feedback pairs with a Butterworth 
response.
Eqns. (39), (42), (43) and (44) contain n as the only unknown 
parameter on the right-hand side. The smallest integral value 
of n which makes \Gm\ >  (specified mid-band gain) defines the 
appropriate number of stages.
The value of n required by eqn. (43) for a given mid-band gain 
modulus is easily deduced, and suggests values of n to explore 
when seeking a solution of any of eqns. (39), (42) and (44).
(7) A  D E S IG N  E X A M P L E
(7.1) The Design Specification
The above procedures will now be applied to a particular 
design problem to illustrate the simplicity of the method.
It  is required to design an amplifier with a passband gain of 
at least 66 dB and a passband defined by the 3 dB frequencies 
/ /  and f u, where/ /  =  7-5 Mc/s and f u — 20Mc/s. I t  is further 
required that the passband gain shall not vary by more than 
i  dB over as great a part of the passband as possible.
Initial experiments suggest that, for the available components,
gm =  7-6m A/volt C =  17pF 
gmin =  1 0 -5 mho
for the inverse feedback case, and dmin =  8 x  10~3 for the 
stagger-tuned amplifier.
(7.2) Choosing n
The first step in the design is to decide upon a suitable number 
of stages. Eqn. (43) suggests trying
*  =  20 log10 IC J /2 0  log10 = ~  -  4
With a gain tolerance s' =  £ dB specified, a Chebyshev approxi­
mation. can be used.
Since e — 0-115.y ~  0-029
B =  20 x  106 -  7-5 x  106 =  12-5 x  106c/s
tom — 2tt X 106-\/(20 X 7-5) — 2tt X 12-25 X 106rad/s
686^ _  cosk 2^ - 12/n)
C =  17 X 1 0 -12F  
gm =  7-6 x  1(K3 mho
it follows from eqns. (39) and (42) that, for a Chebyshev 
approximation, using stagger-tuned amplifier stages [eqn. (39)],
|(7m[ ~  70 dB for n =  4 
\Gm| ~  47dB for n — 3 
and using a chain of feedback pairs [eqn. (42)]
\Gm\ ~  70dB for n =  4 
\Gm\ ~  47dB for « =  3
Hence, whichever circuit configuration is used, four stages are 
required to achieve the desired mid-band gain.
1 [k =  cosh arc cosh
\2n s
(7.3) The Desired Response
With n =  4, the pole positions of the desired response shape 
may be determined by the method already described (see Fig. 4). 
The radii appropriate to this problem are d =  Bffm =  12-5/12-25 
=  1- 02, and dy/(\ -  k2) =  1 -02V[1 -  (1/cosh 0-53)2] = 0 -5 ,  
while the radial lines make angles 77-/8 and 3tt/8 with the + jy  axis.
Carrying out this construction and reading off the appropriate 
co-ordinates gives
_
z p U  p \  
z p l>  ZP 2  =
-  0-188 ± ;0 -9 5 0
-  0-455 + y‘0 •395
(45)
(46)
Plotting the boundaries of the regions of realizable singu­
larities in Fig. 4 immediately shows that the specification can be 
realized with both stagger-tuned and feedback amplifier circuits.
(7.4) The Stagger-Tuned Realization
The first pair are designed to realize zpl and zpl, and the 
second pair subsequently designed to realize zp2 and zp2.
Substituting xp =  — 0-188, yp — ±  0-950 in eqn. (23) yields 
the appropriate value of f ix for the first pair. Thus
Pi =  ^ {o-1882 +  0-952 +  4
+  -\/[(0-1882 +  0-952 +  4)2 -  16 x 0-1882]}j 
2 - 23 Wifcom wmJcoj
1/2
Therefore (aq/co^)2 — 2-23 (cojco^) +  1 = 0 (47)
and co\ =  1 • 62tom or 0 • 62com and hencef co2 =  co}nla>l — 0 • 62com 
or 1 • 62com.
We next determine d{. From eqn. (20), dx =  — 2xplfj,{ =  
0 • 376/2 - 23 =  0 • 168. Hence the load circuit of one stage of the 
first pair is tuned to 0• 62tom (= 7 -6 M c /s ), and has Q =  \ jd { =  
5-9, while the other stage is tuned to l-62cow (= 19-75  Mc/s) 
and has the same Q-factor.
The calculations of this Section can now be repeated for the 
next pair of singularities, eqn. (46), giving oq =  0-635com, 
co2 =  1 -575com and dx =  0 -41 as the appropriate values for the 
second pair of stages of the 4-stage amplifier. One stage of the 
second pair is thus tuned to 7 -7 Mc/s and has a Q-factor of 
2-45, while the second stage is tuned to 19-5 Mc/s, also with a 
Q-factor of 2-45.
Although it is convenient in the design process to consider 
the stages in pairs in this way, thereby realizing each pair of 
complex conjugate singularities by a separate circuit, the stages, 
once designed, may be cascaded in any order.
(7.5) Realization with Inverse-Feedback Pairs
Eqns. (11) are appropriate for the solution of the realization 
problem with this circuit configuration. Substituting xp =  
— 0-188, yp =  +  0-95 in eqn. (11) yields
gf =  ^ {7-6 X 1 0 -3 -  -\/ [(7 • 6)2 X 1 0 -6 -  (4tr X 12-25
x 106 X 17 X 1 0 -12 x 0-950)2]}
=  0-22 x 10-3  mho 
and
g =  27r x 12-25 x 106 x 17 x 10~12 x 0-188 -  0-22 X 10“ 3
=  0-024 x 10-3  mho
Hence both load circuits of the first feedback pair have a 
Q-factor (=comCjg) of 53, and are tuned to 12-25Mc/s. The 
feedback resistance (= 1 /^ /) is 4-5 kilohms.
t  I t  is a general property of eqn. (47), that the product o f the roots o f this quadratic 
is linity, so that the two values o f coi have a>m as their geometric mean. Thus either 
root may be selected as the appropriate wi, when the other root automatically becomes 
the corresponding a>z.
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Repeating this procedure for the pair of singularities zp2, zp2 
of eqn. (46) gives g f =  0-035 X 10~3 mho and g — 0-556 x 
10 ~3 mho. The second pair of the 4-stage feedback chain require 
identical load circuits, also tuned to 12 • 25 Mc/s, having Q-factors 
of 2-3. The required feedback resistance for this pair ( —1 /gy-) 
is 28-6 kilohms. Connecting these two feedback pairs in 
cascade provides the desired overall response.
(8) CONCLUSIONS 
The above examples demonstrate the simplicity of this design 
procedure. This simplicity results from designing stages in pairs, 
each pair realizing a pair of conjugate singularities. In  this way 
the complete network is broken down into a number of basic 
elements from which the whole circuit is developed. These 
basic elements, though designed separately, have only to be 
connected in cascade to produce the required overall response.
No matter how large the value of n required to satisfy a given 
design specification, no extra complication is introduced, because 
the basic element remains unchanged throughout. I t  is this 
fact which makes this method of design particularly useful when 
n is large.
Determination of the regions of the z-plane within which 
conjugate singularities are realizable enables the designer to test 
the realizability of any Chebyshev or Butterworth response which 
he may require.
The specification of regions of realizable singularities also 
serves to compare different circuit configurations. The circuit 
configuration which permits the greatest freedom of choice of 
positions of singularities is to be preferred. Fig. 2 clearly shows 
that any response shape which can be realized by the use of 
cascaded feedback pairs can also be realized by the use of 
stagger-tuned stages, while the converse is not true.
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(10) APPENDICES
(10.1) The Chebyshev Polynomial
The Chebyshev polynomial Tn(x) of the first kind and of order 
n is defined by
Tn(x) =  cos (n arc cos x) . . . .  (48)
It follows that
Tn( —x) =  cos mr cos (n arc cos x)
— ( ~  l)”Tn(x)
Hence Tn(x) is an odd function of x  if  n is odd, and is an even 
function of x  if  n is even.
Since the desired amplitude response function is an even 
function, only even-order Chebyshev polynomials are of interest 
here, and hence it is only necessary to study
T2n(x) =  cos (In  arc cos x) . . .  . (49)
where n is a positive integer. From eqn. (49),
— T2n(x) =  2n sin (In  arc cos x ) j \ / ( l  — x2) =  0
if  x =  cos nr]2n, r  — 1,2,... (2n —  1) . (50)
Hence, T 2n(x) has 2n — 1 stationary values in the range Jx| <  1.
Substituting eqn. (50) into eqn. (49) shows that
T 2n(x) =  cos \2n arc cos (cos ruferi)] =  cos rir 
=  +  1 at the stationary points.
Again, from eqn. (49) T2n(x) =  0 when 2n arc cos x =
(2r — 1)77/2, i.e. when
x =  cos (2 - ~^ - )7r; r =  1, 2, . . . (2n -  1) . . (51)
An
Finally, from eqn. (49),
T 2n(0) =  cos [2n arc cos (0)]
=  cos 2n (2r — l)7r/2
=■ — 1 for n odd, and +1 for n even . . . (52)
Using the results of eqns. (50)-(52), the shape of the functions 
T2n(x) may be sketched by the method illustrated in Fig. 5 for 
n =  3 and n — 4 respectively.
+i
-1
( a)
-1
Fig. 5.—Chebyshev responses T2n(x).
(а) n odd (= 3 ).
(б) n even (= 4 ).
8 WOODROW: LIMITATIONS ON
(10.2) The Expansion of Chebyshev Polynomials
From the trigonometric identity
cos 2nd> =  2 cos (2n — 2 )0  cos 2 0  — cos (2n — 4 )0  
by setting O =  arc cos x it follows that
T 2n(x) — 2T2(x)T2n_ 2(x) — T 2n_ 4(x) . . (53)
From eqn. (49),
T 2(x) =  cos (2 arc cos x) =  cos2 (arc cos x) — sin2 (arc cos x)
=  x2 — (1 — x2)
=  2x2 -  1 .............................. . . . . . . . (54)
and
To(*) =  cos (0 arc cos x) =  1 .   (55)
From eqns. (53) and (54),
T 2n(*) =  2(2x2 -  l)T 2n_ 2W  — T 2n_ 4(x) . . (56)
Putting « =  2 in eqn. (56)
T 4(x) =  2(2x2 -  1)T2(x) -  T 0(x)
=  2(2x2 — l ) 2 — 1
=  23x4 -  8x2 +  1  (57)
Putting 77 =  3, 4, . . .  in succession in eqn. (56) gives the higher-
order Chebyshev polynomial expansions of T2n(x).
The following observations follow from inspection of eqn. (56) 
(or may be proved by mathematical induction if  required):
(a) T 2n(x) is an even polynomial of order 2n in x.
(b) The coefficient of x2n in T2n(x) is 2(2/!“ b.
REALIZABLE RESPONSE SHAPES
Thus,
T2n(x) =  2(2n~ 1}x2n +  a2„_2x2”-2  +  . . . +  a2x2 +  <x0 (58)
The coefficients a2(„_r) for r =  1, 2, . . . n may be determined, if 
required, through the recurrence relation (56).
Eqn. (38) follows immediately from eqns. (29) and (58).
(10.3) The Value of [Geometric Mean gfn]n 
From the definition,
[Geometric mean g^]n
From eqn. (11),
n/2
- gni2 IT (gm -  gf, 2r )  i f  n  is  e v e n
r ~ \
(n-D/2
g [m+1)l2 n (gm- g f , 2r) if  n is odd
r — 1
(59)
=ft4{1-[1- ( ^ ) wcosh2
e 2 ( 2 r - l ) 7 r l
277 C°S 2t7 J 1/21
from eqn. (33).
But k  cosh 6/2n ~  1 and hence
g f ,2 r
since d — Blfm.
1 - /4 ttB C \2 2 (2t* — 1)77"!fi2]
\  gm J
cos 2t7 J (60)
Eqn. (41) follows immediately from eqns. (59) and (60).
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