Let G be an abelian group. A collection of (G, k, λ) disjoint difference families, {F 0 , F 1 , · · · , F s−1 }, is a complete set of disjoint difference families if ∪ 0≤i≤s−1 ∪ B∈F i B form a partition of G − {0}. In this paper, several construction methods are provided for complete sets of disjoint difference families. Applications to one-factorizations of complete graphs and to cyclically resolvable cyclic Steiner triple systems are also described.
Introduction
Let G be an abelian group of order v, k an integer satisfying 2 ≤ k < v, and λ a positive integer. A (G, k, λ) difference family, denoted by (G, k, λ)-DF, is a collection F = {B i : i ∈ I} of k-subsets of G, called base blocks, such that any nonzero element of G can be represented in precisely λ ways as a difference of two elements lying in some base blocks of F. The number of base blocks of a (G, k, λ)-DF is obviously λ(|G| − 1)/(k(k − 1)), and hence a necessary condition for the existence of a (G, k, λ)-DF is that λ(|G| − Complete sets of disjoint difference families are of interest in their own right, as well as having applications in the construction of other types of combinatorial structures. Starters in an abelian group G are in fact (G, 2, 1)-CDDFs, which have been used to construct Room squares, round robin tournaments, 1-rotational one-factorizations of complete graphs, etc., see for example, [7] . (G, k, k − 1)-CDDFs are just (G, k, k − 1)-DDFs, which have been used to construct resolvable balanced incomplete block designs, see for example, [9] . Complete sets of disjoint difference families also have new applications which will be described later.
In this paper, we present several constructions for complete sets of disjoint difference families, mainly with λ = k − 1. Composition theorems are used to produce new complete sets of disjoint difference families from two collections of "small" ones by means of difference matrices. A computer is used to construct two individual examples of (Z 6t+1 , 3, 1)-CDDFs, where t = 4 and 9. Some complete sets of disjoint difference families over finite fields and finite rings are constructed directly by exploiting some properties of finite fields and finite rings. Two applications of complete sets of disjoint difference families are also mentioned: a (G, 2, 1)-CDDF is used to construct a onefactorization of the complete graph based on Z 2 ⊕ G which is invariant under the automorphism group Z 2 ⊕ G, while a (G, 3, 1)-CDDF is used to construct a cyclically resolvable cyclic Steiner triple system of order 3|G|.
Composition theorems
Before describing any method of construction, we first make a simple observation on complete sets of disjoint difference families. Let G be an abelian group. If there is a (G, k, λ)-CDDF, where λ is a factor of k −1, then by combining its n (1 ≤ n ≤ s) component (G, k, λ)-DDFs into one (G, k, nλ)-DDF, we can get a (G, k, nλ)-CDDF, provided that nλ is still a factor of k − 1.
Jungnickel [13] , Jimbo [12] , and Kageyama and Miao [14] presented several composition theorems for difference families with or without other properties. The following are their variations for complete sets of disjoint difference families. Here a (G, k, λ) difference matrix, denoted by (G, k, λ)-DM, is a k × λ|G| matrix (m ij ) with entries from an abelian group G such that the list of differences (m is − m js : 0 ≤ s ≤ λ|G| − 1) contains each element of G precisely λ times, where i = j and 0 ≤ i, j ≤ k − 1. Difference matrices have been studied widely, see for example, [5] . The following simple assertion can be found in [6] .
Difference matrices are useful in the construction of complete sets of disjoint difference families. 
Proof: First of all, we note that the property of the difference matrix is conserved even if we add an element to any columns or any rows. Thus, without loss of generality, we may assume that in a difference matrix, the elements in the first row and in the first column are all 0's.
and let F l the union of F l and E l . Kageyama and Miao [14] proved that F l is a (G 1 ⊕ G 2 , k, λ)-DDF. So we only need to prove that all the base blocks of 
The construction method of Theorem 2.2 does not contain the construction of complete sets of cyclic disjoint difference families (i.e., the abelian group G is cyclic). However, the structures of groups are important to our later applications. So we also need the following construction.
This theorem can be proved in a similar way to that of Theorem 2.2, while the construction of corresponding (G, k, λ)-DDF can be found in Theorem 6.2 of [14] .
We also note that Theorem 2.3 can be extended to the case of a nonabelian group. Of course, the notions of a complete set of disjoint difference families and a difference matrix should be extended simultaneously to the case of a non-abelian group. We will not go further here.
Direct constructions
In order for the composition theorems described in Section 2 to work, we need several complete sets of "small" disjoint difference families to start with. We will describe direct constructions for such kind of difference families in this section, most of which are based on finite fields.
We first consider those cases where no prime finite field can exist. In such cases, the commonly used technique is to use a computer to search their solutions. We succeeded in finding the smallest two cases for k = 3, i.e, a (Z 25 , 3, 1)-CDDF and a (Z 55 , 3, 1)-CDDF. Note that although a finite field of order 25 exists, and 25 ≡ 1 (mod 6), a prime finite field of order 25 does not exist. We have used the terminology "list" in the definition of a difference matrix. By a list we mean a collection of elements in which each element occurs nonnegative times. Note that "list" is also called "multiset" sometimes. We use the notation (x 1 , · · · , x ). The order is not taken into account in our lists. If X i , i = 1, 2, · · · , t, are lists, then the notation t i=1 X i is used to denote the concatenation of the lists. In some case it can be determined whether or not an arbitrary collection of blocks F will be a difference family, by the following procedure. Let B be a subset of an abelian group G. Then define the list of difference from B to be the list
Note that we here only consider those difference families without short blocks.
We first consider the constructions of complete sets of disjoint difference families in G(q), the additive group of GF (q). For convenience, we select and fix, for each prime power q, a primitive element ω of GF (q). When is an e-th power if and only if (q − 1)/2 ≡ 0 (mod e).
It will be convenient to introduce a multiplication of lists as follows:
where i = j, and for all , 0 ≤ ≤ s − 1, and also 
We note that Lemma 3.2 can also be deduced from Theorem 2.3 and Lemma 2.1.
The next assertion can be checked easily, so we omit its proof.
It can also be easily seen that the necessary condition for the existence of such a (G(q), 3, 1)-CDDF is q = 6t + 1 for some t ∈ N .
By applying Theorem 2.3 with Lemma 3.2 and Theorem 3.3, we get the following result. Now we use a result of Buratti [2] to establish a necessary and sufficient condition for the existence of a special (G(q), 5, 1)-CDDF. Next we consider the sufficiency. Assume that the condition, which is described in Lemma 3.5, holds. Then there is an integer 0 ≤ f ≤ e such that + 1 is a 2 f -th power but not a 2 f +1 -th power in GF (q). Consider the following four subsets:
Buratti [2] proved that the family F 0 = {xH 4t : x ∈ X 0 } is a (G(q), 5, 1)-DF. Evidently, the base blocks of F 0 are mutually disjoint. Similarly we can prove that
Buratti [2] verified that the primes q = 20t + 1 < 10 We continue to investigate the case for odd block size greater than 5. Proof:
Wilson [20] [3] gave necessary and sufficient conditions for the validity of the hypothesis of Theorem 3.7 for k = 7 and also gave a sufficient condition for k > 7. The interested reader is referred to [3] for details.
The above constructions are only applicable to the case when the block size is odd. What can we say about the case when the block size is even? Obviously we can not use the same idea to produce complete sets of disjoint difference families with even block size and λ = 1 in finite fields. Here we present a direct construction for complete sets of disjoint difference families which is applicable irrespective of the parity of the block size. This method of construction is rather different from those described above.
Let
We define the following k − 1 families of blocks of size k:
In order for
, satisfying the following conditions, then there exists a (G(q), k, 1)-CDDF.
);
).
Condition (C 1 ) is required for the differences arising from the blocks in F j , 0 ≤ j ≤ k−2, so that every nonzero element of GF (q) can occur precisely once, while Condition (C 2 ) is required for the blocks of 0≤j≤k−2 F j to be a partition of GF (q) − {0}. Immediately we can know that t must be odd.
, contradicting (C 1 ). We focus our attention on the case when k = 4. ) satisfies our Conditions (C 1 ) and (C 2 ).
By using Weil's theorem on character sums, and by the aid of a computer, Lam and Miao [15] found such an element x of GF (p) satisfying one of the above systems for every prime p = 12t + 1, t odd, except for p = 13, 61, 109, 181 and 397. For the remaining five cases, we ran a computer , b 1 , b 2 , b 3 ) which satisfy our Conditions (C 1 ) and (C 2 ). We found solutions for all these remaining cases except for p = 13. We list p, ω and ( Table 1 , where ω is the primitive element of GF (p) we used in our computation.
We did not find any suitable (b 0 , b 1 , b 2 , b 3 ) for p = 13 by exhaustive search. In fact, the following 4-subsets are all the possible difference families with k = 4 and λ = 1 over G (13) . It can be easily checked that no three of them can be mutually disjoint. So we can assert that there is no (G(13), 4, 1)-CDDF. Furthermore, since there is no other group of order 13, we can even say that there is no complete set of disjoint difference families of block size k = 4 and index λ = 1 over any group of order 13.
Summarizing the above, we can get the following result.
Theorem 3.9 There exists a (G(p), 4, 1)-CDDF whenever p = 12t + 1 is a prime number and t is odd, except for p = 13.
We do not know, by now, whether there is a similar result for every even block size k ≥ 6. Weil's theorem could provide a bound p 0 (k) for each even block size k ≥ 6 such that for any prime p = k(k − 1)t + 1, where t is odd and p ≥ p 0 (k), there exists a (G(q), k, 1)-CDDF. A computer could also be used to find a proper element x ∈ GF (q) for each small prime p = k(k − 1)t + 1, t odd, to guarantee the existence of a (G(q), k, 1)-CDDF for even k ≥ 6. But it seems impractical for us at this moment to ask a computer to find such an element x ∈ GF (q) for all prime p < p 0 (k) with p = k(k − 1)t + 1 and t is odd for any even block size k ≥ 6. A new method is desired for a complete solution to this problem.
Sometimes, the properties of finite rings can also be used to produce various combinatorial structures. For example, complete sets of disjoint difference families can also be constructed directly from finite rings. Let R be a commutative ring of odd order admitting a unit of order k, where k is an odd integer, such that { − 1, · · · , It is easy to see that ∼ is an equivalence relation whose equivalence class is the set r = {r, r , · · · , r
−1} is a set of units, each of these sets has actually size k. Hence a system of distinct representatives for the equivalence classes of ∼ has cardinality (|R| − 1)/k. Let X be such a system. If there exists a set X 0 such that X = ±X 0 , then
where G is the additive group of R. This can be checked as follows. The differences arising from , , is ± · ( − 1, · · · , − 1 is a unit, and then x 0 = 0, which is impossible. So we must have that k − 2s ≡ 0 (mod k), i.e. 2s ≡ 0 (mod k). Since k is odd, s ≡ 0 (mod k), and thus s = 0. This means −x 0 = x 0 , which is impossible too since |R| is odd.
Therefore we can separate X into two sets X 0 and −X 0 so that x ∈ X 0 if and only if −x ∈ (−X 0 ). Here we note that the additive group G of the ring R contains no nonzero element which is its own additive inverse.
As a summary, we have the following result. . Buratti [4] described a unit of order k in R such that { − 1,
− 1} is a set of units of R. Then the assertion follows from Theorem 3.11.
Corollary 3.13 Let v and k be odd integers and v
= i∈I p n i i the prime power factorization of v such that p n i i ≡ 1 (mod k) for each i ∈ I. Then there exists a (G(v), k, (k − 1)/2)-CDDF,
where G(v) is the additive group of the Galois ring GR(v) of order v.
− 1} is a set of units of GR (v) . Then the assertion follows from Theorem 3.11.
One-factorizations of complete graphs
In the remainder of this paper, we mention two applications of complete sets of disjoint difference families. First, we describe an application to the construction of a special kind of one-factorizations of complete graphs. Recall that a complete graph K n is a graph on n vertices such that every pair of vertices are adjacent, that is, every pair of vertices is connected by an edge. A one-factor in a complete graph K n is a set of edges in which every vertex appears precisely once. In other words, it is a regular spanning subgraph of degree 1. A one-factorization of K n is a way of partitioning the edge set of K n into one-factors.
Let G be an abelian group of order 2m + 1, and S be a (G, 2, 1)-CDDF. Then S is in fact a family of unordered pairs {{x i , y i } : 1 ≤ i ≤ m} which satisfies the following two properties:
Historically, such family of unordered pairs is called a starter in G, which was introduced by Stanton and Mullin [18] for the direct construction of Room squares. Later on, starters were also proved to be useful in the construction of one-factorizations of complete graphs, as the following shows. This construction can be found, for example, in [19] . Here we describe another construction of a one-factorization of K 2(2m+1) , which is also generated by a starter.
Let S be a starter in an abelian group G of order 2m + 1. Then |S| = m. Let the complete graph K 2(2m+1) be based on Z 2 ⊕ G. Then it can be checked that the edge set developed modulo (
{x i , y i } ∈ S} is a one-factor. Develop it modulo (Z 2 , −) we get 2 one-factors F II (S, i) + (z, −), where z ∈ Z 2 . Altogether we get 4m + 1 one-factors, which form a one-factorization of the K 2(2m+1) based on Z 2 ⊕ G. Obviously this one-factorization is invariant under the action of Z 2 ⊕ G, with one factor orbit of length 2m + 1, and m factor orbits of length 2.
Theorem 4.2 If there is a starter in an abelian group G of order 2m + 1, then there is a one-factorization of the
Note that Theorem 4.2 was first proved for the case when G is a cyclic group of order 2m + 1, that is, G = Z 2m+1 , by Hartman and Rosa [11] .
We investigate further properties on the intersections of such kind of onefactorizations.
Without loss of generality, we may assume that 
Then, by the definition of orthogonal starters, we can get the following result on the intersection problem of such two one-factorizations.
The interested reader is referred to [16] for a detailed discussion on the intersection problem of two one-factorizations. (V, B) , the set V of elements can be identified with Z v . In this case, the BIBD has an automorphism σ : i −→ i + 1 (mod v). If a block orbit is of length v, then this block orbit is said to be full, otherwise short. The block orbit which contains the following block is called a regular short block orbit
Cyclically resolvable cyclic Steiner systems
A resolution of a BIBD (V, B) is a partition of B into resolution classes each of which is a partition of V. If such a resolution exists, then (V, B) is said to be resolvable.
Let G and R be an automorphism group and a resolution of a BIBD (V, B) , respectively. If R is fixed by G, i.e. if R g i ∈ R for all (g, R i ) ∈ G × R, we say that R is G-invariant. In this case, we also say that (V, B) is Ginvariantly resolvable.
Trivially, "{1 v }-invariantly resolvable" simply means "resolvable", while a Z v -invariantly resolvable cyclic (v, k, λ)-BIBD is commonly called cyclically resolvable cyclic (v, k, λ)-BIBD, and denoted by (v, k, λ 
)-CRCB.
It is clear now that the one-factorization of K 2(2m+1) we constructed in Section 4 is in fact a Z 2 ⊕ G-invariantly resolvable (2(2m + 1), 2, 1)-BIBD. In this section, we will consider a special case of such BIBDs with k = 3 and λ = 1, while G is a cyclic group, i.e. cyclically resolvable cyclic Steiner triple systems. Of course, we can adapt it for non-cyclic cases.
Cyclically resolvable cyclic Steiner 2-systems and related structures have been investigated by several authors, see for example, [10, 14, 15, 17] . Mishima and Jimbo [17] classified cyclically resolvable cyclic Steiner 2-systems into three types (T1), (T2) and (T3), according to their relation with cyclic quasiframes, cyclic semiframes, or cyclically resolvable cyclic group divisible designs. In particular, in type (T2), each block in the regular short block orbit is in a distinct resolution class. The reader is referred to [17] for their formal definitions.
Before we describe our method of construction, we need some necessary condition on the number of elements in a cyclically resolvable cyclic Steiner triple system of type (T2). An obvious necessary condition for the existence of a resolvable cyclic Steiner triple system with number of elements v is v ≡ 3 (mod 6). In the case of a cyclically resolvable cyclic Steiner triple system of type (T2), a stronger condition is needed. So we can assume that u = 6t + 1 for some integer t ∈ N ∪ {0}. Since gcd(3, u) = 1, we know that Z 3u Z 3 ⊕ Z u . In this section, instead of using Z 3u as the set of elements and σ : i −→ i + 1 (mod 3u) as the automorphism, we will use Z 3 ⊕ Z u as the set of elements and σ : (i, j) −→ (i, j) + (1, 1) (mod (3, u) ) as the automorphism. With this representation, it is easier to see the structure of the CRCB. Now we provide our direct construction for (3u, 3, 1)-CRCB of type (T2) based on the set of elements V = Z 3 ⊕ Z u , where u = 6t + 1 for some t ∈ N ∪ {0}. The conditions are described in the following.
Condition (C1) is required for the pure differences arising from the blocks in B, Condition (C2) is required for the mixed differences arising from the blocks in B, and Condition (C3) is required for the resolution class which As an immediate consequence, we have the following result. 
