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In this article, we obtain a product rule and a chain rule for mean square derivatives. An
application of the chain rule to the mean square solution of random differential equations
is shown. However, to achieve such mean square differentiation rules, fourth order
propertieswere needed and, therefore,we first studied amean fourth order differential and
integral calculus. Results are applied to solve random linear variable coefficient differential
problems.
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1. Introduction
The combination of complexity, uncertainty and ignorance that are present in real problems, not only due to natural
phenomena, but also due to human behaviour, requires the consideration of randomness in the mathematical models.
Individual behaviour may be erratic, but aggregate behaviour is often quite predictable. Differential equations are powerful
tools for representing reality up to a certain point. Statistics is only second to differential equations in the power to model
theworld around us [1]. The quantification of uncertainty requires amodel specifying themechanism bywhich randomness
is generated.
Random differential equations have been used in the last few decades to deal with errors and uncertainty. For example,
see [2] for the case of general randomness and [3,4] for white noise uncertainty. Theoretical approaches of random
differential equations probably started with Strand in [5,2]. As regards applications using explicit analytical solutions or
numerical methods, a few results may be found in [6–9].
General treatment of the mean square solutions of random differential equations requires some basic operational tools
such as, the algebra of the mean square limits, the derivative of the product of two stochastic processes or the chain rule for
the composition of stochastic process. Apart from special cases where the independence of the stochastic processes factors
is assumed ([7, p. 96], [8]), to our knowledge, general results for the derivative of a product or the chain rule are not available.
Difficulties with the mean square operational calculus of the product result from the fact that the mean square norm is
not submultiplicative. This fact together with the Schwarz inequality, links the mean square calculus with the mean fourth
order calculus. We, therefore, recognize the need of a mean fourth calculus to get the mean square results of interest for
important applications like solving linear random differential equations in the mean square sense.
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This article is organized as follows. Section 2 summarizes some of the main results about the theory of the mean square
calculus. In Section 3, a convergence criterion for the mean fourth calculus is established, and the mean fourth derivative
as well as the mean fourth integral is defined, together with their properties and relationship with the mean square theory.
This section includes a mean square version rule for differentiating the product and concludes with a mean square version
of the chain rule, both requiring some fourth order assumptions. In Section 4, we apply these results to study the important
case of linear random differential equations.
2. Preliminaries
This section starts with a review of some important results in the mean square calculus that will be required in the
subsequent sections. Let (Ω,F , P) be a probability space. A real random variable X defined on the probability space
(Ω,F , P) and satisfying
E
[
X2
]
< +∞
is called a second random variable (2-r.v.); here, E denotes the expectation operator. The space L2 of all the 2-r.v.’s (assuming
we do not distinguish between r.v.’s that are equal with probability one), endowed with the norm
‖X‖2 =
√
E
[
X2
]
,
is a Banach space [7, Chapter 4]. This norm does not satisfy the Banach inequality ‖XY‖2 ≤ ‖X‖2‖Y‖2. In fact, for X = Y =
U1/2, where U is a uniform random variable on [0, 1], we have ‖XY‖2 = (E[U2])1/2 =
√
3/3 and ‖X‖2‖Y‖2 = E[U] = 1/2,
resulting in ‖XY‖2 > ‖X‖2‖Y‖2.
A stochastic process {X(t) : t ∈ T }, where T is a close interval in the real lineR, defined on the probability space (Ω,F , P)
is called a second order stochastic process (2-s.p.) if, for each t ∈ T , X(t) is a 2-r.v.
A sequence of the 2-r.v.’s {Xn : n ≥ 0} is mean square (m.s.) convergent in L2 to a 2-r.v. X as n→+∞ if
lim
n→+∞ ‖Xn − X‖2 = 0.
This convergence is represented by
Xn
m.s.−−−−→
n→+∞ X .
For a 2-s.p. {X(t) : t ∈ T } and t, t0 ∈ T , we say that X(t) m.s.−−→
t→t0
X , where X is a 2-r.v., if X(tn)
m.s.−−−−→
n→+∞ X for any sequence
tn −−−−→
n→+∞ t0.
A 2-s.p. {X(t) : t ∈ T } is m.s. continuous at t ∈ T fixed, if
X(t +1t) m.s.−−−→
1t→0 X(t).
The 2-s.p.
{
dX(t)
dt : t ∈ T
}
is the m.s. derivative of the process {X(t) : t ∈ T } if X(t+1t)−X(t)
1t
m.s.−−−→
1t→0
dX(t)
dt , i.e.
lim
1t→0
∥∥∥∥X(t +1t)− X(t)1t − dX(t)dt
∥∥∥∥
2
= 0.
Let [a, b] be an interval on the real line, and let a = tn,0 < tn,1 < · · · < tn,n = b be a partition such that
∆n = max{tn,k − tn,k−1 : k = 1, . . . , n} → 0 as n → +∞. Let t ′n,k be an arbitrary point in the interval [tn,k−1, tn,k).
Let f (t, u) be a deterministic function defined on the same interval for the variable t and Riemann integrable for every
u ∈ U , where U is a subset of R. We say that the 2-s.p. {f (t, u)X(t) : t ∈ T } is mean square Riemann integrable over [a, b] if
for each u ∈ U the following m.s. limit exists for some sequence of partitions of [a, b]
n∑
k=1
f (t ′n,k, u)X(t
′
n,k)(tn,k − tn,k−1) m.s.−−−−→n→+∞ Y (u),
and in this case it is denoted by
Y (u) =
∫ b
a
f (t, u)X(t)dt.
This value is independent of the sequence of partitions as well as the position of t ′n,k ∈ [tn,k−1, tn,k); see [7, p. 100]. Note that
for each u, the integral is a random variable, since we integrate with respect to time.
Two important results in this article are m.s. versions of the product differentiation rule and of the chain rule. For the
sake of clarity in the presentation, we state some known results and a definition that we will need to obtain these rules.
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Lemma 2.1 ([7, p. 88]). Let {Xn : n ≥ 0} and {Yn : n ≥ 0} be two sequences of 2-r.v.’s m.s. convergent to the 2-r.v’s X and Y ,
respectively, i.e.,
Xn
m.s.−−−−→
n→+∞ X, Yn
m.s.−−−−→
n→+∞ Y .
Then
lim
n→+∞ E [XnYn] = E [XY ] .
As the Schwarz inequality will be used extensively throughout this article, we recall it here. If X and Y are 2-r.v.’s, then
E [|XY |] ≤ (E [X2])1/2 (E [Y 2])1/2 . (2.1)
Definition 2.2 ([10, p. 55]). We say that a s.p. {X(t) : t ∈ T } defined on an interval T is almost surely (a.s.) sample path
continuous or that {X(t) : t ∈ T } has continuous paths with probability one (w.p. 1) if
P
[⋃
t∈T
{
ω ∈ Ω : lim
1t→0
|X(t +1t)(ω)− X(t)(ω)| 6= 0
}]
= 0.
Then, for every t ∈ T , the process {X(t) : t ∈ T } is a.s. continuous, [10, p. 55]. An important example of s.p. satisfying this
property is the Brownian motion (see, [10, p. 58]) that will be used later in this article.
Proposition 2.3 ([11, p. 156]). Let X, Y be r.v.’s such that E[|X |r ] < +∞ and E[|Y |r ] < +∞; then
E
[|X + Y |r] ≤ cr (E [|X |r]+ E [|Y |r]) , r > 0,
where cr = 1 if r ≤ 1 and cr = 2r−1 if r ≥ 1.
Theorem 2.4 ([11, p. 166]). Let {Xn : n ≥ 0} be a sequence of r.v.’s such that
sup
n≥0
E
[|Xn|r] < +∞, r > 2,
and let {Xn : n ≥ 0} converge in probability to the r.v. X . Then {Xn : n ≥ 0} is m.s. convergent to X.
Proposition 2.5. Let, for t ∈ T , Z(t) be a 2-s.p. having m.s. derivative dZ(t)dt and W (t) be a deterministic differentiable function
with derivative dW (t)dt or a 2-s.p. independent of Z(t) having m.s. derivative
dW (t)
dt . Then, W (t)Z(t) is m.s. differentiable for t ∈ T
and its m.s. derivative is given by
d
dt
(W (t)Z(t)) = dW (t)
dt
Z(t)+W (t)dZ(t)
dt
.
Proof. In [7, p. 96], a proof is shown for the case ofW (t) deterministic. This proof can be easily adapted to the case of a 2-s.p
W (t) independent of Z(t). In fact, given a 2-r.v. Y , while for X deterministic we have ‖XY‖2 = |X |‖Y‖2, when X is a 2-r.v.
independent of Y , we have E[X2Y 2] = E[X2]E[Y 2], which implies ‖XY‖2 = ‖X‖2‖Y‖2. So, the proof in [7, p. 96] applies, if
we replace the absolute values of expressions involvingW by their L2 norms. 
Unfortunately, we cannot extend this rule in general to the case where W (t) is an arbitrary m.s. differentiable 2-s.p.
process. However, this extension holds (see Section 3) for the fourth order stochastic processes having the mean fourth
derivatives.
3. The mean fourth calculus
Let us consider random variables X for which E[X4] < +∞ holds and denote them by 4-r.v.’s. We define the norm for
these random variables as
‖X‖4 = 4
√
E[X4].
The space of the 4-r.v.’s is denoted by L4 and, when endowed with the above norm, is a Banach space (see [3, p. 9]). Also
consider stochastic processes {X(t) : t ∈ T }, where T is a closed interval in R, satisfying E[(X(t))4] < +∞ for all t ∈ T and
denote them by 4-s.p.’s.
Definition 3.1. A sequence of the 4-r.v.’s {Xn : n ≥ 0} is said to be mean fourth convergent or convergent in the fourth
sense to a 4-r.v. X if
lim
n→+∞ ‖Xn − X‖4 = 0.
This type of convergence will be denoted by Xn
m.f.−−−−→
n→+∞ X .
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Since (L4, ‖ · ‖4) is a Banach space, we can test the mean fourth convergence of a sequence of the 4-r.v.’s by means of a
Cauchy criterion.
Proposition 3.2. A sequence {Xn : n ≥ 0} of 4-r.v.’s is mean fourth convergent if and only if ‖Xn − Xm‖4 −−−−−→
n,m→+∞ 0.
This criterion is useful because it does not involve the limit X , which is frequently unknown.
Let us consider some properties of the mean fourth convergence and how it is related with the m.s convergence.
Lemma 3.3. Let {Xn : n ≥ 0} be a sequence of 4-r.v.’s and suppose that Xn m.f.−−−−→
n→+∞ X. Then Xn
m.s.−−−−→
n→+∞ X.
Proof. This is a well-known property, quite easy to establish. In fact, using the Schwarz inequality (2.1), one gets
(‖Xn − X‖2)2 = E
[
1× (Xn − X)2
] ≤ 1× (E [(Xn − X)4])1/2 = (‖Xn − X‖4)2 .
Since ‖Xn− X‖4 −−−−→
n→+∞ 0 because Xn is mean fourth convergent to X , it immediately follows that ‖Xn− X‖2 −−−−→n→+∞ 0 and,
therefore, Xn
m.s.−−−−→
n→+∞ X . 
The reciprocal property does not hold in general. However, it does hold for the special case of Gaussian random variables.
Lemma 3.4. Let {Xn : n ≥ 0} be a sequence of Gaussian r.v.’s and suppose that Xn m.s.−−−−→
n→+∞ X. Then Xn
m.f.−−−−→
n→+∞ X.
Proof. The m.s. limit X is also Gaussian. Let µn = E[Xn], µ = limn→+∞ µn = E[X], δn = µn − µ and Zn = Xn − X − δn. We
have E[(Xn − X)4] = E[(Zn + δn)4] = E[(Zn)4 + 4δn(Zn)3 + 6(δn)2(Zn)2 + 4(δn)3Zn + (δn)4]. Since Zn is Gaussian with mean
0 and δn −−−−→
n→+∞ 0, we have E[(Zn)
2] = E[(Xn − X)2] − 2E[Xn − X]δn + (δn)2 −−−−→
n→+∞ 0 (due to the hypothesis Xn
m.s.−−−−→
n→+∞ X)
and, therefore, E[(Xn − X)4] = 3(E[(Zn)2])2 + 0+ 6(δn)2E[(Zn)2] + 0+ (δn)4 −−−−→
n→+∞ 0. This shows that Xn
m.f.−−−−→
n→+∞ X . 
Lemma 3.5. Let {Xn : n ≥ 0} be a sequence of 4-r.v.’s and, suppose that Xn m.f.−−−−→
n→+∞ X. Then (Xn)
2 m.s.−−−−→
n→+∞ X
2.
Proof. To show that (Xn)2
m.s.−−−−→
n→+∞ X
2, one needs to obtain
E
[(
(Xn)2 − X2
)2] −−−−→
n→+∞ 0.
Using the Schwarz inequality (2.1), it follows
E
[(
(Xn)2 − X2
)2] = E [(Xn − X)2 (Xn + X)2]
≤ (E [(Xn − X)4])1/2 (E [(Xn + X)4])1/2 −−−−→
n→+∞ 0,
because E[(Xn − X)4] −−−−→
n→+∞ 0 (due to the hypothesis Xn
m.f.−−−−→
n→+∞ X) and E[(Xn + X)
4] is bounded. In fact, by the triangle
inequality, we have ‖Xn + X‖4 ≤ ‖Xn − X‖4 + ‖2X‖4, which is bounded since ‖Xn − X‖4 is bounded (because it converges
to 0) and ‖2X‖4 < +∞ (because X is in L4). 
Now, we need two results for the development of the continuity properties of a fourth stochastic process.
Lemma 3.6. Let {Xn : n ≥ 0}, {Ym : m ≥ 0}, {Zk : k ≥ 0} and {Wl : l ≥ 0} be sequences of 4-r.v.’s and assume Xn m.f.−−−−→
n→+∞ X,
Ym
m.f.−−−−→
m→+∞ Y , Zk
m.f.−−−−→
k→+∞ Z, Wl
m.f.−−−→
l→+∞ W. Then
E [XnYmZkWl] −−−−−−−→
n,m,k,l→+∞ E
[XYZW ] . (3.1)
Proof. Note that
0 ≤ |E [XnYmZkWl − XYZW ]|
= |E [XnYmZkWl − XYZW + XYmZkWl − XYmZkWl + XYZkWl − XYZkWl + XYZWl − XYZWl]|
= |E [(Xn − X) YmZkWl]+ E [X (Ym − Y ) ZkWl]+ E [XY (Zk − Z)Wl]+ E [XYZ (Wl −W )]|
≤ E [|(Xn − X) YmZkWl|]+ E [|X (Ym − Y ) ZkWl|]+ E [|XY (Zk − Z)Wl|]+ E [|XYZ (Wl −W )|] . (3.2)
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Applying twice the Schwarz inequality to the first term of the right-hand side of (3.2), we obtain
E [|(Xn − X) YmZkWl|] ≤
(
E
[
(Xn − X)2 (Ym)2
])1/2 (
E
[
(Zk)2 (Wl)2
])1/2
≤ (E [(Xn − X)4])1/4 (E [(Ym)4])1/4 (E [(Zk)4])1/4 (E [(Wl)4])1/4 .
Therefore, we conclude that E[(Xn−X)YmZkWl] converges to zero because E([(Xn−X)4])1/4 −−−−→
n→+∞ 0 and E[(Ym)
4], E[(Zk)4],
E[(Wl)4] are bounded sequences. In fact, by the triangular inequality, we have ‖Ym‖4 ≤ ‖Ym−Y‖4+‖Y‖4 bounded because
‖Ym − Y‖4 −−−−→
n→+∞ 0 (due to Ym
m.f.−−−−→
m→+∞ Y ) and ‖Y‖4 < +∞ (since Y ∈ L4); similar reasoning shows that the sequences
E[(Xn)4], E[(Zk)4] and E[(Wl)4] are bounded.
Proceeding in a similar manner with the rest of the terms in (3.2), it follows that
|E [XnYmZkWl − XYZW ]| −−−−−−−→
n,m,k,l→+∞ 0.
Thus, the result is established. 
Remark 3.7. When some sequences coincide with others or we let the indices coincide, we obtain particular results. For
instance, letting Xn = Zn and Ym = Wm, we obtain that Xn m.f.−−−−→
n→+∞ X and Ym
m.f.−−−−→
m→+∞ Y imply E[(Xn)
2(Ym)2] −−−−−→
n,m→+∞
E[X2Y 2] and also imply E[(Xn)2(Yn)2] −−−−→
n→+∞ E[X
2Y 2] (by letting n = m). By further letting Xn = Yn, we obtain that
Xn
m.f.−−−−→
n→+∞ X implies E[(Xn)
2(Xm)2] −−−−−→
n,m→+∞ E[X
4] and (by letting n = m) also implies E[(Xn)4] −−−−→
n→+∞ E[X
4], i.e.
‖Xn‖4 −−−−→
n→+∞ ‖X‖4.
Theorem 3.8 (Convergence in the Mean Fourth Criterion). The sequence of the fourth order stochastic processes {Xn(t) : t ∈
T , n ≥ 0} converges in mean fourth to a fourth order stochastic process {X(t) : t ∈ T } on T if and only if the multi-sequence
E[Xn(t)Xm(t)Xk(t)Xl(t)] converges on T to a finite function as n,m, k, l→+∞ in any manner, whatsoever. Then
E [Xn(t)Xm(s)Xk(u)Xl(v)] −−−−−−−→
n,m,k,l→+∞ E
[X(t)X(s)X(u)X(v)] (3.3)
on T × T × T × T = T 4.
Proof. Suppose, the sequence Xn(t) converges inmean fourth to X(t) as n→+∞. Then (3.3) is an immediate consequence
of Lemma 3.6 (just replace Xn(t) by Xn, Xm(s) by Ym, Xk(u) by Zk and Xl(v) byWl). In particular, when t = s = u = v, we
obtain that E[Xn(t)Xm(t)Xk(t)Xl(t)] converges as n,m, k, l → +∞ to the function E[(X(t))4]. This function is finite since
X(t) ∈ L4. The ‘‘only if’’ part of the theorem is established.
To prove the ‘‘if part’’, assume that E[Xn(t)Xm(t)Xk(t)Xl(t)] converges as n,m, k, l → +∞ to a finite function h(t). We
will use the Cauchy (in mean fourth) convergence criterion given by Proposition 3.2. Thus, by hypothesis, one gets
(‖Xn(t)− Xm(t)‖4)4 = E
[
(Xn(t))4
]− 4E [(Xn(t))3 Xm(t)]+ 6E [(Xn(t))2 (Xm(t))2]
− 4E [Xn(t) (Xm(t))3]+ E [(Xm(t))4]
−−−−−→
n,m→+∞ h(t)− 4h(t)+ 6h(t)− 4h(t)+ h(t) = 0.
As L4 is a Banach space, this result ‖Xn(t) − Xm(t)‖4 −−−−−→
n,m→+∞ 0 implies the mean fourth convergence of Xn(t) to some
4-s.p. X(t). Of course, from the already proven ‘‘only if’’ part of the theorem and the unicity of the limit, we must have
h(t) = E[(X(t))4]. 
Definition 3.9. For a 4-s.p. {X(t) : t ∈ T } and t, t0 ∈ T , we say that X(t) m.f.−−→
t→t0
X , where X is a 4-r.v., if X(tn)
m.f.−−−−→
n→+∞ X for
any sequence tn −−−−→
n→+∞ t0.
Definition 3.10. A 4-s.p. {X(t) : t ∈ T } is mean fourth continuous at t ∈ T fixed if X(t +1t) m.f.−−−→
1t→0 X(t).
Of course, from Lemma 3.5, a mean fourth continuous process is also mean square continuous.
Lemma 3.11. A fourth stochastic process {X(t) : t ∈ T } is mean fourth continuous at t ∈ T if and only if the function
E[X(t)X(s)X(u)X(v)] is continuous at (t, t, t, t) ∈ T 4. Furthermore, the function E[X(t)X(s)X(u)X(v)] is also continuous at
any (t, s, u, v) ∈ T 4.
Proof. From Theorem 3.8 and Definitions 3.9 and 3.10, a 4-s.p. X(t) is continuous if and only if
E [X(t + τ1)X(t + τ2)X(t + τ3)X(t + τ4)] −−−−−−−→
τ1,τ2,τ3,τ4→0
E
[
(X(t))4
]
. (3.4)
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Furthermore
E [X(t + τ1)X(s+ τ2)X(u+ τ3)X(v + τ4)] −−−−−−−→
τ1,τ2,τ3,τ4→0
E [X(t)X(s)X(u)X(v)] . (3.5)
The condition (3.4) is just the requirement that E [X(t)X(s)X(u)X(v)] be continuous at (t, t, t, t). Similarly, the condition
(3.5) is just the requirement that E [X(t)X(s)X(u)X(v)] be continuous at (t, s, u, v). 
We provide below the concept of themean fourth differentiation and several properties associated with themean fourth
derivative of a 4-s.p. X(t).
Definition 3.12. The 4-s.p. { X˙(t) : t ∈ T } is themean fourth derivative of the 4-s.p. {X(t) : t ∈ T } if X(t+1t)−X(t)
1t
m.f.−−−→
1t→0 X˙(t),
i.e.
lim
1t→0
∥∥∥∥X(t +1t)− X(t)1t − X˙(t)
∥∥∥∥
4
= 0.
Of course, from Lemma 3.5, if there is a mean fourth derivative X˙(t), it is also a mean square derivative dX(t)dt , and so, for
the mean fourth derivatives, we can use the notations X˙(t) and dX(t)dt , indifferently.
Lemma 3.13. If a 4-s.p. {X(t) : t ∈ T } is mean fourth differentiable, then it is mean fourth continuous.
Proof. By the triangular inequality,
‖X(t +1t)− X(t)‖4 = |1t|
∥∥∥∥X(t +1t)− X(t)1t
∥∥∥∥
4
≤ |1t|
∥∥∥∥X(t +1t)− X(t)1t − X˙(t)
∥∥∥∥
4
+ |1t| ∥∥X˙(t)∥∥4 .
As the process X(t) is fourth differentiable, it follows that ‖X˙(t)‖4 < +∞ and
∥∥∥ X(t+1t)−X(t)
1t − X˙(t)
∥∥∥
4
−−−→
1t→0 0 and so‖X(t +1t)− X(t)‖4 −−−→
1t→0 0. This proves the mean fourth continuity of X(t). 
In Proposition 2.5, we have seen a m.s differentiation rule for m.s differentiable processes when one of the factors is
either deterministic or independent of the other. The next results prove a product m.s. differentiation rule with no such
restrictions. Instead, we require that both processes be mean fourth differentiable.
Lemma 3.14. Let {W (t) : t ∈ T } and {Z(t) : t ∈ T } be 4-s.p.’s having fourth derivatives dW (t)dt and dZ(t)dt , respectively. Then
W (t)Z(t) is m.s. differentiable at t ∈ T and
d
dt
(W (t)Z(t)) = dW (t)
dt
Z(t)+W (t)dZ(t)
dt
. (3.6)
Proof. Note that, by the Schwarz inequality, ‖W (t)Z(t)‖2 ≤ ‖W (t)‖4‖Z(t)‖4 < +∞ (becauseW (t) and Z(t) are 4-s.p.’s).
ThusW (t)Z(t) is a 2-s.p. Using the triangle inequality, we obtain∥∥∥∥W (t +1t)Z(t +1t)−W (t)Z(t)1t − dW (t)dt Z(t)−W (t)dZ(t)dt
∥∥∥∥
2
≤
∥∥∥∥W (t +1t)Z(t +1t)−W (t)Z(t +1t)1t − dW (t)dt Z(t)
∥∥∥∥
2
+
∥∥∥∥W (t)Z(t +1t)−W (t)Z(t)1t −W (t)dZ(t)dt
∥∥∥∥
2
≤
∥∥∥∥(W (t +1t)−W (t)1t − dW (t)dt
)
Z(t +1t)
∥∥∥∥
2
+
∥∥∥∥dW (t)dt (Z(t +1t)− Z(t))
∥∥∥∥
2
+
∥∥∥∥W (t)(Z(t +1t)− Z(t)1t − dZ(t)dt
)∥∥∥∥
2
.
Using the Schwarz inequality, the mean fourth differentiability and the mean fourth continuity (see Lemma 3.13) ofW (t)
and Z(t), as well as the fact that ‖Z(t +1t)‖4 −−−→
1t→0 ‖Z(t)‖4 (since, by the mean fourth continuity, Z(t +1t)
m.f.−−−→
1t→0 Z(t)
L. Villafuerte et al. / Computers and Mathematics with Applications 59 (2010) 115–125 121
and we take advantage of the last observation in Remark 3.7), we obtain∥∥∥∥W (t +1t)Z(t +1t)−W (t)Z(t)1t − dW (t)dt Z(t)−W (t)dZ(t)dt
∥∥∥∥
2
≤
∥∥∥∥W (t +1t)−W (t)1t − dW (t)dt
∥∥∥∥
4
‖Z(t +1t)‖4 +
∥∥∥∥dW (t)dt
∥∥∥∥
4
‖Z(t +1t)− Z(t)‖4
+‖W (t)‖4
∥∥∥∥Z(t +1t)− Z(t)1t − dZ(t)dt
∥∥∥∥
4
−−−→
1t→0 0× ‖Z(t)‖4 +
∥∥∥∥dW (t)dt
∥∥∥∥
4
× 0+ ‖W (t)‖4 × 0 = 0,
which proves (3.6). 
The development of the mean fourth integrals of stochastic processes follows in a broad outline that of m.s. square
integrals. Let us consider the collection of all finite partitions {pn} of an interval [a, b] ⊆ T . The partition pn is defined
by the subdivision points tn,j, j = 0, 1, . . . , n, such that pn : a = t0 < tn,1 < tn,2 < · · · < tn,n = b. Let
∆n = max{tn,j − tn,j−1 : 0 ≤ j ≤ n} such that ∆n −−−−→
n→+∞ 0 and let t
′
n,j be an arbitrary point in the interval [tn,j−1, tn,j).
Let X(t) be a 4-s.p. defined on T and f (t, ν) be a deterministic function defined on the same interval for the variable t and
Riemann integrable for every ν ∈ U . We form the 4-r.v.
Yn(ν) =
n∑
j=1
f (t ′n,j, ν)X(t
′
n,j)
(
tn,j − tn,j−1
)
. (3.7)
Definition 3.15. If, for each ν ∈ U ,
Yn(ν)
m.f.−−−−→
n→+∞ Y (ν)
for some sequence of partitions pn, the 4-s.p. {Y (ν) : ν ∈ U} is called the mean fourth Riemann integral of f (t, ν)X(t) over
the interval [a, b], and it is denoted by
Y (ν) =
∫ b
a
f (t, ν)X(t)dt.
Of course, from Lemma 3.3, if the mean fourth integral exists, so does the corresponding m.s. integral. So, like in the m.s.
case, the limit Y (ν) is independent of the sequence of partitions as well as of the position of the points t ′n,j. We can also,
therefore, use the same notation for the mean square and the mean fourth integral.
Lemma 3.16. Let X(t) be a stochastic process mean fourth continuous in [a, b]. Then X(t) is mean fourth integrable on [a, b], i.e,
the mean fourth Riemann integral
∫ b
a X(t)dt exists.
Proof. Taking Yn as in (3.7) with f (t, ν) = 1, one obtains
E [YnYmYkYl] =
n∑
i=1
m∑
j=1
k∑
r=1
l∑
w=1
E
[
X(t ′n,i)X(t
′
m,j)X(t
′
k,r)X(t
′
l,w)
]
× (tn,i − tn,i−1)(tm,j − tm,j−1)(tk,r − tk,r−1)(tl,w − tl,w−1).
On the other hand, by hypothesis and Lemma 3.11, the deterministic function E[X(t)X(s)X(u)X(v)] is continuous on T 4, so
that E[YnYmYkYl] converges to a finite function∫
T4
E [X(t)X(s)X(u)X(v)] dtdsdudv.
Thus, from Theorem 3.8, Yn is mean fourth convergent to some 4-r.v., which, by Definition 3.15, is the mean fourth Riemann
integral
∫ b
a X(t)dt . 
Proposition 3.17. Let {X(t) : t ∈ [a, b]} be a mean fourth continuous stochastic process. Then∥∥∥∥∫ b
a
X(t)dt
∥∥∥∥
4
≤
∫ b
a
‖X(t)‖4 dt ≤ M(b− a),
where M = maxt∈[a,b] ‖X(t)‖4.
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Proof. From Lemma 3.16, the integral
∫ b
a X(t)dt exists. From Definition 3.15, Yn =
∑n
j=1 X(t
′
n,j)(tn,j − tn,j−1) is mean fourth
convergent to
∫ b
a X(t)dt . From the last observation in Remark 3.7, we have
‖Yn‖4 −−−−→n→+∞
∥∥∥∥∫ b
a
X(t)dt
∥∥∥∥
4
. (3.8)
By the triangle inequality, one obtains
‖Yn‖4 ≤
n∑
j=1
∥∥X(t ′n,j)∥∥4 (tn,j − tn,j−1) −−−−→n→+∞
∫ b
a
‖X(t)‖4 dt, (3.9)
where we have used the continuity of the L4 norm ‖X(t)‖4 (which results from the mean fourth continuity of X(t) and the
last observation in Remark 3.7).
The continuity of ‖X(t)‖4 also implies the existence and finiteness ofM . Obviously,
n∑
j=1
∥∥X(t ′n,j)∥∥4 (tn,j − tn,j−1) ≤ M n∑
j=1
(tn,j − tn,j−1) = M(b− a). (3.10)
From expressions (3.8)–(3.10), the two inequalities are obtained and the proposition is proved. 
Proposition 3.18. Let {X(t) : t ∈ [a, b]} be amean fourth continuous stochastic process. Then themean fourth Riemann integral
Y (t) =
∫ t
a
X(s)ds
is mean fourth differentiable on [a, b] and Y˙ (t) = X(t).
Proof. We need to show that∥∥∥∥Y (t + τ)− Y (t)τ − X(t)
∥∥∥∥
4
−−→
τ→0 0. (3.11)
From Proposition 3.17, it follows∥∥∥∥ 1τ
(∫ t+τ
a
X(s)ds−
∫ t
a
X(s)ds
)
− X(t)
∥∥∥∥
4
=
∥∥∥∥ 1τ
∫ t+τ
t
(X(s)− X(t)) ds
∥∥∥∥
4
≤
∣∣∣∣ 1τ
∣∣∣∣ ∫ t+τ
t
‖X(s)− X(t)‖4 ds ≤ max
s∈[t,t+τ ]
‖X(s)− X(t)‖4.
The last inequality approaches zero as τ → 0 due to the mean fourth continuity of X(t) on T, and so (3.11) holds. 
We now prove a mean square chain rule for a C1 function of a mean fourth differentiable process, which will be very
useful in solving some random differential equations.
Theorem 3.19 (Chain rule). Let f be a real function with continuous derivative f ′ and {X(t) : t ∈ T = [a, b]} be a 4-s.p.
satisfying
(i) X(t) is mean fourth differentiable.
(ii) X(t) is path continuous.
(iii) There are a r > 4 and a δ > 0 such that sups∈[−δ,δ] E[|f ′(x)|x=X(t+s)|r ] < +∞.
Then, the 2-s.p. f (X(t)) is mean square differentiable and the mean square derivative is given by
df (X(t))
dt
= f ′(x)
∣∣∣
x=X(t)
dX(t)
dt
.
Proof. Given δ > 0, let1t such that |1t| < δ and let us denote f ′(x)|x=X(t) = f ′(X(t)). Hence, from hypothesis (i) and the
definition of the mean fourth derivative,
V (t,1t)
m.f.−−−→
1t→0 0, (3.12)
where
V (t,1t) = X(t +1t)− X(t)
1t
− dX(t)
dt
. (3.13)
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Solving Eq. (3.13) for X(t +1t), one obtains
X(t +1t) = X(t)+1t
(
V (t,1t)+ dX(t)
dt
)
.
Let us write K = K(t,1t) = X(t +1t)− X(t) and
S(t,1t) =
{ f (X(t +1t))− f (X(t))
K
− f ′(X(t)) if K 6= 0,
0 if K = 0.
(3.14)
Then, taking T (t,1t) = K(t,1t)/1t ,1t 6= 0 and solving Eq. (3.14) for f (X(t +1t)) = f (X(t)+ K), one obtains
f (X(t +1t))− f (X(t))
1t
= T (t,1t) (S (t,1t)+ f ′(X(t))) . (3.15)
In view of (3.15), we have to prove
lim
1t→0
∥∥∥∥T (t,1t) (S (t,1t)+ f ′(X(t)))− f ′(X(t))dX(t)dt
∥∥∥∥
2
= 0. (3.16)
From (3.13), note that T (t,1t) can be written as T (t,1t) = V (t,1t) + dX(t)dt . Thus, by the triangle inequality and the
Schwarz inequality,∥∥∥∥T (t,1t) (S (t,1t)+ f ′(X(t)))− f ′(X(t))dX(t)dt
∥∥∥∥
2
=
∥∥∥∥V (t,1t)S (t,1t)+ dX(t)dt S (t,1t)+ V (t,1t)f ′(X(t))
∥∥∥∥
2
≤ ‖V (t,1t)S (t,1t)‖2 +
∥∥∥∥dX(t)dt S (t,1t)
∥∥∥∥
2
+ ∥∥V (t,1t)f ′(X(t))∥∥2
≤ ‖V (t,1t)‖4 ‖S (t,1t)‖4 +
∥∥∥∥dX(t)dt
∥∥∥∥
4
‖S (t,1t)‖4 + ‖V (t,1t)‖4
∥∥f ′(X(t))∥∥4 . (3.17)
Since f is an ordinary differentiable function, by the deterministic mean value theorem, one gets
f (X(t +1t))− f (X(t)) = f ′(ζ ) (X(t +1t)− X(t)) = f ′(ζ )K , (3.18)
where ζ = ζ (ω) is between X(t) and X(t +1t). Due to hypothesis (ii), ζ can be written as ζ = X(t + s), for some s = s(ω)
between 0 and1t , and so s ∈ [−|1t|, |1t|]. Then, by the definition of S(t,1t) in (3.14) and by (3.18), it follows
S(t,1t) =
{
f ′(X(t + s))− f ′(X(t)) if K 6= 0,
0 if K = 0. (3.19)
Therefore, by the continuity of f ′ and (ii), it follows that
S(t,1t)
a.s.−−−→
1t→0 0,
and so S(t,1t)
P−−−→
1t→0 0 (P stands for convergence in probability). On the other hand, by Proposition 2.3 for r > 4, one gets
E
[∣∣f ′(X(t + s))− f ′(X(t))∣∣r] ≤ 2r−1 (E [∣∣f ′(X(t + s))∣∣r]+ E [∣∣f ′(X(t))∣∣r]) ,
which implies by (iii) that E[|f ′(X(t + s)) − f ′(X(t))x|r ] is bounded for s ∈ [−δ, δ] and r > 4. Hence, by Theorem 2.4, we
have (S(t,1t))2
m.s.−−−→
1t→0 0. Therefore, E[((S(t,1t))
2 − 0)2] −−−→
1t→0 0 and so E[(S(t,1t)− 0)
4] −−−→
1t→0 0, which shows that
‖S (t,1t)‖4 −−−→
1t→0 0. (3.20)
Taking into account (3.12) and (3.20), the three last terms in (3.17) converge to zero when1t → 0 (note that, from (iii),
‖f ′(X(t))‖4 < +∞ and that, from (i),
∥∥∥ dX(t)dt ∥∥∥4 < +∞), and so (3.16) holds, as required to complete the proof. 
Example 3.20. Consider the function f (x) = exp(x) and the fourth stochastic process {X(t) : t ∈ T = [0, b]} defined by
X(t) = ∫ t0 B(τ )dτ , where B(t) is a standard Brownian process. Next, we are going to compute them.s. derivative of exp(X(t))
by applying Theorem 3.19. B(t) is a Gaussian process with mean zero. It is also a mean fourth continuous process. In fact
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(see [7, p. 28]),
E [B(t)B(s)B(u)B(w)] = E [B(t)B(s)] E [B(u)B(w)]+ E [B(t)B(u)] E [B(s)B(w)]
+ E [B(t)B(w)] E [B(s)B(u)]
= min(t, s)min(u, w)+min(t, u)min(s, w)+min(t, w)min(s, u)
is continuous at (t, t, t, t) and we just need to apply Lemma 3.11. Hence, by Proposition 3.18, X(t) is mean fourth
differentiable with mean fourth derivative dX(t)dt = B(t). Therefore, condition (i) of Theorem 3.19 is met.
To see (ii), let us use Kolmogorov’s criterion (see [3, p. 24]). Taking into account Proposition 3.17 and assuming that s ≤ t ,
it follows
E
[
(X(t)− X(s))4] = (‖X(t)− X(s)‖4)4
=
(∥∥∥∥∫ t
s
B(τ )dτ
∥∥∥∥
4
)4
≤ M4(t − s)4, (3.21)
whereM = maxs≤τ≤t ‖B(τ )‖4. Consequently, X(t) has continuous paths.
In order to check condition (iii), one must verify that, for some r > 4 and δ > 0,
sup
s∈[−δ,δ]
E
[|exp (X(t + s))|r] < +∞.
As the stochastic process X(t) is a Gaussian process with mean E[X(t)] = 0 and variance E[(X(t))2] =∫ t
0
∫ t
0 E[B(u)B(v)]dudv =
∫ t
0
∫ t
0 min(u, v)dudv = t3/3, one gets
sup
s∈[−δ,δ]
E
[∣∣∣∣exp(∫ t+s
0
B(τ )dτ
)∣∣∣∣6
]
= sup
s∈[−δ,δ]
exp
(
6(t + s)3) < +∞.
Therefore, exp(X(t)) is m.s differentiable and its m.s. derivative is given by the process ddt [exp(X(t))] = B(t) exp(X(t)).
Remark 3.21. In Theorem 3.19 when f (x) = exp(x), condition (iii) might be easier to verify in some cases, if we check that
the series
∑
n≥0
(E[(X(s))6n])1/6
n! < +∞ for all s ∈ [t−δ, t+δ] for some δ > 0, inwhich case the exponential stochastic process,
defined as exp(X(t)) =∑n≥0 (X(t))nn! , is in L6. This implies that E[(exp(X(s)))6] is finite continuous for all s ∈ [t − δ, t + δ]
and condition (iii) follows.
4. An application to random differential equations
Wearenow interested in applying the theory of themean fourth calculus to randomdifferential equations. Let us consider
a simple population growth model
dP
dt
= a(t)P(t), P(0) = P0, t ∈ [0, b], (4.1)
where P(t) is the size of the population at time t and a(t) is the rate of growth at time t . It might happen that a(t) is not
completely known, but subject to some random environmental effects, so that we can assume
a(t) = m(t)+ random term.
Considering the function m(t) as deterministic and continuous, and the random term as a fourth stochastic process G(t),
we can solve that random differential equation using the chain rule given in Section 3. Let us assume that the 4-s.p. G(t)
satisfies the conditions
(a) G(t) is mean fourth continuous for t ∈ [0, b],
(b) sups∈[−δ,δ] E[exp(r
∫ t+s
0 G(u)du)] < +∞ for some r > 4 and some δ > 0,
and suppose that P0 is a positive 2-r.v. independent of G(t) (it can, in particular, be a positive deterministic real number).
The deterministic theory suggests as the m.s. candidate solution of problem (4.1), the stochastic process
P(t) = P0 exp
(∫ t
0
m(u)du
)
exp
(∫ t
0
G(u)du
)
. (4.2)
Set X(t) = ∫ t0 G(u)du. Using condition (a), Lemma 3.16 and Proposition 3.18 shows that X(t) is mean fourth differentiable
with mean fourth derivative G(t). Proceeding in a similar manner as (3.21) in Example 3.20, one deduces that X(t) has
continuous paths. Conditions (i) and (ii) of Theorem 3.19 are therefore met and, from condition (b), one notes that condition
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(iii) of the theorem is also met. Therefore, it follows that the mean square derivative ddt (exp(X(t))) = G(t) exp(X(t)). Now,
by Proposition 2.5, the mean square derivative of P(t) is given by
d
dt
(P(t)) = P0m(t) exp
(∫ t
0
m(r)dr
)
exp (X(t))+ P0 exp
(∫ t
0
m(r)dr
)
G(t) exp (X(t))
= (m(t)+ G(t)) P(t),
which shows that P(t) in (4.2) is a m.s. solution of the problem (4.1).
Remark 4.1. If G(t) is a mean square continuous Gaussian process with zero mean, then condition (a) is automatically
satisfied (due to Lemma 3.4) and condition (b) is equivalent to
sup
s∈[−δ,δ]
exp
(
r2
2
∫ t+s
0
∫ t+s
0
E [G(u)G(v)] dudv
)
< +∞ for some r > 4 and δ > 0. (4.3)
An example for such a stochastic process G(t) is the Brownian process (see Example 3.20).
Remark 4.2. If G(t) is a mean square continuous Gaussian process with zero mean and is also second order stationary, then
Remark 4.1 shows that (a) is automatically satisfied and (b) is equivalent to (4.3). Since G(t) is now second order stationary,
we have E[G(u)G(v)] = σ 2ρ(u− v), where σ 2 is the variance of G(t) and ρ(τ) = ρ(−τ) is its autocorrelation for a time lag
τ . We will now show that (4.3) holds for any r > 0 and, therefore, (b) is automatically satisfied for any r > 0. In fact,∫ t+s
0
∫ t+s
0
E [G(u)G(v)] dudv = σ 2
∫ t+s
0
∫ t+s−v
−v
ρ(z)dzdv
= σ 2
∫ 0
−(t+s)
∫ t+s
−z
dvρ(z)dz + σ 2
∫ t+s
0
∫ t+s−z
0
dvρ(z)dz
= σ 2
∫ 0
−(t+s)
(t + s+ z)ρ(z)dz + σ 2
∫ t+s
0
(t + s− z)ρ(z)dz
= 2σ 2
∫ t+s
0
(t + s− z)ρ(z)dz ≤ 2σ 2
∫ t+s
0
(t + s− z)dz = σ 2(t + s)2
and therefore
sup
s∈[−δ,δ]
exp
(
r2
2
∫ t+s
0
∫ t+s
0
E [G(u)G(v)] dudv
)
= exp (r2σ 2(t + δ)2/2)
is finite for any r > 0.
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