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Abstract: The conventional SOR method is well known to be a simple one of stationary iterative methods for solving alinear
system of equations with nonsymmetric coefficient matrix, but it converges slowly and sometimes stagnates during iterations.
Therefore, we improve the SOR method by means of the extended Induced Dimension Reduction (IDR) Theorem proposed by
Sonneveld et al. in 2008 in order to gain robustness of convergence. In this article, we devise the IDR-based SOR method
with parameter $s$ . A number of numerical experiments verify effectiveness and robustness of the IDR-based SOR method.
Characteristics of convergence of IDR-based SOR method will be effective for a rich variety of applications.
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1. Let $x_{0}$ be an initial solution,
2. put $r_{0}=b-Ax_{0}$ ,
3. let $p$ be a random vector,
4. set $\gamma=0$ ,
5. for $n=0,1,$ $\ldots$ ,
6. $s_{n}=(L+D/\omega)^{-1}(r_{n}-\gamma dr_{n})$ ,
7. $dx_{n+1}=\epsilon_{n}-\gamma dx_{n}$ ,
8. $dr_{n+1}=-((1-1/\omega)D+U)s_{n}-r_{n}$ ,
9. $r_{n+1}=r_{n}+dr_{n+1}$ , $x_{n+1}=x_{n}+dx_{n+1}$ ,







$2$ : $IDR(s)$ -SOR
1. Let $x_{0}$ be an initial solution,
2. put $r_{0}=b-Ax_{0}$ ,
3. $P=$ $(p_{1}p_{2}. . . p_{s})\in R^{N\cross s}$ , set $\gamma=0$ ,
{initial loop: build matrices $E=(dr_{1}dr_{2}\ldots dr_{s})$ ,
$Q=(dx_{1}dx_{2}\ldots dx_{s})$ by ISOR method}
5. for $n=0,1,$ $\ldots,$ $s-1$
6. $s_{n}=(L+ \frac{1}{\omega}D)^{-1}(r_{n}-\gamma dr_{n})$ ,
7. $dx_{n+1}=s_{n}-\gamma dx_{n}$ ,
8. $dr_{n+1}=-((1-\omega^{-1})D+U)s_{n}-r_{n}$ ,
9. $r_{n+1}=r_{n}+dr_{n+1}$ , $x_{n+1}=x_{n}+dx_{n+1}$ ,
10. if $||r_{n+1}||_{2}/||r_{0}||_{2}\leq\epsilon$ then stop,
11. $\gamma=(p_{1}, r_{n+1})/(p_{1}, dr_{n+1})$ ,
12. $Ee_{n+1}=dr_{n+1}$ , $Qe_{n+1}=dx_{n+1}$ ,
13. end for,
14. $M=P^{T}E$ , $f=P^{T}r_{s}$ ,
15. $n=s$ , $k=1$ ,
{main loop}
16. while $||r_{n+1}||_{2}/||r_{0}||_{2}>\epsilon$




21. $r_{n+1}=r_{n}+dr_{n+1}$ , $x_{n+1}=x_{n}+dx_{n+1}$ ,
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22. $Ee_{k}=dr_{n+1}$ , $Qe_{k}=dx_{n+1}$ ,
23. $Me_{k}=P^{T}dr_{n+1}$ , $f=f+Me_{k}$ ,
24. $n=n+1$ , $k=k+1$ ,











. $r_{k+1}$ $=$ $B(r_{k}+\gamma_{k}dr_{k})\Rightarrow$ $r_{k+1}$ $=$ $B(r_{k}+$
$\sum_{j_{=0}\gamma_{k-j}}^{s}dr_{k-j})$ . $\wedge\prime k-\cdot j$. $\gamma k-j$ $v_{k}(=(r_{k}+ \sum_{=0}^{s}dr))$
$P^{T}$
$N\cross s$ $P=$ $(p_{1}p_{2}. . . p_{s})$ $P^{T}$
$v_{k}$ $P^{T}v_{k}=0$
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. GMRES $(k)$ airfoil-2d
$k=20$ 1234 $k=1000$ 288 (
233%)
$k=20$ 228 $k=1000$ 201
( 882%) ( ).
“ ”
Table 2: $IDR(s)$ -SOR, $BiJDR(s)$ { $\ovalbox{\tt\small REJECT}$
2.3 1







. IDR $(s)$ -SOR airfoil.$2d$
$s=1$ 259 $s=8$ 238 ( 92%)
Table6
$s=1$ 0.45 $s=8$ 0.55
( 122%). $Bi_{-}IDR(s)$
airfoil-2d $s=1$ 387
$s=8$ 331 ( 86%)
$s=1$ 057 $s=8$ 080 (
140%) ( ).. IDR $(s)$ -SOR $Bi_{-}IDR(s)$
3
. k- 24 2
Table 6: $\omega$ IDR(s)-SOR
.
Table 4 IDR$(s)-SOR$ Bi $DR(s)$




Table 4: IDR$(s)$ -SOR BiJDR$(s)$
Table 7: ILU(0) BiCGStab GPBi-CG
BiCGSafe




$1^{\ovalbox{\tt\small REJECT}}\overline{\Gamma}\overline{?}$ . Table 6 $\omega$
4
ISOR$(s)$ $\infty$” Table 10 $IDR(s)$-SOR ILU(0) $BiJDR(s)$ ,
Table 7 ILU(0) BiCGStab GMRES $(k)$ , BiCGStab BiCGSafe
GPBi-CG BiCGSafe
GPBi-CG
Table 8: ILU(O) GMRES $(k)$
$IDR(s)$-SOR
Table 9: ILU(0) $Bi_{-}IDR(s)$
Table 8 ILU(0) GMRES $(k)$
Table 9 ILU(0) Bi$lDR(s)$
Table 10: $IDR(s)-SOR$, ILU(O) $BiJDR(s)$ ,
GMRES $(k)$ , BiCGStab BiCGSafe
Table 11 IDR$(s)$ -SOR
1. $IDR(s)$-SOR $\omega=1$ :







Table 11: $IDR(s)arrow SOR$
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Figure 1 (a),(b) $/]D$ $\omega$
epb3 $sme3Da$ $IDR(s)$ -SOR
$s$ 1, 2, 4, 8 4
epb3 7 $\mathfrak{o}$ $\omega$ 1







Figure 1: IDR$(s)$ -SOR $|$
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