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1- Introduction 
The theory of reproducing kernels was used for the first time at the beginning of the 20
th
 century by S. 
Zaremba in his work on boundary value problems for harmonic and biharmonic functions and introduced the kernel 
corresponding to a class of functions with its reproducing property but he did not develop any theory and did not 
give any particular name to the kernels he introduced [3]. 
After two years in 1909, J. Mercer examined the functions which satisfy reproducing property in the theory 
of integral equations developed by Hilbert and he called these functions as “Positive definite kernel” in which they 
have nice properties among all continuous kernels of integral equations [3],[6].                                                                    
The main idea of reproducing kernel appeared in the dissertations of three Berlin mathematicians G. Szego 
(1921), S. Bochner (1922) and S. Bergman (1922).   
In particular,  Bergman introduced reproducing kernels in one and several variables for the class of harmonic and 
analytic functions and called them “kernel functions” [3]. 
In 1948, the general theory of reproducing kernels was introduced by N. Aronszajn and since that time, the 
reproducing kernel Hilbert space has played a major role in operator theory and applications [3]. 
Reproducing Kernel Hilbert Spaces have been found useful in many fields such   as differential equation, 
numerical analysis, probability and statistics and so on [4]. 
 
2-  Basic Concept 
Definition (Roughly Speaking) (1) [2]: A Reproducing Kernel Hilbert Space builds on a Hilbert space ℋ and 
requires that all Dirac evaluation functional in ℋ are bounded and continuous.  
Definition (2) [2]: A Dirac functional at 𝑥 is a functional 𝛿𝑥 ∈ ℋ such that 𝛿𝑥(𝑓) = 𝑓(𝑥). 
Note that 𝛿𝑥 is bounded if  ∃𝑀 > 0 such that ‖𝛿𝑥𝑓‖ℝ ≤ 𝑀‖𝑓‖ℋ , ∀𝑓 ∈ ℋ. 
Definition (3) [5]: A function 𝐾: 𝑋 × 𝑋 → ℝ is called kernel on 𝑋 if ∃ a Hilbert space ℋ and a map 𝜓: 𝑋 → ℋ, 
such that 𝐾(𝑥, 𝑦) =< 𝜓(𝑥), 𝜓(𝑦) > ∀𝑥, 𝑦 ∈ 𝑋. 
Definition (4) [3]: Let 𝑋 be an arbitrary set. A symmetric function 𝐾: 𝑋 × 𝑋 → ℂ is called positive definite 
kernel if  ∑ 𝛼?̅?𝛼𝑖𝐾(𝑥𝑖 , 𝑥𝑗)
𝑛
𝑖,𝑗=1 ≥ 0  ∀𝑛 ∈ ℕ, 𝑥1, 𝑥2, … , 𝑥𝑛 ∈ 𝑋   and 𝛼𝑖 ∈ ℂ, 𝑖 = 1,2, … , 𝑛. 
Now, we will try to define a reproducing kernel Hilbert space. 
Definition (Reproducing Kernel) (5) [3]: Let ℋ be a Hilbert space of functions 𝑓: 𝑋 → 𝐹 on a set 𝑋. A 
function 𝐾: 𝑋 × 𝑋 → ℂ is a reproducing kernel of ℋ iff : 
1) 𝐾(. , 𝑥) ∈ ℋ, ∀𝑥 ∈ 𝑋. 
2) 𝑓(𝑥) = 〈𝑓, 𝐾(. , 𝑥)〉,   ∀𝑓 ∈ ℋ, ∀𝑥 ∈ 𝑋. 
The last condition is called "the reproducing property". 
A Hilbert space which possesses a reproducing kernel is called a Reproducing Kernel Hilbert Space (RKHS). 
Basic Properties of Reproducing Kernels [3]:  
1. If a reproducing kernel 𝐾 exists, then it is unique. 
2. The reproducing kernel 𝐾(𝑥, 𝑦) is symmetric. 
3.  𝐾𝑥(𝑥) ≥ 0, for any fixed 𝑥 ∈ [𝑎, 𝑏]. 
Theorem (1) [3]: For a Hilbert space ℋ of functions on 𝑋, there exists a reproducing kernel 𝐾 for ℋ if and only 
if for every 𝑥 ∈ 𝑋, the evaluation linear functional 𝐼: 𝑓 → 𝑓(𝑥) is bounded linear functional. 
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Definition (6) [5]: 𝑊2
𝑚[𝑎, 𝑏] ∶= {𝑢|𝑢𝑗 is absolutely continuous, 𝑗 = 1,2, … ,𝑚 − 1 and 𝑢(𝑚) ∈ 𝐿2[𝑎, 𝑏]}. 
Theorem (2) [6]∶ Function space 𝑊2
𝑚[𝑎, 𝑏] is a reproducing kernel space. 
Theorem (3) [3],[6]: The function space 𝑊2
𝑚[𝑎, 𝑏] is a reproducing kernel space, that is, for each fixed 𝑥 ∈
[𝑎, 𝑏] and for any 𝑢(𝑦) ∈  𝑊2
𝑚[𝑎, 𝑏], ∃𝐾𝑥(𝑦) ∈ 𝑊2
𝑚[𝑎, 𝑏], 𝑦 ∈ [𝑎, 𝑏] such that 〈𝑢(𝑦), 𝐾𝑥(𝑦)〉  = 𝑢(𝑥) and 
𝐾𝑥(𝑦) is called reproducing kernel function of 𝑊2
𝑚[𝑎, 𝑏]. 
 
3- Main Result 
In this section we will solve the problem 
       𝑦′′(𝑥) = 6𝑥 + 2                                    
with the initial conditions                                                                                                                        (1) 
𝑦(0) = 1, 𝑦′(0) = 2               
by reproducing kernel Hilbert space method.                                                                   
 We will try to represent the reproducing kernel functions in the space 𝑊2
3[0,1] by a piecewise polynomial of 
degree 5.                                                                                  
At first, we must to construct the reproducing kernel function to space 𝑊2
3[0,1] which is defined by:                                                                                                               
𝑊2
3[0,1] = {𝑢: 𝑢, 𝑢′, 𝑢′′are absolutely continuous and 𝑢′′′ ∈ 𝐿2[0,1], 𝑢(0) = 𝑢′(0) = 0} with the inner product 
and norm of 𝑊2
3[0,1] are defined by:  
〈𝑢(𝑦), 𝑣(𝑦)〉𝑊23 = 𝑢(0)𝑣(0) + 𝑢
′(0)𝑣′(0) + 𝑢′′(0)𝑣′′(0) + ∫𝑢′′′(𝑦)𝑣′′′(𝑦)𝑑𝑦
1
0
                 
and ‖𝑢‖𝑊23 = √< 𝑢, 𝑢 >𝑊23  , where 𝑢, 𝑣 ∈ 𝑊2
3[0,1].                    
Let 𝐾𝑥(𝑦) be the reproducing kernel of the space 𝑊2
3[0,1] .Then ∀𝑥 ∈ [0,1] and 𝑢(𝑦) ∈ 𝑊2
3[0,1], 𝑦 ∈ [0,1], we 
have:  
𝑢(𝑥) = 〈𝑢(𝑦), 𝐾𝑥(𝑦)〉𝑊23 = 𝑢(0)𝐾𝑥(0) + 𝑢
′(0)𝐾′𝑥(0) + 𝑢
′′(0)𝐾′′𝑥(0) + ∫𝑢
′′′(𝑦)𝐾𝑥
′′′(𝑦)𝑑𝑦
1
0
 
       = 𝑢′′(0)𝐾′′𝑥(0) + ∫𝑢
′′′(𝑦)𝐾𝑥
′′′(𝑦)𝑑𝑦
1
0
.                                                                                        (2)   
Through three integrations by parts for (2) we have: 
𝑢(𝑥) = 𝑢′′(0)(𝐾𝑥
′′(0) − 𝐾𝑥
′′′(0)) + 𝑢′′(1)𝐾𝑥
′′′(1) − 𝑢′(1)𝐾𝑥
(4)(1) + 𝑢(1)𝐾𝑥
(5)(1)            
− ∫𝑢(𝑦)𝐾𝑥
(6)(𝑦)𝑑𝑦 .
1
0
                                                                                                             (3) 
Since 𝐾𝑥(0) ∈ 𝑊2
3[0,1], it follows that 
𝐾𝑥(0) = 0, 𝐾′𝑥(0) = 0.  
If  𝐾𝑥
′′(0) − 𝐾𝑥
′′′(0) = 0, 𝐾𝑥
′′′(1) = 0, 𝐾𝑥
(4)(1) = 0 and 𝐾𝑥
(5)(1) = 0. 
Then (3) implies that   𝑢(𝑥) = 〈𝑢(𝑦), 𝐾𝑥(𝑦)〉𝑊23 = −∫ 𝑢(𝑦)𝐾𝑥
(6)(𝑦)𝑑𝑦.
1
0
 
For  ∀𝑥 ∈ [0,1], if 𝐾𝑥(𝑦) satisfies −𝐾𝑥
(6)(𝑦) = 𝛿(𝑥 − 𝑦)                                                                              (4) 
then  
𝑢(𝑥) = −∫𝑢(𝑦)𝐾𝑥
(6)(𝑦)𝑑𝑦
1
0
= ∫𝑢(𝑦)𝛿(𝑥 − 𝑦)𝑑𝑦.
1
0
                                   
Let 𝑥 ≠ 𝑦, then −𝐾𝑥
(6)(𝑦) = 0 ⇒ 𝐾𝑥
(6)(𝑦) = 0 .                                                                                             (5) 
The characteristic equation of (5) is 𝜆6 = 0 ⇒ 𝜆 = 0 with multiplicity 6                 
𝐾𝑥(𝑦) =
{
 
 
 
 ∑𝑐𝑖(𝑥)𝑦
𝑖 ,        𝑦 ≤ 𝑥
5
𝑖=0
∑𝑑𝑖(𝑥)𝑦
𝑖
5
𝑖=0
,      𝑦 > 𝑥
 . 
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Also, since −𝐾𝑥
(6)(𝑦) = 𝛿(𝑥 − 𝑦), then,  𝐾𝑥
(𝑖)(𝑥 + 0) = 𝐾𝑥
(𝑖)(𝑥 − 0), 𝑖 = 0,1,2,3,4 . 
Integrating (4) from 𝑥 − 𝜖 to 𝑥 + 𝜖 with respect to 𝑦 and let 𝜖 → 0, we have the jump degree of 𝐾𝑥
(5)(𝑦) at 
𝑥 = 𝑦, 
𝐾𝑥
(5)(𝑥 − 0) − 𝐾𝑥
(5)(𝑥 + 0) = 1 .   
To find 𝑐𝑖(𝑥), 𝑑𝑖(𝑥), 𝑖 = 0,1, … ,5  we will solve the following equations: 
1)  𝐾𝑥(0) = 0                                                           2) 𝐾𝑥
′(0) = 0 
     3)  𝐾𝑥
′′(0) − 𝐾𝑥
′′′(0) = 0                                       4) 𝐾𝑥
′′′(1) = 0 
5) 𝐾𝑥
(4)(1) = 0                                                         6) 𝐾𝑥
(5)(1) = 0 
7) 𝐾𝑥
(𝑖)(𝑥 + 0) = 𝐾𝑥
(𝑖)(𝑥 − 0) 𝑖 = 0,1,2,3,4 
8) 𝐾𝑥
(5)(𝑥 + 0) − 𝐾𝑥
(5)(𝑥 − 0) = −1 
The reproducing kernel function of 𝑊2
3[0,1] is given by: 
 
𝐾𝑥(𝑦) =
−1
120
{
𝑦2(5𝑥𝑦2 − 𝑦3 − 10𝑥2(3 + 𝑦))  𝑦 ≤ 𝑥
𝑥2(5𝑥2𝑦 − 𝑥3 − 10𝑦2(3 + 𝑥))  𝑦 > 𝑥
                                                                            (6) 
 
 
Also we can define five inner products with their reproducing kernels: 
1) 〈𝑢(𝑦), 𝐾1𝑥(𝑦)〉𝑊23 = 𝑢(0)𝐾1𝑥(0) + 𝑢(1)𝐾1𝑥(1) + 𝑢′′(0)𝐾1𝑥
′′ (0) + ∫𝑢′′′(𝑦)𝐾1𝑥
′′′(𝑦)𝑑𝑦
1
0
 
𝐾1𝑥(𝑦) =
1
4680
{
𝑓1(𝑥, 𝑦), 𝑦 ≥ 𝑥
𝑓2(𝑦, 𝑥), 𝑦 ≤ 𝑥
 
𝑓1(𝑥, 𝑦) = 𝑦
2(30𝑥2(27 − 4𝑥 + 𝑥2) + 10𝑥2(27 − 4𝑥 + 𝑥2)𝑦 − 5𝑥(39 − 12𝑥 − 4𝑥2 + 𝑥3)𝑦2 + (39
− 12𝑥2 − 4𝑥3 + 𝑥4)𝑦3) 
𝑓2(𝑦, 𝑥) = 𝑥
2(39𝑥3 − 195𝑥2𝑦 + 30(27 + 9𝑥 + 𝑥2)𝑦2 + 10(−12 − 4𝑥 + 𝑥2)𝑦3 − 5(−12 − 4𝑥
+ 𝑥2)𝑦4 + (−12 − 4𝑥 + 𝑥2)𝑦5) 
2) < 𝑢(𝑦), 𝐾2𝑥(𝑦) >𝑊23 = 𝑢(0)𝐾2𝑥(0) + 𝑢′(1)𝐾2𝑥
′ (1) + 𝑢''(0)𝐾2𝑥
′′ (0) 
+∫𝑢′′′(𝑦)𝐾2𝑥
′′′(𝑦)𝑑𝑦
1
0
 
𝐾2𝑥(𝑦) =
1
6720
{
𝑓1(𝑥, 𝑦), 𝑦 ≥ 𝑥
𝑓2(𝑦, 𝑥), 𝑦 ≤ 𝑥
 
𝑓1(𝑥, 𝑦) = 𝑦
2(60𝑥2(16 − 4𝑥 + 𝑥2) + 20𝑥2(16 − 4𝑥 + 𝑥2)𝑦 − 5𝑥(56 − 12𝑥 − 4𝑥2 + 𝑥3)𝑦2
+ 56𝑦3) 
𝑓2(𝑥, 𝑦) = 𝑥
2(56𝑥3 + 60𝑦2(16 − 4𝑦 + 𝑦2) + 20𝑥𝑦2(16 − 4𝑦 + 𝑦2) − 5𝑥2𝑦(56 − 12𝑦 − 4𝑦2
+ 𝑦3)) 
 
3) < 𝑢(𝑦), 𝐾3𝑥(𝑦) >𝑊23= 𝑢(0)𝐾3𝑥(0) + 𝑢
′(0)𝐾3𝑥
′ (0) + 𝑢(1)𝐾3𝑥(1) + 𝑢
′(1)𝐾3𝑥
′ (1) 
+∫ 𝑢′′′(𝑦)𝐾3𝑥
′′′(𝑦) 𝑑𝑦
1
0
 
𝐾3𝑥(𝑦) =
1
71520
{
𝑓1(𝑥, 𝑦), 𝑦 ≥ 𝑥
𝑓2(𝑦, 𝑥), 𝑦 ≤ 𝑥
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𝑓1(𝑥, 𝑦) = 𝑦
2(−5𝑥2(1779 + 1192𝑥 − 353𝑥2 + 22𝑥3) + 5𝑥(−596 + 353𝑥 + 5𝑥3 − 2𝑥4)𝑦2
+ 2(298 − 55𝑥2 − 5𝑥4 + 2𝑥5)𝑦3) 
𝑓2(𝑥, 𝑦) = 𝑥
2(−5𝑦2(1779 + 1192𝑦 − 353𝑦2 + 22𝑦3) − 5𝑥2𝑦(596 − 353𝑦 − 5𝑦3 + 2𝑦4)
+ 2𝑥3(298 − 55𝑦2 − 5𝑦4 + 2𝑦5)) 
4) < 𝑢(𝑦), 𝐾4𝑥(𝑦) >𝑊23= 𝑢(0)𝐾4𝑥(0) + 𝑢(1)𝐾4𝑥(1) + 𝑢
′(0)𝐾4𝑥
′ (0) + 𝑢′(1)𝐾4𝑥
′ (1) 
+𝑢′′(0)𝐾4𝑥
′′ (0) + ∫ 𝑢′′′(𝑦)𝐾4𝑥
′′′(𝑦) 𝑑𝑦
1
0
 
𝐾4𝑥(𝑦) =
1
913320
{
𝑓1(𝑥, 𝑦), 𝑦 ≥ 𝑥
𝑓2(𝑦, 𝑥), 𝑦 ≤ 𝑥
 
𝑓1(𝑥, 𝑦) = 𝑦
2(38055𝑥𝑦2 − 7611𝑦3 + 30𝑥2(−3987 − 1329𝑦 − 367𝑦2 + 26𝑦3) + 10𝑥3(3624
+ 1208𝑦 − 367𝑦2 + 26𝑦3) − 5𝑥4(2202 + 734𝑦 − 286𝑦2 + 41𝑦3) + 𝑥5(780
+ 260𝑦 − 205𝑦2 + 56𝑦3)) 
𝑓2(𝑥, 𝑦) = 𝑥
2(7611𝑥3 − 38055𝑥2𝑦 + 30(3987 + 1329𝑥 + 367𝑥2 − 26𝑥3)𝑦2 − 10(3624 + 1208𝑥
− 367𝑥2 + 26𝑥3)𝑦3 + 5(2202 + 734𝑥 − 286𝑥2 + 41𝑥3)𝑦4 − (780 + 260𝑥
− 205𝑥2 + 56𝑥3)𝑦5. 
5) < 𝑢(𝑦), 𝐾5𝑥(𝑦) >𝑊23= 𝑢(0)𝐾5𝑥(0) + 𝑢(1)𝐾5𝑥(1) + 𝑢
′(0)𝐾5𝑥
′ (0) + 𝑢′(1)𝐾5𝑥
′ (1) 
+∫ (𝑢′′(𝑦)𝐾5𝑥
′′ (𝑦) + 𝑢′′′(𝑦)𝐾5𝑥
′′′(𝑦)) 𝑑𝑦
1
0
 
𝐾5𝑥(𝑦) =
ⅇ−1−𝑥−𝑦
2(−1 + ⅇ)(−43 + 53ⅇ)
{
𝑓1(𝑥, 𝑦), 𝑦 ≥ 𝑥
𝑓2(𝑦, 𝑥), 𝑦 ≤ 𝑥
 
𝑓1(𝑥, 𝑦) = −19ⅇ
3 + 24ⅇ4 − 19ⅇ1+2𝑥 + 24ⅇ2+2𝑥 − 24ⅇ2(𝑥+𝑦) − 24ⅇ2+2𝑦 + 29ⅇ3+2𝑦 + 29ⅇ1+2𝑥+2𝑦
− 6ⅇ1+𝑥+2𝑦(3 − 4𝑥 + 𝑥2) − 6ⅇ3+𝑥(19 − 4𝑥 + 𝑥2) + 2ⅇ2+𝑥(52 − 12𝑥 + 3𝑥2)
+ ⅇ2+𝑥+2𝑦(8 − 24𝑥 + 6𝑥2) + ⅇ1+𝑥+𝑦(3 − 4𝑥 + 𝑥2)(6 + 6𝑦 − 13𝑦2 + 𝑦3)
+ ⅇ4+𝑦(−24 + 24𝑦 − 9𝑦2 + 4𝑦3) + ⅇ2+2𝑥+𝑦(−24 + 24𝑦 − 9𝑦2 + 4𝑦3)
− 2ⅇ3+𝑦(5 + 24𝑦 − 9𝑦2 + 4𝑦3) − 2ⅇ1+2𝑥+𝑦(5 + 24𝑦 − 9𝑦2 + 4𝑦3) + ⅇ2+𝑦(24
+ 24𝑦 − 9𝑦2 + 4𝑦3) + ⅇ2𝑥+𝑦(24 + 24𝑦 − 9𝑦2 + 4𝑦3) + 4ⅇ2+𝑥+𝑦(−28 + 24𝑦
+ 9𝑦2 + 4𝑦3 + 𝑥(12 − 24𝑦2) + 𝑥2(−3 + 6𝑦2)) + ⅇ3+𝑥+𝑦(114 − 114𝑦 + 3𝑦2
− 19𝑦3 + 4𝑥(−6 + 6𝑦 + 11𝑦2 + 𝑦3) − 𝑥2(−6 + 6𝑦 + 11𝑦2 + 𝑦3)) 
 
𝑓2(𝑥, 𝑦) =  −57ⅇ
3 + 72ⅇ4 + 72ⅇ1+2𝑥 − 216ⅇ2+2𝑥 + 159ⅇ3+2𝑥 − 72ⅇ2(𝑥+𝑦) − 129ⅇ1+2𝑦
+ 216ⅇ2+2𝑦 − 72ⅇ3+2𝑦 + 87ⅇ1+2𝑥+2𝑦 − 18ⅇ1+𝑥+2𝑦(3 − 4𝑥 + 𝑥2) − 18ⅇ3+𝑥(19
− 4𝑥 + 𝑥2) + 6ⅇ2+𝑥+2𝑦(4 − 12𝑥 + 3𝑥2) + 6ⅇ2+𝑥(52 − 12𝑥 + 3𝑥2) + 3ⅇ4+𝑦(−24
+ 24𝑦 − 9𝑦2 + 4𝑦3) + 3ⅇ2+2𝑥+𝑦(−24 + 24𝑦 − 9𝑦2 + 4𝑦3) − 6ⅇ3+𝑦(5 + 24𝑦
− 9𝑦2 + 4𝑦3) − 6ⅇ1+2𝑥+𝑦(5 + 24𝑦 − 9𝑦2 + 4𝑦3) + 3ⅇ2+𝑦(24 + 24𝑦 − 9𝑦2
+ 4𝑦3) + 3ⅇ2𝑥+𝑦(24 + 24𝑦 − 9𝑦2 + 4𝑦3) + 12ⅇ2+𝑥+𝑦(−28 + 60𝑥 + 8𝑥3 − 24𝑦
+ 9𝑦2 − 4𝑦3 + 3𝑥2(−1 − 8𝑦 + 2𝑦2)) + ⅇ3+𝑥+𝑦(342 − 53𝑥3 − 24𝑦 + 9𝑦2 − 4𝑦3
− 3𝑥2(−6 − 47𝑦 + 11𝑦2 + 𝑦3) + 3𝑥(−130 + 24𝑦 − 9𝑦2 + 4𝑦3)) + ⅇ1+𝑥+𝑦(54
− 43𝑥3 + 312𝑦 − 117𝑦2 + 52𝑦3 + 3𝑥2(6 + 49𝑦 − 13𝑦2 + 𝑦3) − 3𝑥(110 + 24𝑦
− 9𝑦2 + 4𝑦3)). 
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Also, we need to find the reproducing kernel of 𝑊2
1[0,1] = {𝑢: 𝑢 is absolutely continuous,𝑢, 𝑢′ ∈ 𝐿2[0,1]} with 
the inner product and norm of 𝑊2
1[0,1] as: 
𝑊2
1[0,1] = {𝑢: 𝑢 is absolutely continuous, 𝑢, 𝑢′ ∈ 𝐿2[0,1]}, with inner product  
〈𝑢(𝑦), 𝑅𝑥(𝑦)〉𝑊21 = ∫ (𝑢(𝑦)𝑅𝑥(𝑦) + 𝑢
′(𝑦)𝑅𝑥
′(𝑦))𝑑𝑦
1
0
 and norm ‖𝑢‖𝑊21 = √〈𝑢, 𝑢〉𝑊21 
In [1], Li and Cui proved that 𝑊2
1[0,1] is a reproducing kernel Hilbert space and its reproducing kernel is given 
by 
𝑅𝑥(𝑦) =
1
2 sinh(1)
[cosh(𝑥 + 𝑦 − 1) + cosh|𝑥 − 𝑦| − 1].                                           (7)      
To solve this problem by using reproducing kernel method we must homogenization the initial conditions as follows: 
let 𝑢(𝑥) = 𝑦(𝑥) + 𝑎𝑥 + 𝑏                                                                                                                              (8)  
𝑢(0) = 0 = 𝑦(0) + 𝑏 ⟹ 𝑏 = −1 
𝑢′(0) = 0 = 𝑦′(0) + 𝑎 ⟹ 𝑎 = −2 
∴ 𝑢(𝑥) = 𝑦(𝑥) − 2𝑥 − 1                                                                                                                                 (9) 
Then 𝑢′′(𝑥) = 6𝑥 + 2           
with the homogenize initial conditions                                                                                             (10)                                                             
𝑢(0) = 0, 𝑢′(0) = 0.            
The exact solution of problem (1) is 
𝑦(𝑥) = 𝑥3 + 𝑥2 + 2𝑥 + 1.                                                                                                                             (11) 
Define the operator 𝐿:  𝑊2
3[0,1] →  𝑊2
1[0,1] such that: 
𝐿𝑢(𝑥) = 𝑢′′(𝑥) = 𝑓(𝑥)  
where 𝑓(𝑥) = 6𝑥 + 2, 𝑥 ∈ [0,1], 𝑢(𝑥) ∈ 𝑊2
3[0,1] and 𝑓(𝑥) ∈ 𝑊2
1[0,1]  
with 𝑢(0) = 0, 𝑢′(0) = 0, 𝐿 is a bounded linear operator. 
Let 𝜙𝑖(𝑥) = 𝑅𝑥𝑖(𝑥) and 𝜓𝑖(𝑥) = 𝐿
∗𝜙𝑖(𝑥) = 〈𝐿
∗𝜙𝑖(𝑥), 𝐾𝑥(𝑦)〉𝑊23 = 〈𝜙𝑖(𝑥), 𝐿𝐾𝑥(𝑦)〉𝑊21 
= 〈𝑅𝑥𝑖(𝑥), 𝐿𝐾𝑥(𝑦)〉𝑊21 = 𝐿𝑥𝑖𝐾𝑥(𝑥𝑖), where 𝐿
∗ is the adjoint operator of 𝐿. 
 
Theorem (4) [5]: Assume that the inverse operator 𝐿−1 exists. Then if {𝑥𝑖}𝑖=1
∞  is dense on [0,1], then {𝜓𝑖}𝑖=1
∞  is 
the complete function system of the space 𝑊2
3[0,1]. 
 
Now, we will form an orthonormal function {𝜓𝑖̅̅̅(𝑥)}𝑖=1
∞  of the space 𝑊2
3 by Gram- Schmidt orthogonalization 
process of  {𝜓𝑖(𝑥)}𝑖=1
∞  as follows:  
𝜓𝑖̅̅̅(𝑥) = ∑𝛽𝑖𝑘𝜓𝑘(𝑥),   𝑖 = 1,2, …
𝑖
𝑘=1
 
where 𝛽11 =
1
‖𝜓1‖
, 𝛽𝑖𝑖 =
1
√‖𝜓𝑖‖
2−∑ (𝐶𝑖𝑘̅̅ ̅̅ ̅)
2𝑖−1
𝑘=1
, 𝛽𝑖𝑘 =
−∑ 𝐶𝑖𝑗̅̅ ̅̅ 𝛽𝑗𝑘
𝑖−1
𝑗=𝑘
√‖𝜓𝑖‖
2−∑ (𝐶𝑖𝑘̅̅ ̅̅ ̅)
2𝑖−1
𝑘=1
, 𝑘 < 𝑖  and 
𝐶𝑖𝑗̅̅̅̅ = 〈𝜓𝑖 , 𝜓𝑗̅̅ ̅〉𝑊23 =∑𝛽𝑗𝑘  𝑐𝑖𝑘
𝑖
𝑘=1
. 
 
 
Theorem (5) [5]: ∀𝑢(𝑥) ∈ 𝑊2
3[0,1], the series ∑ 〈𝑢(𝑥), 𝜓𝑖̅̅̅(𝑥)〉𝜓𝑖̅̅̅(𝑥)
∞
𝑖=1  is convergent in sense of the norm of  
𝑊2
3[0,1]. Moreover, if {𝑥𝑖}𝑖=1
∞  is a countable dense set in [0,1], then the solution of (1) is unique and given by:  
𝑢(𝑥) =∑∑𝛽𝑖𝑘𝑓(𝑥𝑘)𝜓𝑖̅̅̅(𝑥)
𝑖
𝑘=1
∞
𝑖=1
 
 
The n
th
 term of the solution is given by:  
𝑢𝑛(𝑥) =∑∑𝛽𝑖𝑘𝑓(𝑥𝑘)𝜓𝑖̅̅̅(𝑥).
𝑖
𝑘=1
𝑛
𝑖=1
 
Theorem (6) [5]: The approximate solution 𝑢𝑛(𝑥) and its derivative 𝑢𝑛
′ (𝑥), 𝑢𝑛
′′(𝑥)  are uniformly convergent. 
 
We have reproducing kernels 𝐾1𝑥(𝑦) =
−1
120
𝑦2(5𝑥𝑦2 − 𝑦3 − 10𝑥2(3 + 𝑦)) for 
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 𝑦 ≤ 𝑥, 𝐾2𝑥(𝑦) =
−1
120
𝑥2(5𝑥2𝑦 − 𝑥3 − 10𝑦2(3 + 𝑥)) for 𝑦 > 𝑥, if we choose 𝑛 = 5, we have 
 𝑥𝑖 =
𝑖−1
𝑛−1
, so 𝑥1 = 0, 𝑥2 = 0.25,  𝑥3 = 0.5, 𝑥4 = 0.75, 𝑥5 = 1, then we have 𝐾1𝑥(𝑦) for 𝑥1 and  𝐾2𝑥(𝑦) for 
𝑥2,  𝑥3, 𝑥4, 𝑥5.   
𝐿𝑦 𝐾1𝑥(𝑦) =
𝜕2 𝐾1𝑥(𝑦)
𝜕𝑦2
=
−1
2
𝑥𝑦2 +
1
6
𝑦3 +
1
2
𝑥2 +
1
2
𝑥2𝑦 
 𝐿𝑦 𝐾2𝑥(𝑦) =
𝜕2 𝐾2𝑥(𝑦)
𝜕𝑦2
=
1
2
𝑥2 +
1
6
𝑥3.  
We have to find  𝜓𝑖(𝑥),         𝑖 = 1,2,3,4,5         
𝜓1(𝑥) = 𝐿𝑦 𝐾1𝑥(𝑦) at 𝑦 =  𝑥1 = 0 ⟹ 𝜓1(𝑥) =
1
2
𝑥2                                          
𝜓2(𝑥) = 𝐿𝑦  𝐾2𝑥(𝑦) at 𝑦 =  𝑥2 = 0.25 ⟹ 𝜓2(𝑥) =
1
2
𝑥2 +
1
6
𝑥3                       
𝜓3(𝑥) = 𝐿𝑦  𝐾2𝑥(𝑦) at 𝑦 =  𝑥3 = 0.5 ⟹ 𝜓3(𝑥) =
1
2
𝑥2 +
1
6
𝑥3                           
𝜓4(𝑥) = 𝐿𝑦 𝐾2𝑥(𝑦) at 𝑦 =  𝑥4 = 0.75 ⟹ 𝜓4(𝑥) =
1
2
𝑥2 +
1
6
𝑥3                          
𝜓5(𝑥) = 𝐿𝑦  𝐾2𝑥(𝑦) at 𝑦 =  𝑥5 = 5 ⟹ 𝜓5(𝑥) =
1
2
𝑥2 +
1
6
𝑥3                                 
 
Let,  𝑞1(𝑥, 𝑦) = 𝐿𝑦 𝐾(𝑥, 𝑦) =
𝜕2 𝐾(𝑥,𝑦)
𝜕𝑦2
. 
Since 𝜓𝑖(𝑥) = 𝐿𝑦 𝐾(𝑥, 𝑦)|𝑦=𝑥𝑖   , 𝑖 = 1,2,3,4,5  then defined another function as: 
𝑞2(𝑥, 𝑦) =
𝜕2𝑞1(𝑥, 𝑦)
𝜕𝑥2
 
Now, since the inner product is  
𝐶𝑖𝑗 = 〈𝜓𝑖 , 𝜓𝑗〉 
so defined the inner product as: 
𝐶𝑖𝑗 = 𝑞2(𝑥𝑗 , 𝑥𝑖) 
 
The following is process of obtaining orthogonalization coefficients 
𝜓𝑖̅̅̅(𝑥) = ∑𝛽𝑖𝑘𝜓𝑘(𝑥),   𝑖 = 1,2,3,4,5
𝑖
𝑘=1
 
𝜓1̅̅̅̅ (𝑥) = 𝛽11𝜓1(𝑥) =
1
‖𝜓1‖
𝜓1(𝑥) =
1
√‖𝜓1‖2
𝜓1(𝑥)         
‖𝜓1‖
2 = 𝐶11 = 1 + 𝑥1 = 1 
𝜓1̅̅̅̅ (𝑥) =
1
2
𝑥2                                                                           
 
𝜓2̅̅̅̅ (𝑥) = 𝛽21𝜓1(𝑥) + 𝛽22𝜓2(𝑥) 
𝛽21 =
−𝐶21̅̅ ̅̅ 𝛽11 
√‖𝜓2‖2 − (𝐶21̅̅ ̅̅ )2
 
‖𝜓2‖
2 = 𝐶22 = 1 + 𝑥2 = 1.25, 𝐶21̅̅ ̅̅ = 𝛽11𝐶21 = (1)(1 + 𝑥1) = 1 
𝛽21 =
−(1)(1) 
√1.25 − 1
= −2 
𝛽22 =
1 
√‖𝜓2‖2 − (𝐶21̅̅ ̅̅ )2
=
1
√1.25 − 1
= 2 
𝜓2̅̅̅̅ (𝑥) = −2 ( 
1
2
𝑥2) + 2 (
1
2
𝑥2 +
1
6
𝑥3) =
1
3
𝑥3                                              
 
𝜓3̅̅̅̅ (𝑥) = 𝛽31𝜓1(𝑥) + 𝛽32𝜓2(𝑥) + 𝛽33𝜓3(𝑥) 
𝛽31 =
−𝐶31̅̅ ̅̅ 𝛽11 − 𝐶32̅̅ ̅̅ 𝛽21
√‖𝜓3‖2 − (𝐶31̅̅ ̅̅ )2 − (𝐶32̅̅ ̅̅ )2
 
𝐶31̅̅ ̅̅ = 𝛽11𝐶31 = 1, 𝐶32̅̅ ̅̅ = 𝛽21𝐶31 + 𝛽22𝐶32 = (−2)(1) + (2)(1.25) = 0.5  
‖𝜓3‖
2 = 𝐶33 = 1.5  
𝛽31 =
−1 − (0.5)(−2)
√1.5 − 1 − 0.25
= 0 
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𝛽32 =
− 𝐶32̅̅ ̅̅ 𝛽22
√‖𝜓3‖2 − (𝐶31̅̅ ̅̅ )2 − (𝐶32̅̅ ̅̅ )2
=
− (0.5)(2)
√0.25
= −2 
𝛽33 =
1
√‖𝜓3‖2 − (𝐶31̅̅ ̅̅ )2 − (𝐶32̅̅ ̅̅ )2
= 2 
𝜓3̅̅̅̅ (𝑥) = −2 (
1
2
𝑥2 +
1
6
𝑥3) + 2 (
1
2
𝑥2 +
1
6
𝑥3) = 0                                   
 
𝜓4̅̅̅̅ (𝑥) = 𝛽41𝜓1(𝑥) + 𝛽42𝜓2(𝑥) + 𝛽43𝜓3(𝑥) + 𝛽44𝜓4(𝑥) 
𝛽41 =
−𝐶41̅̅ ̅̅ 𝛽11 − 𝐶42̅̅ ̅̅ 𝛽21 − 𝐶43̅̅ ̅̅ 𝛽31
√‖𝜓4‖2 − (𝐶41̅̅ ̅̅ )2 − (𝐶42̅̅ ̅̅ )2 − (𝐶43̅̅ ̅̅ )2
 
𝐶41̅̅ ̅̅ = 𝛽11𝐶41 = 1, 𝐶42̅̅ ̅̅ = 𝛽21𝐶41 + 𝛽22𝐶42 = 0.5, 𝐶43̅̅ ̅̅ = 𝛽31𝐶41 + 𝛽32𝐶42 + 𝛽33𝐶43 = 0.5 
‖𝜓4‖
2 = 𝐶44 = 1.75 
𝛽41 =
−1 + 1 − 0
√0.25
= 0 
𝛽42 =
− 𝐶42̅̅ ̅̅ 𝛽22 − 𝐶43̅̅ ̅̅ 𝛽32
√‖𝜓4‖2 − (𝐶41̅̅ ̅̅ )2 − (𝐶42̅̅ ̅̅ )2 − (𝐶43̅̅ ̅̅ )2
=
−1 + 1
√0.25
= 0 
𝛽43 =
−𝐶43̅̅ ̅̅ 𝛽33
√‖𝜓4‖2 − (𝐶41̅̅ ̅̅ )2 − (𝐶42̅̅ ̅̅ )2 − (𝐶43̅̅ ̅̅ )2
=
−1
0.5
= −2 
𝛽44 =
1
√‖𝜓4‖2 − (𝐶41̅̅ ̅̅ )2 − (𝐶42̅̅ ̅̅ )2 − (𝐶43̅̅ ̅̅ )2
= 2 
𝜓4̅̅̅̅ (𝑥) = −2 (
1
2
𝑥2 +
1
6
𝑥3) + 2 (
1
2
𝑥2 +
1
6
𝑥3) = 0                                 
 
 
𝜓5̅̅̅̅ (𝑥) = 𝛽51𝜓1(𝑥) + 𝛽52𝜓2(𝑥) + 𝛽53𝜓3(𝑥) + 𝛽54𝜓4(𝑥) + 𝛽55𝜓5(𝑥) 
𝛽51 =
−𝐶51̅̅ ̅̅ 𝛽11 − 𝐶52̅̅ ̅̅ 𝛽21 − 𝐶53̅̅ ̅̅ 𝛽31 − 𝐶54̅̅ ̅̅ 𝛽41
√‖𝜓5‖2 − (𝐶51̅̅ ̅̅ )2 − (𝐶52̅̅ ̅̅ )2 − (𝐶53̅̅ ̅̅ )2 − (𝐶54̅̅ ̅̅ )2
 
𝐶51̅̅ ̅̅ = 𝛽11𝐶51 = 1, 𝐶52̅̅ ̅̅ = 𝛽21𝐶51 + 𝛽22𝐶52 = 0.5, 𝐶53̅̅ ̅̅ = 𝛽31𝐶51 + 𝛽32𝐶52 + 𝛽33𝐶53 = 0.5 
𝐶54̅̅ ̅̅ = 𝛽41𝐶51 + 𝛽42𝐶52 + 𝛽43𝐶53 + 𝛽44𝐶53 = 0.5, ‖𝜓5‖
2 = 𝐶55 = 1.75 
𝛽51 =
−1 + 1 − 0 − 0
0.25
= 0 
𝛽52 =
− 𝐶52̅̅ ̅̅ 𝛽22 − 𝐶53̅̅ ̅̅ 𝛽32 − 𝐶54̅̅ ̅̅ 𝛽42
√‖𝜓5‖2 − (𝐶51̅̅ ̅̅ )2 − (𝐶52̅̅ ̅̅ )2 − (𝐶53̅̅ ̅̅ )2 − (𝐶54̅̅ ̅̅ )2
=
−1 + 1 − 0
0.5
= 0 
𝛽53 =
−𝐶53̅̅ ̅̅ 𝛽33 − 𝐶54̅̅ ̅̅ 𝛽43
√‖𝜓5‖2 − (𝐶51̅̅ ̅̅ )2 − (𝐶52̅̅ ̅̅ )2 − (𝐶53̅̅ ̅̅ )2 − (𝐶54̅̅ ̅̅ )2
=
−1 + 1
0.5
= 0 
𝛽54 =
−𝐶54̅̅ ̅̅ 𝛽44
√‖𝜓5‖2 − (𝐶51̅̅ ̅̅ )2 − (𝐶52̅̅ ̅̅ )2 − (𝐶53̅̅ ̅̅ )2 − (𝐶54̅̅ ̅̅ )2
=
−1
0.5
= −2 
𝛽55 =
1
√‖𝜓5‖2 − (𝐶51̅̅ ̅̅ )2 − (𝐶52̅̅ ̅̅ )2 − (𝐶53̅̅ ̅̅ )2 − (𝐶54̅̅ ̅̅ )2
= 2 
𝜓5̅̅̅̅ (𝑥) = −2 (
1
2
𝑥2 +
1
6
𝑥3) + 2 (
1
2
𝑥2 +
1
6
𝑥3) = 0                                
𝑢𝑛(𝑥) = ∑ 𝐴𝑖𝜓𝑖̅̅̅(𝑥)
𝑛
𝑖=1 , Where  𝐴𝑖 = ∑ 𝛽𝑖𝑘𝑓(𝑥𝑘)
𝑖
𝑘=1  where 𝑓(𝑥𝑘) = 6𝑥𝑘 + 2 
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𝐴1 = 𝛽11𝑓(𝑥1) = (1)(6𝑥1 + 2) = 2 
𝐴2 = 𝛽21𝑓(𝑥1) + 𝛽22𝑓(𝑥2) = (−2)(6𝑥1 + 2) + (2)(6𝑥2 + 2) = 3 
𝐴3 = 𝛽31𝑓(𝑥1) + 𝛽32𝑓(𝑥2) + 𝛽33𝑓(𝑥3) = 0 + (−2)(6𝑥2 + 2) + (2)(6𝑥3 + 2) = 3 
𝐴4 = 𝛽41𝑓(𝑥1) + 𝛽42𝑓(𝑥2) + 𝛽43𝑓(𝑥3) + 𝛽44𝑓(𝑥4) 
       = 0 + 0 + (−2)(63 + 2) + (2)(6𝑥4 + 2) = 3 
𝐴5 = 𝛽51𝑓(𝑥1) + 𝛽52𝑓(𝑥2) + 𝛽53𝑓(𝑥3) + 𝛽54𝑓(𝑥4) + 𝛽55𝑓(𝑥5) 
       = 0 + 0 + 0 + (−2)(6𝑥4 + 2) + (2)(6𝑥5 + 2) 
𝑢𝑛(𝑥) = ∑𝐴𝑖𝜓𝑖̅̅̅(𝑥)
𝑛
𝑖=1
 
𝑢1(𝑥) = 𝐴1𝜓1̅̅̅̅ (𝑥) = 𝑥
2 
𝑢2(𝑥) = 𝐴1𝜓1̅̅̅̅ (𝑥) + 𝐴2𝜓2̅̅̅̅ (𝑥) = 𝑥
2 + 𝑥3 
𝑢3(𝑥) = 𝐴1𝜓1̅̅̅̅ (𝑥) + 𝐴2𝜓2̅̅̅̅ (𝑥) + 𝐴3𝜓3̅̅̅̅ (𝑥) = 𝑥
2 + 𝑥3 
𝑢4(𝑥) = 𝐴1𝜓1̅̅̅̅ (𝑥) + 𝐴2𝜓2̅̅̅̅ (𝑥) + 𝐴3𝜓3̅̅̅̅ (𝑥) + 𝐴4𝜓4̅̅̅̅ (𝑥) = 𝑥
2 + 𝑥3 
𝑢5(𝑥) = 𝐴1𝜓1̅̅̅̅ (𝑥) + 𝐴2𝜓2̅̅̅̅ (𝑥) + 𝐴3𝜓3̅̅̅̅ (𝑥) + 𝐴4𝜓4̅̅̅̅ (𝑥) + 𝐴5𝜓5̅̅̅̅ (𝑥) = 𝑥
2 + 𝑥3. 
 
𝑈𝑛(𝑥𝑖) = 𝑢𝑛(𝑥𝑖) − 𝑡𝑟𝑢0(𝑥𝑖), 𝑖 = 1,… ,5, where  𝑡𝑟𝑢0(𝑥𝑖) = −2𝑥𝑖 − 1 is the approximate solution 
𝑥1 = 0 ⟹ 𝑈1(0) = 𝑢1(0) − 𝑡𝑟𝑢0(0) = 1 
𝑥2 = 0.25 ⟹ 𝑈2(0.25) = 𝑢2(0.25) − 𝑡𝑟𝑢0(0.25) = (0.25)
2 + (0.25)3 + 2(0.25) + 1 
     = 1.578125  
𝑥3 = 0.5 ⟹ 𝑈3(0.5) = 𝑢3(0.5) − 𝑡𝑟𝑢0(0.5) = (0.5)
2 + (0.5)3 + 2(0.5) + 1 
     = 2.375 
 
𝑥4 = 0.75 , 𝑈4(0.75) = 𝑢4(0.75) − 𝑡𝑟𝑢0(0.75) = (0.75)
2 + (0.75)3 + 2(0.75) + 1 
     = 3.484375 
𝑥5 = 1 , 𝑈5(1) = 𝑢5(1) − 𝑡𝑟𝑢0(1) = 5      
    
Table 1: Numerical Results for problem (1) 
X Exact solution Approximate solution Absolute error 
0 1.578125 1.578125 0 
0.25 1.578125 1.578125 0 
0.5 2.375 2.375 0 
0.75 3.484375 3.484375 0 
1 5 5 0 
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Figure 1: Plots of exact solution and approximate solution. 
 
 
 
 
REFENCES 
[1]. Chunli Li, Minggen Cui, 2003, ''The exact solution for solving a class nonlinear operator equations in the 
reproducing kernel space'', Appl. Math. Compute. 143 (2-3) 393-399.                                                                                                                                              
[2]. Hal Daume ,´ 2004,''From Zero to Reproducing Kernel Hilbert Spaces in Twelve Pages or Less'', 
http://pub.hal3.name/daume04rkhs.ps.                                                             
[3]. N. Aronszajn, 1950,''Theory of reproducing kernels'', Transactions of the Americal Mathematical Society, 68 (3), 
337 – 404. 
[4] M. Cui,Y. Lin, 2009, ''Nonlinear Numerical Analysis in the Reproducing Kernel Spaces'', Nova Science 
Publishers, New York. 
[5]. S. Bushnaq, S. Momani, and Y.Zhou, 2013, ''A Reproducing Kernel Hilbert Space Method for Solving Integro-
Differential Equations of Fractional Order'', Journal of Optimization Theory and Applications, vol. 156, no. 1, pp. 
96-105. 
[6]. S. Zhang, Lei L. and Luhong Diao, 2009, ''Reproducing Kernel Functions Represented by Form of 
Polynomials'', International Computer Science and Computational Technology, 9, 353 – 358. 
 
0.2 0.4 0.6 0.8 1.0
2
3
4
5
Approximate Solution
Exact Solution
The IISTE is a pioneer in the Open-Access hosting service and academic event management.  
The aim of the firm is Accelerating Global Knowledge Sharing. 
 
More information about the firm can be found on the homepage:  
http://www.iiste.org 
 
CALL FOR JOURNAL PAPERS 
There are more than 30 peer-reviewed academic journals hosted under the hosting platform.   
Prospective authors of journals can find the submission instruction on the following 
page: http://www.iiste.org/journals/  All the journals articles are available online to the 
readers all over the world without financial, legal, or technical barriers other than those 
inseparable from gaining access to the internet itself.  Paper version of the journals is also 
available upon request of readers and authors.  
 
MORE RESOURCES 
Book publication information: http://www.iiste.org/book/ 
Academic conference: http://www.iiste.org/conference/upcoming-conferences-call-for-paper/  
 
IISTE Knowledge Sharing Partners 
EBSCO, Index Copernicus, Ulrich's Periodicals Directory, JournalTOCS, PKP Open 
Archives Harvester, Bielefeld Academic Search Engine, Elektronische Zeitschriftenbibliothek 
EZB, Open J-Gate, OCLC WorldCat, Universe Digtial Library , NewJour, Google Scholar 
 
 
