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Our aim is to present a practical algorithm for the
isomorphism problem that can be easily
adapted to any class of combinatorial objects . We investigate the underlying principles
of
backtrack algorithms that determine a canonical representative of a combinatorial object . We
identify the parts of the algorithm that are dependent on the class of combinatorial objects and
those parts that are independent of the class . An interface between the two parts is developed
to provide a general backtrack algorithm for the isomorphism problem of combinatorial
objects that incorporates the technique of branch-and-bound, and that also uses the
automorphisms of the combinatorial object to prune the search tree . Our general algorithm
incorporates from computational group theory an algorithm known as the base change
algorithm. The base change algorithm allows one to recover as much information as possible
about the automorphism group when a new branch of the search tree is processed . Thus, it can
lead to greater pruning of the search tree . This work is intended to lead to a better
understanding of the practical isomorphism algorithms . It is not intended as a contribution to
the theoretical study of the complexity of the isomorphism problem .
1 . Introduction
ᣀor most classes of combinatorial objects such as graphs, latin squares, Hadamard
matrices, block designs, and error-correcting codes, there is a notion of isomorphism that
may be expressed as a permutation mapping one object to the other. This raises the
problem :
ᣀiven two combinatorial objects A and B in a particular class of combinatorial
objects, does there exist a permutation p mapping A to B?
This problem is called the isomorphism problem for the class of combinatorial objects .
The isomorphism problem is of particular interest in complexity theory (ᣀarey &
Johnson, 1979; Booth & Colbourn, 1979) where there is a class of problems, called
isomorphism complete problems . These are the problems which are polynomially
equivalent to the graph isomorphism problem . They include the isomorphism problem for
most other classes of combinatorial objects . The importance of the graph isomorphism
problem has made it the subject of extensive research. Two surveys are Read & Corneil
(1977) and Corneil & Kirkpatrick (1980), while the book of Hoffman (1982) examines the
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recent applications of group theory that have lead to polynomial algorithms for some
special types of graphs . It is still unknown whether there exists a polynomial-time
algorithm to solve the graph isomorphism problem in general .
We are concerned with practical algorithms for the isomorphism problem that are
effective for a large proportion of present real-world problems even though their worst-
case or asymptotic behaviour may be poor, or may not be well understood . Again, there
has been extensive work in this area for graphs (Read & Corneil, 1977; McKay, 1976)
with the notable success in the case of planar graphs (Hopcroft & Wong, 1974) . To the
best of our knowledge, the most powerful general program for graph isomorphism at the
moment is the program of Brendan McKay (1981) . There has also been practical work on
the isomorphism problem of Hadamard matrices by Leon (1979) and McKay (1979),
special block designs by Colbourn & Colbourn (1979), latin squares by Brown (1968),
and error-correcting codes by Leon (1982) .
The published algorithms generally use a backtrack algorithm . They are of two types .
The algorithms of the first type, for example, Leon (1979, 1982) and Brown (1968), are
specifically tailored to the particular class of combinatorial objects. Those of the second
type, such as McKay (1979) and Colbourn & Colbourn (1979), transform the
isomorphism problem of the class of combinatorial objects into the isomorphism problem
for graphs. Then they apply an algorithm for determining graph isomorphism . There are
drawbacks to both types of algorithms . An algorithm specifically tailored to the class of
combinatorial objects requires more time to develop as it must start from scratch . An
algorithm which transforms the problem to the graph isomorphism problem either
increases the complexity of the object by a polynomial factor, or forgoes utilising the
specific properties of the object by applying a general-purpose graph isomorphism
program. Both degrade performance . We aim to provide the best of both worlds by
identifying the parts of the backtrack algorithm that are dependent on the particular class
of combinatorial objects and by providing a convenient interface with the parts that are
independent of the class . By this means, an algorithm for the isomorphism problem of a
specific class of combinatorial objects can be quickly developed and implemented .
Development can be concentrated on the class-dependent parts rather than the class-
independent parts-hopefully leading to a more powerful algorithm . Reliability can be
improved by the availability of error-free code for the class-independent parts .
The approach to the solution of the isomorphism problem that we adopt is to
determine a canonical representative, which we denote by
Amax,
of the isomorphism class
of the object A . Two objects, A and B, are isomorphic if and only if
Amax
=
Bmax
• The
canonical representative is very useful when a large set of objects is being classified into
their isomorphism classes . Instead of testing the objects pairwise for isomorphism, one
only needs to determine their canonical representatives and then sort the canonical
representatives .
Symmetry is an important tool in pruning the search tree of the isomorphism
algorithm. The automorphism group, Aut(A), of the object A represents the symmetry of
A in a convenient form. Previous algorithms of McKay (1976, 1977, 1978, 1981) and
Leon (1979, 1982, 1984) have used the automorphisms that the algorithm discovers to
prune the search tree, but not to the fullest extent possible . We use the base change
algorithm of Sims (1971b) in order to recover as much information as possible from the
automorphisms that the algorithm has already found . Thus, our algorithm will sometimes
prune the search tree to a greater extent than previous isomorphism algorithms, but at
some overhead. The overall gain (or less) this gives is not known . However, we will
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discuss what is known of the implications of the base change algorithm in the relevant
section .
The automorphism group is a useful by-product of the isomorphism algorithm and is
an invariant of the isomorphism class . Therefore it is useful in classifying objects. The
information it contains about the symmetry of the object allows one to reduce the number
of cases to be considered when one is investigating the structure of the object or when one
is investigating extensions of the object .
The remainder of the paper is set out with section 2 introducing the notation and
concepts . Section 3 identifies the class-dependent and class-independent parts of the
general algorithm and presents the interface between them . Section 4 is concerned with
the use of automorphisms . Section 5 presents the base change algorithm . Section 6
examines the effect of the base change algorithm on the backtrack search . Section 7
presents the class-dependent part for two simple examples-graphs and latin squares .
Section 8 outlines a proof of correctness of the general algorithm . When we present an
algorithm we use the control structures of the language Pascal (Jensen & Wirth, 1974) .
2 . Basic Concepts
This section discusses the two central concepts of combinatorial object and
permutation, as well as the concepts associated with them and their interaction .
The objects such as graphs, Hadamard matrices, and latin squares encountered in
combinatorics fall into classes . A class, A(P), of combinatorial objects is determined by a
defining property P, which specifies precisely those objects in the class . ᣀor example, one
possible defining property for the class of all undirected labelled graphs with n vertices is
P: An object is a pair (V, E) with V = { 1, 2, . . ., n} and E
c V x V a symmetric
relation .
The backtrack algorithm presented in section 3 is divided into two parts . One part is
common to all classes of combinatorial objects, and the other part depends on the
particular class (or, equivalently, defining property) under investigation . These are called
the class-independent and class-dependent parts respectively .
This paper concerns itself with a fixed, but arbitrary, class of combinatorial objects . We
use the letters A and B to denote combinatorial objects in this class .
In order to discuss isomorphism of combinatorial objects, there must be some notion of
permutations acting on the combinatorial objects . Let S2 be a set and let S r, denote the
symmetric group on n. That is, Sa is the set of all permutations on S2 . Permutations will
always act on the right, so the image of w e S2 under p c- Sn is denoted w". ᣀor the action
on elements of 0, we compose permutations so that w° 9) = ((V")' for all co e 92 and for all
permutations p, q in S. .
The set S2 is chosen so that the permutations have an action on the combinatorial
objects . ᣀor example, we choose 0 = V, the set of vertices, for the class of labelled
undirected graphs with n vertices (with loops but without multiple edges) . The image of
the combinatorial object A under the permutation p is denoted by A" - ' . The inverse of p
is used because the backtrack search defines the image of A from the top down . That is, 1"
is chosen as t to indicate that the 1st component of the image of A is the tth component of
A . In our example of graphs, the permutation p would act by specifying that the i"th
vertex of A is to be labelled i in the graph A"- ' . Hence, A("g) ' = (A9-')"- ' for all
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ᣀig . 1 . Action of a permutation . Let A be the graph depicted in (a), and let p be the permutation (1,2,3,4) .
Then A" - `, the image of A under p is depicted in (b).
combinatorial objects A and for all permutations p, q of S S2 . (ᣀor an example, which runs
throughout this section, see ᣀig . 1 .)
In our example of graphs the image AP - ' of A is always a labelled undirected graph
with n vertices . However, it is not true in general that A" - ' is always an object in the
class. We define a subgroup S, n(P) (or simply S(P) when 0 is understood) by
S0(P) _ { p e S0IA" - ' satisfies P for all A e A(P)f .
We call S(P) the property preserving group . Two combinatorial objects A and B are
isomorphic if there exists a permutation p in S(P) such that A" - ' = B . Thus, the orbit,
As(",
of A under S(P) contains all the combinatorial objects isomorphic to A .
The isomorphism algorithm requires a total order, <, on the combinatorial objects .
That is,
ᣀor all objects A and B, exactly one of A = B, A < B, or B < A holds, (2 .1)
ᣀor all objects A, B, and C, if A < B and B < C, then A < C . (2 .2)
ᣀor computational reasons we require additional properties on the order . These will be
discussed in the next section . Once we have an order, we can uniquely define the
canonical representative,
Amax,
of A to be the largest member of the orbit Ast''1 . That is,
there exists a permutation
pmax
in S(P) such that A"m .': =
Amax,
and for all permutations p
in S(P), A" - '
< Amax .
Consider our previous example of the graph A . Then the canonical representative
Amax
is the adjacency matrix
and
where the order on labelled graphs is to compare their adjacency matrix entries row by
row. The corresponding
pmax
is the identity permutation .
To find
Amax
the permutations of S(P) are generated by backtracking on the
components of the permutation p . In the backtrack algorithm, the set on which S(P) acts
is {1, 2, . . ., n} ; the components are determined in the order 1", 2", . . ., n"; and the
sequence 1, 2, . . ., i is abbreviated to [1 . . . 1] . The backtrack algorithm builds up a
partial permutation [1 . . . i]" at level i where the images 1", 2", . . ., i" are defined and the
remaining images (i+1)", (i+2)", . . ., n" are undefined . A partial permutation [1 . . . j]" is
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an extension of p if j > i and [1 . . . i] 9= [1 . . . i]p . If j = i + 1, then q is called a direct
extension . A complete permutation is a partial permutation [1 . . . n]° where all the images
are defined, and where the permutation belongs to S(P) . An extension of p that is
complete is called a completion of p .
The basic backtrack scheme is to start with the empty partial permutation where no
images are defined and to consider all direct extensions in a depth first fashion . This gives
rise to a tree, called the
search tree, where the nodes correspond to partial permutations
and the direct descendents of a node correspond to direct extensions
of the partial
permutation . ᣀenerally, we will identify the nodes with the partial permutation. The
subtree rooted at a partial permutation p consists of all the extensions of p, with the leaves
in the subtree being the completions of p .
ᣀigure 2 presents a (pruned) search tree .
ᣀig. 2
. Search tree pruned by automorphisms . This considers the search for the canonical representative of our
example graph using the order given earlier-compare adjacency matrix entries row by row once the matrix is
complete. The arrows indicate when an automorphism has pruned a branch . The dotted arrows indicate when a
newly found automorphism has caused pruning on the branch leading to the automorphism . The crosses
indicate that the leaf corresponds to a matrix less than A,,,, ., .
The isomorphism algorithm determines the canonical representative A max , and the
automorphism group, Aut(A), of A . The automorphism group consists of the
permutations of S(P) which map A to itself. To effectively handle the automorphisms, the
algorithm relies on some concepts and algorithms from computational group theory
(Butler, 1979 ; ᣀurst et al ., 1980) ; Leon, 1980; Sims, 1971a, b) . The two most important
concepts, which we now define, are the concepts of a base and a strong generating set .
Let ᣀ be a subgroup of the symmetric group SQ .
A base for ᣀ is a sequence
/3 _ [/31, /3 2, . . ., /3k]
of
elements of 0 such that only the identity element of ᣀ fixes each of
/3
1, /3 2 , . . ., /3k . ᣀor 1 <- i
< k, the
stabiliser of /3 1 , /3 2 , is the group
ᣀ""l = ᣀ
R~, Rz .
. . .
Rt-i
= {g e ᣀig fixes each of /3 1 , /3 2 , . . .,
A subset S of ᣀ is a strong generating set
of ᣀ relative to the base /3 if S contains a
generating set for each stabiliser ᣀ°`l, 1 <
i < k. That is, if ᣀttl = <S n ᣀt`l> for all i,
1 <i<k .
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The automorphism group of our example graph A is a permutation group of degree 4
generated by s 1 = (3, 4), and s 2 = (2, 3). A base for the automorphism group is the
sequence [1, 2, 3]. However, we can remove points /3 i from the base that do not cause
ᣀ ( ' + ' ) to be smaller than ᣀM
. These are called redundant base points . In this example, a
non-redundant base is [2, 3] . The set {s 1 , s 2 } is a strong generating set of the
automorphism group relative to the given base .
The backtrack algorithm naturally finds generators for Aut(A) ( " ), then generators for
Aut(A) (` ) , and so on until generators of each stabiliser Aut(A)''l relative to the base
[1, 2, . . ., n]
Pm,x
are known. Thus, the automorphisms found by the algorithm form a
strong generating set of the automorphism group relative to the base [1, 2, . . ., n] Pmax .
The automorphisms of A are used to prune the search tree . Two nodes (partial
permutations), r and s, at level i are defined to be equivalent under the automorphism g if
j"a =j' for all j < i . This implies that any descendent of r is equivalent under g to some
descendent of S . In particular, if "r is a completion of r then there is a completion "s of s
such that rg = s . Then
As-1=
Ac'gl-1
=
(Aa-
1)'r-1 =
A
r-1 .
In the case where r and s are
direct descendents of p and r is equivalent to s under g then g fixes 1P, 2P, . . ., (i-1)P and
maps i" to is . Thus the orbits of the stabiliser Aut(A)1P,2p,,,
.,(t-1)P
correspond to a
partition of the direct descendents of p into equivalence classes . When extending p, the
isomorphism algorithm only has to consider one point from each orbit as the image of i .
ᣀor convenience, we choose the smallest point in the orbit . Hence, the node [1 . . . i]P can
be pruned if there exists an automorphism g of A such that
g fixes 1P, 2P, . . ., (i- 1) P and iP > iP9 . (2.3)
When using the condition (2.3), the isomorphism algorithm will in general only know a
subgroup of the automorphism group .
3 . Isomorphism Algorithm
In this section we see how the concepts fit together to form a general isomorphism
algorithm . The parts which depend on the particular class of combinatorial objects are
identified and a suitable interface with the class-independent part is presented .
The implementor of a specific isomorphism algorithm is required to provide four
routines which encapsulate the class-dependent part and its contribution to the branch-
and-bound. We will introduce these in turn and then present the class-independent part .
Examples of the class-dependent routines are given in section 7 .
The first routine is a boolean function concerned with the definition of S(P) . The
isomorphism algorithm should only be concerned with partial permutations p which have
a completion p (in S(P)) . The function should return false if no completion of p exists . We
call this function acceptable and we give its specification below .
function acceptable([l . . . i]P) : boolean ; (3 .1)
The function returns false if it can determine that p has no completion . Otherwise
it returns true . If i = n, then the function returns true if and only if p is in S(P) .
The second routine is concerned with the branch-and-bound pruning . In order to fulfil
its task it must know how partial permutations act on combinatorial objects, and it must
know the order on combinatorial objects .
During the execution of the isomorphism algorithm a sequence of successively better
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representatives of the orbit A'(') are found . At any particular time in the execution this
sequence is denoted by
A = Ao < At <
. . . < Atmax,
where A,max is the largest member of the orbit that the algorithm has encountered . On
termination, Atmax is the canonical representative AThe branch-and-bound pruning
attempts to generate only those complete permutations p such that AP-' > At„,ax . Those
with' AP-' > Amax give rise to better representatives of the orbit, and those with
AP-' = Atmax give rise to an automorphism p
;axp (where puma., is a complete permutation
mapping A to A,max) . The branch-and-bound routine will prune a partial permutation p if
it can decide there is no completion p of p such that AP-' > At,,,ax . ᣀor this it is necessary
to extend the order c on combinatorial objects to include comparisons between
combinatorial objects, such as A,,,,ax, and the image of combinatorial objects under partial
permutations, such as A"-'
. The action of partial permutations and the extended order
must satisfy the following condition in order for the isomorphism algorithm to be correct .
ᣀiven two combinatorial objects A and B, and a partial permutation p, then
AP-' < B implies that A~-' < B for all completions p of p .
(3
.2)
The second routine compares AP 1 with A,„,ax and returns one of three possible results
:
"worse", which means that AP-' < A,max
; "better", which means AP-' > A,max
; and
"indifferent", which means that there may be a completion p of p with AP-' >, Atmax, but
we cannot be sure, or, if p is complete, it means that AP-' = Amax
. The routine is a
function called compare which we specify below.
function compare([l . . . i]P, A, Atmax) : (worse, indifferent, better)
; (3
.3)
The function returns worse if AP-' < A,max, better if AP-' > Atmax, and indifferent
otherwise .
If i = n, then the function returns indifferent if and only if AP_' = Atmax,
If i = n and AP_' > Atmax, then we assign AP-' to A,max and we assign the
corresponding permutation p to be pretax .
The order < is critical to the efficiency of the isomorphism algorithm . The aim is to
make the branch-and-bound pruning effective at the earliest possible stage . However,
there is the usual trade-off between the effectiveness of the order and the difficulty of
comparing AP-' with At„,ax in the function compare . The implementor of the specific
isomorphism algorithm must decide on the balance between these two factors .
The remaining two routines are optional . In simple implementations they will be
vacuous. They are provided to assist the function compare when it is difficult to compare
AP-' with Atmax . The routines allow the implementor to construct in a piecewise fashion
any intermediate data structure associated with AP-' . Since p is determined in a piecewise
fashion, it may be more efficient to construct the structures incrementally rather than
construct them time and time again from scratch within the function compare . We will call
the routines assign and deassign . They are specified below .
procedure assign([1
. . . i]P) ; (3
.4)
The implementor may construct any intermediate structure associated with the
choice of the image iP . The implementor should guarantee that the structures
associated with [1 . . . i-1]P are available .
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procedure deassign([l . . . i]P) ; (3.5)
The isomorphism algorithm is finished searching the subtree rooted at p . The
implementor may undo any construction associated with the choice of the image i"
to guarantee that the structure for [1 . . . i-1]P is available for the next call to the
procedure assign at level i .
We will now consider the class-independent part and its interface with the four routines
which form the class-dependent part .
The mechanics of backtracking are handled by the recursive procedure
generate next
_choice which looks at all extensions of a partial permutation [1 . . . i-1]" .
The procedure uses the four class-dependent routines described above, as well as two
routines initialise_orbits and process new automorphism, that handle the automorphisms .
The automorphism handling routines are fully described in the next section . Here we
discuss them only as far as is necessary for the understanding of the procedure
generate next choice .
Suppose the backtrack algorithm has found automorphisms that generate a subgroup
ᣀ of Aut(A) and suppose the algorithm is considering the direct extensions of
[1 . . . i-1]" . The orbits of the stabilizer
ᣀ1r,zn, ., .,(i_t)r partition S2 into what we call "the
orbits at level i" . As explained in section 2, two choices for i" give equivalent direct
extensions of p if the two choices are in the same orbit at level i . The orbits at level i are
initialised by the routine initialise_orbits and they are updated by the routine
process new automorphism as more automorphisms are found. Once the orbits have been
updated there may be some components of p which are no longer the smallest point in
their orbit. The isomorphism algorithm detects the earliest component (j+
1)P that is no
longer the smallest point in its orbit and backtracks immediately to level (j+ 1) in order
to choose a new component . This immediate backtracking is done by setting the variable
skip to level equal to j+1 within the routine process new automorphism .
We now present the procedure generate next choice .
procedure generate next_choice([1 . . . i-1]") ;
var t : integer ; { the choice for iP}
begin
initialise_orbits at level i ;
skip to level : = i ;
t
:= 1
;
repeat {consider t as the next choice at level i}
if not (t e [1
. . .
i-1]P) and (t is smallest in its orbit at level i) then
begin
iP :=t;
if acceptable ([1 . . . i]P) then
begin
assign([1 . . . i]") ;
case compare([l . . . i]", A, A,,,,,) of
worse : ; {choice is pruned by branch-and-bound}
indifferent : if i < n then generate next_choice([1 . . . i]P)
else process new_automorphism([l . . . n]P) ;
better : if i < n then generate next
-
choice([ l . . . i]") ;
end ; {case)
deassign([l . . . i] P) ;
end ; {of if acceptable . . .}
end ; {of if not (t in . . .}
t := t+ 1 ; {prepare for next choice at level i}
until (t > n) or (i > skip to level) ;
end ; {generate next choice}
4. Handling Orbits and Automorphisms
This section describes the techniques we borrow from computational group theory for
handling permutations, groups of permutations, and the orbits of groups of permutations .
The backtrack algorithm finds automorphisms S = {s l , s 2 , . . ., s,„} that generate a
subgroup ᣀ of Aut(A) . The group ᣀ is the group generated by the automorphisms that
the algorithm has already encountered . On termination, ᣀ is the whole automorphism
group. The concept of a Schreier vector (Sims, 1971a, b, Hoffman, 1982, Chapter II,
section 3) allows us to represent the orbits of a group and, along with a base and strong
generating set, to store sufficient information to determine all the elements of the group .
The group ᣀ partitions the set S2 on which its acts into orbits . A Schreier vector of ᣀ
relative to a set of generators S is a forest where each tree represents an orbit . The root of
the tree is the orbit representative. (In our case, this is the smallest point in the orbit .) If a
point a in f2 is a direct descendent of B in the tree, then there exists a generator s in S such
that
19
= a . The branch joining /3 to a has label s . ᣀor example, the Schreier vector of the
cyclic group <s> has trees that are linear . The trees correspond to the cycles of the
permutation s, and the group of degree 4 generated by {s t , s 2 } mentioned previously has a
Schreier vector as depicted in ᣀig. 3. There are, in general, many choices of Schreier
vector .
1 2
'S2
3
51
4
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ᣀig. 3. Schreier vector of the group of degree 4 generated by s, _ (3, 4) and s z = (2, 3) .
A Schreier vector is a convenient way of storing for each point a in n an element of ᣀ
which maps a to the orbit representative of a . Tracing back from a point a through the
tree to the orbit representative determines an element of ᣀ mapping a to the orbit
representative as a product of the inverses of the generators that label the branches on the
path from a to the root . A Schreier vector can be computed by modifying algorithms that
compute the join of two partitions or that compute the minimal spanning tree of a
labelled graph (see Horowitz & Sahni, 1976; Leon, 1980a; Hoffman, 1982). The
modifications are not difficult and are left to the reader .
371
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Now we can discuss the routines initialise_orbits and process new automorphism
required by the main backtracking routine generate next_choice .
A new automorphism is discovered when a complete permutation p satisfies
AP - ' =
A,max
(= APi^inx) . The new automorphism s = p„,axp is used to extend the group ᣀ,
the group generated by the automorphisms encountered so far ; to update the orbits at
various levels ; and to identify equivalent nodes in the search tree . If
[1 . . . j]P=[1 . . . j]Ptnax, then s fixes [1 . . . j]P and maps (i + l)"-- to (j+1)P . Therefore s
is used to update the orbits at levels 1, 2, . . ., j+ 1 and to show that the extensions of
[1 . . . j+1]P are equivalent to extensions of [1 . . . j+1]Pf°nx
The following routine process new automorphism performs these tasks
. The orbits at
level i are represented in the Schreier vector at level i, which is the Schreier vector of
ᣀ 1 P,
2P,
. . .,(i - 1)P'
procedure process new_automorphism([1 . . . n]P) ;
varj : integer; {the level where p and p„„ ax concur}
begin
add s = p„i„1,xp to the set S of automorphisms ;
find the largest j such that [1 . . .j] P = [1 . . , j]P-ax ;
skip to level : =
j +
1 ;
for levels 1, 2, . . ., j+ 1 do
replace the Schreier vector at the level by its join with the Schreier vector of
the cyclic group <s> ;
end ;
The routine initialise orbits assigns an initial value to the orbits at level i . (Actually, it
initialises the Schreier vector at level 1 .) The orbits of
ᣀ1p,2P, . .,,(i-1)P
partition 0. The
backtrack algorithm is correct if it considers at least one point from each orbit as a choice
for the image ᣀP . Hence, the algorithm may use any refinement of the orbit partition, such
as the discrete partition or the orbit partition for a subgroup of
ᣀ1P,2P,
. . ., a-1),, ,
and still
be correct. Published algorithms, for example, McKay (1977, 1978, 1981), use the
subgroup generated by those automorphisms it has found that also fix 1P, 2P, . . ., (i-1)P .
The base change algorithm allows us to determine the full stabiliser
ᣀ1P, 2P, . .
., (i- 1)P .
The
procedure initialise orbits is given below .
procedure initialise orbits(i) ;
begin
find the subgroup of ᣀ that fixes [1 . . . i-1]P
(using the base change algorithm) ;
the Schreier vector of this subgroup
gives the orbits at level i ;
end ;
The backtrack algorithm provides a strong generating set of ᣀ relative to the base
[1, 2, . . ., n]P°max . At level i, we may assume by induction that we know a base /3 that
begins with [1 . . . i-2] P . The base /3 is changed so it begins with [1 . . . i-I]P by locating
the point (i-1)P in
/3
and repeatedly interchanging adjacent base points while preserving
the fact that we know a strong generating set relative to the base . The cost of positioning
(i-1)P is O(n4) .
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5. Base Change Algorithm
We present an algorithm for interchanging adjacent base points while preserving the
property of possessing a strong generating set. Suppose S = {s 1 , s2 , . . ., s„,} is a strong
generating set of ᣀ relative to the base
/3 = P1, /32,
and that we are interchanging
the points A and /3J+
1 , j
< n, to form a new base
f
= [/31,
. .
., fu-1,
A+1, A , NJ+2,
. . .,
Nn]
.
Suppose we have Schreier vectors r0) of the groups
ᣀfl, .p~	
P,-,
for i= 1, 2, . . ., n
(relative to the generators S r ᣀ>) and let Es be the orbit of /3i in r`> . We use a bar to
denote the similar entities that refer to the base /3 . Most entities remain unchanged by the
bar, but some change . In particular, (P
+1)0ᣀ(i+1)
because the jth base point has
changed. Consequently, r (f+
1)
=A r (J+
1) .
The remainder of the stabilisers and the Schreier
vectors are unchanged .
The interchange of two adjacent base points involves building up r1J+
1)
and ᣀ ( J
+1)
from ru
+2)
and ᣀlJ
+2) .
At the same time, the set S of strong generators is extended to
contain a generating set of ᣀ ( J +1) . Therefore, on termination of the algorithm, S is a
strong generating set of ᣀ relative to /3 . The Schreier vector r (J
+1)
is obtained by merging
orbits of r(J+ 2). Since r'
+1 >
is determined by the orbit au
+1)
of /{ t1 (= f3J), the algorithm
only considers the consequences of merging an orbit to the orbit containing
Ai+ 1 .
These
orbits are contained in AU ) since ᣀ(j+
1)
<~ ᣀO and
iJ+1
= f3J . Hence, for each orbit
representative y in AW we attempt to map y to /3j+1 by an element of ᣀO' 1) . Suppose
v 1 e ᣀt3> maps /3; to y. Then y e Ni" if and only if l ; .i is in A(J+1) . Let ci denote If
v 2 e
ᣀ(J+1)
maps f3j+1 to u, then v 2v 1 e ᣀ
(J+1)
and v2 v 1 maps fi +1 toy. The automorphism
v 2 v 1 is added to the strong generating set S and the Schreier vector r ( J + 1) is updated to
incorporate the action of v2v 1 . This process is given in procedure
interchange adjacent base_ points .
procedure interchange adjacent base_ points ;
begin
r : = r(J
+2) ;
{on termination r is r (J
+1)}
for each y in A0> do
if y is an orbit representative in r then
begin
trace r ( i ) to find v 1 e ᣀoo mapping /if
to y,
and at the same time determine rr = $
j+ 1 ;
if a- in AU
I') then
begin
trace r(j+
1)
to find v 2 e ᣀu
+1)
mapping f3J+1 to 0' ;
add v 2 v 1 to S;
compute r : = joint of ᣀ and the Schreier vector
of the cyclic group
<v2v1> ;
end ;
end ;
end ;
Some remarks on the above procedure and on the complete base change algorithm are
required .
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(a) The procedure interchange adjacent base_ points can be refined by computing
Idu+
1 'I
from the equation
lau
+ 1'1=
	
to"'ll0U+1'
1	
lorbit of /3j+1 in 1701'
This value may be used to terminate the algorithm once the orbit of in r has attained
the correct size . As well, the permutations v 1 and v2 are only required as explicit
permutations when v2v 1 is added to S . At other times they can be regarded as a product
of generators . This avoids unnecessary multiplications of permutations .
(b) After interchanging the base points /3; and /3f+1 some old elements of S may be
redundant as generators for some stabiliser ᣀU) , i >,j, because of the new elements added
to S. The size of S may be reduced by eliminating the redundant generators (by using a
standard algorithm (Sims, 1971b ; Butler, 1979)) .
(c) The worst case complexity is dominated by the multiplication of v
1 and v 2 , The
height of the tree in the Schreier vectors is bounded by n . Hence, each of v l and v 2 is the
product of up to n generators . Hence, their multiplication requires 0(n2) operations .
There are at most n choices for y in the procedure interchange adjacent base points, so it
requires at most 0(n3 ) operations . To position (i-1)P in the (i-1)st location of the base
(that already begins with [1 . . . i-2]P) requires at most n-i+ 1 transpositions of
adjacent base points . Therefore the total cost of positioning (i-1)P is 0(n4 ') .
6. Effect of the Base Change
If the complete base change is considered too expensive, then one alternative is to
initialise the orbits at level i to be the discrete partition . It is very difficult to compare the
costs and savings of these two approaches . We do not give a complete comparison here,
but we do wish to make a small contribution in that direction . Some empirical data is
also given.
If the orbits at level i are initialised to be the discrete partition, then the subtree rooted
at [1 . . . i-1]P is searched subject to the pruning by the branch-and-bound function
compare, the function acceptable, and by any automorphisms discovered while searching
the subtree . To make a detailed comparison there are three cases that can occur in the
search of the subtree. They are
(1)
Atmax
is not reassigned and no automorphism is found,
(2)
Atmax
is not reassigned and at least one automorphism is found, or
(3)
Atmnx
is reassigned .
In the first case, each leaf corresponds to a combinatorial object less than Atmax . Hence,
there is the possibility of the branch-and-bound routine pruning the subtree at the node
[1 . . . i-1]P . Of course, the routine may not detect the possibility. In the second case,
any new automorphism would prune a branch above the node [1 . . . i-1]P and terminate
the search of the subtree . Therefore all the information in the orbits at level i may not be
required . In this case some of the effort of the base change may be wasted . As the
isomorphism algorithm can be shown to find n-1 or less automorphisms (disregarding
those added by the base change algorithm) this case will occur infrequently. In the third
case, the search of the subtree finds generators for the stabilizer in ᣀ of [1 . . . i---1]" .
Intuitively, the base change algorithm is an attempt to use all the information known
about the automorphism group rather than rediscover it during the search of a subtree .
The base change is most expensive (and most useful in pruning) when the stabiliser is
large, and it is very cheap when the stabiliser is small. ᣀor a specific isomorphism
algorithm, the best balance between the cost of the base change and its benefit in pruning
the search tree may occur when the routine initialise orbits applies the base change at the
early levels (say levels 1, 2, and 3) and forms the discrete partition at other levels .
The following results give some indication of the actual costs and benefits of using the
base change algorithm. The combinatorial objects are the 66 distinct (up to isomorphism)
6 by 19 (0,1)-matrices which satisfy
(1) the row sums are all equal to 5 ;
(2) the inner product of two distinct rows is at most 1 ; and
(3) the inner product of two distinct columns is at most 1 .
They are the starting configurations for a primitive 19-point configuration in a projective
plane of order 10. The permutation group acts by independent row and column
permutations. They are in canonical form .
Table 1 gives the number of nodes in the search tree and the time in milliseconds for the
backtrack search with and without the base change . The last two columns give the
percentage improvement for the number of nodes and the time when using the base
change .
In this case it is clear that the base change offers a distinct overall benefit .
Table 1 . Effect of base change
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No base change Base change % gain
Case lAuti
nodes time
nodes
time nodes
time
1 8 71 1290 71 1420 0 -to
2 8 99 2610 99 2770 0 - 6
3 8 475 8050 258 4940 45 38
4
8
240
4800
181 3930 24 18
5 8 434
9360 258 6320 40 32
6 8 634
23 040 357 14 010 43 39
7 16 66 910
66 1040 0 -14
8 16 63 1190
63 1290 0 - 8
9 16
89 1740
82 1640 7 5
10 16
689 11640 385
7110 44 38
11 16 512
17 890 457
16 070 10 10
12
16
553 19 710
480 16 510 13 16
13 16
2769
45310 1551
25 090 43
44
14 24
66 1330
66 1380 0 - 3
15 24
90
1370
90 1520 0 -10
16
24
102
1710 91
1540 10 9
17 24
140
2740 140
2990
0 - 9
18 24
195
4540 195
4720 0 - 3
19
24
175
4310
142
3610 18 16
20
24
24716
310420
2919
39020
88
87
21
24
769
28170
547
19 030
28
32
22
32
79 750
79
830
0 -10
23
32
75
1060
75
1130
0
- 6
24
32
108
1930
101
1920 6 0
25
32
82 1240
79
1270
3
- 2
26
32
275
4220
164
2610 40 38
27
32
226
4070
173
3170 23 22
28
32
3111
50170
613
10950 80 78
29
32
335
10 360
214
6260 36 39
30
32
215
6030
191
5320 11
11
37 6
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Table 1-continued
7 . Examples
This section presents examples of the class-dependent routines. We develop algorithms
for graphs and for latin squares .
The class of combinatorial objects consisting of graphs with n vertices are represented
by symmetric n x n (0,1)-matrices with zeroes on the diagonal . The matrices are the
adjacency matrices of undirected graphs with no loops or multiple edges . The symmetric
group S„ acts on the matrices by simultaneous row and column permutations . The
property preserving subgroup S(P) is the whole symmetric group . Thus, the function
acceptable is very simple: it always returns the value true .
A partial permutation [1 . . . i] P acts on a graph A as follows : The entry jP of p,
1 <
j ` i
signifies that the jpth row and the j"th column of A are to form the jth row and the jth
column of A'- '- Hence, the upper left-hand i x i submatrix of AP- ' is completely defined .
The total order < is defined by comparing the columns (from the top) of the upper
No base change Base change % gain
Case JAuti nodes time nodes time nodes time
31 48 85 860 85 1030 0 -19
32
48 94 860
94
940 0 - 9
33 48 88 1280 88 1350 0 - 5
34
48
82 980 82
1100
0 -12
35 48
91 1690
84 1520
7 10
36
48 85 1680 85 1780 0 -5
37 48 1684 21220 1477 18060 12 14
38 48 422 14 790 251 7950 40 46
39
48 425 6940 420 6850 1 1
40 64 108 1920 91 1560 15 18
41 64 76 860 76 960 0 -1t
42 64 244 4290 191 3540 21 17
43 72 343 12 010 182 5530 46 53
44 72 172 4820 129 3140
25
34
45 96 404 10 860 179 4100 55
62
46 96 84
1170 84
1270
0 -8
47 96 211 5730 114 2280
45 60
48 96
140 2380
140 2480
0 - 4
49
96 520 17 690 376 11310 27 36
50
96 2112 34 930 835 13 340 60 61
51
128 386 8220 205 3900 46 52
52 144
101 920 101 1190 0 -29
53 216 85 730 85 880 0 -20
54 256 224 5390 182 3950 18 26
55 288
104
1220
104
1420 0 -16
56 288 142 1440 142 1550 0 - 7
57 288 522
7500 426
6020 18
19
58 288 271 7910 156 3370
42 57
59
288 209 5160 144 2790 31 45
60
576 106 800 106 960 0 -20
61
576 102 850 102 1020 0 -20
62 576 204 6240 105 2060 48 66
63 768 111 860 111 1080 0 -25
64 768 111 840 111 1070 0 -27
65 1536 202 2410 180 2350 10 2
66 17 280 108 840 108 1020 0 -21
Total 47 911 780 250
17 618
334130 63 57
triangular submatrices of AO - ' and A t,,, starting at column 2 and terminating at column
i . If all the elements are equal, then the comparison returns the result indifferent .
Otherwise, there is a first position (x, y) where the matrices differ. If
A' '[x, y] < A tn,ax[x, y], then the result is worse, otherwise the result is better . This gives
the function compare that is listed below . The reader should verify that the order satisfies
the conditions (2.1), (2 .2), and (3.2) that are necessary for the isomorphism algorithm to
be correct .
function compare([1 . . . i]p, A,
Attnax)
: ( worse, indifferent, better) ;
var cot, row, tempi, temp2 : integer;
result : (worse, indifferent, better) ;
begin
cot : = 2; result : = indifferent ;
while (result = indifferent) and (cot < i) do
begin
row
while (result = indifferent) and (row < cot) do
begin
tempt := A[row",colp] ;
temp2 := A,,,,ax[row,col] ;
if tempt < temp2 then result : = worse ;
if tempi > temp2 then result := better ;
row := row+l ;
end ;
cot : = cot + 1 ;
end ;
compare : = result ;
{update canonical representative perhaps}
if (result = better) and (i = n) then
begin
-1
A t.. = AP
,
Pttnax . = P ;
end ;
end ;
In this simple example the routines assign and deassign are vacuous . If we wish to avoid
recomputing the image AP- ' completely each time a comparison is done, then the
procedure assign can be used to maintain a variable A tea, p which stores AP- ', as shown
below .
procedure assign([l . . . i]") ;
var row : integer ;
begin
for row . = I to i-1 do
A1,,,,p[row, i] : = A[rowp, ip] ;
end ;
Then the function compare is slightly improved by replacing the reference to A[row",co[p]
by A femp[row,col] and replacing the reference to AP-' by A,,,,
P *
17
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A more dramatic improvement can be obtained by choosing a different order . The new
order considers the degrees of the vertices first and then compares the adjacency matrices .
The degrees of the vertices are the row sums of the original matrix A . These are sorted
into non-increasing order, and a partial permutation [1 . . . i]P is rejected by the branch-
and-bound if the degrees of the vertices 1P,2P, . . ., iP do not match the first i sorted row
sums. The function compare given above can be expanded to include this test and to
return worse if [1 . . . i]P is rejected .
Now we turn our attention to the isomorphism problem for latin squares . A latin
square of order in is an in x m matrix where every row and column is a permutation of
{1, 2, . . ., m} . A latin square is preserved by independent row and column permutations,
and by independent relabelling of the entries { 1, 2, . . ., m}. Thus S(P) is a direct product
Sx S„~ x S,„ of symmetric groups . We choose the set 92 to be {1, 2, . . ., 3m} and embed
S(P) into Sn as shown in Table 2 .
Table 2 . Embedding for latin squares
The total order we will define implies that the canonical representative is a reduced
latin square : that is, the first row and the first column are the identity permutation . This
order, together with the above embedding, reduces the maximum number of complete
permutations that must be generated from (in!)' to m(m !) . Only those permutations
which map A to a reduced latin square need to be considered . This reduces the degree of
freedom . The choice 1P of the first row of AP - ' and an arbitrary column permutation
[2 . . . in+ 1]P determine the relabelling which in turn determines the remainder of the row
permutation, Thus, after a partial permutation [1 . . . m+ 1]" is chosen, the complete
permutation can be determined .
The comparison of two latin squares A and B is done first on the entries of the first row
from left to right . If the first rows are equal, then we compare entries of the first column
from top to bottom . If the first columns are equal, then the entries of the remaining
(m-1) x (m-1) submatrices are compared row by row . If the submatrices are equal, then
A = B
. Otherwise, there is a first position (x, y) where the latin squares differ . Then A < B
if
A[x, y] > B[x, y] . The function compare is given below. The comparison of AP- ' with
A,,,,ax when p is complete is performed as specified above by a function full compare .
function compare([1 . . . j}°, A, A
tmax) (worse, I nd(ifbrent, better) ;
var result : (worse, indifferent, better) ;
begin
case i of
i < in +I : compare
:= indifferent;
i range of iP meaning
1
I row is new row 1
m+2 . . .
2m
row 1P-in is the new row 1
2 . . . in+l 2 . . . m+1 column iP-1 is the new column i-1
m+2 . . . 2m 1 row 1 is the new row i-m
m+2 . . . 2m row iP-m is the new row i-m
2m+1 . . . 3m 2m+1 . . . 3m i-2m is relabelled as
P--2m
i = m+1 : begin
precompute the complete permutation p
determined by [1 . . . m+ 1]P ;
compare : = indifferent ;
end ;
m+ 1 < i < 3m : if iP = iP
then compare : = indifferent
else compare : worse;
i = 3m
	
: begin
result : = full compare(AP - ',Annax) ;
compare : = result ;
if result = better then
begin
-1
Aimax = A
P
e
Prmax : = p ;
end ;
end ;
end ;
end ;
A more efficient algorithm is obtained by first choosing the rows that are the first two
rows of the image. There is a unique best form to which these two rows can be
transformed. This best form depends on the cycle type of the permutation obtained when
the second row of the image is considered as a permutation of the first row . The column
permutations must preserve this best form, and therefore the choice of column
permutation is severely restricted . More details of this order can be found in Brown
(1968). To express this order in our framework, we change the embedding so that 1P and
2P represent the choices for the first two rows, and [3 . . . m+3]P represents the column
permutation . The branch-and-bound is changed so it prunes a partial permutation if the
embedded column permutation does not preserve the best form given by the choices for
the first two rows .
8. Outline of a Proof of Correctness
This section outlines a proof that the general isomorphism algorithm determines the
canonical representative
Amax of a combinatorial object
A and that it determines a strong
generating set of Aut(A) relative to the base [1, 2, . . ., n]Pmax . A complete proof would be
too long and tedious, and, as it follows easily from the outline, we have left it as a task
for the interested reader .
Throughout this section S is the set of automorphisms that the algorithm has found
and ᣀ is the group they generate . All references to a base are to [1, 2, . . ., n]
Pmax
Define
max(i) _ {p e S(P)Ip fixes [1, 2, . . ., i-l]Pmax and A" - ' =
Amax},
for i = 1, 2, , . . . n . Then max(i) is a coset of Aut(A)(i), since p, q e max(i) implies that p - t q
is an automorphism of A that fixes [1, 2, . . ., i-1]Pmax
.
Therefore
LEMMA 8 .1 . Imax(i)I = lAut(A)(`)I, for i = 1, 2, . . ., n .
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The automorphisms will only prune a subtree that is equivalent to a subtree already
encountered. Hence, neither the automorphisms nor the branch-and-bound will prune the
branch leading to the first occurrence of
Amax .
Thus, eventually,
Ptmax
will be p.. . and
Atmax
will be
Amax
During the search through all extensions of [1, 2, . . .,
i-l]Pmm the branch-and-bound
will not prevent an occurrence of
Amax
associated with a leaf of the search tree
. Suppose
that an occurrence of
Amax
is pruned because an automorphism
g
equivalences the nodes r
and s, where the occurrence corresponds to a completion `s of s
. Then
pmax
is a completion
of r, and the number of automorphisms in
Aut(A)t t) (or ᣀ (0
)
that equivalence r and s is
precisely the number of completions
s of s that correspond to an occurrence of
Amax
When an occurrence of
Amax
(other than the first) is not pruned, then an automorphism s
in Aut(A)") is
added to S . The new automorphism s maps the first occurrence of A,,,,,, to
this occurrence
. Therefore, at the end of the search through the extensions of
[1, 2, . . ., i-1]Pm°• there are enough automorphisms in ᣀ ( ` ) to account for each occurrence
of
Amax
by an element of
max(i)
.
Thus
PROPOSITION 8 .2
. Let i = 1, 2, . . ., n. At the end of the search of the extensions of
[1, 2, . . .,
i-1]P'" °x
, the group ᣀ°`l is Aut(A)( ` ) and S is a strong generating set of Aut(AP
) .
COROLLARY 8
.3 .
On termination of the general isomorphism algorithm, the value of
At,nax
is
Amax
and S is a strong generating set of Aut(A) relative to the base [1, 2, , . ., n]P'"°`
9
. Conclusion
Anyone who has implemented an isomorphism algorithm will have struggled with the
complications of the branch-and-bound, the use of automorphisms, and their interaction .
The question one always asks is, "Am I pruning too much?" By providing the class-
independent part and its interface to the class-dependent part we have reduced this
question to a verification of properties of the action of permutations on combinatorial
objects and the total order on the class of combinatorial objects . In summary, we list
them .
The action of permutations must satisfy
m(pq) = (0_)P)9 for all a) E !Q and for all p, q e Sᣀ , (9.1)
and
A( pq)- ' _ (A9- ')P - ' for all objects
A
and for all
p, q c- Sn .
(9.2)
The property preserving subgroup S(P) must satisfy
AP- ' is
a combinatorial object, for all objects A, and for all p e S(P) . (9.3)
The order must satisfy
Exactly one of A = B, A < B, or B < A holds, for all objects A and B (9.4)
and
If A < B and B < C, then A < C,
for all objects
A,B,C . (9.5)
The extended order and the action by partial permutations must satisfy
If AP - ' < B, then AP _ '
< B
for all completions
p of p, for all objects A,B and
for all partial permutations p .
(9
.6)
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The isolation of the class-dependent part into four routines should lead to easier and
more reliable implementation, and to the development of better algorithms .
We have avoided the discussion of difficult open problems such as the average and
worst case complexity of this class of backtrack algorithms . The introduction of the base
change algorithm poses the further problem of determining its effect on the performance
of the algorithm . A theoretical determination appears very difficult, and the conclusions
one can draw from an empirical study are limited .
Another problem is whether isomorphism algorithms such as McKay's, which have
some element of breadth-first as well as depth-first search, can fit conveniently into our
framework . The notions of breadth-first and depth-first come from viewing the traversal
of the search tree as a sequential process, whereas it may be more natural to view it as a
parallel or non-deterministic process .
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