ABSTRACT To provide high quality of network service, the response time reliability (RTR), the probability that the response time of a service is within the maximum allowable time determined by users, attracts researchers from both academic and industry. For those networked systems that can adjust their configuration adaptively, such as cloud computing systems, ad hoc networks, and network function virtualization systems, it is essential to predict the RTR of the system, and use the prediction result as a constraint to optimize the system configuration, e.g., tradeoff between reliability and energy efficiency. In general, the RTR changes along with the workload of the system. Due to the complex communication process, it is not easy to derive the analytical model between workload and RTR, and the maximum response time that users can tolerate also changes with the system workload according to users' experience. This paper proposes a variable thresholdbased RTR real-time prediction framework based on data-driven approaches to forecast the RTR for networked systems. In this framework, the response time threshold varies with the workload, reflecting both users' acceptable and perceived response time, and a real-time updating model between workload and RTR is built for RTR prediction based on the latest monitored dada. Finally, a communication network is taken as the example to validate the effectiveness of the proposed method from different perspectives. The experimental results illustrate that this continually updating model can obtain more accurate RTR prediction.
I. INTRODUCTION
With the development of computer and communication technologies, the adaptive system configuration methods have been widely used in the networked systems, and cloud computing systems, ad hoc networks and network function virtualization systems are typical systems of this type. The methods enable such systems to provide service based on the dynamic system configuration according to the system usage mode. Among many such systems, cloud computing system is the most representative one, as it can offer on-demand computing resources and storage capacities to different services according to user's requirements. Nowadays, these systems are being increasingly utilized by industry, government and academia [1] - [3] .
Reliability is one of the most concerned problems for these networked systems, especially when they are applied in critical fields such as financial transaction, traffic control and military applications [4] . From the perspective of network service providers, they are concerned about how to provide services continuously without interruptions and failures. From the perspective of network users, they pay more attention to whether a quality guaranteed service can be obtained. Taken the cloud computing system as an example, reliability is not only regarded as a key metric for assessing the system performance, but also as a constraint or a trade-off factor for resource optimization and energy efficiency management. Deng et al. [5] proposed a reliability-aware server consolidation strategy (RACE), which aimed at providing an energy-efficient server configuration in a reliability-friendly way. A utility model is proposed by combining multiple constraints on performance service level agreements (SLAs), reliability factors, and energy costs together. Solving the corresponding optimization model, the optimal configuration can be obtained. In [5] , the reliability they concerned is that of the physical machines in the system. In order to reach the equilibrium of the reliability and energy-awareness while satisfying quality of service (QoS) requirements and other system constraints, Faragardi et al. [6] proposed a new online scheduler based on the imperialist competitive algorithm to allocate the resources in a failure-aware and energy-efficient way. In their study, the reliability of hosts and links are considered together. For heterogeneous clusters, Zhang et al. [7] devised a novel reliability maximization with energy constraint (RMEC) algorithm, which can effectively balance the trade-off between reliability and energy consumption. The reliability considered in [7] is the task reliability, the probability of successfully executing an entire task set which consists of several tasks. In order to deal with the unreliability in the design of cloud computing platforms, Malik et al. [8] presented a reliability assessment model, and performed the resource scheduling of the cloud on the basis of these reliability values. They considered the basic reliability for general systems, and concerned the time based reliability for real-time systems. Although the time reliability is considered in the resource scheduling, this method only discussed which virtual machine is preferred according to the time reliability results, not about deciding how many virtual machines should be allocated with tasks. Considering that low power consumption and high system reliability are the main concerns of modern high-performance computing systems, Zhang and Li [9] proposed a new comprehensive model for optimal allocation of cloud resources by minimizing the energy consumption under the constraints of the average response time and its reliability. The case study verified the necessity of considering the response time reliability (RTR) in cloud computing resource optimization, which can be used to ensure the system QoS. However, it is not easy to analytically compute the RTR, and only formulas for M/M/C queues were provided. According to the above reviews, the trade-off between reliability and energy efficiency has already become a hot research topic for cloud computing systems. For other types of networked systems with dynamic configurations, similar trade-offs between reliability and other metrics also exist. Due to the high reliability of servers and the ability of fault tolerance migration, the infrastructure reliability of the system is not a critical issue, and more attention has been focused on the RTR, which measures the probability that the response time of a service is within the maximum allowable time determined by users.
In many services, the completion time, the time that a system takes to accomplish a given task, is often advertised as a key performance indicator that represents the commitment for the user's satisfaction. For example, when customers make an order on Jingdong (an on-line mall in China) successfully, they will be promised to receive goods within 24 hours. In some restaurants, if any dish is not served within the promised time, a discount will be given as a compensation. For real time services provided by the systems that can adaptively adjust their configurations (e.g., online payment platforms-Paypal and Alipay and financial data center et al.), if the message cannot be delivered on time, some financial loss or even life threaten may occur. Xia et al. [10] - [12] analyzed the performance and reliability for composite service. For single task systems, the processing time can be viewed as fixed, so the response time, the time elapsed between sending a request and receiving the response, is considered as a typical service reliability metric of these systems. In most existing studies on service reliability, the failure is defined in terms of the corresponding performance metric exceeding a given fixed threshold defined beforehand [13] - [16] . However, in real life, the desired response time of users is not only decided by users' actual requirement, but also determined according to their psychological expectation decided by the known workload (i.e., the length of the queue). For example, in the bank, if there are only a few people waiting for the service, clients may expect to be served in a few minutes. If they are not served in such time limit, these clients may complain. However, if there are a lot of people waiting, clients may tolerate much longer time, as the corresponding expected sojourn time is extended (e.g., to tens of minutes). Also for Tmall, another online shopping site in China, the expected order time will be much longer on Chinese ''Single Day'' (i.e., November 11 th , Chinese Black Friday) than usual because of the transmission congestion caused by large number of requests at the same time. Under different situations, users' experience varies, and the performance threshold changes accordingly. Hence, instead of a given fixed performance threshold in the existing service reliability analysis, we apply a variable response time threshold which changes along with the system workload. The variable performance threshold has been provided in recent studies. For example, He et al. [17] proposed an adaptive Variable Threshold (ATV) algorithm to help the receiver adapt the communication channel and improve the reliability, where the threshold varies based on knowledge of previous bits. In another similar study, Damrath and Hoeher [18] designed an adaptive threshold detector, which can outperform the common low-complexity fixed threshold detector under certain conditions. However, to the best of our knowledge, our study is among the first which use the variable threshold for performance based reliability evaluation.
To optimize the system configuration with RTR as one of the constraints, the RTR should be predicted before the system configuration adjusting. For the cloud computing system, the typical networked system with adaptive configuration, there are many studies about the system modeling based on queueing. Khazaei et al. [19] modeled the cloud center as an M/G/m/m+r queuing system with single task arrives, used for performance evaluation of cloud server farms. Guo et al. [20] optimized the performance of multiple requests and services using M/M/m queueing model in cloud computing. In order to study the system QoS, Vilaplana et al. [21] proposed the combination of M/M/1 and M/M/m to model the cloud platform. However, according to the Queuing Theory, only a few types of queues have analytical models for the RTR. For example, researchers modeled the RTR for the M/M/C queueing process, namely packet (or customer) arrives occur according to a Poisson process, and service time has an exponential distribution in [9] , [13] , and [22] . Whereas, the workload of the networked system is dynamically changing over time, and it does not always follow the Poisson process in practice. At the same time, because of the characteristics of massivescale service sharing, heterogeneous software/hardware components and complicated interactions among them, it is difficult to derive analytical models for RTR as a function of the workloads. Fortunately, data-driven approaches in Prognostics and Health Management (PHM) can learn the behavior of the system based on the data collected, and have been used to predict the remaining lifetime by monitoring the performance changes of the system [23] - [26] . Generally, the statistical and machine learning approaches are considered as the basis of data-driven approaches for PHM [27] , and machine learning methods have the advantages of learning from historical data and building prediction models for future values [28] . Pioneers have proposed a great amount of machine learning methods, for example, Artificial Neural Network (ANN) is a very efficient method for learning from the historical data and to predict the possible future behavior of a variable [29] . Islam et al. [30] developed resource measurement and provisioning strategies to predict upcoming resource demands based on a typical three-layer neural network (Error Correction Neural Network) and linear regression for cloud computing. A data-driven monotonic echo state networks (MONESNs) algorithm is adopted by Liu et al. [31] to track nonlinear patterns of battery degradation in the remaining useful life (RUL) estimation for Lithium-Ion battery. Liu et al. [32] also presented an Adaptive Recurrent Neural Network (ARNN) algorithm for state prediction of dynamic system and obtained satisfied results in the Lithium-Ion battery RUL estimation. Among many different ANN methods, Wavelet Neural Networks are preferred for non-liner systems modeling and time series forecasting. Antoniadis and Sapatinas [33] proposed three linear wavelet prediction methods for a continuous-time stochastic process on an entire time-interval, efficiently addressed the problem of time series prediction. Combining the advantages of fuzzy systems and WNN, Abiyev [34] presented the structure of fuzzy wavelet neural network (FWNN) to model the complex time series and predict exchange rates, which are among the most important economic indices in the international monetary markets and are dynamic process that changes every day and has high-order nonlinearity. Gan et al. [35] introduced a prediction method for non-stationary time series of nonlinear systems based on the WNN, and applied to a real example, the Brent oil price time series, to demonstrate its usefulness and validity. Similarly, the monitored workload and its corresponding RTR obtained by empirical estimating can also be used for data learning. Once a future workload is predicted, the corresponding RTR can also be conjectured. At the best of our knowledge, our study is among the first providing realtime RTR prediction for networked systems.
The contributions of this paper are summarized as follows:
• A comprehensive approach of real-time RTR prediction is proposed for systems with adaptive configuration, which can be used as a constraint in the optimization of system configuration, so as to provide high-quality service while satisfying other system requirements.
• Different from the traditional performance reliability, the threshold of response time in this paper varies with the system workload, and is not a given fixed constant. This is quite useful as the expectation of users also changes along with the workload.
• Based on the monitored data, a real-time updating model between workload and RTR is trained by machine learning approaches, and it can be used to predict RTR on the basis of the predicted workload.
The remainder of this paper is organized as follows: Section II presents the real-time RTR prediction framework, and explains its specific methods. Section III describes the background of the illustrated example, the VTB-RTRRP based algorithm and effectiveness measures in the case study. Section IV discusses the predicted results from different perspectives, and the results show the continually updating model can obtain more accurate RTR prediction. Finally, the paper is concluded in Section V.
II. METHODOLOGY-VARIABLE THRESHOLD BASED RESPONSE TIME RELIABILITY REAL-TIME PREDICTION
Our proposed real-time RTR prediction framework revolves around networked systems with adaptive system configuration, and can be furtherly applied for online system configuration and resource scheduling. For example, an optimal configuration or scheduling can be obtained by minimizing the energy and cost under the constraints of both the maximum allowable quantity of the resources and RTR. Zhang and Li [9] discussed such resource optimization problem, however, only systems with analytical RTR can be optimized in [9] , and our method provides a method to predict RTR based on the historic data. In this section, we first present our prediction framework, namely the Variable Threshold Based Response Time Reliability Real-Time Prediction (VTB-RTRRP), and then explain the steps one by one in the prediction process. The primary parameters and their definitions are listed in Table 1 .
A. INTEGRATED FRAMEWORK
As shown in Fig. 1 , the integrated framework consists of five modules. Here, the framework uses two types of raw monitored data (i.e., the workload and the response time) to predict the RTR. We firstly monitor the two types of data, calculate the workload and record the required number of response time in each time interval according to the giving time granularity T . Then, determine the response time thresholds under different workloads according to users' requirement. Variable response time threshold that changes along with the workload is one of our innovations in the RTR prediction. Using the empirical estimation method, the RTR of each time interval can then be calculated, and the corresponding model between RTR and workload can be built with appropriate modeling approach. This model changes along with time, because more data accumulates as time goes by. Finally, apply the Wavelet Neural Network (WNN) to predict the workload, and the RTR can be obtained according to the current model between the two parameters. The following subsections present each module of our framework in detail.
B. RAW DATA TRANSFORMATION
By monitoring the objective system, both response time and workload can be obtained, stored and updated in a database. To calculate the RTR, we need to transform the original workload and response time records into two types of time series. According to the giving time granularity, add the workloads of each time interval T together, and record the corresponding data series as W = (w 1 , w 2 , . . . , w N ), where w i is the workload in the i th time interval. Moreover, also record n response times as data series RT i = (RT i,1 , RT i,2 , . . . , RT i,n ) in each time interval, where RT i,j is the response time at time j T /n in the i th time interval. That is to say, we record 1 data for workload and n data for response time in each time interval.
C. WORKLOAD BASED RESPONSE TIME THRESHOLD DETERMINATION
Queueing is a common issue in many fields such as airlines, banks and hospitals [36] , [37] . Usually, waiting time, the time waited to be served, can be divided into real and perceived waiting times [38] . Antonides et al. [39] pointed out that the difference between the consumers' acceptable and perceived waiting times mainly influence the waiting time evaluation. From the perspective of psychology, customers can determine the expected waiting time according to the length of queues, the speed of service, et al. If the queue is short, the customer may wish to be served in a short period of time. On the contrary, the customer may extend their expected waiting time, as it is unrealistic to be served quickly. The maximum waiting time that customers can tolerate actually changes along with the length of queues.
In the application of networked systems, users also require fast response, i.e., there is a maximum acceptable waiting time for a request. Similarly, under different workloads, the users' maximum allowable response time for a request is different. Correspondingly, the response time threshold (i.e., maximum acceptable waiting time) is determined according to the workloads. For workload w, the corresponding response time threshold RT * can be determined as follows:
where RT * (i) is the i th response time threshold when the workload w varies between w i−1 and w i . Generally, there is a maximum allowable workload W max (workload limit) during the system operation. If the workload exceeds W max , a service interruption may occur, and this is beyond of the scope of our paper. If the workload is within the range between 0 and W max , the response time threshold is determined by users' perception (i.e., their psychological tolerance for waiting). Therefore, for the transformed workload series (W = (w 1 , w 2 , . . . , w N ) ), the response time threshold can be determined according to Eq. (1) 
D. RTR CALCULATION
In this paper, we focus on the departure that the response time of the request exceeds users' expectation. When the response time of a request exceeds the users' maximum allowable value under current workload, a ''long response time'' failure occurs. As mentioned in Section 1, the RTR is defined as the probability that the response time of a request does not exceed the maximum allowable range determined by users. Consequently, the RTR in the i th time interval can be expressed as
where RT i is a random variable that represents the response time in the i th time interval, RT * i (w i ) is the response time threshold under workload w i , and f RT i (·) represents the probability distribution function (PDF) of the response time in i th time interval. Fig. 2 illustrates the RTR calculation concept, the shaded area is the probability of the ''long response time'' failure for each T , the blank area is the probability that the response time does not exceed the maximum allowable one. As we can see, the response time varies over time. By modeling a stochastic process for this parameter, a corresponding probability distribution can be obtained in each T , and the response time reliability R RT ,i in i th time interval can be calculated according to Eq. (2).
For some simple queues, it is easy to obtain the PDF of the response time. However, the queues in the real system are usually complex and dynamically changing, and the PDF of response time cannot be easily derived through the Queueing Theory. In this situation, the empirical estimate of RTR can be used
where n is the number of response time samples in the i th time interval, and n s,i is the number of samples whose response time does not exceed RT * (w i ). Due to its undeniable importance, data-driven methods that use the historical or monitoring data to train model have been widely used and prosperously developed in recent years, and the most advantage of this type of methods is that do not need to consider the complex system mechanism in the modeling process [40] . There are numerous related modeling approaches that can be used to build the correlation between two variables, including ANNs based non-line fitting, Support Vector Machine (SVM), regression analysis based function fitting, etc. Each method has its corresponding advantages and drawbacks. For systems with a large number of system performance parameters that can be monitored, it is most appropriate to use these methods to model the correlation between the parameters. The study of these approaches is not within the scope of this paper, so we mainly focus on building a real-time updating model between workload and RTR. The schematic of the dynamical modeling process is illustrated in Fig. 3 . Use the first N measured workloads W 1 =(w 1 , w 2 , . . . ,w N ) and the corresponding calculated RTR R RT,1 = {R RT ,1 , R RT ,2 , . . . , R RT ,N } as the input set and output set of a type of data-driven based modeling approach that is used to train and build the initial workload-RTR model, i.e.,
where represents the selected modeling approach that attempts to derive the model from the input data W and R RT , and M 1 is the 1 st workload-RTR model based on the data obtained from the first N time intervals.
In this paper, we use the real time updating model to make the model adapt with the dynamic system state, because new data can reflect the latest system operation state in real applications. When the next workload w N +1 and RTR R RT ,N +1 are measured and calculated, we add them to the input and output sets, and remove the first data pair w 1 and R RT ,1 . We have W 2 = (w 2 , w 3 , . . . , w N +1 ) and R RT,2 = {R RT ,2 , R RT ,3 , . . . , R RT ,N +1 }, and the new workload-RTR model can be built as (W 2 , R RT,2 ) → M 2 . In this way, the workload-RTR model can be updated by adding the new data and removing the old ones, and the latest model can always be obtained.
F. WORKLOAD PREDICTION
In order to predict the RTR of system, the workload needs to be predicted as a premise. According to the previous analysis in Section 1, the WNN is used to predict the future system workload.
1) INTRODUCTION OF WNN
WNN is a type of ANN with one hidden layer of nodes, whose topology is on the basis of the back-propagation (BP) algorithm based neural network, and its transmission function of the hidden layer uses the wavelet basis function [41] . WNN can adaptively adjust the shape of the wavelet basis function to improve the wavelet transformation, and has abilities of optimal function approximation and pattern classification [42] , [43] . In addition, similar to the weight correction algorithm of the BP based neural network, WNN adopts the gradient correction method to modify weight values and parameters of the wavelet basis function, so that the prediction result can continuously approximate the expected output. The topology of WNN is shown in Fig. 4 , where X 1 , X 2 , . . . , X k are the input parameters of WNN, Y 1 , Y 2 , . . . , Y m are the prediction outputs of WNN, ω ij and ω jk are weight values. The wavelet basis function adopted in this paper is the Morlet ''mother wavelet'', i.e., ψ (x) = cos(1.75x)e −x 2 /2 .
2) STEPS OF PREDICTION
The steps to predict workload using WNN are as follows:
(1) Normalization processing In order to facilitate neural network convergence and avoid the big errors caused by the different magnitudes between the input and output data, it is necessary to normalize the workload series. The data can be normalized as
where w N max and w N min are the maximum and minimum values of N workloads in the i th workload series W i , respectively. They constantly change with the continuous update of input data, and we have w i ∈ [0, 1]. Table 2 describes the data grouping.
In each group of training samples, the former m workload data directly effects on the (m + 1) th workload data. The most recent monitored data contains more information than the earlier ones. Generally, m is suggested as 6 ∼ 12.
(3) WNN training Using the normalized workload data grouping results, we build the corresponding WNN, where the number of nodes in the input layer and output layer is m and 1, respectively, and the number of nodes in the hidden layer can be determined based on experiments.
Here, the output of the hidden layer can be calculated as
where h(j) is the output value of the j th node in the hidden layer, ω ij is the joint weight value between the input layer and the hidden layer, a j and b j are scalability factor and shift factor of the wavelet basis function h j , which are derived from the Morlet ''mother wavelet'' mentioned above. Accordingly, the output of the WNN can be calculated as
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G. RTR PREDICTION
When the future workload is predicted, it will be passed as an input to the current workload-RTR model, and then the corresponding RTR can be obtained. Once the new workload and response time data are collected, the workload-RTR model will be updated, and the next new workload will be predicted. Then, using the new model and new predicted workload, the next RTR can be predicted. Consequently, we can always predict RTR using the latest workload-RTR model and workload prediction results.
III. ILLUSTRATIVE EXAMPLE AND PREDICTION METHOD
This section describes the background of our illustrated example, the VTB-RTRRP based algorithm and its effectiveness measures.
A. ILLUSTRATIVE EXAMPLE
To verify the effectiveness of our VTB-RTRRP method, the WAN (Wide Area Network) of an east coast company in America is analyzed. The company has offices in Atlanta, Philadelphia, New York, and Boston, which are connected to the central network in Washington, D.C. The corresponding network topology is shown in Fig. 5 . OPNET Modeler 14.5, a network planning, simulation and analysis tool that can provide numerous network elements, is used to analyze the network performance. In order to set up the operation scenario, the following configurations are executed:
• Define a profile with the File Transfer (Heave) application for each LAN model in every identical subnet;
• Configure the server in the Washington D.C. to support the FTP (File Transfer Protocol) application; • Add a varying background load on the links. Network studies show that workload rises gradually over the course of the day as the employees arrive and begin to work, and falls gradually back at the end of the day as they finish work and leave. Fig. 6 depicts the background load pattern. During the simulation, both workloads and response time can be collected as follows:
• Load (bits/sec): Load submitted to Ethernet layer by all other higher layers in this node (i.e., FTP server);
• FTP Response Time (sec): Time elapsed between sending a request and receiving the response packet. We collect the above two types of raw data for two weekdays (each includes 12 hours from 8:00am to 20:00pm) in the operation scenario. Let T = 10 minutes and t = 1 second, calculate workloads every 10 min, and collect the response time every 1 second. The samples of the first day are separated from the dataset and used to train and build the prediction framework, and the next RTR is then predicted. When new samples are collected, the workload-RTR model and the predicted workload are updated, and new RTR will be obtained, and so on. To find the influence of different workloads on response time, Fig. 7 depicts the change patterns of the two parameters. Obviously, the response time pattern has the same variation trend as the workload pattern, namely response time under different workload varies greatly.
B. ALGORITHM PROCEDURES
In this example, the procedures of our proposed RTR prediction algorithm can be described as the following steps:
Step 1: Monitor the workload and response time of the first day, calculate and record the workload every 10 minutes as W 1 = {w i |i = 1, 2, . . . , 72 }, and record the response time every 1 second as RT 1 = {RT i,j |i = 1, 2, . . . , 72; j = 1, 2, . . . , 600 }.
Step 2: Determine the response time threshold RT * i (w) according to the maximum response time that users can tolerate under different workloads. The response time threshold curve with the workload variation is plotted in Fig. 8 .
Step 3: Calculate the empirical estimate of RTR at each time interval by Eq. (3), and record the RTR as R RT,1 = { R RT ,i |i = 1, 2, . . . , 72 }. Step 4: Build the workload-RTR model according to W 1 and R RT, 1 . The ANN based non-line fitting method, which has been proven to be mature and widely applied, are used to build the model between the two elements.
Step 5: Predict the next workloadw 73 using the WNN.
Step 6: Predict the next RTRR RT ,73 based onw 73 and the current workload-RTR model.
Step 7: Collect the workload and response time series in the next time interval. Then add the new data and remove the earliest one in Step 1. Repeat all above steps, the real-time RTR prediction can be achieved.
C. EFFECTIVENESS MEASURES
The effectiveness of our method can be verified by comparing the predicted RTR to the simulated result. The Root Mean Squared Error (RMSE) and the Mean Relative Percentage Error (MRPE) are widely used to measure the accuracy of the prediction model. Hence, the two metrics are used to validate our framework by comparing the predicted RTR R RT = { R RT ,73 , R RT ,74 , . . . , R RT ,144 } and the simulated RTR R RT = { R RT ,73 , R RT ,74 , . . . , R RT ,144 } as
and
respectively. Both RMSE and MRPE provide an indication as to how well the predication results match the simulated data. A smaller RMSE or MRPE value means that the prediction results approach the simulated data more closely and thus are superior.
IV. RESULTS AND DISCUSSION
Simulation experiments are performed to validate the effectiveness of VTB-RTRRP framework. Data (workload and response time) obtained by the simulation on OPNET Modeler 14.5 are used to predict the future RTR trend. OPNET is a communication network simulation tool, providing the highfidelity modeling and data transmission process simulation, and is widely used in the network performance evaluation. This section analyzes and discusses the predicted results.
A. EFFECT OF THE VARIABLE THRESHOLD
To illustrate the influence of the Variable Threshold, the RTR of the first day is calculated over time with two different threshold conditions. One considers a variable threshold as shown in Fig. 8 , and another uses a fixed threshold with 1.1 second. The corresponding results are shown in Fig. 9 for comparison. As we can see, in the time ranges of the first 30000 seconds and the last 10800 seconds, because the simulated response time is much smaller than the fixed threshold due to the relatively low workloads, the fixed threshold based RTR is very high. On the contrary, within the interval of 30000 to 32400 seconds with heavy workloads, the fixed threshold based RTR drops dramatically. Adopting variable response time thresholds for different workload yields quite different RTR results, which reflect the ability of the system to satisfy users' service requirement under current workload condition. For light workloads, the variable thresholds are stricter than the fixed threshold, so the variable threshold based RTR is smaller than the fixed threshold based one. For heavy workloads, the variable threshold becomes smaller, and the variable threshold based RTR drops due to its long response time, but not so violently. Generally, the variable threshold based RTR is gentler than the fixed threshold based one. As we know that the maximum response time that users can tolerate is determined by users' perception, i.e., the response time threshold changes with workloads, only variable threshold based RTR estimation can provide VOLUME 6, 2018 us accurate information for further system decision, such as resource scheduling.
B. EFFECT OF THE WORKLOAD-RTR MODEL UPDATING
The prediction results using our VTB-RTRRP method with model updating and those results obtained from the same prediction process but without model updating are compared with simulated RTR values, respectively. The details of the comparison are recorded in Fig. 10 . As we can see in Fig. 10(a) , the prediction results with model updating can approximately trace the change tendency of simulated RTR, and they match the simulated RTR better than the prediction results without model updating in Fig. 10(b) , where a larger deviation from the simulated RTR can be seen. The continually updating models in our VTB-RTRRP method include the latest workload and response time information, which are the main influence factors of RTR. Hence, it is more likely to capture the RTR of the next predicted time using the updating model.
We also compare the effect of our VTB-RTRRP framework with the prediction method without model updating by measuring the two metrics RMSE and MRPE that can reflect the prediction accuracy. The results are listed in Table 3 . Compared with the prediction results without model updating, our VTB-RTRRP method reduces the RMSE, MRPE by 45.08% and 44.60%, respectively. Again, the effectiveness of our VTB-RTRRP method is verified by its workload-RTR model updating.
Obviously, the run time of our VTB-RTRRP method is far longer than the one without model updating. As described in Section of II, the VTB-RTRRP method repeats the training process that establishes the correlation between RTR and workload according to the latest workload and response time data in each RTR prediction. However, for the method without model updating, only one model training process is performed and the corresponding training result is used for all RTR predictions. As the data training process consumes a lot of time and the two methods differs largely in the number of model training processes, it results in two very different running times.
In addition, as we can see in Table 4 , the CPU run time depends on the chosen updating interval of the workload-RTR model, a larger updating interval implies fewer model training processes and shorter CPU run time consumption. On the other hand, the prediction accuracy decreases with the increase of the updating interval. Hence, a suitable updating interval that ensures predictive accuracy and reduces the evaluation complexity should be traded off in the practical application of the VTB-RTRRP method.
C. EFFECT OF TWO TIME INTERVALS
To analyze the influence of the prediction time intervals on RTR prediction results, we reorganized the data collected from network simulation, and T is changed to 20 minutes, 40 minutes and 60 minutes, respectively. The workload and response time data collected on the first day is used to predict the next RTR, and the prediction result updates when new data comes. The corresponding parameters are shown in Table 5 . Fig. 11 shows the four prediction RMSEs (y-axis) over the different prediction time intervals (x-axis). We can observe that the average RMSE reduces along with the increase of the prediction time interval. This is because the larger the prediction time interval is, the more response time data are collected in each time interval, the more accurate the RTR estimates are calculated, and the more accurate workload-RTR model can be built to predict future RTR. Note that, the RMSE plot shows approximately a linear relationship between the RMSE and the prediction time interval. Such model also can be used to provide an estimate of the accuracy under any prediction time interval, and help to determine the suitable time interval according to the prediction RMSE. It is noteworthy that, the workload-RTR model updating interval changes along with the prediction time intervals in Fig. 11 . It is different from the results obtained in Table 4 , in which only the model updating interval changes and the prediction time interval keeps the same value as 10 min.
In addition to the prediction time interval T , the time interval of collecting response time t also affects the prediction accuracy. Fig. 12 reflects the prediction accuracy under the same T but different t. As we can see, under the same T , the prediction accuracy measure RMSE increases with the increase of t. Obviously, a larger time interval t results in the fewer response time data collected under the same T , so the prediction accuracy is worse (i.e., the RMSE is larger).
V. CONCLUSION
In order to predict RTR in real-time, a constraint used to optimize the system configuration for systems that can adaptively adjust their configurations, a comprehensive approach of real-time RTR prediction, namely Variable Threshold Based Response Time Reliability Real-Time Prediction (VTB-RTRRP) is proposed based on data-driven approaches. Different from traditional performance reliability definition, here, the threshold of response time varies with the system workload, not a given fixed constant. This is quite useful as the expectation of users also changes along with the workload. Moreover, based on the series of monitored data, a real-time updating model between workload and RTR is trained by machine learning approaches. The method provides a way for quantifying the response time reliability of networked systems that do not have analytical model between workload and RTR. As the two most prominent innovations in our RTR prediction method, response time variable threshold and real-time model updating are proved to be effective means to improve the prediction accuracy in our illustrated example. Through the comparison of RTR estimated results with variable and fixed response time thresholds, we find that variable threshold yields much different RTR results, which reflects the ability of the system to satisfy users' service requirement under different workloads. Variable threshold based RTR estimation can provide us accurate information for further system decision. It is obvious that the prediction with model updating can approximately trace the change tendency of simulated RTR, and they match the simulated RTR better than that without model updating according to the predicted results. Correspondingly, our VTB-RTRRP method reduces the RMSE, MRPE by 45.08% and 44.60%, respectively, compared to the prediction without model updating. In addition, the influence of the prediction time intervals and the time intervals of collecting response time on RTR prediction is analyzed, and results show that the average RMSE reduces along with the increase of the prediction time interval, and there is an approximate linear relationship between the two. As we can see, the forementioned conclusions illustrate the effectiveness of VTB-RTRRP from different perspectives.
