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Abstract 
Si è recentemente tenuta a Dresda (Germania) la 21° edizione dell’International Supercomputer Conference (ISC 
2006). Si tratta dell’evento più importante a livello europeo nell’ambito del Calcolo ad Alte Prestazioni. In questo 
contesto è stata presentata la nuova classifica TOP500 in cui il CILEA rientra, dopo una breve assenza, grazie al 
nuovo cluster “Michelangelo”. 
 
The 21st International Supercomputer Conference (ISC 2006) was recently held in Dresden (Germany). It is the 
HPC most important European event. The new TOP500 list was shown during the conference. CILEA is back in 
the list after a brief absence, thanks to the new cluster "Michelangelo". 
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La nuova TOP500 
Nello scorso giugno si è tenuta a Dresda, in 
Germania, la 21° edizione dell’International 
Supercomputer Conference (ISC 2006) [1], 
ovvero il tradizionale appuntamento europeo di 
inizio estate con la pubblicazione della nuova 
classifica TOP500 [2] e con tutte le novità dal 
mondo del supercalcolo. Erano presenti circa 
1000 esperti del settore provenienti da 33 paesi 
diversi, a testimonianza dell’importanza di 
questo evento. 
I congressi ISC sono nati con l’intento di 
essere un luogo di incontro e di scambio di idee 
ed esperienze tra gli esperti di tutto il mondo 
nell’ambito delle nuove tecnologie informatiche, 
con particolare riferimento al mondo del 
supercalcolo. 
 
 
Fig. 1 – Il logo della conferenza ISC 2006 
 
Per questo motivo, il cuore della conferenza 
era la presentazione della nuova TOP500, che 
notoriamente classifica le migliori macchine ad 
alte prestazioni nel mondo in base alle loro 
performance di calcolo. Tale lista viene 
pubblicata due volte all’anno: in Europa 
durante il mese di giugno e in America durante 
il mese di novembre. 
La TOP500 fornisce un quadro preciso sulle 
attuali tendenze relative alle architetture dei 
calcolatori e all’introduzione di nuove 
tecnologie, permettendo anche di azzardare 
previsioni sulle prestazioni di calcolo 
raggiungibili nell’immediato futuro. 
Erich Strohmaier, del Lawrence Berkeley 
National Laboratory (USA), ha avuto l’onore di 
presentare la nuova lista [3] e di sottolinearne 
gli aspetti più importanti. In cima alla classifica 
dei supercalcolatori più potenti al mondo resta 
l’IBM Blue Gene/L, installato presso il 
Lawrence Livermore National Laboratory 
(USA), con una performance pari a 280.6 TFlops 
ottenuta nel test LINPACK [4]. Il dominio 
americano è confermato dall’occupazione dei 
primi quattro posti in classifica, con l’IBM 
assoluta protagonista grazie alle prime tre 
macchine più performanti al mondo. 
In ambito europeo, a sorpresa si inserisce al 
primo posto (e al quinto a livello mondiale) il 
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sistema BULL NovaScale del Commissariat à 
l’Energie Atomique francese, scavalcando lo 
spagnolo “Mare Nostrum”, che scivola 
all’undicesimo posto. La performance raggiunta 
dai francesi è pari a 42.9 TFlops, a 
testimonianza che in Europa è già stato fatto 
molto, ma non abbastanza per raggiungere i 
livelli americani e asiatici. Il secondo sistema in 
Europa è all’ottavo posto con 37.33 TFlops e si 
trova a Juelich (Germania). L’indiscusso domi-
natore della classifica negli scorsi anni, il 
giapponese “Earth Simulator” della NEC, si 
mantiene in una onorevole decima posizione, 
ma viene scavalcato in ambito orientale dal 
conterraneo sistema NEC/Sun Fire X4600 
Cluster del Tokyo Institute of Technology 
(settimo posto al mondo). 
Analizzando i dati della TOP500 è possibile 
prevedere che la fatidica soglia del PFlops verrà 
raggiunta nel 2009, ma l’evoluzione tecnologica 
permetterà anche alle prestazioni di un laptop 
di raggiungere la soglia del TFlops attorno al 
2016. Non ci resta che attendere per verificare 
tali previsioni. 
Nella TOP500, IBM e HP dominano quasi 
incontrastate, in quanto gran parte dei sistemi 
in classifica sono di loro produzione. Anche gli 
Stati Uniti mantengono il loro vantaggio 
tecnologico su Europa e Asia, con ben 298 
sistemi installati. Il Giappone invece è 
protagonista in negativo; nonostante la 
presenza nelle prime dieci posizioni delle due 
macchine citate il numero di  sistemi installati è 
aumentato (da 21 a 29), ma la potenza di calcolo 
complessiva è invece percentualmente 
diminuita nell’ambito della TOP500. 
Il dato statisticamente più interessante è il 
significativo aumento dei cluster, che rappre-
sentano ormai una chiara tendenza per il futuro 
del supercalcolo, grazie a ben 365 sistemi del 
genere in classifica. Come tipologia di processori 
presenti, INTEL è in posizione assolutamente 
dominante con 301 sistemi, anche se AMD, 
benché non ancora diffusissimo, ha registrato 
un significativo aumento, passando da 25 a 81 
sistemi in un solo anno. In calo invece i sistemi 
ITANIUM-2, scesi da 46 a 36. Restano in 
classifica solo 8 sistemi vettoriali, realizzati da 
Cray o NEC, mentre tutti gli altri sono sistemi 
scalari. In merito al tipo di connessioni, Gigabit 
Ethernet e Myrinet, rispettivamente con 255 e 
87 sistemi, vanno sicuramente per la maggiore. 
Michelangelo entra in classifica 
Il CILEA, insieme al proprio partner 
tecnologico Exadron [5] (Divisione HPC della 
Eurotech [6]), era presente a ISC 2006 nella 
sessione poster per annunciare la realizzazione 
del nuovo cluster “Michelangelo” di cui si offre 
ampia descrizione tecnica sulle pagine di questo 
stesso bollettino.  
Il nuovo cluster è motivo di orgoglio per il 
CILEA in quanto gli permette di rientrare, dopo 
una breve assenza, nella classifica TOP500: 
“Michelangelo” si inserisce al 464° posto con 
una performance pari a 2.13 TFlops ottenuta 
dai suoi 756 processori. Ma quello che più 
colpisce è che si è giunti a tale prestazione con 
un cluster non omogeneo, vincendo così la sfida 
tecnologica di realizzare il test LINPACK su 
una macchina con nodi di calcolo con sistemi 
operativi, interconnessioni e tipi di processori 
diversi tra loro. Di sicuro un risultato di grande 
impatto, che permetterà agli utenti del CILEA 
di sfruttare un ambiente di calcolo il più 
possibile versatile e adatto alle loro esigenze, 
mantenendo anche elevatissimi standard 
qualitativi e prestazionali. 
Il nuovo cluster “Michelangelo” è stato ideato 
con lo scopo di fornire un valido supporto di 
calcolo per i ricercatori del progetto LITBIO [7], 
il Laboratorio Interdisciplinare per le Tecno-
logie Bioinformatiche guidato a nome del 
CILEA dal prof. Luciano Milanesi del CNR-ITB. 
LITBIO è un progetto FIRB di durata 
quinquennale, di cui CILEA ed Exadron sono 
partner tecnologici di primaria importanza, per 
la realizzazione di una piattaforma hardware e 
software, specializzata in applicazioni di 
bioinformatica, installata al CILEA. 
 
 
 
Fig. 2 – Il Centro Congressi di Dresda 
 
Tecnologie da film 
Durante il convegno sono stati citati 
numerosi campi di utilizzo del supercalcolo in 
altrettanti settori industriali e applicativi: 
dall’ingegneria aerospaziale alla progettazione 
automobilistica, dalla bioinformatica alla 
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medicina e alla fisica delle particelle e molto 
altro ancora. 
In ambito progettuale, sono state descritte le 
innovazioni che le varie case produttrici 
intendono immettere a breve sul mercato, per 
migliorare ancora le prestazioni dei super-
calcolatori e raggiungere livelli sempre più alti 
di affidabilità ed efficienza.  
Ha riscosso molto interesse la sfida lanciata 
da Cina e Giappone: sarà in Oriente il futuro 
del supercalcolo? Le due nazioni, rappresentate 
rispettivamente da Steve Chen, della Galactic 
Computing di Shenzhen, e da Yoshio Oyanagi, 
della Kogakuin University, si dimostrano ben 
determinate a dare battaglia per conquistare 
grosse porzioni di mercato e scalare i vertici 
della supremazia tecnologica mondiale. 
Tra tutte le innovazioni e gli ambiti 
applicativi discussi, ha suscitato particolare 
interesse e curiosità la presentazione di Evan 
Smyth della DreamWorks Animation [8], la 
famosa casa di produzione cinematografica 
americana, produttrice di film di animazione 
quali “Shrek”, “Madagascar” e “Shark Tale”. 
Smyth ha illustrato l’importanza del 
supercalcolo nella realizzazione dei film di 
animazione che, attualmente, vengono creati 
interamente al calcolatore, abbandonando la 
tradizione di chine e matite degli anni passati. 
 
 
 
 
Fig. 3 – L’area espositiva dell’ISC 2006 
 
Per realizzare un film di circa 90 minuti 
occorrono 15.000.000 di ore di CPU, con circa 
120.000 fotogrammi per film, 30 Tbyte di dati 
da trattare, tre anni di preparazione e più di 
200 persone coinvolte. Le cifre da gestire sono 
impressionanti. Bisogna considerare che anche 
gli eventi fisici molto complessi che vengono 
inseriti nel racconto a scopo ludico devono 
essere trattati in modo adeguato per conferire 
veridicità alle immagini. Per questo motivo, 
un’esplosione colorata deve essere realizzata 
con un complesso programma di simulazione di 
dispersione di particelle di polvere nell’aria: 
argomenti da fisica avanzata applicati a un 
“semplice” cartone animato! 
Alla fiera delle nuove tecnologie 
Unitamente al congresso ISC, è stata  alle-
stita un’ampia area espositiva in cui tutti i 
maggiori produttori a livello mondiale di nuove 
tecnologie per l’informatica hanno potuto 
presentare i loro prodotti e mettere a 
disposizione le loro esperienze; questo momento 
è stato utile per valutare nuove soluzioni e 
proposte per quanto riguardava software, 
hardware, networking, gestione di grosse 
banche dati, strumenti per la visualizzazione 
scientifica e altro ancora. 
La lista degli espositori era molto ricca: oltre 
ai “soliti noti” (INTEL, Cray, AMD, Microsoft, 
HP, NEC, DELL, SGI, Cisco Systems, IBM, 
Myricom, Sun Microsystems…) erano presenti 
anche numerosi centri di ricerca, che hanno 
avuto modo di presentare le soluzioni di utilizzo 
delle tecnologie a loro disposizione per 
raggiungere livelli di eccellenza in diversi 
ambiti di ricerca. Tra i presenti possiamo citare 
il CERN, il Barcelona Supercomputing Center 
(che gestisce “Mare Nostrum”, fino allo scorso 
anno il più potente cluster per il supercalcolo in 
Europa) e numerosi istituti universitari europei 
e asiatici. 
Nuove sfide per nuovi supercalcolatori 
L’intervento a chiusura del convegno è stato 
riservato a una vera autorità del campo: Jack 
Dongarra, co-ideatore del test LINPACK e 
sempre all’avanguardia nella ricerca di nuovi 
spunti tecnologici per migliorare le performance 
dei calcolatori. E proprio Dongarra si chiedeva 
se non fosse giunto il momento di creare un 
nuovo test di performance da affiancare al 
LINPACK, che comunque continuerà a svolgere 
il suo ruolo e a dettare le posizioni della 
classifica TOP500.  
LINPACK (LINear algebra PACKage) è un 
progetto che risale al 1974, è stato scritto in 
Fortran 66, sfruttando le librerie BLAS e la 
prima versione è stata utilizzata nel 1979. Da 
qui l’esigenza di adeguare questo importante 
test a concetti di calcolo più moderni. LINPACK 
ha ovviamente subito un’evoluzione nel corso 
degli anni, raggiungendo la forma attuale nel 
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1993, quando fu utilizzato per stilare la prima 
classifica TOP500. 
Da allora nulla è cambiato. Per questo 
motivo ora si prevede di testare, oltre al valore 
della potenza di calcolo raggiungibile, tante 
altre caratteristiche dei supercalcolatori. 
Dongarra ha proposto di istituire una nuova 
serie di test, da affiancare a LINPACK, che 
prendono il nome di HPC Challenge Benchmark 
[9]. L’idea è quella di ricavare il maggior 
numero possibile di informazioni e dati dal 
sistema di supercalcolo che si sta esaminando. 
In particolare, il nuovo set di benchmark 
esamina oltre 188 parametri che, opportuna-
mente valutati e bilanciati, possono fornire 
indicazioni anche sulla stabilità dell’intero 
sistema, sulle capacità di interconnessione tra i 
nodi di calcolo, sull’abilità di gestire calcoli con 
diversi gradi di parallelismo (dalla compu-
tazione globale al calcolo imbarazzantemente 
parallelo e alla gestione di porzioni sequenziali 
di codice), sulle potenzialità in fase di lettura, 
scrittura e gestione dei dati. 
Per avere il quadro completo della situazione 
ci si affiderà a una serie di sette benchmark, che 
avranno il compito di quantificare la gran parte 
delle caratteristiche di un sistema di calcolo. 
Appositi algoritmi permetteranno inoltre di 
combinare in modo opportuno i citati 188 
parametri che si ottengono, al fine di compilare 
diverse classifiche di supercalcolatori in base 
alle loro più spiccate qualità. I risultati di 
benchmark ottenuti verranno inviati automa-
ticamente via web e monitorati.  
Dai primi test effettuati, già si riscontrano 
interessanti risultati;   diventa evidente come 
certe tipologie di calcolatori sono più 
performanti per alcuni tipi di applicazione e, 
viceversa, meno adatti per altri, fornendo 
indicazioni precise a chi si occupa degli 
investimenti societari sull’informatica. 
In conclusione, Dongarra ha ricordato che la 
strada per la realizzazione dell’HPC Challenge 
Benchmark è ancora lunga, ma anche 
entusiasmante. Bisogna mettere a punto i 
diversi test, capire come correlarli e stabilire un 
peso per ciascuno di essi, per giungere a una 
valutazione globale del supercalcolatore, 
valutare se sono sufficienti o se si necessita di 
un numero maggiore per approfondire certi 
aspetti… Insomma, una sfida ancora aperta, 
che ci spinge a guardare con impazienza 
all’appuntamento autunnale con la TOP500 
[10], quando sicuramente si avranno nuove e 
più complete notizie su quello che sarà il 
metodo di valutazione dei supercalcolatori del 
futuro. 
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Fig. 4 – I primi dieci posti della TOP500 (fonte: www.top500.org) 
