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1. INTR~OUCTION 
The theory of invariant manifolds plays an important role in the study of 
dynamics of nonlinear systems in finite dimensional or infinite dimensional 
spaces. Such invariant manifolds include stable manifolds, unstable mani- 
folds, and center manifolds, see Pliss [36], for example. Recently the theory 
of inertial manifolds has been developed for some dissipative evolution 
equations. The inertial manifold introduced by Foias, Sell, and Ttmam [ 141 
is a finite dimensional Lipschitz invariant manifold attracting solutions 
exponentially. One of the important properties of inertial manifolds is that 
they contain the global attractors. Thus, the study of dynamics of infinite 
dimensional nonlinear systems can be reduced to the study of dynamics of 
flows on the inertial manifold, which, in turn, is described by the dynamics 
of an ordinary differential equation. There are extensive works on this 
subject. See, for example, Constantin [3], Constantin, Foias, Nicolaenko, 
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and Temam [46], Doering, Gibbon, Holm, and Nicolaenko [8], Fabes, 
Luskin, and Sell L-91, Foias, Jolly, Kevrekides, Sell, and Titi [lo], Foias, 
Nicolaenko, Sell, and Ttmam [ 11, 121, Foias, Sell, and Temam [13, 141, 
Foias, Sell, and Titi [lS], Ghidaglia [16 J, Hale [17], Henry [18], 
Jolly [ZO], Kamaev [21], Luskin and Sell [23, 241, Mallet-Paret and 
Sell [25,26], Mane [27], Marion [28,29], Miklavcic [30], Mora 
[31, 321, Mora and J. Sol&Morales [33, 343, Nicolaenko, Scheurer and 
Ttmam [35], Sell and You [38], Taboada [39], Ttmam [4&42], and 
Titi [43]. 
The issues we want to discuss here are the smoothness of inertial 
manifolds. If an inertial manifold is a smooth manifold, then the reduced 
vector field on the inertial manifold is smooth, which is important in 
applications. It is known that if the nonlinearity of differential equations 
are Ck smooth for an integer k 2 1, then stable manifolds, unstable 
manifolds, center manifolds, center-stable manifolds, center-unstable 
manifolds are Ck smooth. See, for example, Chow and Lu [ 1, 23, van Gils 
and Vanderbauwhede [44]. However, for inertial manifolds the conclu- 
sions are different. We are going to see that under the same spectral gap 
condition the Lipschitz inertial manifolds are C’ manifolds. The existence 
of Ck (k > 1) inertial manifolds requires a stronger spectral gap. We will 
give an example which has a Ck inertial manifold. In fact, given any 
positive integers k and n, we can find a reaction-diffusion equation which 
has a n-dimensional Ck inertial manifold. We will also give an example to 
show that if a certain spectral gap is not satisfied, then even if the non- 
linearity is analytic, the equation can have a Ck inertial manifold which is 
not a Ck + ’ manifold. 
We organize this paper as follows: in Section 2 we state our main results; 
in Section 3 we prove the existence of Lipschitz invariant manifolds; in 
Sectiond 4 we show the smoothness of the invariant manifolds; in Section 5 
we show the exponential attraction of the invariant manifold; in Section 6 
we give some examples. 
We thank the referee for pointing out the work of Demengel and 
Ghidaglia [45] on the smoothness of inertial manifolds. Their method for 
proving the smoothness of inertial manifolds is basically the same as ours, 
which is based on the fiber contraction mapping theorem. However, we 
would like to point out the differences between this paper and theirs. First, 
we deal with a larger class of nonlinear maps; second, the nonlinear terms 
depend on a parameter I, so the inertial manifolds depend on the 
parameter; third, we give a new proof for exponential tracking properties 
of the inertial manifolds; fourth, we give an example of the reaction- 
diffusion equation to show that to get more smoothness of inertial 
manifolds, the larger gap conditions are necessary. 
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2. STATEMENT OF THE MAIN RESULTS 
Let H be an infinite dimensional (separable) Hilbert space with inner 
product ( *, . ) an norm 1. ) and let n be a locally compact Hausdorff d 
space. Consider the nonlinear evolutionary equation 
du 
&+Au=F(I, u), 
where 1 E n and u E H. We assume that the linear operator A satisfies: 
HYPOTHESIS Al. The operator A is a linear, positive, self-adjoint 
operator on H with compact resolvent. 
The positivity of A means that there is an a > 0 such that 
(Au, u> 2 a lul*, for all u E 9(A), 
where 9(A) is the domain of A. This allows one to define the fractional 
powers of A, which we denote by AB, for all j? E R, see Henry [ 181. The 
domain of A@ will be denoted by 9(AB), which is a Banach space under the 
graph norm. Furthermore -A is the infinitesimal generator of an analytic 
semigroup, which we will denote by e PA’. 
The nonlinear term F is assumed to satisfy 
HYPOTHESIS A2. There are two nonnegative constants LX and j? such that 
0 < c1- p < 1, and a continuous mapping 
F: A x B(A”) --) 9(AB) 
with a continuous Gateaux derivative D,F with respect to UE 9(A”). In 
addition there are possitive constants Co and C, such that 
i 
I.@(& ~11 G Co, for all u E 9(A”) 
L@D,F(A ubl <Cl IAavl, for all u, VEX, (2.2) 
for all L E A. Furthermore we assume there is a p > 0 such that 
Supp Fc ((,I, u) E A x 9(A”): \A%( < p} = Sz,. (2.3) 
HYPOTHESIS A3. The mapping 
F: A x 9(A”) -+ 9(AB) 
has bounded continuous derivatives D:F with respect to UE $@(A”), for 
i = 1, . . . . k, where k is a positive integer. 
409/169/l-19 
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The fact that F is assumed to satisfy the global conditions (2.2) and (2.3) 
may at first glance appear to be very restrictive. In fact, these conditions 
are restrictive. What is noteworthy is that by introducing a suitable 
modification, many of the nonlinear dissipative equations, which arise in 
the theory of partial differential equations, can be reduced to this form. 
This includes the 1D Kuramoto-Sivashinsky equation, the 2D Navier- 
Stokes equations, as well as a plethora of reaction diffusion equations. Such 
reductions are discussed elsewhere’ so we will not present them in detail 
here. Instead, we assume that the modification has been made and the F 
satisfies Hypothesis A2. 
We will use the following Lipschitz condition, which is a consequence 
of (2.2), 
IA’F(J, ~1) - ABW, ua)l 
< c, lA%, - A%2 1, 1EA t41) u* E LqA*). (2.4) 
Throughout the remainder of this paper we shall make the following 
STANDING HYPOTHESIS. The linear operator A satisfies Hypothesis Al 
and the nonlinear term F satisfies A2. Furthermore we fix a and j3, such that 
0</3<a<l. 
For u0 E 9(A”) we let u(t) = S(t)u, denote the mild solution of (2.1) with 
the initial data uO. Because of (2.2) it follows that S(t)u, is defined for all 
t > 0. By the regularity of solutions, we have that S(t)u, satisfies the equa- 
tion (2.1) for t > 0. For u,~g(A) u(t) = S(t)u, is the solution of (2.1). 
We now follow standard treatments for studying inertial manifolds, see 
Foias, Sell, and TCmam [14], for example. Let 
denote the eigenvalues of A repeated with their multiplicities, and let 
1 e,, e2, e3, . . . } denote the corresponding eigenvectors of A. We assume that 
the eigenvectors form an orthonormal set in H. For Na 1 we let P= P, 
denote the orthogonal projection of H onto Span(e,, . . . . e,} and set 
Q = I- P. Recall th a an inertial manifold &Y is a subset of H satisfying the t 
following properties: 
(1) JY is a finite dimensional smooth manifold in Q(A”) c H. 
(2) &! is invariant; i.e., if u0 E 4 then S(t)u, E M for all t E Iw. 
(3) & is exponentially attracting; i.e., there is a q> 0 such that for 
every u0 E 9(A*) there is a K = K(u,) such that 
dist(S(t)u,, JY) < Ke-“‘, t 2 0. 
’ See, for example, Foias, Sell, and Tkmam [14] and Mallet-Paret and Sell [X]. 
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While the smoothness of .4 was not included in the definition of an inertial 
manifold as formulated in Foias, Sell, and Temam [13], it is the principal 
issue we address in this paper. 
Let X and Y be Banach spaces. We define the following spaces. 
Lk(X, Y) is the Banach space of all bounded k-multiple linear operators 
from X to Y. We denote the norm by 11. IIop, or /(. /ILkcx. y,. If X= Y, then 
we denote II. II P(~, y) by II . II Lt(X). 
For any integer k > 0, define 
Ck(X, Y) = (cp ) rp: X + Y is k times Frechet differentiable and 
D’cp is bounded and continuous for 0 < id k) 
with the norm Ilcp(Jk=C~=, supxex Iq’(x)l, where D is the differentiation 
operator. We define E and denote the collection of all functions 
@: PH -+ QH n 9(A”) such that the following hold: 
(a) Supp @c a2,. 
(b) Q, is Lipschitz continuous with IA”@ - Aa@ < 
IA”p, -A’p,I for all pl,p2e PH. 
(c) One has (I@~~,=d”fs~p{~AW(p)I:p~PH} < co. 
By applying P and Q = I- P to (2.1) one obtains the system 
p’ + APE, = PF(I, p + q) 
4’ + AQs = Q&4 P + 41, 
v-5) 
where p = Pu and q = Qu. One then seeks an inertial manifold A, which 
can be realized as the graph of a suitable function @A: PH -+ QH. The fact 
that 4, = Graph ai. is invariant means that whenever p =p(t) is a solution 
of 
P’ + API, = Pm p + Q;.(p)), (2.6) 
then q = q(t) = ~j.(p(t)) is a solution of 
4’ + AQq = QF(4 p(t) + 4). (2.7) 
The Lyapunov-Perron approach is to seek a function Qj. which is the fixed 
point of the integral operator 
e”@QW, p(s) + @(P(S))) 4 LEA, (2.8A) 
where p(t) is now the solution of (2.6) satisfying p(0) =p,,. The basic idea 
behind the Lyapunov-Perron method is to construct a suitable function 
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space E and then to show that Sy maps E into itself and is a strict contrac- 
tion on E. This fixed point @A of Si also satisfies the related equation 
@J~(f))=j~~ e -AQ(f-S)QF(4 p(s) + @&+))) ds, (2.8B) 
for every solution p(t) of (2.6). By differentiating (2.8B) one shows that 
q(r) = @&I(C)) is a solution of (2.7), and therefore the manifold, 
AA = Graph @A is invariant. 
The problem we address is to find a family CZJ~ of smooth solutions of 
(2.8B) for ,IE/~ with the property that @A is continuous in L 
Our main results in this paper are the following: 
THEOREM 2.1. Let the Standing Hypothesis and the Hypothesis A3 be 
satisfied. Then there are constants KO and K,, depending on C,, k, a, and /I, 
such that tffor some N the eigenvalues of A satisfy the spectral gap condition 
a N+l -kR,>K,(A”,-,B, +A;+) (2.9) 
and AN B K,, then for all A E A the operator Si is a strict contraction on the 
complete metric space E and Si has a unique fixed point @A E E. Further- 
more the following properties hold 
(A) @,: PH --) QHng(A”) is a Ck function with Supp @A cBP, for 
all IZEA. 
(B) There is a constant LO such that IA”QOn(p)l G LO, for all pi PH 
and A E A. (The constant L, depends on N but not on A.) 
(C) The mantfold &A =Graph @A is invariant under the flow 
generated by (2.1). 
(D) The derivative D@, satisfies. JA*DGO~(~)~ < 1, for all p E PH and 
1&A. 
(El Qj,, . ..> DkaA are continuous in I. 
THEOREM 2.2. Let the Standing Hypothesis be satisfied and let N be 
chosen so that 1, > KO and (2.9) is satisfied. Let p be given by 
,U=a N+l -KG;% (2.10) 
Then for every solution u(t) =p(t) + q(t) of (2.5) with p. + q. E &@(A”) one 
has 
distAu(tL Ai) i IA” - Ql(p(t)))l 6 4 IA”(q, - @Jpo))l e-“‘. (2.11) 
For 1~ A we have the following result which states that the inertial 
manifold A, = Graph Q1 has an exponential tracking property. 
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THEOREM 2.3. Let the Standing Hypothesis be satisfied and let N be 
chosen so that 1, > K0 and ((2.9) is satisfied. Let u(t) =p(t) + q(t) be a 
solution of (2.1) with initial condition u(O) = u0 = (pO + qO) E g(A”). Then 
there is a solution ii(t) on the inertial mantyold &, such that 
lA”(u(t)- ii(t))1 <f lA”(q, - @n(po))l e-“‘, 
where u is given by (2.10). Moreover the mapping 
UO -+PO? 
where iz(0)=zio=po+qo, is a continuous mapping of C@(A”) into PH. 
Similar exponential tracking properties are proved elsewhere, see 
Maiib [27], Henry [18], Foias, Sell, and Titi [lS], and Chow and Lu [l], 
The proof we give here differs from the arguments used in these papers. 
3. THE EXISTENCE OF THE FIXED POINTS Qi, 
Let E denote the function spaces defined in Section 2. For any F satisfy- 
ing Hypopthesis A2 we define $ by 
p@, @)(p)=f'lAp+@(p)h (3.1) 
where GE E. If F satisfies Hypothesis A2 and P is given by (3.1), then 
IA'& @)(~,)-A'fi@, @)(p,)l 
d2C, WP~, -A"p,l, P,,P~EPH (3.2) 
whenever @ E 8. Also if @, , Gp, E E then 
IA’%& @INPI)-A~@'@(~, @dpd 
G~CIIA’P, -A’P,I +C, II@, -%llm, (3.3) 
for pl, p2 E PH. The proof of (3.3) consists of noting that the left side of 
(3.3) is dominated by 
IA’1”(4 @I)(PI)- A’& @1)(p2)1 + lABi%, @,l)(pd - AB& @,)(p,)l 
~~C,IA”P, - Amp2 I+C, IA"@,(p2)-AR@2(p2)l, 
by (3.2) and (2.4). Finally the last term is dominated by C1 )(G1 - Q2 1103. 
Define b(z) by 
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where a=(~-/I)Ai:,. From (3.6) one then has 
(JA(a-flkAQTl( <b(t), t > 0. (3.4) 
The proof of (3.4) is straightforward, see Foias, Sell, and Ttmam [13], for 
example. 
For @E E and A E A we define the Lyapunov-Perron operator 6 = S$$ 
by 
$(po) = yt@(po) = 1” co eAQsQ&A @)(P(s)) 4 (3.5) 
where p(t) is the solution of (2.6) that satisfies p(O) =pO. 
To prove the existence of a Lipschitz fixed point we need the following 
lemmas. 
LEMMA 3.1. Let @c E. Then for all 1~ A one has (A”Yy@(p)l <LO for 
all p E PH, where 
Proof For each pO E PH we have that 
lAa??Wpdl = Jo -cc AaeAQsQl’(~, @MS, po, @I)) dsi 
<co I mb(s)ds<Co(l-a+~)-‘e-“+81.~;~-1=Lo. m 0 
LEMMA 3.2. Let @ E E. Then for all 1 E A one has Supp S~@J c 9,, 
ProojI Let pO E PH satisfy (A”p,l > p. Since Supp(F) c QR, and 
Supp(@)cQQ, we have that ecAP’po is the solution of 
P’ + APP = PW, P + @(PI), PO2 PO, @i) =po, t<o 
and satisfies (A”edA’po( > p for t GO. Hence we have F(I, p(s, po, @) + 
@(p(s, po, @))) = 0. Therefore, Yy(p,) = 0. This completes the proof of this 
lemma. a 
LEMMA 3.3. Let cD,, a2 E E and let p,(t) be any solutions of 
P’ + APP = PF(4 p + @i(P)), i= 1,2. 
Then one has 
IO,(t) - A=pz(t)l 
< ((Amp,(z) - Aap,(~)( + C,1”,-8-1 (I@, - O2 11) e-rcr-r), t < z, 
(3.6) 
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where 
y=A,+2c,;1”,+. 
Proof. Let pi(t) be any solution of 
P’+APP=PF(I,P+Qii(P)), i= 1,2. 
By using the variation of constants formula, we have that 
pi(t) -p2(t) = e -AP(‘--r)(Pl(T) -P*(T)) 
+ I t e-Ap”-S)P(F(l,p,(s) + @‘(P,(S))) r 
Thus we have that 
- J’(A PAS) + @l((~As)))) ds. 
(3.7) 
IA”(p,(t) -P*(t))1 
< e--IN(‘-‘)lAcr(pl(t) -p2(z))J 
‘N(‘-S)W~ lA”(~,(s) -pz(s))l + C, II@1 - @2 II ,I ds . 
By using Gronwall’s inequality, we have that 
lA”p,(t) - O*(t)l 
<(IA”p,(z)-A”p2(z)( +C,A>e8-’ ll@l-@2(l)e-Y”~r), t 6 t. 
This completes the proof. 1 
LEMMA 3.4. Let @E En Ck(PH, QH n g(A”)) and let p(t, p,,, @) be the 
solution of 
p’ + APp = PF( A, p + c@(p)), Pa PO, @,) =po> t < 0. (3.8) 
Then 
IIA”D~p(t, P~J~~G C(i, @, F) I, (i--1)(3--B-I)e~(ilN+2(2i--I)C,1~-;B)r 7 
for i= 1, . . . . k, (3.9) 
where C(i, @, F) is a positive constant. 
Proof. Since AP is a bounded linear operator on PH, and F and Cp are 
Ck functions, by the standard arguments, we have that (3.8) has a unique 
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solution p(t, p,,, @) E g(A”) which is Ck with respect to initial data p,,, By 
the variation of constants formula, we have that p(t, p,,, @) satisfies 
p(t, PO, @) = eA”po 
+Jie -AP’r--s)PF(~, ~0, PO,@) + @(P(s, po, @))I ds. (3.10) 
We prove estimates (3.9) by induction on k. Let us first look at k = 1. 
Since p(t,po, @) is C’ with respect to po, we differentiate (3.10) with 
respect to p. and we have 
D,p(t, PO, @) = epAPt 
+ J*e- AP(‘--“‘f’4J7~> ~6, po, @I + @(As, PO, @))I 
0 
Thus 
x CZ+ D@(P(s, po, @))I D,P(s, PO, @I ds. (3.11) 
IID,cdt, PO9 @)I1 L(PB(A’)) 
<e 
-“N’+ sd ng- 
8e -“““-“‘Lip F( 1 + Lip @) 
X IID,P(s, PO, @)I[ L(PO(A”)) ds 
Using Gronwall’s inequality, we have that 
llD,,~(t, PO, @III L(PB(A’)) d e--Yt, t < 0, 
where y is given by (3.7). Now we suppose that (3.9) is valid for 
i = 1, . . . . k - 1. We will show that (3.9) is valid for i = k. Differentiate (3.10) 
k times with respect to p. and get 
DEop(t, PO, @) = 1: e -AP(*--“‘PD,F(Z+ D@) D;p(s, po, @) ds 
+J'e- AP(*--S)PRk(s) ds, 
0 
(3.12) 
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k-2 k-1 +DuF c ( > i Df,’ -‘(I+ D@) D;; ‘MS, p,,, a)) i=l 
+ D,FDk@D,,p(s, PO, @I. 
By the induction hypotheses, we have that 
I1,@Rk(s)JI, 6 C(k, 0, F) e-((k-1)1N+2(2k--3)Clrl~-~)s, for ~60, 
where C(k, @, F) is a positive constant which depends only on k, @, and F. 
Using (3.12) we have that 
llA”D;o~(t, PO, @)II, 
G 2c, 
II 
; llA”- 8e-AP(r-s)llop IIAaD~,p(~,po, @)II, ds 
+ C(k, @, F) Jb’ (JA”-pe-AP(‘--s)l(op e -((k-1)1,v+2(2k-3)C,l$-p)s ds . 
By using Gronwall’s inequality, we have that 
llA”D;~k PO II op G ‘3k @, F) 1, (k-l)(~-~-l,e-(kl,y+2(2k~l)C,~~-,-P), 
This completes the proof. 1 
A simple computation implies that 
LEMMA 3.5. Let @E E and assume that 
Y<APf+,, (3.13) 
where y is given by (3.7). Then for every I E A one has 
IA”~‘$QA - A”~;W,)l G L, IA?, - A’?2 I, 
where 
L, = 2C1 lam b(s) eyS ds. (3.14) 
LEMMA 3.6. Let aI, a2 E E and assume that (3.13) holds. Then one has 
II~PI -C@zll, dL2 II@1 -@211co, 
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for all A E A, where 
L2 = C1 Joa b(s) ds + 2CfJ>--8-’ loa b(s) eyS ds. 
Proof: For any G1, B2 E E we have that 
(A”(Pp, - SpD,)l 
- F(k P(S, PO, W + %(p(s, PO> %)))I ds 
s 
0 
d 2c, --m IlAm- 8eAQSllop lA”(p(s, PO, @I) -p(s, ~0, %))I ds 
+C1jym lIAa-8eAQ”IIopd~ ll@l-Wm 
6 2~~~>-fi-’ jom b(s) eys ds+ C, jm b(s) dsA ll@p, - @211m. 
0 
This completes the proof. 1 
LEMMA 3.7. Define K. and K, by 
K1-E+B=max{4C,, 4C,(a-/?)(l --a+&‘}, 0 K, =4C1. 
If 1, > K. and 
A N+, -&,+Kl(A;;8, +A$-@) (3.15) 
then (3.13) is satisfied, L1 < 1, and L2 < 1. Consequently S: is a contraction 
mapping from E into itself for all 1 E A and has a unique fixed point @;. 
which is continuous in A. 
ProojI Since K, > 4C,, (3.13) is an immediate consequence of (3.15). By 
direct calculations, we have that 
L, = 2C1 Joa b(s) eyS ds 
<2c*(a-/?)(l-cc+~)-‘1~~,-‘+2c, ~ cl 
N+l --Y 
(3.16) 
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and 
L,=C, lam b(s) ds + 2CfAk-b-’ lam b(s) eys ds 
~C,{(a-~)(l-a+~)-‘eB-~;la,-,4-‘+~~~~~~’~ 
+2C:n~-P-‘(a--)(1-a+B)-‘~“,-,4~’ 
+2C21@-8-’ G$l I N 
1 N+l -Y 
< 1. 
These imply that 5: is a contraction mapping from E into itself for all 
AE A The continuity of the mapping (A, @) -P S; follows from the 
Lebesgue Dominated Convergence Theorem. By using the uniform con- 
traction mapping principle, we have that Sl: has a Lipschitz continuous 
fixed point Qn which is continuous in 1. 1 
The proof of the smoothness of @>. and the bound IIA”D@,(p)lJ, < 1 will 
be given next. The bound L, mentioned in statement (B) in Theorem 2.1 
is Lo=Co(l-a+D)-le-‘+B~~~~~-l (Lemma3.1). 
Let Qp, be the fixed point of S: given by Lemma 3.7, and let 
p(t) =pj,( t, p,,, @) denote the solution of 
P’ + APP = PF(A P + @A(P)) (3.17) 
that satisfies ~~(0, po, @) =po. By a simple change of variables, the fixed 
point equation Qi. = FyQi, can be rewritten as 
GAP(t)) = j’ eAQ(‘pS)Q~(A, Gi,)(p(s)) ds. (3.18) --m 
By differentiating (3.18) with respect to t we see that 
(3.19) 
In other words, A j. = Graph ~j, is an invariant manifold for (2.1). 
4. THE SMOOTHNESS OF FIXED POINTS 
In order to prove the smoothness of the fixed point we need the 
following lemmas. 
LEMMA 4.1. Let X and Y be complete metric spaces with metrics d, 
and d,, and let A be a locally compact Hausdorff space. Let 
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H: A x XX Y + Xx Y be a continuous function satisfying the following 
properties 
(1) H(l, x, y) = H,(x, y) = (Fl(x), GA(x, y)), where Fi does not 
depend on y. 
(2) There is a constant 0 with 0 < 9 < 1 such that for all 1 E A one has 
dxV’dx,)~ Fk4) G MG,, x2), Xl, X2E.K 
d,Gk YI), GA@, ~2)) G edy(yl, Y& x E x Yl, Y, E y. 
(4.1) 
Then for each 1~ A there is a unique fixed point (x(n), y(n)) of HA. 
Furthermore, the mapping 
is a continuous mapping of A into Xx Y. Moreover, if (x,, y,) is any 
sequence of successive approximations, i.e., (x, + 1, y, + 1) = H,(x,, y,) for 
n > 1 and some (f?xed) 1 E A, then 
Remark. Similar results can be found in Hirsch and Pugh [ 191. 
Proof: First we observe that the contraction property (10.32) implies 
that each HA can have at most one fixed point in Xx Y. Next with 1 fixed, 
F2 is a strict contraction on X, and therefore FL has a fixed point x,(A) E X 
Similarly, for each 1, GA(xO(n), .) is a strict contraction on Y, and therefore 
it has a fixed point y,(J) E Y. Clearly the ordered pair (x,(n), y,,(A)) is a 
fixed point for HA. Define fO: A + Xx Y by 
fo(A) = (xc@), Y,(l)). 
Assume for the moment that for any compact set A, c A the restricted 
mapping f0 Ino is continuous. Since A is locally compact, it follows that the 
full mapping f0 is continuous. 
Now let A, be a fixed compact set in A. Let C?(A,, X) denote the 
collection of all continuous functions from A,, to X, where C”(A,, X) has 
the sup-metric d, . We define a mapping f: C’(A,, X) --, C?(A,, X) by 
W) = %x(J) = F&V)), lcAo. 
From (4.1) we see that 
d,(~x,,fx,)~ed,(x,,x,). 
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Therefore 2 has a unique fixed point J?( .)E C”(no, X). Since F,(Z(i))= 
Z(n), it follows that a(L) = x0(L) for A ELI,. Hence x0( .) is continuous on 
A,. Similarly one shows that the mapping 
2~(4 = G,(xo(A), Y(A)), AEAOt 
has a unique fixed point j( .) E C”(no, Y). Since G,(x,(l), j(L)) =j(L), it 
follows that j(I)=y,(il) for IE,~,, and therefore yo( .) is continuous 
on A,. 
The construction of the last paragraph can be extended to show that 
for every compact set X0 c X, there is a unique continuous mapping 
S: LI x X0 + Y such that S,(x) = S(,I, X) satisfies 
G,(x, S,(x)) = S,(x), (A,X)EAXXo. (4.2) 
Moreover, if x,(L) E X0, then one has 
sAxa( =Yo@). (4.3 1 
Next let J E n be fixed and let (x,, y,) be any sequence of successive 
approximations of H,. Since x, is a sequence of successive approximations 
of F,, it follows from the Contraction Mapping Theorem that x, -+ x0(1) 
as n + co. Define 
X0= {x,: n= 1,2, . ..} u (x0(A)). 
Then X0 is a compact set in X. Next let S: n x X0 -+ Y be the continuous 
mapping satisfying (4.2) and (4.3). 
We will now show that y, is a Cauchy sequence in Y. Fix E >O, and 
define 
eN = n s,u2pN d.v(s%(xnh Si.(X,)). . / 
Since WxJ -+ %(x0(4) =vo(4 asn+co,onehase,+OasN-+oo.For 
any n one has 
dyb n+ 12 S&L)) = dyG(x,, yn), Gib,, S,(x,))) G 8d,(y,, qx,)). 
Therefore 
dy(y n+lv Uxn+d)~dy(~n+,~ fWnN+d,(Wd, SAX,,,)) 
G edy(yn9 SAX,)) + en 
for all n E .4. A simple induction argument shows that 
d,(y,, S&J) G 0 M-Nd.v(yN, SA(~N)) + (1 - 0J-l eN, n3M2N (4.4) 
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Now choose N so that 
(4.5) 
Next choose M> N so that 
MM- N4(Y,, S,(x,)) < ;. (4-h) 
Let n, m > M. By using (4.4)-(4.6) one has 
4dY”Y YJ G qYw SlW) + ~ycwn)~ S,h)) + qwL)9 YJ 
<28 “~Nd,(y,,S,(x,))+2(1-8)-1e,+e,d~, 
which implies that y, is a Cauchy sequence. Since Y is complete the limit 
lim n _ coy, = j exists. From the continuity of S and (4.4) we see that 
9 = lim S,(x,) = S,(x,(l)) =y,(d). 1 
Remark. It is possible to derive stronger conclusions about the 
continuous function S given in (4.3) under additional assumptions on the 
mapping H. Assume, for example, that the mapping G is bounded; i.e., 
assume that there is a B < cc such that for some 9 E Y one has 
d,(G,(x, Y), P) d 4 (I,x,y)EAXXX Y. 
In this case one can show the existence of a unique continuous function 
S:nxX-+ Ysuch that 
GA& S,(x)) = S,(x), (1,X)EAXX 
Furthermore one has S,(x,(n)) =vO(A) for all 1~ A. 
We are now ready to finish the proof of Theorem 2.1. We are going to 
prove the smoothness of the inertial manifolds by induction on k. Let us 
first look at k = 1. 
Define E’ to be the collection of continuous mappings Y = !P(u(p) of PH 
into Y(PH, QH n g(A”)), the space of bounded linear operators from PH 
into QHng(A*), such that 
We will use the norms 
and 
II wpkp = SUP{ lA*‘Y(PM: I44 G 1) 
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for mappings in E’. Note that if @E E n C’(PH, QHn g(A*)), then 
D@E E’. For @E E we let &= S$D, where S’j is defined by (2.8A). 
Likewise for @E E, YE E’ we define .Z(p,, t) =.Z(@, Y, pO, t) as the 
solution of the linear ordinary differential equation 
P’ + A&’ = PD,F(k u(f))(z+ Vl(p(t)))p (4.8) 
satisfying .Z(pO, 0) = Z, where u(t) =p(t) + @(p(t)). Finally for @ E E and 
YE E’ we define Y= Y(pO)= 5:(@, Y) by 
%o) = cm WPO) 
I 
0 
= eAQ”QDJV, u(s))(P + yu(p(s))) J(po, s) ds. 
-. cc 
The next result is the infinitesimal version of Lemma 3.3. 
LEMMA 4.2. For every @ E E and YE E’ one has 
IIA”J(p,, s)ll, <eeY”, s<O,P,EPH, 
where y is given in Lemma 3.3. 
(4.9) 
(4.10) 
ProoJ Let J(p,, t) be the solution of (4.8) with initial data J(p,, 0) = I. 
Using the variation of constants formula, we have that 
J(p,, t) = eaft 
+j'e -AP(‘-s’pD,F(~,~(~) + @((p(s)))U+ Yu(p(s))) 4~0, ~1 ds. 
0 
Computing the norm of the above operator, we have that 
Using Gronwall’s inequality, we have that 
IM”J(po, s)ll, G PST s<o,p,~PH. 
This completes the proof. 1 
In the next two lemmas we fix @E E and Y,, Yz E E’ and define 
Ji=Ji(t)=J(@, Yi,po, t) and Yi=yl,(@, Yi) for i= 1,2. The first lemma 
gives an estimate of (IAz(J1 - .Zz)lloP, and the second an estimate of 
I/Y,- Y’zllm. 
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LEMMA 4.3. With the above notation one has 
where y is given in Lemma 3.3. 
ProoJ: Set 6 = J, - J2. Then by the variation of constants formula one 
has that 6 satisfies 
llA”6110p< A” 
II 5 
‘e- AP(r--“‘PD,F((Z+ Y,)JI - (I+ Y*) J2) ds 
0 OP 
s 
0 
< 2c,/qp e-LN(f--s)IIAaXSIIOp ds
f 
+C,l.“,-p/oe --rlN(‘--S$4aJ2(Iop ds 
I 
<2c,1”,-fi jto f? -AN(‘--S)(JAaS(IOP ds 
+C,d”,-PSoe -AN(t--s)e-ys ds (( Yl - Y2 (( oo. 
I 
The Gronwall inequality then implies that 
t < 0. 
This completes the proof. 1 
LEMMA 4.4. With the above notation one has 
ll~~-~~Il~~~~II~,-~*II,~ (4.12) 
where 
L, = C, jam b@) e(kv+4cl~;-‘b ds+ j- b@) e’“N+2’1”%-P”ds], 
0 
ProojI From (4.9) we obtain 
AQ”QD,F[(P+ Yl)J, - (P+ Y2)J2] ds. 
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By applying A” to the last equation and using (4.7), Lemmas 4.2 and 4.3, 
we obtain that 
llJ‘wh(Po) - ‘&o))ll., 
5 
0 
< --72 (IA”- ‘++llop C,(llAV+ YAJ, -Jz)IIop 
+ lW(YY, - YY,)J, II,) ds 
dC, I ’ H-SW lI~“~J,-Jz~llop+I/~,-~~ll~ IlA”J~ll,)d~~ --cc 
+ Cl jom b(s) e(iN+2c1i~-8)s d } II Y, - Y/, /I ~. 
=L II’y,- ~*Ilm* I 
A direct computation implies that 
LEMMA 4.5. Zf 1, > K, and 
where K. and K, are given in Lemma 3.7, then L, <k, < 1, where 
k,=C, (a-B)(l-a+B)-‘i~~;?-‘+; 
[ 
xzl 
TV+1 -(&v+4C,W) 
We can now prove that the mapping of A x E x E’ into E x E’ given by 
satisfies the hypotheses of Lemma 4.1. First the continuity of y is a 
consequence of the Lesbegue Dominated Convergence Theorem. The 
contraction properties for S$P and r:(@, Y) follow from Lemma 4.4 and 
Lemma 4.5. 
For the remainder of this section, we shall let (@Jo, Yu,) be the unique 
fixed point in E x E’ given by Lemma 4.1. Note that the mapping 
;1-+ (aI, Y,) is a continuous mapping of n into E x E’ by Lemma 4.1. The 
component Qi is, of course, the fixed point of Sy proved in Lemma 3.7. 
409/169/l-20 
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What we want to show is that @A E C’ and that II@, = !PA. The next step 
is to observe that, to a limited extent, the operator Yz maps smooth 
functions onto smooth functions. 
LEMMA 4.6. Let @E E and YYE E’ and define c8 = Sy@ and 
@= Fi(@, Y). Zf @E C’ and D@ = Y, then 4 E C’ and D@ = 9. 
ProoJ Since D@ = Y, this means that for every p E PH and every E > 0 
there is a b > 0 such that 
(A’(@@ + h) - Q(p) - Y(p)hl <E IA”hl (4.13) 
whenever [AhI < 6. Our objective is to prove an analogous inequality for d 
and 9. 
For pOe PH, let x(p,, t) denote the solution of 
p’ + AP = PW, P + Q(P) 1, t<O 
that satisfies n(pO, 0) =po, and set u(p,, t) = z(p,, t) + @(7~(p,, t)). Next 
let p E PH and E > 0 be fixed. 
From (3.2), (2.2), and Lemma 3.3 one has 
IA%% @)(K(P + h, s))) - 44 @)(n(p, s))l 
G 2C, IA”(~P + h, 3) - Z(P, s))l 
<2C1 IA’hj ebys 
for s<O. Also from (2.2) and Lemma 4.2 one has 
lABD,F(uW+ W~P, ~1)) J(P, s)hl 
< Cl lA”(P + Vdp, ~1)) J(P, sh 
< 2C1 IA*J(p, s)hl si 2C1 IA’hl ecys 
for s < 0. Hence one has 
IA”(&p+h)-d(p) !&p)h)l <lo b(-s)2C,e-““ds IA”hl 
-02 
/PO z-T \ 
(4.14) 
(4.15) 
Fix T < 0 so that 
=(JT +J-m) 2C,b( -s) e-Ysa3 JA”h(. 
2c1 j’ 
--oo 
b(-s)e-“ds4;. 
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Next we observe that F(A, u(p, t)) is a Cl-function of p. Consequently for 
every q > 0 there is a 6 > 0 such that 
for Tgt<O, whenever jA”h(d6. If one sets rl=~(2SOTb(--S)e-~“ds)-’ 
and chooses the associated 6 one obtains 
lA”(dQJ + h) - d(p) - @(p)h)l d E IA% 
whenever (A’hl ~6. 1 
Proof of Theorem 2.1. Here we only need to prove the Ck smoothness 
of the inertial manifold. Lemma 4.5 can now be applied to a sequence of 
successive approximations 
@” + I= p@” i. 3 Y n + l = tqw, !r), 
where Q” E C’ and D@’ = Y’O. For definiteness we fix @O(p) E 0 and 
Y’(p) E 0. One then has 0“ EC’ and D@” = Y’” for all n E /i. It then 
follows from Lemma 4.1 that 
(q(2) as n+*, 
where the convergence is in the given topology on E x E’. 
The final step is the proof that ~j, is in C’ and that DQA = YA. First note 
that since WE C’ and Y” = D@“, the integral formula of Taylor implies 
that 
@“(p + h) - W(p) = j1 Y”(p + f3h) dt?h. 
0 
Now pass to the limit as n + cc and note that the convergence Y” -+ Yy, is 
uniform. Consequently one has 
@i(p+Wh.(d=~l ‘Y,(p+eh)deh 
0 
= yA(P)h + 1’ Cy%(P + oh) - YY,(P)I deh. (4.16) 
0 
Since Yj,(p) is continuous in p, it follows that for every s >O there is a 
6 > 0 such that 
IA”(‘Y,(p + oh) - Y’,(p))1 G ~3 o<ea, 
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whenever (Ah( d 6. By combining this with (4.14) we conclude that @A E C’, 
ul, = DGA, and DQ1 is continuous in 1. This completes the proof of state- 
ment (A) in Theorem 2.1. Since D@, E E’, statement (D) is also valid. Now 
we prove that the inertial manifold is Ck. By the induction we have that the 
inertial manifold is Ck- ‘. Then we want to show that it is Ck. Define 
Ek = C’(PH, Lk(PH, QH n 9(A”))). Note that if @E Ck, then Dk@ E Ek. 
For @E E we let &= S$P, where Si is defined by (2.8A), Likewise for 
@E E, YE Ek we define J(p,, t) =J(po, t, @, Y) as the solution of the 
linear ordinary differential equation 
p’+APp=PD,F(Z+D~)p+PD,FYD,,p(t,p,, @)+P&(t,p,, @, F), 
satisfying J(p,, 0) = 0, where p(t, po, @) is the solution of 
P’ + Af’p = WI, p + @P(P)), t<O 
and 
D;-‘-i(W) D;,W+D@) D,,P(s,P,, @I) 
D;O-l-i(I+D@) D;;‘(p(s,p,, @)). 
For 0 E E and !P E Ek we define 
@(PO) = a@, WPO) 
s 
0 
= eAQ”QCD,,FY~,p(s, po, @I 
-02 
+ D,F(I+ D@) J(Po, s) + &(s, PO, @, F)l ds. 
By using (2.9) and n,>K,, we can show that 3: is well-defined and a 
contraction from Ek to itself. For Q1, S’j has a unique fixed point !PA. 
Using the same argument as the case k = 1, we have that DkQl exists, 
Dkal = Y*, and Dk@, is continuous in A. This completes the proof of 
Theorem 2.1. 1 
5. PROOFS OF THEOREM 2.2 AND THEOREM 2.3 
Proof of Theorem 2.2. It is convenient to make the change of variables 
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We claim that in the (p, r)-variables, the system (10.5) now takes the form 
p’ + API, = PF(I, p + Oi + r) 
r’ + APr = QF(l, p + @A + r) - QF(n, p + @pi.) 
+ D@,(PF(I, p + @;. + r) - PF(R, p + Q1)). (5.1) 
The first equation in (5.1) is elementary. In order to prove the second 
equation we note that 
q’ + AQq = QF(2, p + @A + r), 
while @P; = (a/at)@, is given by the chain rule 
@;= DQ,$p= D@A(PF(L,p+@j.+r)-Ap) 
= DQA(PF(l., p + Q1) - Ap) + D@JPF(L, p + ai + r) - PF(& p + GA)). 
Now from the invariance of the manifold one then obtains 
@i + AQ@j. = QF(k p + @A) + D@A(PF(& p + @A + r) - PF(2, p + @A)), 
which implies (5.1). 
Let po, r. be fixed where p. + roE 9(A”) and let(p(t), r(t)), t 2 0, denote 
the solution of (10.47) with (p(O), r(0)) = (po, ro). From the variation of 
constants formula for mild solutions one has 
s 
I 
r(t) = epAP’ro + e-AQ(‘--s)[QF(IZ,p+@j,+r)-QF(2,p+@1)]ds 
0 
+ d e-AQ(r--J) I 
D~,( PF(I, p + ~j. + r) - PF(I, p + ~~)) dS. 
By applying A to the last equation, using the fact that p < A,, 1, and 
taking norms, one obtains 
(A*r(t)l <e-“IA”r,I +C, jdb(t-s) IA?(s)1 ds 
The last inequality asserts that u(t) = IA?(t)1 is a sub-solution of the 
equation 
u(t)=e-~‘(A”r,I +C, j’b(f-~)u(s)ds 
0 
s f + C&9 e-hv+l(t-S)U(S) ds. (5.2) 0 
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A straightforward, but lengthy calculation, using the definitions of K, and 
K, shows that w(t) =4 IAOLro) e-N’ is a super-solution of (5.2). It follows 
that (A?( t)l < w(t), which completes the proof of Theorem 2.2. 1 
Proof of Theorem 2.3. We will prove this by applying the Lyapunov- 
Perron method. Let u(t) be any solution of (2.1) with u(O)=u,~9(A~), 
and set p(t) = Pu( t), q(t) = Qu(t), p0 = Pu,,, and q. = Quo. Let p(t) denote 
an unknown solution of (2.6), and set a(t) = @n(p(t)). Thus u(t) = 
p(t) + q(t) is an unknown solution of (2.1) on the inertial manifold 
J#~ = Graph Qi. Define r(t) and s(t) by q = @JP) + r and p + 6 =p. Then 
(p, r) is a solution of (5.1), with initial condition r0 = q,,- Qi(po), and 6 
satisfies the finite dimensional ordinary differential equation 
8’+AP6=PF(I,p+@,(p)+r)-PF(l,p+6+@,(p+6)). (5.3) 
Next we let d denote the space of continuous functions 
cs=6(.,.):2?(A”)x [O, co)-,PH 
that satisfy 
VII = sup SUP IAVuo, t)l ep’ lA”(qo - @i(Po))l -’ < 00, 
wsLs(P) rao 
where 11611 is a norm on 8. Note that if 6 E c$ then one has 
IA”4uo, t)l 6 1141 14qo- @,(po))l e-p”, t>o, U,EG2(P). (5.4) 
We define an operator f on d formally by the equation 
&o, t) = %4uo, t) 
s 
co 
=- e-AP(‘+s)[PF(A, p + Q1(p) + r) 
I 
- PF(l, p + 6 + @j.(p + S))] dS 
for t 2 0. We claim that j maps 8 into itself and that f is a strict contrac- 
tion on 8. Indeed, if 6 E 8, then from (2.4), (2.11), and (5.4) one has 
IAz8(uo, t)l < Ia C1l~e-“N(f-ss)(JAar( + I,4”Sl) ds 
I 
s 
cc 
,< c,1; e-&v(r--s’e-w ds (4 + IISII 1 I-Uqo - @,(~o))l 
, 
~CI~%(P-~N)-~ (4+ IlSll) IA”(C7o-@j.(PO))l e-p’, 
SMOOTHNESS OF INERTIAL MANIFOLDS 307 
which implies that 8 E 8. By using the definitions of ~1 in (10.11) and K, in 
Lemma 3.7 one has 
I A”&,, ?)I d a(4 + IlSll) W(q, - @h))l e-“. 
This means that any fixed point 6 of f must satisfy 
VII G $. 
Next if 6,) 6, E F then from (10.4) one has 
(5.5) 
(A”(& -&)I <la C,I”,- ‘k-rlNc’--s)lAa(B, -&)I ds 
f 
By using the definitions of p in (2.10) and K, in Lemma 3.7, one then 
obtains 
Since $ is a strict contraction on 8, it has a unique fixed point 6 E 8’. Let 
6 denote this fixed point. The equation 6 = gS then becomes 
d(u,, t) = - Ja e-AP(‘--s)[PF(,l, p + Q2(p) + r) 
, 
-PF(-111,p+6+@;,(p+6))] ds. (5.6) 
By differentiating (5.6) with respect to t we see that 6(u0, t) is a solution 
of (5.3). Its initial value is 
60 =6(&l, 0) 
=-- 
5 r*- eAPcS)[PF(I, p + G;.(p) + r) - PF((1, p + 6 + @Jp + S))] ds, 0 
which is a continuous function of uo. The function p(t) =p(z) + 6(u,, t) is 
a solution of the inertial form (2.6) with initial condition PO =po + a,, and 
the function E(t) =p(t) + q(t), where Q(t) = Q@(t)), is a solution of (2.1) 
which lies on the inertial manifold A j. = Graph @>,. Furthermore, PO is a 
continuous function of uo, and one has 
(A”(p(t)-p(t))1 = lA”6(u,, ?)I < $ lA”(q,- @,(pdN e-“‘, t 2 0. 
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Finally observe that 
u(t) - U(l) = (P(t) -At)) + (q(t) - q(t)) 
= (P(t) -F(l)) + (q(t) - @Adt))) + (@ii(p(t)) - @AMt))). (5.7) 
By applying A” to (5.7) and using (2.11) and (5.5) one obtains 
lA”(u(t) - fi(t))l G 2 WMt) -D(t))1 + IA” - @hJ(t)))l 
d ? IA”(q, - @A(po))l epp’, 
which completes the proof of Theorem 2.33. 1 
6. EXAMPLES 
In this section we give the examples for which there exists a Ck smooth 
n-dimensional inertial manifold for any positive integers k and n and the 
examples which have a Ck inertial manifold that is not Ck+ ‘. 
We should mention here that there are many partial differential equa- 
tions for which the eigenvalues do not satisfy the spectral gap condition 
(2.9). For example, let us look at the following reaction-diffusion equations 
u, = Au +f(u), for xeQ 
with the Dirichlet boundary condition 
u = 0, on af2, 
where Q is a bounded domain in lRd with a smooth boundary. Let A = -A 
with the domain g(A) = H’(Q) n HA(Q). Let 1, < 1, < . . . < li < . . . , be 
the eigenvalues of A with finite multiplicities. It is known that the eigen- 
values of li of A satisfy the following asymptotic behavior 
li - Ci2jd, as i-em, 
where C is a positive constant. See Edmunds and Evans [7], for example. 
This fact implies that in general the spectral gap condition (2.9) for k = 1 
is not satisfied when d> 2. Obviously we can not hope that the spectral gap 
condition (2.9) for k > 2 is satisfied even if d= 1. For a special rectangle 
domain Sell and Mallet-Paret [25] show that the spectral gap condition 
(2.9) for k = 1 is satisfied. It is remarkable that they also show that for a 
special cubic domain the spectral gap condition (2.9) for k = 1 is not 
satisfied but the equation has an inertial manifold. Now we come back to 
our examples. 
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Consider the following reaction-diffusion equations 
u, = u,, + 4x)u +f(u), o<x<3c, (6.1) 
with the Dirichlet boundary condition 
u = 0, at x =O, 7t, (6.2) 
where a(x) is a continuous function to be determined later and .f is a 
smooth function. 
Let Au = -(u, + a(x)u) for smooth u vanishing at 0 and 71. Then A can 
be extended to a self-adjoint densely defined operator in L2(0, rt) with the 
domain 9(A) = HA(O, 71) n H2(0, x). Let H= HA(O, z). We define a non- 
linear operator F: H -+ H by F(u)(x) =f(u(x)) for u E H. Here we assume 
that F satisfies the Hypothesis A and FE C“(H, H), where k is a given 
positive integer. Let n be a fixed integer and {&} be a sequence satisfying 
(1) O<&<A,< ... <&< . ..) 
(2) &,>4C,=4Lip(F) and A,,+, -kL,>8C,, 
(3) &=i2 for i>max(n+l,I,+,). 
In fact such a sequence can be constructed easily. First let &, i = 1, . . . . n, 
be a sequence such that 0 < A, <A, < ... < A, and A,, > 4C,; second we 
choose 1, + , such that I, + 1 - kll, > 8C, ; third we take li = i2 for i> N, 
where N is the smallest integer which is bigger than max {n + 1, I, + ,I ; 
finally choose &,+2,...,IZ,,, such that &,+,<&+2< ... cJ.~<IZ~+~= 
(N f 1 )*. By using the Gelfund-Levitan-Marchenko inverse scattering 
theory [22], we have that there exists a continuous function a(x) such that 
the eigenvalues of the operator A are given by {Ai}. Then all conditions in 
Theorem 2.1 are satified. Therefore (6.1) and (6.2) have an n-dimensional 
Ck inertial manifold. 
In the following examples we will show that if the spectral gap condi- 
tions I,, 1 - 21,> K,(na,-,8, + n>-fl) are not satisfied, then there is a C’ 
inertial manifold which is not C2. Consider the equations 
du 
z+Au=F(u), (6.3) 
where A = - (a2/ax + a) with the domain g(A) = HA(O, n) n H’(O, n), F is 
a C2 smooth operator to be given later. By using the Gelfund-Levitan- 
Marchenko inverse scattering theory, we choose u(x) such that the eigen- 
values (~$1 of A satisfy that A1 = 1, ;I,=2, and Li=i2 for i>3. Let e,(x), 
e2(x), . . . . be the corresponding eigenfunctions. 
Consider the following function 
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It is clear thatfis C2 from L2(0, n) to L2(0, n) withy(O) = 0 and Of(O) = 0. 
In fact f is analytic. Let 0(s) be a C” cut-off function and 
F(u) = e( [al/p) f(u). Then FE C2(L2(0, n), L2(0, rc)). Choose p so small that 
Lip F< l/9. Then by Theorem 2.1 we have that (6.3) has a C’ inertial 
manifold A? given by the graph of the C’ function @ which is from 
El = span{e,} to the orthogonal complementary space Ef and satisfies 
Pi@=0 for i=3,4,.... Moreover, @p(O) =0 and D@(O)=O. Let di(ui)= 
(P,@(u, e, ), e2). Then A” = the graph of 4, is a C’ invariant manifold of 
the two dimensional ODE 
u; = -241, 
u’ = -2u 
2 2 
+& M 
1 
( > P . 
Suppose that A? is a C2 manifold. Then 4, is a C2 function and satisfies 
W1(u1)(-4)= -W1@4,)+4 for small u1 . (6.5) 
By using the Taylor expansion, we have that #,(u,)=c~u: +o(lu, I’) as 
U, +O and D&(ur)(-u,)= -2c,~~+0(~24,~~) as u1 +O. From (6.5) we 
obtain that 
~:=4b, I’) as u,+O. 
This is impossible. Therefore A’ is not a C2 manifold. This result is related 
to the theory of linearization. In fact one has the stronger result that (6.4) 
admits a C’ linearization but not a C2 linearization, see Sell [37], for 
example. More generally, we can construct examples which have a Ck iner- 
tial manifold that is not Ck+r. In fact, we choose a(x) such that the eigen- 
values {&} satisfy A,=1 and i,=k+l, O<I,<R,< ... <Ai< . . . . and 
li = i2 for large i and choose F(u) = 13( lul/p)(~~ u(x) cl(x) d~)~+’ e2(x). If 
we choose p so small that Lip FG l/9, then by Theorem 2.1 we have that 
(6.3) has a Ck inertial manifold JZ given by the graph of the Ck function 
@ which is from E, = span{e, } to the orthogonal complementary space 
Ef. Similar arguments imply that this inertial manifold JZ is not Ck+ ‘. 
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