This work develops a stochastic model predictive controller (SMPC) for uncertain linear systems with additive Gaussian noise subject to state and control constraints. The proposed approach is based on the recently developed finite-horizon optimal covariance steering control theory, which steers the mean and the covariance of the system state to prescribed target values at a given terminal time. We show that the proposed approach has several advantages over traditional SMPC approaches in the literature. Specifically, it is shown that the newly developed algorithm can deal with unbounded Gaussian additive noise while ensuring stability and recursive feasibility, and with less computational cost than previous approaches. In addition, we demonstrate the recursive feasibility and guaranteed stability of the proposed CS-SMPC algorithm. The effectiveness of the proposed approach is verified and compared to traditional approaches using numerical simulations.
Introduction
Model predictive control (MPC), often also referred to as receding horizon control, has been an active research topic both in academia [1] and industry [2, 3] , because it provides robustness, deals with complex constraints, and yields near-optimal performance. In the standard MPC framework, one solves a finite-horizon optimal control problem and executes the first element of the computed optimal control sequence. At the next time step, one solves another finite-horizon optimal control problem with the updated initial condition. By doing so, MPC implicitly closes the loop and achieves stability, assuming certain additional conditions hold [4] .
A special case of MPC is learning-based MPC (LBMPC), in which the system parameters are identified on-line, and they are used in the optimal control sequence in order to guarantee safety, robustness, and convergence. Bouffard et al. [5] used an extended Kalman filter (EKF) to estimate the system state and update the model parameters and formulated the optimal control problem as a convex optimization problem. The authors of [5] experimentally demonstrated their approach using a small unmanned aerial vehicle (UAV) trying to catch a ball. Rosolia and Borrelli [6] applied LBMPC for iterative tasks, in which the system parameters and the safe state sets are identified from previous iterations, from which the optimal control sequence is then computed. This approach was later applied to autonomous vehicle racing in [7] , where the information obtained from the previous laps was utilized to better control the vehicle. In addition, explicit MPC [8, 9] has been developed to avoid solving an optimal control problem online, by explicitly representing the optimal control actions as a function of the state and reference values. Furthermore, the approach proposed in [10] used a hybrid MPC approach to lower the computational cost of MPC for nonlinear plants.
The above mentioned MPC approaches have been developed for deterministic systems, and thus, they do not systematically deal with system uncertainty. In order to overcome this difficulty, robust MPC (RMPC) was developed with the assumption that the disturbances lie in a compact set. Unlike the case of deterministic MPC, asymptotic stability to the origin is not achievable [11] , and instead RMPC tries to achieve asymptotic stability to a set. Another approach to deal with system uncertainty is tube-MPC. The control policy of the approach, followed by the proof of recursive feasibility and guaranteed stability. In Section 5 we validate the effectiveness of the CS-SMPC approach using numerical simulations. Finally, Section 6 summarizes the current work and discusses future research directions.
The notation used in this paper is quite standard. We use P 0 and P 0 to denote the fact that the matrix P is positive definite and semidefinite, respectively. Also, we use P ≥ 0 and P > 0 to denote elementwise inequalities. tr(P ) denotes the trace of the square matrix P , and blkdiag(P 0 , P 1 , . . . , P N ) denotes the block-diagonal matrix with block-diagonal matrices P 0 , P 1 , . . . , P N . v is the 2-norm of the vector v. P F is the Frobenius norm of the matrix P . R(P ) denotes the range space of the matrix P . x ∼ N (µ, Σ) denotes a random variable x sampled from a Gaussian distribution with mean µ and (co)variance Σ. E[x] denotes the expected value, or the mean, of the random variable x. I d ∈ R d×d is the identity matrix of size d. By directly controlling the covariance it is possible to design more aggressive controllers that operate closer to the constraints, while maintaining stability and recursive feasibility without assuming that the noise is bounded within a compact set.
Problem Statement
In this section we formulate the general SMPC problem and introduce the necessary mathematical preliminaries along with the optimal covariance steering background theory used in the proposed approach.
Problem Formulation
We consider the following discrete-time stochastic linear time-invariant (LTI) system with additive noise,
where k is the time-step index, x ∈ R nx is the state, u ∈ R nu is the control input, and w ∈ R nw is a zero-mean independently and identically distributed (i.i.d.) Gaussian noise. Thus, w has the following properties,
where δ k1,k2 is the Kronecker's delta function. In addition, the following holds
It is assumed that the state and control inputs are subject to the constraints
for all k ≥ 0, where X ⊆ R nx and U ⊆ R nu are convex sets containing the origin. Throughout this work, we assume that the sets X and U are convex polytopes, represented as the intersection of a finite number of linear inequality constraints as follows
where α x,i ∈ R nx and α u,j ∈ R nu are constant vectors, and β x,i ∈ R and β u,j ∈ R are constant scalars. In (5) and (6) , N s and N c denote the number of state and control constraints defining the polytopes, respectively. Notice that, since the system noise in (1) is possibly unbounded, the state may be unbounded as well. Thus, we formulate the state constraints x k ∈ X probabilistically, as chance constraints
where x ∈ [0, 0.5). Using Boole's inequality, (5) and (7) can be satisfied, assuming
for all i = 0, . . . , N s − 1, where p x,i are such that
Similarly, we replace the second inclusion in (4) with the chance constraint
and along with (6), we impose the following conditions
Finally, the distribution of the initial state x 0 ∈ R nx is assumed to be normal, according to
In this work we aim to design a control sequence {u 0 , u 1 , . . .} that solves the following infinite horizon optimal control problem with state and control expectation-dependent quadratic cost.
subject to
where Q 0 and R 0.
Remark 1.
As discussed in [33, 19] , SMPC with input hard constraints is not possible if the disturbance is unbounded and the system is not Schur stable [21] nor Lyapunov stable [34] . Thus, we use input chance constraints here, as indicated in (14d).
SMPC Formulation
The SMPC aims to solve the infinite-horizon optimal control problem (14) by solving, at each time step k, the following finite horizon optimal control problem.
where t = k, . . . , k + N − 1 and N is the horizon.
The variables µ k and Σ k are the mean and the covariance of the state x k , and assumed to be given. The notation x t|k denotes the state at time step t predicted at time step k.
We denote the optimal solution to (15) as {u * k|k , . . . , u * k+N −1|k }. At time step k, we apply u * k|k to the system (1), i.e., u k = u * k|k . Then, at time step k + 1, we solve the finite horizon optimal control problem (15) again, with the new initial condition
which leads to a receding horizon control strategy that solves the original infinite horizon optimal control problem (14) . The function J f (·) : R nx → R is a terminal cost that needs to be designed properly to ensure stability [4] . In this work, we show that optimal covariance steering theory helps us choose an appropriate expression for J f (·) and solves Problem (15) efficiently and robustly.
Mathematical Preliminaries of Optimal Covariance Steering
In this section, we introduce the optimal covariance steering controller under state and control chance constraints, which will be applied to solve the SMPC problem in the following sections.
Optimal Covariance Steering Problem
In the discrete-time optimal covariance steering problem setup [25] , we steer the state distribution of system (1) from an initial distribution (13) to a prescribed Gaussian distribution at a given time step N . Specifically, given an initial distribution (13), we solve the following problem.
for k = 0, . . . , N − 1, where we assume that Σ 0 0 and Σ f 0. In addition, w k , p x,i , and p u,j are as in (2) , (9) , and (12) respectively. Henceforth, we make the following assumptions. Note that from Assumption 1 and Assumption 2 it follows that the pair (A, D) is also controllable. Furthermore, by choosing N ≥ n x , along with Assumption 1,we ensure that x f is reachable from x 0 for any x f ∈ R nx , provided that w k = 0 for k = 0, . . . , N − 1 with no state and control constraints. This assumption implies that, given any x f ∈ R nx and x 0 ∈ R nx , there exists a sequence of control inputs {u 0 , . . . , u N −1 } that steers x 0 to x f in the absence of disturbances or any constraints.
In order to proceed, we first rewrite the system dynamics in a more convenient form. Following [32] , it is straightforward to obtain the following equivalent form of the system dynamics (17b),
where
where the matrices A ∈ R (N +1)nx×nx , B ∈ R (N +1)nx×N nu , and D ∈ R (N +1)nx×N nw are defined accordingly. Note that
The following lemma provides an equivalent form of Problem (17) .
Lemma 1. Given (13), one can derive the following equivalent form of Problem (17) using (18) , (19) , and (20) .
, and
and thus
Proof. The proof is straightforward from the discussion in [25] . Note also that, because Q 0 and R 0, it follows thatQ 0 andR 0.
The following theorem shows that Problem (21) can be relaxed to a convex programming problem.
Theorem 1. Given (13), (18), (19) , (20) , and the relaxation of (21f)
along with the control law
where v k ∈ R nu , K k ∈ R nu×nx , and y k ∈ R nx from
reformulates Problem (21) as the following convex programming problem.
for i = 0, . . . , N s − 1 and j = 0, . . . , N c − 1, where
, and where Φ −1 (·) is the inverse function of the cumulative distribution function of the standard normal distribution.
Proof. All the steps to convert Problem (21) to Problem (25) have already been discussed in our previous works [25, 26] , except for the conversion from (21d) to (25c). Thus, we only need to outline the step of converting (21d) to (25c).
Using the control law (23), the control sequence U in (19) is represented as
where Y = y 0 · · · y N ∈ R N nx . It follows from (24) that
and thus, using the facts that
Therefore,
The inequality (21d) can be rewritten as
Notice that α u,j F k (V + KY ) is a Gaussian distributed random scalar with mean α u,j F k V and variance
Using the inverse function of Φ(·), we obtain
which can be readily converted to (25c).
As Problem (25) is convex, one can efficiently solve the problem using a convex programming solver.
CS-SMPC Design
In the previous section, we introduced the optimal covariance steering controller. We are now ready to discuss the main result of this paper, namely the CS-SMPC algorithm, followed by a proof of recursive feasibility and guaranteed stability.
CS-SMPC Formulation
In this section, we solve Problem (14) by solving Problem (15) in a receding horizon manner. Specifically, at time step k, as shown in Fig. 2 , we wish to solve the following finite horizon stochastic optimal control problem.
where A schematic describing the proposed CS-SMPC approach. At each time step, the system state and the control have to satisfy the constraints. In addition, at the end of the horizon, the state mean has to be in a subspace X µ f , denoted by a yellow polytope, and the system covariance has to be smaller than Σ f , denoted by a yellow ellipse.
Problem (33) results from Problem (15) by setting
along with the state terminal constraints (33e) and (33f). Adding terminal constraints is a common methodology to ensure recursive feasibility and stability for MPC [4] . In this section, we show that, by properly designing the terminal parameters of Problem (33), i.e., X µ f , Σ f , and P mean , we can achieve recursive feasibility and guaranteed stability.
We start from the following theorem that converts Problem (33) to a more convenient form to solve.
Theorem 2. Given X µ f , Σ f 0, and P mean 0, and using the following control law
where v t|k ∈ R nu , K t|k ∈ R nu×nx , and y t ∈ R nx from
for t = k, . . . , k + N − 1, Problem (33) can be cast as a convex programming problem as follows.
for all i = 0, . . . , N s − 1, j = 0, . . . , N c − 1, and t = k, . . . , k + N − 1, where
Proof. The proof follows directly from the discussion in Section 3.
As discussed in Section 3, Problem (36) can be efficiently solved using a convex programming solver. The remaining issue is the design of X µ f , Σ f , and P mean . To this end, we first introduce the following results. Definition 1 (Assignable Covariance [35, 36] ). The state covariance Σ 0 is assignable to the closed-loop system
if Σ satisfies
Since R(B) ⊆ R(D) and (A, D) is controllable, it follows that the pair (A + BK, D) is controllable as well. Since the pair (A, B) is controllable, ifK is stabilizing, the matrix Σ in (38) is positive definite. Conversely, if Σ 0 is pre-specified, from Lyapunov stability theory, anyK that satisfies (38) is stabilizing. Such Σ andK can be computed as follows.
Theorem 3 ([35]
). The set of assignable state covariances Σ can be parameterized by the following set of linear matrix inequalities (LMIs)
where B + denotes the Moore-Penrose pseudoinverse of B.
Theorem 4 ([35]
). If Σ 0 is an assignable covariance matrix, then all state-feedback gainsK that satisfy (38) are parametrized bỹ
where T is an arbitrary orthogonal matrix, SS = Σ, Z ∈ R nu×nx is an arbitrary matrix, and G 1 and G 2 are defined from the singular-value decompositions
where L, G 1 , and G 2 are orthogonal matrices, and Λ = diag(σ 1 , . . . , σ r , 0, . . . , 0) with
Remark 2. It is worth noticing from [35] that, if A is nonsingular and B is full column rank, then the rank r in (41) is computed from r = n x − n u . In addition, I nu − B + B = 0, and thus the second term in (40) vanishes.
We are now ready to prove the recursive feasibility and guaranteed stability of the closed-loop system with the proposed CS-SMPC algorithm in (36) . Let us denote the optimal cost of Problem (36) at time step k by J * N (x k|k ) and the associated optimal control sequence by
which generates the corresponding optimal state sequence {x * k|k , x * k+1|k . . . , x * k+N |k }. Since we are dealing with systems having additive uncertainty, it is difficult to design a control law that ensures the mean square stability of the state [37] . Instead, and similarly to [20] , we will show that the average of the stage cost value is bounded from above.
whereK is derived from (40) , and P mean is the solution of the following discrete-time Lyapunov equation
Then, the solution of Problem (36) ensures recursive feasibility and stability. Namely, the following two properties hold: a) If Problem (36) is feasible at time step k, i.e., the control sequence (42) satisfies (36b), (36c), (36d), and (36e), then Problem (36) is feasible for all k + n, where n ≥ 1.
b) The average stage cost is bounded from above. Specifically,
where max > 0.
Proof. In order to simplify notation, henceforth we will rewrite the cost function J N in (33a) as
and J f (·) is as in (34a). In order to prove recursive feasibility, it is sufficient to show that, given that Problem (36) is feasible at time step k, it is feasible at time step k + 1. To this end, we consider Problem (36), or equivalently Problem (33) , with the following control sequence of length N
where the first N − 1 elements are derived from the optimal control sequence at time step k in (42) , and the last step is a covariance assignment control with gain as in (40) . This control sequence steers the state trajectory from x * k+1|k to
Note that the control sequence (48) can be separated to the mean control sequence
and the covariance steering sequence
Since the state sequence (49) follows the same path as the solution at time step k, we only need to check the satisfaction of the constraints (33c) (33d) (33e), and (33f) at the end of the horizon. We first show that the state mean at the end of the horizon satisfies the terminal mean constraint (33e). The first N − 1 mean control subsequence in (50) steers µ * k+1|k to µ * k+N |k . Because of the fact that µ * k+N |k ∈ X µ f , the last entry in (50) steers the system mean to
Thus, the constraint (33e) is satisfied at the end of the horizon. Next, we show that the terminal covariance constraint (33f) is satisfied at the end of the horizon. Note that the first N − 1 covariance control subsequence in (51) steers Σ * k+1|k to Σ * k+N |k . It follows from (37) that
In addition, since Σ f is designed to be assignable, it follows from (38) that
It then follows from (53), (54), and the fact that Σ * k+N |k
which indicates the satisfaction of the condition (33f) at the end of the horizon. The remaining constraints needed to be satisfied are (33c) and (33d). Note that, because of (52),
holds. In addition, because of (9) with x ∈ [0, 0.5), it follows that p x,i ≤ 0.5, and thus, Φ −1 (1 − p x,i ) ≥ 0 for i = 0, . . . , N s − 1. Therefore, along with (55),
which means that (33c) is satisfied at the end of the horizon. Following a similar discussion, we can show that (33d) is also satisfied at the end of the horizon. Namely,
Thus, we have shown that, given that Problem (36) is feasible at time step k, the control sequence in (50) leads to the satisfaction of all the constraints in Problem (36) and (33) . The remaining issue is to show that the proposed control policy u k+N |k = v k+N |k + K k+N |k y k+N |k reproduces the same control input as u k+N |k =Kx * k+N |k . This can be achieved by letting
If y k+N |k = A N y k|k , by letting
yields the desired result. If, on the other hand, y k+N |k = A N y k|k , it follows from (60) that
and hence,
Thus x * k+N |k can be computed deterministically from the control inputs. In this case, we can thus choose
So far, we have shown the recursive feasibility of the closed-loop system with CS-SMPC. Next, we discuss the issue of stability. Note that the cost J N (x * k+1|k ; u) can be represented as
We first show that
It follows from (34a) that
In addition, since the mean of the system state at the horizon is (A + BK)µ * k+N |k , the following holds
Furthermore, it follows from (47) that
Thus, using the conditions (44) and (38), it follows from (66) that
Note also that since
inequality (67) holds. It then follows from (67) that
and thus,
Since J * N (·) has a finite lower bound, the right-hand-side of this inequality is bounded from above. Thus, there exists a positive value max such that
(74) which leads to (45).
Remark 3.
As (40) indicates, the gain matrixK that satisfies (38) is not unique. Thus, in our numerical examples, we use the followingK
which can be derived by setting T = I and Z = 0.
Remark 4. We choose X µ f to be the maximal control invariant set for the mean system dynamics
subject to, for k = 0, 1, . . . , N ,
Such a set can be computed efficiently from the results in [38] .
Remark 5. Because the eigenvalues of A + BK lie inside the unit ball and Q +KRK 0, it follows from (44) that P mean 0, and thus, the cost function (33a) is convex.
Remark 6. In [23] , the authors defined Σ f 0 as the steady-state solution of the following discrete-time Lyapunov equation
where K LQR is the infinite-horizon LQR gain. Because K LQR is determined from Q and R matrices, this approach formulates Σ f as an implicit function of Q and R matrices. Thus, it is difficult to tune the matrix Σ f . The benefit of our approach is that we have more flexibility on the design of Σ f as far as Σ f is assignable. In fact, the matrix Σ f that satisfies (78) is an assignable covariance with a corresponding state-feedback gain K LQR .
Numerical Simulation
In this section we validate the proposed algorithm using two numerical examples. In the first example, we clarify the benefit of CS-SMPC using a problem with simple dynamics. In the second example, we demonstrate that CS-SMPC can be applied to control an autonomous vehicle. We use YALMIP [39] along with the MPT3 toolbox [40] to compute the maximal invariant sets and with MOSEK [41] to solve the relevant optimization problems.
Illustrative Example with 2D Dynamics
In this section, we demonstrate the benefit of CS-SMPC using a numerical example similar to the one used in [42] . We set the system dynamics matrices in (1) to be
The initial condition is set to x 0 = −0.3 1.2 . Notice that the eigenvalues of the A matrix lie outside the unit disk (λ 1,2 = 1.0 ± i 0.098). Figure 3(a) shows 100 sample trajectories of the uncontrolled system. The trajectories follow increasingly large spiral paths. In addition, we consider the following chance constraint
for all k = 0, 1, . . .. We wish to minimize the cost function in (14) with the following matrices
while satisfying the constraints. Figure 3(b) shows the results of 100 sample trajectories using a controller with the infinite-horizon LQR gain corresponding to (81). As LQR controllers do not take into account any constraints, the majority of the trajectories in Fig. 3(b) violate the state constraint (80). We first apply the MPC approach proposed in [23] with some modifications. The necessary modifications along with the difference between our approach and [23] are summarized as follows. The terminal cost in [23] is
where Q N is the solution of the following discrete-time algebraic Riccati equation In [23] , the covariance at the horizon is bounded from above by the solution of the discrete-time Lyapunov equation (78). The terminal mean set in [23] X µ f is the positive invariant set such that
The control policy in [23] involves a feedback of the state deviation from the mean, which leads to the following covariance dynamics
which is non-convex due to the coupling between K t|k and Σ t|k . The authors of [23] mentioned in [43] that they used the following convex relaxation technique proposed in [42] with the mild assumption that Σ t|k 0 for all t > k,
which is, using Schur complement, equivalent to the following LMI
where Θ t|k = K t|k Σ t|k is a new design variable. However, in this example, we observed that this relaxation led to imprecise computation of the covariance, implying a difficulty in properly assessing the state chance constraint (80). Instead, we use the disturbance feedback approach used in [44, 19] , where the control input is an affine function of the past disturbance sequence
which is known to lead to a convex formulation of the covariance dynamics [45] . As we assume perfect knowledge about the system state, we set Σ k|k = 0 as the initial state covariance at each time step k. If this setting does not have a feasible solution, we use the pair µ trajectories of the system controlled by (88) with horizon N = 10. The trajectories successfully avoid the constraint and converge to the origin.
The proposed CS-SMPC algorithm with the same horizon length is also applied to the system. Figure 4 (b) shows 100 sample trajectories. We used the same terminal target covariance as the one in (78). Similarly to the trajectories in Fig. 4(a) , the trajectories successfully satisfy the constraint and converge to the origin. The main difference between the two methods is the computational cost. As shown in Fig. 5 , the CS-SMPC algorithm exhibits faster computational speed. This superior performance is due to the difference in the control approach formulation. The CS-SMPC algorithm uses the current value of the y variable, and thus, the K matrix in (36) is block diagonal, while the disturbance feedback controller (88) uses the past disturbance sequence, implying that a lower block triangular matrix is needed (see [44, 45] ), which leads to more computations. 
Vehicle Control
The previous simple numerical example illustrated the computational benefits of the CS-SMPC approach stemming from the convexity of the problem formulation and the block diagonal structure of the feedback gain matrix. In this section, we validate the efficacy of the proposed CS-SMPC algorithm with an example of a vehicle driving around a road circuit. The benefit of using CS-SMPC to vehicle driving is illustrated in Fig. 6 . Deterministic MPC approaches, as shown in Fig. 6(a) , neglect the effect of stochastic disturbances, and thus, a safety margin to the constraint boundaries is needed. It requires trial-and-error to find reasonable values to achieve this. Figure 6(b) shows an example of a planned trajectory using a stochastic MPC controller with open-loop vehicle dynamics. Since the effect of noise increases with time, it is difficult to have a long time horizon. Stochastic Tube-MPC uses closed-loop vehicle dynamics as shown in Fig. 6(c) . As the stabilizing gain of a stochastic Tube-MPC is generally constant, the resulting state covariance converges to a constant value. In addition, a priori calculation of appropriate values of the feedback gains is not straightforward and requires trial and error. Fig. 6(d) illustrates the benefit of the proposed CS-SMPC approach. By directly controlling the covariance of the system state, the mean trajectory is steered to the inner edge of the road, which leads to a better performance for a race car that is trying to minimize lap time.
We use the linearized bicycle model assuming constant longitudinal vehicle speed [46] . The continuous dynamics is described as follows.
e y (t) = V x β(t) + V x e ψ (t).
The state variables in (89) are the side-slip angle β, the vehicle yaw rate r, the heading angle error e ψ , and the lateral deviation error e y . The inputs to the system are the front wheel angle δ and the curvature of the road centerline ρ, which is a function of the distance along the road centerline s. In this model, since we assume constant longitudinal velocity, it follows that s(t) = V x t, and thus, ρ can be regarded as a function of time only. The system parameters are listed in Table 1 along with the numerical values used in this example. Note also that the vehicle direction angle ψ can be computed froṁ
The vehicle dynamics (89) can be represented as an LTI system.
where x = β r e ψ e y ∈ R 4 and u = δ ∈ R. Using zero-order hold with ∆t = 0.5 sec, we represent the discretized LTI dynamics as
Setting (92) as the nominal dynamics, our interest is to control the following stochastic dynamics
where D = blkdiag(0.01, 0.01, 0.01, 0.01) using the CS-MPC framework. The noise term represents modeling errors and the disturbance from the ground. The geometry of the road circuit is depicted in Fig. 7 . The vehicle starts from the origin and drives around the track counter-clockwise. The state constraint is to keep the vehicle on the road and the system state close enough to the origin. Namely,
for all k ≥ 0. Notice that, although the road circuit in Fig. 7 is non-convex in the global coordinate frame, the state constraint (94) is convex. We set β max = 0.1 rad, β min = −0.1 rad, r min = −1.5 rad/s, r max = 1.5 rad/s, e ψ,min = −0.5 rad, e ψ,max = 0.5 rad, e y,min = 2 m, and e y,max = 2 m. In addition, the steering wheel angle is restricted to
for all k ≥ 0. In this work we set δ min = −0.25 rad and δ max = 0.25 rad. The length of the horizon is set to N = 8, which corresponds to 4 sec. The cost matrices are set as
We chose these values to have the vehicle minimize the control energy while fully utilizing the width of the road. 
and the variance of e y is too large to satisfy the constraint (94)). Since Σ f in (78) is an implicit function of the Q and R matrices, the only way to satisfy the constraint is by changing the Q and/or R weight matrices in the cost. Specifically, for this problem, one has to choose a larger value in the (4,4) component of the Q matrix, which eventually makes the vehicle stay on the centerline of the road. This will require trial-and-error, till a suitable value for Q 44 is found. The CS-SMPC approach, on the other hand, allows us to directly shape Σ f so that the state satisfies the probabilistic constraints at the end of the horizon. This also results in the mean state of the vehicle operating closer to the road boundaries, thus making full advantage of the available operational region.
We also compared against a deterministic MPC controller. Specifically, if we ignore the additive noise in (93) at each time step, we minimize the following quadratic cost
where Q p is the solution of the following discrete-time algebraic Riccati equation
In addition, the terminal state x N is constrained to be in the maximal control invariant set. The initial condition of the state is set to zero. The resulting trajectory without noise is depicted in Fig. 8 . However, if noise is added to the system, this controller cannot satisfy the constraints as the vehicle gets too close to the inner edge of the road since the controller does not consider the additive noise. This case demonstrates the benefits of the stochastic control formulation. Next, we present the result with the proposed CS-SMPC approach. In order to determine the terminal covariance, we first solve the following problem to obtain an assignable covariance.
subject to (39),
where Σ d f is a desired terminal covariance computed as the terminal covariance when the system is controlled by an LQR controller. Specifically, the covariance dynamics is Σ t+1|k = (A + BK LQR )Σ t|k (A + BK LQR ) + DD ,
and we set Σ k+N |k = Σ Using this value of Σ f , we computeK based on (75) and P mean based on (44) . Figure 9 shows 100 sample trajectories controlled by the CS-SMPC algorithm. The vehicle successfully satisfies the constraints and stays on the road.
Discussion and Summary
In this paper, we introduced a novel stochastic model predictive control scheme for constrained linear systems with additive Gaussian noise. The proposed approach makes use of the recently developed finite horizon optimal covariance steering theory, which converts the original stochastic optimal control problem at each iteration of the MPC algorithm to a deterministic convex programming problem. We showed that the CS-SMPC approach ensures recursive feasibility and guaranteed stability. In contrast to previous SMPC approaches that guarantee recursive feasibility assuming that the disturbances lie in a compact set, the proposed CS-SMPC approach guarantees this property by constraining the maximal terminal covariance instead. By doing so, we were able to deal with unbounded additive noise. In addition, in the numerical simulations, we showed that the approach of covariance steering to compute future state covariance is more precise and computationally more efficient than the previously proposed approaches in the literature. One drawback of setting the maximal terminal covariance is the need to use LMIs, resulting to the need to use semidefinite programming (SDP) to solve the relevant optimization problem. Solving SDP problems is, in general, computationally more involved than solving a linear program (LP) or a quadratic program (QP), which are generally used in MPC algorithms. However, efficient algorithms exist for solving SDP such as [47, 48] , hence the overall approach is still computationally tractable.
