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At the undergraduate level most students only encounter economic analysis through static modeling; 
however, most economic situations are continuously changing over time. To get a clearer picture of the 
status of the economy, we must also incorporate dynamic analysis. The objective of this study is to 
2 
introduce and explain the basic techniques of differential equations and to examine what they can teach 
us that static analysis cannot. In this work, I examine several common economic models using 
differential equations to learn more about the dynamics of these models. 
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INTRODUCTION 
When modeling most economic situations, one finds mostly dynamic conditions, in the sense that they 
adjust and change over time. However, these changes do not instantaneously adjust from one 
equilibrium to another as exogenous variables change. Instead, the adjustment between equilibriums is 
over a period of time and varies depending on the nature and degree of disequilibrium in the system. In 
addition, it can be argued that all economic situations are observed at times of disequilibrium since the 
economy is continuously changing and rarely remains constant long enough to settle at equilibrium. If 
this is the case, we must be equipped with the proper tools to examine these continuous changes if we 
hope to get a clear picture of the status of the economy. Let's first examine one ofthe most 
fundamental macroeconomic models in order to introduce the process of dynamic economic analysis. 
A STATIC ANALYSIS OF THE IS-LM MODEL 
The IS-LM model for a closed economy is as follows: 
(1.1) C = CCY), Cy > 0 
(1.2) I = Ier), IT < 0 
(1.3) Y=C+I+C 
(1.4) L = L(Y, r), Ly > O, LT < 0 
(1.5) M=M 
(1 .6) M = L 
Here Y stands for income and r for the interest rate; consumption, C, is a function of income, and 
investment, I , is a function of the interest rate. The demand for money, L, is a positive function of 
income and a negative function of the interest rate. C and M are the level of government spending and 
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the level of money supply respectively, both regarded as exogenous policy variables (as indicated by the 
bar) . Substituting (1 .1) and (1 .2) into (1.3) and doing the same for equations (1.4) and (1.5), we have: 
(1.7) Y = CeY) + ler) + G 
(1.8) M = LeY, r) 
Differentiation equations (1.7) and (1.8) with respect to rand Y gives the slopes ofthe IS and LM 
functions as: 1 
(1.9) IS : dr _ l-Cy dy I r 
(1.10) LM: dr _ Ly dy Lr 
The intersection of the IS and LM curves is the equilibrium, or steady state, point for the system, while 
every other combinat.ion is a point of disequilibrium. The IS curve, which represents equilibrium in the 
goods market, also represents the boundary that separates regions of excess demand of goods (to the 
right of the IS curve) from regions of excess supply of goods (to the left of the IS curve) . Similarly the LM 
curve, which represents the equilibrium in the money market, also represents the boundary that 
separates regions of excess demand (below the LM curve) and excess supply (above the LM curve). In 
static economic analysis we examine changes in the exogenous variables as instantaneous. For 
example, suppose the economy is initially at equilibrium. Then suppose the government has increased 
its spending. This increases the variable G in our model and shifts the IS curve to the right, which in 
return increases income and the interest rate . However, static economic analysis does not address the 
question of how the system moves from the original equilibrium point to the second. As mentioned 
above, the change is considered to take place instantaneously. However, this is not necessarily an 
accurate assumption, as it takes time for the initial increase in government spending to pass through the 
1 We will explore how we got these equations later 
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various submarkets and to end up in the hands of those who will be doing the consumption spending. 
Furthermore, the time path of this movement can have important economic implications. To solve this 
problem we need a way to analyze the speed and path of adjustment from one equilibrium to the other. 
We can do this with dynamic analysis. A graphical analysis of the 15-LM model is below: 
r 
IS' 
Yl Y2 y 
The graph above shows two different possible paths, A and B, that could occur between the two 
equilibrium points at Yl and Y2' Although the end result in both paths is the same, the actual path can 
have a very significant impact on the economy. For example, there is a theory in Economics which says 
that increases in government spending, by increasing the interest rate, reduces investment. If this 
theory is true, this would have an adverse affect on economic growth. Because of this potential 
problem, it is important to test the proposition that interest rates depend on government spending. To 
do this, one needs to know when the change in interest rate occurs. If one does a time series analysis 
using the model that follows path A, the interest rate increases most at the beginning and income 
increases most at the end. While in following path B, one finds that income increases most at the 
beginn ing and the interest rate increases most at the end. Through which path the changes take place 
will have an important impact on the results of the time series model. We will now set up a dynamic 
model of the IS-LM example to explore these possible paths. 
A DYNAMIC ANALYSIS OF THE IS-LM MODEL 
To set up our model for dynamic analysis we replace equations (1.3) and (1.6) in the originallS-LM 
model with the following equations: 
(1.11) dY = y[C(Y) + l(r) + G - Y, y> 0 
dt 
(1.12) :: = 1] [L(Y, r) - M], 1] > 0 
Equation (1.11) describes the adjustment process for the goods market. This equation shows that 
income increases whenever aggregate demand (the sum of consumption, investment and government 
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demand) exceeds aggregate supply (income). Conversely, income decreases whenever aggregate supply 
exceeds aggregate demand. Equation (1.12) describes the adjustment process for the money market. 
Here the interest rate increases whenever money demand exceeds money supply, and decreases 
whenever money supply exceeds money demand. Now we need the tools necessary to perform 
dynamic analysis. In this paper I will introduce one of the more common forms of continuous time 
dynamic models - differential equations. Since the topic of differential equations is a rather lengthy 
one, this paper will address the two most basic types of differential equations used in economic analysis 
- first-order and second-order linear differential equations. Although these are the simplest forms of 
differential equations, they are sufficient for the type of economic models with which most 
undergraduate students encounter. We will begin with a general overview of the definitions and 
terminology used with differential equations. 
AN OVERVIEW OF DIFFERENTIAL EQUATIONS 
Simply stated, a differential equation is an equation that contains a derivative. More specifically, a 
differential equation is a mathematical equation for an unknown function of one or several variables 
that relates the values of the function itself and its derivatives of various orders. The general form of a 
linear differential equation is as follows : 
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where yn is another common way to represent the nth derivative with respect to the given variable 
(typically time) . If the function get) is a function of just one variable, then this equation is considered an 
ordinary differential equation. On the other hand, if get) were a function of more than one variable, 
the equation would be a partial differential equation. However, partial differential equations are much 
more difficult to solve than ordinary differential equations. Fortunately, most economic applications 
use ordinary differential equations, so this is the type of differential equation in which we will focus our 
analysis. A differential equation is also classified by its order and degree. The order of a differential 
equation is the largest derivative present in the differential equation. For example, the adjective "first-
order" indicates that the equation contains only a first derivative and no higher-order derivatives and is 
in the form 
(2.2) aoy' + alY = get) 
We are now representing the first derivative with respect to the given variable t as y' to again simplify 
the form of our equation (We will also use y" to represent the second derivative with respect to the 
given variable) . The degree of a differential equation is the power to which the highest order derivative 
is raised . A first degree differential equation is also known as a linear differential equation as it is a 
linear function of the derivatives (the equation above is linear) . Accordingly, differential equations with 
a higher degree are considered to be nonlinear differential equations and are in the form 
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where n represents the degree of the differential equation . (However, linear differential equations will 
be sufficient for our analysis) Another classification of differential equations is whether the equation is 
homogeneous or non-homogeneous. If the term get) on the right hand side of the equation (2.1) was 
equal to zero, the equation would be a homogeneous differential equation. However, when get) is not 
zero the equation is non-homogeneous. To begin, we will look at the general form of a linear first-order 
differential equation . 
LINEAR FIRST-ORDER DIFFERENTIAL EQUATIONS 
The general form of a linear first-order differential equation is 
(3 .1) aoy' + alY = get), 
where ao and al are given constants. The constant ao must not be zero, as this would no longer make 
the equation a differential equation since it would no longer contain a derivative. The simplest form of a 
first-order differential equation is when get) = 0, or when the differential equation is homogeneous. 
Unfortunately, just as homogeneous differential equations are the simplest to solve, they also model the 
simplest of situations. Moreover, it is very difficult to find an example in the field of economics which 
only requires a homogeneous differential equation. Most economic situations are modeled by 
differential equations in which get) "* 0, or when the differential equation is non-homogeneous. 
However, in order to solve non-homogeneous differential equations, we need to first know how to solve 
the homogeneous problem since the solution of a non-homogeneous differential equation partially 
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consists of the homogeneous solution. Therefore, to begin we will look at the homogenous case by first 
exploring a simple example. 
CONTINUOUSLY COMPOUNDING INTEREST RATE MODEL 
When interest is paid once a year, the situation is described by the basic difference equation 
(3 .2) Pt = (1 + i)Pt - 1 
where P is the value of the principal at any time t. Equation (3.2) has the solution 
This equation can easily be adapted to interest that is compounded multiple time per year. The 
equation representing compounding that takes place n time a year is 
(3.4) 
But what if interest is compounded continuously instead of at discrete intervals (this happens as n 
approaches infinity)? To see the effect of this situation we rewrite equation (3 .4) as 
(3 .5) 
n 
The term (1 + ~) T approaches the value of 2.7183 or e as n grows larger. Therefore equation (3.5) can 
be rewritten as 
This equation describes the value of the principal at any time t when interest, i, is compounded 
continuously. The number e has very important characteristics which aid us in our analysis of many 
continuous situations. First, it is the base of the system of natural logarithms. This allows us to take the 
natural log of equation (3 .6) to obtain the log-linear equation In P = In Po + it. Second, e has the 
characteristic that the derivative of e t with respect to t equals itself. Consequently, 
(3.7) 
If we differentiate equation (3.6) with respect to t we get 
(3.8) dp - iP eit dt - 0 
And since P = Poe it this equation can be written as 
(3.9) dP 'P -= L dt 
This equation represents the differential equation counterpart of the difference equation 
Pt = (1 + OPt - 1 which can be written as 
which has the solution Pt = Po(1 + ot. Similarly, the solution to the differential equation, dP = iP is dt 
(3.11) P = Poe it 
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In the case of the difference equation, the solution consists of a constant term multiplied by another 
constant term raised to the power t , and so we tried a formula in the form Pt = mxt as a trial solution. 
In the case of the differential equation, the solution consists of a constant term multiplied bye raised to 
a power which is a mUltiple of t. Therefore if we are trying to solve a differential equation of this form 
we should attempt a trial solution of the form 
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(3.12) P = me x t 
When the trial values of P and dP are substituted into equation (3 .12), we obtain xme x t = ime x t , and if 
dt 
we factor out me x t from both sides, we see that x = i. Therefore the trial solution is now 
(3.13) P = me it 
To solve for the value of m, we now need an initial condition . Therefore suppose that P = Po at t = O. 
Consequently, equation (3.13) implies that 
(3 .14) Po = mei(O) = m 
Which makes the complete solution P = Poe it . This example gives us a basic model of a linear 
homogeneous equation. However, when solving this problem we were given a solution to try for P. We 
will now examine how we solve such a model mathematically, without first knowing the form of the 
solution. 
HOMOGENEOUS CASE 
The general form of a homogeneous first-order differential equation is 
(4.1) ao y '(t) + aly(t) = 0 
which can be rewritten as 
(4.2) y '(t) + by(t) = 0, where b = ad ao 
or 
(4.3) y'(t) = -by(t). 
Dividing both sides by yet) we have 
(4.4) y' (t ) = - b 
yet ) 
We can then use the properties of natural logs to rewrite equation (4.4) as 
(4.5) y' ( t) 
y et ) 
d In (y( t )) 
dt 
Combining equations (4.4) and (4.5) we get 
(4 .6) d In (y( t )) = -b dt 
And integrating both sides of equation (4.6) we find 
(4.7) In(y(t)) = -bt + c 
for some constant c. We then take exponents of each side of equation (4.7) to get our solution of 
(4.8) yet) = Ae-bt 
where A is an arbitrary constant. To find the value of A, we need additional information. The most 
common type of information that we will have while solving a differential equation is an initial 
condition. The initial condition is the value of the function yet) at time t = 0, or the beginning of the 
process. Commonly Yo is used to represent the specific value yet) took on at t = O. When we put an 
initial condition into equation (4.8) we have 
(4.9) Yo = Ae - b(O) = A 
Therefore in the homogeneous case, A = Yo. Substituting this into equation (4.8) we have 
(4.10) yet) = yoe-bt 
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as the solution to our problem. Note that this is the same form as our solution to the continuously 
compounding interest model. Next, we need to analyze the dynamic behavior of yet) . The behavior of 
the function Ae-bt over time depends on the sign of the parameter b. If b is negative, then -b is 
positive and as time passes and t increases, e-bt gets larger and larger and approaches infinity. We 
refer to this case as unstable or explosive. However, if b is positive, then -b is negative and over time 
e-bt gets smaller and smaller and converges to zero as t goes to infinity. We refer to this case as stable 
or convergent. The table below shows the possible paths equation {4.1O} can follow. From the 
terminology used, referring to the convergent case as stable and the explosive case as unstable, we are 
inferring that at zero, the system is in equilibrium. When an economy is stable, this means that there is 
no excessive fluctuations in the macroeconomy. Therefore the dynamic analysis we perform when using 
differential equations can give us very useful information on the state ofthe economy. However, to 
deal with the case of a non-zero equilibrium, which is generally the case in Economics, we need to 
include non-homogeneous first-order differential equations in our analysis. 
yet) 
Yo 
01---------- t 
stable Yo > 0, b > 0 
yet) 
yoL-----
Ol----------t 
unstable Yo > 0, b < 0 
yet) 
yo~--------------+ 
Ol----------t 
steady Yo > 0, b = 0 
yet) 
~---------------- t 
yet) 
01---------- t 
yor---__ 
unstable Yo < 0, b < 0 
yet) 
O~---------------- t 
Yo 
steady Yo < 0, b = 0 
INTRODUCTION TO THE NON-HOMOGENEOUS CASE 
As we have seen, the general form of a non-homogeneous first-order differential equation is 
{5.1} aoy' (t) + aly(t) = get) 
Where get) is an arbitrary undefined function of t . One possible way to solve such a differential 
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equation is to convert it to a homogeneous equation. If we can do this, we then know what the solution 
of a non-homogenous equation will be. We again do the same conversion as we did in the 
homogeneous case such that 
{5.2} Y' + bY = an arbitrary constant 
Let bH be that arbitrary constant where b is a rational number between negative infinity and infinity. 
Thus we have 
{5.3} y' + bY = bH 
We now subtract bH from each side of equation {5.3} and obtain 
{5 .4} Y' + b(Y(t) - H) = 0 
Let Z = [yet) - H] so that Z' = Y' = I1Y(t)/I1H 
Substituting Z' and Z into equation {5.4} yields 
{5.5} Z' + bZ = 0 
This is now a homogeneous equation which has a solution of 
{5.6} Z = Z(O)e-bt 
Now substitute for the Z's to get 
{5.7} Y - H = [yeO) - H]e-bt 
Or 
{5.8} Y = [yeO) - H]e-bt + H 
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for any H . This shows that the solution to a linear non-homogeneous equation is sum of the solution to 
the homogeneous equation plus some arbitrary constant. In fact, since it is an arbitrary constant, any 
constant will do. The question, then, is what arbitrary constant should one use. In Economics the 
steady state represents the equilibrium or where the economy ends up after a shock in the system. 
Therefore it seems to follow that we would use the steady state as our arbitrary constant for two 
reasons. First, by subtracting the steady state from both sides of the solution for Y, we can determine 
how fast and in what direction the economy is moving for any distance it is away from the steady state. 
Second, it allows us to compare the total impact of a shock to the steady state. For example, when 
measuring economic growth the distance away from the steady state can show us how fast and in which 
direction the economy is growing. It also speaks to whether a poor country might ever catch up to a 
richer country. For these reasons we will use the steady state as our arbitrary constant. We will also 
show in our examples below that using the steady state does indeed give us a solution to a non-
homogeneous differential equation. 
THE KEYNESIAN CROSS MODEL 
Our first example of a non-homogeneous first-order differential equation is the Keynesian cross model. 
The basic equations of this linear model are 
{6.1} C = C + cY, l>c>O 
{6.2} 1= r 
{6.3} G=G 
{6.4} D=C+I+G 
{6.5} Y' = yeD - Y), y>O 
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Where equation (6.1) is the consumption function and equations (6.2) and (6.3) indicate that investment 
and government spending are exogenous. Equations (6.4) and (6.5) replace the familiar equilibrium 
condition (Y = C + I + G), with a definition of aggregate demand and a dynamic adjustment equation. 
Assuming demand is the value of current spending, equation (6.5) indicates that when demand exceeds 
income, income will rise . We now rewrite equation (6.4) to include the first three equations and obtain 
(6.6) D = C + eY + T + G 
Next, substituting equation (6.6) into equation (6.5) we obtain 
(6.7) y' = y(C + eY + T + G - Y) 
And finally we rearrange equation (6.7) to put the equation in the same form as we had in the static 
analysis to obtain the differential equation for the model 
(6.8) Y' = y[C + T + G] - y[l - e]Y 
To solve this non-homogeneous differential equation we can use what we have already learned by 
turning the equation into a homogeneous differential equation. To do this we need to find the 
difference between y' and the steady state, V. Our first step in this process will be to find the steady 
state, which we can generally do by following a few steps. First, since the steady state, V, is the 
equilibrium we know that the change in Y with respect to the given variable will be zero since there is 
no movement to or from the steady state at this point. To satisfy this constraint we will set y' = 0 in 
our differential equation and solve for Y. Solving for Y will then give us the general form of the steady 
state. However, it will not yet give us the exact coefficients of the steady state. To find the coefficients 
of the steady state we will then substitute the general form of the steady state and its derivative into 
our non-homogeneous differential equation and solve for the constant coefficients. We will then be 
able to substitute these coefficients into the general form we found for our steady state to find the 
exact steady state for the given system. In this example, when we set Y' = 0 in equation (6.8) we get 
(6 .9) y[C + I + G] - y[l -c]y = 0 
We can then rearrange this equation to solve for the general form of the steady state to find 
(6.10) Y = Q 
Where Q is a constant which we can determine by substituting equation (6 .10) and its derivative into 
equation (6.8). First, since we know that Y is a constant we know that its derivative will be equal to 
zero. When we perform these substitutions we find 
(6.11) 0 = y[C + I + G] - y[l - c]Y 
We can then rearrange this equation to find the steady state to be 
(6.12) Y = Q = [C + I + G]/[l - c] 
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In this particular case we can also see that we could have found the steady state by merely setting Y' 
equal to zero and rearranging equation (6 .9) to find equation (6.12). However, this does not hold true 
for all forms of get) . The reason that this works for this particular case is because the derivative of a 
constant will always be zero. However, as we will see when we have other forms of get), the derivative 
of get) will not always be zero, therefore we must go through these additional steps in order to find the 
correct steady state (although for the case of get) being a constant, we can solve directly for the steady 
state to avoid redundancy in our work). Now we can find the difference between Y' and this steady 
state which can be written as 
(6.13) Y' - Y = -y[l - c]Y 
To make this into a homogeneous differential equation, we can then set 
(6.14) Y' - Y = Z'(t) 
Or when combing equations (6.13) and (6.14) we get 
(6.15) Z'(t) = -y[l - e]Y 
We can then use the transformation method to find the solution to this new homogeneous equation. 
Comparing equation (4.2) with equation (6.15) we see that in this case b = y[l - e]. We then 
substitute b = y[l - e] into equation (4.10) to get the solution to the homogeneous form of our 
equation to be 
(6.16) Z(t) = Ae-y[l-C]t 
We can then substitute the solution for Z(t) back into equation (6.14) to see that 
(6 .17) Y - Y = Ae-y[l-C]t 
Since we know that Y = [C + J + G]/[l - e], we can substitute in this value and take it to the right 
hand side of the equation to find the non-homogeneous solution to be 
(6.18) yet) = Ae-y[l-C]t + [C + J + G]/[l - c) 
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From equation (6.18) we can see that the solution to the non-homogeneous problem consists of the 
combination of the solution to the homogeneous form of the problem (Ae -y[l-c]t) and the steady state 
([C + J + G]/[l - e]). Finally, we can solve for the value of the constant A. When solving 
homogeneous differential equations we found that A = Y01 where Yo is the initial condition. However, 
for this non-homogeneous equation we also need to take into account the steady state, or equilibrium, 
solution. We do this by subtracting the equilibrium income level from the homogeneous initial 
condition, Yo, to get A = [Yo - Y] to make equation (6.18) become 
(6.19) yet) = [Yo - Y]e-y[1-c1t + [C + T + G]/[l - c] 
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Now that we have the dynamic solution to this model, we can consider the effects of a fiscal expansion 
in the model. Suppose the economy is initially in equilibrium when the government increases 
government spending, G. From equation (6.19) we see that the effect is to increase the equilibrium 
level of income, with the increase in Y found as: 
(6.20) ~Y = ~G /[1 - c] 
where 1/[1 - c] is the familiar Keynesian multiplier. Therefore we know that the comparative static 
result is still incorporated in this dynamic model. However, in the dynamic model, we also see that 
income does not immediately jump by the full amount of the multiplier effect, but rises gradually at a 
rate which diminishes as Y approaches its equilibrium value, or the steady state. We also notice that to 
determine the actual time path we would need to know the values of y and c. Therefore an 
econometric problem is the next step in performing dynamic analysis. 
THE NON-HOMOGENEOUS CASE 
As we have seen, the general form of a non-homogeneous first-order differential equation is 
(7.1) aoy'(t) + aly(t) = get), get) =1= 0 
or 
y'(t) + by(t) = get), get) =1= 0 
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since we can always rewrite all ao as the constant coefficient b. Above, we found that the solution of a 
non-homogeneous differential equation with a constant get) is the combination of the homogeneous 
solution and the steady state of the non-homogeneous equation in the form of yet) = Ae-bt + yet), 
where Ae-bt is the homogeneous solution and yet) is the steady state. However, the example we did 
above only dealt with the simplest form of get), a constant. Before we can conclude that all non-
homogeneous equations can be solved by combining the homogeneous solution and the steady state 
we need to try the same procedure for different functions of get). We will do this by exploring three 
other examples ofthe most common functions of get) found in economic applications: when get) is an 
exponential function, a polynomial function of degree m, and a trigonometric function of the sine-cosine 
type. 
CASE 1- get) is an exponential function 
In this case, equation (7.1) becomes 
(7.2) y' + by = Cedt 
where C is a given constant. To find the form of the steady state for this equation we set y', the 
derivative of y with respect to t, equal to zero since at equilibrium there is no change in y. When we do 
this we find the steady state to be in the form 
(7.3) Y = qe dt 
where q is an unknown constant coefficient which we can solve for by substituting equation (7.3) and its 
derivative into equation (7 .2) . (Note that in the case when get) is a constant, the value for q can be 
explicitly found when you set y' = O} First, we find the derivative of equation (7.3) to be 
(7.4) Y' = dqe dt 
and then substitute into equation (7.2) accordingly to find 
(7 .5) dqe d t + bqe dt = Ce d t 
We can then rearrange the left hand side of equation (7.5) to get it in the same form as the right hand 
side of the equation to get 
(7 .6) Cd + b)qe dt = Ce d t 
Since we know the value of C, we can set Cd + b)q = C to find 
(7 .7) c q = d +b 
We then substitute equation (7.7) back into the form of the steady state in equation (7 .3) to get 
(7 .8) 
20 
and finally we can combine the homogeneous form of the differential equation with this steady state to 
get the solution to the non-homogeneous differential equation to be 
(7.9) 
We can then test to see if this is indeed a solution to our differential equation by substituting this 
equation in for Y and the derivative of this equation in for y' in equation (7 .2) . Please note that one will 
also need to solve for the value of A as we did in the example above, but this is not necessary for our 
purposes in checking the validity of the solution. First, we will take the derivative of equation (7 .9) with 
respect to t to find 
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(7.10) 
Now we make the proper substitutions to find equation (7.2) to now be 
(7 .11) 
We can then see that the first and third terms can be eliminated and the rest of the terms rearranged to 
find that 
(7 .12) Ce dt = Ce dt 
which is true, so we can conclude that the procedure of adding the homogeneous solution to the 
equation to the steady state does give the correct solution to not only the problem when get) is a 
constant, but also when get) is an exponential function. 
CASE 2 - get) is a polynomial function of degree m 
As an example, let's consider get) = Co + C1t, where Co and C1 are given constants. In this case, 
equation (7 .1) becomes 
(7.13) y' + by = Co + C1t 
We again want to find the form of the steady state for this equation following the same steps as above. 
When we do this we find the steady state to be in the form 
(7 .14) Y = q + rt 
where q and r are unknown constant coefficients, which again we can solve for by substituting equation 
(7.14) and the its derivative into equation (7.13). First, we find the derivative of equation (7.14) to be 
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(7 .15) Y' = r 
and then substitute into equation (7.13) accordingly to find 
(7 .16) r + bq + brt = Co + cl t 
We can then rearrange the left hand side of equation (7 .16) to get it in the same form as the right hand 
side of the equation to get 
(7 .17) (r + bq) + (br)t = Co + clt 
Since we know the values of Co and Cl , we can set (r + bq) = Co and br = cl to find 
(7 .18) 
and 
r = Cl 
b 
We then substitute the equations in (7 .18) back into our steady state form in equation (7 .14) to get 
(7.19) 
and finally we can combine the homogeneous form of the differential equation with this steady state to 
get the solution to the non-homogeneous differential equation to be 
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Now that we have the combination of the homogeneous form of the equation and the steady state, we 
again want to test to see if it is indeed a solution to the given differential equation. First, we will take 
the derivative of equation (7 .20) with respect to t to find 
(7 .21) Y' = -bAe-bt + C1 
b 
Now we make the proper substitutions to find equation (7.13) to now be 
We can then see that the first and third terms can be eliminated and the rest of the terms rearranged to 
find that 
which is true, so we can conclude that the procedure of adding the homogeneous solution to the 
equation to the steady state does give the correct solution to not only the problem when get) is a 
constant and an exponential function, but also when get) is a polynomial. We can also show that this is 
true for the case when get) is a trigonometric function of the sine-cosine type. However, the work for 
this case is quite involved so it has been placed in the appendix. Although we will not confront this in 
any of our examples, it is also important to point out that there will be certain circumstances when the 
steady state found by the procedure set out above does not give the proper solution. This problem 
occurs when the steady state found is a solution of the homogeneous differential equation. Therefore, 
it cannot be a solution to the non-homogeneous equation. When using this method for finding the 
steady state, one must make sure that the assumed solution to the non-homogeneous equation is not a 
solution of the associated homogeneous equation. The way to solve this problem, if it occurs, is simple. 
We need to find a new function, which when differentiated still has e- t in the derivative. The first, and 
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most logical function to then try as the form for the steady state would then be yet) = Ate-t . If this 
form of the solution is no longer a solution to the homogeneous differential equation, then it is the 
correct form of the steady state. However, it is possible that this new form will still be a solution to the 
homogeneous equation, in which case we would again multiply by t to get the form of the steady state 
to be yet) = AtZe-t . One would then continue to follow this procedure, of multiplying the form ofthe 
steady state by t, until the form of the steady state is no longer a solution to the homogeneous form of 
the equation. Now let's look at another example of a linear non-homogeneous differential equation in 
economic analysis. 
THE PRICE ADJUSTMENT MODEL 
We will now look at the price-adjustment model, another common macroeconomic example involving a 
non-homogeneous differential equation. This is an important model because laborers need to make 
predictions on how prices will change in order to make their work leisure decisions. 2 This system is set 
up as follows 
(8 .2) Qs = Po + PiP + PzC, 
(8 .3) P' = y(Qd - Qs), y>O 
(8.4) Q = Qd = Qs 
where P is price, Qd, Qsare the quantities demanded and supplied respectively, Y is income and C 
represents the costs.:. Equation (8 .3) is the price adjustment differential equation which we are wanting 
2 These decisions have an important impact on the slope of an economy's aggregate supply curve. 
to solve. To reduce this system into a single first-order. differential equation in price, we substitute 
equations (8.1) and (8.2) into (8.3), and rearrange the expression as 
Following the procedure set our above we first solve the homogeneous form of the equation 
Using the transformation method we find that b = - y[al + Pl] for this example, and therefore the 
solution to the homogeneous form of the equation is 
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The next step is to find the steady state to the non-homogeneous case. Again following the procedures 
set out above, we first set p' = 0 in equation (8.5) and solve for P to get the general form of the steady 
state to be 
We also notice that in this example, as in our first non-homogeneous example of the Keynesian cross 
model, we do not need to carry out all of the steps in finding the steady state since the steady state is a 
constant and can be found directly in the equation above. One might also notice that the steady state 
we found in equation (8.8) is the same as the equilibrium price of the static demand and supply model. 
From this observation we can conclude that introducing dynamic adjustment to the demand and supply 
model does not change the nature of the behavior of the economy, it simply allows us to see how these 
adjustments take place over time. Now, we can combine the solutions of the homogeneous and non-
homogeneous solutions of the equation to obtain 
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where we have replaced the undetermined constant A by its equivalent expression as [Po - P] , the 
initial deviation of the actual from the equilibrium price level as we did in the Keynesian cross model 
example above. This solution can also be generalized to other supply and demand models, such as the 
interest rate model. Let' s set up the interest rate model to see what results can be generalized given 
the above price-adjustment example. 
THE INTEREST RATE MODEL 
The interest rate model can be set up in a very similar manner to the price-adjustment model as follows 
{9.2} Qs = Po + P1R + P2M, 
y>O 
where P is price, Qd, Qsare the quantities demanded and supplied respectively, D is the deficit and M 
represents the money supply. Equation {9 .3} is the interest rate adjustment differential equation which 
we are wanting to solve. When comparing equations {9 .1} through {9.4} with equations {8.1} through 
{8.4} in the price adjustment model, we can see that the equations are in the exact same form with price 
now as the interest rate and income now as the deficit. If we simply use the transformation method 
with these two similar models we can easily find that the solution to the interest rate model will be 
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As we have already concluded for the price adjustment model, the steady state we found for the 
interest rate model is the same as the equilibrium interest rate found from the static credit market 
model. However, using dynamic analysis we can not only look at the equilibrium points of different 
systems, but analyze the process of the change from the initial point to equilibrium. For example, with 
dynamic analysis we can investigate the effect of a change in one of the exogenous variables: in this case 
the deficit or money supply. For the interest rate model, suppose the system is in equilibrium and the 
deficit increases. When looking at the steady state we found in the model above, we can see that an 
increase in the deficit shifts the equilibrium up, which we would expect based on the standard static 
results. In a static model, the interest rate would jump immediately from the original equilibrium to the 
new one. Once we allow for the dynamic adjustment process, however, we can see that the interest 
rate will rise towards equilibrium, initially rapidly but slowing as it approaches the long run position. 
This provides some important evidence that the time path is our original example is likely to follow path 
A. The same analysis can be used for the price adjustment model and an increase in income. As one can 
see, dynamic analysis can be very useful in many cases and even generalized to give solutions to a 
variety of types of supply and demand models. We will now look at another supply and demand model 
that is commonly seen in static economic analysis. 
THE COBWEB MODEL 
Another useful example of dynamic analysis is the case when decisions in one period are based on 
variables in another period. The simplest of such models is the cobweb model of demand and supply. 
The cobweb model is typically analyzed using difference equations and is set up as follow 
(10 .1) Qd = a + bPj 
(10.2) Qs = c + dP 
(10.3) Qd = Qs = Q 
b<O 
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where P and P represent the price at time t and the expected price at time t respectively, and Qd and 
Qs are the quantities demanded and supplied respectively. Equation (10.3) satisfies the concept that 
when the market is considered to be in equilibrium, the quantity traded, Q, is equal to the quantity 
demanded, which is equal to the quantity supplied . However, to make this system into a dynamic one 
we can make two assumptions that: (a) production, or supply, is a continuous flow and (b) expectations 
are formed according to the equation P = pet) + xP' where x is a given constant. It is important to 
note that the sign on x is very important in our analysis. If x > 0, expectations tend to further intensify 
the change in price, whether negative or positive. On the contrary, if x < 0, producers expect the 
opposite of the current trend of price. Therefore our new model will be 
(10.4) Qd = a + bP 
(10.5) Qs = c + d(P+ xP') 
(10 .6) Qd = Qs = Q 
We can then substitute equations (10.4) and (10.5) into equation (10.6) and rearrange to put the 
equation into the form of a first-order differential equation that we have been working with to get 
(10 .7) P' + Cd-b) P = a - c 
dx dx 
We can then follow the procedure set out above to find the solution to the homogeneous form of the 
equation and add this to the steady state to find the solution to this non-homogeneous equation. First, 
by using the transformation method we know that the solution to the homogeneous form of the 
equation is 
b-d 
(10 .8) P = Aex t 
We can then explicitly solve for the steady state by setting P' = 0 in equation (10.7) to find 
(10.9) P = a-c 
d-b 
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We also know that A = Po - P, or the initial deviation of the system from equilibrium, just as was the 
case in prior examples. Therefore we can combine equations (10.8) and (10.9) to find the solution to be 
b-d 
(10.10) pet) = (Po - P)ex t + a-c 
d- b 
In the normal case, the demand function is negatively sloped and the supply function is positively 
sloped, so that (b - d) < 0. Then, if x > 0, it will be b-d < 0, so that equilibrium is stable, since the 
x 
solution to the homogeneous form of the equation tends to zero as t increases and consequently P 
tends to P, the steady state . If x < 0, we reach the opposite conclusion. Therefore. again. dynamic 
analysis has helped us analyze the stability of a system. However. it is also important to notice what 
we lose in our analysis by using differential equations instead of difference equations. When using 
difference equations. this model is represented by a cobweb, or cyclical. behavior. However. when 
using differential equations. one must include higher-order differential equations in order to model 
cyclical behavior. We will further investigate cyclical behavior in dynamic analysis when we introduce 
second-order differential equations. Now let's look at another example where the speed of the system 
to equilibrium is quite important. 
THE SOLOW GROWTH MODEL 
The Solow growth model is one of the most well-known and used models in the analysis of economic 
growth. We begin with a continuous production function as a function of capital and labor 
(11.1) Y = F(K, L) 
We let k = KIL denote the capital-labor ratio and y = Y IL the output-labor ratio. Then 
(11.2) f = FC:.L) = F G, 1) = F(k, 1) = f(k) 
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We will let y = f(k) and make two further assumptions. First, we assume that the labor force grows at 
a constant rate n, and independent of any economic variables in the system. Therefore 
(11.3) L' = nL, L(O) = Lo 
Second, we assume that savings is a constant fraction of output, S = sY, and savings equal investment, 
which is simply the change in the capital stock plus replacement investment or 
(11.4) I = K' + oK 
(11.5) S = sY 
(11 .6) K' + oK = sY 
(11.7) K(O) = Ko 
where oK represents depreciation. Now differentiate the variable k with respect to time. 
(11.8) , (K)' LK'-KL' k = L =-L-Z-
which after some rearranging becomes 
(11.9) k' = k (~ - f) 
and we also know that 
(11.10) K' _ sY-oK _ sY L ~ _ sICk) ~ --------u ----u 
K K L K k 
and 
(11.11) L' nL -=-=n 
L L 
therefore 
(11.12) k' = sf(k) - ok - nk = sf(k) - (n + o)k 
with initial conditions 
(11.13) k(O) = Ko = ko 
Lo 
However, we cannot solve equation (11.13) because the production function is not explicitly defined. 
Suppose we assume that the production function is in the form of a Cobb-Douglas production function 
or 
or 
(11.1s) Y Ka -= a-
L L 
which means 
(11 .16) Y = f(k) = aka 
O<a<l 
In this case, equation (11 .12) becomes 
(11.17) k' = saka - (n + o)k 
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Therefore, the Solow growth model with a Cobb-Douglas production function therefore conforms to the 
following differential equation 
(11.18) k' + (n + o)k = sak a 
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As we can see, this equation is a non-linear differential equation, which we have yet to address how to 
solve. However, we can turn it into a linear differential equation by performing a transformation. Let us 
make the following transformation 
(11.19) v = k 1 - a 
and the derivative of this equation gives 
(11.20) v' = (1 - a)k-ak' 
We can then rearrange equation (11.20) to solve for the derivative of the capital-labor ratio to be 
(11.21) k
a 
k'=-v' 
l-a 
We can then substitute equation (11.21) into equation (11.18) to obtain 
(11.22) k
a 
-v' + (n + 8)k = saka l-a 
We then divide both sides of equation (11.22) by k a to find 
V' 1 (11.23) - + en + 8)k -a = sa 
l-a 
We continue by substituting equation (11.20) into equation (11.23) to get 
(11.24) k-ak' + en + 8)k1 - a = sa 
We can now substitute our definition of v from equation (11.20) into equation (11.24) to get 
(11.2S) k-a k' + en + 8)v = sa 
We can also substitute in for the value of k' from equation (11.21) into this equation to obtain 
(
k-ak a ) (11.26) -- v' + (n + o)v = sa l-a 
or after rearranging 
(11.27) v' + (1 - a)(n + o)v = (1 - a) sa 
which is a linear differential equation in v of which we can find a solution by using the procedures we 
have used above for finding both the solution to the homogeneous form of the equation as well as the 
steady state. First, we find that the solution to the homogeneous form of the equation, through 
transformation, is 
(11.28) v = Ae-(l-a)(n+o)t 
We can then find the steady state by setting v' = 0 in equation (11.27), where again we can explicitly 
find the value of the steady state since g(t) is in the form of a constant. When we do this we find the 
steady state to be 
(11.29) _ as v=-
n+o 
We can then combine the solution to the homogeneous form of the equation with the steady state to 
find the final solution to be 
(11.30) vet) = (k 1- a - ~)e-(l-a)(n+o)t + ~ 
o n+o n+o 
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where A has been replaced with the difference between the initial condition, va = k5-a , and the 
steady state. Equation (11.30) then allows us to solve for k(t) by substituting back in for our 
transformation of v = k 1- a to see that 
(11.31) k 1- a = (k 1- a _ ~)e-(1-a)(n+8)t + ~ 
a n+8 n+8 
or when solving for k, 
1 (11.32) k(t) = [(k 1- a - ~)e-(1-a)(n+8)t + ~]l-a 
a n+8 n+8 
This method of transformation has allowed us to find the solution to a non-linear differential equation 
by using the methods we have learned for linear differential equations. The solution to this particular 
model also allows for some very significant economic analysis. A graph with the functions of k(t), (n + 
8)k, and sk(t) is displayed below. 
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When analyzing the graph above, one can see that the growth rate of the economy depends on the 
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distance of the capital-labor ratio from the steady state, or equilibrium solution . When the capital-labor 
ratio is far from the steady state, we can see that the economy is growing rapidly. However, as the 
capital-labor ratio nears the steady state, the slope of the function decreases, meaning the economy is 
growing at a slower pace. This sort of dynamic analysis can help economists determine where an 
economy is in relationship to its steady state. For example, in developing countries one would expect to 
experience high growth rates which would indicate that the economy is far from equilibrium. On the 
other hand, in developed nations like the United States, one would expect to experience much lower 
growth rates which would indicate the economy is very near equilibrium. However, with these different 
growth rates, poor countries may not ever catch up to rich countries if the steady state for the rich 
country is greater than the steady state for the poor country, even if poor countries might be growing 
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faster. For example, in our graph, if country 1 is at point a and country 2 is at point h, country 1 is 
growing at a much quicker rate than country 2. However, country 1 will never catch up to country 2 
because is has a lower steady state than country 2. Dynamic analysis is very important to growth theory 
because it is a simple way to compare the economic well-being of different nations and countries both 
now and in the future. Furthermore, it focuses on the possibility of changing the steady state as a 
policy. Now that we understand how first-order differential equations can contribute to economic 
analysis, we will now explain second-order differential equations. 
SECOND-ORDER DIFFERENTIAL EQUATIONS 
AN EXTENSION OF THE DEMAND AND SUPPLY MODEL 
To explore second-order differential equations we will start by expanding the first-order differential 
equation example of the price adjustment model above by introducing an equation for the entry or exit 
of suppliers from the market. The four equations of our demand and supply model are now 
{12.2} Qs = Po + PiP + P2 N, 
y>O 
{12.4} N' = ry(p - 13), ry>O 
where again P is price, Qd, Qs are the quantities demanded and supplied respectively, Y is income and N 
represents the number of suppliers. Equation {12.3} is the price adjustment differential equation, while 
equation {12.4} describes the entry or exit of firms, also in the form of a first-order differential equation. 
According to {12.2}, new firms enter the industry when the price level is above some level 13, and leave 
when price is below that level. 3 This system involving two first-order differential equations can be 
translated into one involving a single second-order differential equation. To reduce this system, we 
substitute equations (12 .1) and {12.2} into equation {12.3} and rearrange to get 
{12 .5} p' = - y(al + {Jl )P - y{JzN + y(ao + (Jo + a zY) 
Our next step is to then combine equations {12.4} and {12.5} into a single second-order differential 
equation. We first differentiate {12.5} with respect to time, giving: 
{12.6} P" = -y(al + {Jl)P' - y{JzN' 
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Where the final term in equation {12.5} disappears since ao and {Jo are constants, and Y is exogenous to 
the system. Next we substitute {12.4} for N' in equation {12.6}, to get 
As in the case of determining the solution to first-order differential equations, we again combine the 
solutions of the homogeneous form of the equation and the steady state to find the solution to a 
second-order differential equation . When finding the steady state for a second-order differential 
equation we can use the same procedure for finding the steady state of first-order differential 
equations. When we set Y' = 0 into a second-order differential equation we can also set Y" = 0 since 
the derivative of zero is obviously also zero. For this example, setting the two time derivatives equal to 
zero leaves 
Or 
3 The idea here is that if P > P there are unexploited profits leading to new firms entering the industry. 
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As in most of our previous examples, we do not need to complete the further steps in finding the steady 
state since the general form of the steady state is a constant, and we have therefore explicitly solved for 
the steady state in equation (12.8). Therefore the equilibrium price level is P, the level at which there is 
no new entry into and no exit from the industry. To complete our solution, we now need to add the 
solution to the homogeneous form of our equation to this steady state that we have found. However, 
since our differential equation now involves a second derivative we must find a new method for finding 
the solution to the homogeneous form of our equation. 
SECOND-ORDER DIFFERENTIAL EQUATIONS 
The general form of a linear, non-homogeneous secon~-order differential equation is 
(13.1) aoy"(t) + aly'(t) + a2y(t) = get) 
As in the case of first-order differential equations, we rewrite this formula as 
(13.2) y"(t) + b1y'(t) + b2y(t) = get), where b1 = a1 and b2 = az ao a o 
As in the case of first-order equations, we determine the solution of the homogeneous form of equation 
(13.2) and add the steady state to yield the full solution of the second-order differential equation. The 
procedure for finding the steady state of the non-homogeneous form is also the same as before 
(including the procedure of multiplying the steady state by t when the original form of the steady state 
fails). As for the homogeneous part, we again assume that the solution will be of the form Ae At , so that 
y'(t) = itAe At and y"(t) = it2Ae At . Substituting these solutions into the homogeneous form of 
equation (13.2) gives 
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and since we know that Ae At :;; 0, 
which is a quadratic equation in A. Such an equation has two roots, which are determined by the 
standard quadratic formula 
Since either root satisfies equation (13.4), we have two potential solution functions to the homogeneous 
form, 
and 
where al and a z are undetermined coefficients. In fact, since both functions qualify to be solutions, so 
does the sum of the two and the solution to the homogeneous form becomes 
We then combine equation (13 .7) with the steady state to the non-homogeneous part of (13 .2) to 
obtain the general solution 
where again V is used to indicate the steady state. Next, we need to calculate the values of the 
undetermined coefficients a l and a 2' To do this we need additional information . As we noted in the 
case of first-order differential equations, we need one independent piece of information for each 
undetermined coefficient to be solved. Typically, one of the pieces of information is the value of y at 
t = 0, also called the initial condition. Substituting this into equation (13 .8) and assuming the steady 
state, or equilibrium point, yet), is a constant non-moving equilibrium, V, we have 
(13.9) Yo - V = al + a2 
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However, this is a single linear equation in two unknowns, so we cannot solve for both al and a2' We 
need a second linear equation in the same unknowns, to get the second piece of information. There are 
a number of differentforms this additional piece of information comes in, but most commonly our 
second piece of information is the value of y' (t) at t = O. In this case, we know where the system 
starts and in what direction it is heading as it starts, and can then solve for the rest of the path it takes. 
From equation (6 .8) we see that y' (t) takes the form 
and at t = 0 this becomes 
which, since ill and il2 are known, is a linear equation in al and a 2' Combining equations (13 .9) and 
(13 .11) gives us two linear equations in two unknowns -and allows us to solve for al and a 2' Substituting 
these solved values into the expression for the general solution gives the complete solution to the 
particular problem at hand. To further examine the economic implications of these solutions we need 
to understand the different forms that the coefficients, or roots, ill and il2 can take on. Roots are 
typically categorized into two types, real and complex. Therefore we will now explore each of these 
types of roots in more detail. 
REAL ROOTS 
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First, let's consider the case where both Ai and ,12 are real and negative. When this is the case, we have 
both eA1t and eA2t tending to zero as time goes to infinity, therefore yet) converges to Y. This 
corresponds to the case in which the behavior of ye t) is the sum of the behaviors of two stable first-
order differential equations, each of which converges to the same equilibrium. The actual behavior of 
yet) is determined by the values of al and a2 . A second case of real roots is when both roots are 
positive. In this case both eA1t and eA2t are explosive so as t goes to infinity, yet) will also be explosive, 
and will diverge from.y without limit. Again, the actual behavior of yet) will depend on the values of 
the terms al and a2 . A more complicated case arises when one ofthe roots is positive and the other is 
negative. In this case, we call the equilibrium a saddle-point and although it is technically semi-stable, it 
is generally classified among the unstable roots. Suppose Ai is negative and ,12 is positive. Then in 
equation (13.8) we have one convergent and one divergent component, and the behavior of yet) will be 
a mixture of the two. As time approaches infinity, the explosive root must dominate since as t increase 
the convergent term goes to zero while the divergent term becomes steadily larger. However, at the 
beginning of the process the weight on the convergent term may be larger and the system may first 
display convergent behavior. How long the convergent behavior lasts will depend of the relative sizes of 
the weights on al and a2. However, eventually the term eA1t becomes sufficiently small relative to al 
so that the second, explosive element comes to dominate for all value of t after that point. From then 
on the system begins to diverge and moves steadily further away from the equilibrium as t increases. 
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This dynamic behavior takes the appearance of the graph below, which is called a saddle-point. 
y(t) 
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Yo 
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COMPLEX ROOTS 
Complex roots are very important in economic problems since they are associated with cyclical 
behavior. Since business cycles are a major part of most macroeconomic time series, the case of 
complex roots is necessarily an important case. Complex roots can only arise in differential equations of 
order higher than one, so first-order systems cannot represent cyclical behavior. When the roots (which 
must come in complex conjugate pairs) are complex, we can write 
when applying the usual rules for mUltiplying exponentials. In the complex root, w is referred to as the 
real part of the root while ±zi is the imaginary part. It is this imaginary, or complex part, which is 
associated with cyclical behavior. An expression ofthe form ezi can be converted in to an expression 
involving sine and cosines, which are cyclical variables. Combinations of sine and cosine functions, with 
various weights, can be used to represent a wide range of cyclical behavior. Typically sine and cosine 
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functions represent cycles of constant amplitude which repeat unchanged forever. However, by 
applying a weighting factor which increases or decreases over time it is possible to enlarge or contract 
the amplitude of the cycles, making them display convergent or divergent cyclical behavior. This is the 
role of the ewt elements in the terms above. When translating the exponentials with imaginary 
exponents in our equations in (14.1) above we get the solution terms to become 
To see how this transformation is made please refer to the appendix. From these expressions it can be 
seen that the term w controls the damping or amplification of the cycles over time. If w > 0, the 
cyclical term is multiplied by an element which is growing steadily over time, so that the amplitude of 
the cycle increases over time, taking yet) further from the steady state in a cyclical path. Conversely, if 
w < 0, the cyclical term is multiplied by a term which gets progressively smaller at time passes, so the 
amplitude of the cycles is damped over time, tending to zero which means that yet) approaches the 
steady state. We can also see that if w = 0, it is as if the cyclical term is constant and therefore neither 
damped or amplified and will repeat itself eternally. 
SUPPLY AND DEMAND EXAMPLE CONTINUED 
Now that we know the procedure for solving the homogeneous form of a second-order differential 
equation, we will return to our example of demand and supply. Recall that our second-order differential 
equation is 
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From above, we know that our homogeneous solution will be in the form 
and we can determine the values of A.l and A.z with the formula 
{15.3} 
To find these values for our demand and supply model let's assign specified values to the parameters for 
the sake of simplicity .3 
{15.4} Y = 0.7 
{15.5} al = 1 
{15.6} {Jl = 0.3 
{15.7} {Jz = 0.6 
{15.8} rJ = .44 
{15.9} P = 2.7 
Substituting these values into equation {15.1} gives 
{15.10} p" + 0.91P' + 0.168P = 0.168P 
Therefore equation {15.3} becomes 
4 This is only for demonstration purposes. The size of the parameters are very important and can be estimated 
using econometrics. 
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-O.91±JeO.91L 4(O.168)) 
{15.11} AV AZ = Z 
or 
{15.12} Al = -0.6525 
AZ = -0.2575 
Therefore the solution to the homogeneous form of the equation is 
In our work above, we have already found the steady state of the equation to be 
{15.14} P = P 
or with the given parameters 
{15.15} P = 2.7 
Combining the solution to the homogeneous form of the equation and the steady state gives us the 
solution 
{15.16} pet) = ale - O.65Z5 t + aze - O.Z575t + 2.7 
We can now substitute this solution and its first two derivatives back into equation {15.1O} to verify that 
this is indeed a solution to our model. First, we find the first derivative of equation {15.16} to be 
{15.17} P' = -0.6525ale-O.65Z5t + -0.2575aze-O.Z57 5t 
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and the second derivative of equation (15.16) to be 
(15.18) p" = 0.4258al e-O.65Z5t + 0.1813aze-O.Z575 t 
Substituting these three values into equation (15.10)' we have 
(15.19) 0.4258ale - O.65Z5 t + 0.1813aze-O.Z 575t + 0.91( - 0.6525e - O.65Z5t + - 0.2575aze-O.Z575t) + 
0.168(ale-O.65Z5t + aze - O.Z575 t + 2.7) = 0.4536 
which reduces to 
(15.20) 0.168(2.7) =0.4536 
which is true and therefore equation (15.10) is indeed a solution to our model. We can now analyze this 
model by considering the values of Aland Az found in equation (15.12). As we can see, both Aland Az 
are real and negative. This means that under the given parameters both eA1t and eA2t tend to zero as 
t ime goes to infinity, therefore the price converges to the steady state or equilibrium price level, P, the 
level at which there is no new entry into and no exit from the industry. We can also see from our 
solution that the further away the price is from the steady state, the faster it approaches the steady 
state and as the price approaches the steady state the change in price is much smaller over time. A 
graph of the possible time paths to the steady state price from different initial prices is given below. 
pet) Figure 1 
However, it is also possible for the same model to demonstrate cyclical behavior by merely having 
different values for the parameters. For instance, what if the values of the parameters were instead 
defined as follows 
{15.21} Y = 0.7 
{15.22} al = 0.1 
{15.23} /3l = 0.3 
{15.24} /32 = 0.6 
{15.25} ." = .4 
{15.26} P = 2.7 
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Note that the only value that has changed is the value of a l ' Substituting these new values into equation 
{15.1} gives 
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(15.27) p" + 0.28P' + 0.168P = 0.168P 
Therefore equation (15.3) becomes 
-0.28±J (0.282 -4(0.168)) 
(15.28) AV A2 = 2 
or 
(15.29) A1,A2 = -0.14 ± 0.3852 i 
Therefore the solution terms for the homogeneous form of the equation are 
(15.30) e(-0.14+0.3852 i)t = e-0.14teO.3852it = e-O.14t(cos 0.3852t + i sin 0.3852t) 
e(-0.14-0.3852 i)t = e-0.14te-0.3852it = e-O.14t(cos 0.3852t - i sin 0.3852t) 
Since the steady state of our example has not changed we can combine the solution terms in equation 
(15.30) with the steady state to find the new solution to our differential equation to be 
(15.31) pet) = a1 e-O.14t(cos 0.3852t + i sin 0.3852t) + a2e-0.14t(cos 0.3852t - i sin 0.3852t) + 2.7 
We can now analyze this model by considering the value of w, or in this specific example, -0.14. Since 
W < 0, the cyclical term is multiplied by a term which gets progressively smaller as time passes, so the 
amplitude of the cycles is damped over time, tending to zero. This means that again the price 
approaches the steady state, P, the level at which there is no new entry into and no exit from the 
industry. A graph of this cyclical model is below 
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pet) Figure 2 
t 
A 
As one can see, dynamic analysis can be of huge importance in cases such as these. In the examples 
above, we saw that a change in just one exogenous variable can dramatically affect the behavior of the 
price adjustments. Without dynamic analysis, we have no way of analyzing whether a given system 
converges directly to the steady state or takes a cyclical path to converge to the steady state. For 
example, suppose the economy was at point A. We would not know whether we were at point A in 
figure lor figure 2. Therefore; we would not know whether to worry about an economy that was going 
to have over inflated prices at point B or declining inflation rates. Now let's examine another example 
of a second-order differential equation. 
THE INFLATION AND UNEMPLOYMENT MODEL 
Now we will consider an interaction of inflation and unemployment. The model is set up as follows 
(16.1) IT = a - bU + hit, 0 < h ~ 1 
(16 .2) it' = j(p - it) , 0 < j ~ 1 
(16 .3) U' = -k(m - TC) , k > 0 
Where TC, it, and U denote the rate of inflation, the expected rate of inflation, and the unemployment 
rate respectively. a, b, h, and j are known parameters and m represents the growth of the nominal 
money balance. Equation (16.2) states that if the actual rate of inflation exceeds the expected rate of 
inflation, then the expected rate of inflation tends to rise . We can now show that the dynamics of this 
model can be described by a second-order linear differential equation . First, we substitute equation 
(16.1) into equation (16.2) to get 
(16.4) it' = j(a - bU) + j(h - l)it 
When we take the derivative of the above equation with respect to t, we have 
(16.5) it" = -jbU' + j(h - l)it' 
~ , 
We can then substitute equation (16.1) into this equation and use TC = ~ + it to get 
} 
(16.6) it" + (bk + j - jh)it' + jbkit = jbkm 
This equation is now in the general form of a second-order differential equation which we have seen 
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above. First, we will find the solution to the homogeneous form of the equation. From above, we know 
that our homogeneous solution will be in the form 
and we can determine the values of ..11 and ..12 with the formula 
(16.8) 
To find these values for our inflation and unemployment model let's assign specified values to the 
parameters for the sake of simplicity. 
(16.9) a = 0.9 
(16.10) b = 0.1 
(16 .11) h = 0.3 
(16.12) m = 2.9 
(16 .13) j = 1 
(16 .14) k = 0.6 
Substituting these values into equation (16.6) gives 
(16.15) ft" + 0.76ft' + 0.06ft = 0.174 
Therefore equation (16.8) becomes 
-O.76±jcO.76L 4(O.06)) 
(16.16) ill' il2 = --.!.....-----
2 
or 
(16.17) ill = -0.6705 
-12 = -0.0895 
Therefore the solution to the homogeneous form of the equation is 
51 
52 
Next, we find the steady state of the equation by setting both ft' and ft" equal to zero in equation (16.6) 
to find the steady state to be 
(16.19) ft =m 
or 
(16.20) fi: = 2.9 
Combining the solution to the homogeneous form of the equation and the steady state gives us the 
complete solution 
(16.21) ft(t) = ale-O.670St + a2e-O.089St + 2.9 
We can now substitute this solution and its first two derivatives back into equation (16 .15) to verify that 
this is indeed a solution to our model. First, we find the first derivative of equation (16.21) to be 
(16.22) ft' = -O.670Sale-O.670St + -O.089Sa2e-D.089St 
and the second derivative of equation (16.21) to be 
(16 .23) ft" = 0.4496al e-O.670St + 0.0080a2e-o.089St 
Substituting these three values into equation (16.15), we have 
(16.24) 
O.4496ale-O.670St + O.0080a2e-o.089St + O.76(-0.670Sale - O.670St + -O.089Sa2e-o.089St) + 
0.06(al e-O.670S t + a2e-O.089St + 2.9) = 0.174 
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which reduces to 
{16.25} 0.06(2.9) = 0.174 
which is true and therefore equation {16.21} is indeed a solution to our model. We again find that our 
solution consists of real and negative roots. This means that as time tends to infinity, the expected 
inflation rate will converge to the steady state, or the growth of the nominal money balance. However, 
again, we must notice that it would be very easy for this system to be transformed into a system 
involving positive real roots or complex roots which would completely change the behavior of 
expectations. 
CONCLUSION 
This undergraduate thesis demonstrates several models where dynamic analysis can contribute 
knowledge to a given economic situation which could not be concluded from static analysis. 
Furthermore, it points out the importance of the parameters in estimating the true path of the economy 
and why knowing this path is important for policy and forecasting purposes. Although we have only 
introduced selected well-known economic models in this paper, these examples should serve as an 
introduction and motivation to the world of dynamic analysis in economics. Applications of dynamic 
analysis in economics are multiplying rapidly, and if one desires to further their knowledge in the field of 
economics, the study of dynamic analysis is a necessity. As this paper only addresses first and second-
order differential equations, it is obvious that this paper is only an introduction to dynamic analysis. 
However, the material we have covered in this paper is more than sufficient to analyze any economic 
models that are examined at an undergraduate level. 
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APPENDIX 
I. First-order non-homogeneous differential equation with get) as a trigonometric function 
of the sine, cosine type 
In this case, our differential equation is 
(1.1) y' + by = Bl cos wt + Bz sin wt 
where Bit Bz, and ware given constants. To find the form of the steady state for this equation we set 
y', the derivative of y with respect to t, equal to zero since at equilibrium there is no change in y, which 
creates a steady state. When we do this we find the steady state to be in the form 
(1.2) Y = a cos wt + f3 sin wt 
where a and f3 are undetermined constants, which we can solve for by substituting equation (1.2) and 
its derivative into equation (1.1). First, we find the derivative of equation (1.2) to be 
(1.3) Y' = -aw sin wt + f3w cos wt 
and then substitute into equation (1.1) accordingly to find 
(1 .4) -aw sin wt + f3w coswt + b(a cos wt + f3 sin wt) = Bl cos wt + Bz sin wt 
We can then rearrange equation (1.4) to set combine the sine and cosine terms to get 
(1.5) (f3w + ba - B1 ) cos wt + (bf3 - aw - Bz) sin wt = 0 
Equation (1.5) will be satisfied for any t if, and only if, 
(1.6) (fJw + ba - B1 ) = 0, 
(bfJ - aw - B2 ) = 0 . 
We can then solve this system of two linear equations to find the values of a and fJ . Solving for these 
values can be quite messy if one does not substitute numbers in for the known constants. Therefore, 
we will now assign numerical values to the known constants of w, b, BlI and B2 as follows 
(1.7) w = 2 
b=6 
B2 = 8 
Please note that these numbers hold no real significance to the problem other than for the sake of 
simplicity. Now we can find the values of a and fJ by using the equations in (1.6) and (1.7) to find 
(1.8) a = -1 
fJ=l 
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Now we can substitute these values into our steady state form in equation (1.2) to find the steady state 
for our example to be 
(1.9) Y = - cos wt + sin wt 
After finding these values, we can combine the homogeneous form of the differential equation with this 
steady state to get the solution to the non-homogeneous differential equation to be 
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(1.10) y = Ae-6t - cos 2t + sin 2t 
where we have now substituted in the numerical values for our known constants. We can then test to 
see if this is indeed a solution to our differential equation by substituting this equation in for Y and the 
derivative of this equation in for Y' into equation (1.1). Please note that one will also need to solve for 
the value of A as we did in the example above, but this is not necessary for our purposes in checking the 
validity of the solution. First, we will take the derivative of equation (1.10) with respect to t to find 
(1.11) y' = -6Ae-6t + 2 sin 2t + 2 cos 2t 
Now we make the proper substitutions, including the values for our known constants, to find equation 
(1.1) to now be 
(1.12) 
-6Ae-6t + 2 sin 2t + 2 cos 2t + 6Ae-6t - 6 cos 2t + 6 sin 2t = -4 cos 2t + 8 sin 2t 
which is true, so we can conclude that the procedure of adding the homogeneous solution to the 
equation to the steady state does give the correct solution to the problem when get) is a function of the 
sine-cosine type 
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II. Transformation of imaginary complex roots to sine, cosine form 
When the roots are complex, they are first written as 
To see how exponentials with imaginary exponents translate into sine and cosine functions, consider 
the following Taylor series expansions 
{2.2} ax _ 1 + + (ax)2 + (ax)3 + e- ax----··· 
2! 3! 
x 2 X4 x 6 Cosx = 1- - + - - - + ... 
2! 4! 6! 
. x 3 X S x 7 Smx = X --+---+ ... 
3! 5! 7! 
Now replace ax in the exponential expansion with ix and also with - ix, remembering that i2 = -1. 
Then multiply the expansion of sin x by i and express (cos x + i sin x) and (cos x - i sin x) in terms 
of the expansions. It turns out that the first sum is the same as the expansion of eix and the second 
is the same as the expansion of e- ix . Therefore 
{2 .3} e ix = cosx + i sinx 
e-ix = cosx - isinx 
In our terms, x is equal to zt, so we have 
{2 .4} e iz t = coszt + i sinzt 
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e-iz t = coszt - i sinzt 
And the expressions for the solution terms become 
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