Abstract: This research introduces an inverse transient-based optimization approach to automatically detect potential faults, such as leaks, partial blockages, and distributed deteriorations, within pipelines or a water distribution network (WDN). The optimization approach is named the Pipeline Examination Ordinal Symbiotic Organism Search (PEOS). A modified steady hydraulic model considering the effects of pipe aging within a system is used to determine the steady nodal heads and piping flow rates. After applying a transient excitation, the transient behaviors in the system are analyzed using the method of characteristics (MOC). A preliminary screening mechanism is adopted to sift the initial organisms (solutions) to perform better to reduce most of the unnecessary calculations caused by incorrect solutions within the PEOS framework. Further, a symbiotic organism search (SOS) imitates symbiotic relationship strategies to move organisms toward the current optimal organism and eliminate the worst ones. Two experiments on leak and blockage detection in a single pipeline that have been presented in the literature were used to verify the applicability of the proposed approach. Two hypothetical WDNs, including a small-scale and large-scale system, were considered to validate the efficiency, accuracy, and robustness of the proposed approach. The simulation results indicated that the proposed approach obtained more reliable and efficient optimal results than other algorithms did. We believe the proposed fault detection approach is a promising technique in detecting faults in field applications.
Introduction

Background and Problem Statement
Water distribution networks (WDNs) in modern cities are usually large-scale, with complex systems and limited instrumentation. Water may be lost due to system aging, poor maintenance, and improper operations. The effective management of a water supply may be a serious engineering problem faced by cities, and rapid urbanization and infrastructure aging are expected to intensify in the future [1] . Faults in the pipeline system may not only cause problems in water resource management, but may also induce economic problems such as lost revenue or extensive repair times [2] . The faults in a pipeline or a WDN may be divided into three types: Leak, blockage, and deterioration, which may induce various problems. Leaks in pipelines and WDNs may cause large economic losses. Water supply networks leak an average of 20% of their water supply and lose an estimated U.S. $9.6 billion each year [3] . This may also affect environmental health and safety [4] [5] [6] and create water quality problems, such as equipment failure, problematic operations management, and errors in pipeline design [4, [7] [8] [9] . If a pipeline has blockages, this will reduce the pipe carrying capacity of the system that the former was more accurate in detecting the location of the blockage, while the latter was more reliable in predicting the severity of the blockage. Duan et al. [38] examined wave-blockage interactions under unsteady flow in pressurized pipelines. They revealed that an extensive blockage might change resonant frequencies and amplitudes, but a partial blockage might only affect resonant amplitudes. Lee et al. [27] used analytical, numerical, and experimental methods to investigate the importance of signal bandwidth in fault detection. They suggested that both low and high bandwidth signals should be considered in a transient-state system. A low bandwidth signal was used to identify the regions of suspected damage, while the fault's location and properties were pinpointed by the high bandwidth signal.
The condition of the pipe wall in pressurized pipelines changes with their age or operating condition. Pipe wall deterioration may be due to corrosion, material erosion, and external pressures with system aging. At present, the transient-based approach is recognized as a potential tool for the noninvasive detection of discrete and distributed deterioration in pressurized pipelines [39] . Many previous studies have investigated deterioration detection technologies for water transmission pipelines. Stephens et al. [40, 41] applied fluid transients and ITA to detect changes in the thickness of a pipe wall in a field test. They mentioned that the loss of cement mortar lining could lead to wall corrosion and significant changes in wave speed. Hachem and Schleiss [42] presented a transient-based approach to determine the stiffness of a pipe segment and identify the location of a structurally weak segment of a single pipeline. The location and length of the weak segment were identified using two mean wave speed values and the travel time of the reflections from a weak segment. Gong et al. [43] applied time-domain reflectometry (TDR) analysis to detect distributed deterioration in an experimental water transmission pipeline in a laboratory. They found that the size of the pressure wave reflection from a deteriorated section could be affected by any change in the pipeline impedance of the deteriorated section. Recently, Gong et al. [44] developed a new transient pressure wave generator using controlled electrical sparks. They provided high-frequency waves and improved the incident signal bandwidth. The location and length of thinner wall sections in an experimental pipeline system were then determined through a TDR technique.
Objective
Multiple fault detection in pipeline systems or WDNs using ITA is considered to be a troublesome issue because a large amount of input data and computation time is required. Moreover, the computation time and searching space in the optimization process may be enormous, especially for a complicated WDN with multiple faults. This paper presents a novel and efficient transient-based approach for multiple fault detection, including leak detection, partial blockage identification, and distributed deterioration determination, in a single pipeline or a WDN. An ITA-based hybrid heuristic approach called the Pipeline Examination Ordinal Symbiotic Organism Search (PEOS) was developed based on a combination of an ordinal optimization algorithm (OOA) and a symbiotic organism search (SOS). The proposed approach can simultaneously determine information on various faults via inverse calculation. Two experimental single pipeline cases and two numerical tests with different pipe network configurations were considered to examine the performance and capability of the proposed approach. The performance of PEOS was further compared to different optimization algorithms to demonstrate its accuracy and efficiency in predicting fault information. The reliability and robustness of the proposed approach for fault detection in a complicated WDN (considering data collection issues) was further validated.
Methodology
Pipe Network Simulation
EPANET is a widely used public software package for modeling hydraulic and water quality behavior in pressurized pipe systems. However, it needs an external functionality to model water leakage in a system in simulations [45] . Moreover, it is not easy to simulate the hydraulic behavior of a pressurized pipe system with blockages or deterioration. In order to simulate steady-state water head distribution in a network with various faults, we therefore developed a heuristic optimization algorithm called a pipe network symbiotic organism search (PNSOS) based on the algorithm for pipe network simulated annealing (SA) introduced by Yeh and Lin [46] . The SOS was adopted here to replace the SA in order to deal with a complex network for the sake of computational efficiency. The PNSOS is an efficient tool in estimating the steady-state nodal head and flow rate for a given pipe network system with faults before a transient operation. The Hazen-Williams (H-W) equation is then used to express the relationship between the flow rate and head loss for each pipe [47, 48] . The modified loss coefficient (K ij (t)) in the H-W equation for a pipe at used year t is defined as
where ij is defined from node i to node j for the variable, L ij is the length (m) of the pipe, and D ij is the internal pipe diameter (m). The modified H-W coefficient C HW ij (t) (for modeling the effect of pipe aging) is defined as [49] C HW ij (t) = 18 − 37.2 log
where t is the used year of the pipe, e 0ij (t) is the initial roughness (mm) of the pipe, and a ij (t) is the roughness growth rate (unique per year) in the pipe at year t. The following equations are used in the proposed approach to calculate the values of e 0ij and a ij [49] :
For a new installed pipe (i.e., t = 0), the value of C HW ij (t − 1) in Equation (3) is considered to be the initial value of the H-W coefficient at the time of pipe installation (i.e., C HW ij (0)). Thus, the modified H-W coefficient for each pipe could be iteratively obtained. On the basis of Equations (1)-(4), the flow rate Q ij (t) (m 3 /s) in each pipe at year t could be expressed as
where ∆H ij is the frictional head loss in a pipe. The equation of mass conservation at node i could be written as
where nn is the number of total neighbor nodes to node i, and QI i (t) is the demand or the source at node i. The flow rate is positive for flow out of node i and negative for flow into node i, while QI i is positive for inflow and negative for outflow. The objective function used in the PNSOS is defined as
where nd is the total number of nodes needed to estimate the nodal heads and flows in a network system.
Hydraulic Transient Model and Faults in the Pipeline
The unsteady pressurized flow in a pipe network with a known steady-state nodal head and flow rate can be described by a pair of partial differential equations, written as [50] gA ∂H ∂x
where g is the acceleration of gravity, A is the pipe cross-sectional area, H is the piezometric head, x is the distance along the pipe, Q is the volume flow rate, t is the time, D is the diameter of the pipe, a is the wave speed, and f is the friction factor, which can be described in steady-, quasi-steady-, or unsteady-state conditions. The friction factor was considered to be steady with a value of 0.02, since this study was numerical verification-oriented. Readers can refer to related studies regarding unsteady friction [51, 52] . Equations (8) and (9) are respectively the momentum and continuity equations. By means of the method of characteristics (MOC) and the finite difference method, both equations can be solved with appropriate initial and boundary conditions. Then the hydraulic transient heads and flow rates along the pipelines are solved. Three kinds of faults (i.e., leaks, partial blockages, and distributed deterioration) are considered and discussed. Both leaks and blockages could be described by the simple orifice equation and implemented as an internal boundary condition in the MOC analysis as [53] 
where Q O is the volumetric flow rate through the orifice, C dO is the discharge coefficient of the orifice, A O is the orifice area, and ∆H O is the head loss across the orifice. The leaks represent the flow loss through the offline orifice with no head loss, while the blockages represent the head loss through the inline orifice with no flow loss. The volumetric flow rate Q L through leakage is denoted as [53] 
where Q U and Q D are the volumetric flow rates upstream and downstream of the leakage, respectively; C dL A L is the discharge coefficient of leakage times the leak area of the orifice; H P and H out are respectively the heads at the leak and outside the leak; z is the pipe elevation at the leak; and H U P and H D P are respectively the heads upstream and downstream of the leak. The outside head is generally considered to be the atmospheric pressure head and is hence set to zero [53] . The initial value of C dL is set to unity, and the elevation z is assumed to be zero.
Similarly, a discrete (partial) blockage is treated as an inline valve with a constant opening area. The upstream and downstream of the blockage satisfy the continuity conditions of the head and flux. The volumetric flow rate Q B through the blockage is expressed as [53, 54] 
where Q U B and Q D B are respectively the flow rates upstream and downstream of the blockage; and C dB A B is the discharge coefficient times the orifice area of the blockage. Note that Equation (12) is a simple model to approximate a blockage of any shape and length [53] .
Deterioration (e.g., pipe wall damage or pipeline corrosion) often introduces a decrease in pipe wall thickness, which in turn introduces a change in the pipeline impedance and wave speed, defined as [39, 43] B
where B im i , a i , and A i are respectively the impedance, wave speed, and pipe cross-sectional area of ith reach. Their values are known in the MOC analysis.
Ordinal Optimization Approach (OOA)
Ho et al. [55] introduced the key cogitation of the OOA to reduce the process of searching for global optimal solutions blindly. Ordinal comparison and goal softening procedures are the major processes employed in the OOA. The approach looks for reliable and satisfactory solutions by searching through the relative rankings of each solution instead of directly evaluating the optimal solution in a complex optimization model. Thus, relatively better solutions are selected and used in the optimization process, and the best solution can be obtained without meaningless calculations and iterations of the worst solutions.
Symbiotic Organism Search (SOS)
The SOS algorithm [56] is an evolutionary metaheuristic algorithm inspired by actual biological interactions in nature, such as mutualism, commensalism, and parasitism. Like other population-based algorithms (e.g., a GA and PSO), the SOS shares the following similar features: (1) Control parameters should be properly settled before operation; (2) it has operators to enhance or improve candidate solutions via the interaction of each solution; (3) it has a selection mechanism to determine the current optimal solution in the solution domain and preserve the current best solution during the process [56, 57] . Furthermore, the SOS algorithm requires no algorithm-specific parameters. Only the initial ecosystem (population) size and the maximum number of iterations are needed.
In short, the organisms (solutions) in the ecosystem are guided toward the current best organism in mutualism and commensalism states, while the parasitism state is used to prevent the organisms trapping in a local optimal solution. These three states are repeated until the stopping criterion is achieved. Details about the SOS algorithm are given in the Supplementary Materials.
Inverse Transient Analysis (ITA)
The ITA introduced by Pudar and Liggett [58] was developed by minimizing the errors between the measured and calculated system state variables (i.e., pressure or flow rates). Various potential faults with unknown parameters (fault information) are tested in a numerical simulator until the measured state variable traces match the calculated ones [4] . A heuristic algorithm is a useful tool for the numerical simulators of ITA because it can explore global or near-global optimum solutions in the search space in an affordable time [28] . However, the ITA method relies on an accurate transient model of the system. A model consisting of transient and boundary conditions with correct system parameters is needed in ITA for obtaining a reliable transient response in the system [5] . The pressure measurements are theoretically more suitable than the volume measurements (i.e., flow rate) because the response of the pressure is more sensitive than that of the flow rate in the ITA [59] . Transient flow is not easy to precisely measure in practice with a very high sampling rate, when only the pressure can be measured. The objective function F in the proposed approach for fault detection is defined as
where m is the total number of observation points in the network; n is the total amount of data at an observation point; and H o ij and H s ij represent the ith observed and simulated heads at observation point j, respectively. Thus, an ITA model was set up for a pipe network, in which head specifications were computed as a function of unknown variables
, and A D (listed and defined in Table 1 ).
Development of PEOS
The PEOS is a hybrid heuristic algorithm combining the screening procedure of OOA and the heuristic algorithm SOS to automatically determine fault information in WDNs. The overall operational architecture and steps of PEOS are briefly given below (also in Figure 1 ):
Import the network configurations; 2.
Randomly generate candidate solutions (CASes) with different fault information consisting of the unknown variables listed in Table 1 ; 3.
Rearrange the network configurations, since the new fault points (leaks and blockages) and/or new fault pipe reaches (deterioration parts) are added; 4.
Use PNSOS to calculate the optimal steady-state nodal heads and piping flow rates within a given WDN for each CAS; 5.
Generate hydraulic transient events and apply the MOC to obtain the transient head distribution of each CAS; 6.
Utilize Equation (14) to calculate the CASes' objective function values (OFVs) and rank them. The top 5% of CASes with smaller OFVs are selected for the next step; 7.
Consider the selected CASes to be initial organisms for the ecosystem of the SOS used in the pipe examination; 8.
Execute the fault detection procedure, in which the organisms containing fault information continually move forward to the current best solution (X best ), with optimal fault information due to the three states of the SOS; 9.
Check whether the optimization process satisfies the stopping criterion. If so, the fault detection procedure is then terminated and moves to the next step. Otherwise, the searching process goes on.
The first stopping criterion is defined as the absolute difference between two successive optimal OFVs (in Equation (14)), which is always less than 10 −4 within four iterations. The second criterion for fault detection is the iteration reaching the specified maximum limit. 
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Benchmark Evolutionary Algorithms
To validate the ability of the proposed approach in obtaining global optimal fault information, the performance of PEOS will be further compared in a later section to other evolutionary algorithm-based approaches, including a pipe examination genetic algorithm (PEGA), pipe examination particle swarm optimization (PEPSO), and a pipe examination symbiotic organism search (PESOS).
PEGA and PEPSO are benchmark pipe examination techniques that were developed based on the evolutionary algorithms of GA and PSO. A GA and PSO are employed as optimization tools to substitute the algorithm SOS uses in PESOS. PEGA uses a process involving selection, crossover, and mutation to evolve a population of potential solutions toward improved solutions. In PEPSO, the potential solutions, called particles, fly through the problem space by following the current optimum particle. Each particle's movement is influenced by its local best-known position and is also guided toward the global best-known positions in the search space. The readers may refer to References [29, 60] for detailed discussions on the use of GAs. In addition, more detail about the application of PSO can be obtained in References [32, 61] . The other benchmark approach is PESOS, which is a simplified fault detection approach similar to PEOS but without the preliminary elimination procedure (i.e., the OOA) for the initial organisms. The initial solutions of PEGA, PEPSO, and PESOS are randomly generated from feasible solution domains with corresponding upper and lower bounds. The control and specific parameter settings for each algorithm are listed in Table 2 . Table 2 . Specific parameters for each algorithm, with N P = 10, 20, or 50, and M iter = 10,000 or 20,000.
PEGA PEPSO PESOS and PEOS
No specific parameters required c = 0.8 v = X min /10~X max /10 g = 0.9 -Note: N P = population size/ecosystem size; M iter = maximum iteration; m = mutation rate; c = crossover rate; g = generation gap; w = inertia weight; v = limit of velocity.
Laboratory Experiments and PEOS Simulations
Experiment Configurations
Two cases of experimental reservoir pipe valve (RPV) systems with leaks or blockages that have been reported in the literature were adopted to verify the applicability of PEOS. The first case was carried out in a specially constructed RPV system at Imperial College (IC), London [62] . The system had a pump and tank upstream and a valve at the downstream end. The valve was a transient generation point, and pressure signals were also measured there at the same time. The IC pipe was made of high-density polyethylene (HDPE) with an inner diameter of 50.6 mm and a length of 272 m. Two leaks with different orifice sizes of 1.21 × 10 −5 m 2 and 1.50 × 10 −5 m 2 occurred at the locations of 65.95 m and 146.32 m, respectively: This was measured from upstream. These two leak orifices were very small, and the discharge coefficient was considered to be one. Thus, the C dL A L s for the two leaks was respectively 1.21 × 10 −5 m 2 and 1.50 × 10 −5 m 2 . The initial flow rate downstream was 1 L/s.
The second case was carried out at the Water Engineering Laboratory (WEL) at the University of Perugia, Italy [63] . A pressurized tank upstream of the system supplied the pipe, and a valve was located at the downstream end for data measurement and transient generation. The WEL pipe was also made of HDPE, with an inner diameter of 93.3 mm and a length of 164.93 m. A partial blockage was located at 88.96 m, measured from upstream. The partial blockage was simulated by an inline valve with a diameter of 38.8 m, and thus the C dB A B was 1.18 × 10 −3 m 2 . The initial flow rate downstream was 2.57 L/s.
PEOS Simulation
In the PEOS application, the IC pipeline system was divided into six series segments with seven nodes. Each segment was assigned a pipe number from 1 to 6 from upstream to downstream. The first five segments had the same length, 50 m, and the last segment had a length 22 m. Two leaks, L1 and L2, which occurred 65.95 m and 146.32 m from the upstream end, were respectively placed in segments 2 and 3. The WEL pipeline system was partitioned into four series segments with five nodes. From upstream to downstream, the segments were given a pipe number from 1 to 4. Segments 1 to 3 had the same length, 50 m, and the last one was 14.93 m. A blockage named B1 was located at segment 2 and was 88.96 m from upstream. A valve was set at the last downstream node for measurement and transient generation for both pipeline systems. The distance interval (∆x) was considered to be 2 m to divide each segment for PEOS to search for leaks. The simulation durations for the IC and WEL pipeline systems were selected to be 15 and 5 s, respectively.
The temporal head distributions predicted by the PEOS for the IC and WEL pipeline systems were respectively displayed in Figure 2a ,b. Both predicted temporal head distributions exhibited oscillatory patterns almost identical to the experimental data, indicating that the transient events in the IC and WEL pipeline systems could be precisely simulated by PEOS. Fault information was successfully identified, with the initial values listed in Table 3 . In the IC pipeline system, L1 and L2 were respectively detected at 66 m in segment 2, with C d As = 1.23 × 10 −5 m 2 , and at 146 m in segment 3, with C d As = 1.52 × 10 −5 m 2 . Blockage B1 in the WEL pipeline system was identified at 88 m in segment 2, with C dB A B = 1.20 × 10 −3 m 2 . The leak and blockage locations in both systems were accurately determined by the proposed approach. The largest relative difference (E) between the actual C dL A L s/C dB A B and the predicted one was 1.69% for detecting blockage B1 in the WEL pipeline system. The relative differences were insignificant in both systems. The success of PEOS in fault detection indicated that PEOS performs excellently in a pipeline system. Note: E = relative difference between the predicted CdLAL/CdBAB and the actual one.
Fault Detection in a Synthetic Pipe Network
Simulation Setup and Pipe Network Configuration
A synthetic benchmark WDN (pipe network A) was adopted from Reference [46] to test the applicability of PEOS in fault detection. The associated simulation followed the concept of district Note: E = relative difference between the predicted C dL A L /C dB A B and the actual one.
Fault Detection in a Synthetic Pipe Network
Simulation Setup and Pipe Network Configuration
A synthetic benchmark WDN (pipe network A) was adopted from Reference [46] to test the applicability of PEOS in fault detection. The associated simulation followed the concept of district metering areas (DMAs), implying that the inflow and outflow of the pipe network system were steady and completely understood. User demands in the pipe network were considered to be constant and could be separated through continuous observation of mass conservations of flow measurements. Pipe network A, shown in Figure 3 , is composed of 11 pipes, 9 nodes (with 7 in continuous outflow), 1 potential leak, 1 partial blockage, and 1 distributed deterioration reach. Notice that the characters "N", "P", "L", "B", and "D" represent the node, pipe, leak point, blockage point, and distributed deterioration reach, respectively. The properties of the pipes and nodes of pipe network A are listed in Table 4 . The pipe material was considered to be cast iron with an aging effect on the material. Thus, the initial H-W coefficient C HW (0) for each pipe was 130. The H-W coefficient considering the effect of pipe aging (C HW (t)) for each pipe was calculated through Equations (2)- (4) and is given in the last column of Table 4 . The initial wave speed a 0 of all pipes was postulated as 1000 m/s [25] , except for the faulty parts. The impedance of each pipe was calculated by Equation (13) and is given in Table 4 . Node N1 was the water supply node, with a constant inflow rate of 400 L/s and a constant head of 120 m. In addition, continuous discharges at N2, N3, N4, N5, N6, N8, and N9 had rates of 80, 40, In the following section, the performance of the proposed approach is validated and compared to the other evolutionary algorithm-based approaches mentioned in Section 2.7. The maximum iteration (M iter ) was 10,000. Notice that all of the results presented in the following sections were performed on a personal computer with an Intel 2.8 G i5-8400 CPU and 32 GB of RAM. In the following section, the performance of the proposed approach is validated and compared to the other evolutionary algorithm-based approaches mentioned in Section 2.7. The maximum iteration (Miter) was 10,000. Notice that all of the results presented in the following sections were performed on a personal computer with an Intel 2.8 G i5-8400 CPU and 32 GB of RAM.
Validation and Application of PEOS
The steady-state nodal heads and piping flow rates of pipe network A were solved by PNSOS in 52 s. The transient head distributions were further predicted by three benchmark algorithms and the proposed approach. Temporal transient perturbations were observed at N8 by applying different approaches with the various NP displayed in Figures 4a-d , and the predicted results are given in Table 5 . The figures show that the transient perturbations fluctuated between 20 and 140 m with similar oscillatory patterns over 30 s. Figure 4a ,b shows that PEGA and PEPSO overestimated the transient perturbations for the case NP = 10 due to an overestimation of the leakage area size by both algorithms. Such results reflect that the WDN contained a larger total flow rate at the beginning of transient perturbations. Moreover, the blockage at P10 was not detected by either PEGA or PEPSO. Thus, the transmission of water and pressure may not have been affected by the blockage, resulting in the accumulated volumes of water at N8 being higher than other cases when the transient operation point was closed. The predicted head was also overestimated in the case of PEGA for NP = 
The steady-state nodal heads and piping flow rates of pipe network A were solved by PNSOS in 52 s. The transient head distributions were further predicted by three benchmark algorithms and the proposed approach. Temporal transient perturbations were observed at N8 by applying different approaches with the various N P displayed in Figure 4a Figure 4a ,b shows that PEGA and PEPSO overestimated the transient perturbations for the case N P = 10 due to an overestimation of the leakage area size by both algorithms. Such results reflect that the WDN contained a larger total flow rate at the beginning of transient perturbations. Moreover, the blockage at P10 was not detected by either PEGA or PEPSO. Thus, the transmission of water and pressure may not have been affected by the blockage, resulting in the accumulated volumes of water at N8 being higher than other cases when the transient operation point was closed. The predicted head was also overestimated in the case of PEGA for N P = 20. The calculations in both PEGA and PEPSO were forced to stop because they reached the maximum iteration, M iter = 10,000, in the cases of N P = 10 and 20. In contrast, the temporal transient perturbations displayed in Figure 4c ,d were precisely reconstructed by two SOS-based approaches for all cases of ecosystem size. Deterioration, a blockage, and a leak were detected at P1, P10, and P11, respectively. Table 5 shows that the deterioration, blockage, and leak information was also accurately predicted by two SOS-based approaches. The results prove that those two SOS-based approaches are capable of obtaining optimal fault information even after using fewer initial organisms, reflecting that PESOS and PEOS had great abilities in obtaining the best solution even when using less input data and guessing values. This may have greatly reduced the searching process and computation times. Moreover, Figure 5a ,b displays the predicted results of PEOS for impedance and wave speed along P1 and P10, respectively. Both a partial blockage and a deteriorated section can also be identified from the plots of the predicted distributions of the impedance and wave speed in Figure 5 . The successful numerical simulation validated the proposed approach to detecting various faults in WDNs. The present techniques were further executed five times to guarantee the reproducibility of the predicted result and to test its efficiency, accuracy, and robustness for obtaining the optimal solution. The NP was fixed at 50 for all algorithms, and thus all approaches were ensured to deliver accurate predictions, as the results demonstrate above. Table 6 delineates the performance of PEOS and other approaches (five times) in obtaining the optimal fault information of pipe network A. PEGA, PEPSO, and PESOS took about 331.2, 302.2, and 105.4 min and 8072, 7604, and 3882 iterations, respectively, to obtain optimal results over a five-time average. In contrast, PEOS took about 50.6 min and 1382 iterations to complete the searching process and obtain the optimal result. Apparently, PEOS outperformed PEGA and PEPSO, not only in computation time but also in convergence speed. The computational efficiency of PEOS was approximately 84.7% and 83.2% better than PEGA and PEPSO. The computational efficiency of PEOS in fault detection in the WDN significantly improved as a result of using the OOA and SOS. In addition, PEOS saved about 52.8% in computing time and 64% in iterations compared to PESOS, indicating that the OOA could significantly speed up optimization computation The present techniques were further executed five times to guarantee the reproducibility of the predicted result and to test its efficiency, accuracy, and robustness for obtaining the optimal solution. The N P was fixed at 50 for all algorithms, and thus all approaches were ensured to deliver accurate predictions, as the results demonstrate above. Table 6 delineates the performance of PEOS and other approaches (five times) in obtaining the optimal fault information of pipe network A. PEGA, PEPSO, and PESOS took about 331.2, 302.2, and 105.4 min and 8072, 7604, and 3882 iterations, respectively, to obtain optimal results over a five-time average. In contrast, PEOS took about 50.6 min and 1382 iterations to complete the searching process and obtain the optimal result. Apparently, PEOS outperformed PEGA and PEPSO, not only in computation time but also in convergence speed. The computational efficiency of PEOS was approximately 84.7% and 83.2% better than PEGA and PEPSO. The computational efficiency of PEOS in fault detection in the WDN significantly improved as a result of using the OOA and SOS. In addition, PEOS saved about 52.8% in computing time and 64% in iterations compared to PESOS, indicating that the OOA could significantly speed up optimization computation by reasonably avoiding blind searches and unnecessary objective function evaluations in the optimization process. PEOS had superiority over the other methods in its fast convergence and effective computation. It also gave more accurate results than the other evolutionary-based algorithms. Note: CPU time is the computation time.
Faults Detection in Large-scale WDN
Simulation Setup and Large-Scale WDN
PEOS further demonstrated its accuracy and robustness in fault detection on a large-scale drinking WDN by considering different data collection issues. Figure 6 displays the structure of pipe network B with various faults. Pipe network B was modified from Reference [64] with the data of the pipe characteristics listed in Table 7 . The pipe network consisted of 74 pipes and 48 nodes, including 11 continual consumption nodes, 2 water supply nodes, and 2 constant-head reservoirs. All pipes were considered to be long-term used cast iron pipes. Hence, the initial H-W coefficient C HW (0) and wave speed a 0 for all pipes in pipe network B were 130 and 1000 m/s, respectively. The C HW (t) for various pipes was also calculated by Equations (2)- (4) and is listed in the last column of Table 7 . N1 was the first reservoir with a constant-head of 138.9 m, and the second reservoir N2 had a constant-head of 91.4 m. The inflow rates at nodes N9 and N31 were both 1620.33 L/s. The consumption rates at nodes N10, N14, N17, N21, N25, N30, N32, N37, N45, N46, and N47 were respectively 23. N1 was the first reservoir with a constant-head of 138.9 m, and the second reservoir N2 had a constant-head of 91.4 m. The inflow rates at nodes N9 and N31 were both 1620.33 L/s. The consumption rates at nodes N10, N14, N17, N21, N25, N30, N32, N37, N45, N46, and N47 were respectively 23. 15, 17.36, 162.04, 74.07, 104.17, 12.73, 92.59, 138.88, 254.63, 196 .76, and 16.2 L/s. Three leaks were separately located at different pipes. Leak L1 was at the middle of P19 and was 1150 m away from N36. Leak L2 was located at P32, 0 m away from N22, implying that leak L2 occurred exactly at N22. Leak L3 was 960 m away from N12 and was located at P41. The C dL A L values for L1, L2, and L3 were respectively 2.00 × 10 −4 , 1.00 × 10 −4 , and 1.20 × 10 −4 m 2 . In addition, Q L s was 2.0, 1.0, and 1.5 L/s for L1, L2, and L3, respectively. Two partial blockages, B1 and B2, were respectively situated at P23 and P39. B1 was 200 m away from N33 and blocked 20% of the cross-sectional area of P23, while B2 was 600 m away from N10 and blocked 15% of the cross-sectional area of P39. Hence, the C dB A B values of B1 and B2 were 4.0 × 10 −1 m 2 and 6.0 × 10 −1 m 2 , respectively. Moreover, two distributed deterioration reaches, D1 and D2, occurred at P62 and P67, respectively. D1 was located at P62, 400 m away from N22, while D2 was located at P67, 600 m away from N19. The length, wave speed, impedance, and cross-sectional area of D1 were respectively 40 m, 800 m/s, 163.2 s/m 2 , and 0.50 m 2 , while those of D2 were 30 m, 600 m/s, 122.4 s/m 2 , and 0.50 m 2 . The properties of the two deterioration reaches are shown in Figure 6 as well. The outflow node N17 was considered to be the transient operation and data collection point for pipe network B. The ∆t was also selected to be 0.01 s. Thus, the initial ∆x was also considered to be 10 m for the intact pipe reach and was further altered with different wave speeds in the deterioration reach. Because the WDN scale was large and complicated, the transient wave may have taken more time to arrive at the fault points/parts. The total simulation time increased to 60 s. A total of 6001 data points should be collected and used in a complete simulation. Two different cases with different data collection issues were considered to test the reliability of the proposed approach for fault detection in a large-scale WDN. N P was chosen to be 50, and M iter was updated to 20,000 for possible enormous iterations. The transient excitation period was chosen as 5 or 10 s for the simulation of the complete closure of the valve.
Case Description and Error Criteria
Three cases were selected to test the capability of PEOS in fault detection in a complex pipe network such as pipe network B, considering the effects of limited observations, measurement errors, and inappropriate transient operation. Case 1 used less data, with a low frequency of 0.1 s (i.e., 10% of the original sampling frequency) to represent instrument limitations in the field survey, and thus 601 data points were collected and used in the simulation of case 1. In case 2, measurement errors were added to the 601 low-frequency data points to depict the uncertainty in data collection. Notice that the white noise ε was normally distributed, with a zero mean and a standard deviation of 0.01 m, which was generated as a random measurement error that was added to each data point in case 2. The observation heads with errors were defined as
Case 3 was designed under the same sampling frequency as case 1, but the transient operation time was extended to 10 s to address the effects of an inappropriate transient operation. There were 601 data points collected after 10 s of transient operation that were used in the simulations of case 3.
In order to evaluate the effects of limited observations and measurement errors on the results predicted by the proposed approach, two error criteria, the standard error of the estimate (SEE) and mean error (ME), were considered. The SEE is a measure of the accuracy of predictions, defined as the square root of the sum of squared errors between the observed and predicted heads divided by the number of degrees of freedom, which equals the number of observed data points minus the number of unknowns. The criterion ME is the average of the sum of errors between the observed and simulated heads.
Results and Error Analysis
The steady-state hydraulics of pipe network B were predicted by PNSOS in 309 s, and the transient event was then generated by closing the valve at N17. The transient head distributions for cases 1-3 were therefore measured at N17. Table 8 shows the results of fault detection for cases 1-3. In case 1, the information about deterioration reaches D1 and D2 was accurately determined with its corresponding parameters. The locations of three leaks and two blockages were also precisely detected by PEOS. It is noteworthy that leak L2 at node N22 was isolated by the proposed approach, indicating that PEOS was capable of handling the case of pipe junction leakage. In case 1, the E between the actual C dL A L s/C dB A B values and the predicted ones was insignificant. Table 9 shows the values of the ME and SEE, which for case 1 were 3.41 × 10 −6 m and 1.27 × 10 −4 m, respectively. The results denote that the predicted heads were not affected by the use of limited observations. The results for case 1 and the small ME and SEE values indicate that PEOS had the potential to deliver moderately good results in a field survey even when only a few observations were available. The success of using fewer measurements indicates that PEOS may not be restricted by instrument limitations. In addition, the data measurement period can therefore be reduced, and the system impact due to a transient event may be slight while using PEOS. Table 8 shows that PEOS provided relatively good results for deterioration detection in case 2. The locations of the deterioration segments, determined at 390 m for P62 and 610 m for P67, deviated slightly from the actual ones, which were instead located at 400 m for P62 and 600 m for P67. The lengths of D1 and D2 were accurately determined. The impedances for D1 and D2 were respectively estimated as 162.0 and 121.5 s/m 2 , with corresponding wave speeds of 794.3 and 595.8 m/s. For leak and blockage detection in case 2, the predicted locations of three leaks and two blockages were close to the real locations, implying that the measurement errors may not have affected location detection. There were errors in the predictions of C dL A L and C dB A B in case 2. The relative differences between the predicted C dL A L values and the actual ones were about 6%, 2%, and 5.83% for L1, L2, and L3, respectively. The relative differences between the determined C dB A B values and the real ones were about 5.25% for B1 and 4.17% for B2. The results showed that the predicted C dL A L values and C dB A B may have been more sensitive than location to measurement errors. This was due to the fact that the OFVs used in PEOS for fault detection were directly related to the head difference (i.e., Equation (14) ), which may have been directly influenced by the change in leak area and blockage area. The MEs and SEEs for case 2 are listed in Table 9 and were respectively 1.73 × 10 −4 m and 6.35 × 10 −2 m, which were both two orders larger than those of case 1. Such a result indicates that measurement errors may have affected accuracy in determining the leak area and blockage area. Thus, data uncertainty should be of concern as an important issue in fault detection in a large-scale pipe network or in future field applications.
In case 3, leaks, blockages, and deterioration segments were also accurately determined by PEOS, with its associated parameters listed in Table 8 . The locations of various faults were precisely detected by PEOS. The sizes of leaks and blockages were slightly overestimated compared to case 1, with the largest relative difference, 2.5%, for L3. The values for the ME and SEE for case 3 were respectively 3.29 × 10 −6 m and 1.12 × 10 −4 m, as shown in Table 9 . The results indicate that the predicted heads were not affected, while the transient operation was inadequate. Note that the concept of ITA is to minimize errors between the measured and calculated system state variables. Measurements with an unsuitable transient operation still work well based on the objective function of ITA. The results of case 3 reveal that PEOS can provide good predictions when using different transient operation durations. However, a rapid transient operation is recommended, because it produces large system response data, thus improving the performance of the ITA [31] . Table 8 . The optimal fault information of pipe network B predicted by PEOS for three cases. 
Conclusions
This paper demonstrates an inverse transient-based heuristic optimization approach called PEOS for pipe examination in a pipeline or pipe network system. The application of PEOS was verified by two experimental RPV systems in the literature, and PEOS was further applied to identify fault information in synthetic pipe networks. PEOS was used to detect faults in an experimental pipeline (carried out at Imperial College London) and in a pipeline at the Water Engineering Laboratory at the University of Perugia. The head distributions predicted by PEOS agreed well with those from the experiments reported in the literature. The leak and blockage information in both systems was accurately determined by the proposed approach. The results indicated that PEOS provided good predictions in fault detection in a real pipeline system.
The proposed approach was further compared to three evolutionary-based algorithms in fault detection in a synthetic benchmark pipe network. Temporal head distribution and fault information were accurately predicted by PEOS and agreed well with the actual ones, even when using only 10 initial input organisms. PEOS on average took about 50.6 min and 1382 iterations to obtain the optimal results, which is significantly faster than other algorithms. The results indicated that the OOA made the proposed approach avoid most unnecessary calculations of incorrect solutions and quickly converge to the optimal result via three states of SOS. In other words, PEOS not only provided predictions with better accuracy and robustness, but also performed better at computational efficiency. The proposed approach with these two advantages obviously outperformed other algorithms.
To illustrate the applicability of PEOS in fault detection in real-world problems, a large-scale WDN with three data collection statuses was considered as a field study to represent practical issues. The results indicated that PEOS performed well in solving the fault detection problem, considering the effects of limited observations and measurement errors in a complicated WDN. The effect of limited observations on the estimated result was not significant, but the measurement errors induced some inaccuracy. When the observations contained measurement errors, the predicted C dL A L and C dB A B had slight deviations compared to the actual ones, indicating that PEOS could achieve good results if the measurements were well collected. Moreover, the results revealed that inappropriate transient operation may not have affected the performance of PEOS in predicting head distribution and fault information.
In summary, we demonstrated via the simulations that PEOS has the ability to simultaneously detect various faults in a pipeline and pipe networks and can outperform other existing evolutionary-based algorithms. Another superiority of PEOS over competing algorithms is the small number of parameters that must be tuned. Fault information can be precisely predicted even when observations are collected with issues. The cases presented in this study were for relatively simple pipe system configurations and operations. Extending the current work from numerical simulations to solving the problems of real-world complicated WDNs would be an interesting direction for further research. 
