Abstract. Background Subtraction methods are wildly used to detect moving object from static cameras. It has many applications such as traffic monitoring, human motion capture and recognition, and video surveillance. It is hard to propose a background model which works well under all different situations. Actually, there is no need to propose a pervasive model; it is a good model as long as it works well under a special situation. In this paper, a new method combining Gaussian Average and Frame Difference is proposed. Shadow suppression is not specifically dealt with, because it is considered to be part of the background, and can be subtracted by using an appropriate threshold. At last, a new method is raised to fill small gaps that the detected foreground or the moving objects may contain.
Introduction
Background Subtraction is the first and impotent step in many computer vision applications such as moving object detection, people tracking, traffic monitoring, video surveillance and video semantic annotation. In order to robustly track the moving object, an accurate, reliable and flexible background model is required. As raised in paper [1] , a good background model must have the following features: high precision; with the two meanings of accuracy in shape detection and reactivity to changes in time; flexibility in difference lighting conditions; and efficiency in order to provided in real-time. Many background subtraction methods have been proposed in the past decades including Running Gaussian Average , Temporal Median Filter , Mixture of Gaussians , Kernel Density Estimation (KDE) , Kalman Filter , and Cooccurence of Image Variations . These methods are either too time consuming (like GMM with online EM algorithm) or too space consuming (like Temporal Median Filter proposed in [3] ). Running Gaussian Average is a simple method to describe a background, and it can get a real-time performing. But the shortcoming is it is not a so accurate one. Many methods have been proposed to improve the performing of this method. Koller et al. in [4] remarked that the model should be selectively updated. Sumer Jabri et al. in [5] combined this method with edge information to improve the quality and reliability of the results. In this paper, we combine this method with frame difference method, and we propose a new method to fill small gaps that the foreground or the moving objects may contain. In shadows and ghosts suppression aspect, R. Cucchiara et al. in [1] [6] proposed some effective methods, and got good results. In this paper, we consider shadows as part of the background based on the assumption that the shadow is not strong, so we can eliminate it using an appropriate threshold during the background updating period.
The rest of the paper is organized as follows. In section 2, Running Gaussian Average method is summarized. Frame difference method is discussed in detail in section 3. Then the experiment results and conclusion are discussed.
Running Gaussian Average Model and Frame Difference
As described by Wren et al. in [2] [5], the background is modeled based on ideally fitting a Gaussian probability density (pdf) on the last n pixel's value. For each pixel, a running The Frame Difference Method [7] is based on the fact that these is nearly no variation of background in consecutive two or three frames. So the moving objects can be simply extracted by the difference of the current frame and the previous frame. In order to eliminate the ghost in the difference images, an intersection step is performed on the consecutive two binarilized difference images. After the above procedure, a binary mask f t B is derived.
The Combination of the Two Methods
The motivation of combining the two methods is that the masks witch we get above can compensate each other. So we integrate window is employed to remove the small gaps [7] . We set each foreground pixel at the center of the window, and if there are more than half of the foreground pixels contained in the window, then we will fill the gaps within the window. This method is effective to the small gaps, but it is helpless with the big holes. Then step2 is performed.
3
× 5 × step2: filling big holes Actually, holes are part of foreground regions, but misplaced as the background. In order to check if a background pixel is misplaced or not, we employed a larger window. Set each background pixel at the center of the window, and check if there are enough foreground pixels at each direction of eight directions (north, south, east, west, northeast, northwest, southeast and southwest), if there are, then this pixel belongs to the foreground, and we give it the value 255.
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Experiment Results and Conclusions
In our experiment, the proposed method is compared with the running Gaussian average and the frame difference, and the results are shown in Fig.1 .
From the experimental results, we can see that, the result of the running Gaussian average c t B is no so satisfied, many pixels of the moving object is wrongly detected; the edge of the object is not consecutive too. The frame difference has a better result
is also has some gaps and holes, which should be removed from the masks. The result of the proposed method is shown in Fig.1. (c) , which is more accurate and reliable. Fig.1. (d) is the result after filling the gaps and holes.
But when a moving object stops, it will be quickly incorporated into the background.
This may result in object losing when used to object tracking application. And how to further eliminate the noise is also a challenging problem. 
