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STOCHASTIC CALCULUS OF VARIATIONS FOR GENERAL LE´VY PROCESSES AND
ITS APPLICATIONS TO JUMP-TYPE SDE’S WITH NON-DEGENERATED DRIFT
ALEXEY M.KULIK
Abstract. We consider an SDE in Rm of the type dX(t) = a(X(t))dt + dUt with a Le´vy process U and
study the problem for the distribution of a solution to be regular in various senses. We do not impose any
specific conditions on the Le´vy measure of the noise, and this is the main difference between our method and
the known methods by J.Bismut or J.Picard. The main tool in our approach is the stochastic calculus of
variations for a Le´vy process, based on the time-stretching transformations of the trajectories.
Three problems are solved in this framework. First, we prove that if the drift coefficient a is non-degenerated
in an appropriate sense, then the law of the solution to the Cauchy problem for the initial equation is absolutely
continuous, as soon as the Le´vy measure of the noise satisfies one of the rather weak intensity conditions, for
instance the so-called wide cone condition. Secondly, we provide the sufficient conditions for the density of
the distribution of the solution to the Cauchy problem to be smooth in the terms of the family of the so-called
order indices of the Le´vy measure of the noise (the drift again is supposed to be non-degenerated). At last,
we show that an invariant distribution to the initial equation, if exists, possesses a C∞-density provided the
drift is non-degenerated and the Le´vy measure of the noise satisfies the wide cone condition.
Introduction
In this paper, we consider an SDE in Rm of the type
(0.1) dX(t) = a(X(t))dt+ dUt,
where a ∈ C1(Rm,Rm) satisfies the linear growth condition and U· is a Le´vy process in Rm. We study the
properties of the distribution of both the solution X(x, ·) to the Cauchy problem associated with (0.1) and a
stationary solution X∗(·) to (0.1), supposing latter to exist. The question under discussion is the following
one: do the distributions Px,t(dy) ≡ P (X(x, t) ∈ dy), P ∗(dy) ≡ P (X∗(t) ∈ dy) of these solutions have densities
px,t, p
∗ w.r.t. the Lebesgue measure λm in Rm? Do these densities possess any additional regularity property,
for instance, belong to the class C∞? This question is a natural analog for the classical hypoellipticity problem
for partial differential equations, and it can be reformulated in analytic terms in the following way. Let L be
the Le´vy-type pseudo-differential operator
Lf(x) = (∇f(x), a(x))Rm +
∫
‖u‖Rm>1
[
f(x+ u)− f(x)
]
Π(du) +
∫
‖u‖Rm≤1
[
f(x+ u)− f(x)− (∇f(x), u)Rm
]
Π(du)
associated with (0.1), where Π is the Le´vy measure for U . Then Px,t(dy) is the fundamental solution to the
Cauchy problem for the operator ∂t − L and P ∗(dy) is the invariant measure for the operator L.
The hypoellipticity problem for equations of the type (0.1) and the more general equations
(0.2) dX(t) = a(X(t))dt+
∫
Rm
c(X(t−), u)ν˜(dt, du)
with a compensated Poisson point measure ν˜ was studied by numerous authors.
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First of all, let us mention the analytic approach, see [15] and survey in [16]. This approach uses some
version of the parametrix method, and the typical conditions demanded here contain the assumptions on a
smoothness and a growth rate of the probability density of the initial process U (roughly speaking, the noise
should be close to the one generated by a stable process).
There also exist two groups of probabilistic results inspired by the Malliavin’s approach to the hypoellipticity
problem in the diffusion (i.e., parabolic) setting. The first group is based on the method, in which a Malliavin-
type calculus on the space of the trajectories of Le´vy processes is introduced via the transformations of
trajectories that change values of their jumps. This approach was proposed by J.Bismut ([3]). In this method
the Le´vy measure was initially supposed to have some (regular) density w.r.t Lebesgue measure. This is a
natural condition sufficient for the transformations, changing values of the jumps, to be admissible. There exists
a lot of works in this direction, weakening both the non-degeneracy conditions on coefficients and regularity
claims on the Le´vy measure, cf. [2], [25],[17]. There also exists a closely related approach based on a version of
Yu.A.Davydov’s stratification method, cf. [6], [7]. One can say that this group of results is based on a spatial
regularity of the noise, which through either Malliavin-type calculus or stratification method guarantees the
regularity of the distribution of the functional under investigation.
Another group of results is based on the approach developed by J.Picard, see [29] and [12],[13]. Here the
perturbations of the point measure by adding a point into it are used. Since the single perturbation of such a
kind generates not a derivative but a difference operator, one should use an ensemble of such perturbations.
Therefore a frequency regularity is needed, i.e. limitations on the asymptotic behavior of the Le´vy measure at
the origin should be imposed.
Our aim is to study the hypoellipticity problem for equation (0.1) in a situation where the conditions
imposed on the Le´vy measure of the noise are as weak as possible. In particular, the noise is not supposed to
possess neither spatial nor frequency regularities.
Three problems are solved in this paper. The first one is concerned with the absolute continuity of the
law of the solution to (0.1) with non-degenerated drift. We give a general sufficient condition for the absolute
continuity without any restrictions on U . The same problem was solved in [22],[23] for the equation of the
type (0.2) with some moment restriction on the jump part, and in [28] for the one-dimensional SDE of the
type (0.1).
The second problem is to provide the conditions on the Le´vy measure of the noise, which would be sufficient
and close to the necessary ones for the smoothness of the density of the law of X(x, t). This problem is unsolved
even in the case a = 0, c(x, u) = u; for the Le´vy process U , the criterion for the distribution of Ut to possess
a C∞-density is not known. We show that if the drift coefficient in equation (0.1) is non-degenerated in an
appropriate sense, then for the law of X(x, t) such a criterion can be given in the terms of properly defined
order indices ρr, r ∈ N of the Le´vy measure Π.
The claim on the drift a to be non-degenerated is least restrictive while the problem of the investigation
of the properties of the invariant distribution to (0.1) is considered. Such a claim is very natural since the
invariant distribution have to exist, and appears to be sufficient for an invariant distribution to possess the
C∞-density under very mild conditions on the jump noise.
Our approach is motivated by a natural idea that, without any conditions on the Le´vy measure of U , there
always exist admissible transformations of U changing the moments of jumps, and one can construct some
kind of stochastic calculus of variations based on these transformations. This idea is not very new, it was
mentioned in the introduction to [29]. We also believe that it was one of the motivations for the construction
of an integration-by-parts framework for the pure Poisson process in [5] and [8]. However the detailed version
of the calculus of variation, based on the time changing transformations, which would give opportunity to
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study m-dimensional SDE’s, was not available till the recent papers of the author [22],[23] (the preliminary
version of such a calculus was proposed by the author in [19]; the similar approach was proposed in [28] with
an application to a one-dimensional SDE of the type (0.1)).
The structure of the paper is the following. In Section 1 we formulate the main results of the paper, in Section
2 we make a detailed discussion of these results and give some sufficient conditions and corollaries. In Section
3 the stochastic calculus for Le´vy processes, based on the time-stretching transformations, is introduced. The
proofs of the statements about the existence of the density for Px,t(dy), smoothness of this density, and
smoothness of the density for P ∗(dy) are given in Sections 4, 5 and 6, respectively.
1. Main results
1.1. Auxiliary definitions and notation. Before formulating the main results of the paper, let us introduce
a notation. Denote, by Sm = {v ∈ Rm|‖v‖Rm = 1}, a unit sphere in Rm. For v ∈ Sm, ̺ ∈ (0, 1), denote by
V (v, ̺) ≡ {y ∈ Rm||(y, v)|Rm ≥ ̺‖y‖Rm} the two-sided cone with the axis 〈v〉 ≡ {tv, t ∈ R}.
Definition 1.1. For r ∈ N, we define
ρr(̺, ε) =
[
εr ln
1
ε
]−1
· inf
v∈Sm
∫
V (v,̺)
(|(u, v)Rm | ∧ ε)
rΠ(du), ε > 0, ρr = lim
̺→0+
lim inf
ε→0+
ρr(̺, ε) ∈ [0,+∞].
We call ρr the upper order index of power r for the Le´vy measure Π. The main role in our considerations
plays the index ρ2; we denote this index by ρ.
Definition 1.2. Define
ϑ(ε) =
[
ε2 ln
1
ε
]−1
· sup
v∈Sm
∫
Rm
(|(u, v)Rm | ∧ ε)
2Π(du), ε > 0, ϑ = lim inf
ε→0+
ϑ(ε) ∈ [0,+∞].
We call ϑ the lower order index for the Le´vy measure Π. In the one-dimensional case, the definition of the
order indices is most simple, since S1 = {−1,+1} and V (v, ̺) = R for v = ±1, ̺ ∈ (0, 1). In the case m = 1,
we have
ρr(̺, ε) = ρr(ε) =
[
εr ln
1
ε
]−1
·
∫
R
(|u| ∧ ε)rΠ(du), ϑ(ε) =
[
ε2 ln
1
ε
]−1
·
∫
R
(|u| ∧ ε)2Π(du),
and ϑ = ρ.
Definition 1.3. The function a belongs to the class Kr, r ∈ N, if, for every ̺ ∈ (0, 1), there exists D =
D(a, r, ̺) > 0 such that, for every x ∈ Rm, v ∈ Sm, there exists w = w(x, v) ∈ Sm with
(1.1) |(a(x + y)− a(x), v)Rm | ≥ D|(y, w)Rm |
r, y ∈ V (w, ̺), ‖y‖Rm ∈ (−D,D).
The function a belongs to the classKOr,loc (r ∈ N, O is some open subset of R
m) if, for every x ∈ O, ̺ ∈ (0, 1),
there exists D = D(a, r, ̺, x) > 0 such that, for every v ∈ Sm, there exists w = w(x, v) ∈ Sm with (1.1) being
true. The function a belongs to the classes K∞ or K
O
∞,loc, if ∃r ∈ N : a ∈ Kr or a ∈ K
O
r,loc, respectively.
Example 1.1. a) The function a ∈ C1(Rm,Rm) belongs to the class KO1,loc if, for every x ∈ O, det∇a(x) 6= 0.
b) The function a ∈ C1(Rm,Rm) belongs to the class K1 if supx∈Rm
∥∥[∇a(x)]−1∥∥
Rm×m
< +∞ and ∇a is
uniformly continuous.
c) The function a ∈ Cr(R,R) belongs to the class Kr if, for some R, c > 0, the inequality |a′(x)| ≥ c holds
for all x with |x| > R, and, for every x, one of the derivatives a′(x), a′′(x), . . . , a(r)(x) differs from 0.
Definition 1.4. The measure Π satisfies the wide cone condition if, for every v ∈ Sm, there exists ̺ = ̺(v) ∈
(0, 1) such that Π(V (v, ̺)) = +∞.
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Remarks. 1. For m = 1, the measure Π satisfies the wide cone condition iff Π(R) = +∞.
2. In Definition 1.4, the value of the parameter ρ can be chosen to be independent of v; this follows from
the compactness of Sm.
Denote, by CBk(Rm), the set of the real-valued functions f on Rm such that f has k Sobolev derivatives
and its k-th derivative is a bounded function on Rm, CB0(Rm) ≡ L∞(Rm). Denote also, by C∞b (R
m), the
set of the real-valued infinitely differentiable functions on Rm that are bounded together with every their
derivative. It is clear that CBk(Rm) ⊂ Ck−1(Rm) and C∞b (R
m) =
⋂∞
k=1 CB
k(Rm).
1.2. Absolute continuity of the law of X(x, t). In this subsection, the coefficient a is supposed to belong
to C1(Rm,Rm) and to satisfy the linear growth condition.
Theorem 1.1. Suppose that for a given x∗ ∈ R
m there exists ε∗ > 0 such that for arbitrary v ∈ R
m\{0}, x ∈
B¯(x∗, ε∗) ≡ {y|‖y − x∗‖ ≤ ε∗}
(1.2) Π
(
u : (a(x + u)− a(x), v)Rm 6= 0
)
= +∞.
Then, for every t > 0,
P ◦ [X(x∗, t)]
−1 ≪ λm.
This statement is analogous to that of Theorem 3.2 [22], but the moment restriction analogous to condition
(1.4) below, that was used in [22], is removed here.
The statement of Theorem 1.1 can be generalized in the following way. Consider the sequence of equations
of the type
(1.3) Xn(x, t) = x+
∫ t
0
an(Xn(x, s)) ds+ U
n
t + V
n
t , t ∈ R
+,
where V n are non-random functions from the Skorokhod’s space D(R+,Rm), and the Le´vy processes Un are
given by stochastic integrals
Unt = U0 +
∫ t
0
∫
‖u‖>1
cn(u)ν(ds, du) +
∫ t
0
∫
‖u‖≤1
cn(u)ν˜(ds, du), t ∈ R
+, n ∈ N.
Theorem 1.2. Suppose that the following conditions hold true:
1) the coefficients an, n ≥ 1 belong to C1(Rm,Rm) and satisfy the uniform linear growth condition;
2) an → a,∇an → ∇a, n→ +∞, uniformly on every compact set;
3) the functions ‖cn‖ are dominated by a function c with
∫
Rm
[
1I‖u‖≤1c
2(u) + 1I‖u‖>1c(u)
]
Π(du) < +∞;
4) cn(u)→ u, n→ +∞ for Π-almost all u ∈ Rm;
5) V n → V, n→ +∞ in D(R+,Rm);
6) xn → x∗, tn → t > 0, n→ +∞ and the function V is continuous at the point t.
Suppose also that the function a, the measure Π and the point x∗ satisfy the condition of Theorem 1.1.
Then the laws of Xn(xn, tn) converge in variation to the law of the solution X(x∗, t) to the equation
X(x∗, t) = x∗ +
∫ t
0
a(X(x∗, s)) ds+ Ut + Vt, t ∈ R
+.
As a corollary, we obtain the following uniform version of Theorem 1.1.
Corollary 1.1. Suppose that the conditions of Theorem 1.2 hold true. Suppose also that, for every n ∈ N, the
function an, the measure Πn(du) = cn(u)Π(du), and the point xn satisfy the condition of Theorem 1.1, and
tn > 0. Then the family of the distributions of Xn(xn, tn), n ≥ 1 is uniformly absolutely continuous.
Let us also give a partial form of the Corollary 1.1, that is important by itself.
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Corollary 1.2. Suppose that the condition of Theorem 1.1 holds true for every x∗ ∈ Rm. Then the map
Rm × (0,+∞) ∋ (x, t) 7→ px,t ∈ L1(R
m)
is continuous, and therefore the process X is strongly Feller.
1.3. Smoothness of the density px,t. In this paper, while solving the problem of the smoothness of the
density (both of the law of X(x, t) and of the law of X∗(t)), we restrict ourselves by the Le´vy processes
satisfying the following moment condition:
(1.4)
∫
‖u‖Rm≤1
‖u‖RmΠ(du) < +∞.
This supposition is crucial for the specific form of the calculus of variations developed below. We believe that
this limitation can be removed, and the results given below also holds true for the Le´vy processes without
any additional moment conditions. But such an expansion should involve some more general version of the
calculus of variations, based on a ”more singular” integration-by-parts formula. This is a subject for the
further investigation.
The coefficient a is supposed to be infinitely differentiable and to have all the derivatives bounded. We also
suppose that
(1.5)
∫
{‖u‖>1}
‖u‖pΠ(du) < +∞ for every p < +∞.
These conditions imply, in particular, that
(1.6) E sup
s≤t
‖X(x, s)− x‖p < +∞, p < +∞.
Conditions on the coefficient a and condition (1.5) are technical ones and, unlike condition (1.4), can be
replaced by more weak analogs in the formulation of the most of the results given below. In order to make the
exposition transparent and reasonably short, we omit these considerations.
The main regularity result is given by the following theorem. Denote c(k,m) = 2e
e−1 (km +m
2 + 2m − 2),
k ≥ 0,m ∈ N.
Theorem 1.3. Let a ∈ Kr and ρ2r ∈ (0,+∞] for some r ∈ N. Then, for every x ∈ R
m and t ∈ R+ with
t
ρ2r
2r > c(k,m), the density px,t belongs to the class CB
k(Rm). In particular, if a ∈ Kr and ρ2r = +∞ for
some r ∈ N, then px,t ∈ C∞b (R
m) for every t ∈ R+.
The following theorem shows that the conditions given before are rather precise. Denote, by Θ, the set of
(x, t) such that P (X(x, t) ∈ dy) = px,t(y)dy. We do not claim Θ to coincide with R
m × (0,+∞) and give the
properties of px,t for (x, t) ∈ Θ.
Theorem 1.4. a. The density px,t does not belong to Lr,loc(R
m) for tϑ < m(1− 1
r
), r > 1.
b. The density px,t does not belong to C(R
m) for tϑ < m.
If the condition (1.4) fails, then the following analogues of a,b hold true:
a1. the density px,t does not belong to Lr(R
m) for tϑ < m(1 − 1
r
);
b1. the density px,t does not belong to CB
0(Rm) for tϑ < m.
1.4. Smoothness of the invariant distribution. Like in the previous subsection, the coefficient a is sup-
posed to be infinitely differentiable and to have all the derivatives bounded. The jump noise is claimed to
satisfy the moment conditions (1.4), (1.5). Consider the invariant distribution P ∗ of (0.1) or, equivalently,
the distribution of X∗(t), where X∗(·) is a stationary process satisfying (0.1). We suppose the invariant
distribution to exist and to have all the moments (we do not claim this distribution to be unique).
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Remark. The most simple sufficient condition here is the claim for the drift coefficient a to be ”dissipative
at the infinity”:
(1.7) ∃R ∈ R+, γ > 0 : (a(x), x)Rm ≤ −γ‖x‖
2
Rm , ‖x‖Rm ≥ R.
Condition (1.7), together with (1.5), guarantees both that P ∗ exists and that P ∗ has all the moments.
Theorem 1.5. Let Π satisfy the wide cone condition and a ∈ K∞.
Then P ∗(dy) = p∗(y)dy with p∗ ∈ C∞b (R
m).
2. Sufficient conditions, examples and discussion
In this section, we would like to demonstrate by a detailed discussion the general results formulated in
Theorems 1.1 – 1.5.
2.1. Absolute continuity of the law of X(x, t). Let us formulate several sufficient conditions for the
condition (1.2) to hold true. We are interested in the conditions on the drift a, such that, under minimal
assumptions on the jump noise, the solution to (0.1) has the absolutely continuous distribution. Obviously,
the necessary assumption here is that Π(Rm) = +∞, because otherwise the distribution of X(t) has an atom.
The first condition is given in the case m = 1. Everywhere below x∗ is used for the initial value of the
solution. Denote N(a, y) = {x ∈ R|a(x) = y}.
Proposition 2.1. Suppose that Π(R) = +∞ and there exists some δ∗ > 0 such that
∀y ∈ R #
[
N(a, y) ∩ (x∗ − δ∗, x∗ + δ∗)
]
< +∞.
Then (1.2) holds true, and therefore, for every t > 0,
P ◦ [X(x∗, t)]
−1 ≪ λ1.
In [28], in the case m = 1 only, the law of X(t) was proved to be absolutely continuous under condition that
a(·) is strictly monotonous at some neighborhood of x∗. One can see that this condition is somewhat more
restrictive than the one of Proposition 2.1. The proof of Proposition 2.1, as well as the proofs of Propositions
2.2, 2.3 below, is given in the subsection 4.3.
The second sufficient condition is formulated for multidimensional case.
Proposition 2.2. Let the measure Π satisfy the wide cone condition. Suppose that there exists a neighborhood
O of the initial point x∗ such that a ∈ KO∞,loc ≡
⋂
rK
O
r,loc.
Then (1.2) holds true, and therefore, for every t > 0,
P ◦ [X(x∗, t)]
−1 ≪ λm.
One can give some more precise versions of the sufficient condition in the multidimensional case, if the
structure of the drift coefficient is specified in more details.
Define a proper smooth surface S ⊂ Rm as any set of the type S = {x|φ(x) ∈ L}, where L is a proper linear
subspace of Rm and φ ∈ C1(Rm,Rm) is such that det∇φ(0) 6= 0 and φ−1({0}) = {0}.
Proposition 2.3. Suppose that one of the following group of conditions holds true:
a. a ∈ C1(Rm,Rm), det∇a(x∗) 6= 0 and
(2.1) Π(Rm\S) = +∞ for every proper smooth surface S;
b. a(x) = Ax,A ∈ L(Rm,Rm) is non-degenerate and
(2.2) Π(Rm\L) = +∞ for every proper linear subspace L ⊂ Rm.
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Then (1.2) holds true, and therefore, for every t > 0,
P ◦ [X(x∗, t)]
−1 ≪ λm.
Condition (2.1) is less restrictive than the wide cone condition introduced in Definition 1.4. It holds true,
for instance, if Π(Rm\Y ) = +∞ for every set Y ⊂ Rm, whose Hausdorff dimension does not exceed m− 1.
Condition (2.2) is close to the necessary one, this is illustrated by the following simple example. Let (2.2)
fail for some L, and let L be invariant for A. Then, for x∗ ∈ L and any t ≥ 0, P (X(x∗, t) ∈ L) > 0. Therefore,
the law of X(x∗, t) is not absolutely continuous.
Condition (2.2) was introduced by M.Yamazato in the paper [41], where the problem of the absolute
continuity of the distribution of the Le´vy process was studied. This condition obviously is necessary for the
law of Ut to possess a density. In [41], some sufficient conditions were also given. Statement 4 of the main
theorem in [41] guarantees the absolute continuity of the law of Ut under the following three assumptions:
(a) condition (2.2) is valid;
(b) Π(L) = 0 for every linear subspace L ⊂ Rm with dimL ≤ m− 2;
(c) the conditional distribution of the radial part of some generalized polar coordinate is absolutely contin-
uous.
We would like to note that assumption (c) is some kind of a ”spatial regularity” assumption (in the sense
we have used in Introduction) and is crucial in the framework of [41]. Without such an assumption, condition
(2.2) is not strong enough to guarantee Ut to possess a density, this is illustrated by the following example.
Example 2.1. Let m = 2,Π =
∑
k≥1 δzk , where zk = (
1
k! ,
1
(k!)2 ), k ≥ 1. Every point zk belongs to the parabola
{z = (x, y)|y = x2}. Since every line intersects this parabola at not more than two points, condition (2.2)
together with assumption (b) given before hold true. On the other hand, for any t > 0, it is easy to calculate
the Fourier transform of the first coordinate U1t of Ut = (U
1
t , U
2
t ) and show that
lim
N→+∞
E exp{i2πN !U1t } = 1.
This means that the law of U1t is singular, and consequently the law of Ut is singular too.
Due to Proposition 2.3, (2.2) is the exact condition for the linear multidimensional equation (0.1) to possess
the same regularization feature with the one given in Introduction. We have seen that the process Ut may
satisfy this condition and fail to have an absolutely continuous distribution. However, adding a non-degenerated
linear drift, we obtain the solution to (0.1) (i.e., an Ornstein-Uhlenbeck process with the jump noise) with
the absolutely continuous distribution. At this time, we cannot answer the question whether (2.2) is strong
enough to handle the non-linear case, i.e. whether statement a of Proposition 2.3 is valid with (2.1) replaced
by (2.2).
2.2. Smoothness of the density px,t. Theorems 1.3,1.4 allows one to completely describe the regularity
properties of the distribution density of the solution to (0.1) in the casem = 1. These properties are determined
by the value of the order index ρ (remind that for m = 1 the upper order index ρ coincides with the lower
order index ϑ), the only possible cases here are ρ = +∞,ρ = 0,ρ ∈ (0,+∞).
The case of ρ = +∞ is ”diffusion-like”, which means that if a ∈ K1 then the density px,t instantly (i.e.,
for every positive t) becomes infinitely differentiable. The opposite case ρ = 0 means that the intensity of the
noise is too low to produce the regular density and for every x ∈ R, t ∈ R+, p > 1 the density px,t, if exists,
does not belong to Lp,loc(R).
If we compare equation (0.1) with the diffusion equations, an essentially new feature occurs in the inter-
mediate case ρ ∈ (0,+∞). On the one hand, if a ∈ K1, then we see from Theorem 1.3 that there exists a
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sequence {ak =
2e(k+1)
ρ(e−1) , k ≥ 0} such that px,t ∈ CB
k(R) as soon as t > αk. On the other hand, px,t 6∈ CB0(R)
for t small enough. We believe that such a feature was not known before and introduce for it the term gradual
hypoellipticity.
Thus, if m = 1 and a ∈ K1, then the only possibilities for the law of Px,t are
• Px,t does not have a density of the class
⋃
p>1 Lp,loc for any t > 0 (ρ = 0);
• the density of Px,t becomes Ck-differentiable after some non-trivial period of time (ρ ∈ (0,+∞));
• the density of Px,t instantly becomes infinitely differentiable (ρ = +∞).
In some cases the gradual hypoellipticity feature can be described in more details.
Proposition 2.4. Let m = 1 and ρ1 < +∞. Let Π be one-sided, i.e. Π((−∞, 0)) · (Π(0,+∞)) = 0. Then the
density px,t does not belong to CB
k(R) for tρ1 < k + 1.
For the proof of Proposition 2.4 see subsection 5.1. If the conditions of this Proposition hold true, ρ > 0
and a ∈ K1, then the rate of smoothness of the density is increasing gradually: there exist two progressions
{ak = αk + β} and {bk = γk + δ} (α, γ > 0) such that px,t 6∈ CBk while t < bk, but px,t ∈ CBk(R) as soon
as t > ak.
Example 2.2. Let Π =
∑
n≥1 δγ−n , γ > 1, then ϑ = ρ = ρ1 =
1
lnγ , and the conditions of Proposition 2.4
hold true.
The gradual hypoellipticity feature can also occur in the multidimensional case. If m > 1, ϑ > 0, ρ2r < +∞
and a ∈ Kr for some r ∈ N, then, on the one hand, for every k ∈ N px,t ∈ CBk(Rm) while t is large enough,
but, on the other hand, for every p > 1 px,t 6∈ Lp,loc(Rm) while t is small enough.
Let us discuss one more question related to Theorems 1.3, 1.4. In Theorem 1.4, no specific conditions on
a are imposed. In particular, we can take a ≡ 0 and establish the properties of the distribution of the initial
Le´vy process U . It is easy to see that any condition involving the order indices cannot provide the distribution
of Ut to be singular: if Π(du) = π(u) du and Π(R) = +∞, then the distribution of Ut for every t > 0 has a
density. On the contrary, due to Theorem 1.4, the condition on ϑ appears to be the proper type of a necessary
condition for the distribution of Ut to have a regular density. Take for simplicity m = 1 and consider the
property
UC∞
b
: for every t > 0, the distribution of Ut has the density from the class C
∞
b (R).
Due to Theorem 1.4, the condition ρ = +∞ is necessary for UC∞
b
to hold true. On the other hand, it is
known (see [14],[36]) that if
(2.3) lim
ε→0+
[
ε2 ln
1
ε
]−1 ∫
{|u|≤ε}
u2Π(du) = +∞,
then UC∞
b
holds true. The conditions ρ = +∞ and (2.3) are in fact very similar, since we can rewrite the
first one to the form
lim
ε→0+
{[
ε2 ln
1
ε
]−1 ∫
{|u|≤ε}
u2Π(du) +
[
ln
1
ε
]−1
Π(|u| > ε)
}
= +∞.
However, the following example shows that there exists a non-trivial gap between these two conditions.
Example 2.3. Let Π =
∑
n≥1 nδ 1n!
. Then, for every r ∈ N,
ρr ≥ lim inf
ε→0+
{[
ln
1
ε
]−1
Π(|u| > ε)
}
≥ lim inf
N→+∞
1
lnN !
∑
n≤N−1
n ≥ lim inf
N→+∞
N(N − 1)
2N lnN
= +∞.
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This means that if the coefficient a belongs to Kr for some r ∈ N, then the solution of (0.1) possesses the
C∞-density. On the other hand, for any t > 0, one has
lim
N→+∞
∣∣∣E exp{i2πN !Ut}∣∣∣= lim
N→+∞
∏
n>N
∣∣∣exp{tn(e i2πN !n! − 1− i2πN !
n!
)}
∣∣∣ = 1,
thus the law of Ut for every t > 0 is singular. This provides the example of the situation where ρ = +∞, but
the distribution of Ut for every t is essentially singular in a sense that
(2.4) lim sup
|z|→+∞
|φUt(z)| = 1,
where φUt is used for the Fourier transform of Ut. Moreover, this provides the following new and interesting
feature. We say that the Le´vy noise in Example 2.3 possesses some hidden hypoelipticity (another new term)
in the following sense. The law of Ut for every t ∈ R+ is singular due to (2.4). But, for any drift coefficient
a ∈ K∞ (that is a rather general non-degeneracy condition on a), the law of the solution to (0.1) possesses
the C∞-density.
2.3. General overview. Let us summarize the answers on three questions formulated at the beginning of the
Introduction. Let us formulate in a compact form some of the previous results. We omit additional technical
conditions in the formulation.
Theorem 2.1. I. If a ∈ KR
m
∞,loc and Π satisfies the wide cone condition, then, for every t > 0, x ∈ R
m,
Px,t ≪ λm.
II. If a ∈ K∞ and Π satisfies the wide cone condition, then P ∗(dy) = p∗(y)dy with p∗ ∈ C∞b (R
m).
III.a. If a ∈ Kr and ρ2r = +∞, then Px,t(dy) = px,t(y)dy with px,t ∈ C
∞
b (R
m) for every t > 0.
b. If a ∈ Kr and ρ2r ∈ (0,+∞), then Px,t(dy) = px,t(y)dy with px,t ∈ CB
k(Rm) for every t > ak.
c. If ϑ = 0, then px,t, if exists, does not belong to Lp,loc for any t > 0, p > 1.
Let us note that, surprisingly, the sufficient conditions for an invariant distribution to possess smooth density
(the part II. for Theorem 2.1) look like much more similar to the sufficient conditions for Px,t to possess some
density (the part I.) than the conditions for Px,t to possess smooth density (the part III.).
We would like to finish Section 2 with one more remark. It is known that the property for the distribution
of the Le´vy process to be absolutely continuous is time-dependent: one can construct a process Ut in such a
way that the law of Ut is singular for t < t∗ and absolutely continuous for t > t∗ for some t∗ > 0 (see [35],[39]
and more recent paper [37]). The results given before show that such a feature is still valid for the solutions
of equations of the type (0.1) with non-degenerated drift coefficient, but in a different form. On the one hand,
the part I. of Theorem 2.1 shows that the law of X(x, t) is absolutely continuous for every t > 0 as soon as
a ∈ KR
m
∞,loc and Π satisfies the wide cone condition. Thus the type of the distribution of X(x, t), unlike the
one of the distribution of Ut, is not time-dependent. The proper form of such a dependence is the ”gradual
hypoellipticity” feature. Recall that such a feature occurs when ϑ > 0,ρ2r < +∞ and a ∈ Kr for some r ∈ N.
Another form of such a dependence is given by parts II., III. of Theorem 2.1, that show that the regularity
properties of the distribution density of the stationary solution essentially differ from those of the solution
to the Cauchy problem. The stationary solution can be informally considered as the solution to the Cauchy
problem with the initial point −∞. Thus one should conclude that while any finite time interval in the case
ϑ = 0 is ”not long enough” for a non-degenerated drift to generate a smooth density, the infinite time interval
is ”long enough”, provided that a is weakly non-degenerated (a ∈ K∞) and Π satisfies the wide cone condition.
These considerations show that the hypoellipticity properties of the solution to (0.1), in general, are essentially
time-dependent.
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3. Time-stretching transformations and associated stochastic calculus for a Le´vy process
3.1. Basic constructions and definitions. In this subsection we introduce the stochastic calculus on a
space of trajectories of the general Le´vy process, that is the basic tool in our approach. This calculus is based
on the time-stretching transformations of the jump noise and associated differential structure. Differential
constructions of a similar kind have been known for some time, say, the integration-by-parts framework for a
pure Poisson process was introduced independently in [5] and [8], some analytic properties of the corresponding
differential structure on a configuration space (over R+ or a Riemannian manifold) were described in a cycle of
the papers by N.Privault, cf. [31],[32],[33]. Our construction (introduced initially in [19]) is slightly different
and is applicable in the general situation where a spatial variable of the noise is non-trivial. The more detailed
exposition, as well as some related notions, such as the joint stochastic derivative and the extended stochastic
integral w.r.t. the compensated Poisson point measure, can be found in [21].
Let us introduce the notation. By ν and ν˜, we denote the point measure and the compensated point
measure, involved in the Le´vy—Khinchin representation for the process U :
Ut = U0 +
∫ t
0
∫
‖u‖>1
uν(ds, du) +
∫ t
0
∫
‖u‖≤1
uν˜(ds, du),
ν is a Poisson point measure on R+ × (Rm\{0}) with the intensity measure dtΠ(du), ν˜(dt, du) = ν(dt, du) −
dtΠ(du). We use the standard terminology from the theory of Poisson point measures without any additional
discussion. The term ”(locally finite) configuration” for a realization of the point measure is frequently used.
We suppose that the basic probability space (Ω,F, P ) satisfies condition F = σ(ν), i.e. every random variable is
a functional of ν (or U). This means that in fact one can treat Ω as the configuration space over R+×(Rm\{0})
with a respective σ-algebra. Also the notion of the point process p(·) associated with the process U (and the
measure ν) is used in the exposition. The domain D of this process is equal to the (random) set of t ∈ R+
such that Ut 6= Ut−, and p(t) = Ut − Ut− for t ∈ D.
The notation ∇x for the gradient w.r.t. the space variable x is frequently used. If the function depends
only on x, then the subscript x is omitted. If it does not cause misunderstanding, we omit the subscript and
write, for instance, ‖x‖ instead of ‖x‖Rm .
Denote H = L2(R
+), H0 = L∞(R
+) ∩ L2(R+), Jh(·) =
∫ ·
0 h(s) ds, h ∈ H. For a fixed h ∈ H0, we define the
family {T th, t ∈ R} of transformations of the axis R
+ by putting T thx, x ∈ R
+ equal to the value at the point
s = t of the solution of the Cauchy problem
(3.1) z′x,h(s) = Jh(zx,h(s)), s ∈ R, zx,h(0) = x.
Since (3.1) is the Cauchy problem for the time-homogeneous ODE, one has that T s+th = T
s
h ◦ T
t
h, and in
particular T−th is the inverse transformation to T
t
h. Multiplying h by some a > 0, we multiply, in fact, the
symbol of the equation by a. Now, taking the time change s˜ = s
a
, we see that T ah = T
1
ah, a > 0, which together
with the previous considerations gives that T th = T
1
th, h ∈ H0, t ∈ R.
Denote Th ≡ T 1h , we have just proved that Tsh ◦ Tth = T(s+t)h. This means that Th ≡ {Tth, t ∈ R}
is a one-dimensional group of transformations of the time axis R+. It follows from the construction that
d
dt
|t=0Tthx = Jh(x), x ∈ R+.
Remark. We call Th the time stretching transformation because, for h ∈ C(R+)∩H0, it can be constructed
in a more illustrative way: take the sequence of partitions {Sn} of R+ with |Sn| → 0, n → +∞. For every
n, we make the following transformation of the axis: while preserving an initial order of the segments, every
segment of the partition should be stretched by eh(θ) times, where θ is some inner point of the segment (if
h(θ) < 0 then the segment is in fact contracted). After passing to the limit (the formal proof is omitted here
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in order to shorten the exposition) we obtain the transformation Th. Thus one can say that Th performs the
stretching of every infinitesimal segment dx by eh(x) times.
Denote Πfin = {Γ ∈ B(Rd),Π(Γ) < +∞} and define, for h ∈ H0,Γ ∈ Πfin, a transformation T Γh of the
random measure ν by
[T Γh ν]([0, t]×∆) = ν([0, Tht]× (∆ ∩ Γ)) + ν([0, t]× (∆\Γ)), t ∈ R
+,∆ ∈ Πfin.
An easy calculation gives that rh(t) ≡
d
dt
(Tht) =
∫ 1
0
h(Tsht) ds, t ∈ R+. We put
pΓh = exp
{∫
R+
rh(t)ν(dt,Γ)− lim
t→+∞
[Tht− t]Π(Γ)
}
.
Since T Γh ν is again a random Poisson point measure, its intensity measure can be expressed through rh(·),Π
explicitly. Thus the following statement is a corollary of the classical absolute continuity result for Le´vy
processes, see [38], Chapter 9.
Lemma 3.1. The transformation T Γh is admissible for the distribution of ν with the density p
Γ
h, i.e., for every
{t1, . . . , tn} ⊂ R+, {∆1, . . . ,∆n} ⊂ Πfin and the Borel function φ : Rn → R,
Eφ([T Γh ν]([0, t1]×∆1), . . . , [T
Γ
h ν]([0, tn]×∆n)) = Ep
Γ
hφ(ν([0, t1]×∆1), . . . , ν([0, tn]×∆n)).
The statement of the lemma and the fact that F is generated by ν imply that the transformation T Γh
generates the corresponding transformation of the random variables, we denote it also by T Γh .
The image of a configuration of the point measure ν under T Γh can be described in a following way: every
point (τ, x) with x 6∈ Γ remains unchanged; for every point (τ, x) ∈ N with x ∈ Γ, its “moment of the jump”
τ is transformed to T−hτ ; neither any point of the configuration is eliminated nor any new point is added to
the configuration. In a sequel, we suppose that the probability space Ω coincides with the space of locally
finite configurations on R+×Rd and denote, by the same symbol T Γh , the bijective transformation of this space
described above.
Let C be the set of functionals f ∈ ∩pLp(Ω, P ) satisfying the following condition: for every Γ ∈ Πfin, there
exists the random element ∇ΓHf ∈ ∩pLp(Ω, P,H) such that, for every h ∈ H0,
(3.2) (∇ΓHf, h)H = lim
ε→0
1
ε
[T Γεh ◦ f − f ]
with convergence in every Lp, p < +∞.
Example 3.1. Let ∆ ∈ Πfin, f = τ∆n ≡ inf{t|ν([0, t]×∆) = n}. Then f ∈ C and
[∇ΓHf ](·) = −1I[0,τ∆n ](·)1Ip(τ∆n )∈Γ.
We denote
(ρΓ, h) = −
∫ ∞
0
h(t) ν˜(dt,Γ)
and note that Lp − limε→0
pΓεh−1
ε
= −(ρΓ, h), p ∈ (1,+∞).
Lemma 3.2. For every Γ ∈ Πfin, the pair (∇ΓH ,C) satisfies the following conditions:
1) For every f1, . . . , fn ∈ C and F ∈ C
1
b (R
n),
F (f1, . . . , fn) ∈ C and ∇HF (f1, . . . , fn) =
n∑
k=1
F ′k(f1, . . . , fn)∇Hfk
(chain rule).
2) The map ρΓ : h 7→ (ρΓ, h) is a weak random element in H with weak moments of all orders, and
E(∇ΓHf, h)H = −Ef(ρ
Γ, h), h ∈ H, f ∈ C
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(integration-by-parts formula).
3) There exists a countable set C0 ⊂ C such that σ(C0) = F.
Conditions 1),2) follow from the definition of the class C and Lemma 3.1; condition 3) holds true due to
Example 3.1.
For a given h ∈ H,Γ ∈ Πfin, p > 1, consider the map
∇Γh : C ∋ f 7→ (∇
Γ
Hf, h)H ∈ Lp(Ω,F, P )
as a densely defined unbounded operator. Lemma 3.2 provides that its adjoint operator is well defined on
C ⊂ Lq(Ω,F, P ),
1
p
+ 1
q
= 1, by the equality
[∇Γh]
∗g = −(ρΓ, h)g −∇Γhg.
Since C is dense in Lq(Ω,F, P ), this means that ∇Γh is closable in the Lp sense.
Definition 3.1. The closure DΓh,p of ∇
Γ
H in the Lp sense is called the stochastic derivative in the direction
(h,Γ) of order p. The Γ-stochastic derivative DΓp of order p is defined for f ∈ ∩h∈HDom(D
Γ
h,p) such that there
exists g ∈ Lp(Ω, P,H) with
(g, h)H = D
Γ
h,pf, h ∈ H,
by the equality DΓp f = g. If p = 2, then p is omitted in the notation.
Now a differential structure on the initial space of trajectories is constructed, and it is natural to try to
develop some calculus which would provide statements of the type ”if for a functional f the family {DΓf,Γ ∈
Πfin} is non-degenerate in some sense, then the law of f is regular.” The stratification method or the Malliavin-
type calculus of variations is supposed to be a natural tool here. However, the differential structure developed
before has some new specific properties that does not allow us to apply these tools immediately. The most
important feature is illustrated by the following example.
Example 3.2. Let f = τΓn , h, g ∈ Cb(R
+) ∩ L2(R+) be such that h(t)
∫ t
0
g(s) ds 6= g(t)
∫ t
0
g(s) ds, t > 0, then
DΓhD
Γ
g f = h(τ
Γ
n )
∫ τΓn
0
g(s) ds 6= g(τΓn )
∫ τΓn
0
h(s) ds = DΓgD
Γ
hf
almost surely. In particular, this means that the family of transformations {T Γh , h ∈ H0} is not commutative
and therefore cannot be considered as an infinite-dimensional additive group of transformations. Roughly
speaking, the differential structure described by Γ-stochastic derivative is non-flat.
One possible way to overcome this difficulty and to introduce an analog of the stratification method in
the framework described before was developed in [22]. There, some transformation (corresponding to the
transformation of the Le´vy process into the associated point process), that changes the non-flat gradient DΓ
to some linear-type gradient over a space R∞, was used. The relation between these two gradients is close
to the one between the ”damped” and ”intrinsic” gradients on the configuration space over the Riemannian
manifold (see [33]).
The analysis based on the change of the space and the gradient allows one to apply the stratification method
and obtain efficient conditions for the absolute continuity of the distribution of a solution to (0.1) or (0.2).
However, this analysis appears to be rather complicated. Below we introduce another approach based on the
new notion of a differential grid. This approach not only simplifies the way the stratification method can be
applied, but also allows us to develop the efficient stochastic calculus of variations and consider the question
of the smoothness of the density.
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3.2. Differential grids and associated Sobolev classes.
Definition 3.2. A family G = {[ai, bi) ⊂ R+, hi ∈ H0,Γi ∈ Πfin, i ∈ N} is called a differential grid (or simply
a grid) if
(i) for every i 6= j,
(
[ai, bi)× Γi
)
∩
(
[aj , bj)× Γj
)
= ∅;
(ii) for every i ∈ N, Jhi > 0 inside (ai, bi) and Jhi = 0 outside (ai, bi).
Any grid G generates a partition of some part of the phase space R+ × (Rm\{0}) of the random measure ν
into the cells {Gi = [ai, bi) × Γj}. We call the grid G finite, if Gi = ∅ for all indices i ∈ N except some finite
number of indices.
Denote T it = T
Γi
thi
. For any i ∈ N, t, t˜ ∈ R, the transformations T it ,T
i
t˜
commute because so do the time
axis transformations Tthi ,Tt˜hi . It follows from the construction of the transformations T
Γ
h that, for a given
i ∈ N, t ∈ R,
T it τ
Γi
n = Tthiτ
Γi
n

= τ
Γi
n , τ
Γi
n 6∈ [ai, bi)
∈ [ai, bi), τΓin ∈ [ai, bi)
for every n
(see Example 3.1 for the notation τΓn ). In other words, T
i
t does not change points of configuration outside the
cell Gi and keeps the points from this cell in it. Therefore, for every i, i˜ ∈ N, t, t˜ ∈ R, the transformations
T it ,T
i˜
t˜
commute, which implies the following proposition. Denote, by ℓ0 ≡ ℓ0(N), the set of all sequences
l = {li, i ∈ N} such that #{i|li 6= 0} < +∞.
Proposition 3.1. For a given grid G and l ∈ ℓ0, define the transformation
TGl = T
1
l1
◦ T 2l2 ◦ . . . .
This definition is correct since the transformation T ili differs from the identical one only for a finite number
of indices i. Then TG = {TGl , l ∈ ℓ0} is the group of admissible transformations of Ω which is additive in the
sense that TGl1+l2 = T
G
l1
◦ TGl2 , l1,2 ∈ ℓ0.
It can be said that, by fixing the grid G, we choose, from the whole variety of admissible transformations
{T Γh , h ∈ H0,Γ ∈ Πfin}, the additive family that is more convenient to deal with. Let us introduce the
gradients and Sobolev classes associated with such families.
Denote, by ℓ2, the Hilbert space of the sequences
l = {li, i ∈ N} : ‖l‖ℓ2 ≡
[∑
i∈N
l2i
] 1
2
< +∞, (l, l˜)
ℓ2
≡
∑
i∈N
σilil˜i.
Define li ∈ ℓ2, i ∈ N by lii = 1, l
i
j = 0, i 6= j.
Definition 3.3. The random element f ∈ Lp(Ω, P, E) (p ∈ (1,+∞)), taking values in a separable Hilbert
space E, belongs to the domain of the stochastic derivative DGp if
1) for every i ∈ N, e ∈ E, (f, e)E ∈ Dom(D
Γi
hi,p
);
2) there exists g ∈ Lp(Ω, P, ℓ2 ⊗ E) such that D
Γi
hi,p
(f, e)E = (g, l
i)ℓ2⊗E for e ∈ E, i ∈ N.
The element g is denoted by DGp f . If p = 2, then p is omitted in the notation.
The class of all elements f ∈ Lp(Ω, P, E) stochastically differentiable in the sense of Definition 3.3 is denoted
by W 1p (G, E). This class is a Banach space w.r.t. the norm
‖f‖G,Ep,1 ≡
{
E‖f‖pE + E
∥∥∥DGp f∥∥∥p
ℓ2⊗E
} 1
p
since the operator DG,Ep is closed in Lp.
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Similarly, define the Sobolev class W dp (G, E) for d ≥ 1, p > 1 as the domain of the operator [D
G
p ]
kf , it is a
Banach space w.r.t. the norm
‖f‖G,Ep,d ≡
{
E‖f‖pE + E
d∑
k=1
∥∥∥[DGp ]kf∥∥∥p
[ℓ2]⊗k⊗E
} 1
p
.
At last, define IGp as the adjoint operator to D
G
p . This operator is called the stochastic integral, which is
natural, in particular, due to the following example (see also [21], Theorems 1.1 and 1.2).
Example 3.3. It follows from Lemma 3.2 that a non-random element li ∈ ℓ2 belongs to the domain of every
IGp , and
IGp (l
i) = −ρΓihi =
∫
(ai,bi)×Γi
hi(s)ν˜(ds, du).
The following properties of DGp ,I
G
p are due to the chain rule (Lemma 3.2, statement 1). The proof is
analogous to the proof of the same properties of the stochastic derivative and integral w.r.t. the Wiener
process and is omitted.
Lemma 3.3. 1) Let fj ∈W
1
p (G, Ej), j = 1, . . . , n, F : E1×· · ·×En → E be Frechet differentiable, continuous,
and bounded together with its derivative. Then F (f1, . . . , fn) ∈W 1p (G, E) and
DGpF (f1, . . . , fn) =
n∑
j=1
F ′j(f1, . . . , fn) ·D
G
p fj .
2) Let g ∈ Dom(IGp1 ), f ∈ Wp2(G,R), p1 > p2. Then fg ∈ Dom(I
G
p ), where p =
p1q2
p1q2−p1−q2
, q2 =
p2
p2−1
, and
IGp (fg) = f · I
G
p2
(g)− (DGp1f, g)ℓ2 .
3.3. Existence of the density via the stratification method. In this subsection, we give two sufficient
conditions for the existence of the density for a functional on (Ω,F, P ). The first condition is formulated in
terms of the Sobolev-type stochastic derivative introduced in the previous subsection.
Theorem 3.1. Consider the Rm-valued random vector f = (f1, . . . , fm) which belongs for some grid G to
W 12 (G,R
m). Denote, by Σf,G = (Σf,Gk,r )
m
k,r=1, the Malliavin matrix for f ,
Σf,Gk,r ≡ (D
Gfk, D
Gfr)ℓ2 , k, r = 1, . . . ,m,
and put N(f,G) = {ω|Σf,G(ω) is non-degenerate}. Then
P
∣∣∣
N(f,G)
◦f−1 ≪ λm.
The proof is made in the framework of the stratification method (see [7], Chapter 2 for the basic construc-
tions of this method) and contains several standard steps. First, let us choose a countable set ℓ∗ ⊂ ℓ0 dense
in ℓ2. For any l¯ = (l
1, . . . , lm) ∈ [ℓ∗]
m, we denote
N(f, l¯) = {ω| the matrix
(
(DGfk, l
r)ℓ2
)m
k,r=1
is non-degenerate}.
Then N(f,G) = ∪l¯∈[ℓ∗]mN(f, l¯) and thus, in order to prove the statement of the theorem, it is sufficient to
prove that, for every fixed l¯ ∈ [ℓ0]m,
(3.3) P
∣∣∣
N(f,l¯)
◦f−1 ≪ λm.
The set l¯ generates the commutative group of admissible transformations of (Ω,F, P ), indexed by Rm:
Tt ≡ T
G
t1l1
◦ · · · ◦ TGtmlm , t = (t1, . . . , tm).
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In order to prove (3.3), we proceed in the following way. Consider the stratification of (Ω,F, P ) on the
orbits of the group {Tt, t ∈ R
m}, which can be considered in our case after a proper parametrization as
Rm or some proper linear subspaces of Rm. The group {Tt} generates a measurable parametrization of
(Ω,F, P ) (the detailed exposition will be given further), and thus P can be decomposed into a regular family
of conditional distributions such that every conditional distribution is supported by some orbit. Denote, by
ρl¯ ≡ (
∑
i∈N l
1
i ρ
Γi
hi
, . . . ,
∑
i∈N l
m
i ρ
Γi
hi
), the logarithmic derivative of P w.r.t. {Tt}. Then, for almost all orbits γ,
the conditional distribution Pγ , supported by the orbit γ, possess the logarithmic derivative ρl¯,γ , that is equal
to the restriction of ρl¯ on the orbit γ. Since ρl¯ has an exponential moment, ρl¯,γ has such a moment too for
almost all γ. This implies (see [4], Proposition 4.3.1) that, for almost all γ, Pγ possesses a positive continuous
density.
On the almost every orbit γ, the function fγ is equal to the restriction of f on γ and belongs to the Sobolev
class ∩pW 1p (Pγ). This fact is more or less standard and we do not give the proof here. In a linear framework,
this subject was discussed in details in [20]. The non-linear case of a commutative admissible group {Tt} is
quite analogous. We refer the interested reader to [20] and references therein.
Taking into account this analytic background, we can apply the change-of-variables formula on the almost
every orbit γ and obtain the absolute continuity of the image of the measure Pγ under the map fγ . After
all, (3.3) is obtained by the Fubini theorem. We omit this part of the exposition, referring the reader to [7],
Chapter 2, or [30].
Now let us verify that our specific group {Tt} generates a measurable parametrization of (Ω,F, P ), i.e. there
exists a measurable map Φ : Ω → Rm × Ω˜ such that Ω˜ is a Borel measurable space and the image of every
orbit of the group {Tt} under Φ has the form L × {ω˜}, where L is a linear subspace of Rm. This condition
was supposed to hold true under the considerations made before.
In order to shorten the notation, we restrict ourselves to the case where
lri =

1, i = r0, otherwise , r = 1, . . . ,m,
the general case is quite analogous. For i = 1, . . . ,m, we denote Di = {τ ∈ D ∩ (ai, bi)|p(τ) ∈ Γi}, ci =
bi−ai
2 .
Let ω ∈ Ω be fixed. We recall that ω is interpreted as a (locally finite) configuration. Set I(ω) = {i|Di(ω) 6= ∅}
and, for i ∈ I(ω), we define τi(ω) = inf Di(ω). Note that, due to condition (ii) of Definition 3.2 for every
i = 1, . . . ,m and x ∈ (ai, bi), the transformation
R ∋ z 7→ Tzhix
is strictly monotonous and its image is equal to (ai, bi). Therefore, for every i ∈ I(ω) there exists the unique
zi(ω) ∈ R such that T iziτi = ci. Denote z(ω) = (z1(ω), . . . , zm(ω)) ∈ R
m, where zi(ω) = 0 for i 6∈ I(ω). Denote
by Ω˜ the set of all configurations satisfying the following additional condition: for every cell Gi, i = 1, . . . ,m,
either the configuration is empty in this cell, or the moment of the first jump in this cell is equal to ci. Now
put, for every ω ∈ Ω , ̟(ω) = [Tz(ω)ω] ∈ Ω˜. Then the map
Φ : ω 7→ (z(ω), ̟(ω))
provides the needed parametrization. The theorem is proved.
Another version of the previous result can be given in the terms of the almost sure stochastic derivative.
Although we will not use the framework of almost sure stochastic derivatives while studying equation (0.1),
it can be very useful while studying the distributions of some other classes of functionals. Thus we formulate
briefly the main points of this framework.
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Definition 3.4. For a given grid G, the functional f is called to be almost surely (a.s.) differentiable w.r.t.
G, if there exists a random element D˜Gf with values in ℓ2 such that, for every l ∈ ℓ0,
1
t
[
f ◦ TGl − f
]
→ (D˜Gf, l)ℓ2 , t→ 0 almost surely.
The element DGf is called the almost sure (a.s.) derivative of f w.r.t. G.
Theorem 3.2. Consider the random vector f = (f1, . . . , fm) such that, for some grid G, every functional
fr, r = 1, . . . ,m is a.s. differentiable w.r.t. G. Denote Σ˜
f,G = (Σ˜f,Gk,r )
m
k,r=1,
Σ˜f,Gk,r ≡ (D˜
Gfk, D˜
Gfr)ℓ2 , k, r = 1, . . . ,m,
and put N˜(f,G) = {ω|Σ˜f,G(ω) is non-degenerate}. Then
P
∣∣∣
N˜(f,G)
◦f−1 ≪ λm.
Proof. Due to the arguments given in the proof of the previous theorem, it is sufficient to prove the same
statement in a finite-dimensional case, i.e. when Ω is Rm and TG is the canonical group of linear shifts in
Rm. In this situation the needed statement holds true due to the standard change-of-variables formula and
the following lemma.
Lemma 3.4. Let, for some m,n ∈ N, the function F : Rm → Rn, G : Rm → Rm × Rn be such that, for every
a ∈ Rm for λm-almost all x ∈ Rm,
1
t
‖F (x+ ta)− F (x)− t(G(x), a)Rm‖Rn → 0, t→ 0.
Then, for every ε > 0, there exists Fε ∈ C1(Rm,Rn) such that
λm({x|F (x) 6= Fε(x)} ∪ {x|G(x) 6= ∇Fε(x)}) < ε.
This result is a straightforward consequence of the Lebesgue theorem about the points of density for a
measurable set and the following statements.
Proposition 3.2. I. ([9], Theorem 3.1.4). Let the function f : Rm → Rn be approximatively differentiable at
every point of a set A ⊂ Rm along all the vectors from the basis. Then, for λm-almost all points a ∈ A, the
function f has the approximative derivative at a.
II. ([9], Theorem 3.1.16). Let A ⊂ Rm, f : A→ Rn and
(3.4) ap lim sup
x→a
‖f(x)− f(a)‖Rn
‖x− a‖Rm
< +∞
for λm-almost all a ∈ A. Then, for every ε > 0, there exists g ∈ C1(Rm,Rn) such that
λm({x|f(x) 6= g(x)} < ε.
We are not going to discuss definitions of the approximative limit and derivative here, referring the reader
to [9]. Let us only mention that the usual differentiability along some direction implies the approximative
differentiability along this direction, and if the approximative derivative exists, then (3.4) holds true. Theorem
3.2 is proved.
The following theorem gives the convergence in variation of the distribution of random vectors in terms of
their derivatives, and will be used in the proof of Theorem 1.2.
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Theorem 3.3. For some given grid G and p > m, consider the sequence of Rm-valued random vectors
{fn} ⊂W 1p (G,R
m) such that
fn → f in W
G,Rm
p,1 , n→ +∞.
Then, for every A ⊂ N(f,G),
P
∣∣∣
A
◦f−1n → P
∣∣∣
A
◦f−1, n→ +∞
in variation.
The statement of the theorem follows, via the stratification arguments analogous to those given in the
proof of Theorem 3.1, from the finite-dimensional criterion for the convergence in variation of the sequence of
induced measures, given in [1] (see [1], Theorem 2.1 and Corollary 2.7).
Let us mention that the analog of Theorem 3.3 can be also given in the terms of the almost sure derivatives,
but an additional uniform condition on the sequence {fn} should be imposed in this case. We do not discuss
this subject here, referring the interested reader to [24].
4. Absolute continuity of the distribution of a solution to an SDE with jumps
4.1. Differential properties of the solution to an SDE with jumps. We are going to apply the general
results about the existence of the density obtained in the previous section to the specific class of functionals:
solutions to SDE’s with jumps. The first step, that is necessary here, is to verify whether such solutions are
either stochastically or a.s. differentiable. In this subsection, we give the answer to this question.
Consider the Cauchy problem for equation (0.1) of the type
(4.1) X(x, t) = x+
∫ t
0
a(X(x, s)) ds+ Ut − U0, t ∈ R
+.
We suppose that a belongs to C1(Rm,Rm). We also impose the linear growth condition on a:
∃K : ‖a(x)‖2 ≤ K(1 + ‖x‖2).
These conditions provide that equation (4.1) has the unique strong solution. Moreover, these solutions con-
sidered for different x, t form a stochastic flow of diffeomorphisms.
Denote ∆(x, u) = a(x+ u)− a(x), x ∈ Rm, u ∈ Rd.
Theorem 4.1. I. For every x ∈ Rm, t ∈ R+,Γ ∈ Πfin, h ∈ H0, every component of the vector X(x, t) is a.s.
differentiable w.r.t. {T Γrh, r ∈ R}, i.e. there exist a.s. limits
Yk(x, t) = lim
ε→0
1
ε
[T ΓεhXk(x, t)−Xk(x, t)], k = 1, . . . ,m.
The process Y (x, ·) satisfies the equation
(4.2) Y (x, t) =
∫ t
0
∫
Γ
∆(X(x, s−), u)Jh(s) ν(ds, du) +
∫ t
0
[∇a](X(x, s))Y (x, s) ds, t ≥ 0.
II. The solution X(x, t) is stochastically differentiable with the derivative given by (4.2).
Remark. In a sequel, we use only statement II. Statement I provides here the main part of the proof and is
emphasized only for the convenience of the reader.
Remark. The statement close to statement I was proved in [22]. The statement close to statement II
was proved in [28] for m = 1. We cannot use straightforwardly the result from [28] since the proof there
contains some specifically one-dimensional features such as an exponential formula for the derivative of the
flow corresponding to the solution of the ODE (Lemma 1 [28]).
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Proof of statement I. It is sufficient to consider only the case where a,∇a are bounded. The general case
follows from this one due to the standard localization arguments.
Denote DΓ = {τ ∈ D : p(τ) ∈ Γ}, Ωk = {D ∩ {0, t} = ∅,#(DΓ ∩ (0, t)) = k, }, k ≥ 0. Since Γ ∈ Πfin,
Ω = ∪kΩk almost surely and it is enough to verify that the needed statement holds true a.s. on every Ωk. The
case k = 0 is trivial.
Denote ν∗(t, A) = ν(t, A\Γ), U∗t =
∫ t
0
∫
Rd\Γ uν˜(ds, du). For a given t > 0, τ ∈ (0, t), p ∈ R
d, x ∈ Rm, consider
the process Xτ· on [0, t] such that
Xτt =

x+
∫ t
0 a(X
τ
s ) ds+ U
∗
t , t < τ
x+
∫ t
0
b(Xτs ) ds+ p+ U
∗
t , t ≥ τ
.
Note that the point process {p(T ), T ∈ DΓ} is independent of ν∗, and the distribution of the variable τΓ1 ≡
minDΓ, while this variable is restricted to Ω1, is absolutely continuous. Then statement I on Ω1 follows
immediately from Example 3.1 and the following lemma.
Lemma 4.1. With probability 1 for λ1-almost all τ ∈ (0, t),
d
dε
∣∣∣
ε=0
Xτ+εt = −∆(X
τ
τ−, p)E
∗
t ,
where E∗ is the stochastic exponent defined by the equation
E∗r = IRm +
∫ r
τ
∇b(Xτ(s))E∗s ds, r ≥ τ.
Proof. Xτt is the value at the point t of the solution to the equation
(4.3) dX˜t = a(X˜t) dt+ dU
∗
t ,
with the starting point τ and the initial value
Xττ = X
τ
τ− + p.
Suppose that ε < 0. Then Xτs = X
τ+ε
s , s < τ + ε. Thus X
τ+ε
t is also the value of the solution to the same
equation with the same starting and terminal points and with the initial value being equal to
Xτ(τ+ε)− + p+
∫ τ
τ+ε
a(Xτ+εs ) ds+ [U
∗
τ − U
∗
τ+ε].
Thus the difference Φ(τ, ε) between the initial values for Xτ+εt , X
τ
t is equal to
∫ τ
τ+ε
[a(Xτ+εs )− a(X
τ
s )] ds.
The process {U∗t } has ca`dla`g trajectories, and therefore almost surely the set of discontinuities for its
trajectories is at most countable. Therefore almost surely there exists the set T = T(ω) ⊂ R+ of the full
Lebesgue measure such that
δ(t, γ) ≡ sup
|s−t|≤γ
[‖U∗s − U
∗
t ‖]→ 0, γ → 0, t ∈ T.
Then, for s ∈ (τ + ε, ε),
‖Xτs −X
τ
τ−‖+ ‖X
τ+ε
s −X
τ
τ− − p‖ ≤ C• {|ε|+ δ(τ, |ε|)}.
Here and below, we denote, by C• , any constant such that it can be calculated explicitly, but its exact form
is not needed in a further exposition. Thus, for τ ∈ T,
‖Φ(τ, ε) + ε[a(Xττ− + p)− a(X
τ
τ−)]‖ ≤ C• |ε|{|ε|+ δ(τ, |ε|)},
which implies the needed statement.
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The case ε > 0 is analogous, let us discuss it briefly. Again, take τ ∈ T and represent Xτt as the solution to
(4.3) with the initial value Xττ−+ p. X
τ+ε
t is also the solution to (4.3) but with the other starting point τ + ε.
The estimates analogous to ones made before show that, up to the o(|ε|) terms,
Xτ+ετ+ε −X
τ
τ+ε = ε
{
−a(Xττ− + p) + a(X
τ
τ−)
}
,
which implies the statement of the lemma. The lemma is proved.
Now let k > 1 be fixed. Consider the countable family Qk of the partitions Q = {0 = q0 < q1 · · · < qk = t}
with q1, . . . , qk−1 ∈ Q and denote
ΩQ = {D ∩ {qi, i = 0, k} = ∅,D
Γ ∩ (qi−1, qi) = 1, i = 1, . . . , k}, Q ∈ Qk.
We have Ωk = ∪Q∈QkΩQ. Therefore it is enough to verify the statement of Theorem 4.1 on ΩQ for a given Q.
The distributions of the variables τΓj , j = 1, . . . , k (see Example 3.1 for the notation τ
Γ
j ), while these variables
are restricted to Ωk, are absolutely continuous. Then statement I on ΩQ follows immediately from Example
3.1, the standard theorem about differentiation of the solution to equation (4.1) w.r.t. the initial value, and the
statements analogous of one of Lemma 4.1 and written on the intervals [0, q1], [q1, q2], . . . , [qk−1, t]. Statement
I is proved.
Proof of statement II. Again, suppose first that a,∇a are bounded. In the framework of Lemma 4.1, one
has the estimate
(4.4) ‖Xτ+εt −X
τ
t ‖ ≤ C• |ε|
valid point-wise. Indeed, both Xτ+εt and X
τ
t are the solutions to (4.3) with the same initial point (τ for ε < 0
and τ + ε for ε > 0) and different initial values. The difference between the initial values are estimated by∥∥∥∥
∫ τ
τ+ε
[a(Xτ+εs )− a(X
τ
s )] ds
∥∥∥∥ ≤ −2‖a‖∞ε
for ε < 0 and by ∥∥∥∥
∫ τ+ε
τ
[a(Xτ+εs )− a(X
τ
s )] ds
∥∥∥∥ ≤ 2‖a‖∞ε
for ε > 0. Thus, inequality (4.4) follows from the Gronwall lemma. Using the described before technique,
involving partitions Q ∈ Qk, and applying the Gronwall lemma once again, we obtain that almost surely on
the set Ωk
‖T ΓεhX(x, t)−X(x, t)‖ ≤ kC• |ε|.
This means that the family { 1
ε
[T ΓεhX(x, t) − X(x, t)]} we already have proved to converge to the solution to
(4.2) almost surely as ε→ 0 is dominated by the variable
C• · ν(t,Γ) ∈ ∩pLp(Ω,F, P ).
Therefore the convergence holds true also in the Lp sense for any p, and X(x, t) is stochastically differentiable
with the derivative given by (4.2).
The last thing we need to do is to remove the claim on a to be bounded. Consider a sequence {an} ⊂
C1b (R
m,Rm) such that an(x) = a(x) for ‖x‖ ≤ n. We have just proved that the solution Xn(x, t) to an
equation of the type (4.1) with a replaced by an is stochastically differentiable and its derivative Yn(x, t) is
given by an equation of the type (4.2) with a replaced by an. The sequence {an} can be chosen in such a way
that it satisfies the linear growth condition uniformly w.r.t. n. Under such a choice,
Xn(x, t)→ X(x, t), Yn(x, t)→ Y (x, t), n→ +∞
in every Lp(Ω, P,R
m). Since the stochastic derivative is a closed operator, this implies the needed statement
for X(x, t). The theorem is proved.
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4.2. The proofs of Theorems 1.1, 1.2. The proof of Theorem 1.1 is an essentially simplified version of the
proof of the analogous statement in [22]. It is based on the other version of the absolute continuity result,
with the conditions formulated in the terms of the point process {p(τ), τ ∈ D}. Below the initial value x∗ is
fixed, and we omit it in the notation writing X(s) ≡ X(x∗, s).
Denote, by {Er}, the stochastic exponent, i.e. the m×m-matrix-valued process satisfying the equation
Er = IRm +
∫ r
0
∇a(X(s))Es ds, r ∈ R
+.
This process has continuous trajectories. The matrix Er is a.s. invertible for every r, and, moreover, almost
surely
sup
r≤t
‖E−1r ‖Rm×Rm < +∞.
We do not discuss this fact in details, since the technique is quite standard here (see, for instance [34], Chapter
5, §10).
Lemma 4.2. Denote by St a linear span of the set of vectors {E−1τ ·∆(X(τ−), p(τ)), τ ∈ D ∩ (0, t)} and put
Ωt = {ω| dimSt(ω) = m}. Then
P |Ωt ◦ [X(t)]
−1 ≪ λm.
Proof. Denote, by Snt , a linear span of the set of vectors {E
−1
τ ·∆(X(τ−), p(τ)), τ ∈ D∩(0, t), ‖p(τ)‖Rd ≥
1
n
}
and put Ωnt = {ω| dimS
n
t (ω) = m}. It is clear that Ωt =
⋃
n≥1Ω
n
t , and thus it is enough to prove that
P |Ωnt ◦ [X(t)]
−1 ≪ λm for a given n.
Let n be fixed. Consider the family of differential grids {GN , N ∈ N} of the form
ΓNi = Γ
n ≡ {u|‖u‖ ≥
1
n
}, aNi = b
N
i−1 =
i− 1
N
, hNi (s) = h(
s− aNi
bNi − a
N
i
), s ∈ (ai, bi), i ∈ N,
where h ∈ H0 is some function such that Jh > 0 inside (0, 1) and Jh = 0 outside (0, 1).
Our aim is to show that almost surely
(4.5) Ωnt ⊂
⋃
N
{ω|Σ˜X(t),G
N
(ω) is non-degenerate }.
Here ΣX(t),G
N
is the Malliavin matrix for the random vector X(t) (see Theorem 3.1). Theorem 3.1 together
with (4.5) immediately imply the needed statement.
Denote Dn ≡ DΓ
n
, An,tN =
{
ω|D ∩ { i−1
N
, i ∈ N} = ∅,#{τ ∈ Dn ∩ (ai, bi)} ⊂ {0, 1}, i = 1, . . . , [Nt + 1]
}
.
Since Γn ∈ Πfin, one has that almost surely
Ωnt ⊂
⋃
N
[Ωnt ∩ A
n,t
N ].
Thus in order to prove (4.5), it is sufficient to show that, for every N , the matrix ΣX(t),G
N
is non-degenerate
on the set Ωnt ∩ A
n,t
N .
A change of the point measure outside [0, t] does not change X(t), thus
(DG
N
X(t), l)ℓ2(GN ) = 0 for any l : li = 0, i ≤ [Nt+ 1].
This means that the matrix ΣX(t),G
N
is the Grammian for the finite family of the vectors in Rm
Y 1 ≡ (DG
N
X(t), l1)ℓ2(GN ), . . . , Y
[Nt+1] ≡ (DG
N
X(t), l[Nt+1])ℓ2(GN ), l
r = (lri ), l
r
i =

1, i = r,0, otherwise.
Therefore ΣX(t),G
N
is non-degenerate iff the family {Y r, r = 1, . . . , [Nt+ 1]} is of the maximal rank.
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The family {Y r} on the set An,tN can be given explicitly. First of all, let us write the solution to equation
(4.2) in the following form:
(4.6) Y Γh (t) = Et
∫ t
0
∫
Γ
Jh(s)E−1s ∆(X(s−), u) ν(ds, du), t ≥ 0, h ∈ H0,Γ ∈ Πfin.
Taking in (4.6) Γ = Γn and h = hNr , r = 1, . . . , [Nt + 1], we obtain that, on the set A
n,t
N Y
r = crEtY˜
r,
r = 1, . . . , [Nt+ 1], where
(cr, Y˜
r) =

(h
N
r (τr),E
−1
τr
·∆(X(τr−), p(τr))), {τ ∈ Dn ∩ (ar, br)} = {τr},
(1, 0), {τ ∈ Dn ∩ (ar, br)} = ∅.
The matrix Et is non-degenerate, the constants {cr} are positive on A
n,t
N . This means that {Y
r} has the
maximum rank iff the same holds true for {Y˜ r}. But the family {Y˜ r} contains all the vectors
{E−1τ ·∆(X(τ−), p(τ)), τ ∈ D
n ∩ (0, t)}
and therefore has the maximal rank on Ωnt . This means that {Y
r} has the maximal rank on Ωnt ∩ A
n,t
N and
(4.5), together with the statement of the lemma, holds true. The lemma is proved.
Lemma 4.3. Under the condition of Theorem 1.1,
(4.7) γn ≡ inf
x∈B¯(x∗,ε∗),v 6=0
Π
(
u : ‖u‖ ≥
1
n
, (∆(x, u), v)Rd 6= 0
)
→ +∞, n→ +∞.
This statement follows immediately from the Dini theorem applied to the monotone sequence of lower
semi-continuous functions
φn : B¯(x∗, ε∗)× {‖v‖ = 1} ∋ (x, v) 7→ Π
(
u : ‖u‖ ≥
1
n
, (∆(x, u), v)Rd 6= 0
)
.
Proof of the Theorem 1.1 Denote by S the set of all proper subspaces of Rm. This set can be parametrized
in such a way that it becomes a Polish space, and, for every of the random vectors ξ1, . . . , ξk, the map
ω 7→ span (ξ1(ω), . . . , ξk(ω)) defines the random element in S.
For every n ≥ 1, consider the set Dn = {τn1 , τ
n
2 , . . . }. For a given S
∗ ∈ S, δ > 0, let us consider the event
Anδ = {S
n
δ 6⊂ S
∗} = {∃i : τni ≤ δ,E
−1
τni
∆(X(τni −), p(τ
n
i )) 6∈ S
∗}
(see the beginning of the proof of Lemma 4.2 for the notation Snt ). One has that Ω\A
n
δ ⊂ Bδ ∪ C
n
δ , where
Bδ = {∃s ∈ [0, δ] : X(s−) 6∈ B¯(x∗, ε∗)},
Cnδ =
⋂
i
[
{τni > δ} ∪ {X(τ
n
i −) ∈ B¯(x∗, ε∗),E
−1
τni
∆(X(τni −), p(τ
n
i )) ∈ S
∗, τni ≤ δ}
]
.
The distribution of the value p(τni ) is equal to λ
−1
n Π|Γn , where Γ
n = {u|‖u‖ ≥ 1
n
}, λn = Π(Γn). Moreover,
this value is independent with the σ-algebra Fτn
i
−, and, in particular, with the variables X(τ
n
i −),Eτni . This
provides the estimate
(4.8)
P [{τni > δ}∪ {X(τ
n
i −) ∈ B¯(x∗, ε∗),E
−1
τni
∆(X(τni −), p(τ
n
i )) ∈ S
∗, τni ≤ δ}
∣∣∣Fτni −] ≤ 1I{τni >δ}+(1− γnλn )1I{τni ≤δ}.
It follows from (4.8) that
P (Cnδ ) ≤ E
(
1−
γn
λn
)ν([0,δ]×Γn)
= exp{−δγn} → 0, n→ +∞.
Since Anδ ⊂ {Sδ 6⊂ S
∗}, this means that almost surely
(4.9) {Sδ ⊂ S
∗} ⊂ Bδ.
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Now we take δ < t
m
and iterate (4.9) on the time intervals [0, δ], [δ, 2δ], . . . , [(m− 1)δ,mδ] with S∗1 = {0}, S
∗
2 =
Sδ, . . . , S
∗
m = S(m−1)δ (we can do this due to the Markov property of X). We obtain that
{dimSt < m} ⊂
m⋃
k=1
{dimS(k−1)δ = dimSkδ < m} ⊂ Bmδ.
Since P (Bmδ)→ 0, δ → 0+, this provides that P{dimSt < m} = 0, which together with Lemma 4.2 gives the
needed statement. The theorem is proved.
Proof of Theorem 1.2. Due to statement II of Theorem 4.1, the solutions Xn(xn, tn) to (1.3) are stochasti-
cally differentiable and their derivatives are given by SDEs of the form (4.2). The usual localization arguments
allows us to restrict the consideration to the case where {an} are uniformly bounded together with their
derivatives and Π is supported by some bounded set. Then, applying Theorem 4, [10], Chapter 4.2, we obtain
that, for any p > 1, Xn(xn, tn) converge to X(x∗, t) in the Lp sense, together with their stochastic derivatives
given by (4.2). This means that, for every finite differential grid G and any p > 1,
Xn(xn, tn)→ X(x∗, t) in W
1
p (G,R
m), n→ +∞.
Thus the statement of Theorem 1.2 follows from Theorem 3.3.
4.3. The proofs of Propositions 2.1 – 2.3. Proof of the Proposition 2.1. Take ε∗ =
δ∗
2 . Then, for every
x ∈ B¯(x∗, ε∗),
{u|∆(x, u) = 0} = {u|a(x+u) = a(x)} ⊂ {|u| > C• δ∗}∪{u|x+u ∈ N(a, a(x))∩ (x∗− δ∗, x∗+ δ∗)} = ∆1∪∆2.
Here we used that a is Lipschitz. The set ∆2 is finite and therefore Π(∆2) < +∞. The set ∆1 is separated
from 0 and therefore Π(∆1) < +∞. Since Π(R) = +∞, this means that Π(∆(x, u) 6= 0) = +∞. Proposition
is proved.
The proof of the Proposition 2.2 is almost trivial: for a given x ∈ B(x∗, ε∗), v ∈ Sm one should take
w = w(x, v), given by the Definition 1.3, and for this v choose ̺ ∈ (0, 1) such that Π(V (w, ̺)) = +∞ (this is
possible since Π satisfies the wide cone condition). Then, for every D > 0, Π(u ∈ V (w, ̺), ‖u‖ ≤ D) = +∞,
and (1.2) follows from (1.1).
Proof of the Proposition 2.3. Consider the set Φx∗,ε∗ of the functions φx : R
m ∋ u 7→ a(x + u) − a(x) ∈
Rm, x ∈ B(x∗, ε∗). It is easy to see that if for every linear subspace Lv ≡ {y|(y, v) = 0}, v ∈ Sm,
Π(u|u 6∈ φ−1(Lv)) = +∞, φ ∈ Φx∗,ε∗ ,
then (1.2) holds true. In the case b, Φx∗,ε∗ contains the unique function φ(u) = Au. Since A is non-
degenerate, φ−1(Lv) is a proper linear subspace of R
m for every v ∈ Sm, and (2.2) provides (1.2). In the case
a, φx ∈ C
1(Rm,Rm), and for ε∗ small enough det∇φx(0) = det∇a(x) 6= 0, x ∈ B(x∗, ε∗). Then φ
−1
x (Lv) is a
proper smooth subspace of Rm for every v ∈ Sm, and (2.1) provides (1.2). Proposition is proved.
5. Smoothness of the density of the solution to the Cauchy problem
5.1. The irregularity properties of the density. We start our exposition with the easier part: the proof
of Theorem 1.4 and Proposition 2.4, that give the irregularity properties of px,t.
Recall that the function a is supposed to be globally Lipschitz and the jump noise is supposed to satisfy
the moment condition (1.4).
Proof of Theorem 1.4: the case m = 1. For ε ∈ (0, 1), denote M ε =
∫
ε<|u|≤1 uΠ(du) and consider a
decomposition of the process Ut of the form
Ut = U0 +R
ε
t + V
ε
t − tM
ε, Rεt =
∫ t
0
∫
‖u‖≤ε
uν˜(ds, du), V εt =
∫ t
0
∫
‖u‖>ε
uν(ds, du).
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Rεt is a martingale, and its quadratic variation is equal to
[Rε]t =
∑
s≤t
(Rs −Rs−)
2 =
∫ t
0
∫
‖u‖≤ε
u2ν(ds, du).
We have that
E[Rε]2t = E
[∫ t
0
∫
‖u‖≤ε
u2ν˜(ds, du)
]2
+
[∫ t
0
∫
‖u‖≤ε
u2Π(du) ds
]2
=
= t
∫
‖u‖≤ε
u4Π(du) + t2
[∫
‖u‖≤ε
u2Π(du)
]2
,
and therefore, for ε small enough,
E[Rε]2t ≤ C•
[
ε2 ln
1
ε
]
ρ(ε).
Applying the Chebyshev and Burkholder inequalities, we obtain that, for every given α > 0,
P (sup
s≤t
|Rεs| ≥ ε
1−α) ≤
C•E[R
ε]2t
ε2−2α
≤ C•
[
ε2α ln
1
ε
]
ρ(ε).
Next, for every ε ∈ (0, 1)
P (V εs = 0, s ∈ [0, t]) = exp[−tΠ(|u| > ε)] ≥ exp[−ε
−2t
∫
R
u2 ∧ ε2Π(du)] = exp[tρ(ε) ln ε] = εtρ(ε).
Denote Aεα = {|R
εn
s | ≤ ε
1−α
n , V
ε
s = 0, s ∈ [0, t]}. Since R
ε, V ε are independent, we have
P (Aεα) ≥ ε
tρ(ε)
[
1− C•
[
ε2α ln
1
ε
]
ρ(ε)
]
.
Considering a sequence εn → 0+ such that ρ(εn)→ ρ, n→ +∞, we obtain that, for n big enough,
P (Aεnα ) ≥
1
2
εt(ρ+α)n .
Denote, by Xn(x, t), the solution to the ODE
(5.1) Xn(x, t) = x+
∫ t
0
a(Xn(x, s)) ds − tM εn .
By the construction of the set Aεnα , we have that on this set
|X(x, s)−Xn(x, s)| ≤ L
∫ s
0
|X(x, r)−Xn(x, r)|dr + ε1−α, s ∈ [0, t],
where L denotes the Lipschitz constant for a. Then, by the Gronwall lemma, |X(x, t) −Xn(x, t)| ≤ eLtε1−αn
on the set Aεnα . Thus there exist two sequences yn = X
n(x, t) − eLtε1−αn , zn = X
n(x, t) + eLtε1−αn such that,
for n big enough,
(5.2) P (yn ≤ X(x, t) ≤ zn) ≥ C• (zn − yn)
(ρ+α)· t1−α .
Now we can complete the proof. For y < z
(5.3)
∫ z
y
f(v) dv ≤ ‖f‖L∞(z − y),
∫ z
y
f(v) dv ≤ ‖f‖Lr
[∫ z
y
1
r
r−1 dv
] r−1
r
= ‖f‖Lr(z − y)
r−1
r , r ∈ [1,+∞).
Let tρ < 1 − 1
r
. Then there exists α > 0 such that (ρ + α) · t1−α < 1 −
1
r
and (5.2) together with (5.3)
indicates that px,t 6∈ Lr(R). This proves the statement a1. Analogously, if ρt < 1, then there exists α > 0
such that (ρ+α) · t1−α < 1 and (5.2), (5.3) indicate that px,t is not bounded, i.e. px,t 6∈ CB
0(R). This proves
the statement b1. Under condition (1.4) there exists limn→+∞M
εn = M0 and the sequences {yn}, {zn} are
bounded, that implies statements a,b.
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Proof of Theorem 1.4: the case m > 1. Consider a decomposition of the process U = (u1, . . . , Um) of the
form
U it = U
i
0 +R
ε,i
t + V
ε,i
t − tM
ε,i, i = 1, . . . ,m,
where Rε,it =
∫ t
0
∫
|ui|≤ε
uiν˜(ds, du), V ε,it =
∫ t
0
∫
|ui|>ε
uiν(ds, du),M ε,i =
∫
ε<|ui|,‖u‖≤1
uiΠ(du). Then, analo-
gously to the proof of the case m = 1, one can verify that
P (sup
s≤t
‖Rεs‖ ≥ ε
1−α) ≤ C•
[
ε2α ln
1
ε
]
ϑ(ε).
On the other hand,
P (V εs = 0, s ∈ [0, t]) = exp
[
−tΠ
(
m⋃
i=1
{|ui| > ε}
)]
≥ exp
[
−t
m∑
i=1
Π
(
{|ui| > ε}
)]
≥ εmtϑ(ε).
Then, just as in the casem = 1, for every α ∈ (0, 1) there exist sequences {yin} ⊂ R
m, i = 1, . . . ,m and {δn}R+
such that δn → 0 and
(5.4) P (X in ∈ [y
i
n, y
i
n + δn], i = 1, . . . ,m) ≥ C• δ
(ϑ+α)· mt1−α
n .
The arguments analogous to those used in the proof of the case m = 1 show that (5.4) implies statements
a,b,a1,b1 of Theorem 1.4. The theorem is proved.
Proof of Proposition 2.4. If ρ1 = +∞, then the statement is trivial. Thus we consider only the case
ρ1 < +∞. Without losing generality, we can suppose that Π((−∞, 0)) = 0.
Consider a sequence {εn} such that ρ1(εn) → ρ1. Since ρ1(ε) ≥ ρ2(ε), for the sequences {yn}, {zn} given
in the proof of Theorem 1.4 (the case m = 1), the following estimate holds true:
(5.5) P (yn ≤ X(x, t) ≤ zn) ≥ C• (zn − yn)
(ρ1+α)·
t
1−α .
Denote, by X∗(x, t), the solution to an ODE of the type (5.1) with M εn replaced by M0. It follows from the
comparison theorem that the law of X(x, t) is supported by [X∗(x, t),−∞) and the density px,t is equal to
zero on (−∞, X∗(x, t)). On the other hand, M0 −M εn ≤
[
εn ln
1
εn
]
ρ1(εn) = o(ε
1−α
n ), n→ +∞ and therefore,
for n big enough, (yn, zn) ∩ (−∞, X∗(x, t)) 6= ∅. Therefore one can show iteratively that if px,t ∈ CBk, then∣∣∣∣dk−1px,tdyk−1 (y)
∣∣∣∣ ≤ C• (zn − yn),
∣∣∣∣dk−2px,tdyk−2 (y)
∣∣∣∣ ≤ C• (zn − yn)2, . . . , |px,t(y)| ≤ C• (zn − yn)k, y ∈ (yn, zn),
and P (yn ≤ X(x, t) ≤ zn) ≤ C• (zn − yn)k+1. Comparing this estimate with (5.5) and taking α sufficiently
small, we obtain the needed statement. The proposition is proved.
5.2. Smoothness of the density. The crucial difficulty in the proof of the smoothness of the density is that
the stochastic derivative Y Γh of the variable X(x, t), given by Theorem 4.1, is not stochastically differentiable
w.r.t. {T Γrh}. This formally does not allow one to apply the standard Malliavin-type regularity results.
Moreover, the detailed analysis shows that this difficulty is not only formal and the integration-by-parts
formula for the functionals of X(x, t) (formula (5.24) below) actually contains some additional ”singular”
terms. Below we introduce the calculus of variations based on such integration-by-parts formula and obtain
the sufficient conditions for the density of the law of the solution to (0.1) to be smooth.
Let us introduce some necessary constructions. We would like to have an opportunity to divide any ”portion
of the jump mass” Π into an arbitrary number of parts. Such an opportunity is guaranteed by the following
construction: we suppose that the point measure ν, correspondent to the process U , is in fact a projection
of another point measure ν with a more wide phase space and the specially constructed Le´vy measure Π.
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To be precise, we suppose that the probability space is generated by a Poisson random point measure ν on
R+ × Rm+1 with the intensity measure λ1 ×Π, Π ≡ Π× (λ1|[0,1]), and ν is expressed through ν by
ν([0, t]× Γ) = ν([0, t]× Γ× [0, 1]), t ∈ R+,Γ ∈ Πfin.
It is easy to see that such supposition does not restrict generality, since for a given ν we can construct ν,
making an appropriate extension of the initial probability space.
For the ”extended” random point measure ν, we will use the terminology and constructions from Section
3. Further we denote u = (u, y) ∈ Rm+1, the subsets of Rm+1 are denoted by bold symbols, such as Γ. We
also denote, by p(·) = (p(·), q(·)), the point process corresponding to ν.
Given the measure Π, let us construct the monotonously decreasing sequence {εn, n ∈ Z} in the following
way:
ε0 = 1,
εn+1
εn
= 1− (|n|+ 2)−1, n ∈ Z.
By the construction, the sequence {εn} has the following properties:
εn ↓ 0, n→ +∞, εn →∞, n→ −∞,
εn+1
εn
→ 1, n→∞, sup
n
εn
εn+1
≤ 2.
Denote In ≡ {u|‖u‖ ∈ [εn+1, εn)}. Let t ∈ R+, γ ∈ (0,
1
2 ), B > 0 be fixed, define the numbers Kn ∈ N, n ∈ Z
by
Kn =
[
max
(
B, 2tΠ(In),
3
γ
· 2|n|−2t2Π(In)
)]
+ 2,
where [x] ≡ max{k ∈ Z, k ≤ x}. By the construction,
Kn > B,
t
Kn
Π(In) <
1
2
,
t2
Kn
Π2(In) <
2γ
3
· 2−|n|.
We consider all the sets of the type In × [
k−1
Kn
, k
Kn
) ⊂ Rm+1, k = 1, . . . ,Kn, n ∈ Z, and enumerate them in
an arbitrary way by the parameter i ∈ N. The i-th set from this family will be denoted by Γγi . Now, we can
consider the the grid Gγ for the random point measure ν in the following way.
1) Every time interval [aγi , b
γ
i ) is equal to [0, t).
2) The family of sets {Γγi } is the one constructed before.
3) For every i, the function hγi has the form (ε
−1
n ∧ 1)h, where n = n(i) is such that Γ
γ
i = In × [
k−1
Kn
, k
Kn
)
for some k. The function h ∈ C∞(R) is such that Jh = 0 outside (0, t), Jh > 0 inside (0, t) and Jh = 1 on
(β, t− β), where the constant β ∈ (0, 12 ) will be determined later on.
Denote Ξγ =
⋂
i{#{τ ∈ D ∩ [0, 1)|p(τ) ∈ Γ
γ
i } ≤ 1}. All the variables #{τ ∈ D ∩ [0, 1)|p(τ) ∈ Γ
γ
i } are
independent Poissonian variables with the intensities λi ≡
t
Kn(i)
Π(In(i)). For any Poissonian variable ξ with
the intensity λ, the inequality P (ξ > 1) ≤ λ
2
2 holds true. Thus
(5.6)
P (Ξγ) ≥
∏
n∈Z
Kn∏
k=1
(
1−
t2Π2(In(i))
2K2
n(i)
)
≥ 1−
∑
n∈Z
Kn∑
k=1
t2Π2(In(i))
2K2
n(i)
= 1−
∑
n∈Z
t2Π2(In(i))
2Kn(i)
> 1−
∑
n∈Z
γ
3
·2−|n| = 1−γ.
Our trick is to replace the initial probability P by
P γ(·) = P (·|Ξγ) =
P (· ∩ Ξγ)
P (Ξγ)
.
We will study firstly the distribution of X(x, t) w.r.t. P γ and then tend γ to 0. The key point here is the
following analog of the classical Fourier lemma (see [26] or Lemma 8.1 [11]). Below we denote, by Eγ , the
expectation w.r.t. P γ .
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Lemma 5.1. Suppose that, for some k ≥ 0, there exists constants C1, . . . ,Ck+m ∈ R+ such that, for every
γ ∈ (0, 12 ), F ∈ C
∞
b (R
m), n ≤ k +m,α1, . . . , αn ∈ {1, . . . ,m},
(5.7)
∣∣∣∣Eγ[ ∂∂xα1 . . .
∂
∂xαn
F
]
(X(t))
∣∣∣∣ ≤ Cn sup
x
|F (x)|.
Then P (X(t) ∈ dx) = p(x)dx with p ∈ CBk(Rm).
Proof. The Fourier lemma provides that P γ(X(t) ∈ dx) = pγ(x)dx with pγ ∈ CBk(Rm) and∥∥∥∥ ∂∂xα1 . . .
∂
∂xαk
pγ
∥∥∥∥
L∞
≤ Cm, α1, . . . , αk ∈ {1, . . . ,m}.
Due to (5.6), the measures P γ(X(t) ∈ ·) weakly converge to P (X(t) ∈ ·), γ → 0+. This implies the needed
statement. The lemma is proved.
Thus, our further goal is to construct the grids Gγ in the special way in order to provide (5.7) to hold true.
Let us mention that Ξγ is invariant w.r.t. T
Γ
γ
i
rh
γ
i
, and 1IΞγ ∈ W 1p (G
γ ,R) with DG
γ
p 1IΞγ = 0, p ∈ (1,+∞). This
means that the ”censoring” operation P 7→ P γ described above is adjusted with the differential structure. On
the other hand, the following proposition shows that P γ is some kind of a mixture of the Bernoulli and uniform
distributions. Such a measure appears to be more convenient for us to deal with, than the initial Poisson one.
Below we omit the superscript γ in the notation for Ξγ and Γγi (but not for P
γ).
Proposition 5.1. Denote
Ξ0i = {{τ ∈ D ∩ [0, 1)|p(τ) ∈ Γi} = ∅}, Ξ
1
i = Ξ\Ξ
0
i = {{τ ∈ D ∩ [0, 1)|p(τ) ∈ Γi} = {τi}}.
Then
a) P γ(Ξ0i ) =
1
1+λi
, P γ(Ξ1i ) =
λi
1+λi
;
b) the distribution of τi w.r.t. P (·|Ξ1i ) = P
γ(·|Ξ1i ) coincides with the uniform distribution on [0, t] (below
we denote this distribution by λ1t );
c) the distribution of p(τi) w.r.t. P (·|Ξ1i ) is equal to µi(·) =
Π(·∩Γi)
Π(Γi)
;
d) for any i1, . . . , ik ∈ N, ij 6= il, j 6= l, a1, . . . , ak ∈ {0, 1} the sets Ξ
a1
i1
, . . . ,Ξakik are jointly independent
w.r.t. P γ;
e) for any i1, . . . , ik ∈ N, ij 6= il, j 6= l, the variables τi1 , . . . , τik ,p(τi1 ), . . . ,p(τik ) are jointly independent
w.r.t. P γ(·|
⋂k
j=1 Ξ
1
ij
).
Proof. Denote by νi, i ∈ N the point measures, defined on R+ × Rm+1 by
νi([0, s]×∆) = ν([0, s]× (Γi ∩∆)), s ∈ R
+,∆ ∈ B(Rm+1), i ∈ N.
The following facts (valid for any disjoint family of the sets Γi, i ∈ N with Π(Γi) < +∞) are well known in
the theory of the Le´vy processes:
(i) the measures {νi, i ∈ N} are jointly independent;
(ii) for every i ∈ N, the domain of the point process pi, correspondent to νi, is a.s. locally finite;
(iii) for every i ∈ N the sequences {τ i1, τ
i
2, . . . } and {ξ
i
1, ξ
i
2, . . . } of the points of the domain of pi (enumerated
increasingly) and correspondent values of pi are independent;
(iv) the process N is ≡ #{k|τk ≤ s} is a Poisson process with the intensity Π(Γi);
(v) {ξik, k ≥ 1} are i.i.d. random vectors in R
m+1 with their common distribution equal to Π(·∩Γi)
Π(Γi)
.
For any i ∈ N the sets Ξai , a = 1, 2 belong to σ(N
i
· ), and Ξ ≡ Ξ
γ =
⋂
i∈N[Ξ
0
i ∪Ξ
1
i ]. Using this, one can easily
verify that (i) – (v) imply statements c),d),e). For a Poisson process N with the intensity λ, we have that
P (Nt = 0) = e
−tλ, P (Nt = 1) = (tλ)e
−tλ =⇒ P (Nt = 0|Nt ≤ 1) =
1
1 + tλ
, P (Nt = 1|Nt ≤ 1) =
tλ
1 + tλ
.
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This provides the statement a). At last, for the moment τ of the first jump of the process N , the following
relation holds:
P (τ ≤ s|Nt = 1) =
[
(tλ)e−tλ
]−1
P (Ns = 1, Nt = 1) =
[
(tλ)e−tλ
]−1 {
(sλ)e−sλ · e−(t−s)λ
}
=
s
t
, s ∈ [0, t].
This provides the statement b). The proposition is proved.
Consider the space Ω =
∏
i∈N({0, 1} × [0, t] × R
m+1) with the measure M =
∏
i∈N
(
Be( λi1+λi ) × λ
1
t × µi
)
,
here Be(p) denotes the Bernoulli distribution with P (1) = p. For every ̟ = (θi, si,ui, i ∈ N) ∈ Ω, we define
the configuration ω = ω(̟) in the following way: it consists of the points {(si,ui) ∈ [0, t] × Rm+1, i ∈ I1},
where I1 = {i|θi = 1}. Let the function f ∈ L0(Ω,F, P ) depend only on the values of the point measure on
[0, t] × Rm+1, define f˜(̟) = f(ω(̟)). Since P γ ≪ P , Proposition 5.1 implies that the map f → f˜ is well
defined, i.e. taking a P -modification of f we obtain the function that is M -a.s. equal to f˜ . Further we omit
the sign ˜ and denote by f both the function defined on Ω and its image defined on Ω.
Denote Ωji = {θi = j}, j = 0, 1 and M
j
i (·) =M(·|Ω
j
i ), j = 0, 1. Denote
Ef =
∫
Ω
f(̟)M(d̟), Ejif =
∫
Ω
f(̟)M ji (d̟), j = 0, 1.
Define the transformation εs,ui : Ω → Ω
1
i , (s,u) ∈ [0, t] × Γi in the following way: it does not change all
coordinates with indices not equal to i and replaces (θi, si,ui) by (1, s,u). The restriction of this operator on
Ω0i is just an appropriate version of the operator ε
+
(s,u) adding the point (s,u) to the configuration (see [29]).
Denote, by the same symbol εs,ui , the transformation
L0(Ω, P ) ∋ f(·) 7→ f(ε
s,u
i ·) ∈ L0(Ω
0
i ,M
0
i ).
Recall (see the discussion in [29], Section 1) that, for two different modifications f1, f2 of f ∈ L0(Ω, P ), the
functions εs,ui f1, ε
s,u
i f2 may be not equal to M
0
i a.s. for the given (s,u). But the set {(s,u) : ε
s,u
i f1 6= ε
s,u
i f2}
has zero λ1t × µi-measure. This means that the family of the transformations {ε
s,u
i , (s,u) ∈ [0, t]× Γi} is well
defined in the L0([0, t]× Γi, λ1t × µi) sense.
The following formula is a simple corollary of Proposition 5.1 and is, in fact, the main purpose of the
construction given above.
Proposition 5.2. For any f ∈ L1(Ω, P ), i ∈ N,
(5.8) E1i f =
1
t
∫ t
0
∫
Γi
[
E
0
i ε
s,u
i f
]
µi(du)ds.
Now we are going to proceed with the proof of Theorem 1.3. We will do this in two steps.
Proof of Theorem 1.3: the case m = 1.
Consider the functionals f = X(t)1IΞ (we omit the initial value x in the notation for X(x, t)) and gi =
DΓihi f, i ∈ N. The latter derivative exists since D
Γi
hi
1IΞ = 0. Due to Theorem 4.1, one has
gi = Jhi(τi)E
t
τi
[
a
(
X(τi−) + p(τi)
)
− a
(
X(τi−)
)]
1IΞ1i , i ∈ N.
Since ∇a is bounded, |Etτi | ≤ C• and
∣∣∣a(X(τi−) + p(τi)) − a(X(τi−))∣∣∣ ≤ C• |p(τi)|. We recall that Jhi =
(ε−1
n(i) ∧ 1)Jh and ‖Jh‖∞ < +∞, thus
(5.9)
∑
i∈N
g2i ≤ C•
∑
i∈N
p21(τi)(ε
−2
n(i) ∧ 1)1IΞ1i ≤ C•
∑
i∈N
(1 ∧ ε2n(i))1IΞ1i .
We have
E
∑
i∈N
(1 ∧ ε2n(i))1IΞ1i = P (Ξ)
∑
i∈N
(1 ∧ ε2n(i))
λi
1 + λi
<
∑
i∈N
(1 ∧ ε2n(i))λi =
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=
∑
n∈Z
Kn∑
k=1
(1 ∧ ε2n)
tΠ(In)
Kn
= t
∑
n∈Z
(1 ∧ ε2n)Π(In) ≤ t2
2
∫
R
(u2 ∧ 1)Π(du) < +∞.
Here we used that εn ≤ 2εn+1 ≤ |u| for u ∈ In. Thus the series on the right-hand side of (5.9) converges in
the L1 sense, g = (gi) ∈ L2(Ω, P, ℓ2) and f ∈W 12 (G
γ) with DGf = g.
We put Z = ‖g‖2ℓ2 ≥ 0. For any function F ∈ C
∞
b , one has
(Z + c)−1(DG
γ
F (f), g)ℓ2 =
∑
i∈N F
′(f)g2i∑
i∈N g
2
i + c
→ F ′(f)1I{Z>0}, c→ 0+
almost surely and in every Lp. We will show below that {Z > 0} = Ξ almost surely. Thus, in order
to estimate EγF ′(f) = EF ′(f)1IΞγ , it is enough to estimate EF
′(f)
g2i
Z+c in such a way that is uniform in
c and allows the summation over i. The key point here is the following moment estimate. For a given
k ∈ N, i1, . . . , ik ∈ N,u1, . . .uk ∈ R2, s1, . . . , sk ∈ [0, t], we denote
(5.10) E0i1,...,ik [·] = E[·|θi1 = . . . θik = 0], Z
u1,...,uk
i1,...,ik
(s1, . . . , sk) = ε
s1,u1
i1
. . . ε
sk,uk
ik

 ∑
i6=i1,...,ik
g2i

 .
Lemma 5.2. Let a ∈ Kr and
t
2r
e−1
e
ρ2r > α for some r ∈ N, α ∈ [0,+∞). Then, for every k ∈ N, there exists
δ > 0 such that, under an appropriate choice of the constants B, β in the construction of the grids Gγ ,
(5.11) sup
γ
sup
l≤k
sup
i1,...,il∈N
sup
u1∈Γi1 ,...,ul∈Γil
sup
s1,...,sl∈[0,t]
[
E
0
i1,...,il
[Zu1,...,uli1,...,il (s1, . . . , sl)]
−α−δ
]
< +∞.
Proof. In order to shorten the notation, we consider only the case k = 1, the general case is completely
analogous (namely, the only change in the proof will be that the term B − 1 in (5.17) should be replaced by
B − k). Everywhere in the proof of the lemma, we omit the subscript near i,u, s.
We use the arguments that are not the simplest possible here, but appear to be appropriate both for the case
m = 1, and for the general case considered in Lemma 5.5 below. We return from the ”censored” probability
space (Ω0i ,M
0
i ) to the initial one (Ω, P ) and provide (5.11) by the arguments analogous to those used in the
proof of Theorem 1.1.
We have P (Ξ0i ) = P (Ξ)
1
1+λi
≥ C• > 0, and thus E0i [·] = [P (Ξ
0
i )]
−1E[· ∩ Ξ0i ] ≤ C• E[·]. Let us denote
Zi =
∑
τk∈D:p(τk) 6∈Γi
[Jh(τk)(|p(τk)|
−1 ∧ 1)]2
(
a
(
X(τk−) + p(τk)
)
− a
(
X(τk−)
)
, [(Eτk0 )
∗]−1v
)2
Rm
and estimate E[εs,uZi]
−α−δ, where εs,u denotes the operator adding the point (s,u) to the configuration.
For D ≡ [D(a, r) ∧ 1] (D(a, r) is given in Definition 1.3), we have
(5.12) εs,uZi ≥ C•
∑
τk∈D:p(τk) 6∈Γi
[p(τk)]
2r1I|p(τk)|≤D1Iτk∈[β,t−β],
here we used that E·0 is separated both from 0 and from +∞ by some non-random constants.
Denote
Ai(κ) ≡
{
{τk ∈ D ∩ [β, t− β] : p(τk) 6∈ Γi, |p(τk)| ≤ D, |p(τk)| > κ} = ∅
}
, κ > 0.
Due to the Chebyshev inequality, we have
P (εs,uZi < C• κ
2r) ≤
≤ C•E exp

−κ−2r
∑
τk∈D∩[β,t−β]:p(τk) 6∈Γi
[p(τk)]
2r1I|p(τk)|≤D1I|p(τk)|≤κ

 1IAi(κ) =
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(5.13) = C• E
∏
τk∈D∩[β,t−β]:p(τk) 6∈Γi,|p(τk)|≤D
Ψ(κ, τk),
where
Ψ(κ, τk) =

exp
{
−κ−2r[p(τk)]2r
}
, |p(τk)| ≤ κ,
0, |p(τk)| > κ.
Denote
φ(κ) = E
∏
τk∈D∩[β,(t−β)]:p(τk) 6∈Γi,|p(τk)|≤D
Ψ(κ, τk),
φn(κ) = E
∏
τk∈Dn∩[β,(t−β)]:p(τk) 6∈Γi,|p(τk)|≤D
Ψ(κ, τk),
we have φn → φ, n → +∞. We may assume that the (locally finite) set {τk} = Dn is ordered in the natural
monotonous way. Denote, by Πi, the projection on the first coordinate of the measure Πi(·) = Π(·\Γi). For
every k (τk ∈ Dn) the value of the jump p(τk) is independent of Fk ≡ Fτk− ∨σ(τk), and the distribution of the
jump is equal to [Πi({|u| ≥
1
n
})]−1 · Πi(· ∩ {|u| ≥
1
n
}). Take κ < D,n > 1
κ
and denote γni = Πi({|u| ≥
1
n
}).
Then
E[Ψ(κ, τk)1Ip(τk) 6∈Γi,|p(τk)|≤D|Fk] ≤ [γ
n
i ]
−1
∫
1
n
≤|u|≤κ
exp{−κ−2ru2r}Πi(du) =
(5.14) = 1− [γni ]
−1
{
Πi(|u| ≥ κ) +
∫
1
n
≤|u|≤κ
[1− exp{−κ−2ru2r}]Πi(du)
}
.
It follows from (5.14) that
(5.15) φn ≤ E
[
1− [γni ]
−1
{
Πi(|u| ≥ κ) +
∫
1
n
≤|u|≤κ
[1− exp{−κ−2ru2r}]Πi(du)
}]N(n,i,D,β)
,
where N(n, i,D, β) = #{k|τk ∈ [β, t−β],
1
n
≤ |p(τk)| ≤ D} is the Poissonian random variable with its intensity
equal to γ(n, i,D, β) ≡ (t− 2β)Πi(
1
n
≤ |u| ≤ D). We have γ(n,i,D,β)
γn
→ (t− 2β), and thus (5.15) implies that
(5.16) φ(κ) ≤ lim sup
n→+∞
φn(κ) ≤ exp
{
−(t− 2β)
[
Πi(|u| ≥ κ) +
∫
|u|≤κ
[1− exp{−κ−2ru2r}]Πi(du)
]}
.
It follows from the construction of the grid that
(5.17) Πi(·) ≥
B − 1
B
Π(·),
because while one cell Γi is removed, the ”row” with the number n(i) still contains Kn(i) − 1 ”copies” of this
cell. Then, using (5.16) and the elementary inequality 1− exp(−x) ≥ e−1
e
x, x ∈ [0, 1], we obtain that
φ(κ) ≤ exp
{
−(t− 2β)
e− 1
e
B − 1
B
[
Π(|u| > κ) + κ−2r
∫
|u|≤κ
u2rΠ(du)
]}
=
= exp
{
−(t− 2β)
e− 1
e
B − 1
B
ln
[ 1
κ
]
ρ2r(κ)
}
= κ(t−2β)
e−1
e
B−1
B
ρ2r(κ),
and consequently, for κ = κ2r ,
(5.18) P (εs,uZi < C• κ) ≤ C• κ
t−2β
2r
e−1
e
B−1
B
ρ2r(κ
1
2r ).
Now we put δ = 12 [t
e−1
2er ρ2r − α] and choose β and B in such a way that
t−2β(B−1)
2rB
e−1
e
ρ2r > α +
4δ
3 . Then
(5.18) implies that
lim
κ→0+
sup
γ,i,s,u
κ−α−δP (εs,uZi < κ) < +∞,
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that proves the needed statement. The lemma is proved.
Let i be fixed. We can write
EF ′(f)
g2i
Z + c
= P (Ξ)
λi
1 + λi
E
1
iF
′(f)
g2i
Z + c
,
since gi = 0 on Ω\Ξ1i . Using (5.8), we write
E
1
iF
′(f)
g2i
Z + c
=
1
t
∫
Γi
E
0
i
[∫ t
0
F ′(fu(s))
g2i,u(s)
Zu(s) + c
ds
]
µi(du) =
(5.19) =
1
t
∫
Γi
E
0
i
[∫ t
0
F ′(fu(s))Gi,u(s)Yi,u,c(s)ds
]
µi(du),
where the following notation is used: fu(s) = ε
s,u
i f, gi,u(s) = ε
s,u
i gi, Gi,u(s) = [Jhi(s)]
−1gi,u(s), Zu(s) =
ε
s,u
i Z, Yi,u,c(s) = [Jhi(s)]
2 · Gi,u(s)
Zu(s)+c
.
We are going to write the integration-by-parts formula for the integral w.r.t. ds in (5.19). In order to do
this, we need some notation and preliminary results.
Definition 5.1. The function f : R+ 7→ R is called to belong to the class ACPD (absolutely continuous +
purely discontinuous) if f ∈ BVloc(R+) and there exists the function g ∈ L1,loc(R+) such that
f(r−)− f(0+) =
∫ r
0
g(s) ds+
∑
s∈(0,r)
[f(s+)− f(s−)], r ∈ R+.
The function g λ1-a.s. coincides with the derivative of f . Therefore we denote g = f ′ = ∂
∂s
f .
If f belongs to ACPD and is continuous, then it is absolutely continuous. In this case, we say that it belongs
to the class AC.
The following statement is quite standard, and therefore we just outline its proof.
Proposition 5.3. Let f1, . . . , fm belong to the class ACPD. Then, for every F ∈ C1(Rm), the function
F (f1, . . . , fm) belongs to the same class with
[F (f1, . . . , fm)]
′ =
m∑
k=1
F ′k(f1, . . . , fm)f
′
k,
[F (f1, . . . , fm)](s+)− [F (f1, . . . , fm)](s−) = [F (f1(s+), . . . , fm(s+))]− [F (f1(s−), . . . , fm(s−))]
(the first equality should be understood in the λ1-a.s. sense).
Sketch of the proof. The statement of the proposition is trivial when f1, . . . , fm have only finite family
{s1 < · · · < sm} of the points of discontinuity, and belong to the class C1 on every interval [sk, sk+1], k =
1, . . . ,m− 1. If the functions f1, . . . , fm belong to the class AC on every interval [sk, sk+1], then one can prove
the needed statement for them, approximating them, together with their derivatives, in L1 sense on these
intervals by smooth functions, and then passing to the limit. In the general case, one should first approximate
every function fj by the functions f
ε
j , ε > 0, defined by the relations
f εj (r−) − f
ε
j (0+) =
∫ r
0
f ′j(s) ds+
∑
s∈(0,r)
[f(s+)− f(s−)]1I|f(s+)−f(s−)|>ε,
and then again pass to the limit as ε→ 0+.
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Proposition 5.4. There exist the modifications of the processes X(·),E·0 such that, for any u ∈ Γi,
1) for every r ∈ [0, t], the function s 7→ εs,ui X(r) belongs to AC with its derivative equal to
∂
∂s
ε
s,u
i X(r) = (ε
s,u
i E
r
s)
[
a
(
X(s−) + u
)
− a
(
X(s−)
)]
1I[0,r](s), s ∈ [0, t];
2) for every r ∈ [0, t], the function s 7→ εs,ui E
r
0 belongs to AC with
∂
∂s
ε
s,u
i E
r
0 = (ε
s,u
i E
r
0)
[
a
(
X(s−) + u
)
− a
(
X(s−)
)] ∫ r
s
a′′(εs,ui X(z)) dz · 1I[0,r](s), s ∈ [0, t];
3) the function s 7→ Es0 belongs to AC with
∂
∂s
Es0 = a
′(X(s−))Es0;
4) the function s 7→ X(s−) belongs to ACPD with ∂
∂s
X(s−) = a˜(X(s−)), a˜(x) ≡ a(x) −
∫
|u|≤1 uΠ(du).
The set of jumps of this function coincides with {sj|θj = 1}, and the value of the jump at the point sj is equal
to uj.
Proof. Statements 3),4) follow straightforwardly from the construction of X(·),E·0. Statement 1) is just
the statement of Theorem 4.1 reformulated to the other form. Statement 2) follows from the considerations
completely analogous to those given in the proof of Theorem 4.1. The proposition is proved.
As a corollary, we obtain the following statement.
Proposition 5.5. There exist the modifications of the functions f, gi such that, everywhere on Ω
0
i for every
u ∈ Γi, the function Yi,u,c(·) belongs to the class ACPD, and the following integration-by-parts formula holds:
(5.20)
∫ t
0
F ′(fu(s))Gi,u(s)Yi,u,c(s)ds = −
∫ t
0
F (fu(s))[Yi,u,c]
′(s) ds−
∑
s∈[0,t]
F (fu(s))
[
Yi,u,c(s+)−Yi,u,c(s−)
]
.
Proof. It follows from Proposition 5.8 that [fu]
′ = Gi,u belongs to ACPD with
(5.21)
|Gi,u(s)| ≤ C2(a)|u|, |[Gi,u]
′(s)| ≤ C2(a)|u|(1 + |X(s−)|), |Gi,u(sj+)−Gi,u(sj−)| ≤ C2(a)|u||uj |, j 6= i,
where the constant C2(a) depends only on ‖a′‖∞, ‖a′′‖∞. Analogously, for j 6= i, the function
s 7→ Gi,j,u(s) = (ε
s,u
i E
t
sj
)
[
a
(
ε
s,u
i X(sj−) + uj
)
− a
(
ε
s,u
i X(sj−)
)]
1I{θj=1}
belongs to AC with
(5.22) |Gi,j,u(s)| ≤ C2(a)|uj |, |[Gi,j,u]
′(s)| ≤ C2(a)|u||uj |.
Then the function
∑
j 6=i[Jhj(sj)]
2G2i,j,u(·) belongs to AC with its derivative dominated by |u|(C2(a)·‖Jh‖∞)
2ξ,
where
(5.23) ξ = 2
∑
j∈N
(u2j ∧ 1)1I{θj=1} ∈
⋂
p>1
Lp(Ω,M).
Therefore the function
Zu(·) = G
2
i,u(·)[Jhi(·)]
2 +
∑
j 6=i
[Jhj(sj)]
2G2i,j,u(·)
belongs to the class ACPD. At last, Zu(s) + c ≥ c > 0, and, applying Proposition 5.3 with F ∈ C1(R2) such
that F (x, y) = x
y
for x ∈ R, y > c, we obtain that Yi,u,c belongs to ACPD. Applying once again Proposition
5.3, we obtain (5.20) (we use here that Jhi(0) = Jhi(t) = 0, and thus Yi,u,c(0+) = Yi,u,c(t−) = 0). Proposition
is proved.
Estimates (5.21),(5.22) straightforwardly imply the following estimates for [Yi,u,c]
′ and
[
Yi,u,c(s)−Yi,u,c(s−)
]
that do not involve c.
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Proposition 5.6. 1) For every s ∈ [0, t],
|[Yi,u,c]
′(s)| ≤ 2(|u| ∧ 1)(C2(a) · ‖Jh‖∞)
2(ξ + 1 + |X(s−)|)[Σui (s)]
−2.
2) For every j 6= i,∣∣Yi,u,c(sj)− Yi,u,c(sj−)∣∣ ≤ C2(a)(|u| ∧ 1)(|uj | ∧ 1)[Σui (sj)]−11I{θj=1}.
The constant C2(a) depends only on ‖a′‖∞, ‖a′′‖∞.
Now we can write down the integration-by-parts formula for the functionals of f = X(t) on (Ξγ , P γ).
Denote, by Eγ , the expectation w.r.t. P γ and put Yi,u ≡ Yi,u,0.
Lemma 5.3. Let a ∈ Kr and
t
2r
e−1
e
ρ2r > 2 for some r ∈ N. Suppose that the constants β,B in the
construction of the grids Gγ are given by Lemma 5.2 with α = 2, k = 2. Then
(5.24)
EγF ′(f) = −
1
t
∑
i∈N
λi
λi + 1
∫
Γi
E
0
i

∫ 1
0
F (fu(s))Y
′
i,u(s) ds+
∑
j 6=i
F (fu(sj))[Yi,u(sj+)− Yi,u(sj−)]

µi(du)
for every F ∈ C1b (R), and
(5.25) sup
γ
∑
i∈N
λi
λi + 1
∫
Γi
E
0
i

∫ 1
0
|Y ′i,u(s)| ds+
∑
j 6=i
|Yi,u(sj+)− Yi,u(sj−)|

µi(du) < +∞.
Remark. Two terms on the right-hand side of (5.24) can be naturally interpreted as the integrals of F (f)
w.r.t. some signed measures. Estimate (5.25) shows that these measures have finite total variation. The
essential point here is that the second term in the integral w.r.t. the measure that is, in fact, singular w.r.t.
the initial probability. This motivates us to call (5.24) the singular type integration-by-parts formula.
Proof. We have sups∈[0,t]E|ξ+1+X(s−)|
p < +∞ for every p < +∞, thus statement 1) of Proposition 5.6
and Lemma 5.2 provide that∫
Γi
E
0
i
∫ 1
0
|Y ′i,u(s)| dsµi(du) ≤ C• (εn(i) ∧ 1), i ∈ N, c > 0.
Next, we use statement 2) of Proposition 5.4 and Proposition 5.2 to write∫
Γi
E
0
i
∑
j 6=i
∣∣Yi,u,c(sj)− Yi,u,c(sj−)∣∣dsµi(du) ≤
≤
C2(a)
t
(εn(i) ∧ 1)
∫
Γi
∑
j 6=i
∫ t
0
∫
Γj
E
0
i,j
λj
1 + λj
(εn(j) ∧ 1)[Σ
u,u˜
i,j (s, s˜)]
−1µj(du˜)ds˜µi(du) ≤
≤ C2(a)(εn(i) ∧ 1)

∑
j
λj(εn(j) ∧ 1)

[E0i,j sup
i,j,u,u˜,s,s˜
[Σu,u˜i,j (s, s˜)]
−1
]
≤ C• (εn(i) ∧ 1), i ∈ N, c > 0
(see (5.10 for the notation Zu,b˜ui,j ). In the last inequality, we used Lemma 5.2 and the fact that, due to condition
(1.4), ∑
j
λj(εn(j) ∧ 1) ≤ 2
∫
R
(|u| ∧ 1)Π(du) < +∞.
Once again, we use
∑
i λi(εn(i) ∧ 1) < +∞ and deduce (5.24) and (5.25). The lemma is proved.
Remark. The explicit estimates given above show that there exists a constant C1 < +∞ such that, for
every grid Gγ constructed in the way given above for any γ > 0, the expression on the left-hand side of (5.25)
is dominated by C1.
STOCHASTIC CALCULUS OF VARIATIONS FOR GENERAL LE´VY PROCESSES 33
The last thing we need to complete the proof of Theorem 1.3 is to iterate (5.24) in order to provide an
estimate for EF (n)(f) in the terms of supx |F (x)| (F
(n) denotes the n-th derivative of F ). The essential point
here is that the measure M0i is also the product measure and possesses the constructions given before for the
measure M .
Let us rewrite (5.24) to the form that is convenient to the further iterative procedure. For a given n, we
denote, by Θ(n), the family of all partitions θ = (θ1, . . . , θr) of the set {1, . . . , n} into non-overlapping parts
(for instance, Λ(2) contains two partitions ({1}, {2}) and ({1, 2})). Denote also, by Nnd , the set of all vectors
i1, . . . , in with all coordinates not equal to one another. For a given i¯ ≡ (i1, . . . , in) ∈ Nnd , u¯ ≡ (u1, . . . ,un), s¯ ≡
(s1, . . . , sr), and a partition θ = (θ1 = {θ11, . . . , θ
l1
1 }, . . . , θr = {θ
1
r , . . . , θ
lr
r }) ∈ Λ(n), we denote
ε
s¯,u¯
i¯,θ
= [εs1,u1i
θ1
1
◦ εs1,u2i
θ2
1
◦ · · · ◦ ε
s1,ul1
i
θ
l1
1
] ◦ [ε
s2,ul1+1
i
θ1
2
◦ · · · ◦ ε
s2,ul1+l2
i
θ
l2
2
] ◦ · · · ◦ [ε
sr,un−lr+1
iθ1r
◦ . . . εsr,uni
θ
lr
r
].
Now, using the statement analogous to the one of Proposition 5.2, applied to E0i instead of E, we can write
(5.24) in the form
(5.26) EγF ′(f) =
∑
θ∈Θ(2)
∑
i¯∈N2
d
∫
Γi1×Γi2
∫
[0,t]r(θ)
E
0
i1,i2
F (εs¯,u¯
i¯,θ
f)Y u¯i¯,θ(s¯) ds¯ [µi1 × µi2 ](du¯),
where r(θ) is the number of the components in the partition θ, and the functions Y u¯
i¯,θ
are either a derivative
or a jump of the function Yi,u (in the notation of (5.24)) multiplied by −
λi1λi2
t2(λi1+1)(λi2+1)
or −
λi1λi2
t(λi1+1)(λi2+1)
,
respectively.
Take F ∈ C2b (R) and apply (5.26) to F˜ = F
′. Then the terms of the type E0i1,i2F
′(εs¯,u¯
i¯,θ
f)Y u¯
i¯,θ
(s¯) occur on
the right-hand side of (5.26). For every such a term, we write
E
0
i1,i2
F ′(εs¯,u¯
i¯,θ
f)Y u¯i¯,θ(s¯) =
∑
i6=i1,i2
E
0
i1,i2
F ′(εs¯,u¯
i¯,θ
f)Y u¯i¯,θ(s¯) · ε
s¯,u¯
i¯,θ
[
g2i
Σi1,i2
]
=
(5.27) =
∑
i6=i1,i2
λi
t(λi + 1)
∫
Γi
∫ t
0
ε
s,u
i [F
′(εs¯,u¯
i¯,θ
f)Y u¯i¯,θ(s¯)] · ε
s¯,u¯
i¯,θ
[
g2i
Σi1,i2
]
dsµi(du),
where Σi1,i2 =
∑
i6=i1,i2
g2i . From Proposition 5.4, we get that the function s 7→ ε
s,u
i ε
s¯,u¯
i¯,θ
f belongs to AC with
∂
∂s
ε
s,u
i ε
s¯,u¯
i¯,θ
f = [Jhi(s)]
−1ε
s,u
i ε
s¯,u¯
i¯,θ
gi.
The function s 7→ [Jhi(s)]ε
s,u
i ε
s¯,u¯
i¯,θ
[
gi
Σi1,i2
]
belongs to ACPD with its derivative and jumps satisfying the
estimates analogous to those given in Proposition 5.6, but with Σui replaced by ε
s,u
i ε
s¯,u¯
i¯,θ
Σi,i1,i2,i, where Σi,i1,i2 =∑
j 6=i,i1,i2
g2j . At last, using Proposition 5.4 and the explicit form of Y
u¯
i¯,θ
(s¯), one can verify that the function
s 7→ εs,ui Y
u¯
i¯,θ
(s¯) also belongs to ACPD with its derivative and jumps dominated by
C• ξ · λiλi1λi2 (εn(i) ∧ 1)(εn(i1) ∧ 1)(εn(i2) ∧ 1)[Σi,i1,i2 ]
−3,
where the constant C• depends only on the coefficient a, and the variable ξ belongs to ∩pLp. This means
that, under an appropriate moment condition imposed on [Σi,i1,i2 ]
−3, we can write the integration-by-parts
formula on the right-hand side of (5.27) and obtain the analog of (5.26) with EγF ′′(f) on the left-hand side.
Let us formulate this statement for the derivative of an arbitrary order. For a given i¯ ∈ Nnd , we denote
Γi¯ = Γi1 × · · · × Γin , µi¯ = µi1 × · · · × µin ,E
0
i¯
= Ei1,...,in ,Σi¯ =
∑
i6∈i¯ g
2
i .
Lemma 5.4. Let n ∈ N be fixed, a ∈ Kr and
t
2r
e−1
e
ρ2r > 2n for some r ∈ N. Suppose that the constants β,B
in the construction of the grids Gγ are given by Lemma 5.2 with α = 2n, k = n.
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Then there exists a set of the functions {Y u¯
i¯,θ
: [0, t]r(θ) → R, i¯ ∈ N2nd , θ ∈ Θ(2n), u¯ ∈ [R
2]2n} such that
(5.28) EγF (n)(f) =
∑
θ∈Θ(2n)
∑
i¯∈N2n
d
∫
Γi¯
∫
[0,t]r(θ)
E
0
i¯F (ε
s¯,u¯
i¯,θ
f)Y u¯i¯,θ(s¯) ds¯ µi¯(du¯),
and
(5.29)∫
Γi¯
∫
[0,t]r(θ)
E
0
i¯ |Y
u¯
i¯,θ(s¯)| ds¯ µi¯(du¯) ≤ C(n, δ)λi1 . . . λi2nεn(i1) . . . εn(i2n)(1 + εn(i1))
M(n,δ) . . . (1 + εn(i2n))
M(n,δ),
i¯ ∈ N2nd , θ ∈ Θ(2n), where C(n, δ),M(n, δ) are some constants depending only on n and the number δ given by
Lemma 5.2.
Proof. The iterative procedure described before shows how one can deduce formula (5.28) for a given n from
the same formula for n−1: one should take one term in (5.28) and write down the formula analogous to (5.27) for
it. This explains how the coefficients Y u¯
i¯,θ
of the order n (i.e., with i¯ ∈ N2nd ) are constructed: one should take all
i¯ ∈ N2n−2d , i 6∈ i¯ and calculate the derivative and the jump part of the function s 7→
λi[Jhi(s)]
2
t(λi+1)
ε
s,u
i [Y
u¯
i¯,θ
giP
j 6∈i¯ g
2
j
].
All such functions are exactly the new coefficients Y u¯
i¯,θ
. Such a description of the family {Y u¯
i¯,θ
} allows one to
rewrite it to the form {Y u¯
i¯,θ
(s¯) = H u¯
i¯,θ
(s¯)[εs¯,u¯
i¯,θ
Σi¯]
−2n}, where the functions {H u¯
i¯,θ
} are defined iteratively. The
power 2n here appears, since the power of the denominator increases by 1 twice on one step of the induction:
the first time when the term giP
j 6∈i¯ g
2
j
is added, and the second one when either a derivative or the jump part
is calculated.
Using the explicit expressions for the derivatives and jumps of the processes X(·),E·0 (which the functions
{gi}, and thus the functions {H u¯i¯,θ}, are expressed through) one can deduce by induction on n that, for every
index sets i¯ ∈ Nnd , j¯ with l¯ = i¯ ∪ j¯ = l1, . . . , lN , for every ordered sets p = (p1, . . . , pk) ⊂ l¯
k, o = (o1, . . . , ok) ∈
{0, 1}k,
(5.30) |∂o1p1 . . . ∂
ok
pk
ε
s¯1,u¯1
j¯\i¯
H u¯i¯,θ(s¯)| ≤ C• ε
s¯1,u¯1
j¯\i¯
ε
s¯,u¯
i¯,θ
[1 + max
s≤t
|X(s)|]M(N,k)λl1 . . . λlN (εn(l1) ∧ 1) . . . (εn(lN ) ∧ 1),
i¯ ∈ N2nd , θ ∈ Θ(2n), s¯ ∈ [0, t]
r(θ), u¯ ∈ Γi¯, s¯
1 ∈ [0, t]N−n, u¯ ∈ Γj¯\i¯, where ∂
0
p denotes the derivative w.r.t.
the variable with the number p, ∂1p denotes the jump w.r.t. the same variable, ε
s¯1,u¯1
j¯\i¯
≡ εs¯
1,u¯1
j¯\i¯,θ∗
with θ∗ =
({1}, . . . , {N − n}). We do not need estimate (5.30) in its full generality, we only need the partial case
j¯ = i¯, k = 0. In this case, we have the estimate
(5.31) |H u¯i¯,θ(s¯)| ≤ ε
s¯,u¯
i¯,θ
[1 + max
s≤t
|X(s)|]M(n)λi1 . . . λi2n(εn(i1) ∧ 1) . . . (εn(i2n) ∧ 1),
i¯ ∈ N2nd , θ ∈ Θ(2n), s¯ ∈ [0, t]
r(θ), u¯ ∈ Γi¯, where M(n) is some constant. Note that estimate (5.31) is not well
designed to be proved by induction on n, while (5.30) is; this was the only reason for us to write firstly estimate
(5.30). Now, using Lemma 5.2, we obtain
∫
Γi¯
∫
[0,t]r(θ)
E
0
i¯ |Y
u¯
i¯,θ(s¯)| ds¯ µi¯(du¯) ≤
[∫
Γi¯
∫
[0,t]r(θ)
E
0
i¯ ε
s¯,u¯
i¯,θ
[1 + max
s≤t
|X(s)|]
M(n)(2n+δ)
δ ds¯µi¯(du)
] δ
2n+δ
×
×λi1 . . . λi2n(εn(i1) ∧ 1) . . . (εn(i2n) ∧ 1).
Since ∇a is bounded and
∫
{|u|>1} |u|
pΠ(du) < +∞ for every p, there exists such a constant C˜(n) that
E
0
i¯ ε
s¯,u¯
i¯,θ
[1 + max
s≤t
|X(s)|]
M(n)(2n+δ)
δ ≤
[
C˜(n)(1 + ‖u1‖
M(n)) . . . (1 + ‖u2n‖
M(n))
] 2n+δ
δ
.
This provides (5.29). The lemma is proved.
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Now we can complete the proof of Theorem 1.3 in the case m = 1. We apply Lemma 5.4 for n ≤ k + 1.
Equality (5.28) and estimate (5.29) immediately imply that (5.7) holds true. Thus the needed statement holds
true due to Lemma 5.1. The proof is complete.
Proof of Theorem 1.3: the case m > 1. All the technique, that is necessary for the proof of Theorem 1.3
in the general case, was already introduced in the proof of the case m = 1. Our aim now is to adapt this
technique to the multidimensional situation.
Again, denote f = X(t)1IΞ, gi = D
Γi
hi
f , now f, gi are the random vectors in R
m. Considerations analogous
to those given after estimate (5.9) show that g = (gi) ∈ L2(Ω, P,Rm⊗ ℓ2) and f ∈W 12 (G
γ ,Rm) with DGf = g.
We put
Z =
∑
i
gi ⊗ gi, Zi¯ =
∑
i6∈i¯
gi ⊗ gi, i¯ ∈ N
n
d , n ≥ 1,
Z is the Malliavin matrix for the vector f . We can write down the estimate analogous to (5.9) for ‖Z‖
Rm
2
and then prove (for instance, calculating the Fourier transform of the right-hand side and then estimating its
derivatives of all the orders) that ‖Z‖
Rm
2 ∈ ∩pLp.
We use the notation α ∈ {1, . . . ,m} and α = (α1, . . . , αn) ∈ {1, . . . ,m}n for the indices and multiindices,
∂α ≡
∂
∂xα
, ∂α ≡
∂
∂xα1
. . . ∂
∂xαn
. Let us write down the analogs of (4.21) and (4.25). First, we do this formally,
without taking care of the terms involved in the corresponding integration-by-parts formula to belong to L1.
The necessary moment estimates will be given later on, in the second part of the proof.
Denote Yi,u(s) = Jhi(s)[ε
s,u
i Z]
−1gi, s ∈ [0, t],u ∈ Γi, i ∈ N, and let Y
α
i,u denote the α-th component of the
vector Yi,u. Using Proposition 5.3 and an appropriate analog of Proposition 5.5, one can obtain the following
analog of the integration-by-parts formula (5.24):
(5.32)
Eγ [∂αF ](f) = −
1
t
∑
i∈N
λi
λi + 1
∫
Γi
E
0
i

∫ 1
0
F (εs,ui f)[Y
α
i,u]
′(s) ds+
∑
j 6=i
F (εs,ui f)[Y
α
i,u(sj+)− Y
α
i,u(sj−)]

µi(du),
for every F ∈ C1b (R
m) and α ∈ {1, . . . ,m}. One can rewrite (5.32) to the form analogous to (5.26) and then
iterate this formula in the way described before the formulation of Lemma 5.4. The inverse matrix Z−1 can
be expressed in the form [detZ]−1Q, where the elements of the matrix Q (the cofactor matrix for Z) are
certain polynomials of the elements of Z. At last, for every i¯1 ⊂ i¯2, detZi¯2 ≤ detZi¯1 . Summarizing all these
considerations, we can formulate the following statement.
Proposition 5.7. For every F ∈ Cnb (R
m), n ≥ 1,α ∈ {1, . . . ,m}n,
(5.33) Eγ [∂αF ](f) =
∑
θ∈Θ(2n)
∑
i¯∈N2n
d
∫
Γi¯
∫
[0,t]r(θ)
E
0
i¯F (ε
s¯,u¯
i¯,θ
f)Y u¯,α
i¯,θ
(s¯) ds¯ µi¯(du¯).
Here the family {Y u¯,α
i¯,θ
(s¯)} possesses the point-wise representation {Y u¯,α
i¯,θ
(s¯) = H u¯,α
i¯,θ
(s¯)[εs¯,u¯
i¯,θ
detZi¯]
−2n} with
the functions {H u¯,α
i¯,θ
} estimated by
(5.34) |H u¯i¯,θ(s¯)| ≤ ε
s¯,u¯
i¯,θ
[1 + max
s≤t
‖X(s)‖]M(n)λi1 . . . λi2n(εn(i1) ∧ 1) . . . (εn(i2n) ∧ 1),
i¯ ∈ N2nd , θ ∈ Θ(2n), s¯ ∈ [0, t]
r(θ), u¯ ∈ Γi¯, where the constant M(n) depends only on n.
Equality (5.33) is now nothing more than the formal expression, since the variables Y u¯,α
i¯,θ
may not belong
to L1. However, estimate (5.34) allows one to separate the case where this equality becomes meaningful and
rigorous.
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Corollary 5.1. Suppose that the grids Gγ were constructed in such a way that, for some n ∈ N, δ > 0,
(5.35) sup
γ
sup
l≤2n
sup
i¯∈Nl
d
sup
u¯∈Γi¯
sup
s¯∈[0,t]l
E
0
i¯ [ε
s1,u1
i1
. . . ε
sl,ul
il
detZi¯]
−2n−δ.
Then (5.33) holds true with
(5.36) sup
γ
∑
θ∈Θ(2n)
∑
i¯∈N2n
d
∫
Γi¯
∫
[0,t]r(θ)
E
0
i¯ |Y
u¯,α
i¯,θ
(s¯)| ds¯ µi¯(du¯) = Cn < +∞.
Thus, the only essential fact, that it is left to prove, is the following multidimensional analog of Lemma 5.2.
Lemma 5.5. Let a ∈ Kr and
t
2r
e−1
e
ρ2r > (α+ 4)m− 4 for some r ∈ N, α ∈ [0,+∞). Then, for every k ∈ N,
there exists δ > 0 such that, under an appropriate choice of the constants B, β in the construction of the grids
Gγ ,
sup
γ
sup
l≤k
sup
i1,...,il∈N
sup
u1∈Γi1 ,...,ul∈Γil
sup
s1,...,sl∈[0,t]
[
E
0
i1,...,il
[εs1,u1i1 . . . ε
sl,ul
il
detZ(i1,...,il)]
−α−δ
]
< +∞.
Proof. We consider only the case k = 1, the general case is completely analogous. We have gi = E
t
0qi,
qi ≡ Jhi(τi)[E
τi
0 ]
−1
[
a
(
X(τi−) + p(τi)
)
− a
(
X(τi−)
)]
1IΞγi . Define
Q =
∑
i
qi ⊗ qi, Qi =
∑
j 6=i
qj ⊗ qj ,
then Z = Et0 · Q · [E
t
0]
∗, Zi = E
t
0 · Qi · [E
t
0]
∗. Since ∇a is bounded, | detEt0| is separated from 0 by some non-
random constant (see Proposition 6.2 below for the explicit estimate). Thus, in order to prove the statement
of the lemma for k = 1, it is enough to prove that
(5.37) sup
γ
sup
i∈N
sup
u∈Γi
sup
s∈[0,t]
[
E
0
i [ε
s,u
i detQi]
−α−δ
]
< +∞.
The calculations given in the proof of Lemma 1 [18] provide that, in order to verify (5.37), it is enough to
prove that
(5.38) sup
γ
sup
i∈N
sup
u∈Γi
sup
s∈[0,t]
sup
v:‖v‖=1
[
E
0
i [(ε
s,u
i Qiv, v)Rm ]
4−m(α+4)−δ
]
< +∞.
We do this analogously to the proof of Lemma 5.2. Let us return from the ”censored” probability space
(Ω0i ,M
0
i ) to the initial one (Ω, P ) and estimate E[(ε
s,uQiv, v)]
4−m(α+4)−δ, where εs,u denotes the operator
adding the point (s,u) to the configuration. We have
(Qiv, v)Rm =
∑
τk∈D:p(τk) 6∈Γi
[Jh(τk)]
2‖(Eτk0 )
∗]−1v‖2
(
a
(
X(τk−)+p(τk)
)
−a
(
X(τk−)
)
,
[(Eτk0 )
∗]−1v
‖(Eτk0 )
∗]−1v‖
)2
Rm
[‖p(τk)‖∧1]
2.
Since ∇a is bounded,
essinf inf
‖v‖=1
‖(Eτk0 )
∗]−1v‖ ≥ C• > 0
for every k (see Proposition 6.2 below). Thus, we deduce that, for every ̺ ∈ (0, 1), the following inequality
holds true for D ≡ [D(a, r, ̺) ∧ 1]:
(5.39) (Qiv, v) ≥ C•
∑
τk∈D:p(τk) 6∈Γi
(
p(τk), w(τk)
)2r
Rm
1Ip(τk)∈V (w(τk),̺)1I|p(τk)|≤D1Iτk∈[β,t−β],
where we denoted w(τ) ≡ w(X(τ−),
[(E
τk
0 )
∗]−1v
‖(E
τk
0 )
∗]−1v‖
) (see Definition 1.3 for the notation w(·, ·)). Denote
Ai(κ) ≡ {τk ∈ D∩[β, t−β] : p(τk) 6∈ Γi, p(τk) ∈ V (w(τk), ̺), |p(τk)| ≤ D, |(p(τk), ε
s,uw(τk))| > κ} = ∅},κ > 0.
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Due to the Chebyshev inequality, we have
P ((εs,uQiv, v) < C• κ
2r) ≤
≤ C•E exp

−κ−2r
∑
τk∈D∩[β,t−β]:p(τk) 6∈Γi
(
p(τk), ε
s,uw(τk)
)2r
Rm
1Ip(τk)∈V (w(τk),̺)1I|p(τk)|≤D1I|(p(τk),εs,uw(τk))|≤κ

×
×1IAi(κ) = C• E
∏
τk∈D∩[β,t−β]:p(τk) 6∈Γi,p(τk)∈V (w(τk),̺),|p(τk)|≤D
Ψ(κ, τk),
where
Ψ(κ, τk) =


exp
{
−κ−2r
(
p(τk), ε
s,uw(τk)
)2r
Rm
}
, |(p(τk), εs,uw(τk))| ≤ κ,
0, |(p(τk), εs,uw(τk))| > κ.
One has that p(τk) is independent of Fk ≡ Fτk− ∨ σ(τk), and w(τk) is Fk-measurable. Thus, repeating the
arguments given in the proof of Lemma 5.2, one can obtain analogously to (5.14 – 5.18) that
P ((εs,uQiv, v)Rm < C• κ) ≤ C• κ
t−2β
2r
e−1
e
B−1
B
ρ2r(κ
1
2r ,̺), κ ∈ (0, D),
and, under an appropriate choice of ̺, β,B,
lim
κ→0+
sup
γ,i,s,u,‖v‖=1
κ4−m(α+4)−δP ((εs,uQiv, v)Rm < κ) = 0
for δ = 12
[
t
2r
e−1
e
ρ2r − (α+ 4)m+ 4
]
. The lemma is proved.
Corollary 5.2. Under condition of Theorem 1.3, the grids Gγ can be constructed in such a way that the
integration-by-parts formula (5.33) together with the moment estimate (5.36) hold true for n ≤ k +m.
This corollary immediately implies that estimates (5.7) hold true for n ≤ m + k. Now the statement of
Theorem 1.3 follows from Lemma 5.1. The theorem is proved.
Let us make a conclusive remark. The first and second terms in the integration-by-parts formula (5.24) can
be interpreted as the ”volume integral” and ”surface integral”, respectively, since the measure in the second
term is supported, in fact, by the countable union of the sets Ii,j ≡ {si = sj}, i, j ∈ N, and each of these
sets can be interpreted as a ”level set” (or ”codimension 1 set”). This is the main reason for the calculus of
variations, developed in this section, to be substantially different from the classical (Malliavin’s) form of the
stochastic calculus of variations, since, in the latter one, the new measure is absolutely continuous w.r.t. the
initial one, i.e. in the integration-by-parts formula only the ”volume integral” is present.
It should be mentioned that the differential structure in our case is not like the one for the manifold with a
(smooth) boundary. The ”surface measure” again admits the similar regular structure, and the integration-by-
parts formula for such a measure generates the ”codimension 1” and ”codimension 2” terms, and so on. Thus
one can informally say that the phase space of the Poisson random measure, considered with the differential
structure generated by the time-stretching transformations, looks like the ”infinite-dimensional complex”. The
crucial point in our construction is that, on every ”side of codimension k” of such a complex, there still remains
an infinite family of admissible directions.
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6. Smoothness of the density of the invariant distribution
In this section, we consider the stationary process {X(s), s ∈ R} satisfying the equation
(6.1) X(t)−X(s) =
∫ t
s
a(X(r)) dr + Ut − Us, −∞ < s ≤ t < +∞,
with the Le´vy process U defined on R by the standard construction
Ut =

U
1
t , t ≥ 0
−U2(−t)−, t < 0
,
where U1, U2 are two independent copies of the Le´vy process defined on R+. The coefficient a is supposed to
satisfy the conditions formulated in subsection 1.3.
In order to prove the regularity of the distribution of X(t) (i.e., the statement of Theorem 1.5), we need
to modify slightly the constructions from the Sections 3 and 5. The reason is that now one cannot suppose
the probability space (Ω,F, P ) to satisfy the condition F = σ(U). Such a supposition is, in fact, the claim to
(6.1) to possess a strong solution on R and is, in general, a non-trivial restriction. In order to avoid such a
restriction, we make the following modifications of the constructions given above.
Denote H = L2(R). Let H0 ⊂ L∞(R) be the set of functions with a bounded support. For h ∈ H0 denote
Jh(·) =
∫ ·
−∞
h(s) ds, b(h) = sup{r|h(v) = 0, v ≤ r}. For a fixed h ∈ H0, we define the family {T th, t ∈ R} of
transformations of the axis R by putting T thx, x ∈ R equal to the value at the point s = t to the solution of
the Cauchy problem (3.1).
For every h ∈ H0,Γ ∈ Πfin, the transformation T Γh of the random measure ν associated with U is well
defined. Since T thx ≡ x, x ≤ b(h), the transformation T
Γ
h does not change the values of ν on every subset of
(−∞, b(h)]×Rm. Equation (6.1) considered as the Cauchy problem with s fixed possesses the strong solution.
Thus, one can define the transformation T Γh of the process X in such a way that T
Γ
hX(t) = X(t), t ≤ b(h),
(6.2) T ΓhX(t) = X(b(h)) +
∫ t
b(h)
a(T ΓhX(r)) dr + T
Γ
h (Ut − Ub(h)), t ≥ b(h).
Like in the proof of Theorem 1.3, we enlarge the probability space and suppose that the random measure ν
associated with the process U is the projection on the first m coordinates of the random measure ν defined on
R×Rm+1, with its intensity measure being equal to λ1×Π,Π ≡ Π×
[
λ1|[0,1]
]
. One possible formal way to do
this is to define (Ω,F, P ) as the product of two probability spaces (Ω1,F1, P 1), (Ω2,F2, P 2), where F1 = σ(X),
and Ω2 = [0, 1]∞, P 2 =
∏
l∈N
[
λ1|[0,1]
]
. We enumerate jumps of the process X in some measurable way and
put
X(t) =

(X(t), 0), X(t) = X(t−)(X(t), ξl(t)), X(t) 6= X(t−) ,
where {ξl} is the sequence of coordinate functionals on Ω2 (i.e., every ξl has uniform distribution on [0, 1]),
and l(t) denotes the number of the jump that happens at the moment t. Then σ(X) = F, and the random
measure ν and the corresponding point process p(·) can be constructed from X in the obvious way. For
every h ∈ H0,Γ ∈ Πfin, the transformation TΓh of the process X is well defined (the first coordinate X is
transformed accordingly to (6.2), and the transformation of the last coordinate ξl(t) is defined by the condition
TΓh [l(t)] = l(T−ht)).
Further we suppose that F = σ(ν). Under this condition, one can easily verify that an analog of Lemma
3.1 holds true, and TΓh is, in fact, the admissible transformation of (Ω,F, P ) (the explicit formula for ph differs
slightly from the one given in subsection 3.1). The notions of the stochastic and a.s. derivatives associated
with such admissible transformations can be introduced, and then the statement of Theorem 4.1 holds true
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for every given h ∈ H0 with the trivial replacements: 0 should be replaced by b(h) and x should be replaced
by X(b(h)).
We introduce the notion of a differential grid in the same way with Definition 3.2, with R+ replaced by R
and ai claimed to belong to R (i.e., ai should not be equal to −∞) for every i. For every such a grid, the
Sobolev classes associated with the grid are defined in the same way with Definition 3.3.
Now let us proceed with the proof of Theorem 1.5. Since X is a stationary process, it is enough to study
the distribution of X(t) at one fixed point t, say, t = 0. For every given γ ∈ (0, 12 ), we construct the grid G
γ
in the way analogous to one given at the beginning of subsection 5.2. We take the same sequence {εn} and
consider all sets of the type
(6.3) [−N,−N + 1)× In × [
k − 1
Kn,N
,
k
Kn,N
), k = 1, . . . ,Kn,N , n ∈ Z, N ∈ N,
recall that In = {u|‖u‖ ∈ [εn+1, εn)}. We enumerate sets (6.3) by i ∈ N in an arbitrary way and denote, by
n(i), N(i) and k(i), such numbers that the corresponding components in the set with the number i are equal
to [−N(i),−N(i)+1), In(i), and [
k(i)−1
Kn(i),N(i)
,
k(i)
Kn(i),N(i)
). The numbers Kn,N are defined for every given B > 0, γ
by
Kn,N =
[
max
(
B, 2tΠ(In),
3
γ
· 2|n|−N−1t2Π(In)
)]
+ 2,
and therefore
1) Kn,N ≥ B (the constant B will be determined below);
2) 1
Kn,N
Π(In) <
1
2 ;
3) 1
Kn,N
Π2(In) <
2γ
3 2
−|n|−N .
We define the grids Gγ by the equalities [aγi , b
γ
i ) = [−N(i),−N(i) + 1), Γi = In(i) × [
k(i)−1
Kn(i),N(i)
,
k(i)
Kn(i),N(i)
),
h
γ
i (s) = A
−N(i)(ε−1
n(i) ∧ 1)h(s+N(i)), s ∈ R,
where A > 1 will be determined later on, and h ∈ C∞ is some given function such that Jh = 0 outside [0, 1],
Jh > 0 on (0, 1), and Jh = 1 on [ 13 ,
2
3 ].
The construction of the grids Gγ provides that the estimate analogous to (5.6) holds true. Next, for
the function f = X(0)1IΞγ , the estimate analogous to (5.9) can be written, and one can prove that f ∈
∩pW
1
p (G
γ ,Rm) with
gi ≡ D
Γi
hi
f = Jhi(τi)E
0
τi
[
a
(
X(τi−) + p(τi)
)
− a
(
X(τi−)
)]
1IΞγi
(here and below, we use the notation from subsection 5.2). Repeating step-by-step the considerations given in
subsection 5.2, we obtain the following analog of Proposition 5.7. Denote, by S (¯i, θ) for i¯ ∈ N2nd , θ ∈ Θ(2n),
the set of (s1, . . . , s2n) ∈ (−∞, 0) such that
1) sik ∈ [−N(ik),−N(ik) + 1), k = 1, . . . , 2n;
2) sik = sij for every k, j such that ik, ij belong to the same set w.r.t. the partition θ.
Denote by λi¯,θ the uniform distribution on S (¯i, θ), i.e the surface measure on S (¯i, θ) considered as a subset
of R2n with the Lebesgue measure λ.
Proposition 6.1. For every F ∈ Cnb (R
m),α ∈ {1, . . . ,m}n
(6.4) Eγ [∂αF ](f) =
∑
θ∈Θ(2n)
∑
i¯∈N2n
d
∫
Γi¯
∫
S(¯i,θ)
E
0
i¯F (ε
s¯,u¯
i¯,θ
f)Y u¯,α
i¯,θ
(s¯)λi¯,θ(ds¯)µi¯(du¯).
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The family {Y u¯,α
i¯,θ
(s¯)} possesses the point-wise representation {Y u¯,α
i¯,θ
(s¯) = H u¯,α
i¯,θ
(s¯)[εs¯,u¯
i¯,θ
detZi¯]
−2n} with the
functions {H u¯,α
i¯,θ
} estimated by
(6.5)
|H u¯,α
i¯,θ
(s¯)| ≤ C• ε
s¯,u¯
i¯,θ
[1 + max
s∈[min(s1,...,sn),0]
|X(s)|]M(n)λi1 . . . λi2n (εn(i1) ∧ 1) . . . (εn(i2n) ∧ 1)A
−max(N(i1),...,N(i2n)),
i¯ ∈ N2nd , θ ∈ Θ(2n), s¯ ∈ S (¯i, θ), u¯ ∈ Γi¯.
Remark. In the estimates for |H u¯,α
i¯,θ
(s¯)| we dominate all terms of the type Jhi(τi), [Jhi]′(τi), · · · , by some
constant C• except the terms of the same type with N(i) = max(N(i1), . . . , N(i2n)). These terms are domi-
nated by C• A
−max(N(i1),...,N(i2n)), that provides the term A−max(N(i1),...,N(i2n)) in (6.5).
Let us repeat the cautions made after Proposition 5.7: equality (6.4) is just a formal one; in order to make
it rigorous the proof that Y u¯,α
i¯,θ
(s¯) are integrable w.r.t. E0
i¯
is needed. Such a proof should contain two parts:
the estimate of the moment of εs¯,u¯
i¯,θ
[1 + maxs∈[min(s1,...,sn),0] |X(s)|]
M(n), and the estimate of the moment of
[εs¯,u¯
i¯,θ
detZi¯]
−2n.
The first part of the proof is more or less standard. The variable εs¯,u¯
i¯,θ
X(min(s1, . . . , sn)−) is, in fact, equal
to X(min(s1, . . . , sn)−), and thus its distribution w.r.t. E0i¯ is equal to the initial invariant distribution P
∗.
This distribution was supposed in the formulation of Theorem 1.5 to have all the moments. Moreover, the
gradient ∇a is globally bounded, and thus we can deduce from the standard martingale inequalities and the
Gronwall lemma that there exists a constant C(a) ≡ supx ‖∇a(x)‖] such that, for every p > 1,
(6.6)
[
E
0
i¯ ε
s¯,u¯
i¯,θ
[1 + max
s∈[min(s1,...,sn),0]
|X(s)|]p
] 1
p
≤ C• (1 + ‖εn(i1)‖) . . . (1 + ‖εn(i2n)‖)e
−C(a)min(s1,...,sn)
with the constant C• depending on p, n and the moments of P
∗.
The second part of the proof contains the estimate for [εs¯,u¯
i¯,θ
detZi¯]
−2n, and is yet another version of Lemma
5.2.
Lemma 6.1. Let Π possess the wide cone condition and a ∈ K∞. Let k ∈ N be fixed, and let the constant B
in the construction of the grids Gγ be taken greater than k. Then, for every α > 0 under an arbitrary choice
of the constant A in the construction of the grids Gγ ,
sup
γ
sup
l≤k
sup
i1,...,il∈N
sup
u1∈Γi1 ,...,ul∈Γil
sup
s1,...,sl∈[0,t]
[
E
0
i1,...,il
[εs1,u1i1 . . . ε
sl,ul
il
detZ(i1,...,il)]
−α
]
< +∞.
Proof. Again we consider only the case k = 1, the general case is completely analogous. Like in the proofs
of Lemmae 5.2,5.5, we return from the ”censored” probability space (Ω0i ,M
0
i ) to the initial one (Ω, P ) and
estimate E[εs,u detZi]
−α, where
Zi =
∑
τk∈D,p(τk) 6∈Γi
g(τk)⊗ g(τk),
g(τk) ≡ Jh(τk − [τk])A
[τk](‖p(τk)‖
−1 ∧ 1)E0τk
[
a
(
X(τk−) + p(τk)
)
− a
(
X(τk−)
)]
Let N be fixed. We denote by D(i, N) the set of τk ∈ D such that p(τk) 6∈ Γi and τk ∈
⋃N
r=1[−r−
1
3 ,−r−
2
3 ].
Let us estimate the variable
detZi,N , Zi,N ≡
∑
τk∈D(i,N)
g(τk)⊗ g(τk).
It is clear that εs,u detZi,N ≤ εs,u detZi, thus the lower estimate for εs,u detZi,N provides also the lower
estimate for εs,u detZi.
We write the decomposition g(τk) = E
0
−N q(τk),
q(τk) ≡ Jh(τk − [τk])A
[τk](‖p(τk)‖
−1 ∧ 1)[Eτk−N ]
−1
[
a
(
X(τk−) + p(τk)
)
− a
(
X(τk−)
)]
,
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and define
Qi,N =
∑
τk∈D(i,N)
q(τk)⊗ q(τk).
Then Zi,N = E
0
−N · Qi,N · [E
0
−N ]
∗ and detZi,N = detQi,N ·
[
detE0−N
]2
. It would be convenient for us to
formulate all the estimates concerned to E·−N in a separate statement.
Proposition 6.2. The following estimates hold true almost surely for every T > 0:
1) detE0−T ≥ exp{−mTC(a)};
2) inf‖v‖=1 ‖(E
s
−T )
∗]−1v‖ ≥ exp{−TC(a)}, s ∈ [−T, 0];
3)‖E0−T ‖, ‖[E
s
−T ]
−1‖ ∈ [exp{−TC(a)}, exp{TC(a)}].
Proof. The first estimate is implied by the representation
(6.7) detE0−T = exp{
∫ 0
−T
trace(∇a(X(s))) ds}.
This representation follows from the same one for ODE’s, that is a classical fact in theory of ODE’s. In order to
deduce (6.7) in the framework of the equations with the Le´vy noise one should first prove (6.7) for a compound
Poisson process U by just applying (6.7) for ODE’s piecewisely and then use an approximation procedure.
In order to deduce the second estimate, we use the equality
[(Es−T )
∗]−1v = v −
∫ s
−T
[∇a(X(r))]∗[(Er−T )
∗]−1v dr
that implies that, for every v ∈ Sm, the function V (s) = ‖[(Es−T )
∗]−1v‖ satisfies the inequality
(6.8) V (s) ≥ v −
∫ s
−T
C(a)V (r) dr, s ≥ −T .
Inequality (6.8) can be written in the form of the equation
V (s) = 1 +∆(s)−
∫ s
−T
C(a)V (r) dr
with the condition ∆(s) ≥ 0, and the solution to this equation can be given in the form
V (s) = exp{−(s+ T )C(a)}+
∫ s
−T
exp{−(s− r)C(a)}∆(r) dr ≥ exp{−(s+ T )C(a)}.
The last estimate follows from the Gronwall lemma, on the one hand, and from the arguments given in the
proof of the second estimate, on the other hand. The proposition is proved.
One can see that the same estimates with those given made in Proposition 6.2 hold true for εs,uE·−T . Due
to statement 1), εs,u detZi,N ≥ det ε
s,uQi,N · exp{−2mNC(a)}. Let us estimate ε
s,u detQi,N . In order to do
this, we will appropriately modify the arguments given in the proof of Lemma 1 [18].
Due to the condition on Π, there exists ̺ ∈ (0, 1) such that Π(V (w, ̺)) = +∞ for every cone V (w, ̺), w ∈
Sm. Let a ∈ Kr, r ∈ N, further we denote D = [D(a, r, ̺) ∧ 1]. For every given Λ > 0, there exists δ = δ(Λ, ̺)
such that
Π
(
u|u ∈ V (w, ̺), ‖u‖ < D, |(u,w)Rm | > δ
)
≥ Λ
(one can prove this using the Dini theorem analogously to Lemma 4.3).
We take an arbitrary v ∈ Sm, and denote by D(i, N, v, δ) the subset of D containing all the points τk such
that τk ∈
⋃N
r=1[−r −
1
3 ,−r −
2
3 ], p(τk) does not belong to the cell Γi, and
εs,u
∣∣∣([a(X(τk−) + p(τk))− a(X(τk−))], [(Eτk−N )∗]−1v)
Rm
∣∣∣ ≥ Dδr · εs,u ∥∥[(Eτk−N )∗]−1v∥∥Rm .
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The same arguments with those used in the proofs of Theorem 1.1 and Lemmae 5.2, 5.5 provide that
P (D(i, N, v, δ) = ∅) ≤ exp{−
B − 1
3B
ΛN}.
For every v, v˜ ∈ Sm, due to statement 3) of Proposition 6.2 we get for every τk ∈ D(i, N, v, δ)
εs,u
∣∣∣(a(X(τk−) + p(τk))− a(X(τk−)), [(Eτk−N )∗]−1v)
Rm
−
−
(
a
(
X(τk−) + p(τk)
)
− a
(
X(τk−)
)
, [(Eτk−N )
∗]−1v˜
)
Rm
∣∣∣ ≤ 2C(a)‖[(Eτk−N )∗]−1‖‖v − v˜‖ ≤ 2C(a)eC(a)N‖v − v˜‖.
Let us choose the vectors v1, . . . , vexp[2C(a)N ] on the sphere Sm in such a way that, for every v ∈ Sm,
inf l≤exp[2C(a)N ] ‖v − vl‖ ≤ exp[−(2C(a) +
1
2 )N ] (one can do this for N large enough). Consider the event
Ω(i, N, δ) =
exp[2C(a)N ]⋂
l=1
{D(i, N, vl, δ) 6= ∅}, P (Ω(i, N, δ)) ≥ 1− exp
{[
2C(a)−
B − 1
3B
Λ
]
N
}
.
Take v ∈ Sm and l ≤ exp[2C(a)N ] such that ‖v − vl‖ ≤ exp[−(2C(a) +
1
2 )N ]. Then, for every ω ∈ Ω(i, N, δ),
there exists τk ∈ D(i, N, vl, δ) ⊂ D(i, N). For such τk, we have
εs,u
∣∣∣(a(X(τk−) + p(τk)) − a(X(τk−)), [(Eτk−N )∗]−1v)
Rm
∣∣∣ ≥
≥ εs,u
∣∣∣(a(X(τk−) + p(τk)) − a(X(τk−)), [(Eτk−N )∗]−1vl)
Rm
∣∣∣− 2C(a) exp[−(C(a) + 1
2
)N ] ≥
(6.9) ≥ Dδr · εs,u
∥∥[(Eτk−N )∗]−1vl∥∥Rm − 2C(a) exp[−(C(a)+ 12)N ] ≥
(
Dδr − 2C(a) exp
[
−
N
2
])
exp[−C(a)N ]
(the last inequality in (6.9) holds true due to statement 2) of Proposition 6.2). Take N large enough for
Dδr − 2C(a) exp
[
−N2
]
≥ 12Dδ
r. Then, due to the construction of the grid Gγ and inequality (6.9) for every
v ∈ Sm, we have the estimate
εs,u(Qi,Nv, v)Rm ≥
∑
τk∈D(i,N)
A−2Nεs,u
(
a
(
X(τk−) + p(τk)
)
− a
(
X(τk−)
)
, [(Eτk−N )
∗]−1v
)2
Rm
≥
≥
1
4
D2δ2rA−2N · e−2C(a)N1IΩ(i,N,δ).
Thus, for every ω ∈ Ω(i, N, δ), we have the estimate
(6.10) εs,u detZi,N ≥ [ε
s,u inf
v∈Sm
(Qi,Nv, v)]
−me−2mC(a)N ≥
1
4m
D2mδ2rm exp[−C(a,A,m)N ],
C(a,A,m) ≡ 2m[lnA+ 2C(a)].
At last, take Λ large enough for B−13B Λ − 2C(a) > (α + 1)C(a,A,m) and consider the sequence tN =
1
4mD
2mδ2rm exp[−C(a,A,m)N ], N ≥ 1 (recall that δ is defined by Λ). Then (6.10) provides that, for N large
enough,
P (εs,u detZi ≤ tN) ≤ P (ε
s,u detZi,N ≤ tN ) ≤ 1− P (Ω(i, N, δ)) ≤ C• [tN ]
α+1.
Since tN → 0+ with lim supN
tN
tN+1
< +∞, this completes the proof of the lemma. The lemma is proved.
Corollary 6.1. Let N be fixed. Then under conditions of Theorem 1.5 one can construct the grids Gγ in such
a way that, for every α ∈ {1, . . . ,m}n, n ≤ N , the integration-by-parts formula (6.4) holds true with
(6.11) sup
γ
∑
θ∈Θ(2n)
∑
i¯∈N2n
d
∫
Γi¯
∫
S(¯i,θ)
E
0
i¯ |Y
u¯,α
i¯,θ
(s¯)|λi¯,θ(ds¯)µi¯(du¯) = Cn < +∞.
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Proof. In estimate (6.6), the term min(s1, . . . , s2n) can be replaced by max(N(i1, . . . , N(i2n)). Now, let us
take the constant A in the construction of the grid to be equal to 2eC(a). Then Lemma 6.1 and estimates
(6.5),(6.6), together with the Ho¨lder inequality, provide that∫
Γi¯
∫
S(¯i,θ)
E
0
i¯ |Y
u¯,α
i¯,θ
(s¯)|λi¯,θ(ds¯)µi¯(du¯) ≤
≤ C• λi1 . . . λi2n(εn(i1) ∧ 1) . . . (εn(i2n) ∧ 1)C• (1 + ‖εn(i1)‖) . . . (1 + ‖εn(i2n)‖)2
−max(N(i1),...,N(i2n)),
i¯ ∈ N2nd , θ ∈ Θ(2n). Taking the sum over i¯, θ we obtain (6.11).
End of the proof of Theorem 1.5. The corollary given above implies that, for every given k ∈ N, one can
construct the grids Gγ in such a way that estimates (5.7) hold true for every n ≤ k+m. Thus, due to Lemma
5.1, P ∗(dy) = p∗(y)dy with p∗ ∈
⋂
k CB
k(Rm) = C∞b (R
m). The theorem is proved.
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