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Computer vision attempts to provide camera-equipped machines with visual per-
ception, i.e., the capability to comprehend their surroundings through the analysis
and understanding of images. The ability to perceive depth is a vital component of
visual perception that enables machines to interpret the three-dimensional structure of
their surroundings and allows them to navigate through the environment. In computer
vision, depth perception is achieved via stereo matching, a process that identifies
correspondences between pixels in images acquired using a pair of horizontally offset
cameras. It is possible to calculate depths from correspondences or, more specifically,
the positional offsets (disparities) between pixels in correspondence.
A stereo matching method implemented on massively parallel graphics hardware
is presented that allows for recovery of highly accurate disparities in real-time. This
method combines a pixel dissimilarity metric computed using both the gradients and
the census transforms of the input images, a non-iterative local disparity selection
scheme based on an efficient approximation of the well-known edge-preserving bilateral
image filter, and a refinement technique that iteratively improves the accuracy of
disparities. The refinement technique, which also benefits from the use of the bilateral
filter, eliminates mismatches by penalizing disparities that disagree with the the
disparity estimates generated using local disparity values and/or gradients.
When evaluated using the Middlebury stereo performance benchmark (version 3),
the proposed method ranks first and second to date using the training and test image
sets, respectively, in terms of the overall accuracy of stereo matching measured as the
average percentage of pixels with the absolute disparity error greater than 2 pixels at
the nominal image resolution. Simultaneously, the method achieves the lowest error
rates for 5 out of 15 image pairs in the training set, and 3 out of 15 image pairs in
the test set. This method is also shown to enable robust matching in the presence of
radiometric distortions caused by changes in illumination or camera exposure. The
high accuracy of matching, that is largely maintained in the presence of radiometric
distortions and the ability to operate in real time, make the proposed method well-
suited for applications such as robotic navigation and structure reconstruction.
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1CHAPTER 1
Introduction
Computer vision strives to make computers understand images the way humans do by
attempting to mimic some of the processes ongoing in the human visual system. One
such process that has received a lot of attention in computer vision is the process of
depth perception. While the exact mechanisms governing depth perception remain
unknown, researchers agree that multiple depth cues are synthesized by the visual
cortex of the brain to create the perception of depth. Depth cues can be classified as
monocular, i.e., those arising from the retinal projections of the observed environment
in each individual eye or each eye’s responses to oculomotor stimuli, and binocular,
those that integrate information from both eyes.
An important subclass of monocular cues is motion-related phenomena, which
includes motion parallax and optical expansion. The former enables the evaluation of
relative distances between objects based on their motion with respect to the background
in the view of a moving observer. The latter is perceived as an increase in the size of
objects as they move towards the observer. Depth cueing is also supported by the eye’s
2ability to adjust its focusing power, which is known as accommodation. The brain is
able to determine whether an object is close to the observer or at a greater distance
by analyzing the amount of blur as certain elements of the view go out of focus, while
monitoring contractions of the ciliary muscles that control the shape of the lens. Note
that, with the exception of accommodation at short range or motion parallax under
known direction and velocity of the observer’s movement, the monocular cues do
not allow for recovery of absolute depth information; this is due to the dimensional
compression associated with the 3D to 2D projection of the physical environment to
the retina of each eye. This process is generally non-invertible.
Conversely, it is possible to recover absolute depths from binocular cues. Although
depth at a short viewing range can be estimated from the angle of convergence
between the eyeballs, human depth perception is primarily driven by differences in the
appearance of objects in the images derived from both eyes. Specifically, the positional
offsets between 3D to 2D projections in each eye are used by the brain to calculate
the depth of objects in a process known as stereopsis or stereo vision.
In computer vision, stereopsis can be mimicked using a setup of two offset cameras
that serve as a pair of artificial eyes. If the distance between the cameras is known,
absolute depths can be obtained from the positional offsets relating corresponding
points in a pair of images. The problem of identifying such correspondences or,
equivalently, the retrieval of positional offsets from a pair of images, is called stereo
matching. Stereo matching is the primary subject of this dissertation. In what follows,
a brief history and an overview of previous work on stereo matching are given, and
the contribution and structure of the dissertation are then explained.
31.1 Overview of Stereo Matching
In 1838, long before the era of computers and digital imaging, Wheatstone [1] demon-
strated the differential nature of stereopsis. He did so by presenting two slightly
different images of the same object to a viewer using a stereoscope, a device that
enables a pair of images to be displayed to individual eyes through a system of mirrors.
The viewer was able to fuse the images into a single image with perceivable depth.
Until 1954 when Aschenbrenner [2] popularized random-dot stereograms, pairs of
images consisting of randomly generated dot patterns where depths of an imaginary
object are encoded by displacements between the corresponding dots in the two images,
it was believed that stereopsis was not possible in the absence of monocular cues or
without any understanding of what is shown in the images. Using a stereoscope or by
focusing the eyes behind a plane containing the pair of dot patterns, the viewers were
able to establish correspondences between the dots, extract their displacements, and
interpret their depths. This suggested that neither monocular cues nor recognition
of the images are necessary for stereopsis as long the viewer is able to identify
correspondences of features in the images.
By studying the capability of the human visual system to detect patterns in
sequences of random numbers represented as images, Julesz [3, 4] later arrived at
a samilar conclusion. In his book entitled "Foundations of Cyclopean Perception",
Julesz stated that depth information can be inferred from positional offsets between
projections of objects in the two views that arise form the lateral displacement of the
4eyes, even if no identifiable objects are present in the views, or if no monocular cues
are available. These offsets, called binocular disparities or stereo disparities, enable
depths to be triangulated with high accuracy if the distance between the eyes is known.
This distance, and how it relates disparities to depth, is learned by individuals in the
early stage of their development.
The work of Julesz [5] also resulted in the first formulation of stereo matching
as a problem of extracting the disparities relating visual features in a pair of views
of the same scene. Two less commonly used names for the same problem are stereo
correspondence and binocular fusion. A popular assumption at the time was that the
human visual processor solves the stereo matching problem on random-dot stereograms
by exchanging information between a large number of disparity-sensitive neurons, and
that this exchange of information facilitates rejection of false targets which, in the case
of random-dot stereograms, occur in profusion. This assumption led researchers to
develop a class of cooperative algorithms [6–8] that enabled the recovery of disparities
from random-dot stereograms, but failed when applied to real imagery.
In 1979, Marr and Poggio presented a theory of stereo vision [9] that integrated
previous advancements in stereo matching. The elimination of false targets was central
to the theory and was deemed to have difficulty proportional to the range and resolution
of disparities present in the images. A coarse-to-fine stereo matching algorithm was
proposed that matches zero crossings of the smoothed second directional derivatives of
the images. These correspond to sharp changes in the image intensity functions, e.g.,
object boundaries. The amount of smoothing when computing the second directional
derivatives is successively decreased, allowing the algorithm to progress from evaluating
5large disparities at low resolution to evaluating small disparities (increments to the
previously computed ones) at fine resolution. An implementation of this algorithm
due to Grimson [10], which followed shortly after the original publication, was shown
to enable matching of natural images.
Lucas and Kanade were the first to formulate stereo matching as an optimization
problem. Their formulation from 1981 [11], which still prevails today, is as follows.
Given two image intensity functions I0(x) and I1(x), the goal is to recover a disparity
d at every pixel location x, such that some measure of similarity between I0(x) and
I1(x+d) is maximized; this measure is said to quantify the photometric consistency of
the solution. Oftentimes, the equivalent problem where some measure of dissimilarity
between I0(x) and I1(x + d) is to be minimized is solved. If the minimization is
performed independently for every pixel the stereo matching method is said to be
local. If the minimization is performed jointly for the entire image the stereo matching
method is said to be global [12]. This remarkably simple formulation was also adopted
in the problems of feature detection and matching, and optical flow estimation that
stemmed from stereo matching. Together with stereo matching, these problems defined
the field of visual correspondence.
A plethora of local stereo matching methods were developed during the mid-to-late
80’s and 90’s that attempted to maximize the similarity between windows of pixels
centered at the pixels under consideration. Numerous window shapes, sizes, and
weighting functions were proposed, along with various pixel similarity measures. These
are surveyed in [13, 14]. With new methods being published every month, it became
necessary to establish a set of performance metrics according to which these methods
6could be evaluated and compared. Scharstein and Szeliski, recognizing this necessity,
created the Middlebury stereo performance benchmark [12] that provides a common
methodology for the evaluation of stereo matching methods.
Meanwhile, developments in projective geometry, i.e., the discipline that studies the
process of image formation in cameras, helped researchers understand the geometric
constraints relating projections of objects in a pair of views. It was shown that a
setup of two identical cameras that are horizontally displaced and oriented in the
same direction produces pairs of images with purely horizontal disparities [15]. In this
case, matches can be found by searching within the corresponding scanlines of the
images, making the problem one-dimensional. While this setup of cameras is hard
to achieve in practice, it is possible to resample the images such that the matches
become restricted to the corresponding scanlines. Nearly all modern stereo matching
methods require the images to be rectified this way prior to matching.
From 2000 to 2005, global methods based on graph cuts, belief propagation, and
tree-reweigthed message passing emerged that enabled the minimization of energy
functions encoding both the global photometric consistency and smoothness of the
solution. A recent survey of these methods may be found in [16]. The ability to
explicitly model smoothness assumptions as part of the minimization problem allowed
global methods to surpass the most accurate local methods with respect to performance
benchmarks. The performance gap between local and global methods was eliminated
when Yoon and Kweon introduced a window-based method that adapts the weights
based on the color similarity and spatial distance between pixels within a window [17].
Their approach, which is essentially a reformulation of the bilateral image filter (a
7well-known edge-preserving filter), recovers locally smooth solutions with well-defined
object boundaries with accuracy that approaches that of global methods. Dozens of
new methods extending the existing approaches, both local and global, have since
been proposed that achieved further accuracy imrovements.
1.2 Motivation and Contribution
Stereo matching enables a myriad of applications. Perhaps the most promising of them
is robotic navigation, where depth information is necessary for obstacle avoidance in
driverless cars, autonomous drones, etc., or for visual servoing in industrial automation.
Furthermore, the ability to recover depth information from images renders stereo
matching particularly useful in structure reconstruction, a process that reconstructs
detailed geometric models of the environment or individual objects. Such models are
often imported into mapping software, computer games, or applications of virtual
reality. Last, but not least, stereo matching has the potential to enhance video
surveillance, object recognition, and image segmentation, a lot of which have been
traditionally performed using flat images.
In addition to the accuracy of the matching, many of these applications require
the stereo matching to be performed in real time. The extremely high computational
complexity of stereo matching, however, prevents real-time implementation using
modern general-purpose processors despite the availability of multiple processing cores.
As an example, consider matching a pair of 640× 480 images using a local method
that evaluates disparities ranging from 0 to 60 pixels at every pixel of the reference
8image, which results in a total of 18.7 million distinct disparity hypotheses being
evaluated. Since a single disparity hypothesis in local methods is typically evaluated by
aggregating intensity differences between corresponding pixels located within windows
surrounding the pixels under consideration, and since each such window often contains
hundreds of pixels, billions of arithmetic operations are necessary to match images of
this modest size.
Recent advances in graphics hardware triggered the emergence of parallel program-
ming frameworks that enable the computational power in the many-core, massively
parallel graphics processing units to be used for purposes other than accelerated
rendering of graphics. The graphics hardware and the complementary programming
frameworks were immediately adopted by researchers as tools for implementation of
high-performance stereo matching algorithms. Since 2007, a number of local meth-
ods have been proposed that achieve near real-time or real-time performance. They
manage to do so by using simplified, computationally efficient matching techniques
that come at great expense of the accuracy of matching. What makes local methods
particularly feasible for parallel implementation on graphics hardware is their compu-
tational regularity and mostly non-iterative operation. Global methods, on the other
hand, do not lend themselves well to parallel implementation as they often employ the
inherently sequential graph-based message passing schemes, or require a large number
of iterations to converge at an accurate solution.
To address the need for real-time and accurate stereo matching, a new method is
proposed that achieves accuracy comparable to or exceeding the accuracy of global
methods, while maintaining the computational efficiency of local methods. This method
9incorporates a two-pass approximation of the adaptive support weights that makes it
possible to establish an initial set of correspondences in an efficient, non-iterative way,
and a novel disparity refinement technique based on probabilistic inference that is
applied iteratively in order to improve the accuracy of matching. When implemented
on graphics hardware, the method enables matching with interactive frame rates at
image resolutions that are sufficient for tasks such as robotic navigation.
The refinement technique, which is derived using a probabilistic framework, operates
by penalizing disparities that deviate from expected values computed using the disparity
information from nearby pixels. Combined with a confidence measure that assesses
the reliability of individual matches, the penalties are used to identify and overwrite
erroneous disparity assignments. A consensus on the disparity assignment using
the refinement is achieved in just a few iterations, which is less than the number
of iterations required by global methods by at least an order of magnitude. The
computational complexity of disparity refinement is hence kept at a fraction of the
computational complexity of the operations necessary for initial matching.
Using a collection of images with known true disparities and the evaluation criteria
provided by the Middlebury stereo performance benchmark, the proposed method is
shown to offer high accuracy of matching. Compared to all previously developed stereo
matching methods, including those that cannot operate in real time, the proposed
method ranks among the most accurate methods and, in many cases, is the most
accurate method to date. In addition, when a pixel similarity measure is used that
incorporates differences of gradients and census transforms evaluated at the pixels
under consideration, the proposed method enables matching of images with radiometric
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distortions, where the corresponding pixels differ in intensities due, for instance, to
inconsistent camera settings. The high accuracy, invariance to radiometric distortions,
and real-time operation make the proposed method a suitable option when reliable
and efficient stereo matching is required.
The key contributions of this work are about expanding stereo matching to reflect
a more sophisticated model of human vision. First, the local disparity selection
framework is revised and extended to enable the disparity maps obtained in an initial
stage of matching to be iteratively refined by penalizing the cost values at pixels
whose disparities disagree with the disparity estimates calculated using the information
from nearby pixels. This has two important implications. First, matching can be
performed in a way that more closely resembles stereopsis in the human visual system.
Specifically, humans are believed to identify correspondences by first determining
regions where the correspondences exist, likely using additional depth cues, and then
determining individual points that correspond. The initial matching and the disparity
refinement within the proposed method are analogous to this model of the human
visual system.
Second, the methods developed here allow for the the incorporation of additional
disparity evidence into the process of matching. Stereo matching is commonly formu-
lated as a problem of calculating a disparity map given a pair of rectified images, each
in the form of a discrete-valued intensity function defined at integer pixel locations.
Basing the disparity estimation solely on the similarities between the image intensity
functions is an oversimplification of this much more complex visual correspondence
problem, and arguably the fundamental limitation of many existing stereo matching
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methods. Stereo matching can certainly benefit from the integration of external
knowledge about the scene, e.g., its structure and objects within it, into the process
of matching. However, the algorithmic structure of existing methods, particularly the
local ones, often prohibits this. In contrast, the proposed method allows for additional
disparity evidence to be included by augmenting the cost penalty function with terms
that quantify the plausibility of individual disparity hypotheses with respect to what
is known about the scene. Such disparity evidence can be obtained by performing
contextual analysis of the scene using machine learning, e.g., object detection and
recognition, or by using additional sensors, e.g., depth sensors or inertial measurement
units, in combination with a conventional stereo camera rig.
Furthermore, the proposed method is the first one to use a cost metric that evaluates
a weighted sum of distances between both the census vectors and the gradients at
the pixels under consideration. While humans discriminate between matching and
non-matching image regions in a census-like way, i.e., by assessing relative color
differences between nearby points, in the case of sampled, discrete-valued image
intensity functions the census transform becomes easily dominated by noise, and thus
limits the method’s ability to correctly perform such a discrimination. The addition
of the gradient term overcomes this by capturing the local trend of intensities around
the pixel of interest, similar to the way humans are able to capture gradual color
transitions and use this information in depth inference. Note that both components
of the cost metric are invariant to intensity shifts. As a result, changes in scene
illumination or camera exposure do not affect the method’s ability to discriminate
image regions.
12
Finally, the proposed method defines a confidence measure that quantifies the
uniqueness of matches with respect to their local pixel neighborhoods. The confidence
measure is essential to the recovery of disparities in weakly textured image regions.
Once again, the inspiration is found in the human visual system that is able to match
weakly textured regions if reliable correspondences are known in nearby, sufficiently
more distinct regions. To mimic this, the proposed method iteratively overwrites
disparities in problematic regions with the estimates generated using a reformulation of
the bilateral filter that operates on disparities, local disparity gradients, and confidence
measures of nearby pixels. The confidence measures are recalculated in every iteration
of refinement, which promotes the exchange of disparity information across the image
and contributes to the accuracy of the method.
The remaining part of this dissertation is organized as follows. Essential concepts
of projective geometry, including the camera model and constraints of the two-view
geometry, are covered in Chapter 2. These concepts are then used to derive a
relationship between disparities and depth in a setup of two offset cameras. A
comprehensive review of visual correspondence problems follows in Chapter 3, where
formal definitions of stereo matching and related problems are given and common
solution methods are outlined. In Chapter 4, the proposed stereo matching method is
derived and described, and details of its implementation on parallel graphics hardware
are discussed. In Chapter 5, a widely accepted evaluation methodology is used
to qualitatively and quantitatively assess the performance of the proposed method
in terms of both the accuracy and the computational efficiency of matching. The
proposed method is then compared to existing approaches. Further in Chapter 5, the
13
proposed method is integrated into a structure reconstruction pipeline, and examples
of geometric models recovered from video sequences are given to illustrate the effects
of this integration. A summary of the contents, discussion of strengths and weaknesses
of the proposed method, and suggestions for future work conclude the dissertation in
Chapter 6.
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CHAPTER 2
Elements of Projective Geometry
As indicated in the introduction, stereo matching benefits from the assumption that
the offset between the cameras is purely horizontal and that the cameras are oriented
in the same direction. In order to understand the geometric constraints relating the
locations of the matching points in a pair of image acquired using such a camera setup
it is necessary to understand the fundamental concepts of projective geometry, i.e.,
the discipline that studies the projection of 3D world points to 2D image points in
digital cameras. The fundamental concepts of projective geometry are covered in this
chapter. In section 2.1, a common notation is established for geometric primitives and
transformations of coordinate spaces and a camera model is then derived in section
2.2; estimation of camera models is discussed in section 2.3. Later in section 2.4, an
arbitrary setup of two cameras is studied and constraints of the two-view geometry are
derived. Finally, in sections 2.5 and 2.6 the setup of two parallel, horizontally offset
cameras is considered to establish the relationship between disparities and depths.
15
2.1 Homogeneous Notation
One of the fundamental concepts of projective geometry assumes the use of vectors
to represent lines and points in 2-dimensional (2D) Euclidean space. For instance, a
line defined by the equation ax + by + c = 0 for some choice of a, b and c, can be
represented by a vector (a, b, c)T. Note that vectors (a, b, c)T and k(a, b, c)T represent
the same line, since ax + bx + c = 0 is equivalent to k(ax + bx + c) = 0, for any
non-zero constant k. Any two vectors of the form k(a, b, c)T are called homogeneous
vectors and, since the scaling factor is not important, are considered equivalent. The
application of homogeneous vectors in representing geometric primitives, such as lines
and points, is known as homogeneous notation or homogeneous coordinates.
Using the homogeneous notation, a point (x, y)T can be represented by any vector
of the form (kx, ky, k). Typically, k is set to 1, thus the inhomogeneous point (x, y)T
becomes (x, y, 1)T in homogeneous coordinates. In general, a homogeneous vector
x = (x1, x2, x3)T corresponds to a point (x1/x3, x2/x3)T in 2-dimensional Euclidean
space; only the quantities x1/x3 and x2/x3 are meaningful, since x3 is treated as
a scaling factor. An advantage associated with the homogeneous representation of
lines and points in 2D Euclidean space is that algebraic operations involving these
primitives can be performed using elementary vector operations. In particular, if x
and x′ are two points in 2D Euclidean space, the line l joining these points can be
computed by evaluating the cross product of x and x′, i.e.,
l = x× x′ . (2.1)
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Likewise, the point of intersection of two lines l and l′ is x = l × l′. One can also
verify that for any point x belonging to a line l, the inner product the two primitives
x and l is zero, i.e.,
xTl = 0 . (2.2)
The concept of homogeneous coordinates extends to planes and points in higher-
dimensional spaces. In order to obtain a homogeneous representation of a plane in
n-dimensional space (n ≥ 3), a vector is formed that contains all n+ 1 coefficients of
the plane; n-dimensional points become vectors of length n+ 1, with 1 added as the
last element.
Analogously, linear transformations (mappings between spaces) are represented
with homogeneous matrices, i.e., matrices that are related by a non-zero scaling
factor. In general, a (n + 1) × (n + 1) matrix of real elements can be used to
represent any transformation in n-dimensional space, and commonly the scaling factor
is chosen in a way that makes the last element of the transformation matrix equal
to 1. Homogeneous representation of transformations, combined with homogeneous
representation of geometric primitives, enables easy computation of transformed
primitives by performing matrix-vector (or vector-matrix) multiplication. Specifically,
if a point x is mapped to a point xˆ under some transformation represented by a
matrix H , the point xˆ is computed as
xˆ = Hx. (2.3)
An inverse transformation can be found by computing H−1, which imposes a non-
singularity constraint onH . Furthermore, compound transformations can be computed
17
by multiplying transformation matrices of component transformations. This way for
instance, rotation and translation can be combined into a single transformation matrix
and applied to geometric primitives in a single step, which is not possible using
inhomogeneous coordinates.
A class of transformations particularly important to the problems covered in
this dissertation is the class of transformations of the 3-dimensional (3D) Euclidean
space. A hierarchy of such transformations was established in [18] based on the
number of parameters (degrees of freedom, dof), the type of geometric distortion
introduced, and geometric properties invariant to these transformations. General
transformation matrices and distortion examples associated with various groups of
transformations of the 3-dimesional Euclidean space are listed in Table 2.1. The
hierarchy of transformations of the 3D Euclidean space includes four subclasses, which
are ordered from the most specialized (fewer degrees of freedom) to the most general
(the most degrees of freedom):
• Euclidean transformations (isometries). The family of Euclidean transformations
embodies two groups of volume-preserving transformations: translations and
rotations, each introducing 3 degrees of freedom.
• Similarity transformations (similarities). Similarities extend Euclidean transfor-
mations with another degree of freedom in the form of a scale parameter. Since
distances between points are not preserved by the scaling operation, neither are
volumes; similarities preserve angles between lines and planes.
• Affine transformations (affinities). The 9-dof affine transformations are com-
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Table 2.1: Hierarchy of transformations of 3D Euclidean space [18].
Group name Matrix† Distortion example
Euclidean (6 dof)
 R t
0T 1

Similarities (7 dof)
 sR t
0T 1

Affinities (9 dof)
 A t
0T 1

Perspectivities (15 dof)
 A t
vT v

† The matrix R is an orthogonal 3D rotation matrix, whose orthonor-
mal rows define the orientation of the axes in the transformed coor-
dinate system, t = (tx, ty, tz)T is a translation vector, A is a 3× 3
invertible matrix, v is a general 3-element vector, 0 = (0, 0, 0)T is
an all-zero vector, and s and v are scalars.
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binations of shearing, scaling, rotation and translation. Parallelism of planes,
volume ratios and centroids of point clouds are the main invariants of affine
transformations.
• Projective transformations (projectivities). Transformations in this group are
the general linear transformations of the 3D Euclidean space, where all but the
last element of the transformation matrix can take arbitrary values, implying 15
degrees of freedom. Projectivities map lines to lines and preserve length ratios
of line segments.
In the next section, homogeneous representation of both geometric primitives and
transformations of the 3-dimensional Euclidean space are used to derive a pinhole
camera model, i.e., a simplified mathematical model that describes the process of
geometric image formation in digital cameras.
2.2 Geometric Image Formation
Modern digital cameras commonly use optical lenses to focus light rays on an image
sensor that contains an array of photodetectors. Although cameras often come equipped
with multi-lens optical systems, in order to understand the process of geometric image
formation, it is best to consider a camera with a single biconcave lens, such as the
camera shown in Figure 2.1a. In the figure, the horizontal axis runs through the
optical centre of the lens and defines the principal ray, i.e., the look direction of the
camera, otherwise known as the optical axis or the principal axis. The vertical axis
represents the image plane (precisely, a side view of the image plane), that is, a plane
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Figure 2.1: Image formation in thin lens (a) and pinhole (b) cameras.
perpendicular to the optical axis where the images are formed; the image plane is
conceptually equivalent to an image sensor.
Light rays emitted or reflected from the observed objects travel along multiple
paths through the lens experiencing refraction at air-glass interfaces (causing the rays
to converge) and are captured on the image plane. The directions of light rays exiting
the lens, and thus their point of convergence, are strictly determined by the refractive
index of the glass and the curvature of the boundary surfaces of the lens. These
two properties are conveniently characterized by the focal length of the lens, which is
interpreted as a distance along the optical axis of the camera over which light rays
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originating from an infinitely distant source converge. If the thickness of the lens is
much smaller that its focal length, or equivalently, if the radii of curvature of the lens
surfaces are much greater than the focal length, the lens is said to follow the thin lens
model given by the thin lens equation
1
zi
+ 1
zo
= 1
f
, (2.4)
where zo is the distance between the lens and the observed object, zi is the distance
between the lens and the image plane, and f is the focal length of the lens.
An important implication following from the thin lens model is that in order for
the light rays to converge at a single point on the image plane, the image plane must
be located at a distance zi from the lens that satisfies equation (2.4). Conversely, if
the distance zi does not satisfy the thin lens equation, the light rays will reach the
image plane over a disc-shaped area, resulting in image blur.
2.2.1 The Pinhole Camera Model
To avoid modeling lenses and their associated phenomena, computer vision applications
commonly adopt a simplified variant of the thin lens camera, which is known as a
pinhole camera. A pinhole camera is illustrated in Figure 2.1b. In a pinhole camera,
light rays are transferred onto the image plane through an infinitesimally small aperture,
hereafter referred to as a pinhole, to form upside-down images of the observed objects.
The result of substituting the usual lens with a pinhole are perfectly sharp, all-in-focus
images, since a single world point always projects to a single point on the image plane.
Note that, in the absence of a lens, the meaning of the focal length parameter changes.
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In a pinhole camera, the focal length simply defines the distance between the image
plane and the pinhole; this distance is often given in image units, i.e., pixels.
To derive a mathematical model describing image formation in pinhole cameras
a case of central projection is considered that is shown in Figure 2.2. In the case of
central projection, the optical center C of the camera (here, the pinhole), is located
at the origin of the world coordinate system and the camera’s optical axis is collinear
with the world’s Z-axis. The optical axis intersects with the image plane at the
principal point p = (0, 0)T given in image coordinates. Additionally, to avoid having to
account for the vertical inversion of images, it is convenient to assume that the image
plane is located in front of the pinhole. The action of the pinhole camera describes a
projection of points in the 3-dimensional Euclidean coordinate space R3 of the world
to a 2-dimensional Euclidean coordinate space R2 of the image plane located at Z = f .
Under central projection using a pinhole camera, a point X =
(
X, Y, Z
)T
in the
world coordinates projects to a point x =
(
f X
Z
, f Y
Z
, f
)T
on the image plane. Thus,
the mapping between the two coordinate spaces is given by
(
X, Y, Z
)T 7→ (f X
Z
, f
Y
Z
)T
, (2.5)
which corresponds to

fX
fY
Z

=

f 0
f 0
1 0


X
Y
Z
1

(2.6)
in homogeneous coordinates. The equation in (2.6) is known as the projection equation
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Figure 2.2: Central projection using a pinhole camera.
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and is often written compactly as
x = PX , (2.7)
where the 3× 4 matrix P = diag(f, f, 1)[I | 0] is the camera projection matrix.
Since, based on a common convention, either the top left or the bottom left corner
of the image is chosen to be the origin of the image coordinate system, the principal
point is displaced from the origin by approximately half of the image size in both
horizontal and vertical direction. Note that, however, when modeling real cameras
as pinhole cameras, the principal point will generally not be at the exact center of
the image, as the physical alignment of the lens with respect to the image sensor may
not reflect the case shown in Figure 2.2. In practice, the optical center of the lens
may not be positioned on the optical axis of the camera and/or the plane containing
the lens may not be perfectly parallel to the plane containing the image sensor. In
rare cases, physical imperfections of the lens may further affect the position of the
principal point. To account for the offset of the principal point, now assumed to be
arbitrarily placed at p = (px, py)T, the mapping in equation (2.5) is rewritten as
(
X, Y, Z
)T 7→ (f X
Z
+ px, f
Y
Z
+ py
)T
, (2.8)
and the corresponding equation in homogeneous coordinates now reads

fX + Zpx
fY + Zpy
Z

=

f px 0
f py 0
1 0


X
Y
Z
1

. (2.9)
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Introducing
K =

f px
f py
1

, (2.10)
equation (2.9) can be written as
x = K[I | 0]X , (2.11)
where the matrix K is called the (camera) calibration matrix. A more general form of
the calibration matrix
K =

mxf s px
myf py
1

=

fx s px
fy py
1

(2.12)
is sometimes used, where mx and my express the numbers of pixels per unit distance
in the x- and y-direction of the image coordinate system, and s is a skew parameter.
Incorporating the parameters mx and my in the calibration matrix allows for modeling
of cameras whose associated image coordinate systems have unequal scales in both
directions, i.e, cameras having non-square pixels. In such cameras, two distinct
focal length parameters fx = mxf and fy = myf control the projection of X- and
Y-coordinates of the observed world points, respectively. The skew parameter, on
the other hand, allows for modeling of image coordinate systems defined by non-
perpendicular axes; in this case, s takes a non-zero value. The non-zero elements of
K, that is, the focal lengths fx and fy, the skew parameter s, and the coordinates of
the principal point px and py, are known as intrinsic parameters, camera intrinsics or
internal camera parameters.
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The model in equation (2.11) can further be generalized by allowing the coordinate
systems of the world and the camera to be nonequivalent. Assume that the camera
coordinate system is related to the world coordinate system by a rotation matrix R
and a translation vector t, such that R rotates the the camera coordinate system to
match the orientation of the world coordinate system, and t shifts the origin of the
camera coordinate system to the origin of the word coordinate system. The rotation
matrix R and the translation vector t are jointly referred to as extrinsic parameters
or external camera parameters. To enable arbitrary location and orientation of the
camera, a rigid transformation composed of the translation t and the rotation R is
applied to the world points prior to projecting the world points onto the image plane.
The projection equation becomes
x = K[R | t]X . (2.13)
Observing that t = −RC, the camera center can be made explicit in equation (2.13)
resulting in
x = KR[I | −C]X . (2.14)
2.2.2 Image Distortion
The projection operation described by the pinhole camera model is rectilinear or
line-preserving, i.e., straight lines present in the scene are projected as straight lines
in the images. While the pinhole camera model idealizes and greatly simplifies the
process of geometric image formation in digital cameras, used alone the model is often
imprecise and thus insufficient in applications of computer vision, largely due to its
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inherent inability to model image distortions introduced by the camera optics. Image
distortion is understood as any deviation of image coordinates from the coordinates
dictated by the rectilinear projection, as defined by equation (2.13), caused by the
shape of the lens or defects in manufacturing or assembling of the optical components
of the camera. Two types of image distortion that frequently occurr in cameras are
the following:
• Radial distortion occurs in cameras equipped with spherical lenses and causes
lines to curve toward or away from the image center, i.e., the principal point, as
the distance from the optical center increases. In general, rectilinear projection
is possible with parabolic lenses, which, due to difficulties in manufacturing,
are often replaced with spherical lenses whose light-bending properties differ
between the center and the edges of the lens. As a result, images appear magnified
around the principal point (barrel-type radial distortion) or around the edges of
the image (pincushion-type radial distortion), although a combination of both
effects is not uncommon. Illustrations of barrel-type and pincushion-type radial
distortion are given in Figures 2.3b and 2.3c. Radial distortion is symmetric
around the principal point.
• Tangential or decentering distortion results from misalignment between the lens
and the image sensor, particularly, from the lens not being perfectly parallel
to the image sensor. In that event, magnification is observed in image areas
corresponding to the greater physical distance between the image sensor and
the lens, and the areas corresponding to the smaller lens-to-sensor distance
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(a) No distortion. (b) Barrel distortion.
(c) Pincushion distortion. (d) Tangential distortion.
Figure 2.3: Common types of image distortion.
appear compressed. Tangential distortion is illustrated in Figure 2.3d. Note
that tangential distortion is asymmetric.
The effects of both radial and tangential distortion are non-linear, and thus
cannot be represented using homogeneous transformation matrices. Distortion models
proposed in the literature include rational [19, 20] or polynomial functions [21–24]
of the radial distance, i.e., a distance on the image plane from the principal point
to a point of interest, that capture the relationship between the coordinates of the
distorted image and the undistorted coordinates obeying the rectilinear projection.
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The distortion models based on polynomial functions, which are more commonly used,
are variants of the Brown-Conrady model [25, 26] given by
xˆ = x(1 + k1r2 + k2r4 + . . .) + (2p1xy + p2(r2 + 2x2))(1 + p3r2 + p4r4 + . . .) (2.15)
yˆ = y(1 + k1r2 + k2r4 + . . .) + (2p2xy + p1(r2 + 2y2))(1 + p3r2 + p4r4 + . . .) (2.16)
where (xˆ, yˆ) are undistorted pixel coordinates, r =
√
(x− px)2 + (y − py)2 is the
radial distance from the principal point, k1, k2, . . . are the radial distortion coefficients,
and p1, p2, . . . are the tangential distortion coefficients. In most cases, the four
coefficients k1, k2, p1, and p2 are sufficient to accurately model the image distortion.
However, enabling higher order radial distortion coefficients is recommended if the
radial distortion is severe, e.g, when working with ultra wide-angle lenses.
Supplemented with the distortion coefficients, the pinhole camera model becomes
adequate for modeling the process of geometric image formation in digital cameras.
In particular, knowledge of the distortion model allows for the distortion to be
removed through resampling of the distorted images at the coordinates obtained from
the distortion model, making the pinhole camera model in equation (2.13) a valid
representation of the camera’s projective action. Methods of estimation of camera
parameters and distortion coefficients are detailed in section 2.3.
2.3 Camera calibration.
The term camera calibration refers to the process of estimating camera parameters
from a set of correspondences between geometric entities in the world coordinate space
and their equivalents on the image plane. Camera calibration is a crucial process
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in applications of computer vision that attempt to extract metric information from
images. For instance, the accuracy of geometric models obtained using scene structure
reconstruction methods strictly depends on the accuracy of the estimated camera
parameters.
Camera calibration is typically performed by observing a calibration object, i.e., a
reference object of known geometry. Methods of image processing are applied to the
views of the calibration object in order to identify and extract the corresponding geo-
metric entities. Such world-to-image correspondences deliver mathematical constraints
necessary to estimate the camera parameters. While there exist techniques capable of
determining camera parameters from correspondences between world and image lines
[27], the majority of approaches rely on point correspondences [28–33]. Calibration
techniques can be classified according to the dimensionality of the calibration objects
used. The following classes of camera calibration techniques have been recognized in
[34]:
• Calibration from a 3D reference object. This category of camera calibration
methods require a calibration object of known 3D geometry, e.g., an object
that consists of two or three orthogonal planes. These planes typically contain
patterns that support automatic extraction of world-to-image correspondences
from views of the calibration object. Alternatively a planar object experiencing
precisely known motion can be used to acquire the necessary correspondences
[28]. Given a sufficient number of world-to-image correspondences (typically in a
single view of the calibration object), both the intrinsic properties of the camera
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and its orientation can be inferred from the constraints on camera parameters
resulting from the projection equation [18].
• Calibration from a 2D reference object. This type of calibration is performed
using a planar calibration object that contains a grid pattern whose corner
points can be automatically detected, e.g., a checkerboard pattern or a grid of
circles. Different orientations of the pattern are presented to the camera, which
is assumed to be at the origin of the world coordinate system. World-to-image
correspondences extracted from multiple views are used to estimate internal
camera parameters (globally, integrating the information from all views) along
with the orientations of the calibration object in each view. Notable approaches
in this category include [28–30].
• Calibration from a 1D reference object. This technique, also known as line-based
calibration, exploits the constraints resulting from collinearity of points. It has
been shown [27], that camera parameters can be recovered by observing the
motion of 3 or more points belonging to a line that is rotated around one of the
points, given that distances between the points are known.
• Self-calibration. Unlike the previously described techniques, self-calibration does
not require any calibration object and relies purely on the displacements of
image points arising from the motion of the camera in a static scene [31–33].
Combining image correspondences and rigidity constraints of the scene allows
the camera intrinsic properties, motion parameters, and sparse scene structure to
be recovered up to an unknown scale parameter, which, however, is a much more
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complex problem than estimation of camera parameters alone. Self calibration
is sometimes referred to as 0D calibration or auto-calibration.
Due to large number of parameters being estimated and computational complexity
of self-calibration techniques, pre-calibration, i.e., calibration using a reference object,
is recommended when possible. Among the calibration techniques involving the use of
calibration objects, the 3D calibration is known to produce the most accurate results,
since only one view is processed, and thus, the least number of parameters need to be
estimated. The 3D calibration, however, requires a precise 3D calibration object (or a
2D one that can be precisely actuated), which is harder to realize than the objects
used in 2D calibration. Furthermore, automatic extraction of correspondences between
the points of the 3D calibration object and the image points requires sophisticated
image processing techniques that are capable of recognizing individual planes of the
calibration object. For the above reasons, 2D camera calibration techniques are
frequently used in the applications of computer vision. In the following, Zhang’s
approach [30] is described that estimates camera parameters using multiple views of
a planar calibration object. This approach employs mathematical methods that are
fundamental to many estimation problems occurring in projective geometry.
Assume that n views of the calibration object have been acquired. The plane of
the calibration object containing the grid pattern will be referred to as the model
plane. In a similar way, the points located on the model plane will be referred to
as model points. A single view of the calibration object delivers m model-to-image
correspondences, each of the form xi ↔ X i, where X i = (Xi, Yi, 0, 1)T denotes a
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model point and xi = (xi, yi, 1)T denotes the corresponding image point. Under the
pinhole camera model, the mapping between the model points and the image points
is given by the projection equation, i.e.,
(xi, yi, 1)T =

fx s px
fy py
1


r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3

(Xi, Yi, 0, 1)T (2.17)
where r11, . . . , r33 are the entries of the rotation matrix R that holds the orientation
of the camera, and the values t1, t2, and t3 are the components of the corresponding
translation vector t, i.e., t = (t1, t2, t3)T. Noticing that the Z-coordinates of the model
points are all zeros, the third column of the matrix containing extrinsic parameters in
equation (2.17) can be eliminated, which yields
xi
yi
1

=

fx px
fy py
1


r11 r12 t1
r21 r22 t2
r31 r32 t3


Xi
Yi
1

. (2.18)
It follows from equation (2.18), that the image point xi = (xi, yi, 1)T and the point
on the model plane X i = (Xi, Yi, 1)T (with the Z-coordinate removed) are related via
a projective transformation H , such that
H =

f px
f py
1


r11 r12 t1
r21 r22 t2
r31 r32 t3

= K (r1, r2, t) , (2.19)
where r1 and r2 are the first and the second column of R. In particular, the
transformation matrix H represents the mapping between coordinate spaces of the
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image and the model plane. Any mapping between coordinate spaces that can be
represented using a projective transformation will hereafter be called a homography.
If the homography H can be estimated for each view, so can be the intrinsic
properties of the camera and the orientation parameters associated with each view of
the calibration object. Let h1, h2, and h3 be the columns of H , i.e., H = [h1 h2 h3].
Since R is a rotation matrix, the columns of R form an orthonormal basis, thus
rT1 r2 = 0 (2.20)
and
‖r1‖ = ‖r2‖ = 1 . (2.21)
From equation (2.19)
r1 = K−1h1 (2.22)
r2 = K−1h2 , (2.23)
which substituted into equations (2.20) and (2.21) results in
hT1 (K−1)TK−1h2 = 0 (2.24)
hT1 (K−1)TK−1h1 = hT2 (K−1)TK−1h2 . (2.25)
Equations (2.24) and (2.25) contain two constraints on camera parameters resulting
from a single view of the calibration object. In Zhang’s calibration technique, the
constraints resulting from multiple views are combined in order to recover the camera
parameters and the orientation and translation of the calibration object in each view
with respect to the camera center. The approach involves two steps: estimation of
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homographies relating points on the model plane and image points, and computation
of camera intrinsics and orientation parameters based on the homography matrices
estimated for each view. These steps are described in sections 2.3.1 and 2.3.2.
2.3.1 Estimation of Planar Homographies
Solving the camera calibration problem requires a set of homographies to be estimated
that relate the coordinate systems of the model planes and the image plane. In the
following, a method known as the Direct Linear Transformation algorithm (DLT)
is described that can be used to estimate the homographies. The DLT algorithm
provides a general approach for computing transformation matrices from a set of
similarity relations between geometric entities. In case of camera calibration, a 3× 3
homography matrix is computed for each view of the calibration object, given a set
of correspondences between the points on the model plane and their corresponding
image coordinates. The steps described in the remaining part of this section cover
homography estimation for a single view; for clarity, subscripts indicating the view
number are omitted.
Recall from equation (2.17), that the points on the model plane and their images
are related via unknown homography H , such that xi = HX i holds up to scale for
each correspondence. Taking cross products of both sides with xi gives
xi ×

h¯1X i
h¯2X i
h¯3X i

= 0 , (2.26)
where hk denotes the k-th row ofH . The cross product formula is applied to equation
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(2.26), resulting in 
yih¯3X i − h¯2X i
h¯1X i − xih¯3X i
xih¯2X i − yih¯1X i

= 0 , (2.27)
which, by rearranging of terms and grouping of unknowns, is reformulated as
0T −XTi yiXTi
XTi 0T −xiXTi
−yiXTi xiXTi 0T

h = 0 , (2.28)
where h =
(
h¯1, h¯2, h¯3
)T
is a column vector that contains the elements of H in
row-major order. Equation (2.28) describes a system of three homogeneous equations,
among which only two equations are linearly independent (e.g., multiplying the first
equation by xi and the second one by yi, adding them and then multiplying by −1
gives the third equation). Thus, each model-plane-to-image-plane correspondence
provides two constraints on the elements of the homography matrix. Stacking the
constraints from all such correspondences into a 2n × 9 matrix A leads to a larger
system of homogeneous equations, given by
Ah = 0 , (2.29)
which is solved for h, and, once the vector h is known, its elements are used to form
the homography matrix H. The equations in (2.29) are linear in the elements of h,
while the matrix A contains coefficients that are quadratic combinations of coordinates
on the model and image planes; a solution method for this system of equations is
discussed in the remaining part of this section.
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The homography matrix H has 9 elements rearranged into a column vector h, of
which one can be assumed to be a scale factor (commonly, the last element of h). Since
each correspondence provides two equations, at least n = 4 unique correspondences
are required to compute the 8 unknown elements of H. In the minimal case, the
solution is the null space of A, given that correspondences are exact. In practice,
upwards of 50 correspondences are extracted from a typical planar calibration pattern,
causing the system in equation (2.29) to become overdetermined. Moreover, since
the image measurements are corrupted with noise, there will not exist an exact non-
trivial solution. Instead, a non-zero vector h is found that best fits Ah = 0 in the
least-squares sense, i.e.,
h = argmin
h
‖Ah‖ , (2.30)
subject to the constraint ‖h‖ = 1. Such a vector h is known to be the right singular
vector associated with the smallest singular value of A, and can be computed from
Singular Value Decomposition (SVD) of A. Precisely, if A = UDV T is the SVD
of A, where D is a diagonal matrix containing singular values of A (square roots
of eigenvalues of AAT and ATA) in descending order, U is an orthogonal matrix
with columns made up of right singular vectors of A (eigenvectors of AAT), and V
is an orthogonal matrix whose columns are made up of left singular vectors of A
(eigenvectors of ATA), the least-squares solution to the system in equation (2.29) is
the last column of V .
The solution method, however, is not invariant to the choice of image and model
plane’s coordinate frames, i.e., the accuracy of estimation varies based on the choice of
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image and model plane origins, and/or coordinate units. In certain cases, e.g., coordi-
nates on the model plane expressed in meters (small numbers) and image coordinates
expressed in pixels (significantly larger numbers), the coefficients in equation (2.29) will
differ by orders of magnitude, making the problem poorly conditioned mathematically.
To prevent this, simple normalization of point data prior to homography estimation
is recommended. Respectively, a transformation matrix T is applied to the image
points {xi} that translates the centroid of the points to the origin and scales the
points such that their average distance from the origin is
√
2; points on the model
plane are normalized using a transformation matrix T ′ of analogous properties. An
intermediate homography H˜ is then found by setting up and solving the system in
(2.29) for the normalized points. Finally, the sought homography H is computed as
H = T ′−1H˜T , which reverses the effects of normalization.
The solution obtained using the DLT algorithm is based on minimization of an
algebraic distance ‖Ah‖, whose geometric interpretation is not meaningful to the
homography estimation problem. In particular, this distance does not assess the
quality of the computed homography matrix. For this reason, it is recommended that
the initial homography estimate be further refined by minimizing the total geometric
distance between the model points transformed into the coordinate space of the image
plane via the matrix H, and the actual image measurements. The total geometric
error is given by the functional
∑
i
‖xi − f(X i;H)‖2 , (2.31)
where f(X i;H) = HX i represents the mapping applied to the coordinates of the
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i-th model point, parametrized by the homography matrix H . Minimization of (2.31)
is typically achieved using the Levenberg-Marquardt algorithm.
2.3.2 Solving the Planar Calibration Problem
The methods used to extract internal camera parameters closely resemble those used
for estimation of homography matrices. First, by introducing a matrix B = K−TK−1
equations (2.24) and (2.25) are rewritten as
hT1Bh2 = 0 (2.32)
hT1Bh1 − hT2Bh2 = 0 . (2.33)
Note that the 3× 3 matrix B is symmetric, thus the 6 elements located on and above
the diagonal fully define B. Let b be a column vector containing the 6 elements
defining B scanned row-wise, i.e.,
b = (b11, b12, b13, b22, b23, b33)T . (2.34)
Writing
hTi Bhj = mTijb , (2.35)
where
mij = (hi1hj1, hi1hj2 + hi2hj1, hi2hj2, hi3hj1 + hi1hj3, hi3hj2 + hi2hj2, hi3hj3)T , (2.36)
allows equations (2.32) and (2.33) to be written in matrix form m
T
12
(m11 −m22)T
 b = 0 . (2.37)
40
Equation (2.37) contains a pair of per-view constraints on the camera intrinsics
(implicitly, by constraining the elements of b). Accumulating such pairs of constraints
from all n views in a 2n× 6 matrix M results in a lest-squares problem given by a
system of homogeneous equations
Mb = 0 . (2.38)
The solution method involves the SVD of M and is analogous to the way ho-
mography matrices are found from (2.29) (refer to the previous section for details).
In general, 3 or more views are needed to compute the elements of b up to a scale
λ (having fixed the last element at 1). Assuming a skewless camera, i.e., s = 0, an
additional equation (0, 1, 0, 0, 0, 0)b = 0 is added to the system in (2.38). In case of
square pixels, i.e., fx = fy, another constraint (1, 0,−1, 0, 0, 0)b = 0 is included. An
arbitrary aspect ratio fx/fy can be forced in a similar manner. If either the former or
the latter is true, as little as 2 views of the calibration object are sufficient to recover
the camera intrinsics. Once the solution vector b is known, the camera parameters
are computed as follows:
py = (b12b13 − b11b23)/(b11b22 − b212) (2.39)
λ = b33 − [b213 + py(b12b13 − b11b23)]/b11 (2.40)
fx =
√
λ/b11 (2.41)
fy =
√
λb11/(b11b22 − b212) (2.42)
s = −b12f 2xfy/λ (2.43)
px = spy/fx − b13f 2x/λ , (2.44)
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From (2.19), the corresponding orientation parameters are
r1 = K−1h1 (2.45)
r2 = K−1h2 (2.46)
t = K−1h3 , (2.47)
and, since the columns of R are orthogonal,
r3 = r1 × r2 . (2.48)
Once the initial estimates of the intrinsic parametersK and orientation parameters
associated with each view {Rj, tj | 1 ≤ j ≤ n} are computed using equations (2.39)
- (2.48), the Levenberg-Marquardt algorithm is applied to refine the parameters by
minimizing the total reprojection error, i.e., is the sum of Euclidean distances between
the measured image coordinates and the coordinates obtained by projecting the
corresponding model points into each view according to the currently known camera
parameters. The total reprojection error is is given by
∑
i
∑
j
‖xij − f(X i;K,Ri, ti)‖2 , (2.49)
where the function f(X i;K,Rj, tj) = KRj [I | tj ]Xj represents the projection of the
i-th model point onto the image plane of the j-th view using the initial estimates of
the camera parameters K, Rj, and tj. To enable easier evaluation of the derivatives
of the projection function with respect to rotation parameters, each rotation matrix
Rj is parametrized by a minimal rotatation vector vj, whose direction represents the
axis of rotation, and whose magnitude encodes the angle of of rotation. The rotation
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matrix and the minimal rotation vector are related by the Rodrigues’ formula:
R = cos(θ)I + (1− cos(θ))vvT + sin(θ)[v]× , (2.50)
where θ = ‖v‖ and [v]× is a skew-symmetric matrix representing the cross product
with v, i.e.,
[v]× =

0 −v3 v2
v3 0 −v1
−v2 a1 0

. (2.51)
Note that the effects of image distortion were disregarded in the description of
the camera calibration. In practice, estimation of distortion parameters is included
in optimization of camera parameters, in that the distortion correction, as given by
equations (2.15) and (2.16), is applied to the coordinates of projected points prior to
computing the reprojection error. Starting with distortion coefficients set to zeros, the
coefficients are updated together with the camera parameters in successive iterations of
the optimization. Furthermore, note that since the solutions found in the homography
estimation stage are not exact, the rotation matrices computed for every view will not,
in general, satisfy the properties of a true rotation matrix. To address this, the author
of [30] sugges performing the SVD of the rotation estimate R, i.e., R = UDV T,
and computing R′ = UV T, which is a true rotation matrix and also the closest
approximation of R according to the Frobenius matrix norm.
Results of camera calibration using the planar technique are given in Figure 2.4 in
the form of a 3D plot showing the orientations of the calibration object extracted from
a set of 5 views; the views are included for reference. In the next section, a setup of
43
(a) View 1 (b) View 2
(c) View 3 (d) View 4
(e) View 5
−200
−100
0
100
0
100
200
300
400
500
−150
−100
−50
0
50
100
150
200
X
2
1
3
4
Z
5
Y
(f) Pattern orientations
Figure 2.4: Results of camera calibration using the planar technique: (a) - (e)
views of the calibration object, (f) orientations of the calibration object recovered
from each view (relative to the camera coordinate system).
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two calibrated pinhole cameras is examined and geometric constraints are established
that govern the geometry of the two views.
2.4 Epipolar Geometry
Epipolar geometry, the geometry of two views, or stereo geometry, describes intrinsic
relations between geometric entities in the 3D world coordinate space and their
corresponding 2D projections in a pair of cameras. These relations, which are induced
solely by the internal parameters and relative orientation of the cameras, deliver
constraints on the positions of corresponding image points.
To demonstrate the principles of epipolar geometry, a configuration of two cameras
shown in Figure 2.5 is considered, where both cameras observe a point of interest X
in the world coordinate space. The line joining the two camera centers C and C ′ is
commonly referred to as a baseline. The points of intersection of the baseline and the
image planes are known as epipoles, and are labeled as e and e′ in Figure 2.5. An
epipole can be though of as an image of one camera’s center in the view of the other
camera. Any plane that contains the baseline is called an epipolar plane. Individual
epipolar planes are defined by the observed world points and the baseline. An epipolar
plane intersects the image planes at epipolar lines; the families of epipolar lines in
both view pass through the epipoles.
The epipolar lines are particularly important in two-view geometry, since they
define domains of correspondence between image coordinates. Specifically, if x is the
projection of the world point X in one view, the location of the projection x′ of the
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Figure 2.5: The geometry of two views.
same world point in the other view is restricted to the corresponding epipolar line l′.
In the following, two key entities of epipolar geometry are derived that encapsulate
the relationships between image coordinates and epipolar lines. These entities are
known as the fundamental matrix and the epipolar matrix.
2.4.1 The Fundamental Matrix
In Figure 2.5, the image point x in the first view is transferred into a point x′ on
the epipolar line l′ in the other view via the epipolar plane associated with the world
point X. Equivalently, there exist a mapping between the image point x and the
epipolar line l′ that can be represented by the vector-matrix multiplication
l′ = Fx , (2.52)
where the 3× 3 matrix F is called the fundamental matrix. The fundamental matrix
can be algebraically derived by back-projecting a ray from the camera center C
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through the image point x [35]. The family of world points that lie on the ray is given
by the parametric equation
X(λ) = P+x+ λC , (2.53)
where λ is a scalar parameter and P+ is the pseudo-inverse of the camera matrix P .
Two points that lie on the ray are considered: the camera center C (at λ =∞) and
the point P+x (at λ = 0). These points are imaged by the second camera as P ′C
(the epipole e′) and P ′P+x, respectively. The epipolar line l′ joins the two points
P ′C and P ′P+x, i.e.,
l′ = (P ′C)× (P ′P+x) = e′ × (P ′P+x) = [e′]×P ′P+x . (2.54)
In equation (2.54), the fundamental matrix takes the form
F = [e′]×P ′P+ . (2.55)
Since F represents a mapping from a 2-dimensional coordinate space of one image to
a family of epipolar lines in the other image, it must have rank 2, i.e., F is singular.
The fundamental matrix is used to express the condition necessary for image points
x and x′ in two views to correspond. Particularly, if x′ corresponds to x, then x′
must lie on the epipolar line l′, and thus
x′Tl′ = x′TFx = 0 . (2.56)
2.4.2 The Essential Matrix
The essential matrix is a specialization of the fundamental matrix that describes the
intrinsic geometry of two normalized cameras, i.e., cameras whose calibration matrices
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are identity matrices. Any camera with the projection matrix P = K[R | t] can
be transformed into a normalized camera by applying an inverse of the calibration
matrix to the projection matrix, such that the normalized projection matrix becomes
K−1P = [R | t]. Similarly, an image point x can be expressed in the coordinate
system of the normalized camera by applying K−1, such that the corresponding
normalized image point is xˆ = K−1x.
Now consider a pair of normalized cameras P = [I | 0] and P ′ = [R | t]. Naturally,
the coordinate systems of the normalized cameras are related via rotation R and
translation t. Thus, for any pair of corresponding normalized image points xˆ = K−1x
and xˆ′ = K ′−1x′ the following holds
xˆ′ = R(xˆ− t) . (2.57)
Left multiplying both sides of equation (2.57) by xˆ′T[t]× and reversing the sides results
in what is known as the epipolar constraint
xˆ′T [t]×Rxˆ = 0 , (2.58)
where E = [t]×R is the essential matrix. The fundamental and the essential matrices
are related by
F = K ′−TEK−1 , (2.59)
which can be verified by substituting the above into the correspondence condition of
equation (2.56), and observing that this substitution leads directly to the epipolar
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constraint, i.e.,
x′TFx = 0 (2.60)
x′TK ′−TEK−1x = 0 (2.61)
(K ′−1x′)TE(K−1x) = 0 (2.62)
xˆ′TExˆ = 0 . (2.63)
2.4.3 Fundamental/Essential Matrix in Structure Recovery
The fundamental matrix (and the essential matrix, as one might be obtained from
the other given the calibration matrices) are of high importance to the problems of
visual correspondence and two-view scene structure reconstruction. In particular, the
epipolar lines computed from the fundamental matrix can be used to guide matching of
image features when searching for image correspondences. Furthermore, it is possible
to extract camera projection matrices from the fundamental matrix. The projection
matrices, combined with correspondence data, allow for scene structure reconstruction
through recovery of the world coordinates of individual scene points.
The fundamental matrix, camera matrices and scene points are jointly estimated
from image correspondences, each of the form xi ↔ x′i, using Levenberg-Marquardt’s
iterative minimization scheme. The approach is outlined below:
1. An estimate Fˆ of the fundamental matrix is computed from a set of at least
8 correspondences using the DLT algorithm. Precisely, a constraint on the
elements of Fˆ is obtained from equation (2.56) for each correspondence; all such
constraints are combined to form a system of equations, and Fˆ is found as the
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least-squares solution to this system. Since the solution Fˆ is non-singular, and
thus does not satisfy the properties the fundamental matrix, a true fundamental
matrix is determined by computing the closest singular approximation to Fˆ in
terms of the Frobenius norm. This approximation can obtained from the SVD of
Fˆ [18]. Note that normalization of point data is required for numerical stability
of the DLT algorithm.
2. Camera matrices P = [I | 0] and P ′ = [[e′]×Fˆ | e′] are formed, then for every
pair xi ↔ x′i the corresponding world point X i is determined. The projection
equation xi = PX i implies xi × (PX i) = 0, which gives rise to equations
xi(pT3X i)− (pT1X i) = 0 (2.64)
yi(pT3X i)− (pT2X i) = 0 (2.65)
xi(pT2X i)− yi(pT1X i) = 0 , (2.66)
where pTk denotes the k-th row of P . Discarding the third, linearly dependent
equation, and adding analogous equations from the other view results in a
homogeneous system of equations
xip
T
3 − pT1
yip
T
3 − pT2
x′ip
T
3 − pT1
y′ip
T
3 − pT2

X i = 0 , (2.67)
to which a least-squares solution is found. In the geometric sense, solving
the system in (2.67) is equivalent to backprojecting rays from camera centers
through the corresponding image points and finding their point of intersection
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or, in the absence of thereof (due to inexact image measurements or projection
matrices), a point with a minimal distance to both lines. This process is known
as triangulation of world coordinates from image correspondences. Once the
coordinates of X i are known, auxiliary image points xˆi = PX i and xˆ′i = P ′X i
are computed that are consistent with the fundamental matrix Fˆ .
3. The fundamental matrix Fˆ , camera matrices P and P ′, and the set of world
point coordinates {X i} are updated by minimizing the total reprojection error
in both views, measured as the sum of geometric distances between each pair of
points (xi, xˆi) and (x′i, xˆ′i).
While the ability to compute epipolar lines allows for reduction of correspondence
search domains in visual correspondence problems, computing general epipolar lines
and searching for correspondences along such lines is still computationally expensive.
Similarly, triangulation of world coordinates is a major factor of computational
complexity in structure reconstruction, as the process is repeated for every image
correspondence. In section 2.5, an image transformation method is discussed that can
be applied in order to align the epipolar lines with the rows of the two images, effectively
eliminating the need for computing general epipolar lines from the fundamental matrix,
and confining the corresponding image points within the corresponding image scanlines.
What is important is that this transformation also leads to a simple inverse relationship
between the depth of world points and the positional offsets of their projections in
both views, allowing for recovery of world points associated with individual image
correspondences without the use of triangulation. This relationship is derived in
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section 2.6.
2.5 Stereo Image Rectification
Consider a stereo camera configuration shown in Figure 2.6. Since the two cameras
are placed alongside each other, they will be correspondingly referred to as the left
camera and the right camera. The left camera is assumed to be located at the origin
of the world coordinate system and looking in the direction of the Z-axis. The right
camera, whose internal parameters are equivalent to those of the left camera, and
whose optical axis is parallel to the optical axis of the left camera, is displaced by
b units along the X-axis. A setup of two horizontally displaced, parallel cameras is
known as an ideal stereo configuration or an ideal stereo camera setup.
It can be shown that, in the ideal stereo configuration, the epipolar lines in both
images are collinear and run in parallel with the horizontal axis of the images. In such
case, the translation vector that relates the right and the left camera is t = (−b, 0, 0)T,
and the rotation matrix is an identity matrix, i.e., R = I. Thus, the corresponding
epipolar matrix is
E = [t]×R =

0 0 0
0 0 b
0 −b 0

. (2.68)
Let xL = (x, y, f)T be the projection of some world point X on the image plane of
the left camera, and let xR = (x′, y′, f) be the projection of X on the image plane of
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Figure 2.6: An ideal stereo camera configuration.
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the right camera. From the epipolar constraint xTRExL = 0, we have
[
x′ y′ f
]

0 0 0
0 0 b
0 −b 0


x
y
f

= 0 , (2.69)
hence
[
x′ y′ f
]

0
bf
−by

= 0 , (2.70)
which implies y = y′. Since the above holds for any pair of horizontal coordinates x
and x′, given that xL and xR are indeed the projections of the same world point, the
epipolar lines must coincide with the rows of both images.
Placing a pair of cameras side-by-side will generally result in physical misalignment,
i.e., the optical axes of the cameras will not be parallel. This misalignment, however,
can be corrected for in a process known as stereo image rectification that transforms a
setup of two cameras into an ideal stereo configuration. Numerous methods for stereo
image rectification have been proposed [15, 36–38]. In the following, the method of
[38] is outlined that operates by orienting the cameras such that the the line through
both camera centers becomes the horizontal axis, and then reprojecting the images
onto a common image plane which is parallel to the baseline. Camera projection
matrices of the corresponding ideal stereo configuration are also determined by this
method.
Assume that the projection matrices along with the associated internal and external
parameters P L = KLRL[I | CL] and PR = KRRR[I | CR] are known prior to image
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rectification. It is recommended that a rigid transformation composed of rotation and
translation is applied to both cameras that places the optical center of the left camera
at the origin, and aligns its principal axis with the Z-axis of the world coordinate
system; this way P L = KL[I | 0]. The rectification procedure involves three steps:
1. First, a rotation matrix R∗ is found that aligns the horizontal axis of the left
camera with the baseline. Let vectors r∗1, r∗2, and r∗3 be the rows of R∗. A unit
vector obtained by normalizing the translation vector that relates both cameras
becomes the first row of R∗, i.e.,
r∗1 =
t
‖t‖ . (2.71)
The vector r∗2 is computed as
r∗2 = k × r1 , (2.72)
where k is an arbitrary unit vector that places the new Y-axis on a plane
orthogonal to r1. The vector k can be chosen as a unit vector in the direction
of the original Z-axis of the left camera, i.e., k = (0, 0, 1)T. In this case, the
orientation of the new Y-axis is
r∗2 =
1√
t2x + t2y
(−ty, tx, 0) . (2.73)
Seeing that the last row of R∗ must be orthogonal to the other two, it follows
that
r∗3 = r1 × r2 . (2.74)
2. A common camera matrix K is computed by averaging the two camera matrices
KL and KR, i.e., K = (KL + KR)/2, and the projection matrices of the
55
rectified stereo setup are computed as
P ∗L = K[R∗ | −R∗CL] (2.75)
P ∗R = K[R∗ | −R∗CR] . (2.76)
3. In order for the matrices in (2.75) and (2.76) to accurately model the projection,
the two images need to be reprojected onto a plane that contains the image
planes of the corresponding ideal stereo configuration. This is accomplished
using a pair homography matrices HL and HR given by
HL = M ∗LM−1L (2.77)
HR = M ∗RM−1R , (2.78)
where ML and MR are the 3 × 3 left submatrices of the original projection
matrices P L and PR, and similarly, M ∗L and M ∗R are the 3× 3 left submatrices
of the rectified projection matrices P ∗L and P ∗R.
The transformations HL and HR achieve rectification by warping the images in a
way that enforces parallelism of the epipolar lines and image rows, and aligning the
images such that the corresponding epipolar lines become coincident. Note that it
is necessary to perform distortion correction on the original images in order for HL
and HR to be a valid pair of rectifying transforms. The combination of distortion
correction and rectification will impact the size of the images, resulting in under- or
overfilling of the rectangles bounding the original images. Consequently, it will not be
possible to match some extents of rows located next to the boundaries of the rectified
images. In practice, additional scaling and cropping operations are applied to the
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(a) Original images
(b) Rectified/undistorted images
(c) Rectified/undistorted images (scaled and cropped)
Figure 2.7: The effects of image rectification. Epipolar lines are drawn in white.
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rectified images in order to eliminate such rows and to preserve the original image
sizes. The effects of image rectification are shown in Figure 2.7.
2.6 Depth as an Inverse of Stereo Disparity.
The rectification process transforms an arbitrary stereo camera configuration into an
ideal stereo configuration, where the intrinsic parameters of the cameras are consistent,
the optical axes of the cameras are parallel, and the horizontal axes of both camera
coordinate systems contain the baseline. As described in section 2.5, rectification is
acheived by reprojecting the two images onto a common image plane parallel to the
baseline, such that epipolar lines of the resampled images are coincident and run in
parallel to the x-axis, and consequently the y-coordinates of the corresponding points
must be identical.
In the following, a relationship is derived between the depth (Z-coordinate) of scene
points and the stereo disparity, i.e., the positional offset relating the corresponding
image points in two views. The ideal stereo configuration of Figure 2.6 is considered,
where the optical center of the left camera oriented along the Z-axis is at the origin
of the world coordinate system, and a parallel, internally equivalent right camera is
displaced by b units along the horizontal axis.
The action of the left camera on a world point X = (X, Y, Z)T given in the left
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camera’s coordinates is modeled by the projection equation
xL = KX =

f 0 px
0 f py
0 0 1


X
Y
Z

=

fX + pxZ
fY + pyZ
Z

=

fX
Z
+ px
fY
Z
+ py
1

. (2.79)
Similarly, the very same world point X = (X − b, Y, Z)T, this time expressed in the
coordinate system of the right camera, is mapped to a pixel location xR given by
xR = KX =

f 0 px
0 f py
0 0 1


X − b
Y
Z

=

f(X−b)
Z
+ px
fY
Z
+ py
1

. (2.80)
The two image points xL = (xL, y) and xR = (xR, y) are related via the stereo disparity
d given by
d = xL − xR . (2.81)
Substituting xL = fXZ + px and xR =
f(X−b)
Z
+ px into equation (2.81) yields
d = fX
Z
+ px − f(X − b)
Z
− px (2.82)
Z · d = fX − f(X − b) (2.83)
Z = f · b
d
, (2.84)
which suggest that the depth Z and the disparity d are inversely proportional; the
corresponding x- and y-coordinates are
X = b(xL − px)
d
(2.85)
Y = b(yL − py)
d
. (2.86)
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Thus, given a triplet (xL, y, d), i.e., a pair of image coordinates (xL, y) in the view of
the left camera, and the associated disparity d, the corresponding world point X can
be computed as
X = b
d

x− px
y − py
f

. (2.87)
Equation (2.87) is sometimes written in matrix form
X =

b(x−px)
d
b(y−py)
d
fb
d
1

=

1 0 0 −px
0 1 0 −py
0 0 0 f
0 0 1
b
0


x
y
d
1

= Q

x
y
d
1

, (2.88)
where the matrix Q represents the disparity-to-depth mapping.
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CHAPTER 3
Visual Correspondence
Since computer vision came to existence in the mid-1960’s, the term stereo matching
functioned as a common name for a broad class of problems aimed at identifying
correspondences between points in pairs of images of the same scene. In the 1980’s,
the definition of stereo matching was narrowed down to the specific problem of finding
the displacements relating pixels in images obtained using a setup of two parallel,
horizontally offset digital cameras. At the same time, two related problems emerged
known under the names of feature detection and matching, and optical flow estimation
that, together with stereo matching, constitute the modern-day research field of visual
correspondence. In this chapter, a taxonomy of visual correspondence problems is
established and their formulations and solution methods are reviewed.
Modern formulations of the visual correspondence problems are based on the
work of Lucas and Kanade [11] originally focused on finding image features that can
be reliably tracked between frames in a video sequence. In their paper, by many
considered to the be fundamental publication in visual correspondence, the problem
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of identifying correspondences was for the first time formulated as an optimization
task. This formulation is now summarized. Let I0 and I1 be two intensity functions
representing the input images that, for simplicity, are assumed to be grayscale. The
image given by I0 is often referred to as the reference or the template image and I1 is
called the matched or the target image. The notation I0(x) will be used to denote
the intensity value associated with a specific pixel location x = (x, y), where the
coordinates x and y are discrete.
Lukas and Kanade defined a measure of visual dissimilarity that evaluates a sum
of squared pairwise intensity differences between a set of pixels {xi} within an image
patch centered around some pixel of interest x in the reference image, and the pixels
within an equally shaped patch whose centroid is displaced by a disparity vector
d = (dx, dy)T in the matched image, i.e.,
E(x,d) =
∑
i
w(xi)
[
I1(xi + d)− I0(xi)
]2
, (3.1)
where w(xi) is an arbitrary weighing function that assigns a weight value to every
pixel xi within the patch. Assuming that image intensities are preserved in matching
features, the problem of identifying correspondences becomes the problem of finding a
displacement vector that minimizes (3.1).
What differentiates feature detection and matching, stereo matching, and optical
flow estimation problems from each other are the assumptions made regarding the
images, disparities, rigidity of the scene, the motion of the cameras or objects in the
scene, and whether correspondence search is performed for all pixels or for a subset of
pixels of the reference image. These visual correspondence problems, their applications,
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the type of assumptions made, and how the dissimilarity metric in (3.1) evolved in
their individual formulations, are discussed in sections 3.1 – 3.3.
3.1 Feature Detection, Description, and Matching
Feature detection focuses on identifying salient visual features that repeatably appear
in multiple views of a scene. This inherently sparse process is frequently combined
with feature description, an operation tasked with constructing mathematical feature
representations that support matching of features. An example of feature detection
and matching is given in Figure 3.1. The ability to identify and match visual features
is vital in applications such as registration of images, alignment of 3D models, and
camera pose estimation in structure reconstruction. No assumptions are typically
made regarding the images. More specifically, images acquired using different cameras
are allowed and the viewpoints may differ significantly. The scene, on the other hand,
is assumed to be rigid in many applications. In what follows, the processes of feature
detection, description, and matching are discussed in detail.
3.1.1 Feature Detection
Remarkably, the area-based dissimilarity metric in equation (3.1) can be used to assess
the uniqueness of an image patch with respect to local image displacements, i.e., small
displacements within the same image. To do so, the autocorrelation function given by
EAC(x,d) =
∑
i
w(xi)
[
I0(xi + d)− I0(xi)
]2
. (3.2)
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(a) I0 (b) I1 (c) Feature displacements
Figure 3.1: An example of feature detection and matching using the SURF
algorithm [39]; images are provided by [12].
is evaluated and analyzed across the image for a range of local displacements. This
auto-correlation function is known to have strong, dominant minima at pixel locations
corresponding to corner-like structures. Strong minima of the auto-correlation function
indicate high uniqueness of such structures, suggesting that corners are a feasible
choice of features for detection and tracking.
The computational cost associated with evaluating the autocorrelation function
using equation (3.2) is prohibitive in practical scenarios. To obtain a more tractable
form, the image intensity function I0(xi + d) is approximated using the Taylor series
as
I0(xi + d) ≈ I0(xi) +∇I0(xi) · d , (3.3)
where ∇I0(xi) = (Ix(xi), Iy(xi)) is the image gradient composed of partial derivatives
Ix(xi) = ∂I0∂x (xi) and Iy(xi) =
∂I0
∂y
(xi), evaluated at pixel xi. Substituting the
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approximation in (3.3) into equation (3.2) results in
EAC(x,d) =
∑
i
w(xi)
[
I0(xi + d)− I0(xi)
]2
(3.4)
≈∑
i
w(xi)
[
I0(xi) +∇I0(xi) · d− I0(xi)
]2
(3.5)
=
∑
i
w(xi)
[
∇I0(xi) · d
]2
(3.6)
= dTAd . (3.7)
where
A =

∑
iw(xi)I2x(xi)
∑
iw(xi)Ix(xi)Iy(xi)∑
iw(xi)Ix(xi)Iy(xi)
∑
iw(xi)I2y (xi)
 (3.8)
is known as the autocorrelation matrix.
In [11] and later in [40], the autocorrelation matrix was shown to deliver useful
information regarding the local shape of the auto-correlation function. In particular,
eigenvalue analysis of the autocorrelation matrix can be performed to identify dominant
gradient directions within the image patch surrounding the pixel of interest. More
specifically, the eigenvector associated with the smallest eigenvalue of A corresponds to
the direction of the slowest intensity change, and similarly, the eigenvector associated
with the larger of the eigenvalues corresponds to the direction of the fastest intensity
change.
Shi and Tomasi [41] concluded that image patches where the intensities vary rapidly
along both dominant directions, i.e., corners or other readily distinguishable patterns,
produce two large eigenvalues λ0 and λ1. In the same work, a detector was proposed
that accepts a pixel as a feature if the quantity min(λ0, λ1) exceeds a given threshold.
The corner detector of Harris and Stephens [42] computes a corner response function
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given by
det(A)− trace(A)2 = λ0λ1 − α(λ0 − λ1)2 , (3.9)
which avoids direct eigenvalue decomposition of the auto-correlation matrix. Alterna-
tive corner response functions based on the auto-correlation matrix have been proposed
in [43, 44].
Another category of corner detectors attempt to identify corners through direct
examination of image patches surrounding a pixel of interest [45–49]. A recent approach
in this category, the Features from Accelerated Segment Test (FAST) algorithm [48],
considers 16 pixels forming a circle around the pixel of interest, and accepts the center
pixel as a corner if the circle contains a segment of at least 9 connected pixels that
are brighter or darker than the pixel in the center by a given threshold. In [49] corner
detection is viewed as a classification problem and solved using decision trees that are
built according to the decision rules of FAST. The local nature of patch examination,
however, prevents such detectors form capturing larger-scale features.
Besides the ability to identify larger-scale features, feature detectors are expected
to reliably detect the same points of interest in a set of scaled views of the scene. To
address this, Mikolajczyk and Schmid [50] performed feature detection on a scale-space
representation of the image [51], i.e., a pyramid of images where fine-scale information
is successively suppressed through smoothing. Once the pyramid is constructed by
repetitively convolving the image with the Laplacian of Gaussian (LoG) operator (a
combination of smoothing and edge enhancement), the Harris corner response function
is evaluated at multiple image scales and features are found as its extrema along
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the scale dimension. The integration of corner detection into the multi-scale image
processing framework enables larger-scale features to be captured and also delivers a
way to assess the scale of individual features.
In a related work, Lowe [52] applied incremental Gaussian smoothing and subtracted
intermediate results to produce a set of difference-of-Gaussian (DoG) images covering a
range of image scales. The associated feature detector, coined Scale-Invariant Feature
Transform (SIFT), searches for extrema in a volume of DoG images by comparing
every pixel’s value to its 26 immediate neighbors within a 3 × 3 × 3 neighborhood
(8 in the same DoG, 9 in both finer and coarser scales). In contrast to the method
of Mikolajczyk and Schmid [50], extremal points identified by the SIFT detector
correspond to blobs and edges, not corners; additional filtering is applied to discard
keypoints located on an edge as these do not constitute distinctive features.
More recently, Bay et al. [39] introduced the Speeded Up Robust Features (SURF)
algorithm, which employs the Hessian matrix [53] - a popular blob detector. At some
scale σ obtained through repetitive Gaussian smoothing and subsampling of the input
image, the Hessian matrix at pixel x is given by
H(x, σ) =
 Lxx(x, σ) Lxy(x, σ)
Lxy(x, σ) Lyy(x, σ)
 , (3.10)
where Lxx(x, σ), Lxy(x, σ), and Lyy(x, σ) denote the convolutions of the image with the
second order derivatives of a Gaussian function with standard deviation σ; subscripts
indicate the directions along which differentiation is performed. The authors proposed
discrete approximations of the second order Gaussian derivatives that can be efficiently
convolved with the input image by applying a series of box filters. The evaluation of
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box filters was further accelerated using integral images [54]. To identify points of
interest, the determinant of the Hessian matrix is computed for every pixel in every
image within the pyramid, and 3×3×3 pixel neighborhoods are searched for maximum
values. An optional thresholding operation may be applied to the determinant values
in order to control the number and quality of features found. Quadratic fitting, as
suggested by Brown and Lowe [55], can be used to localize points of interest with
sub-pixel and sub-scale precision.
3.1.2 Feature Description and Matching
The primary purpose of feature description is to characterize local properties of image
patches surrounding the detected points of interest in a way that enables reliable
matching of features. As will be discussed later, feature descriptors can optionally
provide invariance to changes in illumination and in-plane image rotation at the stage
of matching features. Among the existing descriptors, some also offer a degree of
invariance to viewpoint changes. Scale invariance, on the other hand is achieved
through scale-space processing during the feature detection stage.
Surely, a simple descriptor can be created by storing pixel intensities of a patch
surrounding a point of interest. Such an approach, however, does not offer invariance
to illumination changes or image rotation, and will only be viable if the viewpoint
changes between the views being matched are mainly translational. A more feasible
approach that handles image rotations is to assign each feature with an orientation
vector and describe local image properties in a 2D coordinate frame defined with
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respect to the feature orientation vector.
The feature description scheme of the SIFT algorithm [52], for instance, samples
gradient magnitudes and orientations within a 16× 16 region centered at feature’s
location at the pyramid level that corresponds to the scale at which the particular
feature was found. First, a histogram of gradient orientations is created covering
the range of orientations in 10-degree increments. During binning each orientation is
multiplied by a weight value that is computed based on sample’s distance from feature’s
location and its associated gradient magnitude. A dominant gradient orientation
is then determined from the histogram that becomes the orientation of the feature.
Next, the 16× 16 region is divided into 4× 4 subregions for which 8-bin local gradient
orientation histograms are computed. Ultimately, the orientations within the local
histograms are rotated relative to the feature’s orientation and arranged into a 128-
element descriptor vector. To provide invariance to illumination changes, the descriptor
vector is normalized to a unit length. A modification of this scheme was proposed in
[56] that uses log-polar binning when computing orientation histograms.
In a similar way, SURF’s descriptors [39] use Haar wavelet responses to characterize
local intensity changes around the detected keypoints; such responses are known to
be invariant to illumination changes. To determine the feature’s orientation, x and y
components of the wavelet responses (at the appropriate scale) are Gaussian-weighted
and summed within a wedge of pi3 radians that is rotated around the keypoint’s location.
The orientation associated with the maximum total response is assumed to be the
feature’s dominant orientation. Sums of individual responses as well as sums of their
absolute values are computed along the two orthogonal directions, one of which is
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defined by the orientation of the feature, within each of 16 subregions of a square
patch centered at the point of interest (sized to match the feature’s scale and rotated
accordingly), resulting in 64-dimensional descriptors.
Several other descriptors have been developed over the course of evolution of the
field of feature detection, description and matching. Notable approaches include
techniques such as differential invariants [57], steerable filters [58], generalized moment
invariants [59], complex filters [60], shape context [61], and spin images [62]. These
approaches, however, were shown to be less distinctive and less robust to changes in
viewing conditions than SIFT-like descriptors that characterize the structure of local
image gradients around keypoints [56]. Simultaneously, research efforts have been
invested towards making the existing descriptors invariant to significant viewpoint
changes. A commonly used solution [50, 63–65] is to find the directions of the slowest
and the fastest intensity changes through eigenvalue analysis of the auto-correlation
matrix at the given pixel, then find an affine transformation that fits these directions
and the ratio of the corresponding gradients, and apply an inverse transformation to
a local image patch in order to remove affine distortion prior to computing the final
descriptor.
Recently, a class of binary descriptors have been proposed as an alternative to
the computationally complex feature description routines of SIFT and SURF. Binary
descriptors are based on the concept of representing image patches using a number
of pairwise intensity comparisons evaluated over a subset of pixels within the patch
[66, 67]. A binary descriptor is thus a string of zeros and ones indicating the results
of the said intensity comparisons. The sampling pattern, i.e., which points around the
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feature point to include when computing the descriptor, and the pairing of sampled
points for comparisons, determine the descriptor’s ability to disambiguate individual
features. Note that since pixels are compared in a pairwise way, Gaussian smoothing
is required prior to computation of descriptors in order to mitigate the impact of
image noise and compression artifacts.
The method of Calonder et al. [68], termed BRIEF (Binary Robust Independent
Elementary Features), used random sampling patterns to form descriptor vectors with
as little as 128 bits that performed well in feature recognition tests, despite the lack of
rotational invariance of descriptors. A variant of BRIEF with orientation compensation
was later presented in [69] along with a method for learning optimal sampling paterns
from training sets of pre-matched features. The sampling pattern of BRISK (Binary
Robust Invariant Scalable Keypoints) [70] is composed of concentric circles centered
at the keypoint’s location; sampling points are equally spaced on the circles. The
amount of Gaussian smoothing applied at each sampling point is proportional to
its distance to the center. Furthermore, the BRISK descriptor divides the set of
sampling pairs into short pairs, i.e., pairs of points whose distance is within a given
threshold, and long pairs, i.e., pairs with point-to-point distance exceeds the threshold.
Gradients estimated between points in the short pairs are used to determine feature
orientation, while the coordinates of points in the long pairs are rotated according to
the feature orientation, then sampled and compared to form binary feature descriptors.
The Fast Retina Kepoint (FREAK) detector/descriptor [71] uses a circular sampling
pattern that follows the distribution of photoreceptors over the human retina, in that
the density of sampling points decays exponentially along the radius of the pattern.
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Unlike the approach of BRISK, the sizes (standard deviations) of Gaussians applied at
sampling points are selected such that the receptive fields, i.e., circular regions across
which smoothing and sampling is performed, centered at neighboring samples have
significant overlap.
Once the descriptors have been extracted from the images, feature matching can be
performed by evaluating pair-wise distances between the descriptor sets and choosing
minimum-distance pairs as matches. When working with SIFT-like descriptors that
are composed of floating-point values, Euclidean distance is typically computed,
while the Hamming distance is used in case of binary descriptors. Note that the
Hamming distance can be implemented using the XOR operation and bit counting,
making matching of features represented using binary descriptors generally more
computationally efficient than those represented using floating-point descriptors.
There are two disadvantages associated with selecting matches by finding pairs of
descriptors that are similar according to some distance metric. First, the process of
evaluating and comparing pair-wise distances between descriptors is known to have
superlinear complexity in the number of features [44]. Second, this strategy will cause
a significant number of mismatches, since a match is found for every feature, regardless
whether a true match exists or not, and also since many features in one image are
allowed to be matched to the same feature in the other image. The former can be
addressed by reducing the dimensionality of SIFT-like feature descriptors through
principal component analysis [72].
A different approach is possible using FREAK descriptors [71], where the binary
comparisons are ordered in a coarse-to-fine way, from long-distance to short-distance
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pairs. Likewise, matching can be performed in a coarse-to-fine way by dividing
the descriptors into sections and then comparing the descriptors section-by-section,
starting with the sections that contain coarse information. This way non-matches
can be discarded after comparing only a subset of descriptor values. The latter of
the mentioned problems can be remedied by setting a maximum descriptor distance
threshold, although better results were observed if the thresholded quantity is chosen
as the nearest neighbor distance ratio [56], i.e., the ratio of distances corresponding to
the closest and the second closest descriptor. In [73], improvements in the number
of correct matches were achieved by weighting individual components of description
vectors when evaluating distances; the weight values were learned from a set of known
good matches.
3.2 Stereo Matching
As indicated at the beginning of this chapter, stereo matching operates on the images
acquired using a setup of two cameras situated side by side and facilitates applications
that benefit from the knowledge of depth, including robotic navigation and structure
reconstruction. The setup is assumed to have the properties of an ideal stereo camera
configuration. Precisely, it is assumed that the cameras are identical, the optical
axes of both cameras are parallel, and that the offset between the cameras is purely
lateral. As such, the camera setup produces pairs of images where the epipolar lines
are collinear and parallel to the x-axis, and where the disparities are horizontal. These
properties are typically achieved through stereo rectification of images, since a truly
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(a) Left image (b) Right image (c) Disparity map
Figure 3.2: A pair of rectified stereo images and the corresponding disparity map
[12]. Brighter shades of gray correspond to larger disparities (smaller depths); pixels
with unknown disparities are marked with black.
ideal stereo camera configuration is hard to build in practice. Stereo rectification is
discussed in detail in section 2.5.
Unlike feature detection and matching, stereo matching is a dense problem. Given
a pair of rectified images I0 and I1, sometimes referred to as the left image and the
right image due to the specific alignment of the cameras, the goal is to recover a
disparity map D that associates each pixel of the reference image (usually the left one)
with a scalar disparity value d. For viewing purposes, disparity maps are typically
translated into images by color-coding the disparities. A pair of rectified stereo images
and the corresponding disparity map are shown in Figure 3.2. Note that the goal of
stereo matching is ill-posed since, for a subset of pixels in the left image, there will
not exist correspondences in the right image mainly due to occlusions.
The recovery of disparities can be defined as a labelling problem where each
pixel is to be assigned a disparity from a set of disparity hypotheses. The set of
disparity hypotheses contains subsequent integer-valued disparities ranging from 0
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to a maximum disparity value dmax chosen based on the size of the images and the
displacement between the cameras. A variant of the dissimilarity metric in (3.1) is
typically used to quantify the cost of selecting individual disparity hypotheses.
Szeliski and Scharstein, the authors of an excellent survey paper on stereo matching
[12], differentiate three classes of stereo matching methods based on the optimization
technique used to solve the labeling problem. The classes are: (i) local methods that
examine a limited scope of pixels to find locally optimal disparities, (ii) global methods
that attempt to find a globally optimal and smooth disparity assignment, and (iii)
a class of methods that are either hybrids of the two previous classes, or belong to
neither of these. Global and local stereo algorithms are discussed in sections 3.2.1 and
3.2.2, respectively, and other approaches are covered in section 3.2.3.
3.2.1 Global Stereo Matching
Global algorithms, which are based upon the energy minimization framework, seek a
disparity assignment D that minimizes a global energy function
E(D) = Ed(D) + λEs(D) , (3.11)
where the data term Ed(D) encodes the global cost associated with choosing a
particular solution D, and the smoothness term Es(D) explicitly integrates disparity
smoothness constraints into the minimization process; the coefficient λ balances the
data and smoothness terms.
In practice, the data term Ed(D) represents some cumulative measure of photomet-
ric consistency of the solution, and is often defined as a sum of per-pixel dissimilarity
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metrics evaluated over the entire set of correspondences, i.e.,
Ed(D) =
∑
p
C(p, D(p)) , (3.12)
where C(p, D(p)) is an arbitrary dissimilarity metric computed between the pixel
p = (x, y) in the reference image and its corresponding pixel at location (x−D(p), y) in
the matched image, e.g., a sum of absolute or squared intensity differences, normalized
cross-correlation, or census transform. A listing and comparison of commonly used
dissimilarity metrics can be found in [74]. To enable effective evaluation of the data
term in (3.12), the per-pixel dissimilarity metrics can be precomputed for the range
of considered disparities and organized in a volume C, where the element C(x, y, d)
contains the dissimilarity metric associated with selecting the disparity d at pixel
p = (x, y) in the reference image. A shorthand notation C(p, d) is often used when
referring to the element C(x, y, d).
The smoothness term Es(D), which plays a role in regularization of the solution,
takes the form of a penalty function that discourages large variations of disparities
within local pixel neighborhoods. For performance reasons, evaluation of the penalty
function is often restricted to a set of all standard 4-connected pixel neighborhoods in
the reference image. The standard 4-connected neighborhood of a pixel p = (x, y),
denoted by N4(p), contains the four immediate neighbors of p, that is, N4(p) =
{(x ± 1, y), (x, y ± 1)}. Similarly to the way the data term accumulates pair-wise
intensity differences, the smoothness terms accumulates penalty values arising from
differences in disparities assigned to connected pixels, i.e,
Es(D) =
∑
p
∑
q∈N4(p)
s(p, q) , (3.13)
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where s(p, q) represents a penalty computed with respect to the disparities at pixels
p and q ∈ N4(p).
Early formulations of the smoothness term make the penalty values proportional
to the disparity difference between connected pixels, e.g., by applying a linear penalty
function s(p, q) = |D(p) − D(q)|P , where P is a constant. When using the linear
penalty function, however, a series of gradual disparity transitions results in the same
penalty value as a single sharp transition, limiting the ability of such formulations
to preserve discontinuities in the disparity map. This problem can be alleviated by
using the so-called robust penalty functions [75, 76], or by including an intensity-
dependent term in the penalty function to encourage discontinuities nearby object
edges [77, 78]. Modern formulations adopt the truncated linear model s(p, q) =
min(|D(p) − D(q)|, T )P , where the disparity difference is not allowed to exceed a
threshold T , or the Potts model given by
s(p, q) =

0 if D(p) = D(q)
P otherwise
, (3.14)
that applies a penalty value P every time a disparity difference occurs between a pair
of connected pixels. Both of these have discontinuity-preserving properties.
Minimization of the energy function given in equation (3.11) is known to be an
NP-hard problem [79]. Since a polynomial-time algorithm producing the optimal
solution is believed not to exist, sub-optimal solutions within some small distance of
the optimum are found using approximation algorithms. Historically, the optimization
was achieved using techniques such as simulated annealing [80] or iterated conditional
77
mode [81]. Both of these techniques, however, are inefficient as they change the
disparity assignment of one pixel at a time, which leads to exponential time complexity.
Approximation algorithms used in recent approaches include graph cuts [79], belief
propagation [82], and tree-reweighted message passing [83].
In 2001, Boykov, Veksler and Zabih [79] published a family of graph-based energy
minimization algorithms with applications in image restoration and stereo correspon-
dence problems formulated using metric or semimetric smoothness terms (e.g., the
Potts model). These so-called move-making algorithms change the disparities of large
number of pixels at a time using disparity re-assignment operations known as moves.
Two types of moves were proposed: the α-expansion move that can change the disparity
of any pixel to α, and the α-β-swap move that overwrites the disparity of some pixels
initially assigned the disparity α with the value β and vice versa. Correspondingly, two
variants of the iterative optimization procedure were proposed that perform a series
of α-expansions or α-β-swaps (exclusively) in order to successively reduce the energy
of the solution. In each iteration, the procedure cycles through disparity hypotheses
or pairs of hypotheses and determines the α-expansion if individual disparities are
considered, or α-β-swap if disparities are processed in pairs, that leads to the highest
energy decrease. The problem of finding such a move is converted into a binary
labeling problem, where the labels indicate whether the disparity assignment should be
overwritten in a subset of pixels under consideration (0 - the value of a pixel remains
unchanged, 1 - the value of the pixel is overwritten). A graph is then constructed
that contains the subset of pixels under consideration where the edges are weighted
according to the pair-wise dissimilarity metrics and smoothness metrics defined with
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respect to the binary labels. It was shown in the original paper that the optimum move
can be determined by solving the min-cut/max-flow problem on the resulting graph.
Despite its high computational complexity, the algorithm has been demonstrated to
quickly converge to low-energy solutions, achieving the most significant reductions of
the global energy in the first few iterations.
In [84], a fusion move was introduced that chooses one of two options when
overwriting disparities; option selection was integrated into the labeling problem.
Using fusion moves, the number of graph cuts necessary to compute the labeling in
each iteration of the minimization procedure was shown to grow logarithmically with
the number of labels, leading to even more rapid convergence.
Sun et al. [82] were the first ones to apply belief propagation in the context of
stereo matching. The belief propagation (BP) algorithm, originally developed as a
method for performing probabilistic inference on trees and later extended to general
graphs, is an iterative message passing procedure, where nodes in a graph exchange
"beliefs" regarding their state, i.e., assignment to a label in a set of discrete labels,
allowing every node to successively update its own beliefs based on the incoming
information. In Sun’s formulation, a max-product variant of belief propagation is
used that approximates marginal probabilities of pixels having particular disparity
assignments (conditional on the observations from neighboring pixels in a 4-connected
image lattice) as a product of incoming messages. The solution, i.e., the final disparity
assignment, is chosen that maximizes the marginals.
A commonly used formulation of stereo matching through belief propagation is
that of Felzenszwalb and Huttenlocher [85], where the marginals are replaced with
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negative log probabilities, resulting in a computationally equivalent min-sum problem.
A message mip,q sent from pixel p to pixel q in the i-th iteration of message passing
is a vector, whose size corresponds to the number of disparities, such that the value
at mip,q(d) is inversely proportional to the probability of p being assigned a disparity
d. Starting with all elements m0p,q(d) set to zeros, the messages passed in successive
iterations of belief propagation are computed as
mip,q(d) = min
d
s(d,D(q))) + C(p, d) + ∑
r∈N4(p)\q
mi−1r,p (d)
 , (3.15)
where s(d,D(q))) is a measure of smoothness between d and the current disparity
assignment at pixel q, C(p, d) is the cost of assigning a disparity d to pixel p, and
mi−1r,p is the message received from pixel r ∈ N4(p) \ q in the previous iteration. After
all N iterations of message passing are completed, the final disparity assignment is
obtained using
D(p) = argmin
d
C(p, d) + ∑
r∈N4(p)
mNr,p(d)
 . (3.16)
While global convergence of the BP algorithm is not guaranteed on graphs contain-
ing cycles, e.g., images, the algorithm typically reaches a near-optimal solution after
50 - 100 iterations. The high number of iterations, which is necessary to propagate
disparity information across large image regions, is considered to be a disadvantage
of BP-based stereo algorithms and modifications have been proposed that address
this issue. In [85], a multi-scale message passing scheme was presented that allows for
accelerated exchange of disparity information. Further improvements to this scheme
were reported by Yang et al. [86], who performed selective updating of messages in
successive iterations, thus saving computations.
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The tree-reweighted message passing (TRW) [83], the most recent among opti-
mization algorithms applicable in global stereo, is closely related to the max-product
belief propagation. TRW approximates and maximizes the lower bound on the energy
function, which is dual to the original energy minimization problem. The image grid
is first divided into trees, then, in alternating steps, the procedure performs belief
propagation on trees followed by averaging of messages at nodes belonging to multiple
trees. Compared to BP, the number of iterations required by the tree-reweighted
message passing is usually larger. In its original form, the algorithm is not guaranteed
to converge on cyclic graphs; a convergent variant of TRW was later presented in [87].
While graph cuts are known to produce lower-energy solutions than belief propagation
(assuming 4-connected grids and the Potts smoothness model), in a recent study [16]
convergent TRW was shown to surpass both of these methods.
Simultaneously, the key strength of the BP-based approaches is that additional
disparity cues can be easily integrated into the minimization procedure by introducing
extra penalty terms into the expression in (3.15). In [86, 88, 89], stereo matching was
enhanced with image segmentation and plane fitting operations, resulting in disparity
maps that are comparable to those obtained using graph cuts. In [90], ground control
points (GCPs), i.e., sparse estimates of disparity obtained, for instance, by feature
matching, were used to improve matching via graph cuts.
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3.2.2 Local Stereo Matching
Local stereo algorithms avoid global energy minimization schemes in favor of the
Winner-Takes-All (WTA) disparity selection framework, where disparities are extracted
directly from the cost volume. Precisely, the disparity assignment at a given pixel
is performed by enumerating the cost values associated with individual disparity
hypotheses, and choosing the one that corresponds to the mimim cost, i.e.,
D(p) = argmin
d
C(p, d) . (3.17)
Note that this formulation does not impose any smoothness constraints on the
solution. Furthermore, operating on pixel-wise costs results in noisy, inconsistent
disparity maps, as this approach fails to resolve ambiguous matches. To obtain a more
robust cost measure and effectively regularize the solution, local stereo algorithms
perform cost aggregation prior to selection of disparities. In the cost aggregation step,
each element of the initial cost volume is recalculated as a weighted sum of the nearby
elements. Cost aggregation can be viewed as a filtering operation represented by the
convolution
C(p, d)′ = W (p) ∗ C(p, d) , (3.18)
where C(p, d)′ is the aggregated cost, C(p, d) is the initial cost, and W (p) is the
support window of p, i.e., an arbitrarily shaped and sized window of filter coefficients
(weights) that are applied to the cost values associated with p.
Much like the smoothness term in global methods, cost aggregation in local methods
enables the integration of smoothness assumptions into matching. The shape, size,
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and weights of the support window W (p) can vary at individual pixels, hence the
explicit dependency on p. As will be discussed later, the selection of the size, shape,
and weights of the support window is critical for preserving edges in disparity maps.
Note that the support windows can be 2- or 3-dimensional: 2D windows are chosen
to favor surfaces that are approximately parallel to the image planes, whereas 3D
windows are chosen to favor slanted surfaces.
To alleviate the problem of disparity recovery around object boundaries, methods
have been proposed for determining the optimal shape, size, and position of support
windows. In [91], statistical models were devised that enabled iterative disparity
estimation combined with the adjustment of the shape and size of the support windows
based on local disparity and intensity variations. Boykov et al. [92] established a set
of probabilistic tests to verify plausibility of disparity hypotheses at a given pixel and
proposed constructing windows of connected pixels that support each of the plausible
hypotheses; the hypothesis producing a support window with the largest size was
chosen at each pixel. In a related work, Veksler [93] employed the minimum ratio
cycle algorithm, previously developed as a method for image segmentation, to acquire
appropriately sized and shaped support windows that are optimal with respect to
the average photometric error within the window and the ratio of its perimeter and
area. In [94], the same author used integral images to efficiently evaluate a set of
variably sized square windows that contain (but are not necessarily centered at) the
pixel of interest. Alternatively, the multiple-window methods in [95] and [78] adjust
the position of the support window of predefined shape and size relative to the pixel
under consideration. While these methods greatly improved the local smoothness of
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disparity maps, their accuracy near disparity discontinuities was still limited.
At the same time, approaches have been developed that adapt the weight coefficients
in windows of fixed shape and size. Prazdny [96] postulated that pixels assigned to
the same disparity support each other. In his formulation, weight coefficients were
computed as Gaussian functions of disparity differences between a pixel of interest
and every pixel located within its corresponding support window. The expression for
weights was also made dependent on the geometric distance between pixels, to reduce
the influence of pixels with larger distances. In [97], a more general class of radial
support functions was considered that are based on the certainty measures associated
with disparity assignment at individual pixels. Note that these methods require initial
disparity estimates and thus are sensitive to errors in thereof.
Due to difficulties in recovering disparities around object boundaries, local stereo
matching methods were, for a long time, deemed incapable of achieving the accuracy of
global approaches. That is until 2005, when Yoon and Kweon introduced the adaptive
support weights [17]. In their approach, the weight relating a pixel of interest p and
another pixel q within the support region of p was made proportional to the probability
that p and q are at the same distance from the viewer and thus have the same disparity.
Since this probability is not known prior to matching, an approximation was proposed
that is based on the principles of shape grouping in the human visual system. Precisely,
the approximation considers the geometric proximity and color similarity between
pixels p and q. The use of the adaptive support weights greatly improved the accuracy
of disparities nearby object boundaries and allowed Yoon and Kweon’s method to
achieve an overall accuracy comparable to global methods.
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The concept of adaptive weights was since then adopted in a myriad of methods
[98–105]. Many of these methods achieve real-time operation by approximating the
adaptive support weights to further reduce the computational complexity of cost
aggregation. Similarly, the stereo matching method proposed in this dissertation
employs an approximation of adaptive weights. This approximation is first used in
the cost aggregation stage and then re-applied to refine the disparity map. Detailed
description of adaptive support weights and their approximation techniques is deferred
until Chapter 4 where the proposed method is derived.
3.2.3 Other Approaches
Cooperative algorithms [8, 106, 107], which date back to the times when stereo
matching was still in its infancy, operate by iteratively diffusing local disparity evidence
in order to achieve a global consensus on disparity assignment between the right and
left view. What is interesting about such algorithms is that matching is not explicitly
defined as a minimization problem. Instead, in each iteration nearby pixels interact
with one another and update their disparity assignments in a way that promotes
uniqueness of matches and local smoothness of disparities. Despite a recent attempt
to integrate adaptive support weights into a cooperative disparity assignment scheme
[108], such algorithms are currently of interest only in the historical context.
Another subclass of stereo algorithms employ a 1D optimization technique known
as dynamic programming (DP) to find the disparities for independent image scanlines
[109–111]. To do so, dynamic programming computes a cost matrix by evaluating some
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dissimilarity metric between pairs of pixels in the two scanlines being matched, then
traverses the matrix from the top-left to the bottom-right and accumulates neighboring
cost values, and finally back-tracks to find the minimum-cost path that determines
the optimum disparity assignment. This path is usually subject to two constraints,
i.e., the continuity constraint that requires any two subsequent elements along the
path to be directly connected in the cost matrix, and the monotonicity constraint
that forces relative ordering of pixels to be preserved in the matched sequence. The
former is necessary for dense matching and, in contrast to cooperative algorithms that
favor unique matches, allows many pixels in one image to be matched to a single pixel
in the other. Such behavior is seen mainly in occluded regions. The latter improves
local consistency of the solution, however, may prohibit the algorithm from capturing
narrow foreground objects.
Since inter-scanline consistency is not enforced, stereo matching using DP is known
to produce streaking artifacts in the disparity maps. This problem has received a lot
of attention and improvements have been proposed that reduce the streaking effects.
One of the possible solutions is to use a more sophisticated cost metric that takes
into account information from nearby scanlines [110, 112]. A different approach was
taken by Veksler [113], who adapted the DP algorithm to operate on trees, precisely,
the minimum spanning trees computed for image grids with edge weights assigned
according to the intensity difference between connected pixels. Dynamic programming
on a tree significantly reduced streaking and also improved the ability to correctly
recover disparities around object boundaries when compared to the original algorithm.
More recently, strong results were obtained by performing multiple passes of DP in
86
both horizontal and vertical direction [114, 115], or by applying adaptive weights in
the cost accumulation operation [98].
About a decade ago, cooperative optimization was introduced into stereo matching
[116, 117]. Algorithms based on cooperative optimization decompose the disparity
assignment problem into a number of region-based subproblems, which are first
solved independently and then individual solutions are fused using a message-passing
procedure that enforces inter-region consistency. The approach presented in [117] for
instance, which performs remarkably well in stereo matching benchmarks, uses the
mean-shift algorithm (a common image segmentation method) to divide the reference
image into regions. A local stereo algorithm is used to obtain initial disparity estimates
and, under the assumption that disparity assignments are piece-wise planar, a set of
parameters defining a disparity plane is generated for each region. Disparity plane
parameters are optimized locally in every region based on the information from the
adjacent regions. The results of local optimization are propagated across the image
enabling the algorithm to reassign disparities in a way that reduces the global energy
of the solution, ultimately leading to a coherent disparity map where discontinuities
are aligned with object edges.
Some of the most recent advances in stereo matching focus on extending WTA-based
algorithms with non-local cost aggregation schemes, while maintaining reasonably low
computational complexity. Among such advances is the semiglobal matching (SGM)
algorithm proposed by Hirschmuller [118]. The aggregation scheme of SGM performs
directional accumulation of cost values, which is similar to the DP-based approaches.
Rather than operating along a single scanline, the cost values for a particular disparity
87
hypothesis are accumulated along 16 straight lines radially converging at the pixel of
interest, and then summed to obtain the aggregated (smoothed) cost. In another work
[119], minimum spanning trees were constructed in an edge-aware manner for the
purpose of cost aggregation, where distances along the paths in the tree correspond to
the support values between pairs of pixels. In this scheme, each pixel receives support
from all other pixels, which can be efficiently implemented in a series of hierarchical
operations and provides truly global cost aggregation.
The latest and arguably the most interesting is the method in [120], coined Patch
Match filter, that combines randomized nearest neighbor field estimation with edge-
aware filtering. The method operates on superpixel representation of images, i.e., a
collection of roughly equally sized patches (superpixels) obtained through constrained
image segmentation and the corresponding patch adjacency matrix. Starting with an
initial disparity assignment, further matching is performed iteratively, by interleaving
steps of superpixel-level cost aggregation and pixel-level correspondence searching.
Weight coefficients in the cost aggregation step are computed based on the disparity
and intensity samples acquired from the superpixels adjacent to the pixel of interest,
which enables the method to quickly reject unlikely matches and find approximate
locations of matching pixels. Correspondence searching comes down to the application
of the Patch Match algorithm [121] to determine matches with higher precision.
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(a) I0 (b) I1 (c) Motion field
Figure 3.3: A pair of video frames and the corresponding motion field [122]. In (c),
the color encodes the direction of the motion vectors, while the saturation encodes
the magnitude. Both the horizontal and vertical flows are normalized to [−1, 1].
3.3 Optical Flow Estimation
When the camera and the objects in the scene experience relative motion, the 3D
trajectories of all visible surface points are captured on the image plane as 2D paths.
Such paths are composed of displacement vectors arising from frame-to-frame motion.
A dense set of displacement vectors relating the pixels in a pair of views is known as a
flow field, motion field, or optical flow, and individual displacements are known as
motion vectors, flow vectors, or flows. Optical flow estimation focuses on recovering
motion fields between subsequent frames in a video sequence, typically with no
assumptions regarding the motion of the camera and/or objects, or properties of the
scene. The motion field relating a sample pair of frames is shown in Figure 3.3.
Conceptually, the optical flow problem is a generalization of stereo matching to
the case of an arbitrary epipolar geometry where the disparities (here, the motion
vectors) are allowed to have non-zero vertical components. The applications of optical
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flow include motion segmentation of video frames, motion stabilization of videos, and
recognition of objects, actions and events, particularly in traffic analysis. Structure
reconstruction of a rigid scene is still possible from motion field, however, unlike in
stereo matching, triangulation is required to recover depths.
While stereo correspondence problems are solved using discrete optimization
techniques, methods for optical flow are based on continuous optimization. Two such
methods are now discussed. Denoting the motion vector by u = (u, v) and making it
explicitly dependent on x, motion vectors {u(xi)} at pixels belonging to an image
patch {xi} in the reference frame can be found by minimizing a reformulation of (3.1)
given by
E({xi}, {u(xi)}) =
∑
i
w(xi)
[
I1(xi + u(xi))− I0(xi)
]2
, (3.19)
where w(xi) is some window function. Note that this problem is underconstrained,
since each motion vector has two unknown components, while each image measurement
I1(xi + u(xi))− I0(xi) adds only a single constraint.
One solution is to assume that the pixels within the image patch centered at some
pixel of interest x undergo displacement by the same vector [11]. Using It(x) as a
short-hand notation for the temporal difference I1(x)− I0(x) and using the Taylor
series expansion I1(x+ u) ≈ I1(x) +∇I1(x) · u, (3.19) is rewritten as
E(x,u) =
∑
i
w(xi)
[
∇I1(xi) · u+ It(xi)
]2
. (3.20)
Since generally there will not exist a flow vector that satisfies all of the constraints,
one should find a solution that minimizes the total squared error in (3.20). This is
done by setting the derivatives of the error with respect to the horizontal and vertical
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components of the motion vector to zero, which leads to the system of equations
∂E(x,u)
∂u
=
∑
i
w(xi)
[
uI2x(xi) + vIx(xi)Iy(xi) + Ix(xi)It(xi)
]
= 0 (3.21)
∂E(x,u)
∂v
=
∑
i
w(xi)
[
vI2y (xi) + uIx(xi)Iy(xi) + Iy(xi)It(xi)
]
= 0 , (3.22)
where Ix and Iy are the directional derivatives of I1.
Equations (3.21) and (3.22) can be written in a matrix form Au = b, where A is
the auto-correlation matrix (evaluated around pixel x in I1) and b is given by
b = −

∑
iw(xi)Ix(xi)It(xi)∑
iw(xi)Iy(xi)It(xi)
 . (3.23)
If A is full-rank, the vector u = A−1b is the least-squares solution to the problem.
Note that this will not be the case if the patch lacks distinct two-dimensional image
structures. This is known as the aperture problem and results in rank-deficient auto-
correlation matrix when computing flow vectors at pixels located on the edges of
objects or in textureless areas, as these cannot be unambiguously matched. Due to
Taylor series approximation in (3.20) that only holds for small displacements, and
the fact that this formulation considers windows of pixels that are limited in size, the
method is unable to recover larger motion vectors.
To enable recovery of large flows, Ananadan [40] adopted multi-scale processing of
frames. Progressing from the most coarse to the finest scale, his method alternates
between steps of evaluating local displacements to obtain initial flow vectors and steps
of least-squares estimation in order to arrive at a more accurate solution. A confidence
measure was defined that is used to propagate flow estimates to pixels where matching
is highly ambiguous, providing a way to overcome the aperture problem. A universal
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multi-scale framework was later established in [123] where the flow estimates are used
to warp the reference image, allowing the fine-scale flows to be recovered incrementally
in a series of local correspondence searches at subsequent scales. In the same work, the
least-squares approach was extended to enable the estimation of parametric optical
flow modeled using affine transformations. Spline-based representations of motion
fields were later proposed in [124].
An alternative formulation introduces smoothness constraints into the problem by
penalizing local variations of the motion field. To recover the motion filed, the total
variation (TV) energy functional is minimized given by
E =
∫ {
λφ(I1(x+ u(x))− I0(x))) + ψ(u,∇u, . . .)
}
dx (3.24)
where φ(x) and ψ(u,∇u, . . .) are two penalty functions applied to the image intensity
difference and the motion field (or its derivatives), respectively. Notice the evident
similarity of this formulation to global formulations of the stereo matching problem.
In one of the pioneering works, Horn and Schunck [125] considered a variant of the
problem with φ(x) = (I1(x+ u(x))− I0(x))2 and ψ(∇u) = |∇u|2 and demonstrated
how this problem can be solved using methods of calculus of variations.
More commonly found TV energy functionals involve data and smoothness terms
based on the L1 norms, i.e.,
E =
∫ {
λ|I0(x)− I1(x+ u(x)|+ |∇u|
}
dx , (3.25)
A clever solution technique was proposed by Zach, Pock and Bishof [126] that employs
numerical schemes originally developed for the problems of image denoising and
restoration in order to minimize (3.25). Their technique is as follows. The image
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intensity function I1 is first linearized around a point x+ u0 (for some choice of the
initial displacement u0) allowing the image residual ρ(x) = |I0(x)− I1(x+ u(x)| to
be written as
ρ(u) = I1(x+ u0(x)) +∇I1(x) · (u(x)− u0(x))− I0(x) . (3.26)
A convex energy functional is considered given by
E =
∫ {
|∇u|+ 12θ
[
(u− u˜)2 + (v − v˜)2
]
+ λ|ρ(u˜)|
}
dx , (3.27)
where u˜ = (u˜, v˜) is an auxiliary flow estimate assumed to closely approximate the
solution u, and θ is a small constant. Note that as u˜ approaches u, the middle term
vanishes and the energy functional becomes the one in (3.25).
The minimization of (3.27) is performed using an iterative procedure that updates
u and u˜ in two alternating steps:
1. For fixed u˜, solve
min
u
∫ {
|∇u|+ 12θ
[
(u− u˜)2 + (v − v˜)2
]}
dx . (3.28)
The problem in (3.28) is further decomposed into two independent subproblems
of minimizing the terms involving u and the terms involving v. The horizontal
component of the solution is the minimizer of
min
u
∫ {
|∇u|+ 12θ (u− u˜)
2
}
dx , (3.29)
which is reminiscent of the formulation of the image denoising problem in [127].
To solve (3.29), Chambolle’s primal-dual algorithm [128] is adopted that performs
a variant of projected gradient descent on u. The vertical flow component v can
be found analogously.
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2. For fixed u, solve
min
u˜
{ 1
2θ
[
(u− u˜)2 + (v − v˜)2
]
+ λ|ρ(u˜)|
}
(3.30)
The above does not depend on the derivative of u˜ and hence is solved point-wise
by allowing u˜ to make bounded steps towards u to decrease the residual.
In practice, to handle large flows and to account for non-linearities in the intensity
function I1, this iterative minimization procedure must be applied in a coarse-to-fine
way. Again, this is done by embedding the procedure in the multi-scale framework,
such that the flow estimates obtained at a given scale are upsampled and multiplied
by the scaling factor to become the initial displacements u0 at a finer scale. An
important extension to this method has been proposed in [129] where disparities and
motion vectors are estimated jointly through total variation minimization. Note that
the knowledge of the disparity and the flow vector at an image point allows for the
recovery of the 3D motion vector associated with the corresponding scene point.
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CHAPTER 4
Stereo Matching with Iterative
Refinement
In this chapter, a real-time stereo matching method implemented on parallel graphics
hardware is introduced that uses an adaptive cost aggregation scheme based on edge-
preserving filtering and a low-complexity iterative disparity refinement technique. The
iterative disparity refinement technique is constructed using a probabilistic framework
through a series of approximations of the aggregated matching cost. In the proposed
method, both cost aggregation and iterative disparity refinement make use of a two-
pass approximation of the adaptive support weights introduced in [17]. First, the
adaptive support weights are used in combination with the joint bilateral filter [130] to
efficiently aggregate matching costs. Second, another set of adaptive support weights
is generated to iteratively refine the disparity map. Disparity refinement operates by
computing the expected value of the disparity during the current iteration based on
nearby pixel disparities from previous iterations. The matching cost is then penalized
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when the initially computed disparity deviates from the expected value.
4.1 Adaptive Support-Weight Correspondences
Adaptive support weights were introduced in 2005 as a new way of aggregating the
cost in window-based stereo matching [17]. This method was shown to improve the
accuracy of matching when compared to window-based methods that attempt to
compute the optimal position or shape of the support window [95, 131]. The accuracy
of the adaptive support-weight method made it one of the first local methods capable of
competing with global algorithms that use graph cuts [132] or belief propagation [82],
and it has since been used in many of the algorithms listed on the online Middlebury
stereo benchmark [12].
The adaptive support-weight stereo matching algorithm mimics the process of
visual grouping in the human vision system through the application of the gestalt
principles of perception, among which the principle of proximity and the principle
of similarity are particularly relevant to the problem of stereo correspondence. The
principle of proximity assumes scene surfaces to be locally continuous. Consequently,
the likelihood that pixel p belongs to the same surface as pixel q decreases as the
Euclidean distance between p and q increases. The principle of similarity states that
typical scene surfaces have locally consistent color. Thus, it is likely that pixel p is on
the same surface as pixel q when their color and shade are similar.
In order to make use of the gestalt principles of perception for the purposes of
stereo matching, the adaptive support-weight stereo algorithm considers a support
96
window Ωp of pixel p in the reference image I0, that is, a square region centered at
pixel p, and assigns a support weight to each pixel q ∈ Ωp. Let ∆c(I0(p), I0(q)) denote
the color difference and let ∆g(p, q) denote the Euclidean distance between pixels
p and q. The support weight, or simply weight, assigned to pixel q in the support
window of p is given by
w(p, q) = exp
(
−∆c(I0(p), I0(q))
γc
− ∆g(p, q)
γg
)
, (4.1)
where the parameters γc and γg regulate the strength of grouping by similarity and
proximity, respectively.
To identify a match for a particular pixel of interest p = (x, y) in the reference image,
adaptive support-weight matching costs are calculated between p and pixels in the
matched image whose coordinates belong to the set Sp = {(x− d, y) | 0 ≤ d ≤ dmax},
where dmax is the maximum disparity value. The set Sp is known as the correspondence
search domain of p. Given the pixel p, some pixel p¯ ∈ Sp, and their support windows
Ωp and Ωp¯, respectively, the matching cost is computed as
C(p, p¯) =
∑
q∈Ωp,q¯∈Ωp¯
w(p, q)w(p¯, q¯)δ(q, q¯)
∑
q∈Ωp,q¯∈Ωp¯
w(p, q)w(p¯, q¯)
, (4.2)
where w(p, q) is as in (4.1), w(p¯, q¯) is calculated analogously for pixels p¯ and q¯ in
the matched image I1, and δ(q, q¯) is an arbitrary distance measure between pixels q
and q¯. Typically δ(q, q¯) is the sum of absolute color differences.
Once the matching costs have been computed for all candidate pixels p¯ ∈ Sp,
a match for pixel p can be obtained using the Winner-Take-All (WTA) decision
criteria that selects the candidate pixel characterized by the minimum matching cost.
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Precisely, the match m(p) for pixel p is given by
m(p) = argmin
p¯∈Sp
C(p, p¯) . (4.3)
4.2 Cost Aggregation as a Filtering Operation
The formulation of cost aggregation using the adaptive support weights closely re-
sembles the edge-preserving bilateral image filter proposed by Tomasi and Manduci
[133]. In fact, dropping the factors dependent on the matched image in equation (4.2)
results in a guided variant of the bilateral filter, known as the joint bilateral filter
[130]. In this section a disparity-oriented stereo matching approach is outlined that
uses the joint bilateral filter to perform cost aggregation in an adaptive way. This
framework is then adopted by the proposed stereo matching method.
Assume that the pixel-wise dissimilarity metrics are organized in a volume C,
such that the element C(x, y, d), also interchangeably denoted as C(p, d) or C(p, p¯),
contains the dissimilarity metric evaluated between pixels p = (x, y) and p¯ = (x−d, y).
The proposed method uses a cost metric that incorporates both color and gradient
information. Denoting the directional gradients computed along the x-direction for
both images as ∂I0
∂x
and ∂I1
∂x
and the corresponding y-direction gradients as ∂I0
∂y
and ∂I1
∂y
,
the cost metric is given by
C(p, d) = α·min
(
SAD(I0(p), I1(p¯)), τc
)
+ (1− α) ·min
(∣∣∣∣∣∂I0∂x (p)− ∂I1∂x (p¯)
∣∣∣∣∣+
∣∣∣∣∣∂I0∂y (p)− ∂I0∂y (p¯)
∣∣∣∣∣, τg
)
,
(4.4)
where the scalar α balances the color and gradient terms, SAD(I0(p), I1(p¯)) denotes
the sum of absolute color differences evaluated at pixel coordinates p and p¯ in the
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input images, and τc and τg are truncation values that limit the maximum values of
both terms. Truncation of cost values allows stereo matching to better cope with
image noise, while the presence of gradient terms makes the cost metric invariant
to illumination changes, which is advantageous if the two imagers deliver images of
inconsistent color parameters, such as brightness and saturation.
Consider the joint bilateral image filter given by
F ′(p) =
∑
q∈Ωp
R(G(p), G(q)) · S(p, q) · F (q)
∑
q∈Ωp
R(G(p), G(q)) · S(p, q) (4.5)
where F and G are the input and guidance images, F ′ is the output image, and
functions R and S are the range and spatial filter kernels, respectively. The range
kernel assesses the likelihood of pixels p and q ∈ Ωp belonging to the same surface by
evaluating their range distance, i.e., the dissimilarity of color intensities. Analogously,
the spatial kernel assesses the the likelihood of pixels p and q belonging to the same
surface based on their geometric distance within the spatial domain of the image. It
follows from equation (4.5) that, like many other image filters, the joint bilateral filter
computes the output as a weighted sum of the pixel intensities within the support
region of the considered pixel.
The use of the range kernel together with the usual spatial kernel, however, provides
a mechanism for adaptive shaping of the support region that forces the edges in the
output image to coincide with those in the guidance image. Note that choosing
R(G(p), G(q)) = exp(−∆c(I0(p), I0(q))
γc
) (4.6)
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and
S(p, q) = exp(−∆g(p, q)
γg
) (4.7)
makes the product R(G(p), G(q)) · S(p, q) equivalent to the adaptive support weight
introduced in equation (4.1).
In view of the above, using the reference view as an implicit guidance image, the
cost can be adaptively aggregated by iterating over all (x, y)-slices of the cost volume
and filtering each slice according to
C ′(p, d) =
∑
q∈Ωp
w(p, q)C(q, d)
∑
q∈Ωp
w(p, q)
. (4.8)
In general, the weight coefficients in equation (4.8) can be replaced with the coefficients
of an arbitrary filter, although edge-preserving filters are particularly useful in stereo
matching. For instance, uniform weights, as in the box filter, can be used to simply
average cost values across the support region. Furthermore, in the cost filtering
framework it is convenient to think of matches using the notion of disparities rather
than pairs of matching pixels. Once the bilateral filter has been applied to the slices
of the cost volume, disparities are assigned using
D(p) = argmin
d
C ′(p, d) , (4.9)
which is a disparity-oriented reformulation of the match selection criteria in equation
(4.3).
The effects of cost filtering using the bilateral filter are illustrated in Figure 4.1
using the cones Middlebury stereo images as inputs [12]. Ground truth disparities
are provided for reference. Additionally, the disparities obtained from an unfiltered
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Figure 4.1: The role of edge-preserving filtering in cost aggregation: an excerpt
from the cones Middlebury dataset (left view) with a scanline highlighted (a),
true disparities (b), cost slices and the corresponding disparities obtained without
filtering (c), using box filter (d), and using the joint bilateral filter (e). Darker
shades of gray indicate lower cost values.
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cost and the disparities obtained through box filtering of the cost volume are shown
with the corresponding cost slices. The slices shown are the (x, d)-slices containing the
cost metrics associated with the image scanline highlighted in Figure 4.1a, while cost
filtering is performed along the x and y dimensions. Observe that operating on raw
cost values produces noisy disparities, which is a key argument for cost aggregation
using image filters. The box filter effectively counteracts the noise, yet its application
leads to oversmoothing of the cost values around the edges visible in the image. As
a consequence, objects appear dilated (fattened) or eroded (shrunk) in the resulting
disparity maps. This oversmoothing also prevents stereo matching based on box
filtering from capturing small objects, such as the sticks close to the right boundary
of the image. The bilateral filter, on the other hand, has the capability to capture
small objects and avoids the dilation and erosion of objects by forcing major disparity
discontinuities to be aligned with object boundaries.
4.3 Efficient Edge-Preserving Cost Filtering
While adaptive cost aggregation through joint bilateral filtering enhances the accuracy
of stereo matching, its high computational complexity makes it unsuitable for use
in real-time applications. More specifically, it is the evaluation of the adaptive
support weights across a broad support region that requires substantial computational
effort. Thus, in order to achieve real-time performance, it is necessary to reduce the
complexity of cost aggregation using the joint bilateral filter. To address this issue, a
plethora of approximations, modifications and alternatives of the bilateral filter have
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been proposed in the literature and these solutions are now reviewed. In addition, a
thorough comparison is given of the solutions that allow for efficient cost aggregation
in stereo matching.
The bilateral grid [134, 135] introduced by Chen et al. is a supplementary data
structure designed to facilitate efficient bilateral filtering and was among the first
approaches that enabled stereo matching to achieve interactive frame rates [136] when
processing grayscale images on parallel hardware. The high memory requirements of
the bilateral grid, however, prevent its application to color images of practical sizes.
Soon after the creation of the bilateral grid several constant-time approximations of
the bilateral filter were proposed that have computational complexity that is linear
in the image size and independent of the filter radius. These so called O(1) bilateral
filters rely on precomputed auxiliary variables to perform filtering (typically some
form of integral images), including integral histograms [137], integral cosine images
[138], or integral images of shiftable kernels [139, 140]. Computation of integral images
requires the computation of cumulative sums across rows and columns of the input
images that is sequential in nature, and, while there exist parallel algorithms for the
evaluation of cumulative sums [141], the time overhead associated with initializing
and populating the auxiliary data structures outweighs the performance gain of cost
filtering in stereo matching. In a related work, He et al. proposed an alternative
edge-preserving filter with applications in stereo matching that introduced a novel way
of generating support weights. This new filter, called the guided image filter [142], can
be computed in constant time regardless of the filter radius by evaluating a sequence
of box filters. When employed for cost filtering in stereo matching, the guided filter
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enabled the recovery of accurate disparity maps in real-time [143].
Recently, a recursive formulation of the bilateral filter has been proposed [119]. The
recursive bilateral filter, which extends upon Deriche’s notion of recursive filtering [144],
features a range kernel that does not compare disconnected pixels directly. Instead,
this range kernel considers similarity between pairs of connected pixels located on
the path from the pixel of interest to a pixel within its support region. It was shown
that using the proposed range kernel the filter output can be computed in a separable
way by performing forward and backward scans along the rows and columns of the
input image and combining the intermediate results. The key concepts behind the
recursive bilateral filter have lately been refined in Yang’s hardware-efficient bilateral
filter [105] that is well-suited for implementation on parallel graphics hardware. The
hardware-efficient bilateral filter is integrated into the multi-scale image processing
framework, where the input image is first downsampled and then successively filtered
and upsampled until the original scale is reached. This parallel variant of the recursive
bilateral filter was shown to provide highly accurate disparity maps and real-time
stereo matching.
While many approaches focused on reducing or fully eliminating the impact of the
filter radius on the performance of filtering, other major research efforts have been
oriented towards achieving efficient bilateral filtering by approximating the adaptive
support weights. The proposed approximations, all of which have been developed
specifically for the purpose of cost filtering in stereo matching, include two-pass
adaptive support weights [98], block-based adaptive weights [103], exponential step-
size adaptive weights [100], and cross-based support weights [102]. In the remaining
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Figure 4.2: Support weights relating the pixel of interest p to its neighbor q ∈ Ωp
using regular adaptive support weight ("ASW") and a two-pass approximation
("Two-pass ASW") passing through an intermediate pixel r ∈ Ωp.
part of this section these approximations are thoroughly explained, and the support
weights generated using individual approximation schemes are compared.
Instead of using square windows, the two-pass approach approximates the output
of the joint bilateral filter by performing cost filtering in the vertical and then the
horizontal direction [98]. During the vertical step, input values (here, the pixel-wise
costs metrics) are added within a one-dimensional column of pixels centered at the
pixel of interest, whereas in the horizontal step a weighted sum of matching costs
along the rows is computed using the adaptive support weights. As a result, the
complexity of aggregating the matching cost within a window of size ω × ω is reduced
from O(ω2) to O(ω). The two-pass approach is sometimes referred to as a separable
implementation of the bilateral filter, although the outputs produced using the original
filter and the two-pass version are not exactly the same.
While the two-pass approximation significantly improves computational efficiency,
105
it fails to accurately approximate the support weights under certain conditions. Figure
4.2 illustrates an example where the two-pass algorithm fails to capture the relationship
between the pixel of interest p and pixel q in its support window. The original adaptive
weights method compares these two pixels directly to generate a support weight, but
the two-pass approximation compares the neighboring pixel q to an intermediate
pixel r during the vertical step and then compares r to p in the horizontal step,
thus the normalized weight is approximated by w(p, q) ≈ w(q, r) × w(r,p). The
two pixels p and q in Figure 4.2 are very similar, both in terms of color and shade,
however, the pairs of pixels (q, r) and (r,p) are not similar. As a result, the two-pass
approximation wrongly assumes strong dissimilarity between p and q.
Although inherently sequential, the recursive formulation of the bilateral filter
[119] delivers a useful range kernel that, when combined with the two-pass approach in
a fixed-size window, can further accelerate cost filtering on parallel hardware. Starting
at the central pixel with a weight of a unity and proceeding away from the window’s
center, the weight is subsequently multiplied by the value of a feedback coefficient (a
fractional scalar replacing the usual space kernel) and the range distance, given in
equation (4.6), is evaluated between the current and the previous pixel. While the
computational complexity of this approach is still O(ω), the pair-wise range distances
can be precomputed and reused in the evaluation of the filter output at neighboring
pixels thus allowing for efficient parallel implementation. In this way, the number of
exponentiations required to compute the filtered cost at a single pixel is significantly
reduced.
A modified adaptive support-weight aggregation scheme using block-based approx-
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Figure 4.3: Pixel-wise costs (c1, . . . , c27) aggregated recursively in groups of three
using exponential step-size adaptive weights (ESAW). Each edge operation ‘+’
represents a normalized weighted sum using adaptive support weights.
imated joint bilateral filtering was introduced in [99]. This scheme, which is a vital
component of Mattoccia’s fast bilateral stereo (FBS) algorithm [103], operates by
dividing the support region into blocks of ωb × ωb pixels. Instead of assigning each
pixel in the block a unique support weight, a single support weight is assigned to the
entire block. The spatial component of the support weight is generated using the
distance between the pixel in the center of the block and the pixel of interest, and
the color component of the support weight is generated using the difference between
the average block color and the color of the pixel of interest. By computing only one
support weight per block, the computational complexity associated with generating
the support weights is reduced to O(ω2/ω2b ). In addition to a reduction in complexity,
this aggregation scheme has been shown to provide a higher level of robustness to
image noise than the original adaptive support-weight method.
An alternative method for approximating the adaptive support weights was pre-
sented in [100]. This method also uses a two-pass approximation to square-window
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adaptive support-weight stereo matching, but the aggregation is further accelerated
by recursively combining the matching costs over subsets of pixels. This approach,
referred to as exponential step-size adaptive weights (ESAW), reduces the complexity
of aggregating the matching cost of ω pixels in both the vertical and horizontal
directions from O(ω) to O(log(ω)). To illustrate the operations of the ESAW method,
the example shown in Figure 4.3 considers a set of pixel-wise costs {c1, . . . , c27} that
are used to compute the matching cost C14 between pixel p14 and some arbitrary
pixel in the target image. In this example, the pixel-wise cost c27 is aggregated into
C14 by performing a weighted sum using the normalized adaptive support weights
relating pixel p27 to p26, p26 to p23, and finally p23 to p14. The resulting adaptive
support weight that is used to evaluate the similarity between pixels p14 and p27
is approximated by w(p14,p27) ≈ w(p14,p23)× w(p23,p26)× w(p26,p27). Thus, the
similarity of pixels p14 and p27 estimated using ESAW depends on a chain of three
intermediate comparisons. Because these approximations are used within both the
horizontal and vertical aggregation, ESAW is even more susceptible to erroneous
approximations of support weights than the two-pass method.
Figure 4.4 compares the previously discussed methods for computing support
weights of the bilateral filter. Figure 4.4b shows the original adaptive support weights
generated for the five image patches given in Figure 4.4a. The intensity images
illustrating the support weights have been obtained through a linear mapping of
the weight values to the interval [0.0, 1.0]. The support weights generated using the
two-pass approximation, which are given in Figure 4.4b, display similar patterns when
compared to the original adaptive support weights. However, as demonstrated in
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Figure 4.4: A comparison of adaptive support weights and their approximations:
sample image patches (a), adaptive support weights (b), two-pass approximation (c),
recursive approximation (d), block-based support weights (e), exponential step-size
support weights (f), cross-based binary support weights (g).
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Figure 4.2, the limitations of this method can be seen in areas where the path from
neighboring pixels to the pixel of interest passes through areas of strong dissimilarity.
In order to adjust the shape of the support region through adaptive weights, the
recursive approximation illustrated in Figure 4.4d relies on multiplication of color
dissimilarities measured between pairs of connected pixels located along the path
from the central pixel to a pixel under consideration. Note that this method poses a
very stringent constraint on the photometric consistency of pixels within the same
object, making it more vulnerable to image noise and, as a result, unable to fully
capture the shape of objects in the scene. Figure 4.4b demonstrates the block-based
support weights obtained using a block size of 3× 3. Unlike the other approximations
considered, the block-based approximation does not use a two-pass approach and
thus it does not suffer from the disadvantages of algorithms that rely on intermediate
weights. However, due to averaging within the blocks, the support weights are less
accurate along object boundaries. The support weights produced by ESAW, shown
in Figure 4.4f, weakly resemble those of the original adaptive support weights and
include disproportionally high weights for pixels that are isolated from their neighbors
in terms of color. These high weights result from the concatenation and normalization
of weight values when estimating the support weights of such isolated pixels. Finally,
the binary cross-based support weights are given in Figure 4.4g. Although it captures
nearby surface similarities around the pixel of interest, this method is incapable of
crossing color boundaries, struggles to define edges, and produces streaking artifacts
due to the thresholding operation.
ESAW, cross-based support weights, and the recursive method are intended to
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reduce the computational complexity of cost filtering in stereo matching, however,
they introduce a tradeoff between processing time and the accuracy of support weight
approximation. As illustrated in Figure 4.4, the two-pass method outperforms both
ESAW and cross-based support weights in terms of the overall accuracy of the support
weight approximation. In contrast, the block-based method presents the opposite
tradeoff, producing accurate support weights at the expense of increased computational
complexity when compared to the two-pass approach. Therefore, to achieve both
highly reduced computational complexity and accurate support weight approximations,
the two-pass approach is used by the stereo matching method proposed in the next
section.
4.4 Iterative Disparity Refinement
In this section, a new method for iterative disparity refinement is derived that improves
the accuracy of adaptive support-weight stereo matching. Let p ↔ p¯ denote the
probabilistic event that pixel p¯ in the target image is the correct match for pixel
p in the reference image. Recall that the decision criteria for finding a match for
pixel p is given by equation (4.3). In the ideal case, the resulting match p¯ = m(p) is
the candidate with the highest probability of being the correct match given the two
images, i.e.,
m(p) = argmax
p¯∈Sp
P (p↔ p¯ | I, I¯) . (4.10)
In general, the size of the images prohibits the evaluation of equation (4.10) and
it is necessary to reduce the computational complexity associated with selection of
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matches. To obtain a more manageable expression, the class of window-based stereo
matching methods considers only the support windows Ωp and Ωp¯ surrounding pixels p
and p¯, respectively. A reduced-complexity approximation of equation (4.10), achieved
using the window-based approach, is given by
m(p) ≈ argmax
p¯∈Sp
P (p↔ p¯ | Ωp,Ωp¯) . (4.11)
In order to further simplify the expression, and eventually lead to a formulation
that facilitates iterative processing, Bayes’ theorem is applied to the a posteriori
probability on the right-hand side of equation (4.11). Under the assumption that Ωp
and Ωp¯ are independent and equiprobable, i.e., all image patches are expected to be
observed with the same frequency, the a posteriori probability can be expressed as
P (p↔ p¯ | Ωp,Ωp¯) = P (Ωp,Ωp¯ | p↔ p¯)× P (p↔ p¯) , (4.12)
where P (p↔ p¯ | Ωp,Ωp¯) is the likelihood that p¯ is the match for p given the support
windows Ωp and Ωp¯, and P (p↔ p¯) is the a priori probability that p¯ is the match for p.
Because Ωp and Ωp¯ reside in high-dimensional probability spaces, it is computationally
intractable to evaluate their probabilities. Therefore, it is often assumed that pixels
located within these support windows are pairwise-independent and the likelihood is
approximated by
P (Ωp,Ωp¯ | p↔ p¯) ≈
∏
q∈Ωp, q¯∈Ωp¯
P (q, q¯ | p↔ p¯) . (4.13)
Combining the approximations given in (4.12) and (4.13) with the matching criteria
of (4.11) yields
m(p) ≈ argmax
p¯∈Sp
∏
q∈Ωp, q¯∈Ωp¯
P (q, q¯ | p↔ p¯)× P (p↔ p¯) . (4.14)
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Stereo matching is typically performed by using an additive distance metric,
arbitrarily denoted by δ(q, q¯), to measure the dissimilarity between pixels q ∈ Ωp and
q¯ ∈ Ωp¯. This is equivalent to approximating the probability distribution of the pixel
likelihoods by
P (q, q¯ | p↔ p¯) ≈ exp
(
−δ(q, q¯)
)
. (4.15)
Substituting this approximation into (4.14) results in
m(p) ≈ argmax
p¯∈Sp
∏
q∈Ωp, q¯∈Ωp¯
exp
(
−δ(q, q¯)
)
× P (p↔ p¯) . (4.16)
Taking the logarithm of this expression eliminates the exponential operation, and
negating the result leads to
m(p) ≈ argmin
p¯∈Sp
∑
q∈Ωp, q¯∈Ωp¯
δ(q, q¯)− logP (p↔ p¯) . (4.17)
Replacing the arbitrary distance metric δ(q, q¯) with the adaptive support-weight
matching cost of equation (4.2) results in a new matching criteria given by
m(p) ≈ argmin
p¯∈Sp
C(p, p¯)− logP (p↔ p¯) . (4.18)
For non-iterative stereo matching methods, there exist no disparity estimates prior
to matching. Consequently, the additive term − logP (p↔ p¯) in the matching criteria
in (4.18) is constant for all p and p¯, and can be ignored since it does not affect the
minimization. The nature of iterative methods allows them to incorporate the additive
term by considering the disparity estimates produced after the first iteration of stereo
matching. In the following, a method is given for iterative disparity refinement that
uses an approximation of the additive term − logP (p↔ p¯).
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Let Di(p) be the disparity estimate for pixel p obtained in the ith iteration of
matching and let F i(p) ∈ [0, 1] be the fractional decrease from the second lowest
matching cost to the minimum matching cost. F i(p) is used to express the confidence
level associated with the disparity estimate of pixel p. Essentially, the confidence level
rates the uniqueness of the minimum-cost match obtained with the WTA approach by
comparing its cost against the nearest competitor. Once the first iteration of stereo
matching is complete, disparity estimates along with confidence levels can be used to
guide matching in subsequent iterations. This is done by adding a cost penalty to
candidate disparities that deviate from their expected values.
Using the disparity estimate Di-1(p) from the previous iteration, the probability
that pixel p¯ is the correct match for pixel p in the current iteration is approximated
by
P (p↔ p¯) ≈ exp
(
−α×
∣∣∣Di-1(p)−Di(p)∣∣∣) , (4.19)
where the scalar α is determined empirically. Thus, the approximation of the additive
term − logP (p↔ p¯) is given by
− logP (p↔ p¯) ≈ α×
∣∣∣Di-1(p)−Di(p)∣∣∣ . (4.20)
Note that the approximation in (4.20) only considers a single disparity estimate from
the previous iteration computed exclusively for the pixel of interest and does not
facilitate message passing between pixels. To allow for the exchange of disparity
information, a revised estimate of the additive term is obtained using the adaptive
support weights and the confidence levels of the disparity estimates in the support
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window of p. This results in (4.20) being reformulated as
− logP (p↔ p¯) ≈ α×
∣∣∣∣∣∣∣∣∣
∑
q∈Ωp\p
w(p, q)F i-1(q)Di-1(q)∑
q∈Ωp\p
w(p, q)F i-1(q)
−Di(p)
∣∣∣∣∣∣∣∣∣ . (4.21)
To discourage pixel disparities from deviating from their predicted values, a cost
penalty is added to the adaptive support-weight matching cost. The penalty is a
weighted sum of the additive terms, as defined in (4.21), over the support region of p.
The weighted sum is calculated using both the similarity of neighboring pixels and
their respective confidence levels, using
Λi(p, p¯) = α× ∑
q∈Ωp\p
w(p, q)F i-1(q)
∣∣∣Di-1(q)−Di(p)∣∣∣ . (4.22)
Note that this cost penalty is similar to the smoothness constraint used by the
nonlinear diffusion technique described in [106]; however, the proposed formulation
incorporates the confidence term, uses color similarity to enforce disparity continuity,
and the penalty is evaluated using a broad support region instead of using only the
adjacent pixels. Moreover, the central pixels in each support region are not considered
when generating disparity estimates and cost penalties in (4.21) and (4.22), which
prevents erroneous matches from reinforcing themselves.
Finally, the penalty is incorporated into iterative disparity refinement for stereo
matching. Denoting the adaptive support-weight matching cost of equation (4.2) as
C0(p, p¯), the matching cost in subsequent iterations is calculated using
Ci(p, p¯) = C0(p, p¯) + Λi(p, p¯) , (4.23)
for every pair of pixels p and p¯ that are matching candidates.
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After the matching costs are computed, the minimum-cost matches are found
for both the reference and target images using the WTA decision criteria given in
equation (4.3) and by substituting the updated cost Ci(p, p¯) for C(p, p¯). The resulting
matches are then used to construct disparity maps associated with both images. If
p¯ = m(p) and p′ = m(p¯), disparity Di(p) is assigned to the reference disparity map
and disparity Di(p′) is assigned to the target disparity map. Because this back-and-
forth mapping is not always one-to-one, the following procedure is applied to the
resulting disparity maps to determine if the two disparity maps are consistent. Pixel
p is deemed inconsistent if |Di(p)−Di(p′)| > 1, and if so, its confidence F i(p) is set
to zero. The confidence metric produced in every iteration of refinement is therefore
given by
F i(p) =

min
p¯∈Sp\m(p)
{Ci(p, p¯)} − min
p¯∈Sp
{Ci(p, p¯)}
min
p¯∈Sp\m(p)
{Ci(p, p¯)} , if |D
i(p)−Di(p′)| > 1
0, otherwise
. (4.24)
Similarly, this back-and-forth mapping is also used to determine inconsistencies in the
disparities of the matched image.
What is important, is that that the two-pass approximation of the bilateral filter,
which is necessary in both the cost aggregation and disparity refinement, can be
evaluated independently at individual pixels. At the same time, the image data used
to evaluate the filter can be shared between spatially connected pixels. The possibility
to process pixels independently while reusing image data makes the proposed method
well-suited for parallel implementation on graphics hardware. As will be shown later,
by combining the two-pass approximation of the bilateral filter in cost aggregation
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with a low-complexity iterative disparity refinement technique implemented on high-
performance graphics hardware, the proposed method is able to achieve a high level of
accuracy while maintaining real-time operation. The next section covers the NVIDIA
CUDA programming framework that enabled the implementation of the proposed
method on graphics hardware.
4.5 Overview of the NVIDIA CUDA Framework
Announced in the late 2006, the Compute Unified Device Architecture (CUDA) is
a general-purpose parallel computing architecture and programming framework im-
plemented in NVIDIA’s graphics processing hardware, which includes the GeForce,
Quadro and Tesla product families. The framework delivers an application program-
ming interface that enables developers to access the instruction set and memory
of the Graphics Processing Unit (GPU) via calls to provided software libraries or
directly through compiler directives and extensions to industry-standard programming
languages. Since its first release, the CUDA framework has been widely used as a tool
for the implementation of real-time image processing algorithms, and has found its
applications in scientific computing, including computational biology, data compression
and encryption, data mining, and physics simulations.
4.5.1 The CUDA Execution Model.
The CUDA execution model complements the design of modern massively parallel,
multithreaded, manycore graphics processors. Unlike conventional general purpose
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CPUs, the majority of circuitry within GPUs serves purely data processing purposes,
while flow control and data caching subsystems are minimal. This makes GPUs
well-suited for heavy data processing tasks extending beyond their original application
in accelerated rendering of 2D and 3D graphics.
Instruction Cache
Warp Scheduler Warp Scheduler Warp Scheduler Warp Scheduler
Dispatch Dispatch Dispatch Dispatch Dispatch Dispatch Dispatch Dispatch
Register File (65,536 × 32-bit)
Core Core Core DP Core Core Core DP LD/ST SFU Core Core Core DP Core Core Core DP LD/ST SFU
Core Core Core DP Core Core Core DP LD/ST SFU Core Core Core DP Core Core Core DP LD/ST SFU
Core Core Core DP Core Core Core DP LD/ST SFU Core Core Core DP Core Core Core DP LD/ST SFU
...
...
...
...
...
...
...
...
...
...
Core Core Core DP Core Core Core DP LD/ST SFU Core Core Core DP Core Core Core DP LD/ST SFU
Core Core Core DP Core Core Core DP LD/ST SFU Core Core Core DP Core Core Core DP LD/ST SFU
Core Core Core DP Core Core Core DP LD/ST SFU Core Core Core DP Core Core Core DP LD/ST SFU
64KB Shared Memory / L1 Cache 48KB Read-Only Data Cache
Tex Tex Tex Tex Tex Tex Tex Tex
Figure 4.5: Simplified architecture of the NVIDIA GK110 streaming multipro-
cessor. A single GK110 series die contains 192 CUDA cores specialized in single-
precision arithmetic, 64 double-precision units (DP), 32 Load/Store (LD/ST) and
Special Functions Units (SFU).
A typical CUDA-compatible GPU embodies up to 14 streaming multiprocessors,
each of which is essentially a collection of single-precision floating point arithmetic logic
units (double-precision coprocessors are optional), on-chip memory, and interfaces to
off-chip memory sources along with the necessary controlling hardware. An illustration
of the architecture implemented in the recent NVIDIA GPUs is shown in Figure 4.5.
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The streaming multiprocessors are available to the programmer through the CUDA
application programming interface, and accessing their computational resources is a
four-step process:
1. First, the programmer needs to encapsulate data processing routines in a special
function known as a kernel. Invoked from the operating system of the controlling
machine or host, kernels are executed across many parallel threads on the
graphics card, hereafter referred to as the device.
2. Since kernels cannot in general operate directly on the host memory, device
memory must be allocated and data must be copied from the host to the device
prior to executing a kernel. Besides the off-chip random access memory, the
device offers on-chip registers, which are thread-private, and fast on-chip shared
memory that can be accessed by any thread within a block. Different types of
device memory are covered in Section 4.5.2.
3. In order to invoke a kernel, the programmer needs to specify a configuration
of threads that, once spawned on the device, will perform data manipulation
tasks. CUDA threads are organized in 2D or 3D blocks, where each thread
is uniquely identified and indexed. A single thread can thus be thought of as
an abstract representation of a scalar arithmetic processor, whereas a block of
threads virtualizes a stream multiprocessor composed of many scalar arithmetic
processors. Similarly, thread blocks are organized in a 2D or 3D grid, where
each block has its unique index. Thread and block indexing is a vital part of the
CUDA specification and is extensively used by the programmers for the purpose
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of mapping individual threads to input/output data.
4. When the kernel call completes, host and device programs can be synchronized
and the data can be transferred back to the operating memory of the host.
Upon invocation of a kernel, the graphics hardware takes full control of the
execution process. The warp schedulers shown in Figure 4.5 are responsible for
organizing threads into groups of 32 called warps, to which instructions are issued
through dispatch units. Each streaming multiprocessor incorporates 4 warp schedulers
and 8 dispatching units (each of which relays instructions to a single half-warp),
making it possible to concurrently execute 4 thread warps. The execution follows the
Single Instruction Multiple Threads (SIMT) model that guarantees that individual
instructions are executed in parallel across all 32 threads in a warp, as long as the
threads do not experience divergence due to the presence of branching instructions.
In the later case, the code branches are executed sequentially, however, intra-branch
instruction parallelism is maintained.
The multiprocessors have the ability to choose which warps to issue instructions to
that can be thought of as a context switching mechanism. However, unlike traditional
CPU context switching occurring in multitasking operating systems, the state of
thread execution does not need to be stored/restored, since the variables allocated by
the threads/blocks (whether in registers, shared or global memory) exist at least as
long as the individual threads.
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Memory type Location Access Type Cached Lifetime Scope
Texture memory off-chip read-only yes application grid
Global memory off-chip read/write yes application grid
Registers on-chip read/write n/a kernel thread
Shared memory on-chip read/write n/a kernel block
Constant memory off-chip read-only yes application grid
Table 4.1: CUDA memory types and their characteristics.
4.5.2 The GPU Memory Hierarchy.
As previously indicated, graphics cards come equipped with several types of memory
providing specialized data storages spaces, which most generally can be classified as
on- or off-chip memory. These two classes of memory serve fundamentally different
purposes and differ in access latency, availability of caching, and scope and lifetime
of variables. Understanding the differences between these memory types and their
proper usage is a key to achieving high performance of computations. CUDA memory
types and their basic characteristics are compared in Table 4.1.
Global memory, which is composed of high-frequency DDR memory modules
located outside of the graphics processing unit, serves as the primary random-access
data storage with capacity measured in gigabytes, which makes it suitable for storing
large arrays or volumes of data. Variables allocated in the global memory remain
available throughout the lifetime of the application, and can be accessed by any block
of threads being executed by any of the streaming multiprocessors. The off-chip
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location of global memory necessitates that communication between multiprocessors
and global memory be carried over a data bus. The addressing overhead introduced by
the data bus and the latency of the DDR modules put global memory access latency
in the range of 400 - 600 clock cycles.
Due to the DDR modules operating in data bursting mode, global memory is
read or written in chunks of 32, 64 or 128 bytes in what is referred to as memory
transactions. As a consequence, if threads being executed attempt to access a sequence
of variables allocated continuously within a memory region of 32, 64 or 128 bytes,
data retrieval can be coalesced into as little as one memory transaction, as long as the
first requested memory index is a multiple of 32 bytes. Conversely, reading a of set
variables that are scattered in global memory requires many transactions to be issued,
resulting in wasted memory bandwidth.
In situations when the data access pattern prevents full coalescing, texture and
surface memory constitute a feasible alternative. Rather than being separate physical
memory types, textures and surfaces occupy global memory and often utilize opaque
memory layouts known as CUDA arrays, which lend themselves well to spatial caching.
Texture and surface memory are accessed through GPU’s texturing units that enable
additional functionality, including interpolation of adjacent data values, normalization
of data values or array indices, and boundary handling. These access benefits make
textures and surfaces particularly useful in image processing tasks; lookup tables are
often implemented using textures. Textures allow for read-only access, while surfaces
can be written to.
Registers are the fastest available memory type, with access latency 100 times lower
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than global memory. Incorporated into the GPU die, registers are designed to store
scalar variables or smaller arrays as long as the indexing can be computed at compile
time; registers do not support random access. In contrast to variables allocated in
global memory, register variables can be read or written exclusively by the thread that
allocated them, and their lifetime is determined by the lifetime of individual threads.
The amount of registers available is limited per block, and thus per thread. If threads
within a block reach the register allocation limit, the compiler automatically moves
allocation of variables into global memory, which effectively decreases memory access
performance.
Shared memory is another type of on-chip memory that can be used to facilitate
the exchange of data between threads within a block. Instantiated during invocation
of a kernel, shared memory supports simultaneous reads/writes from any thread in
a block without the need for synchronization. Given that no two threads write to
the same memory bank, shared memory attains access latencies similar to those of
registers. This type of memory is particularly useful in scenarios where threads exhibit
high locality (both spatial and temporal) of global memory references. An example
of such a scenario is any signal filtering task where threads within a block operate
on substantially overlapping windows of data. In such instances, regions of data can
be preloaded from global memory to shared memory to enable fast and repetitive
data access by the threads, and thus minimizing the number of global memory reads.
Similarly to the case of registers, the amount of shared memory is limited per block.
In addition to the previously described memory types, CUDA-compatible devices
offer constant memory that is a 64KB address space within global memory that
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can only be read from. This makes constant memory a feasible option for storing
arguments that are not changed during the execution of kernels. Variables in constant
memory space behave essentially like global memory variables in that they exist
over the lifetime of the application and can be accessed by any block of threads, yet
accesses to constant memory benefit greatly from caching. Once the cache is filled
after initial reads, accessing constant variables can be as fast as reading from registers,
and subsequent data retrieval from constant memory only occurs in case of cache-miss
events.
4.6 Real-time Stereo Matching on CUDA
The implementation of the proposed method utilizes the NVIDIA GeForce Titan Black
graphics card, equipped with 2880 CUDA cores and 6GB of DDR5 global memory.
To fully utilize the computational capabilities of the Titan Black graphics card, it is
imperative to decompose the algorithm in a way that provides high occupancy of the
streaming multiprocessors, measured as a ratio of the number of active warps and
the maximum number of active warps per multiprocessor. High occupancy enables
the multiprocessors to take advantage of context switching, in that the execution of
thread warps awaiting for data retrieval from global memory can be put on hold,
allowing for the execution of the remaining warps. This way the multiprocessors are
able to maintain high usage of the memory bus that, when combined with context
switching, aids in reducing the latency associated with global memory access. Note
that multiprocessor occupancy is strictly determined by the usage of shared memory
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and registers per block, since these resources are limited.
In the following section, the decomposition of the proposed method into CUDA
kernels is discussed and relevant implementation details of individual kernels are given.
Additionally, the complexity of the core stereo matching operations is analyzed; the
complexity analysis is supplemented with profiling data demonstrating the performance
of each kernel. Finally, the CUDA implementation of the proposed method is compared
against a sequential implementation and speedups attained by individual operations
are computed.
4.6.1 Algorithm Decomposition and Implementation
The proposed method was designed to process RGBA stereo images with 32 bits per
pixel (bpp) color depth. While the alpha channel remains unused, the 32bpp RGBA
images fulfill the alignment constraints necessary for fully coalesced access, which is
not always possible with the commonly used 24bpp RGB images. The input images
are stored in global memory with the option of access through textures in situations
when the access pattern is highly irregular, or when border handling functionality is
needed.
The flow diagram in Figure 4.6 illustrates the organization of computations within
the proposed stereo matching algorithm. The processes shown reflect the decomposition
of the algorithm into CUDA kernels, with the exception of the cost filtering and
disparity refinement operations, that for performance reasons have been further
decomposed into two steps (horizontal and vertical) and implemented in separate
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Figure 4.6: The order of operations within the proposed stereo matching method.
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kernels. This scheme allows for the computations to be carried with pixel-wise
granularity, i.e., all kernels are designed such that each thread within the active block
performs operations necessary to evaluate the set of disparity hypotheses at a single
pixel. The key benefit associated with choosing such a granularity is that it leads
to regularization of global memory access patterns. This is a result of the fact that
threads in a warp are responsible for processing adjacent pixels, and will typically
request subsequent memory addresses. With a properly selected block size, this scheme
enables the majority of kernels to access global memory in a fully coalesced way.
The algorithm begins by computing gradients of both images and then forms the
matching cost volume that contains raw (unfiltered) cost metrics evaluated for all
disparity hypotheses at every pixel of the reference image. In particular, a single layer
of the cost volume is a collection of cost values associated with an individual disparity
hypothesis. Next, cost values are aggregated through the application of the two-pass
approximation of the joint bilateral filter to the subsequent layers of the cost volume.
The cost filtering process is crucial to the accuracy of matching and also largely affects
the overall computational performance of the algorithm.
Since there exists significant overlap in pixels accessed by adjacent threads in both
vertical and horizontal steps of cost filtering, each block allocates extended windows of
shared memory for storing guidance data and input cost values in order to reduce the
latency associated with repeated global memory reads. The concept of the extended
shared memory window is shown in Figure 4.7. Immediately after invocation of the
cost filtering kernel, shared memory is populated with pixel intensities of the guidance
image necessary to evaluate the filter of a chosen radius, which includes the region
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Figure 4.7: The concept of the extended shared memory window in the horizontal
step of cost filtering. The region highlighted in red contains cost values processed
by the thread associated with pixel p. The weigh w(p, q) is computed based on the
guidance data preloaded into an analogous shared memory window.
corresponding to the thread block and the surrounding pixels located within the filter
radius. The filtering kernels are designed to process the cost volume in a layer-by-layer
manner. Once fetched, guidance data remains unchanged, while the cost values are
loaded into shared memory and filtered as the threads sweep through subsequent
layers of the cost volume.
Upon completion of the cost filtering, disparity selection and consistency check
kernels are executed to conclude the initial matching stage. The disparity selection
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kernel implements the Winner-Take-All matching criteria by iterating over all disparity
hypotheses and choosing those corresponding to the minimum matching cost values
for both left and right views; the disparity selection kernel is also responsible for
evaluating confidence levels associated with the chosen disparities. Note that although
the cost volume is constructed with respect to the reference view, it contains sufficient
information to generate disparity maps for both views. The complementary consistency
check kernel performs cross-checking of disparity assignments and zeroes confidence
levels linked with inconsistent pixels. Since memory access patterns within the
consistency check operation depend on individual disparity values, the corresponding
kernel is the only kernel in the CUDA implementation of the proposed method that
cannot take full advantage of memory coalescing.
The cost volume, disparity maps and respective confidence levels are supplied as
inputs to the iterative refinement stage. The refinement stage is a combination of three
kernels, out of which two generate disparity estimates and the third one re-evaluates
disparity hypotheses based on these precomputed disparity estimates. Disparity
estimates are generated for both the reference and target images by evaluating (4.21)
in a two-pass (vertical-horizontal) approach, similar to the method used for aggregation
of matching costs. The CUDA kernels responsible for computing disparity estimates
are outlined in Algorithms 4.1 and 4.2. To facilitate later evaluation of the cost penalty
function, both the adaptively weighted sums of disparities and the corresponding
normalizing factors, i.e., the disparity estimate and the denominator in (4.21), are
stored in global memory. Observe that the horizontal step of disparity estimation
does not rely on confidence values, since these are integrated into the intermediate
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results obtained from the vertical step.
1: map the active thread to the corresponding pixel p = (x, y)
2: Num(p)← 0 // denominator in (4.21)
3: ˆDen(p)← 0 // numerator in (4.21)
4: for all pixels q ∈ {(x, y− r), . . . , (x, y+ r)}\{(x, y)} do // r is the filter radius
5: N(p)← N(p) + w(p, q)F i-1(q)Di-1(q)
6: D(p)← D(p) + w(p, q)F i-1(q)
7: end for
8: Dˆest(p)← Num(p)Den(p) // intermediate disparity estimate
Algorithm 4.1: A single iteration of disparity refinement: vertical step.
The disparity update kernel implements a variant of the Winner-Take-All operation
that applies a penalty to the matching costs when assigning disparities and computing
confidence levels (see (4.22) and (4.23) for details). An important property of this
operation is that both the penalty terms and the penalized costs are calculated and
processed locally as the algorithm iterates over disparity hypotheses, thus eliminating
the need to store the penalty values or overwrite the original cost values. The disparity
update kernel is summarized in Algorithm 4.3. Prior to advancing to the next iteration
of refinement, disparity maps for both views are verified using the consistency checking
kernel introduced in the initial matching stage. Likewise, the confidence of inconsistent
pixels is set to zero, effectively preventing them from affecting disparity estimation in
the next iteration.
Finally, the disparity map associated with the reference view is subjected to post-
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1: map the active thread to the corresponding pixel p = (x, y)
2: Num(p)← 0
3: Den(p)← 0
4: for all pixels q ∈ {(x− r, y), . . . , (x+ r, y)} \ {(x, y)} do
5: Num(p)← w(p, q) ˆDen(q)Dˆest(q)
6: Den(p)← w(p, q) ˆDen(q)
7: end for
8: Dest(p)← Num(p)ˆDen(p) // final disparity estimate
Algorithm 4.2: A single iteration of disparity refinement: horizontal step.
processing through repeated, alternating applications of a median filter and a disparity
fill operation. The 3 × 3 median filter is used to eliminate spurious noise artifacts,
i.e., isolated mismatches, from the disparity map with minimal alteration of object
boundaries. A 9-input sorting network is implemented that requires 19 comparisons
to efficiently find the median within each 3× 3 region. The disparity fill operation
assigns valid disparity values to pixels that have been classified as inconsistent in the
last iteration of disparity refinement. These disparity values are generated based on
proximity, color similarity and confidence of consistent pixels located within horizontal
windows centered at the pixels of interest, similarly to the way disparity estimates are
generated in the refinement stage.
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1: map the active thread to the corresponding pixel p = (x, y)
2: Min1 ←∞
3: Min2 ←∞
4: for d = 0 to dmax do
5: Λ← α×Den(p)× |Dest(p)− d| // cost penalty in (4.22)
6: if Min1 > C(x, y, d) + Λ then
7: Di(p)← d
8: Min2 ← Min1
9: Min1 ← C(x, y, d) + Λ
10: else if Min2 > C(x, y, d) + Λ then
11: Min2 ← C(x, y, d) + Λ
12: end if
13: end for
14: F i(p)← Min2−Min1Min2
Algorithm 4.3: Reassignment of disparities based on penalized matching cost.
4.6.2 Launch Configuration, Complexity and Speedup.
The computational complexity of the proposed method, launch configurations, and
execution times of individual kernels are now discussed. Let h be the number of
disparity hypotheses, k be the total number of refinement iterations, and m and n be
the dimensions of the stereo images. Assume that window sizes in the cost filtering
and refinement stages are related by a factor s, that is, a window of size ω is used
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for cost filtering and a window of size sω is used for refinement of disparities. With
p threads operating in parallel, the complexity of computing and filtering the cost
volume is O(mnωh/p), i.e., cost values are computed for each of h disparity hypotheses
at each of m × n pixels that are aggregated using a two-pass approximation of the
bilateral filter with a window of size ω; the division operation signifies the parallelism of
computations using p threads. Alternatively, the complexity of iterative refinement is
O(mnsωk/p). Thus, the increase in complexity associated with incorporating iterative
refinement into the stereo matching framework based on cost filtering is sk/h. It has
been determined that k = 3 iterations of refinement are adequate for convergence
of the error rate, while the number of disparity hypotheses is typically much larger.
In practical CUDA implementation s ∈ {1, 2}, that is, cost filtering and refinement
are performed either using support windows of the same size, or the window in the
refinement stage is twice the size of that used for cost filtering.
Cost filtering (70.07%)
Disparity selection/update (5.05%) Disparity refinement (17.92%)
Post-processing (5.01%)
Other (1.95%)
Figure 4.8: Distribution of execution times of stereo matching operations.
Execution profiles of individual kernels were obtained by profiling the proposed
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Table 4.2: Decomposition of the proposed stereo matching method into CUDA
kernels and their corresponding execution profiles. The profiling data were obtained
by processing a 640× 480 stereo image pair on the NVIDIA GeForce Titan black
graphics card.
Kernel Calls Block size Time (sec.)1 Total time Time plot2
ComputeGradient 2 32× 32 0.024 0.048
ComputeCost 1 16× 16 0.521 0.521
CostFilterColumns 1 16× 16 11.838 11.838
CostFilterRows 1 16× 16 12.277 12.277
WinnerTakesAll 1 32× 32 0.406 0.406
ConsistencyCheck 4 32× 32 0.025 0.1
RefinementColumns 6 32× 8 0.546 3.28
RefinementRows 6 16× 32 0.481 2.89
DisparityUpdate 3 32× 32 0.444 1.332
DisparityFill 3 32× 32 0.546 1.638
MedianFilter 3 32× 32 0.029 0.089
1 Average time per kernel invocation.
2 Dark blue = average time per call, light blue = total time.
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stereo matching method on a NVIDIA GeForce Titan Black graphics card. Matching
was performed on a pair of 640× 480 stereo images, considering 60 disparities, with
3 iterations of disparity refinement. The filter radii were set to 16 for cost filtering,
and 32 for disparity refinement. The GeForce Titan Black graphics card allows a
maximum of 1024 threads per block, which is equivalent to a block size of 32× 32.
According to the occupancy calculator supplied with the CUDA framework, choosing
this block size results in 100% multiprocessor occupancy in case of simple kernels that
do not require significant amounts of shared memory, including gradient computation,
disparity selection/update, consistency check and median filtering. However, due to
limitations in shared memory available to multiprocessors, kernels that heavily depend
on shared memory, such as the ones responsible for cost calculation and filtering,
computation of disparity estimates, and disparity filling, benefit from smaller block
sizes, allowing them to achieve multiprocessor occupancies in the range of 60% to 85%.
Block sizes, numbers of invocations and execution times of specific kernels are listed
in Table 4.2. In addition, percentages of the total execution time taken by the key
operations of the proposed method are given in Figure 4.8.
The profiling results conform to the complexity analysis. The majority of the
processing time, i.e, 70.07%, is consumed by the cost filtering operation, while the
iterative disparity refinement only constitutes 17.92% of the total processing time. Note,
however, that disparity refinement entails reassignment of disparities in every iteration,
which introduces additional processing overhead. Consequently, the disparity selection
and update kernels consume 5.05% of the total processing time. When compared
to a non-optimized sequential implementation of the proposed method, executed on
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Table 4.3: Execution times of both CPU and GPU implementations of the opera-
tions within the proposed stereo matching method using 640×480 images with 60
disparity levels and 3 iterations of disparity refinement.
Operation
Execution time (seconds)
Speedup (×)
CPU1 GPU2
Gradient computation 0.010 0.000049 206
Cost computation 0.537 0.000521 1030
Cost filtering 17.365 0.024115 720
Disparity selection 1.234 0.000406 3037
Consistency check 0.128 0.000101 1268
Disparity refinement 4.044 0.006167 655
Disparity update 3.748 0.001332 2813
Disparity fill 0.440 0.001638 268
Median filter 0.008 0.000089 89
27.51 0.0344 799
1 AMD Phenom II X6 1075T 3.0 GHz (using a single core).
2 NVIDIA GeForce Titan Black.
a 3.0GHz AMD Phenom II X6 1075T processor, the GPU implementation attains
an overall speedup by a factor of 799, thus reducing the processing time from 27.51
seconds to 0.034 of a second. Speedups achieved by particular GPU operations over
their CPU equivalents are given in Table 4.3.
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CHAPTER 5
Stereo Performance Evaluation
Still-frame accuracy of stereo matching algorithms is traditionally evaluated using
the Middlebury online stereo performance benchmark [12] available online at http:
//vision.middlebury.edu/stereo/eval/. In version 2.0, the benchmark delivers a
variety of test stereo image sets with ground truth disparity maps, among which the
tsukuba, venus, teddy, and cones datasets are most commonly used for evaluation
of stereo algorithms. Accuracy of matching is quantified by a ratio of the number
of pixels whose disparity value differs from the true disparity by more than a given
threshold (typically set to 1), to the total number of pixels. For ease of interpretation
this ratio is usually expressed as a percentage of incorrectly assigned disparities. What
is important is that each dataset provides occlusion and discontinuity maps, i.e.,
binary mask images isolating occluded regions or regions near disparity discontinuities,
respectively, that enable categorization of errors.
In section 5.1 of this chapter, a procedure is outlined that was used to adjust the
parameters of the proposed method for the purpose of stereo performance evaluation
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using the Middlebury benchmark. Qualitative and quantitative results obtained using
the Middlebury 2.0 datasets follow in section 5.2. In section 5.3, the proposed method
is evaluated using an updated methodology and new challenging datasets introduced
by the Middbury stereo performance benchmark in version 3.0, whose preliminary
release was made available to researchers during writing of this dissertation. Updates
to the evaluation methodology from version 2.0, as well as improvements made to the
proposed method to better address the new challenges are also discussed in this section.
Finally, in section 5.4 the proposed stereo matching method is paired with motion
estimation and depth map fusion algorithms to create a structure reconstruction
pipeline capable of recovering detailed geometric models of the scene.
5.1 Parameter Tuning
The evaluation methodology used by the Middlebury stereo benchmark requires a
consistent set of parameters to be used with all of the standard datasets, allowing only
the number of disparity hypotheses under consideration to be adjusted with respect
to the distance between the two cameras and the image resolution associated with
each dataset. While many stereo matching methods rely on empirically determined
parameters, the proposed method has been embedded in a particle swarm optimization
(PSO) framework [145, 146], and its parameters are optimized to ensure the lowest
possible error rates. The parameters of the proposed method, their symbols, ranges,
and recommended values are given in Table 5.1. Note that window sizes together
with the numbers of iterations in refinement and post-processing steps were excluded
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from optimization. These parameters were fixed and their values have been chosen
to enable stereo matching in real time using iterative refinement on the graphics
hardware. Precisely, as suggested in Section 4.6.2, window sizes are set to 33 × 33
for cost filtering, 67× 67 for disparity refinement and filling, and 3 iterations of both
refinement and post-processing are used. Also note that the cost filtering, refinement,
and disparity filling stages have dedicated parameters controlling the strength of shape
grouping by proximity and color similarity; this way the shape grouping process can
be controlled independently in each of these stages.
Unlike the classic gradient-based optimization techniques, the PSO makes no
explicit assumptions regarding the optimization problem. Consequently, for the
purpose of parameter optimization the proposed stereo matching method is viewed
as a black box accepting the set of parameters marked as tunable in Table 5.1, and
computing an error metric characterizing the fitness of the parameter set. The optimizer
maintains a population (swarm) of software agents, referred to as particles, that move
through the solution search space in order to find the minimum of the error function.
Each particle is defined by its position vector xi representing a candidate solution to
the optimization problem, and its velocity vector vi that governs the movement of the
particle. Here, the position vector is of the form xi = (α, τc, τg, σc, σg, σ′c, σ′g, σ′′c , σ′′g , λ),
vi is sized accordingly, and the error function e(xi) being minimized takes a particular
parameter vector as an argument, and quantifies the percentage of incorrectly assigned
disparities on the four standard Middlebury datasets. The minimization procedure is
delineated as follows:
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Table 5.1: Optimized stereo matching parameters and their recommended values.
Parameter Symbol Tunable? Range Value
Number of disparity hypotheses h No N/A Image-specific
Window size (cost aggregation) ω No N/A 33
Window size (refinement, disparity filling) ω′ No N/A 67
Number of refinement iterations k No N/A 3
Number of post-processing steps N/A No N/A 3
Cost terms balance parameter α Yes [0, 1.0] 0.039979
Color difference truncation value τc Yes [0, 255] 45.775986
Gradient difference truncation value τg Yes [0, 255] 3.129875
Strength of grouping by similarity (aggr.) σc Yes [0, 255] 30.986084
Strength of grouping by proximity (aggr.) σg Yes [0, 255] 4.665747
Strength of grouping by similarity (ref.) σ′c Yes [0, 255] 9.288885
Strength of grouping by proximity (ref.) σ′g Yes [0, 255] 16.276456
Strength of grouping by sim. (disp. fill.) σ′′c Yes [0, 255] 0.785288
Strength of grouping by prox. (disp. fill.) σ′′g Yes [0, 255] 12.409276
Disparity difference penalty λ Yes [0, 1.0] 0.012458
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1. A swarm of N particles is generated. Elements of xi and vi are assigned random
values uniformly sampled from the corresponding parameter value ranges.
2. Initial positions of individual particles become their best known positions, i.e.,
pi = xi. In addition, the swarm’s best known position g is obtained as
g = argmin
xi
e(xi) . (5.1)
3. Velocity vectors are updated according to
vi = wvi + cpφp(pi − xi) + cgφg(g − xi) , (5.2)
where cp and cg are random numbers uniformly distributed on the interval [0, 1]
(redrawn with every update), and the parameters w, φp and φg are used to control
the direction of motion of individual particles. Specifically, the acceleration
coefficients φp and φg determine the amount of motion towards the particle’s
best known position and the swarm’s best position, respectively, and the inertia
weight w regulates the impact of the previous velocity vector on the current one.
The corresponding position update is given by
xi = xi + vi . (5.3)
Note that the updated velocity vector may require scaling to prevent elements of
the position vector calculated using equation (5.3) from exceeding their bounds.
4. The particle’s best known positions are updated in the case that e(xi) < e(pi),
and the swarm’s best known position is set to g = pi if the condition e(pi) < e(g)
is satisfied for any of the particles.
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5. Steps 3 and 4 are repeated until no improvements in error rate are observed for
a specified number of iterations.
The optimization was performed in two steps, each using N = 1000 particles
and repetitively running up to 30 iterations of the minimization procedure. In the
first step, initial tuning of parameters was performed by setting both acceleration
coefficients φp and φg to 1.5, and the inertia weight w to 0.25. Such a choice of φp,
φg, and w provides rapid convergence of particles’ positions and prevents particles
from getting stuck at sub-optimal solutions. In addition, having φp and φg set to
equal values balances the amounts of motion towards the particles’ and the swarm’s
best known positions, respectively. Starting with randomly generated position vectors,
each of which represents a distinct set of parameters for the proposed stereo matching
method, the optimizers were able to successively reduce the associated error rates, i.e.,
the percentages of incorrectly assigned disparities, to within 5%.
Having observed convergent behavior of both the error rates and the particles’
positions, the parameter bounds were tightened and another step of optimization was
performed in order to fine-tune the stereo matching parameters. The inertia weight w
in the fine-tuning step was decreased to 0.1, resulting in decreased particle velocities,
which allowed for the solution space to be searched more thoroughly. Many solutions
were found with error rates around 4.5%, among which the values listed in Table 5.1
resulted in the minimum error rate of 4.46%. The convergence of error rates and
individual parameter values during subsequent iterations of the fine-tuning is shown
in Figure 5.1. Each iteration took approximately 200 seconds to complete.
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Figure 5.1: Stereo error rate (top) and individual parameters (bottom) plotted
versus the iteration number during fine-tuning of the proposed method. Parameter
values have been normalized to the interval [0, 1].
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5.2 Evaluation using Middlebury 2.0 Benchmark
To better illustrate the operation of the proposed method, disparity maps obtained
using the tsukuba dataset at subsequent stages of matching are given in Figure
5.2, along with the initial and refined confidence maps, and an example of disparity
estimate generated in the refinement stage. The percentage of incorrectly assigned
pixels in non-occluded regions amounts to 39.284% when matches are selected from
non-filtered cost metrics, and is successively reduced to 3.174% after cost filtering,
1.15% after the last (3rd) iteration of disparity refinement, and 0.89% after post-
processing. The corresponding error rates of the disparity maps obtained in the 1st
and the 2nd iteration of refinement, not shown in Figure 5.2, are 1.40% and 1.19%.
The reduction in error rate is made possible by penalizing disparities that deviate from
the estimates of their similar neighbors, i.e., the expected disparity values, computed
in every iteration of refinement.
Note that object boundaries within the disparity estimate given in Figure 5.2f are
well-defined, whereas the initial disparity map in Figure 5.2c does not always fully
capture the shape of objects in the scene. This is a consequence of using different sets
of parameters governing the grouping of shapes in the cost filtering and the disparity
refinement stages. Specifically, a larger value of the range kernel parameter γc poses
a less stringent constraint on color similarity, allowing for robust cost aggregation
by increasing the contributions of individual pixels within each support region at
the expense of slightly decreased accuracy around depth discontinuities. Conversely,
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choosing a lower value of the equivalent parameter in the refinement stage provides
highly accurate disparity estimates in depth-discontinuous regions that, when combined
with penalization of costs, enable the algorithm to overwrite erroneous disparities
and improve overall accuracy. The corrective effects of disparity refinement are most
evident around the contours of the lamp and the sculpture in the foreground of the
tsukuba image, as well as nearby the bottom edge of the stand behind the sculpture.
Besides directly reducing the error rate, the iterative refinement also adjusts the
confidence maps, in that the confidence levels of reliable matches approach the value of
1.0 in successive iterations, which supports propagation of disparity values to nearby
pixels. The adjusted confidence maps are used in combination with the adaptive
weights to generate disparity values for filling of occlusions and inconsistencies in the
post-processing stage, allowing for further accuracy improvements.
Figure 5.3 shows reference views of the four standard Middlebury stereo datasets
along with the ground-truth disparity maps, disparity maps obtained using the
proposed method, and the corresponding absolute disparity errors. The error rates and
ranks on individual datasets are tabulated in Table 5.2, where the proposed method
is compared with the top-performing stereo algorithms listed on the Middlebury
benchmark’s website. In accordance with the benchmark’s evaluation methodology,
the error rates are computed for three categories of pixels in each dataset. These
categories include pixels in non-occluded regions ("nonocc"), all pixels for which the
true disparities are known ("all"), and pixels located around depth discontinuities
("disc"). Additionally, Table 5.3 contrasts the error rates achieved using the proposed
method with the error rates of the local stereo methods listed on the Middlebury
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(a) Reference image (b) Raw WTA matches (c) After cost filtering
(d) Initial disparity (e) Initial confidence (f) Disp. estimate, 3rd iteration
(g) Disparity, 3rd iteration (h) Confidence, 3rd iteration (i) Post-processed disparity
Figure 5.2: Evolution of the tsukuba disparity map during execution stages of
the proposed method. Inconsistent pixels are marked in red in figures (d) and (g).
Additionally, confidence maps prior to refinement and in the last (3rd) iteration of
refinement are shown; white indicates higher confidence values.
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benchmark that are capable of operating in real time.
The percentages of incorrectly assigned disparities achieved by the proposed method
in non-occluded regions are 0.89% on tsukuba, 0.23% on venus, 4.85% on teddy, and
2.05% on the cones dataset; correspondingly, the method ranks 8th, 42nd, 21st, and
2nd in the category of non-occluded pixels. When all three categories ("nonocc", "all"
and "disc") are considered, the proposed method achieves an average error rate of
4.46% and an average rank of 21.5, making it the 5th most accurate stereo algorithm
among approximately 150 methods listed on the Middlebury benchmark’s website
at the time of evaluation (March 24, 2014). With an error rate of 4.46%, iterative
refinement is also the top-performing method based on local minimization.
Out of the datasets used in the evaluation, lower ranked error rates are observed in
the case of the venus and teddy images. In the venus disparity map, errors can be seen
around the corner of the plane containing a newspaper page. Due to high similarity of
pixel intensities within the corner region, the bilateral filter cannot correctly determine
the boundaries of the newspaper plane, which results in unconstrained aggregation of
cost metrics, and the method is unable to distinguish some of the lighter, uniformly
colored background pixels from the pixels in the newspaper’s corner region. Likewise,
the strip of darker pixels next to the right edge of the plane containing the infographic
is falsely assumed to be a part of the painting in the background. The quantization
of disparities, an inherent aspect of matching using local stereo algorithms, is also
noticeable in the venus disparity map.
In the teddy disparity map, errors are concentrated in the region to the left of the
teddy bear with the periodic table of elements in the background and in the region
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Reference image Ground truth Disparity Absolute error
Figure 5.3: Results of the proposed stereo matching method on standard datasets
from the Middlebury stereo performance benchmark. Black pixels in the ground
truth images indicate regions for which no true disparity value is provided.
148
Ta
bl
e
5.
2:
T
he
to
p
15
m
os
t
ac
cu
ra
te
st
er
eo
al
go
rit
hm
s
ac
co
rd
in
g
to
th
e
M
id
dl
eb
ur
y
be
nc
hm
ar
k,
as
of
M
ar
ch
24
,2
01
4.
M
et
ho
d
Av
g.
ra
nk
1
Ts
uk
ub
a
Ve
nu
s
Te
dd
y
Co
ne
s
Av
g.
%
B
P
3
no
no
cc
al
l2
di
sc
no
no
cc
al
l
di
sc
no
no
cc
al
l
di
sc
no
no
cc
al
l
di
sc
T
SG
O
9.
6
0.
87
3
1.
13
1
4.
66
6
0.
11
6
0.
24
8
1.
47
7
5.
61
36
8.
09
16
13
.8
29
1.
67
1
6.
16
1
4.
95
1
4.
06
A
D
C
en
su
s
[1
47
]
13
.1
1.
07
18
1.
48
15
5.
73
21
0.
09
2
0.
25
11
1.
15
2
4.
10
15
6.
22
7
10
.9
13
2.
42
19
7.
25
14
6.
95
20
3.
97
A
da
pt
in
gB
P
[8
8]
16
.3
1.
11
21
1.
37
9
5.
79
23
0.
10
4
0.
21
7
1.
44
6
4.
22
17
7.
06
14
11
.8
17
2.
48
23
7.
92
27
7.
32
28
4.
23
C
oo
pR
eg
io
n
[1
17
]
16
.8
0.
87
5
1.
16
2
4.
61
4
0.
11
5
0.
21
5
1.
54
11
5.
16
29
8.
31
19
13
.0
24
2.
79
40
7.
18
13
8.
01
45
4.
41
It
er
at
iv
e
R
efi
ne
m
en
t
21
.5
0.
89
8
1.
45
14
4.
65
5
0.
23
42
0.
57
57
2.
31
36
4.
85
21
10
.4
33
12
.8
22
2.
05
2
7.
44
16
5.
88
2
4.
46
R
D
P
[1
48
]
21
.8
0.
97
11
1.
39
11
5.
00
11
0.
21
36
0.
38
26
1.
89
21
4.
84
20
9.
94
31
12
.6
20
2.
53
26
7.
69
20
7.
38
29
4.
57
M
ul
tiR
B
F
[1
49
]
22
.2
1.
33
44
1.
56
19
6.
02
30
0.
13
10
0.
17
2
1.
84
18
5.
09
27
6.
36
8
13
.4
28
2.
90
47
6.
76
8
7.
10
25
4.
39
D
ou
bl
eB
P
[8
6]
22
.7
0.
88
7
1.
29
6
4.
76
9
0.
13
11
0.
45
43
1.
87
20
3.
53
12
8.
30
18
9.
63
8
2.
90
46
8.
78
55
7.
79
37
4.
19
M
D
P
M
22
.8
1.
15
22
1.
59
22
6.
14
33
0.
14
16
0.
36
24
1.
52
10
3.
79
13
5.
78
5
11
.1
15
2.
74
34
8.
38
40
7.
91
40
4.
22
O
ut
lie
rC
on
f[
15
0]
23
.4
0.
88
6
1.
43
13
4.
74
8
0.
18
25
0.
26
13
2.
40
37
5.
01
23
9.
12
27
12
.8
23
2.
78
39
8.
57
46
6.
99
21
4.
60
Se
gA
gg
r
24
.6
1.
99
85
2.
39
76
8.
59
84
0.
12
7
0.
21
6
1.
68
13
2.
19
2
3.
73
1
7.
02
2
2.
16
8
6.
52
3
6.
37
8
3.
58
A
da
pt
iv
eG
F
27
.2
1.
04
14
1.
53
16
5.
62
16
0.
17
24
0.
41
34
1.
98
24
5.
71
39
11
.3
45
14
.3
36
2.
44
21
8.
22
34
7.
05
24
4.
98
SO
S
27
.7
1.
45
55
1.
63
26
7.
83
73
0.
21
34
0.
32
17
2.
29
35
3.
13
8
8.
45
21
9.
74
9
2.
43
20
7.
10
12
7.
02
22
4.
30
Su
bP
ix
Se
ar
ch
[1
51
]
28
.6
2.
04
89
2.
48
80
6.
40
40
0.
14
15
0.
40
33
1.
74
15
4.
00
14
6.
39
9
11
.0
14
2.
24
12
6.
87
10
6.
50
12
4.
18
Su
bP
ix
D
ou
bl
eB
P
[1
52
]
29
.1
1.
24
30
1.
76
39
5.
98
29
0.
12
9
0.
46
45
1.
74
15
3.
45
11
8.
38
20
10
.0
11
2.
93
49
8.
73
52
7.
91
39
4.
39
1
Av
er
ag
e
ra
nk
ov
er
al
ld
at
as
et
s
an
d
ca
te
go
ri
es
.
In
di
vi
du
al
ra
nk
s
ar
e
gi
ve
n
ne
xt
to
er
ro
r
ra
te
s
2
no
no
cc
=
no
n-
oc
cl
ud
ed
re
gi
on
s,
al
l=
al
lp
ix
el
s
w
ith
kn
ow
n
gr
ou
nd
tr
ut
h,
di
sc
=
de
pt
h-
di
sc
on
tin
uo
us
re
gi
on
s
3
Av
er
ag
e
pe
rc
en
ta
ge
of
in
co
rr
ec
tly
as
si
gn
ed
di
sp
ar
iti
es
ov
er
al
ld
at
as
et
s
149
Ta
bl
e
5.
3:
A
cc
ur
ac
y
of
lo
ca
ls
te
re
o
al
go
rit
hm
s
ca
pa
bl
e
of
re
al
-t
im
e
op
er
at
io
n,
as
lis
te
d
on
th
e
M
id
dl
eb
ur
y
be
nc
hm
ar
k.
M
et
ho
d
Ts
uk
ub
a
Ve
nu
s
Te
dd
y
Co
ne
s
Av
g.
%
BP
2
no
no
cc
al
l1
di
sc
no
no
cc
al
l
di
sc
no
no
cc
al
l
di
sc
no
no
cc
al
l
di
sc
It
er
at
iv
e
R
efi
ne
m
en
t
0.
89
1.
45
4.
65
0.
23
0.
57
2.
31
4.
85
10
.4
12
.8
2.
05
7.
44
5.
88
4.
46
D
TA
gg
r-
P
[1
53
]
1.
75
2.
10
7.
09
0.
24
0.
45
2.
59
5.
70
11
.5
13
.9
2.
49
7.
82
7.
30
5.
24
H
EB
F
[1
05
]
1.
10
1.
38
5.
74
0.
22
0.
33
2.
41
6.
54
11
.8
15
.2
2.
78
9.
28
8.
10
5.
41
C
os
tF
ilt
er
[1
43
]
1.
51
1.
85
7.
61
0.
20
0.
39
2.
42
6.
16
11
.8
16
.0
2.
71
8.
24
7.
66
5.
55
iF
BS
[1
54
]
1.
78
2.
10
7.
57
0.
31
0.
50
2.
17
7.
94
12
.8
17
.1
3.
07
8.
73
8.
46
6.
05
Fa
st
Bi
la
te
ra
l[
99
,1
03
]
2.
38
2.
80
10
.4
0.
34
0.
92
4.
55
9.
83
15
.3
20
.3
3.
10
9.
31
8.
59
7.
31
R
ea
lT
im
eB
FV
[1
02
]
1.
71
2.
22
6.
74
0.
55
0.
87
2.
88
9.
90
15
.0
19
.5
6.
66
12
.3
13
.4
7.
65
ES
AW
[1
00
]
1.
92
2.
45
9.
96
1.
03
1.
65
6.
89
8.
48
14
.2
18
.7
6.
56
12
.7
14
.4
8.
21
R
ea
lT
im
eG
PU
[9
8]
2.
05
4.
22
10
.6
1.
92
2.
98
20
.3
7.
23
14
.4
17
.6
6.
41
13
.7
16
.5
9.
82
D
C
BG
rid
[1
36
]
5.
90
7.
26
21
.0
1.
35
1.
91
11
.2
10
.5
17
.2
22
.2
5.
34
11
.9
14
.9
10
.9
0
1
no
no
cc
=
no
n-
oc
cl
ud
ed
re
gi
on
s,
al
l=
al
lp
ix
el
s
w
ith
kn
ow
n
gr
ou
nd
tr
ut
h,
di
sc
=
de
pt
h-
di
sc
on
tin
uo
us
re
gi
on
s
2
Av
er
ag
e
pe
rc
en
ta
ge
of
in
co
rr
ec
tly
as
sig
ne
d
di
sp
ar
iti
es
ov
er
al
ld
at
as
et
s
150
corresponding to the surface covered with newspapers, i.e., the ground plane. Due
to limited image resolution and the sampling that occurred during acquisition of the
teddy dataset, elements in the periodic table form repeating patterns and introduce
ambiguity into matching. With the gradient term strongly outweighing the color term
within the cost metric and severe truncation of gradient differences, the algorithm is
unable to make a correct choice between alternative matches, resulting in erroneous
disparity assignment. Increasing the impact of the color term within the cost metric,
while simultaneously relaxing the gradient truncation value, mitigates the problem of
mismatches caused by this repeating pattern. However, such an adjustment of the
parameters leads to a decrease in accuracy when used with the remaining datasets.
The challenges posed by the ground plane in the teddy image are two-fold. First,
the ground plane contains fine-scale repeating patterns, making it susceptible to
improper disparity assignment due to the absence of strong, definite minima in
matching costs, akin to the area by the teddy bear. Second, the ground plane is
slanted with respect to the image plane. Like many local stereo algorithms, the
proposed method operates under the assumption that scene surfaces captured by
the adaptive support windows are approximately parallel to the image plane, and in
that event pixels within these windows are likely to have a common disparity. This
assumption is explicitly implemented by the cost aggregation stage, where the layers
corresponding to distinct integer-valued disparity hypotheses are filtered independently.
Slanted surfaces violate this assumption and hence the accuracy of disparities within
the ground plane segment is limited.
Stereo matching results on the 2005 supplemental Middlebury datasets [155, 156]
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are shown in Figure 5.4, and the results on selected 2006 datasets are shown in Figure
5.5. The error rates obtained with and without the disparity filling operation are
listed in Table 5.4. Since the 2005 and 2006 Middlebury datasets contain images of
higher resolution and with broader disparity ranges than the standard datasets, results
using error thresholds of both 1 and 2 are given in Table 5.4. The set of parameters
used when processing the supplemental datasets is the same as the one used with
the standard datasets. With an error threshold of 1, the proposed method achieves
an average error rate of 17.35% with the disparity fill enabled, and 11.36% leaving
inconsistent areas unfilled. Setting the error threshold to 2, the error rates decrease to
12.53% with disparity filling and 7.5% without disparity filling. Significant errors are
observed in regions affected by the disparity filling operation, i.e., occlusions, areas
nearby image boundaries and inconsistently matched patches. Errors is these regions
amount to 35% and 40% of the overall error rate when the error threshold is set to 1
and 2, respectively.
Note that abnormally high error rates were recorded for the Midd1 (up to 52.32%),
Midd2 (up to 45.85%), and Monopoly (up to 40.15%) datasets (see Table 5.4 for a
more detailed listing of the error rates). The scenes depicted in the Midd1 (3rd row
in Figure 5.5), Midd2, and Monopoly (4th row in Figure 5.5) datasets, incorporate
planar, uniformly colored and weakly textured backgrounds that lack distinctive visual
features and thus do not allow for correct disparity assignment using the proposed
method. Uniformly colored and weakly textured surfaces are a well-known challenge in
stereo matching, where correspondences are selected based solely on the photometric
content of the input images. The case of uniformly colored and weakly textured planar
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surfaces, however, can be addressed by incorporating image segmentation and plane
fitting techniques into the matching process.
The average runtime of the stereo matching method recorded during the evaluation
is 16.175ms (6.5ms on tsukuba, 13.6ms on venus, and 22.3ms on both teddy and
cones datasets). When applied to 640 × 480 images with 60 disparity levels, the
proposed method is able to operate at 29.4 frames per second, which is equivalent
to evaluating 524.12 million disparity estimates per second (MDE/s). A comparison
of the speed and accuracy of real-time local stereo algorithms is given in Table 5.5.
Since runtimes of relevant methods are reported in the literature for arbitrary image
sizes, corresponding MDE/s metrics have been computed for each method by taking a
product of the image dimensions and the number of disparity hypotheses, and dividing
the result by the quoted runtime (in seconds). Additionally, the corresponding frame
rate estimates are given for the case of processing 640 × 480 images with 60 disparities.
The results demonstrate that iterative refinement achieves the highest frame rate
and processes the highest number of disparity estimates per second of all real-time
local stereo algorithms listed on the Middlebury benchmark 2.0 to date. Note, however,
that this outstanding performance is largely due to the use of NVIDIA’s latest graphics
card, the GeForce GTX TITAN Black. The TITAN Black offers more computing
cores than any of the cards named in Table 5.5, which provides high parallelism of
computations and enables high-performance stereo matching using iterative refinement
despite the fact that each core is clocked at a lower frequency than most of NVIDIA’s
previously released graphics cards. If the performance of the methods listed in Table
5.5 were to be assessed using the same graphics hardware, the proposed method is
153
Reference image True disparity Disparity (unfilled) Disparity (filled)
Figure 5.4: Disparity maps generated for the 2005 Middlebury datasets.
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Reference image True disparity Disparity (unfilled) Disparity (filled)
Figure 5.5: Disparity maps generated for selected 2006 Middlebury datasets.
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Table 5.4: Stereo error rates achieved on the 2005 and 2006 Middlebury datasets.
Dataset Fill rate (%)
% bad pixels (threshold = 1) % bad pixels (threshold = 2)
consistent all consistent all
Art 83.19 12.13 20.47 9.25 16.46
Books 91.16 11.92 18.11 7.02 12.66
Dolls 89.79 5.40 12.03 2.52 7.76
Laundry 85.82 11.27 18.38 5.58 10.63
Moebius 90.61 9.27 13.92 6.83 10.45
Reindeer 87.98 8.95 13.05 4.34 7.31
Aloe 89.82 3.57 7.55 2.11 5.43
Baby1 94.48 4.92 7.19 2.96 5.06
Baby2 94.80 5.19 7.27 1.43 3.34
Baby3 94.74 3.05 5.58 1.98 4.10
Bowling1 88.15 23.00 32.32 14.18 22.36
Bowling2 89.16 9.68 16.67 4.89 9.98
Cloth1 93.12 0.61 3.96 0.29 1.74
Cloth2 87.68 2.77 10.28 1.07 6.96
Cloth3 94.81 1.29 4.43 0.54 3.34
Cloth4 92.27 6.26 10.96 3.42 7.34
Flowerpots 94.65 14.59 17.85 7.16 9.29
Lampshade1 91.93 17.87 23.33 8.48 13.24
Lampshade2 84.78 14.98 25.17 8.82 17.96
Midd1 88.91 42.22 51.32 38.83 46.84
Midd2 85.16 33.35 45.84 29.49 40.92
Monopoly 79.03 21.81 40.15 20.61 37.38
Plastic 82.44 19.75 32.34 12.59 24.08
Rocks1 94.91 2.41 4.65 0.87 2.37
Rocks2 95.17 2.12 4.97 0.90 2.98
Wood1 91.92 11.96 14.16 5.43 7.30
Wood2 97.91 6.39 6.66 0.97 1.08
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Table 5.5: A comparison of speed and accuracy of real-time local stereo algorithms.
Method GPU MDE/s1 Frame rate2 Avg. % BP
Iterative Refinement Titan Black 542.1 29.41 4.46
DTAggr-P [153] GeForce GTX 460 186.3 10.11 5.24
HEBF [105] GeForce GTX 580 478.1 25.94 5.41
CostFilter [143] GeForce GTX 480 110.3 5.98 5.55
FastBilateral [99, 103] Tesla C2070 50.6 2.75 7.31
RealTimeBFV [102] GeForce 8800 GTX 114.3 6.2 7.65
ESAW [100] GeForce 8800 GTX 194.8 10.57 8.21
RealTimeGPU [98] Radeon X1800 52.8 2.86 9.82
DCBGrid [136] Quadro FX 5800 25.1 1.36 10.90
1 Number of disparity estimates per second ×106
2 Estimated frame rate on 640 × 480 images, considering 60 disparities
expected to rank among the most efficient stereo algorithms due to its computational
regularity.
Further performance gains in terms of frame rate can be achieved by decreasing
the window size in the refinement and disparity filling operations to 33 × 33 (a
filter radius of 16) and using 2 iterations of refinement. In this configuration, with
appropriately tuned parameters, the proposed method processes 640 × 480 images
(with 60 disparities) at 33.4 frames per second, while the average error rate on standard
Middlebury datasets is kept within 4.6%.
157
5.3 Evaluation using Middlebury 3.0 Benchmark
In the summer of 2014, a preliminary release of the Middlebury stereo performance
benchmark version 3.0 was made available to the researchers. The third version of
the benchmark introduced updates into the evaluation methodology and presented
imagery that poses a challenge to modern stereo matching methods. In this section,
changes in the benchmark from version 2.0 are discussed, and improvements to the
proposed stereo matching method are described that address some of the challenges
posed by the new datasets. Later in this section, the proposed method is evaluated
using the methodology and the datasets of the Middlebury 3.0 benchmark.
5.3.1 Changes from Version 2.0
The Middlebury 3.0 stereo performance benchmark provides 30 datasets of static
indoor scenes, for which sub-pixel accurate, i.e., floating-point, ground truth disparities
were obtained using structured lighting technique described in [157]. The precision
of the ground truth data is estimated to be within 0.2 pixel. At full resolution (5-6
megapixels for most of the datasets), the maximum disparity values range between
240 and 800 pixels. Compared to the previous version of the benchmark, where left
and right views in all of the datasets were acquired under consistent illumination and
camera settings resulting in highly photoconsistent images, radiometric distortions
were introduced into some of the new datasets by varying the lighting conditions
within the scene or by changing camera exposure times. To further increase the
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difficulty of matching, most of the new stereo image pairs are imperfectly rectified,
which manifests itself in vertical offsets between the corresponding points in each pair
of views. Perfectly rectified versions of the views most severely affected by imperfect
rectification are also included in the new datasets.
The datasets in version 3.0 are divided into a training set and a test set, each
containing 15 image pairs. The ground truth disparity maps for the training set are
distributed in a floating-point PFM image format as a part of the Middlebury stereo
evaluation software kit that can be used to asses the accuracy of a given stereo method
on the training set, for instance during parameter adjustment. The ground truth
disparity maps for the test set, on the other hand, are not disclosed and are used in the
online evaluation system at http://vision.middlebury.edu/stereo/eval3/. The
images, together with the corresponding occlusion maps and ground truth disparities,
are available in 3 resolutions (full size, half size, and quarter size), to allow for evaluation
of stereo algorithms that are not able to operate at full resolution, due to their high
computational complexity or high memory requirements. Note that discontinuity
maps are no longer provided, since the problem of aligning depth discontinuities with
object edges has been largely addressed in the state-of-the-art stereo algorithms.
The online evaluation system allows submission of results generated using both the
training and test sets. In contrast to version 2.0 which only accepts dense results, the
new benchmark gives researchers an option to additionally submit sparse/semi-dense
results that can be obtained, for instance, by leaving occlusions and inconsistencies
unfilled. Results are submitted in the PFM format to enable comparison with the
ground truth data. While the results can be submitted in half or quarter size, the
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evaluation is always performed at full resolution, upsampling the disparity maps
if necessary. By default, only non-occluded pixels ("nonocc") are included in the
evaluation; it is still possible, however, to perform evaluation using all pixels with
known ground truth disparities ("all"). The new benchmark defines a broader range
of stereo performance metrics. These include:
• percentages of bad pixels, i.e., pixels whose disparity assignment differs from
the ground truth disparity by a given threshold. Thresholds of 0.5, 1, 2, and 4
pixels are used. The corresponding metrics will hereafter be labeled as bad0.5,
bad1.0, bad2.0, and bad4.0, respectively.
• average absolute error (avgerr) and average root-mean-square error (rms) be-
tween the computed disparities and the true disparities,
• the 50th, 90th, 95th, and 99th error percentiles, i.e., values of the absolute
disparity error such that 50, 90, 95, and 99 percent of errors fall below these
values. These metrics will hereafter be referred to using the mnemonics A50,
A90, A95, and A99.
• matching time (time) in seconds recorded for individual datasets.
In the following sections, the bad*, avgerr, rms and A* stereo performance metrics
will sometimes be referred to as error metrics, and their values as error rates.
The new benchmark abandons the idea of generating a single global ranking of
stereo methods by averaging the ranks achieved on each of the datasets. In version 3.0,
multiple rankings are generated based on weighted averages of individual metrics over
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all image pairs in the training/test set, with the bad2.0 chosen as the default metric.
Currently, the majority of the datasets are assigned a weight value of 1.0, except for
the 5 most challenging image pairs in both training and test sets, whose impact has
been reduced by setting the weights to 0.5. Due to the floating-point representation of
disparities and the fact that the maximum disparity value typically exceeds the number
of intensity levels in grayscale images, the Middlebury 3.0 benchmark advocates color-
coding of disparity maps for the purpose of visualization. A commonly used Jet color
map is recommended that maps lower disparity values (background objects) to colder
colors, e.g., various shades of blue, and higher disparity values (foreground objects) to
hotter colors, such as yellow, orange, and red.
5.3.2 Improvements to Iterative Refinement
To address the challenges posed by the latest Middlebury datasets, a number of
improvements and modifications have been introduced into the proposed method.
The changes include a new cost metric that improves matching under radiometric
distortions, a modified refinement scheme that facilitates recovery of sub-pixel accurate
disparities, and a modified disparity filling operation capable of handling large unfilled
regions that frequently occurr when matching high-resolution images. In the following,
these changes are discussed in detail.
As described in section 4.2, the per-pixel matching costs evaluated by the proposed
method are weighted sums of dissimilarity terms based on both the intensity values
and local estimates of image gradients, respectively. While the gradient term provides
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a certain degree of invariance to radiometric distortions, since pixel dissimilarity
is computed with respect to the relative changes of intensities rather than using
intensities directly, it is clear that the presence of the intensity-based cost term will
cause invalid matches if the photometric consistency of the images is imperfect. In
order to improve matching under radiometric distortions the intensity component of
the cost metric is replaced with an alternative computed using census-transformed
input images.
The census transform [158], which operates on grayscale images, performs a series
of intensity comparisons between a pixel of interest and an ordered set of nearby pixels
to form a binary-valued census vector whose elements contain the results of individual
comparisons. Given a pair of census-transformed images, the dissimilarity of any two
pixels is assessed by computing the Hamming distance between the corresponding
census vectors, i.e., the number of bits at which the two vectors differ. Similarly
to the sums of absolute color differences in the initial formulation, the Hamming
distances are not allowed to exceed the truncation value τc. Note that global changes
in image intensities will not affect the census vectors, nor the resulting dissimilarity
metrics, as long as the pairwise pixel relations are preserved. This property makes the
dissimilarity term based on distance between census vectors a suitable component of
the matching cost if exposure and illumination changes are a possibility.
Rectangular 9 × 7 windows are considered when performing census transforms.
This way, each of the resulting census vectors can be compacted into a single 64-bit
integer, which minimizes the number of global memory reads necessary to compute the
cost volume. Using the TITAN Black graphics card, the computation of census vectors
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(a) Sample dataset (b) True disparity
(c) Intensity + gradient (d) Census + gradient
Figure 5.6: Stereo matching of images with radiometric distortions using the
cost metrics with and without the census term. Consistent disparities are shown;
disparity filling operation has been disabled.
takes about 0.37ms per every megapixel of image data, and on average amounts to
0.3% of the time necessary to match a pair of images.
The effects of including a census-based dissimilarity term in the matching cost are
illustrated in Figure 5.6. The disparity maps shown in the figure were generated using
the MotorcycleE stereo image pair included in the Middlebury 3.0 training set that
was acquired using different exposure settings of the cameras. Compared to the cost
formulation incorporating intensity and gradient differences, the formulation where
the intensity difference is replaced with the census distance produces disparity maps
with larger number of consistent disparities. The later also reduces the number of
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mismatches, which is due to the fact that the census distance effectively compares
windows rather than pairs of pixels, acting much like a cost aggregation scheme.
Matching with sub-pixel precision is made possible using a modified disparity
refinement operation that computes expected disparity values based on local estimates
of disparity gradients, followed by fitting of quadratic terms to cost values in order
to obtain a floating-point disparity assignment. Instead of averaging initial disparity
estimates within the support region, the refinement operation now generates predictions
of the disparity value at the pixel of interest using the disparity gradient information
at nearby pixels. Precisely, the disparity estimate D˜i(p) at pixel p is calculated as an
adaptively weighted average of individual predictions, i.e.,
D˜i(p) =
∑
q∈Ωp\p
w(p, q)F i-1(q)
[
Di-1(q) +∇Di-1(q)(xp − xq, yp − yq)T
]
∑
q∈Ωp\p
w(p, q)F i-1(q)
, (5.4)
where ∇Di-1(q) =
(
∂Di-1
∂x
(q), ∂Di-1
∂y
(q)
)
is the disparity gradient at pixel q ∈ Ωp \ p.
Equation (5.4) can be efficiently evaluated using the two-pass approach, similarly to
the cost aggregation and the originally proposed disparity refinement.
Once the disparity estimates and the corresponding cost penalties are known,
disparities are re-assigned and then adjusted by fitting a quadratic function to the
penalized costs. The fitting procedure samples the cost values at three discrete
disparities, i.e., the minimum-cost disparity and the two adjacent disparities, and
then calculates the coefficients of a quadratic function that fits the samples. The
axis of symmetry or, more specifically, the horizontal coordinate of the vertex of the
quadratic function, determines the sub-pixel accurate disparity value. Note that, since
the disparity update operation results in integer-valued disparities, fitting has to be
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Figure 5.7: Discrete (left) versus sub-pixel disparities/depths (right).
performed after each iteration of refinement. The fitting operations is also required
after the initial assignment of disparities.
The modifications that provide IDR with the capability to perform stereo matching
with sub-pixel accuracy result in minuscule time overhead. Computation of disparity
gradients requires no additional data to be fetched by the refinement kernels and
hence takes a negligible amount of time. Despite the fact that the kernel responsible
for quadratic fitting cannot take advantage of coalesced global memory reads, since
the memory access pattern depends on the disparity assignment, the fitting operation
constitutes only 0.3% of the total matching time.
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A comparison of disparity maps and depth models generated with and without
support for sub-pixel accuracy is given in Figure 5.7. It can be seen that the gradient-
based disparity refinement in combination with fitting of quadratic functions to cost
values greatly reduces the staircase effect in the disparity maps, resulting in smoother
depth models. Unlike the originally proposed refinement operation that favors fronto-
parallel surfaces where disparities are piece-wise constant, the version enhanced with
disparity gradient information encourages gradual transitions of disparities and avoids
flattening of the objects in the scene, which is key to accurate matching of slanted
surfaces. In particular, the cost penalties produced by the gradient-based refinement
enable the fitting operation to recover floating-point disparities that are consistent
with the orientation of the surfaces.
Through the course of experiments, it has also been observed that the originally
proposed disparity filling operation fails to generate valid fill values when the support
window does not extend over pixels with non-zero confidence or, if such pixels are
present in the support window, when the support weights are all zero. The former
frequently occurs in high-resolution images where the unfilled areas, the majority of
which are due to occlusions, are inherently large. The later pertains to the case of
isolated unfilled patches, where strong color dissimilarity zeroes the supports from
nearby pixels. In both cases the denominator of the bilateral filter equals or approaches
zero, which makes computation of fill values poorly conditioned.
In order to avoid this, a filling operation is used that propagates the most reliable
disparities along the rows of the disparity map. First, disparities with the highest
non-zero confidence are searched for by scanning to the left of each unfilled area within
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a radius of 32 pixels. If found, their values become the disparity assignments of unfilled
pixels; the confidence levels of these pixels are also overwritten with non-zero values.
To enable filling of large areas, the filling operation is iterated 3 times. Next, the
process is repeated, this time scanning to the right of unfilled areas. While filling from
the left has sound judgement when handling object occlusions, filling from the right is
necessary to generates fill values for unmatched regions next to the left boundary of
the image that cannot be filled otherwise. In addition, median filtering is applied prior
to every step of filling to eliminate salt-and-pepper mismatches and minor streaking
artifacts from the disparity map.
5.3.3 Evaluation Results
Following the recommendation of the benchmark’s creators, the disparity maps for
evaluation were generated at the highest resolution that the proposed method was able
to handle. In the case of IDR, the maximum resolution of the images being matched is
limited by the amount of global memory available to the GPU of the graphics hardware.
The 6GB of global memory that the TITAN Black graphics card is equipped with
allowed for processing of half-resolution datasets. On average, the method consumed
0.27GB of global memory per dataset when operating on quarter-size datasets; at
half-resolution, the average memory consumption per dataset increased to 2.03GB,
with some of the datasets requesting as much as 4.2GB. Up to 32GB of global memory
is required to process full-resolution images.
Modifications introduced into the proposed method made it necessary to adjust
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the values of the method’s parameters. This was accomplished by optimizing the
value of the default error metric (bad2.0) using the technique discussed in section 5.1.
In order to obtain a general-purpose set of parameters, i.e., a set of parameters that
provides accurate matching for a variety of scenes, the weights of individual datasets
were set to equal values. The optimization yielded the census/gradient difference
truncation values τc = 38.03 and τg = 2.51, and the cost term balance coefficient
α = 0.09 (91% of the cost value comes from the gradient term, 9% comes from the
census term). The resulting filter parameters are σR = 23.39 and σS = 7.69 in the
cost aggregation stage, and σ′R = 11.3 and σ′S = 17.2 in the disparity refinement stage.
The refinement is performed using the cost penalty coefficient λ = 0.0023.
Previews of the training datasets, their associated numbers of disparities, nominal
sizes in megapixels, and the corresponding ground truth disparity maps, along with the
disparity maps (both dense and sparse) generated using the proposed method are given
in Figures 5.8 and 5.9. Dataset name suffix ’E’ indicates changed exposure, ’L’ indicates
changed lighting, and ’P’ stands for perfect rectification. The sparse disparity maps
were obtained by thresholding the confidence maps (requiring a minimum confidence
of 0.1, rejecting pixels otherwise), and with the disparity filling disabled.
Average error rates computed in the non-occluded regions of the dense disparity
maps generated using the training datasets are quantified in Table 5.6. Detailed dense
results in non-occluded areas of individual datasets using the bad*, avgerr, and rms
error metrics are given in Tables 5.7 through 5.12. Average values of the error metrics
evaluated across all pixels of the dense disparity maps for which the ground truth
data are available follow in Table 5.13. Finally, in Table 5.14 average error rates are
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given of the sparse disparity maps in non-occluded regions. In each table, the results
of the proposed method are contrasted with the results achieved by other methods
that were listed on the Middlebury 3.0 benchmark’s website at the time of evaluation
(October 7, 2014). Ranks are given in small font next to error rates; the lowest error
rates are highlighted in bold font. Note that the tables containing the average error
rates are sorted alphabetically by the method name, whereas the tables containing the
results on individual datasets are sorted by the average error rate in ascending order.
Results on the training set demonstrate high accuracy of the proposed method. In
the case of dense results in non-occluded regions, IDR is the top-performing method
when percentages of incorrectly assigned pixels, i.e., the bad* metrics, are taken into
account. Choosing the error thresholds of 0.5, 1.0, 2.0, and 4.0 pixels, the corresponding
average percentages of pixels in error are 48.2, 27.6, 18.1, and 11.8%, respectively.
Examination of the bad* metrics computed for individual datasets reveals that IDR
ranks first in exactly 1/3 of the cases, simulteneously ranking among the top five, and
in most cases among the top three methods, on nearly all of the remaining datasets.
The proposed method achieves an average avgerr (absolute disparity error) of 5.33,
and an average rms (root-mean-square error) of 17.1 pixels, ranking third in both
cases. The two methods with the lowest values of the avgerr and rms metrics are the
half-size and the quarter-size variants of the semi-global matching (SGM) [118], which
outperform IDR by 0.04 and 0.5 pixels in the case of avgerr, and 0.01 and 1.2 pixels in
the case of rms. While the percentages of incorrectly assigned disparities are favorable
to IDR, it must be that the disparity errors at incorrectly assigned pixels have, on
average, higher magnitudes when compared to SGM. This hypothesis is supported
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Adirondack, 5.7Mpix
290 disp.
ArtL, 1.5Mpix
256 disp.
Jadeplant, 5.2Mpix
640 disp.
Motorcycle, 5.9Mpix
280 disp.
MotorcycleE, 5.9Mpix
280 disp.
Piano, 5.4Mpix
260 disp.
PianoL, 5.4Mpix
260 disp.
Pipes, 5.7Mpix
300 disp.
Dataset Ground truth Dense disparity Sparse disparity
Figure 5.8: Disparity maps computed for the Middlebury 3.0 training set (1 of 2)
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Playroom, 5.3Mpix
330 disp.
Playtable, 5Mpix
290 disp.
PlaytableP, 5Mpix
290 disp.
Recycle, 5.6Mpix
240 disp.
Shelves, 2.7Mpix
320 disp.
Teddy, 5.9Mpix
256 disp.
Vintage, 5.5Mpix
760 disp.
Dataset Ground truth Dense disparity Sparse disparity
Figure 5.9: Disparity maps computed for the Middlebury 3.0 training set (2 of 2)
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by the error percentiles: the lowest 50th percentile A50 is that of IDR, whereas the
lowest values of A90, A95, and A99 come from SGM. Dense results evaluated using all
pixels with known ground truth reflect the results in the non-occluded regions.
When sparse results are evaluated, the percentages of incorrectly assigned disparities
drop to 31.9, 11.7, 4.58, and 2.2%. The lowest error rates using the bad0.5, bad1.0,
and bad2.0 metrics are achieved by the full-resolution variant of SGM, while IDR
attains the lowest rates when the bad4.0 metric is considered, simultaneously ranking
third on bad0.5, and second on both bad1.0 and bad2.0. SNCC [165], a block-based
two-stage stereo matching method based on normalized cross-correlation, splits SGM
and IDR in the bad0.5 ranking. The advantage in accuracy of the full-resolution
SGM over IDR is expected, since IDR operates on half-size images which, due to
downsampling, carry less details than the full-size ones. At the same time, IDR
outperforms all other methods in terms of the average values of the avgerr and rms
metrics, which suggests that pixels with high-magnitude disparity errors are rejected
by the confidence thresholding operation. In addition, the fill rate, i.e., the percentage
of pixels with a disparity assignment, of IDR averages 74.28%, whereas the fill rates
of the full-resolution SGM and SNCC are 65.75% and 69.35%.
Furthermore, error rates on the MotorcycleE dataset (acquired with camera
exposure changed between the views), ArtL, and PianoL datasets (both acquired
under changing illumination) prove that the formulation of the per-pixel matching
cost combining census and gradient terms allows for robust matching in the presence
of radiometric distortions. In all three cases, the proposed method recovers highly
accurate disparity maps, performing particularly well on the MotorcycleE and PianoL
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datasets. Together with the Playtable and Shelves datasets, the PianoL is at the
same time among the datasets for which the highest error rates were recorded. One
of the views in the PianoL dataset contains an overexposure resulting in saturated
RGB triplets that cannot be reliably matched; high-magnitude disparity errors appear
in the overexposed area around the lamp. Results on the Playtable dataset, where
significant vertical offsets occur between the matching pixels, show IDR’s limited
capability to cope with imperfect rectification. Like most methods, IDR was designed
under the assumption that the matching pixels are confined within the corresponding
image scanlines. This assumption is most severely violated by the Playtable dataset.
If matching is performed on the perfectly rectified version of the Playtable, i.e., the
PlaytableP dataset, IDR is the top performing method with respect to every single
error metric. The scene shown in the Shelves dataset, on the other hand, contains
a uniformly colored, untextured wall that is prone to mismatches. Note that the
matches in the image regions corresponding to the wall, among which a significant
number are incorrect, are assigned low confidence values and are thus filtered out in
the sparse disparity maps of Shelves.
Disparity maps generated for the stereo pairs in the test set are shown in Figures
5.8 and 5.9. Low-resolution ground truth images are provided for reference that were
downloaded form the benchmark’s website. Note that the ground truth data for the
test set in the PFM image format, necessary to generate color-coded ground truth
images of the matching resolution, are not publicly available. Also note that the
color-coded previews of the ground truth disparity maps were generated based on the
true range of disparities, while the disparity maps obtained using IDR were color-coded
182
based on the computed minimum and maximum disparities, which may cause the two
to appear different in shade, even in the correctly recovered areas.
The corresponding quantitative results in tabular form are given in the order that
matches the order of the results on the training datasets. First, average values of the
error metrics computed for the dense disparity maps in non-occluded regions are given
in Table 5.15. Per-dataset results using the bad*, avgerr, and rms metrics are then
provided in Tables 5.16 through 5.21. Error metrics evaluated for the dense maps over
using all pixels for which the true disparities are known are given in Table 5.23. Table
5.22 contains error rates computed for the sparse maps in non-occluded regions.
IDR’s performance on the test set closely reflects the results achieved on the
training set. The average percentages of incorrectly assigned disparities achieved by
the proposed method using subsequent error thresholds of 0.5, 1.0, 2.0, and 4.0 pixels
are 52.1, 29.7, 18.1, and 12.7%. Correspondingly, IDR ranks first when the dafault
bad2.0 metric is considered, second using the bad0.5 and bad1.0 metrics (with the
full-resolution LPS [163] being the top-ranked method in both cases), and third using
the bad4.0 metric (right after quarter-size and half-size variants of SGM). If the error
percentages are evaluated over all pixels with known ground truth, individual ranks of
IDR remain largely the same with the exception of the bad4.0 metric, where IDR
ranks second, separating half-size and quarter-size SGM.
Exceptional performance of LPS on the test set comes from its two-stage operation
that combines local and global matching enhanced with plane fitting, and the ability to
handle imperfect rectification. In the first stage, sparse feature matching is performed
that allows for non-zero vertical disparities. The vertical disparities are then refined
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Australia, 5.6Mpix
290 disp.
AustraliaP, 5.6Mpix
290 disp.
Bicycle2, 5.6Mpix
250 disp.
Classroom2, 5.7Mpix
610 disp.
Classroom2E, 5.7Mpix
610 disp.
Computer, 1.5Mpix
256 disp.
Crusade, 5.5Mpix
800 disp.
CrusadeP, 5.5Mpix
800 disp.
Dataset Ground truth Dense disparity Sparse disparity
Figure 5.10: Disparity maps computed for the Middlebury 3.0 test set (1 of 2)
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Djembe, 5.7Mpix
320 disp.
DjembeL, 5.7Mpix
320 disp.
Hoops, 5.7Mpix
410 disp.
Livingroom, 5.9Mpix
320 disp.
Newkuba, 5.5Mpix
570 disp.
Plants, 5.6Mpix
320 disp.
Staircase, 5.2Mpix
450 disp.
Dataset Ground truth Dense disparity Sparse disparity
Figure 5.11: Disparity maps computed for the Middlebury 3.0 test set (2 of 2)
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and local disparity plane hypotheses are generated. Finally, disparities are assigned
through local plane sweeps around the hypothesized planes using SGM with narrow
disparity range and normalized cross-correlation as a cost metric. In the second stage,
the image is divided into tiles and plane information is propagated to adjacent tiles,
again using SGM. This approach enables LPS to outperform IDR with respect to
the most stringent metrics, i.e., bad0.5 and bad1.0, on the datasets with significant
rectification errors, or those that contain well-textured planar surfaces, such as the
Australia, Classrooom, and Crusade datasets.
The proposed method, on the other hand, exhibits unmatched accuracy in the cases
when the views contain fine scene structures, e.g., on the AustraliaP and Bicycle2
datasets, as well as on the ClassroomE dataset, which is one of the two datasets in
the test set that contain radiometric distortions. The DjembeL dataset, which is the
remaining one, illustrates a failure case where the cost metric of IDR does not allow
for robust matching. The views of the DjembeL scene were acquired under different
lighting conditions, in that an additional light source was used during acquisition
of the right view. As a result, reflections and shadows (absent in the left view)
appear in the right view that affect the census vectors and local gradient estimates,
preventing correct disparity assignment. Note that such a change in illumination, i.e.,
the appearance of an extra light source that only affects one of the views, is unlikely
to occur in applications of stereo matching, where the views are typically captured
using a pair of synchronized cameras.
At the same time, IDR achieves the lowest error rates on the Hoops and Staircase
datasets. It may be argued that these are the most challenging datasets in the test
195
set, since they contain weakly textured surfaces where transitions of pixel intensities,
if any, are barely noticeable. The census and gradient terms in the cost metric of
IDR capture even the slightest texture details and intensity transitions, reducing the
uncertainty when selecting matches, which ultimately enabled IDR to surpass other
methods.
Similarly to the evaluation on the training datasets, absolute and root-mean-square
disparity errors associated with incorrectly assigned pixels of the test images are
relatively high. With an average avgerr of 6.35 and rms of 21.8 pixels, the proposed
method ranks third despite having the lowest 50th percentile error. Again, the
thresholding of confidence values allows for high-magnitude errors to be excluded from
the sparse disparity maps, resulting in the top-ranking avgerr of 0.95 and rms of 2.1
pixels, and the lowest error percentiles among the evaluated methods. The fill rate of
IDR is 69.75%, while the full-size SGM and the half-size SNCC, both of which are
IDR’s competitors in the sparse rankings using the avgerr and rms metrics, achieve
the fill rates of 57.28% and 62.03%. Higher fill rates are only achieved by some of the
quarter-size methods. This is expected since operating on lower-resolution datasets,
which inherently contain less disparities, is more likely to produce disparities that fall
within the consistency threshold.
Matching times recorded for individual datasets in the training and test sets are
given in Tables 5.24 and 5.25, respectively. Achieving an average matching time
of 0.34s on the training set and 0.49s on the test set, the proposed method is the
fastest among those operating on half-resolution images and in the global ranking is
outperformed only by the SGBM1 and SGBM2 methods (OpenCV’s [164] single-pass
196
and two-pass reimplementations of Hirschmuller’s SGM), both of which operate on
quarter-size images. While IDR evaluates 800% of the number of disparity hypotheses
evaluated by SGBM1 and SGMB2 (doubling the image dimensions results in 4 times
as many pixels and twice as many disparities), the two methods attain efficiency gains
of only 19% and 51% over IDR.
Increased execution times were observed during matching of the Jadeplant and
Vintage images in the training set, and the Classroom*, Crusade*, and Newkuba
images in the test set, all of which contain broad spectra of disparities. Since
cost aggregation using the two-pass approximation of the bilateral filter cannot be
performed in-place, as there exists no inter-block synchronization mechanism in CUDA,
the proposed method requires two cost volumes to be allocated in the global memory
of the graphics hardware. One of these volumes serves as an auxiliary buffer and is
used solely to store intermediate filtering results, i.e., the results of the vertical cost
aggregation step. The two-pass bilateral filter is efficiently evaluated by sweeping
through the layers of the volumes using two kernel calls (first reading from the primary
volume and writing to the auxiliary one, then reading from the auxiliary volume and
writing back to the primary one), each time loading the guidance data necessary to
compute the filter weights. In case of the said datasets, allocation of the auxiliary
cost volume was not possible, due to the size of allocation exceeding the amount of
available memory, or due to the fragmentation of the global memory space.
To overcome memory limitations when matching images with high number of
disparities, the auxiliary cost volume is replaced with an auxiliary image sized to store
a single layer of the filtered cost. In this event, the cost is aggregated in a layer-by-
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layer manner by alternating calls to the vertical and horizontal filtering kernels. Note,
however, that multiple invocations of the filtering kernels result in increased number
of global memory reads due repetitive reloading of image data necessary to guide the
filter, which is the reason for the observed time overhead. Assuming that the amount
of global memory on the graphics card was sufficient to perform cost aggregation in
the usual way, i.e., using two cost volumes, the projected matching times are 0.35s
for Jadeplant, 0.52s for Vintage, 0.64s for Classroom*, 0.54s for Crusade*, and 0.4s
for Newkuba, which translates to an average time of 0.29s on the training set, and
0.43s on the test set. In applications where the computational efficiency is critical,
additional improvements in matching times can be obtained by reducing the filter
radius in the cost aggregation step from 32 to 16 pixels. This modification results in
an average matching time of 0.21s per dataset (30% improvement in computational
efficiency) and leads to an average bad2.0 error of 17.4% (%3.57 decrease in accuracy
with reference to the variant with larger filter radius), when evaluated on the half-size
training set.
After the official submission of the results to the benchmark’s website, a number of
updates to the method were proposed that allowed for further reduction in error rates.
To mitigate the detrimental effects of imperfect image rectification, a more robust
cost metric was obtained by integrating the information from adjacent scanlines. In
particular, improvements in accuracy of matching were observed in the case when the
costs were computed by choosing a minimum per-pixel dissimilarity metric associated
with every triplet of vertically connected pixels, each of which includes the pixel of
interest and its two immediate neighbors located above and below. Note that, when
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costs are computed by considering such triplets of pixels, the vertical component of
the gradient difference present in the formulation of the per-pixel dissimilarity metric
provides largely redundant information and, in some cases, may result in increased
error rates. For this reason, it is advised that the gradient differences be computed
using only the x-components of the gradients at the pixels under consideration.
It was later observed that enhancing the two-pass bilateral filter with disparity
gradient information may, in certain cases, result in incorrect disparity estimates in the
refinement stage. Specifically, if the disparity predictions produced by the horizontal
pass contain erroneous values, so will the gradient estimates in the horizontal pass,
which contributes to amplification of errors. A solution is to perform refinement in a
hybrid way, i.e., using the disparity gradient information in the vertical pass and then
simply adaptively averaging the estimates in the horizontal pass. In contrast to the
refinement operation that does not employ gradient-based prediction, including center
pixels when computing expected disparity values is advantageous, as these contain
disparity evidence required to calculate the disparity gradients at the neighboring
pixels. Using the previously described cost computation scheme in combination with
6 iterations of hybrid disparity refinement, the average default error metric (bad2.0)
achieved on the training datasets dropped to 15.4%, which corresponds to an 8.33%
increase in accuracy compared to the version published online. The most significant
improvement was seen in the case of the Playtable dataset (an instance of imperfect
rectification), where the error rate decreased from 49.7% to 39.3%.
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Figure 5.12: Structure reconstruction pipeline
5.4 Application in Structure Reconstruction
To demonstrate the applicability of IDR in the problem of structure reconstruction,
a reconstruction process shown in Figure 5.12 is implemented that employs the
proposed method. The reconstruction pipeline contains three functional blocks:
the stereo matching block, the motion estimation block, and the depth map fusion
block; successive frames acquired using a calibrated stereo rig are fed into the stereo
matching and motion estimation blocks. In the following, the functional blocks of
the reconstruction pipeline are discussed in detail and geometric models (in the
form of point clouds) resulting from structure reconstruction are provided for visual
assessment.
The stereo matching block contains the proposed method that was configured to
reject inconsistent matches. While inconsistencies in the disparity maps, which are
predominantly caused by object occlusions, can be overwritten using the disparity fill
operation, it is not recommended to include disparities generated using the fill operation
in the process of reconstruction, as these are only informed guesses regarding the true
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disparity and are likely to introduce errors. The stereo matching block performs stereo
image rectification by resampling the images according to a precomputed coordinate
mapping, such that the epipolar lines become coincident with the scanlines in both
images. As discussed in section 2.5, this mapping is constructed to simultaneously
eliminate image distortion caused by the camera lenses.
The motion estimation block, which accepts a sequence of stereo frames and the
corresponding disparity maps as inputs, implements a variant of the bundle adjustment
process [166] designed to recover the motion parameters of the stereo rig traveling
through the scene. The scene is assumed to be static. To obtain initial estimates of the
motion parameters, feature detection and tracking is first performed on the incoming
frames. Using the provided disparity maps and the disparity-to-depth mapping
calculated at the time of calibration of the stereo rig, a set of correspondences between
world points is calculated from the set of feature matches. The point registration
technique given in [167] is then used to compute a sequence of rigid transformations
characterizing the motion of the cameras between subsequent frames. In order to
identify and reject the correspondences associated with mismatched features, the
registration is iterated within the random sampling consensus framework [168].
Since depth information is available, the motion parameters, i.e., the rigid trans-
formations obtained through point registration, are appropriately scaled. Note that,
if no depth information was provided, estimation of motion parameters would still
be possible from the fundamental matrices. In that event, however, the rigid trans-
formation can only be recovered up to an unknown scale. Once known, the motion
parameters of both cameras and the world points used in registration are jointly refined
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Xij XC = Xij −Cj XR = RjXC Xv = R(v)XR Xˆij = Xv/Zv Xˆij
Cj Rj v
Camera translation Camera rotation Rotation adjustment Projective division
Figure 5.13: Decomposition of the camera projection process for motion estimation.
The vector Xi denotes the i-th world point and Xˆij denotes its projection in the
view of the j-th camera. The translation vector Cj and the rotation matrix Rj
encode the position and the orientation of the camera; v and R(v) are the minimal
rotation vector and the corresponding rotation matrix. Vectors XC , XR, Xv
are the intermediate results of applying camera translation, camera rotation, and
rotation adjustment operations to Xi; Zv is the z-ccordinate of Xv.
by minimizing the reprojection errors in all frames using the Levenberg-Marquardt
algorithm. The projective action of the camera on the world points is decomposed as
shown in Figure 5.13, making it possible to adjust the orientation of the camera by
applying an incremental rotation matrix in each iteration of the minimization. As
previously discussed in section 2.3.2, it is convenient to parametrize the incremental
rotation matrix by a minimal rotation vector. For small adjustments, the derivative
of the reprojection error with respect to the minimal rotation vector takes a simple
linear form (for details, see for example [169] p. 43).
Finally, the camera motion parameters are used in the depth map fusion block
to merge individual disparity/depth maps. The fusion operation renders a sequence
of disparity maps onto the image plane of a chosen reference view. This is done by
converting image coordinates and disparity values to points in the world’s coordinate
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frame, transforming the resulting points into the coordinate system of the reference
view, and then inverting the disparity-to-depth mapping to obtain projections of the
world points in the reference view. While there exist sophisticated techniques that
combine multiple depth hypotheses at each pixel of the reference view by considering
the visibility of image features [170–172], a simple technique is used here that averages
the depth hypotheses, simultaneously rejecting those that significantly deviate from
the mean depth at each pixel.
An offline approach to structure reconstruction is taken, where the frames captured
using the stereo camera setup are first written to video files and then processed
in batch. Reconstruction is demonstrated using two distinct video sequences. The
Playroom sequence [173], for which the ground truth disparities are known, depicts a
synthetic, i.e., computer-generated, scene of a playroom. This scene was rendered into
the views of a moving ideal stereo camera setup, resulting in distortionless video frames
that can be matched without prior rectification. The artificial cameras operated at
the resolution of 640× 480 pixels, at which the common focal length was 761 pixels,
corresponding to a 45.5◦ horizontal field of view. Displaced by 88.9mm, the cameras
produced disparities of up to 60 pixels. The Warrior sequence, named after the statue
of a Terracotta Army warrior present in the scene, was acquired at the laboratory of
the Perceptual Systems Research Group at the UNL, in 2014, using a handheld stereo
setup of PointGrey Research Flea3 FL3-U3-13S2C-CS cameras. At the resolution of
640× 480 pixels, the focal length of the cameras after stereo image rectification was
determined to be 425 pixels (a horizontal field of view of 85◦). With a 61.86mm offset
between the cameras, the disparities do not exceed 80 pixels. Ground truth disparity
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maps are not available for the Warrior sequence.
Camera trajectories extracted from both video sequences are shown in Figure
5.14 along with approximate models of the underlying scene structure. Results of
structure reconstruction on the Playroom sequence are given in Figure 5.15. Disparity
estimates from frames 20 - 70 were integrated to obtain a merged disparity map and
a corresponding model of the scene in the form of a dense point cloud. Frame 45 was
chosen as a reference point; the ground truth disparity map at the reference frame and
the point cloud computed using the ground truth data are provided for comparison.
Point clouds recovered from selected frames of the Warrior sequence are presented in
Figure 5.16. Each point cloud was generated by fusing disparities within a bundle of
11 frames centered in time at the frame of interest. In Figure 5.17, these models are
placed in a common coordinate frame to obtain a global model of the scene captured
in the Warrior sequence; flat-colored point clouds are additionally shown in the figure
to illustrate the alignment of the partial models1.
Whereas the evaluation using the Middlebury benchmark proved that the proposed
stereo matching method achieves high accuracy on still frames, the experiments with
structure reconstruction from video sequences reveal that the method benefits from
integrating disparity information from multiple views. Paired with motion estimation
and depth map fusion techniques, the proposed method is capable of acquiring coherent
models of the scene that extend beyond the viewing frustum of a single frame. In
particular, the depth map fusion operation provides occlusion handling capabilities,
1Motion estimation and depth map fusion software was provided by Dr. Eric Psota, Research
Assistant Professor at the Department of Electrical Engineering, University of Nebraska-Lincoln.
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Figure 5.14: Camera trajectories extracted from the Playroom (top) and Warrior
sequences. Views equally spaced in time are shown with the corresponding frame
numbers. Approximate models of the scenes were generated by mapping the pixel
coordinates and the disparities sampled at regularly spaced points within the
reference views (highlighted in red) to world coordinates.
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(a) Reference view (frame 45) (b) True disparity
(c) Disparity at frame 45 (d) Merged disparity (frame 45 ± 25 frames)
(e) Point cloud using true disparity (f) Point cloud using merged disparity
Figure 5.15: Results of structure reconstruction using the Playroom sequence
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Figure 5.17: A global model of the scene in the Warrior sequence.
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contributes to an increase in density of matches by generating valid disparity values
for unfilled pixels, and opens a possibility to cross-check depth hypotheses using
the visual evidence from multiple views. With the availability of real-time motion
estimation techniques resulting from the recent advances in simultaneous localization
and mapping (SLAM) [174], the proposed method is a suitable choice for applications
that require efficient, accurate, and robust processing of stereo videos.
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CHAPTER 6
Conclusion
Since the publication of Lucas and Kanade’s influential paper [11], which marked the
beginning of the field of visual correspondence, stereo matching remains one of the most
actively studied problems in computer vision. A plethora of stereo matching methods
have been proposed in the past three decades and this dynamism of developments in
stereo matching is still seen today. However, very few of these methods are able to
operate at frame rates required by practical applications due to the prohibitively high
computational complexity of the matching process.
Recently, several methods were developed and implemented on graphics hardware
normally used for computer gaming that claim near real-time or real-time operation
[100, 102, 103, 105, 136, 143]. The use of graphics hardware allows for the match-
ing to be performed in a massively parallel way, leading to drastic speedups when
compared to sequential implementations on conventional general purpose processors.
To fulfill memory access requirements of the graphics hardware and fully utilize its
computational potential, these efficient methods often employ simplified operations,
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trading accuracy for speed.
In the previous chapters, a new method was presented that enables real-time
stereo matching with high accuracy. This method is constructed upon a cost filtering
framework and uses a two-pass approximation of the well-known bilateral filter to
perform adaptive aggregation of matching costs efficiently. Furthermore, the proposed
method introduced a novel refinement technique that iteratively applies the said
two-pass bilateral filter and probabilistic reasoning in order to identify and overwrite
erroneous disparities. Through penalization of low-confidence matches and reassign-
ment of disparities, the refinement technique significantly improves the accuracy of
the initial solution. The refinement technique can be paired with any local method
that maintains a cost volume to enhance disparity maps. Lastly, this method relies
on a cost formulation that incorporates a weighted sum of pixel dissimilarity metrics
computed using the gradients and census transforms at the pixels under consideration.
Such a formulation of the cost metric guarantees robust matching, even if the input
images are far from being photometrically consistent. The parameters of the proposed
method have been adjusted through particle swarm optimization to achieve better
accuracy.
Using the latest datasets and the evaluation methodology delivered by the widely
accepted Middlebury stereo performance benchmark, the proposed method has been
extensively evaluated and determined to provide high accuracy of matching. Specifi-
cally, the method was shown to be the top performer when evaluating the percentage
of pixels with the disparity error greater than 2 (at the nominal image resolution).
When other accuracy metrics were evaluated, including the percentages of incorrectly
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assigned disparities with different error thresholds, the average absolute disparity
error, and the root-mean-square error, the proposed method was among the top five
and, more often, among the top three methods listed on the Middlebury benchmark at
the time of evaluation. The use of the cost metric based on both gradient information
and census transforms – in combination with the two-pass bilateral filter in cost
aggregation – results in accurate initial solutions with well-defined object boundaries.
The method is capable of capturing fine details in the disparity maps, even in areas
with minimal texture details and minuscule color transitions. In addition, the results
have shown that the two-component cost metric allows the method to maintain its
accuracy in the presence of radiometric distortions, particularly under inconsistent
camera exposures.
Subsequent accuracy improvements are achieved through iterative application of
the refinement procedure to the initial solution. While the parameters of the bilateral
filter used in cost aggregation enforce alignment of disparity discontinuities with the
image edges, the filter in the refinement stage is configured to enforce local consistency
of disparities. The use of larger filter radius in the refinement also aids in resolving
ambiguous matches. Finally, incorporating gradient information into the refinement
operation was shown to provide sub-pixel accurate disparities that transition smoothly
along slanted surfaces, reducing the staircase effects in the disparity maps.
The proposed method has been designed to allow computations at individual
pixels to be performed independent of other pixels whenever possible, simultaneously
supporting sharing of data among neighboring pixels to avoid excessive reads from
the memory of the graphics hardware. Profiling data indicate that the method
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evaluates approximately 542 million disparity estimates per second when executed on
the NVIDIA GeForce TITAN Black graphics card, which is equivalent to matching
640× 480 images with a frame rate of 30FPS. Note, however, that this was possible
by fixing the window size of the the bilateral filter in both the cost aggregation and
disparity refinement stages at 33× 33 and 67× 67 pixels, respectively. Also note that
processing high-resolution images may require larger windows.
The key weakness of the proposed method is its limited scalability. Even with fixed
filter windows, both the computational complexity and memory requirements of the
method are linear in the product of image dimensions and the number of disparities.
Since the number of disparities is typically proportional to the dimensions of the
images, doubling the images size will likely result in cubed memory requirements
and execution times. In the view of the recent availability of ultra-high-definition
image sensors and an ongoing trend towards increasing their resolution beyond today’s
standards, the issue of scalability remains an open challenge in stereo matching.
Addressing the issue of scalability is suggested as a direction for future work.
One way to do so is to first perform superpixel segmentation on the input images,
match the resulting superpixel representations, and then compute fine-scale updates
to the initially obtained disparities to arrive at a full-resolution disparity map. By
using superpixel segmentation, the size of the images can be reduced from millions
of pixels to hundreds or thousands of superpixels. Matching of superpixels, however,
will likely lack the computational regularity of matching arrays of ordinary pixels,
which is quintessential for accelerating computations using graphics hardware. It is
also unclear whether the existing superpixel segmentation algorithms, when applied
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independently to both input images, are able to produce superpixel representations
that can be reliably matched. Further investigation is needed to answer if superpixel
segmentation and initial matching can be performed jointly, such that superpixels
are constructed in a way that maximizes both the local similarity of intensities and
photometric consistency between the two images. Integrating temporal disparity
evidence into matching, yet without relying on motion estimation or assuming rigidity
of the scene, is another possibility for future work. While temporal stereo matching
has previously been approached, for instance, in [136, 175, 176], the body of work on
this problem remains surprisingly small.
The proposed method expands stereo matching to reflect a more sophisticated
model of human vision, and was shown to allow for highly accurate matching. Offering
high accuracy of matching and real-time operation, the proposed method is expected
to find applications in robotic navigation and 3D video surveillance, and could be a
component of high-performance structure reconstruction algorithms. Remarkably, this
high accuracy is achieved without requiring any contextual knowledge of the scene
or performing plane fitting. The author believes, however, that the future of stereo
matching lies in the integration of additional disparity evidence into the process of
matching. Such disparity evidence can be derived from supplementary sensory data
or through analysis of the scene using machine learning. It is noteworthy that, unlike
many methods, the design of the proposed method allows for additional disparity
evidence to be included into matching. Supported by auxiliary sensors and enhanced
with machine learning, stereo matching has the potential to provide camera-equipped
machines with the ability to fully comprehend the world around them.
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