Abstract-Linear index coding can be formulated as an interference alignment problem, in which precoding vectors of the minimum possible length are to be assigned to the messages in such a way that the precoding vector of a demand (at some receiver) is independent of the space of the interference (non sideinformation) precoding vectors. An index code has rate 1 l if the assigned vectors are of length l. In this paper, we introduce the notion of strictly rate 1 L message subsets which must necessarily be allocated precoding vectors from a strictly L-dimensional space (L = 1, 2, 3) in any rate 1 3 code. We develop a general necessary condition for rate 1 3 feasibility using intersections of strictly rate 1 L message subsets. We apply the necessary condition to show that the presence of certain interference configurations makes the index coding problem rate 1 3 infeasible. We also obtain a class of index coding problems, containing certain interference configurations, which are rate 
1 l if the assigned vectors are of length l. In this paper, we introduce the notion of strictly rate 1 L message subsets which must necessarily be allocated precoding vectors from a strictly L-dimensional space (L = 1, 2, 3) in any rate 1 3 code. We develop a general necessary condition for rate 1 3 feasibility using intersections of strictly rate 1 L message subsets. We apply the necessary condition to show that the presence of certain interference configurations makes the index coding problem rate 1 3 infeasible. We also obtain a class of index coding problems, containing certain interference configurations, which are rate 1 3 feasible based on the idea of contractions of an index coding problem. Our necessary conditions for rate 1 3 feasibility and the class of rate 1 3 feasible problems obtained subsume all such known results for rate 1 3 index coding.
I. INTRODUCTION
Index Coding, introduced in [1] , considers the problem of efficiently broadcasting a set of messages available at a source, to a collection of receivers each of which already has a subset of the messages (called side-information) and demands certain other subset of messages. Based on the configuration of the messages available as side-information and the demand sets, the general index coding problem is classified into various types including unicast [2] (with disjoint demand sets), uniprior [3] (with disjoint side-information sets), and the most general groupcast index coding problems (arbitrary side-information and demand sets).
Formally, the general index coding problem, called a groupcast index coding problem, consists of a broadcast channel which can carry symbols from F, along with (i) A set of T receivers (ii) A source which has messages W = {W i , i ∈ {1, ..., n}}, each of which takes values from F, (iii) For each receiver j, a set D(j) ⊆ W denoting the set of messages demanded by the receiver j, (iv) For each receiver j, a set S(j) ⊆ W\D(j) denoting the set of side-information messages available at the j th receiver. A scalar linear index code of symmetric rate 1 L (for some integer L ≥ 1) for a given index coding problem consists of an encoding function
to some L-length codeword which is broadcast through the channel, as well as decoding functions at the receivers which use the codeword and the available side-information symbols to decode the demands. Optimal scalar linear codes are those which have the least L (i.e, the highest rate). The landmark paper [2] famously connected the length L of an optimal index code to a quantity called minrank associated with the sideinformation graph related to the given single unicast index coding problem (in which each receiver has a single unique demand). Computing the minrank is NP-hard too, but several approaches have been taken to address this problem, most popularly via graph theoretical ideas to bound the maximum rate (see, for example, [1] , [2] , [4] - [6] ). The techniques used in these works to derive bounds on maximum rate naturally lead to constructions of (scalar and vector) linear index codes. Following [7] , [8] , the encoding function of a scalar linear index code can be expressed as
where V i is a L-length vector over F called the precoding vector assigned to W i . Finding a scalar linear index code of length L (i.e., with a feasible rate 1/L) is equivalent to finding an assignment of these V i s to the n messages such that the receivers can all decode their demanded messages. In [7] , a necessary and sufficient condition for index codes of rate 1 2 was presented based on the structure of the interference (messages not available as side-information), which is modeled using a conflict graph. Consequently, a polynomial time algorithm to identify the feasibility of rate 1 2 (or equivalently, minrank two) for a given index coding problem was given in [7] .
Unlike the rate 1 2 feasibility problem which has a polynomial time solution, the rate 1 3 feasibility problem was shown to be NP-hard [9] , when the finite field is fixed. A simple necessary condition for rate 1 3 feasibility was given in [2] . A class of rate 1 3 feasible index coding problems was shown in [7] . In [10] , a stricter necessary condition was derived than what was previously known in [2] . In addition, a larger class of index coding problems which are rate 1 3 feasible was presented, which include those given in [7] . Both the necessary and sufficient conditions obtained in [10] are based on the following two ideas (i) conflict hypergraphs, which preserve all the required information in the index coding problem (as opposed to conflict graph) (ii) type-2 alignment sets, which are special subsets of messages which must necessarily be assigned vectors from a two dimensional space.
In this work, we make further progress on the rate 1 3 index coding problem. Our contributions are as follows.
• Strictly rate [10] . We build on these results in this paper. For a set of vertices A ⊆ W, let V E (A) denote the vector space spanned by the vectors assigned to the messages in A, under the specified encoding function E.
Definition 1 (Interfering sets and messages, conflicts). For some receiver j and for some message
W k ∈ D(j), let Interf k (j) W\(W k ∪ S(j)) denoteIf A = φ, we define V E (A) as the zero vector. A message subset A is said to be L-dimensional (under the code E) if dim(V E (A)) = L.
Definition 2 (Resolved conflicts). For a given assignment of vectors to the messages (or equivalently, for a given encoding function E), we say that all the conflicts are resolved if
It can easy to show that successful decoding at the receivers is possible if and only if all the conflicts are resolved [10] . We alternatively refer to a collection of messages by only their indices (for example, {W 1 , W 2 } is referred to as {1, 2}).
Definition 3 (Conflict hypergraph). The conflict hypergraph is an undirected hypergraph with vertex set W (the set of messages), and its hyperedges defined as follows.
• For any receiver j demanding any message
connected by a hyperedge (shown dotted in our figures), which is denoted by
It was shown in [10] that the conflict hypergraph sufficiently captures the essence of the index coding problem.
Definition 4 (Alignment graph and alignment sets - [7] A. An interference configuration and its strictly rate 1 
L feasible subsets
Here, we will present an interference configuration, which is termed as a Square pyramid interference configuration (SPIC) for which we identify strictly rate 1 L feasible subsets. Further such configurations and their properties are studied in [11] . Fig. 1 The following lemma gives the properties of a SPIC set. Fig. 1 [11] . Now, we will give three examples of sets (Corollary 1,2, and 3) which satisfy the condition in Theorem 3. The proofs for these corollaries are available at [11] , except for Corollary 2 which is a straightforward application of Theorem 3.
Lemma 1. A SPIC set W SP IC as shown in
Corollary 1 (Result from [10] {14, 1, 3, 15, 4}, {2, 1, 3, 5, 4},  {2, 6, 7, 5, 8}, {9, 6, 10, 11, 8} and {9, 12, 10, 11, 13} are all SPIC sets. The pair-wise intersections in the same sequence are {1, 3, 4},{2, 5},{6, 8} and {9, 10, 11} respectively, and all such intersections are strictly rate 1 infeasible. The messages within any ellipse interfere at a receiver demanding the message mentioned in the ellipse. For instance the messages {14, 1} interfere at a receiver demanding W 4 , and so on. 1 3 FEASIBILITY In this section, we introduce the notion of contraction of an alignment edge and contraction of an index coding problem. We show that an index code for the contraction of an index coding problem can be extended to that of the original index coding problem. We also give a sufficient condition in terms of Xtype-2 sets in the maximal contraction of an index coding problem for the original index coding problem to be rate 1 3 feasible.
IV. A SUFFICIENT CONDITION FOR RATE

Definition 12 (Contraction of an alignment edge). An alignment edge connecting two vertices (messages) W i and W j which are not in conflict is said to be contracted by identifying the vertices as a single vertex thereby making all the edges (alignment edges and conflict hyperedges) that were incident on W i and W j now incident on the newly created vertex.
When we contract any alignment edge, note that we get a derived index coding problem with one less the number of messages. The derived index coding problem is completely characterised by the contracted alignment graph and the correspondingly altered conflict graph. We can envision a sequence of such derived index coding problems, obtained by a sequence of contractions of the alignment set of the original problem, each with one lesser message than the previous. Abusing the definition, an index coding problem I is said to be a contraction of an index coding problem I if it is obtained by a finite sequence of contractions of the alignment edges of I. The following definition captures the maximal cases after which we cannot contract anymore.
Definition 13 (Maximal Contraction of an Index Coding Problem). Let I be a given index coding problem. Let I max be an index coding problem obtained by a sequence of contractions of I, such that any two messages of I max connected by an alignment edge are also in conflict in I max . Then I max is said to be a maximal contraction of I.
Clearly there could be multiple distinct maximal contractions of a given index coding problem, depending on the sequence of alignment edges which are contracted. Proof: We only show the code assignment for I from a code for I , and claim that such an assignment resolves all conflicts. For the complete proof, the reader is directed to [11] .
WLOG, we assume that I is obtained from I by a single contraction of an alignment edge. Let W = (W 1 , ..., W n ) denote the vector of messages in I.
WLOG, consider that symbols W n−1 and W n in I were contracted to get I . We denote the new symbol (vertex) which is created as the message W n−1 . The vector of messages, the demand sets, the side-information sets and the interfering sets of I (denoted as W , D (j), S (j), and Interf j (k) respectively) can be obtained from those of I by replacing W i : 1 ≤ i ≤ n − 1 with W i : 1 ≤ i ≤ n − 1, and replacing W n with W n−1 . We note that the number of receivers remains unchanged in I .
Let E be the encoding function of a solution to I . Thus we must have
where V k is the vector which is assigned to W k in E . Consider the encoding function E for I defined as follows.
Please see [11] for the feasibility of this assignment.
We now give the main theorem in this section which subsumes prior results on rate 
then there is no conflict between any two messages in
Proof: Once again, we give the code assignment only and leave the proof of feasibility to [11] . We will give a solution to index coding problem I and then apply Lemma 2 to extend the solution to the actual index coding problem I. For notational convenience, we will drop the dash associated with the variables corresponding to the index coding problem I (We will however refer to index coding problem as I ). Let W i , 1 ≤ i ≤ r denote the Xtype-2 sets of I . By assumption, we have
Note that the condition (c) implies that there is no alignment edge between any two messages in W i ∩ W j , as I is a maximal contraction.
Consider a graph which has r vertices, where each vertex represents an Xtype-2 set. There is an edge between two vertices in this graph, if the two Xtype-2 sets intersect in one or more messages. We will refer to this graph as the Extended Type-2 Intersection Graph (ETIG). We will first assign vectors to the edges in ETIG and then use that in turn to come up with an assignment for the messages in I .
The algorithm to assign vectors to the edges of the ETIG is as follows. We start with the assumption that the edge set is non-empty, else the algorithm terminates straightaway. We repeat the below steps until all edges have been assigned vectors.
1: Pick an unassigned edge e ij between vertices i and j. Let V i denote the set of vectors already assigned to edges incident on vertex i and similarly V j . 2: Suppose both sp(V i ) and sp(V j ) are not 2-dimensional, then assign a random 3 × 1 vector to the edge. 3: Suppose exactly one of sp(
Then, a random 3 × 1 vector from sp(V i ) is assigned to the edge. 4: Suppose both sp(V i ) and sp(V j ) are 2-dimensional. Then, a 3 × 1 vector from the intersection sp(
is assigned to the edge. Such a vector always exists in the intersection since both sp(V i ) and sp(V j ) are 2-dimensional subspaces of a 3-dimensional space. At the end of the algorithm, each vertex with degree at least one in ETIG has a set of vectors associated with edges incident on them, the span of which is either 1-dimensional or 2-dimensional. An example ETIG and assignment of vectors to the edges in the graph is illustrated in Fig. 3 . We now describe the procedure to assign vectors to the messages in the index coding problem I . 1) Firstly, vectors are assigned to the messages in the intersections of Xtype-2 sets. We assign the same vector to all the messages in the intersection W i ∩ W j . We pick the vector which was assigned to the edge which joined the vertices corresponding to i th and j th Xtype-2 set in ETIG and assign it to all the messages in the intersection W i ∩ W j . This step is repeated for all intersections of Xtype-2 sets. 2) At the end of the above step, the messages in W i s maybe partially assigned. To assign vectors to remaining messages (if such non-assigned messages exist) in the Xtype-2 sets W i s, we consider the following three subcases: a) For any i, if there is just one index j such that W i ∩ W j = φ, then we have assigned only one vector to W i at the end of step 1). Let the vector be denoted by v
1 . Now, we pick another 3 × 1 random vector v b) For any i, if there is more than one index j such that W i ∩ W j = φ, then we have assigned a 2-dimensional space to messages in W i at the end of step 1). To each of the remaining messages in W i , we assign a random vector from the same 2-dimensional space. c) For any i, if there is no index j such that W i ∩W j = φ (corresponds to isolated vertices in ETIG), then we first pick a randomly generated 2-dimensional space. Then, we assign a random 3 × 1 vector in the 2-D space to each message in the i th Xtype-2 set.
3) For all other messages in I (not in Xtype-2 sets), we assign a random 3 × 1 vector. For the proof of feasibility, the reader is directed to [11] . 
