stratosphere. Early work by, for example, Sawyer [1961] and Thompson [1978] provided evidence for large-scale inertial waves in the lower stratosphere and more recently, Kitamura and Hirota [1989] emphasized the importance of radiosonde observations in their study of inertial-scale disturbances over Japan. Radiosonde soundings are carried out daily on a world-wide basis, providing a wealth of information on winds, temperatures, and humidity. One reason why radiosonde measurements have been little used in wave studies is that measurements are reported and archived at relatively infrequent height intervals, leading to poor height resolution. Recently, however, the Australian Bureau of Meteorology began routinely recording and archiving high-resolution data from radiosondes, with pressure, temperature and relative humidity measurements made every 10 s, or about 50 m in altitude. These data are ideal for investigations of wave energies and power spectra in the troposphere and lower stratosphere.
The Australian soundings are taken once or twice per day from stations whose locations vary from the tropics to the Antarctic. The observations also cover a significant spread of longitudes in the Australian sector. By suitably combining measurements made at a. range of longitudes in relatively narrow latitude bands it is possible to build up a climatology of wave activity which is not biased by localized source effects, such as topography. Here we explore the extent to which this extensive data set of high-resolution radiosonde measurements can contribute to solving some of the problems described above.
Section 2 of this paper details some background theory as well as discussing the state of current saturation models of temperature fluctuation spectra. In section 3 the radiosonde data set that was used, the analysis procedures that were employed, and the possible sources of measurement errors are described. Vertical wavenumber power spectra of normalized temperature fluctuations are presented in section 4 as are estimates of the total gravity wave energy density, E0, which is an important component of the Fritts and VanZandi [1993] parameterization scheme. A discussion of the results is given in section 5 followed by the conclusions in section 6. The consequences of radiosonde temperaturesensor response time with regards to measurement accuracy are described in an appendix. 
Gravity Wave Power Spectra Theory
and where f = f/N, p is the slope of the one-dimensional frequency spectrum, and B0 is given by FV93. The best estimate of p from the literature is 5/3 and this value will be assumed hereinafter. In obtaining (6), three assumptions have been made: first, the threedimensional energy spectrum is assumed to be separable in rn, w, and •b; second, the one-dimensional frequency spectrum is assumed to be of the form B(w) or w -p where p is 5/3; third, the Boussinesq approximation is assumed valid since this is used in obtaining (5). The normalized temperature variance from a given height interval is easily measured, and (6) will be used in a later section to calculate the gravity wave energy density. A more typical analysis of radiosonde temperature measurements involves calculating vertical wavenumber power spectra of normalized temperature fluctuations. These, together with results derived from other experimental techniques, provide a good picture as to the nature and shape of vertical wavenumber gravity wave fluctuation spectra. Generally, a high-wavenumher "tail" region, displaying a -3 power law form and having approximately invariant spectral amplitudes, is observed and this is separated from the low-wavenumher source-dependent region by the so-called characteristic wavenumber m.. Spectral amplitudes in the low-wavenumber region can increase with height but must do so in accordance with wave action conservation. The typical observed shape is well represented by the modified-Desaubies form, A(•u), first introduced by VanZandt and Fritts [1989] .
The spectral amplitudes of the high wavenumber "tail" region have been predicted by several authors on the basis of the physical mechanism thought most important in causing gravity waves to saturate. When theoretical uncertainties are taken into consideration, however, these predictions are difficult to differentiate, and for the purposes of this paper the saturation limit of Smith et al. [1987] will be used as a convenient reference. The purpose of spectral analysis in this paper is not so much to confirm the agreement between theory and experiment, something that appears to have been accepted already, but rather to study how the shape and amplitudes of vertical wavenumber power spectra can vary with geographic position and time. The extent of these variations is not well known at present and the available data set of high-resolution radiosonde measurements is ideal for addressing the problem. Details of the experimental data that were used are provided in the following section. 
Experimental Data and Analysis

Procedures Radiosonde Measurements
The Australian Bureau of Meteorology launches one or two radiosondes per day from 36 meteorological stations and has recently begun archiving these measure- algorithm cannot be applied to unequally spaced data such as this.
The approach used here was to interpolate the measurements at 50-m intervals using cubic spline interpolation and to assume that the calculated power spectrum was not significantly different from the spectrum that would be found were the original data points equally spaced. In order to be confident of this, however, a comparison was made between vertical wavenumber power spectra of radiosonde normalized temperature fluctu- theless, for the data used here, it is argued that even this distortion is small when compared with the much greater distortion caused by the relatively slow response of the radiosonde's temperature sensor at stratospheric heights. The response time is peculiar to the type of sensor used and, if large enough, will prevent the radiosonde from accurately measuring rapid changes in temperature as the balloon moves vertically. The measured power spectra can, however, be corrected and this correction procedure will now be discussed.
Radiosonde Instrumental Response
It is well known that a temperature sensor will behave in such a way that the rate of change of the sensor's temperature is proportional to the difference between the temperature of the sensor and that of its surrounding environment [Fritschen and Gay, 1979 where Ts is the sensor temperature, T is the environmerit temperature, and r is defined as the response time constant. The value of r is peculiar to the type of sensor used and to the environment in which it is placed. The response of a given temperature sensor to any time-varying environment temperature T(t) is completely defined by (9). The steady state response to a sinusoidally varying environment is of particular importance, however, since this describes a filter function, I(w), which relates the environment or input spectrum X(w) to the measured spectrum X•(w) according to Xs(w) = I(w)X(w) at each angular frequency w [e.g., Bath, 1974] . Here X(w) and X,(w) refer to the Fourier transforms of T•(t) and T(t), respectively, rather than their power spectral densities. If I(w) is known then the environment spectrum can be recovered from the observed spectrum since X(w) = X•(w)/I(w).
Consider the case of a balloon which rises at constant vertical velocity V0 and carries a temperature sensor with known response time r. Suppose also that the sensor is measuring a background or environment temperature profile that is sinusoidally dependent upon height z but is independent of time, that is, The height-averaged response times were found to lie between 7 and 8 s within the 17 to 24-km altitude range and between i and 2 s within the 2 to 9-km altitude range. The response times were not constant within these ranges but may be considered as constants to good approximation. This point is discussed further in the appendix and is not believed to result in serious errors, despite the fact that r was assumed to be constant in the derivation of (12). Since the response time is small within the troposphere, the correction to the observed power spectrum, for the wavenumber range that is being investigated here, is marginal. As a result the correction technique will only be applied to stratosphere power spectra.
In Figure 4 the mean vertical wavenumber power spectra of normalized temperature fluctuations observed at Adelaide (35øS, 139øE) for both summer and winter months within the altitude range 17-24 km are presented. Also plotted are the corrected power spectra, as defined by (12), where r was obtained using the technique described in the appendix and where an average V0 was used since the balloon ascent velocity is known for each individual temperature profile. We believe that the corrected spectrum provides the best estimate of the true normalized temperature power spectral density. All of the stratosphere power spectra that are presented and discussed in the following sections will have undergone this correction procedure. terized by an increase in frontal activity at ground level. were obtained using (6) and (7) where ½,2 is simply the area under the relevant power spectrum and where an averaged Vaisala-Brunt frequency, N, was used. Estimates of t and m./27r, and hence c, also, were found using the Levenberg-Marquardt least squares curve-fitting algorithm with a fitting function given below.
Power Spectra and Energy Density
F(m) -F0 1 q-(m/m,)t+• (13)
The three unknown parameters, F0, m,, and t, were obtained by fitting to monthly mean spectra and then averaging these estimates over all time. Table 3 field anisotropy, cannot be estimated from radiosonde temperature measurements alone.
The spectral parameter, t, for stratosphere power spectra was found to be consistently smaller than 3, the expected value from linear saturation theory. However, this parameter for troposphere power spectra was found to be very close to 3 at most stations. Recall that each stratospheric power spectrum has been corrected for spectral distortion that is believed to be associated with the radiosonde's temperature sensor response time. The troposphere power spectra have not undergone this correction procedure, however, since the response time is small at tropospheric heights. It is possible that estimates of t within the stratosphere are biased since there is some uncertainty as to the correct value for r. The characteristic wavelength, 27r/m,, was found to be close to 2.5 km within both the troposphere and the lower stratosphere. Therefore the difference between characteristic phase speeds, c,, within the two regions is determined mainly by differences in N. The gravity wave energy density is generally larger within the troposphere than the lower stratosphere, although observations from Gove, Darwin, and Willis Island provide exceptions.
The total gravity wave energy density, as estimated using (6), is chosen here as the measure for gravity wave activity. Time and latitude variations of the wave field are best studied using this parameter. Figure 7 displays contours of E0 as a function of time and latitude for both the troposphere and the lower stratosphere. These were obtained by averaging the data into 1-month bins for six of the seven latitude bands that were described in Table 2 . Data from Davis were not included since these were not available over the full 12-month period. The energy densities of Figure 7 were calculated from the areas under monthly mean vertical wavenumber power spectra. Thus they refer to the total energy den- The seasonal variations of troposphere wave activity are, surprisingly, not well correlated with those in the stratosphere. At middle latitudes (30øS to 40øS) a small peak in wave activity is seen during winter months but the variation is much smaller than that observed in the stratosphere. However, at lower latitudes (10øS to 30øS) a strong peak in energy density is observed between July and November which is in contrast with the stratosphere case where the maximum is found between December and February. This sudden increase in tropospheric wave energy does not coincide with particular meteorological events, nor can it be associated with any Figure 7 . Generally, the yearly averaged energy density (Table 3 ) is found to decrease with latitude so that the highest values are observed at the low-latitude sites. This is particularly noticeable within the stratosphere, although it is less obvious at tropospheric heights. The trend can also be seen in the power spectra of Figure 6 .
The variation of gravity wave energy density with height and time can be examined using the radiosonde data from each station. Figures 8, 9 , and 10 present time-height contours of normalized temperature variance and total gravity wave energy density observed at Gove, Adelaide, and Davis which were chosen to represent low-, middle, and high-latitude sites, respectively. These were obtained by calculating the normalized temperature variance within 4-km intervals for each observed temperature profile which had continuous measurements up to at least 24 km. The measurements were then averaged into 1-month bins giving a 6 by 12 array of variance data. Finally, the energy densities were obtained using (6) and (7) and the contours were calculated after bilinear interpolation. Also plotted (Figures  11, 12, and 13) 
•-•,• (•',-•7)•'/(M-1) for all i such that zi is in the 1 appropriate height range where •P'i -(7•-•(zi))/•(zi)
and where M is the number of data points that lie within this height range. Since the data are partitioned into 4 km height bins the energy densities refer to energy densities of gravity waves within the wavenumber range 2.5 x 10 -4 cycles per meter to approximately 0.01 cycles per meter. Therefore they are not strictly comparable to the energy densities of Figure 7 since these refer to waves within a slightly larger wavenumber range.
The time-height contours of temperature observed at It is often assumed that the small-scale temperature variations of the type discussed here are caused by gravity waves, an interpretation we have followed. While the vertical wavenumber spectral slopes are in the general range predicted by recent theories, the assumption that all temperature fluctuations are due to waves needs to be carefully examined, especially within the troposphere. Processes such as convection and inversions cause fluctuations on single profiles that are either difficult to distinguish from wave activity or difficult to remove from the background temperature profile. Both of these factors are likely to explain the large values of E0 that are found within the lowest 4-km height bins of the time-height contour plots (Figures 8, 9, and 10 The large increase of gravity wave energy density observed within the low-latitude troposphere (Figure 7) between July and November may also be explained in a similar manner. Low-altitude temperature inversions are more common at low latitudes during these months. As an example, Figure 2 shows the temperature profiles observed at Darwin between July 20 and July 29 and between January 20 and January 29. The profiles observed during July show strong temperature inversions between i and 3 km. Such strong inversions are less evident in the corresponding profiles from January. These inversions must contribute to the observed normalized temperature variance between 2.0 and 9.0 km during July and similar inversions are found at all other low-latitude stations. As a consequence, the total gravity wave energy density within the 2.0 to 9.0 km altitude range will be overestimated at these stations. Whether this is sufficient to explain the large increase described in Figure 7 is not known. Although they are not shown here, the power spectra calculated for both months are of similar shape but larger spectral amplitudes are found during July, particularly at the smallest vertical wavenumbers.
In the stratosphere it is more certain that small-scale temperature fluctuations are due to gravity waves. Kitaraura and Hirota [1989] , for example, show that the temperature and wind fluctuations in the lower stratosphere are consistent with the polarization relations of inertia-gravity waves. We find that, except for the Antarctic station of Davis, the stratospheric spectral amplitudes and slopes are generally consistent with theoretical expectations, and seasonal changes occur predominantly within the source-dependent region of the spectrum.
The spectral amplitudes in the stratosphere at Davis are interesting since they are smaller, particularly at the lowest vertical wavenumbers, than those observed at other stations. The spectral slopes are also more shallow than at other stations. In contrast, the spectral amplitudes within the troposphere are consistent with those found elsewhere which would appear to eliminate weak wave source activity as a cause. An alternative possibility is that the wave spectrum in the lower stratosphere is influenced in some way by the strong background zonal winds that are found over Davis (e.g., as proposed by Fritts and Lu [1993] ). Generally, these are larger than at any other station studied in this paper. However, the zonal winds over Davis do show a strong seasonal variation with a maximum occurring during This diagram, together with Figure 7 , emphasizes the annual cycle in wave activity at low latitudes which is out-of-phase with wave activity at midlatitudes. In all seasons, but especially in summer, there is a strong equatorward gradient in energy density, with E0 increasing by a factor of about 5 from polar to equatorial latitudes. These results agree well with other studies in the northern hemisphere. Kitamura and Hirota [1989] found that wave activity in the midlatitude lower stratosphere over Japan maximized in winter, and that wave activity increased toward the equator. Lidar studies at altitudes of 35 km over western Europe also show an annual cycle of temperature variability with a winter maximum and an equatorward gradient in the temperature fluctuations [Souprayen, 1993] .
It is possible that Kelvin waves or other equatorially trapped waves have made sizeable contributions to the normalized temperature variances that were observed at low-latitude sites. Without wind velocity measurements, however, it is impossible to study the polarization of waves, and we are therefore unable to determine the significance of this contribution. suggests that the method of analysis is not significantly influencing these results. The enhancements of wave energy density near the tropopause may be indicative of gravity wave "supersaturation" in this region. VanZandt and Fritts [1989] proposed that vertically propagating waves, upon encountering a sudden increase in atmosphere stability, will have larger than saturation amplitudes over a distance of approximately one vertical wavelength. This arises due to the N dependence of vertical wavenumber as defined by the gravity wave dispersion relation. Furthermore, the energy that is dissipated as waves return to their saturation amplitudes can result in enhanced wave drag provided that the spectrum of waves is azimuthally anisotropic [VanZandt and ].
The "supersaturation" hypothesis as well as other possible explanations for these results will be discussed elsewhere.
Conclusions
A climatological study of gravity wave activity based on a data set of high-resolution radiosonde measurements has been presented. The utility of radiosonde data in gravity wave studies has also been investigated in some detail. It was found that the radiosonde temperature sensor's slow response at stratospheric heights can cause significant spectral distortion at high vertical wavenumbers. A correction technique was developed to address this concern.
The advantage of using radiosonde measurements for gravity wave research is their extensive geographic and temporal coverage. This allows estimates of important spectral parameters to be made which are not biased by where (A1) has been used and where h was determined using the mean temperature and pressure profiles observed at Adelaide during December 1991. Atmosphere density was calculated from the temperature and pressure measurements using the ideal gas equation and the sensor ventilation rate was taken to be equivalent to the mean balloon ascent velocity.
In the work by Turtiainen [1991a, p. 5] temperature sensor response times were measured using a radiosonde in flight where the step function increase in environment temperature was generated using a heating element attached to the sonde. The results, however, were consistently smaller than the corresponding theoretical values which were calculated using C1 and C2 given above. This leads to the conclusion of the report which states that "the response time of RS80 temperature sensor in flight was found to be equal or less than the theoretically computed values presented in the earlier reports."
Thus it appears that (A1) with C• = 0 and C2 = 782 is overestimating the temperature sensor response time within the lower stratosphere given that all measurements by Turtiainen [1991a] were made at pressures that were less than or equal to 44 hPa. As a result of the above problem we believe that it is more appropriate to find C• and C2 for the stratosphere by fitting (A1) to the results presented by Turtiainen [1991a] . We have done this for the 12 measurements of response time r that are given in this report and have been made at various different pressures, temperatures, and ventilation speeds. The parameters were found to be C• = -2.2 and C2 = 724.4 and the height dependence of r using these parameters has been plotted in Figure 15 where h was determined, as before, from the mean pressure and temperature profiles observed at Adelaide during December 1991. Clearly, this new curve is not strictly valid near ground level since it underestimates the ground level measurements of r. Nevertheless, it does provide a superior fit to those mea- The method that has been chosen in order to obtain values for the parameters C• and C2 is not the only plausible procedure. Given the available information, however, we believe that it provides the best estimates of r within the lower stratosphere. Nevertheless, our approach may result in nonnegligible errors for the response time estimates. These are difficult to quantify and will affect the high-wavenumber spectral slope, t, of corrected power spectra which, as a consequence, may be biased in some way. It is important to note, however, that the spectral parameters m,, c,, and E0 will not be significantly affected by this problem. As a result, only estimates of t from stratosphere power spectra need be treated with some caution. The simulated fluctuation profile was spectrally analyzed using the Blackman-Tukey algorithm and was further modified using (12) where r was given by the height-averaged response time between 17 and 24 km. Although not shown here, the resultant power spectrum was found to be in good agreement with the original model spectrum. This indicates that (12) is valid to good approximation over 7-km altitude intervals if r is given by its height-averaged value.
