Abstract. We are interested in diagonal perturbations of a periodic Jacobi operator that introduce embedded eigenvalues in its essential spectrum. Embedding multiple points in the essential spectrum has been known to be difficult, given that eigenvalues are destroyed easily by small perturbations. However, given a finite or countably infinite set of points within an absolutely continuous band of the original periodic operator (subject only to a very weak non-resonance condition) we are able to construct a diagonal perturbation that preserves the essential spectrum and places eigenvalues in all of those points.
Introduction
We consider a Jacobi eigenvalue equation. In other words, with boundary condition u(−1) = 0 we consider the difference equation (1) (H 0 u)(n) := a n+1 u(n + 1) + a n u(n − 1) + b n+1 u(n) = Eu(n), n ≥ 0, where the {a j , b j } are real sequences indexed by j ≥ 1 with a j assumed to be positive. Alternatively, we can view this eigenvalue equation in terms of a operator on ℓ 2 (Z ≥0 ). We also consider perturbations of this equation, namely, (2) (Hu)(n) = (a n+1 +a ′ n+1 )u(n + 1)+(a n +a Let us assume in addition that the a j and b j sequences are periodic with period q ≥ 1. Then through basic Floquet theory, we know that the essential spectrum of the operator H 0 consists of q absolutely continuous bands.
We are interested in perturbations that induce embedded eigenvalues in the absolutely continuous bands of the periodic Jacobi operator. This has been a topic that has received recent interest: see [3, 4, 9] for papers on this problem that have appeared in the past couple of years. For other operators, most prominently the Schrödinger operator, the list of papers on these eigenvalue-producing perturbations of periodic operators include [6] [7] [8] 10] . This problem is a natural progression of the classical problem (which goes back to the 1920s with [11] ) of finding perturbations of free operators that induce eigenvalues in the essential spectrum.
We introduce a perturbation that induces eigenvalues in a chosen set of points within an absolutely continuous band of a given periodic Jacobi operator. This set of points can be finite or countably infinite. Indeed, the only restriction we require on this set is a weak non-resonance condition. This is a very significant improvement over previous results in the literature. Eigenvalues are in a sense very fragile, and so forcing multiple embedded eigenvalues to appear simultaneously is often challenging. Compare for instance the result in [4] , which introduces a perturbation that can only produce two embedded eigenvalues.
We remark that perturbing a periodic operator is much more challenging that perturbing a free operator. In particular, this means our construction is more delicate than the construction 1 for the free perturbed Schrödinger operator in [1] 1 . We use the generalized Prüfer variables in [6] rather than the standard Prüfer variables, and this makes several parts of the proof more complicated. A significant technical difficulty of our proof is in bounding decaying oscillatory terms that involve these generalized Prüfer variables. Through careful analysis, we determine that the positive parts of these decaying oscillatory terms cancel out the negative parts well enough for our purposes.
This paper is a companion paper to [10] . Indeed, our construction is very similar. However, the proof that the construction produces the desired set of eigenvalues is more difficult in the Jacobi setting compared to the continuous Schrödinger setting in [10] . The technical reason is that some key terms in our construction can be bounded by a constant in the continuous case, but in the Jacobi setting those same terms are bounded by a term that grows like ε ln n for small positive ε and as n → ∞. For this reason ensuring that our solutions remain ℓ 2 requires more delicate handling compared to the continuous Schrödinger setting.
In Section 2, we will state precisely our main results. In Section 3 we will prove an auxillary result about how sufficiently small perturbations of a periodic Jacobi operator will produce no eigenvalues in the absolutely continuous bands. Section 4 contains some important bounds on certain important terms in our construction involving the generalized Prüfer variables. It is in this section that we see why the perturbed periodic Jacobi setting is more challenging than the perturbed free setting and periodic continuous setting. Finally, in Section 5 we introduce explicitly our perturbation and prove that it produces the desired embedded eigenvalues.
Main results
Recalling the equation (1) we denote
Let E ∈ (a k , b k ) and ϕ be the Floquet solution of q-periodic operator. Suppose
where p(n) is a real q-periodic function and k(E) ∈ (0, π) is called the quasimomentum (q is the period for a n , b n ). Sometimes, we omit the dependence on E.
1+n . Let H be given by (2) . Then there exists no non-trivial
1 + n as n → ∞ and the Hu = E j u has an ℓ 2 (Z ≥0 ) solution with boundary condition
and Hu = E j u has an ℓ 2 (Z ≥0 ) solution with boundary condition
Generalized Prüfer transformation and proof of Theorem 2.1
This section is a summary of the generalized Prüfer variables developed in [9] . In (1), we have a Jacobi matrix J with coefficients a n > 0, b n ∈ R, viewed as an operator H 0 on ℓ 2 (Z ≥0 ). We consider also its perturbation, a Jacobi matrixJ with coefficients a n +a ′ n > 0, b n +b ′ n ∈ R, and viewed as an operator H on ℓ 2 (Z ≥0 ). Consider, for E ∈ R, a solution ϕ of the eigenvalue equation H 0 ϕ = Eϕ. In other words,
We also consider an eigensolution u for H,
We define γ(n) as the argument of ϕ(n). In other words,
We can ensure uniqueness of γ by setting
Note that ϕ is complex, and is linearly independent with its complex conjugateφ. On the other hand, we assume that u is a real-valued eigensolution.
We now introduce Z(n). Our Prüfer variables will be define as the argument and absolute value of Z(n). It is defined as follows:
By linear independence of ϕ andφ and reality of u, (9) uniquely determines Z(n). The Prüfer amplitude R(n) > 0 and Prüfer phase η(n) ∈ R are defined as
We will also need a version of the Wronskian. For two sequences f, g, we have
Since ϕ, ϕ are linearly independent solutions of (6), by constancy of the Wronskian, we have
for some real nonzero constant ω. Thus,
We can use Wronskians to invert (9) to get
Theorem 3.1 (Theorem 5 of [9] ). Prüfer variables obey the first-order recursion relation
Remark 3.2. In this paper, we assume a
n . Since a n , b n are periodic, a n , a n + a
We define the Prüfer amplitude R and the Prüfer phase η by
In that case, we have
Note the following bound on R(n):
Proof. The left inequality simply follows from (10) . The right inequality follows from (15) and the Cauchy-Schwarz inequality.
Let us set a ′ j = 0 for all j. This changes Theorem 3.1 into a much simpler formula,
Using (20) and (18) we have
Also, starting with (20) and multiplying by Z(n)e iγ(n) we obtain
Dividing the real part by the imaginary part for both sides of the above equation, we get
Proof of Theorem 2.1. Suppose u is an eigensolution with corresponding E ∈ (a k , b k ). By Theorem 3.1,(16) and (18), we have
This implies that
Thus for large n 0 , and n > n 0 , we have
This implies for large n,
This contradicts u ∈ ℓ 2 (Z ≥0 ) by Proposition 3.3.
Some preparations for constructions
We always assume a ′ n = 0. In this section, we indicate the dependence on E; thus we will write R(n, E), Z(n, E), η(n, E) and γ(n, E). Let θ(n, E) = η(n, E) + γ(n, E).
By (22) 
. We will add another equation to complete our construction:
We will construct b ′ n piecewisely. Let H 0 be the periodic operator with Jacobi coefficient sequences a n , b n and H 0 + b ′ Id be the perturbation with coefficient sequences a n , b n + b
Then there exist constants K(E, A), C(E, A) (independent of v, n 0 and n 1 ) and perturbation b ′ (n, E, A, n 0 , n 1 , v, θ 0 ) such that for n 0 − v > K(E, A) the following holds:
, and
Solution for E: the solution of (H 0 +b ′ Id)u = Eu with boundary condition θ(n 0 , E) = θ 0 satisfies
and for n 0 < n < n 1 ,
In particular, for any ε > 0, if
Solution for E j : any solution of (H 0 + b ′ Id)u = E j u satisfies for n 0 < n ≤ n 1 and ε > 0,
In particular, if
For simplicity, denote by K = K(E, A), C = C(E, A) etc.. We mention that
We solve the following equation for η(n, E) with initial condition η(n 0 , E) = θ 0 − γ(n 0 , E) (or in other words, θ(n 0 , E) = θ 0 ):
We will show that this choice of b ′ n satisfies our construction. Obviously, (27) follows from (34).
First, we require a technical lemma:
n be given in (34), and let E and A satisfy the assumptions of Proposition 4.1. Let f (n) be a sequence with q period. For any ε > 0, there exists D(E, A, ε) such that
Proof. We only give the proof of (35). The proof of (36) proceeds similarly. Case 1:
, we can assume
N for some N ≥ 3. Thus for any φ, By (3), (8), (25) and (27), one has
Iterating, we obtain for any positive integer j ≤ N − 1,
Thus by (37) and (39), we can translate n 0 by p and use φ = θ(n 0 + p, E) to get
for all p = 0, 1, · · · , q − 1. This implies
for all p = 0, 1, · · · , q − 1. Let us define an integer w so that w is the largest integer such that n − n 0 ≥ N qw − 1. Then
This completes the proof of (35) for rational
is irrational. By the ergodic theorem, for any ε > 0, there exists N > 0 such that
By (42) and (38), one has
We note that
Thus, performing an estimate analogous to (41) we obtain
This concludes our proof of (35) for irrational
Proof of Proposition 4.1. Equation (26) becomes
This implies
It is easy to see that (29) follows from (45) since n 0 − v > K.
Applying (35) with ε = 1 to (46), we have for n ≥ n 0 ,
This implies (28). Now let us consider the solution u(n, E j ) of (H 0 + b ′ Id)u = E j u. By (26) again, one has
By (35) (folllowing Lemma 4.2) and following the proof of (51), we can prove (53). We finish the proof.
Construction
We will give the construction of the perturbation b ′ . The idea is to glue the potential b ′ (n, E, A, x 0 , x 1 , v, θ 0 ) in a piecewise manner. Our contruction is inspired by [2] and [10] . Let us fix a band of the absolutely continuous spectrum, and enumerate the desired embedded eigenvalues in our band spectrum as E j (we always assume there are countably many). Let N : Z ≥0 → Z ≥0 be a non-decreasing function, N (1) = 1 and N (w) grows very slowly (in other words, we expect N (w) = N (w + 1) to be true for "most" w ∈ Z ≥0 ). Furthermore, we define N so if N (w + 1) > N (w) then N (w + 1) = N (w) + 1. Let
.
Let C w be a large constant that depends on the eigenvalues E 1 . . . E N (w) . We write
We emphasize that the dependence of C w+1 on the E j does not take into account multiplicity. Thus if N (w + 1) = N (w + 2) (which we expect to happen very frequently) then C w+1 = C w+2 . Let K w be large enough such that
We have N (w) = max j N (j) for sufficiently large w in the construction of Theorem 2.2 and we instead have lim w N (w) = ∞ in the construction of Theorem 2.3. Define (49) T w+1 = T w C w+1
and T 0 = C 1 . By modifying C w , we can assume T w is large enough so that
j=1 in Proposition 4.1. Let E j and θ j be given by Theorem 2.2 and Theorem 2.3. Fix w. By Proposition 4.1, then there exist constants K w , C w (independent of v, n 0 and n 1 ) and perturbation b ′ (n, E j , A, n 0 , n 1 , v, θ 0 ) such that for n 0 − v > K w the following holds:
Potential: for n 0 ≤ n ≤ n 1 , supp(V ) ⊂ (n 0 , n 1 ), and
Solution for E j : the solution of (H 0 +b ′ Id)u = E j u with boundary condition θ(n 0 , E j ) = θ 0 satisfies
Solution for E j ′ with j ′ = j : any solution of (
On the other hand, if N (w) goes to infinity arbitrarily slowly, then C w can also go to infinity arbitrarily slowly. This doesn't contradict our previous statement that T w is "large enough", since we can choose the C w to be large but also choose it to be constant for long stretches of w ∈ Z ≥0 . We do however choose C w so that it goes to infinity faster than N (w): let us in fact choose C w so that
We can also assume for large w,
T w ≥ 1000 w .
and for large w, C w ≤ ln w. Thus eventually, one has
By letting N (w) go to infinity arbitrarily slow, we assume
where h(n) is given by Theorem 2.3. Notice that J w and T w go to infinity faster than C w . More precisely, we will have C w /J w and C w /T w both tending to 0 as w tends to infinity.
We will also define potential b ′ n and u(n, E j ), j = 1, 2, . . . on (0, J w ) by induction, such that 1. u(n, E j ) solves for n ∈ (0, J w )
and satisfies boundary condition
By our construction, one has
The last inequality comes from (49) and (54) Let u(n, E j ) be the solution of
We construct b ′ Jw for step w in an inductive manner identical to that of the construction of V (x) in [10, Section 5] . Of course, we replace V (x) with b ′ n and x with n. Now we should show that the b ′ derived from this construction satisfies the w + 1-step conditions (59)-(62). There are small but important differences between our version and the version in [10] , so for the readers' convenience we rewrite everything explicitly.
Let us consider R(n, E i ) for i = 1, 2, · · · , N (w + 1). R(n, E i ) decreases from point J w + (i − 1)T w+1 to J w +iT w+1 , i = 1, 2, · · · , N (w+1), and may increase from any point J w +(m−1)T w+1 to J w + mT w+1 , m = 1, 2, · · · , N (w + 1) and m = i. That is
w+1 R(J w + (i − 1)T w+1 , E i ), and for m = i (see (53)), n + 1 , for J w ≤ n ≤ J w+1 . This implies (62).
Proof of Theorems 2.2 and 2.3.
Proof. In the construction of Theorem 2.2, eventually N (w) and C w are bounded. In the construction of Theorem 2.3, N (w) and C w grow to infinity arbitrarily slowly. By (62) and (58), (4) and (5) hold. It suffices to show that for any j, R(n, E j ) ∈ ℓ 2 . Below we give the details. For any N (w 0 − 1) < j ≤ N (w 0 ), by the construction (see (61) since N (w) and C w go to infinity slowly and T w satisfies (55). This completes the proof.
