Abstract. The Kumjian-Pask algebra KP(Λ) is a graded algebra associated to a higher-rank graph Λ and is a generalization of the Leavitt path algebra of a directed graph. We analyze the minimal left-ideals of KP(Λ), and identify its socle as a graded ideal by describing its generators in terms of a subset of vertices of the graph. We characterize when KP(Λ) is semisimple, and obtain a complete structure theorem for a semisimple Kumjian-Pask algebra.
Introduction
The Leavitt path algebra L(E) of a directed graph E over a field is an algebra defined by generators and relations encoded in the graph. Abrams and Aranda Pino [2] constructed Leavitt path algebras in analogy with the graph C * -algebras introduced in [23] . Leavitt path algebras are so called because they generalize the algebras without invariant basis number studied by Leavitt in [24] . Both Leavitt path algebras and graph C * -algebras provide a rich source of examples with substantial structure theories and have attracted interest from a broad range of researchers. Results and techniques used to study Leavitt path algebras are now applied to study the C * -algebras of directed graphs (for example [7, 9] ) and vice-versa (for example, [2, 3, 32] ). In this paper we study analogues of Leavitt path algebras associated to higher-rank graphs; these algebras are called Kumjian-Pask algebras.
A higher-rank graph Λ is a combinatorial object in which "paths" have a k-dimensional shape or degree, and a 1-graph reduces to a directed graph. Kumjian and Pask introduced k-graphs and the associated C * -algebras C * (Λ) in [22] to provide models for higher-rank versions of Cuntz-Krieger algebras studied by Robertson and Steger in [28] . The C * -algebras of k-graphs have been extensively studied (see, for example, [15, 16, 18, 19, 21, 25, 26, 27, 30, 33] ), but open problems remain. For example, Evans and Sims have recently found necessary conditions on Λ for C * (Λ) to be approximately finite-dimensional, but the converse seems elusive unless the graph is finitely aligned and has finitely many vertices [18] . Evans and Sims also proved that if Λ is a finitelyaligned k-graph with finitely many vertices, then C * (Λ) is finite-dimensional if and only if Λ contains no "cycles" (and if so then C * (Λ) is isomorphic to a direct sum of matrix algebras indexed by the set of sources of of the graph).
The Kumjian-Pask algebra KP(Λ) is an algebraic version of the C * -algebra associated to a row-finite k-graph with no sources. Defined and studied in [10] , KP(Λ) has a universal property based on a family of generators satisfying suitable Cuntz-Krieger relations, is Z k -graded, and its two-sided graded ideal structure is given by saturated and hereditary subsets of vertices of the k-graph. Example 7.1 in [10] shows that there are Kumjian-Pask algebras that do not arise as Leavitt path algebras. In this paper we identify the minimal left-ideals of the Kumjian-Pask algebra as those associated to vertices called "line points", use this analysis to identify the socle of the algebra as a graded ideal, and characterize when the algebra is semisimple. We also obtain a complete structure theorem for semisimple Kumjian-Pask algebras reminiscent of the Wedderburn-Artin Theorem.
The socle of a Leavitt path algebra has been studied in [5, 11, 12] . We follow [12] in our analysis of the minimal left-ideals in a Kumjian-Pask algebra and [4] to prove our structure theorem for semisimple algebras. But our methods are often simpler than those of [4] and [12] , even when k = 1. The proofs in [4] and [12] rely on delicate constructions of specific cycles which we replace with comparison of degrees of paths. Also, our analysis of the direct sum in a semisimple algebra goes a bit further than [4] because we can write our direct sum over an explicit index set of equivalence classes of vertices in Theorem 4.10. In particular, Theorem 4.10 shows first that a finitedimensional Kumjian-Pask algebra cannot arise from a k-graph with no sources, and second, that a semisimple Kumjian-Pask algebra is isomorphic to a Leavitt path algebra (see Remark 4.11 ).
Preliminaries on k-graphs and Kumjian-Pask algebras
We start by establishing our conventions and proving some basic properties of KumjianPask algebras.
Let k be a positive integer. We consider the additive semigroup N k as a category with one object. Following [22, Definition 1.1], we say a countable category Λ = (Λ 0 , Λ, r, s), with objects Λ 0 , morphisms Λ, range map r and source map s, is a k-graph if there exists a functor d : Λ → N k with the unique factorization property: if d(λ) = m + n for some m, n ∈ N k , then there exist unique µ, ν ∈ Λ such that r(ν) = s(µ) and d(µ) = m, d(ν) = n with λ = µν. Since we think of Λ as a generalized graph, we call λ ∈ Λ a path in Λ and v ∈ Λ 0 a vertex. Let n ∈ N k . We use the factorization property to identify Λ 0 and the paths of degree 0, and then define
and
For simplicity, we write vΛ for {v}Λ.
A k-graph Λ is row-finite if |vΛ n | < ∞ for all v ∈ Λ 0 , n ∈ N k and has no sources if vΛ n = ∅ for all v ∈ Λ 0 , n ∈ N k . We assume throughout that Λ is a row-finite k-graph with no sources, that is 0 < |vΛ
We denote the join of m and n by m ∨ n: so m ∨ n = (max{m 1 , n 1 }, . . . max{m k , n k }).
Examples 2.1. These examples first appear in [22, Example 1.3 and Examples 1.7]. We discuss them here to establish notation.
(1) Let E = (E 0 , E 1 , r E , s E ) be a directed graph. Our convention is that a path µ in E of length |µ| is a concatenation µ = µ 1 µ 2 · · · µ |µ| of edges µ i ∈ E 1 with s E (µ i ) = r E (µ i+1 ). (The usual convention in papers on Leavitt path algebras is to write µ = µ 1 µ 2 · · · µ |µ| with r E (µ i ) = s E (µ i+1 ). We deviate from the usual convention so that concatenation of paths is compatible with composition of morphisms.) Take Λ paths, composition to be concatenation of paths, and r = r E , s = s E . Then Λ E = (E 0 , Λ, r, s) is a category. Equipped with the length function d : Λ E → N, Λ E is a 1-graph. Conversely, every 1-graph Λ gives a directed graph E Λ using the morphisms of degree 1 for the edges.
Then Ω k is category with objects N k , morphisms (m, n) ∈ Ω k , r(m, n) = m and s(m, n) = n, and composition (m, n)(n, p) = (m, p). Equipped with degree map d, defined by d(m, n) = n−m, Ω k is a k-graph.
As in [22, Definition 2.1], define the infinite path space of Λ to be
x is a degree-preserving functor} and vΛ ∞ = {x ∈ Λ ∞ : x(0) = v}. Since we assume that Λ has no sources, vΛ
there exists an aperiodic path in vΛ ∞ .
Example 2.2. Let Λ be a 1-graph and suppose that x ∈ Λ ∞ is periodic, that is, there exists p = q ∈ N such that σ p (x) = σ q (x). Since N is totally ordered, we may assume p < q. Then x(p, q) is a cycle in the sense that r(x(p, q)) = s(x(p, q)).
Let Λ be a row-finite k-graph with no sources and R a commutative ring with 1. Let
} be a copy of the paths called ghost paths. We extend r, s
. We now recall [10, Definition 3.1]. A Kumjian-Pask Λ-family (P, S) in an R-algebra A consists of functions P : Λ 0 → A and S :
} is a set of mutually orthogonal idempotents; (KP2) for λ, µ ∈ Λ =0 with r(µ) = s(λ) we have
It is proved in [10, Theorem 3.4] that there is an R-algebra KP R (Λ) generated by a Kumjian-Pask Λ-family (p, s) with the following universal property: whenever (Q, T ) is a Kumjian-Pask Λ-family in an R-algebra A, there is a unique R-algebra homomorphism
. The generating family (p, s) is called the universal KumjianPask family. It is a consequence of the Kumjian-Pask relations (KP1)-(KP4) that KP R (Λ) = span R {s µ s * ν : µ, ν ∈ Λ with s(µ) = s(ν)} (with the convention that if v ∈ Λ 0 then s v = p v ). Indeed, if s(µ) = s(ν) then s µ s ν * = 0 in KP R (Λ). For every nonzero a ∈ KP R (Λ) and n ∈ N k there exist m ≥ n and a finite subset
in this case we say that a is written in normal form [10, Lemma 4.2] . The condition F ⊂ Λ × Λ m says that all the β appearing in (2.1) are of the same degree m. It is proved in [10, Theorem 3.4 ] that the subgroups
give a Z k -grading of KP R (Λ). Lemma 4.3 of [10] says that for all nonzero a ∈ KP R (Λ) there exist µ, ν ∈ Λ such that s µ * as ν = 0; the proof of this lemma actually gives a stronger result, and we can then strengthen the conclusion of [10, Proposition 4.9] as well.
(2) If there exists v ∈ {s(α) : (α, β) ∈ F } such that vΛ ∞ contains an aperiodic path, then there exist γ, η ∈ Λ such that s γ * as η = rp s(γ) = 0.
. So another two applications of (KP3) give
Therefore the zero-graded component of s µ * as ν is precisely r µ,ν p s(µ) . Since r µ,ν = 0, r µ,ν p s(µ) = 0 by [10, Theorem 3.4] . Thus s µ * as ν = 0.
(2) Pick (µ, ν) ∈ F such that v = s(µ). Then for this (µ, ν) ∈ F we have
by (1) . The result now follows as in the proof of [10, Proposition 4.9] after observing that while [20, Lemma 6.2] is stated for aperiodic k-graphs the proof only requires the existence of an aperiodic path at the vertex v.
Lemma 2.4. KP R (Λ) has a countable set of local units.
Proof. Let a ∈ KP R (Λ), and write a in normal form a [10, Lemma 5.4 ]. An ideal I in KP R (Λ) is graded if I = ⊕ n∈Z k I ∩KP R (Λ) n , which occurs if and only if I is generated by homogeneous elements. An ideal I is basic if tp v ∈ I and t ∈ R \ {0} implies that p v ∈ I. If R = K is a field then every ideal in KP K (Λ) is basic, and hence [10, Theorem 5.1] implies that the map H → I H is a lattice isomorphism of the saturated hereditary subsets of Λ 0 onto the graded ideals of KP K (Λ). Here we restrict our attention to Kumjian-Pask algebras over a field K. Lemma 2.6. Let K be a field. Let W ⊂ Λ 0 and let J be the ideal generated by {p v : v ∈ W }. Then J is a graded ideal of KP K (Λ), and J = I W and H J = W .
Proof. Suppose W ⊂ Λ 0 and J is the ideal generated by {p v : v ∈ W }. We have W ⊂ H J = {v : p v ∈ J}, and H J is saturated hereditary. Thus W ⊂ H J . Since {p v : v ∈ W } is a set of homogeneous elements the ideal J generated by it is graded. By [10, Theorem 5.1], H → I H is a lattice isomorphism of the saturated hereditary subsets of Λ 0 onto the graded ideals of KP K (Λ), and
A ring R is nondegenerate if aRa = {0} implies that a = 0. A ring R is semiprime if whenever I is an ideal in R such that I 2 = {0}, then I = {0}. First suppose that a KP K (Λ)a = {0} where a ∈ KP K (Λ) n is homogeneous of degree n ∈ Z k . By way of contradiction, suppose a = 0 and write a = (α,β)∈F r (α,β) s α s β * in normal form. Since a ∈ KP K (Λ) n , all of the summands of a are in KP K (Λ) n as well. Since the β all have the same degree, so do the α. Fix (µ, ν) ∈ F . Then s µ * as ν is homogeneous, and it follows from Lemma 2.
Since K is a field, r µ,ν = 0. But (µ, ν) ∈ F was arbitrary, so a = 0, a contradiction. Thus a KP K (Λ)a = {0} and a homogeneous implies that a = 0.
Next, suppose a KP K (Λ)a = {0} for some a ∈ KP K (Λ). By way of contradiction again, suppose a = 0. Decompose a into nonzero homogeneous components a = n∈G a n with a n ∈ KP K (Λ) n for some finite subset
Then the degrees of a n ba n and a n ′ ba n ′ are different. Therefore a n ba n is the unique homogeneous component of aba of degree 2d(a n ) + m, and hence must be zero. Thus a n ba n = 0 for all homogeneous elements b ∈ KP K (Λ). Since KP K (Λ) is generated by homogeneous elements we have a n KP K (Λ)a n = {0}. Therefore a n = 0 by the previous paragraph, a contradiction. Hence KP K (Λ) is nondegenerate.
Minimal left-ideals and the socle of a Kumjian-Pask algebra
Throughout this section Λ is a row-finite k-graph with no sources and K is a field. In analogy with the analysis of the minimal left-ideals of the Leavitt path algebras in [12] , we show that minimal left-ideals of the Kumjian-Pask algebra are isomorphic to KP K (Λ)p v where v is a vertex called a "line point" in Definition 3.2 below. We then identify the socle of KP K (Λ) as the graded ideal generated by the vertex idempotents p v where v is in the saturated hereditary closure of the line points.
Proof. Suppose that KP K (Λ)a is a minimal left-ideal. Then a = 0 and we write a = Let a ∈ p v KP K (Λ)p v and suppose that KP K (Λ)a is a minimal left-ideal. Our next goal is to show that v is a line point, and we do this in two steps: the next proposition shows that vΛ ∞ is a singleton {y} and Proposition 3.7 shows that y must be aperiodic. Our analysis of the minimal left-ideals culminates in Theorem 3.9.
Proof.
(1) Since Ψ is a left-module homomorphism it suffices to write down an inverse for it. Define Φ :
using (KP3). Thus Φ is an inverse for Ψ, and Ψ is an isomorphism.
. But the direct sum has at least two summands, and hence KP K (Λ)a is not minimal.
The next lemma is needed again in §4.
In particular s µ 1 s ν * 1 = 0, and the lemma holds for N = 1. Let N ≥ 2, and suppose every set {α i ,
But (3.1) is nonzero by our inductive hypothesis, and the lemma follows.
Proof. Suppose that y is periodic. Then there exists n = m ∈ N k with σ m (y) = σ n (y): in particular, y(m) = y(n). Let π h : Z k → Z be the projection onto the h-th factor. By possibly interchanging the roles of m and n we can assume that π l (m − n) > 0 for some l ∈ {1, . . . , k}. Let µ := y(0, m) and ν := y(0, n).
We will show that this inclusion is proper by showing that a / ∈ KP K (Λ)(s µ s ν * a + a). Let a = (α,β)∈F r α,β s α s β * be in normal form. Then for all (α, β), (µ, ν) ∈ F we have d(β) = d(ν), and, since |vΛ ∞ | = 1, we have β = ν. So we can assume that
for some fixed β. We may assume that the α j are ordered so that
As above there is a τ ∈ Λ such that b has normal form
Our strategy is to compare degrees of the terms on the left and right side of equation (3.2); in particular we will compare the terms whose degree has maximal and minimal l-th component. The terms of b(s µ s ν * a + a) are either of the form s γ i s τ * s α j s β * (the summands of ba) or s γ i s τ * s µ s ν * s α j s β * (the summands of bs µ s ν * a). Note that both s γ i s τ * s α j s β * and s γ i s τ * s µ s ν * s α j s β * are nonzero by Lemma 3.6.
For a homogeneous element c ∈ KP K (Λ) n of degree n we will call π l (d(c)) the π ldegree of c. Since d(µ) = m, d(ν) = n and π l (m−n) > 0, the terms of b(s µ s ν * a+a) who have maximal π l -degree come from bs µ s ν * a. Consider the term of maximal π l -degree,
By assumption on the ordering of r i s α i s β * , the maximal π l -degree of terms on the right-hand side of equation (3.2) is π l (d(α N β * )). So for (3.2) to hold we must have
. But s α 1 s β * is the term on the right-hand side of (3.2) of minimal π l -degree. So there is no component of a that has degree d(γ 1 τ * α 1 β * ) and hence (3.2) cannot hold. So there does not exist b ∈ KP K (Λ) such that b(s µ s ν * a+a) = a. Hence {0} = KP K (Λ)(as µ s ν * +a) KP K (Λ)a; in particular, KP K (Λ)a is not a minimal left-ideal.
Theorem 3.9. Let Λ be a row-finite k-graph with no sources and let K be a field.
(
Conversely, suppose that KP K (Λ)p v is minimal for some v ∈ Λ 0 . By item (2) of Proposition 3.5 we have vΛ ∞ = {y} for some y. Now Proposition 3.7 implies that y is aperiodic. Thus v ∈ P l (Λ).
(2) Suppose KP K (Λ)a is minimal. By Lemma 3.1, we can assume a ∈ p w KP K (Λ)p w for some w ∈ Λ 0 . Since KP K (Λ)a is minimal, wΛ ∞ = {x} by Proposition 3.5(2), and then x is aperiodic by Proposition 3.7. Thus w ∈ P l (Λ). Since x ∈ wΛ ∞ is aperiodic, Lemma 2.3(2) shows there exist γ, η ∈ Λ such that s γ * as η = rp s(γ) = 0 for some r ∈ K. But a ∈ p w KP K (Λ)p w so γ, η ∈ wΛ. Since KP K (Λ)a is minimal, KP K (Λ)a = KP K (Λ)r −1 s γ * a. We claim that the map cs γ * a → cs γ * as η defines an isomorphism from KP K (Λ)r −1 s γ * a to KP K (Λ)s γ * as η . This map is surjective by definition, and is injective because the kernel is a left-ideal in the minimal left-ideal KP K (Λ)s γ * a, hence must be {0}. Thus KP K (Λ)a = KP K (Λ)r −1 s γ * a is isomorphic to KP K (Λ)s γ * as η = KP K (Λ)p s(γ) as claimed. Finally, r(γ) = w ∈ P l (Λ) and P l (Λ) is hereditary by Remark 3.3(4), and hence s(γ) ∈ P l (Λ). Thus KP K (Λ)a is isomorphic to KP K (Λ)p s(γ) and s(γ) ∈ P l (Λ). The converse is immediate from (1).
The left socle Soc l (A) of an algebra A is the sum of all of its minimal left-ideals; if the set of minimal left-ideals is empty then the left socle is zero. When A is semiprime, the left socle and the right socle coincide [13 Theorem 3.10. Let Λ be a row-finite k-graph with no sources and let K be a field.
(1) Let J be the ideal generated by {p v : v ∈ P l (Λ)}. Then
(2) Soc(KP K (Λ)) is an essential ideal of KP K (Λ) if and only if every vertex connects to a line point.
(1) The proof is very similar to that of [12, Theorem 4.2] . By Lemma 2.6,
Note that since v is a line point, p v ∈ J and so a = φ
) for all v ∈ P l (Λ). Therefore Soc(KP K (Λ)) is an ideal containing {p v : v ∈ P l (Λ)} and so it contains J.
(2) First suppose that every vertex in KP K (Λ) connects to a line point. Let a ∈ KP K (Λ) \ {0}; we will show that a Soc(KP K (Λ)) = aI P l (Λ) = {0}. First we claim that Λ is aperiodic. To see this, let u ∈ Λ 0 . Then there exists a path λ ∈ uΛv where v is a line point. But vΛ ∞ = {x} with x aperiodic, and now λx is an aperiodic path in uΛ ∞ . Thus Λ is aperiodic as claimed.
Since Λ is aperiodic there exist µ, ν ∈ Λ such that s µ * as ν = tp w for some w ∈ Λ 0 and some t ∈ K \ {0} (see Lemma 2.3(2)). Since w connects to a line point, there exists γ ∈ wΛP l (Λ). Thus p s(γ) ∈ I P l (Λ) and then s ν s γ = s ν s γ p s(γ) ∈ I P l (Λ) . Therefore
Thus aI P l (Λ) = {0} as well. Conversely, suppose that Soc(KP K (Λ)) = I P l (Λ) is essential. Pick w ∈ Λ 0 . Since I P l (Λ) is essential, there exists b ∈ I P l (Λ) such that p w b = 0. By [10, Lemma 5.4], I P l (Λ) = span{s α s β * : s(α) = s(β) ∈ P l (Λ)} so we can write b = (α,β)∈F r α,β s α s β * with s(α) = s(β) ∈ P l (Λ). Since p w b = 0, there exists (µ, ν) ∈ F such that p w s µ s ν * = 0. For this µ we have µ ∈ wΛP l (Λ). Since every element in P l (Λ) connects to P l (Λ) by Lemma 2.5, we can pick η ∈ s(µ)ΛP l (Λ). Thus µη connects w to P l (Λ).
The next corollary follows immediately from Theorem 3.10(1) and the lattice isomorphism H → I H of the saturated hereditary subsets of Λ 0 onto the graded ideals of KP K (Λ) from [10, Theorem 5.1].
Corollary 3.11. Let Λ be a row-finite k-graph with no sources and let K be a field.
Examples 3.12.
(1) Let Λ be a row-finite k-graph with one vertex v. Then P l (Λ) = ∅ and hence Soc(KP K (Λ)) = {0} (for if there is just one infinite path then it must be periodic). In particular, the Kumjian-Pask algebras of the 2-graphs with one vertex, N 1 blue edges and N 2 red edges considered by Davidson and Yang in [17] all have zero socle. (2) Every vertex of Ω k is a line point, and hence Soc(KP K (Ω k )) = KP K (Ω k ).
Semisimple Kumjian-Pask algebras
Throughout this section Λ is a row-finite k-graph with no sources and K is a field. A semiprime ring R is semisimple if Soc(R) = R. For an idempotent f in a ring R, the map φ : f Rf → End R (Rf ), where φ(f rf )(tf ) = tf rf , is a ring isomorphism. Thus
The converse is obvious.
To state our main theorem we need a few definitions. Suppose V is a cancellative abelian monoid. An element u ∈ V is a unit if there exists v ∈ V such that u + v = 0. An element s ∈ V is an atom (or irreducible) if s = u + v implies u or v is a unit; V is atomic if every element of the monoid is a sum of atoms, and V satisfies the refinement
For a ring R, denote by V (R) the monoid of finitely generated projective modules over R. The direct sum of nonzero projective modules is nonzero, so the only unit in V (R) is 0. Thus s ∈ V (R) is an atom if s = u + v implies that either u or v is zero. Let e and f be idempotents in R. Since R ∼ = Re ⊕ R(1 − e), Re is a projective module. We say e and f are equivalent if Re ∼ = Rf , and we denote the equivalence class of e in R by [e] . If there exist a, b ∈ R such that e = ab and f = ba then the map Re → Rf : re → rea is an isomorphism of R-modules with inverse rf → rf b, and hence e and f are equivalent. We identify the set of equivalence classes of idempotents in R with a submonoid of V (R) via [e] → Re.
Let R be a ring with local units. There is an order on idempotents in R where e ≤ f if and only if ef = e. We claim that e ≤ f if and only if Re ⊂ Rf . If e ≤ f then aef = ae for all a ∈ R, so Re ⊂ Rf . Conversely, if Re ⊂ Rf then e ∈ Rf since R has local units. So e = af for some a ∈ R and hence ef = af f = af = e. Thus e ≤ f , completing the claim.
A ring R is von Neumann regular if for every a ∈ R there exists a b ∈ R such that aba = a. We need the following lemma to prove Theorem 4.3. We claim {p v KP K (Λ)e i } is a strictly decreasing sequence of left ideals in
This shows that e i ≥ e i+1 and that
To see the containment is strict we will show that
and e i e i+1 . Now e i+1 and e i −e i+1 are nonzero orthogonal idempotents and, denoting an orthogonal sum with ⊕, we have e i = e i+1 ⊕ (e i − e i+1 ).
Since V (KP K (Λ)) is atomic by assumption, there exists N and atoms
We note here for future use that [e N +1 ] = 0 because e N +1 = s y(0,m N+1 ) s y(0,m N+1 ) * is equivalent to s y(0,m N+1 ) * s y(0,m N+1 ) = p y(m N+1 ) = 0.
By assumption V (KP K (Λ)) has the refinement property, so there exist
Since q j is an atom for each j, there exists a unique l j ∈ {1, . . . N +1} such that z j,l j = 0. In other words, there are precisely N nonzero z j,l . So there exists an l 0 ∈ {1, . . . , N + 1} such that z j,l 0 = 0 for all j. But [e N +1 ] = 0, so l 0 = N + 1 and [e l 0 − e l 0 +1 ] = 0. Now {0} = KP K (Λ) = KP K (Λ)(e l 0 − e l 0 +1 ). By nondegeneracy of KP K (Λ) we have e l 0 = e l 0 +1 , a contradiction. Hence there exists m such that |y(m)Λ ∞ | = 1.
In [4] Abrams, Aranda Pino, Perera and Siles Molina "characterize the semisimple Leavitt path algebras by describing them in categorical, ring-theoretic, graph-theoretic, and explicit terms." They start by proving in [4, Theorem 2.3] that a semiprime ring R with local units is semisimple if and only if eight equivalent conditions hold. Among these conditions are that R is locally left (respectively, right) artinian, that every corner of R is left (respectively, right) artinian, and that R is isomorphic to a certain direct sum of matrix algebras over corners of R. In [4, Theorem 2.4] they restrict their attention to the Leavitt path algebra L(E) of a directed graph E and link the conditions of [4, Theorem 2.3] to L(E) being categorically left (respectively, right) artinian, L(E) being von Neumann regular and properties of the monoid V (L(E)), and purely graphtheoretic conditions. Our Theorem 4.3 is the higher-rank analogue of [4, Theorem 2.4], but we have omitted some of the many equivalent conditions of [4, Theorem 2.4] to concentrate on those pertinent to KP K (Λ) and Λ in particular. Theorem 4.3. Let Λ be a row-finite k-graph with no sources and K be a field. The following conditions are equivalent.
(1) KP K (Λ) is semisimple. (2) There exists a countable set Υ and for each i ∈ Υ there exists n i ∈ N ∪ {∞} such that KP K (Λ) ∼ = i∈Υ M n i (K). (3) There exists a countable set Υ and for each i ∈ Υ there exists n i ∈ N ∪ {∞} such that V (KP K (Λ)) ∼ = ⊕ i∈Υ N, and KP K (Λ) is von Neumann regular. Proof of Theorem 4.3. We will show (1)
Recall that an idempotent e in a semiprime ring R is minimal if Re is a minimal left-ideal [13, p. 143] . Theorem 2.3 of [4] says that a semiprime ring R is semisimple if and only if there exists an index set Υ and for each i ∈ Υ there exist minimal idempotents e i ∈ R and n i ∈ N ∪ {∞} such that R ∼ = i∈Υ M n i (e i Re i ). Since Re i is a minimal left-ideal in R, [13, Proposition 4.3.3] shows that e i Re i is a division ring. Assume KP K (Λ) is semisimple. By Lemma 2.7, KP K (R) is semiprime. Applying [4, Theorem 2.3] to R = KP K (Λ) we obtain Υ, e i and n i as above. By Lemma 2.4, KP K (Λ) has a countable set of local units, and thus Υ is countable by [4, Theorem 2.3] . By Lemma 4.1, each e i KP K (Λ)e i is isomorphic to K. This gives (2).
(2) ⇒ (3). Assume (2) . Each M n i (K) is von Neumann regular, and hence so is the direct sum. Since V (M n i (K)) = N and Assume (4) . Then V (KP K (Λ)) has the refinement property. Let y ∈ Λ ∞ . By Lemma 4.2, there exists t ∈ N k such that y(t)Λ ∞ = {σ t (y)}. We claim that y(t) is a line point.
By way of contradiction, suppose that y(t) is not a line point. Since y(t)Λ ∞ = {σ t (y)}, σ t (y) must be periodic. For convenience set z := y(t, ∞); then z(0)Λ ∞ = {z} and z is periodic. So there exists m = n ∈ N k such that z(m) = z(n). Let π h : N k → N be the projection onto the h-th factor. By switching m and n if necessary, we may assume that there exists an l ∈ {1, . . . , k} such that π l (m − n) > 0. Let v = z(0). Consider the element p v + s z(0,m) s z(0,n) * . Since we assumed that KP K (Λ) is von Neumann regular, there exists b ∈ KP K (Λ) such that
Since both sides of (4.1) are nonzero we can assume
and, since |vΛ ∞ | = 1, we have β = ν. So we can assume that
for some fixed β. Furthermore, we can assume that the α i are ordered so that
We will obtain a contradiction by comparing the degrees on the left and right sides of (4.1). Define the π l -degree of a homogeneous element to be the l-th component of its degree. The minimal π l -degree associated to the left side of (4.1) is obtained by the monomial p v s α 1 s β * p v = s α 1 s β * . The minimal π l -degree appearing in the right side of (4.1) is zero. So π l (d(α 1 ) − d(β)) = 0. The maximal π l -degree on the left hand side of (4.1) is obtained by the monomial
Since the maximal π l -degree on the right hand side of (4.1) is π l (m − n) > 0, we have 2π
is aperiodic, and y(t) is a line point as claimed. This gives (5).
(5) ⇒ (1). Assume (5) . By Corollary 3.11, we need to show that P l (Λ) = Λ 0 . By way of contradiction suppose there exists v ∈ Λ 0 \ P l (Λ). We define a path y ∈ vΛ ∞ by recursion. Since v is in the complement of the saturated set P l (Λ), there exists a path µ 1 ∈ vΛ (1,...,1) such that s(µ 1 ) / ∈ P l (Λ). Suppose that µ i has been defined is such a way that r(
. But for i sufficiently large, i · (1, . . . , 1) > m and since P l (Λ) is hereditary, s(µ i ) ∈ P l (Λ), a contradiction. Thus Λ 0 = P l (Λ) and hence KP K (Λ) is semisimple. Our next goal is to find a more precise description of the matrix decomposition of semisimple Kumjian-Pask algebras given by item (2) of Theorem 4.3. We will show that KP K (Λ) is isomorphic to [v] ∈P l (Λ)/∼ I {v} where ∼ is an equivalence relation on the set of line points and I {v} is the graded ideal associated to the saturated hereditary subset {v} of Λ 0 . Let v, w ∈ P l (Λ) so that vΛ ∞ = {x} and wΛ ∞ = {y}. Define a relation on P l (Λ) by
It follows from item (2) of Lemma 4.6 that ∼ defines an equivalence relation on P l (Λ). Let H be a saturated hereditary subset of Λ 0 and recall that the quotient graph Λ \ H is Λ \ H := (Λ 0 \ H, s −1 (Λ 0 \ H), r|, s|); (4.2) Λ \ H is a row-finite k-graph with no sources by [10, Lemma 5.3] . Lemma 4.6. Let v, w ∈ P l (Λ), say vΛ ∞ = {y} and wΛ ∞ = {z}.
(1) If u ∈ {v}, then {u} = {v}.
(3) If Λ contains no periodic paths then the ideal I {v} is minimal.
(1) Suppose u ∈ {v}. Then {u} ⊂ {v}. For the reverse inclusion it suffices to show that v ∈ {u}. Recall that Σ 0 ({v}) is the hereditary closure of {v}. Since u ∈ {v}, by Lemma 2.5, there exists µ ∈ uΛΣ 0 ({v}). But {u} is hereditary, so s(µ) ∈ {u} ∩ Σ 0 ({v}). Because Σ 0 ({v}) is the hereditary closure of {v} there exists a path
) ⊂ {u} which implies v ∈ {u} because {u} is saturated.
(2) First, assume {w} ∩ {v} = ∅. Let u ∈ {w} ∩ {v}. By (1), we have {w} = {u} = {v}.
Second, assume {w} = {v}. Then v ∈ {w}, so there exists µ ∈ vΛΣ 0 ({w}) by Lemma 2.5. Since s(µ) ∈ Σ 0 ({w}), there exists ν ∈ wΛs(µ). Now vΛ ∞ = {y} and
, and hence v ∼ w.
Third, assume v ∼ w. There exist n, m ∈ N k such that y(m) = z(n). But {v} and {w} are hereditary, so y(m) ∈ {v} ∩ {w} = ∅.
(3) Now suppose that Λ contains no periodic paths. Then Λ \ H is aperiodic for all saturated hereditary subsets H of Λ 0 , and [10, Theorem 5.6] implies that every ideal of KP K (Λ) is graded. Thus H → I H is an isomorphism of the lattice of saturated hereditary subsets of Λ onto the lattice of ideals of KP K (Λ). By (1), {v} is a minimal saturated hereditary subset, and hence the ideal I {v} is a minimal ideal.
Next we want to show that the ideals {I {v} } [v]∈P l (Λ)/∼ are mutually orthogonal. For ideals I, J in a ring R we let IJ := {ab : a ∈ I, b ∈ J} and I · J := span{ab : a ∈ I, b ∈ J}. Then I · J is a two-sided ideal in R, and IJ ⊂ I · J ⊂ I ∩ J. 
Proof. The second statement follows immediately from the first because I H I L ⊂ I H ·I L = I H∩L . Recall that H → I H is an isomorphism of the lattice of saturated hereditary subsets of Λ onto the lattice of graded ideals of KP K (Λ). Since the intersection of graded ideals is graded, I H ∩ I L = I W for some saturated hereditary subset W of Λ 0 . Using that I W is generated by p v with v ∈ W , it is straightforward to show that
For the reverse inclusion, let p v ∈ I H∩L . Then v ∈ H∩L, and hence
We now have another corollary of Theorem 3.10.
Corollary 4.8. Let Λ be a row-finite k-graph with no sources and let K be a field. If
Proof. Let v, w ∈ P l (Λ) such that v ∼ w. By Lemma 4.6(2), {v} ∩ {w} = ∅, so by Lemma 4.7 we have I {v} I {w} = {0}. Thus the internal direct sum [v] 
Next we analyze the ideals I {v} for v ∈ P l (Λ). Lemma 4.9.
(1) If v ∈ P l (Λ) then I {v} contains a subalgebra isomorphic to M ∞ (K). We claim {e i,j } forms a set of matrix units in I {v} . First note that e i,j e h,ℓ = 0 unless j = h. A case by case analysis shows e i,j e j,ℓ = e i,ℓ . For example: suppose i < ℓ < j. Then |vΛ j−ℓ | = 1 since v ∈ P l (Λ). Thus The other cases follow from similar arguments. Thus {e i,j } i,j∈N forms a set of matrix units in I {v} , and hence M ∞ (K) is isomorphic to a subalgebra of I {v} .
(2) Suppose that KP K (Λ) is semisimple. Then KP K (Λ) ∼ = i∈Υ M n i (K) by Theorem 4.3((1) ⇒ (2)). Since KP K (Λ) is simple this direct sum has only one summand M m (K) for some m ∈ N ∪ {∞}. By (1), M ∞ (K) is a subalgebra of KP K (Λ). Since M ∞ (K) cannot be isomorphic to a subalgebra of M n (K) for n ∈ N, m = ∞ as desired.
(3) Suppose that KP K (Λ) is semisimple. We will show that I {v} is isomorphic to a simple Kumjian-Pask algebra and then invoke (2) Next we will show that KP K (Λ \ L) is simple and semisimple. Since KP K (Λ) is semisimple every infinite path y ∈ Λ ∞ contains a line point by Theorem 4.3. But now every infinite path y ∈ (Λ \ L)
∞ contains a line point as well, so KP K (Λ \ L) is semisimple by Theorem 4.3.
As observed above, Λ \ L is aperiodic. Theorem 6.1 of [10] says that KP K (Λ \ L) is simple if and only if Λ \ L is cofinal. Pick x ∈ (Λ \ L) ∞ , w ∈ (Λ \ L) 0 and y ∈ w(Λ \ L) ∞ . We need to show that there exists a t such that y(0, t) connects w to x.
Since we know that x, y both contain line points, there exists m, n ∈ N k such that x(m), y(n) ∈ P l (Λ). Since x(m), y(n) / ∈ L we have p x(m) , p y(n) / ∈ J, and hence x(m), y(n) ∈ {v}. Thus x(m) ∼ y(n) by Lemma 4.6 (2) . By definition of ∼ there exist m ′ , n ′ such that x(m + m ′ ) = σ m (x)(m ′ ) = σ n (y)(n ′ ) = y(n + n ′ ). Now y(0, n + n ′ ) connects w to x and hence Λ \ L is cofinal. Thus KP K (Λ \ L) is simple. Now we apply (2) to see
The next result sharpens condition (2) of Theorem 4.3. Remark 4.11. Theorem 4.10 shows that every semisimple Kumjian-Pask algebra can be obtained as a Leavitt path algebra, that is, the added generality of k-graphs gives nothing new for semisimple algebras. For n ∈ N ∪ {∞} it is easy to construct a 1-graph Λ n whose Kumjian-Pask algebra is isomorphic to n i=1 M ∞ (K). Just take Λ n to be the following graph with n vertical components. 
