Abstract. Herein we study conformal vectors of a Z-graded vertex algebra of (strong) CFT type. We prove that the full vertex algebra automorphism group transitively acts on the set of the conformal vectors of strong CFT type if the vertex algebra is simple. The statement is equivalent to the uniqueness of self-dual vertex operator algebra structures of a simple vertex algebra. As an application, we show that the full vertex algebra automorphism group of a simple vertex operator algebra of strong CFT type uniquely decomposes into the product of certain two subgroups and the vertex operator algebra automorphism group. Furthermore, we prove that the full vertex algebra automorphism group of the moonshine module over the field of real numbers is the Monster.
Introduction
The notions of vertex algebras and their conformal vectors were originally developed by Borcherds [Bo1] . A vertex algebra with a distinguished conformal vector is called a vertex operator algebra (VOA) [FLM] , which is a mathematical axiomatization of a chiral algebra appearing in two-dimensional conformal field theory. Different conformal vectors in a vertex algebra generally yield different VOA structures and conformal field theories. Thus, the classification of conformal vectors in vertex algebras is a fundamental issue in the theory of VOAs.
Matsuo and Nagatomo [MN] have completely determined the set of conformal vectors of the Heisenberg VOA of rank one, which is one of the simplest non-trivial examples of a VOA. In this case, the conformal vectors are parameterized by two variables. In general, vertex algebras have conformal vectors that are parameterized by infinitely many variables, as observed by Matsuo and Nagatomo [MN] . As it is difficult to express all conformal vectors explicitly, we attempt to classify them under the action of the vertex algebra automorphism group, which suffices to classify VOA structures on a vertex algebra up to isomorphism.
To be more precise, let V be a vertex algebra, and let Aut V denote the group of vertex algebra automorphisms of V. A conformal vector a ∈ V is said to be of strong CFT type if (V, a) is a VOA of strong CFT type. Here, a VOA of strong CFT type, introduced in [DM] , is roughly a self-dual N-graded VOA (see Section 2 for the precise definition). We prove that if a vertex algebra V is simple, then Aut V acts on the set of conformal vectors of strong CFT type transitively (Theorem 5.1). Hence, a simple vertex algebra has at most one self-dual VOA structure up to isomorphism. Furthermore, we determine the set of conformal vectors of CFT type for a simple VOA of strong CFT type (Theorem 6.2).
As an application of Theorem 5.1, we investigate the structure of the full vertex algebra automorphism group. Hereafter, (V = n≥0 V n , ω) is assumed to be a simple VOA of strong CFT type. The VOA automorphism group Aut ω V is defined as the stabilizer of ω in Aut V. VOA automorphism groups have been studied by many authors (see for example [DG, DN] ). In particular, the VOA automorphism group of the moonshine module (V ♮ , ω)
is the Monster, i.e., the largest sporadic finite simple group [Gr, Bo1, FLM] . That is one of the motivations for studying vertex algebras [Bo1, Bo2] . In contrast, the only example of a VOA whose full vertex algebra automorphism group is explicitly known is the abovementioned Heisenberg VOA of rank one [MN] . It is natural to ask what the full vertex algebra automorphism group of the moonshine module is. In this paper, we show that the full vertex algebra automorphism group uniquely decomposes into the product of certain two subgroups and the VOA automorphism group, and determine the full vertex algebra automorphism groups for the real part of unitary VOAs. In particular, the full vertex algebra automorphism group of the moonshine module V ♮ over R is shown to be the Monster. Let us explain the basic idea. Let pr k denote the projection of n≥0 V n onto V k . To study the structure of the automorphism group, we introduce two subgroups of Aut V, denoted by Aut + V and Aut − V. The group Aut − V (resp. Aut + V) consists of all vertex algebra automorphisms f such that f − id sends V n to k<n V k (resp. k>n V k ) for all n ∈ N, where id is the identity map. The key observation in this paper is that if two Z-gradings on a vertex algebra satisfy certain properties, then by using the projections with respect to the Z-gradings, we can construct a vertex algebra automorphism which gives an isomorphism between the Z-graded vertex algebras (Lemma 3.3). Set CV + = {a ∈ n≥2 V n | a is a conformal vector and pr 2 (a) = ω}. If a ∈ CV + , then two gradings given by a and ω satisfy the above properties, and a vertex algebra automorphism ψ a is constructed. Furthermore, we can prove that ψ a (ω) = a and ψ a ∈ Aut + V (Theorem 3.1).
In fact, there is a one-to-one correspondence between CV + and Aut + V. In particular, any conformal vector in CV + is conjugate to ω under Aut + V.
For a conformal vector a ∈ V, it is easy to show that pr 1 (a) ∈ J 1 (V) = { a ∈ V 1 | a(0) = 0 }. The set J 1 (V) is first introduced by Dong et al. [DLMM] in their study of the radical of a VOA. Matsuo and Nagatomo have shown that if v ∈ J 1 (V), then exp(v(1)) ∈ Aut V [MN] . In this paper, we show that Aut
and exp(−pr 1 (a)(1))a ∈ n≥2 V n (Proposition 4.1 and Lemma 4.4). Furthermore, if a is of strong CFT type, then we can show that exp(−pr 1 (a)(1))a ∈ CV + (Lemma 5.2), which proves that the action of Aut V on the set of conformal vectors of strong CFT type is transitive (Theorem 5.1). As an application, we obtain that the full vertex algebra automorphism group Aut V uniquely decomposes into the product of three subgroups, Aut
Aut ω V and Aut − V (Theorem 6.1).
We assume that a VOA V over R has a positive-definite invariant bilinear form, which is equivalent to the condition that V ⊗ R C is a unitary VOA with a natural anti-involution. Then, we show that Aut + V = {1} and Aut V Aut − V ⋊ Aut ω V (Corollary 7.1). In particular, if J 1 (V) = 0, then the full vertex algebra automorphism group coincides with the VOA automorphism group. Importantly, the space J 1 (V) vanishes quite often. For example, if V is a rational C 2 -cofinite simple VOA of strong CFT type, then J 1 (V) = 0 [Ma] . Many important VOAs (e.g., simple affine VOAs of level k ∈ Z >0 , lattice VOAs, and the moonshine module) are unitary and satisfy J 1 (V) = 0. Hence, they provide us with many examples of VOAs over R whose full vertex algebra automorphism groups are equal to the VOA automorphism groups. The remainder of this paper is organized as follows. Section 2 reviews some definitions and introduces the notion of conformal vectors of (strong) CFT type, which are discussed throughout this paper. Section 3 is devoted to the construction of certain automorphisms of conformal vertex algebras that play a key role (Theorem 3.1). Sections 4 and 5 describe the homogeneous components of a conformal vector with respect to the grading decomposition V = n∈N V n when it is of CFT type and of strong CFT type, respectively, which proves the uniqueness of self-dual vertex operator algebra structures of a simple vertex algebra (Theorem 5.1). Section 6 proves the decomposition theorem of the automorphism group (Theorem 6.1). Finally, Section 7 is devoted to determining the full vertex algebra automorphism group of a VOA over R with a positive-definite invariant bilinear form, especially the moonshine VOA (Theorem 7.1).
Preliminaries and Notation
This section provides the necessary definitions and notations for what follows.
Preliminaries.
We assume that the base field K is R or C unless otherwise stated. For a vertex algebra V, we let 1 denote the vacuum vector of V and T denote the endomorphism of V defined by setting T a = a(−2)1 for a ∈ V. A Z-graded vertex algebra is a vertex algebra that is a direct sum of vector spaces
V n with a distinguished vector ω ∈ V 2 satisfying the following conditions: the operators L(n) = ω(n + 1) generate a representation of the Virasoro algebra
of CFT type is of strong CFT type precisely when (V, ω) is self-dual in the sense that the contragredient module is isomorphic to V as a V-module.
Let V be a vertex algebra. A vector a ∈ V is said to be a conformal vector (resp. conformal vector of CFT type, conformal vector of strong CFT type) if (V, a) is a Zgraded conformal vertex algebra (resp. VOA of CFT type, VOA of strong CFT type). Let CV (resp. CV CFT , CV sCFT ) denote the set of conformal vectors (resp. the set of conformal vectors of CFT type, the set of conformal vectors of strong CFT type). Set V a n = {v ∈ V | a(1)v = nv } for n ∈ K and a ∈ V. A vector a ∈ V is a conformal vector if and only if it satisfies the following conditions:
• derivation property
A conformal vector a is of CFT type if and only if it satisfies the following conditions:
A vertex algebra automorphism f of V is a linear isomorphism of V which preserves all the products:
with f (1) = 1. Let (V, ω) be a VOA of CFT type. A VOA automorphism f of (V, ω) is a vertex algebra automorphism of V which preserves the conformal vector:
Let Aut V denote the group of vertex algebra automorphisms of V. Then, we have the following lemma:
Lemma 2.1. The sets CV, CV CFT , and CV sCFT are stable under the action of Aut V.
Notation.
In the remainder of the paper, we assume that V = n∈Z V n is a Z-graded vertex algebra, and fix its grading. We will use the following symbols.
The set of conformal vectors.
CV CFT
The set of conformal vectors of CFT type.
CV sCFT
The set of conformal vectors of strong CFT type.
Construction of Automorphisms
In this section, we construct certain automorphisms of the Z-graded vertex algebra V. The following lemma, which is clear from
, is critical to our study:
Suppose that the Z-graded vertex algebra V = n∈Z V n admits another Z-grading,
The following simple observation is fundamental:
We will show that ψ ∈ Aut + V. Since Aut + V is a group, it suffices to show that
In the remainder of the paper, we assume that (V, ω) is a Z-graded conformal vertex algebra, and fix its conformal vector ω.
and pr 2 (ψ(ω)) = ω. Set CV + ≔ {a ∈ CV ∩ V ≥2 | pr 2 (a) = ω}. Then, we have a map φ : Aut
The following lemma asserts that φ is injective.
In other words, f −1 • g| V n = id V n for all n ∈ Z, which proves the lemma.
The following theorem asserts that φ is surjective. Corollary 3.1. The map φ : Aut
Before we prove the above theorem, we need a preliminary result.
According to Lemma 3.1, pr n (a(1)v) = pr 2 (a)(1)pr n (v). That is, pr n • a(1) is equal to pr 2 (a)(1) • pr n on V ≥n . Therefore, pr 2 (a)(1) is semisimple on V, and we have a map Proof of Theorem 3.1. According to Lemma 3.5, ψ a is unique if it exists. First, we show that V n and V a n satisfy the assumptions in Lemma 3.3. Since a(0) = T , V = n∈Z V a n is a Z-graded vertex algebra. By applying Lemma 3.6 to a(1) and using pr 2 (a) = ω, we find that the maps (
If n m, then V n ∩ V m = 0, which proves V a n ⊂ V ≥n and V a n ∩ V ≥n+1 = 0. According to Lemma 3.4 and Lemma 3.3, there exists ψ a ∈ Aut + V such that ψ a (V n ) = V a n . By a(1)a = 2a, we have a ∈ V a 2 . Since pr 2 (a) = ω and a ∈ V a 2 , we have ψ a (ω) = a, which proves the theorem. Proof. To prove pr 2 (a) ∈ CV, it suffices to show that pr 2 (a) satisfies the conditions (1),...,(5). According to Lemma 3.1, pr 3−n (a(n)a) = pr 2 (a)(n)pr 2 (a). This shows that the conditions (1), (2), and (3) hold. Using a(0) = L(−1), we have the condition (4). According to Lemma 3.6, pr 2 (a) (1) 
Shape of Conformal Vectors of CFT type
Hereafter, we assume that (V, ω) is a VOA of CFT type. In this case, V 1 has a Lie algebra structure such that [a, b] 
Proof. By applying skew-symmetry to a(0)ω, we have 0 = a(0)ω
The Lie algebra J 1 (V) = {a ∈ V 1 | a(0) = 0} is a subalgebra of the center of V 1 . The following lemma shows that J 1 (V) is independent of the choice of the conformal vector of CFT type.
Lemma 4.2. The map J
Proof. Since (V, ω) is of CFT type, Im T ∩ V 1 = 0 and ker T = V 0 hold, which implies that the map is injective. By combining this with Lemma 4.1, it is surjective.
Recall that if a ∈ J 1 (V), then a(1) is a locally nilpotent derivation and exp(a(1)) is a vertex algebra automorphism of V [MN, Lemma 1.3] . In fact, we have the following:
Lemma 4.4. Let a ∈ CV. Then pr 1 (a) ∈ J 1 (V) and exp(−pr 1 (a)(1))a ∈ V ≥2 ∩ CV.
Proof. Set a n = pr n (a) for all n ∈ N. Recall that T is an operator of degree one and a n (0) is of degree n − 1. Therefore, by T = a(0), we have a n (0) = 0 for all n 2. Thus, a 1 ∈ J 1 (V). According to Lemma 4.3, exp(−a 1 (1)) is a vertex algebra automorphism. Hence, exp(−a 1 (1))a ∈ CV. It remains to prove that exp(−a 1 (1))a ∈ V ≥2 . First, we prove that exp(−a 1 (1))(a 0 + a 1 + ω) = ω. Clearly, exp(−a 1 (1))(a 0 ) = a 0 . Using a(1)a = 2a and a 0 ∈ K1, we have 2a 0 = pr 0 (2a) = pr 0 (a(1)a) = pr 0 (a 0 (1)a 2 + a 1 (1)a 1 + a 2 (1)a 0 + ...) = a 0 (1)a 2 + a 1 (1)a 1 + a 2 (1)a 0 = a 1 (1)a 1 . This gives exp(−a 1 (1))a 1 = a 1 − a 1 (1)a 1 = a 1 − 2a 0 . By applying skew-symmetry, we have a 1 (1)ω = L(0)a 1 + T L(1)a 1 + ... = a 1 ; thus, exp(−a 1 (1))ω = ω−a 1 (1)ω+(1/2)a 1 (1) 2 ω = ω−a 1 +a 0 . Hence, exp(−a 1 (1))(a 0 +a 1 +ω) = ω. According to Lemma 4.1 and (a − ω)(0) = T − T = 0, we have a − a 0 − a 1 − ω ∈ Im T . Since exp(−a 1 (1)) is an automorphism, it preserves Im T , which is a subset of V ≥2 . Hence, exp(−pr 1 (a)(1))a = exp(−pr 1 (a) (1) (1)) is an isomorphism of groups, where J 1 (V) is considered as the additive group.
Proof. Let a, b ∈ J 1 (V). A similar computation as in the proof of Lemma 4.4 shows that exp(a(1)) exp(b (1)
The proof of Lemma 3.5 also works for Aut (1)). Hence, the map is an isomorphism.
By combining Lemma 4.4, Corollary 3.2, and Theorem 3.1, we have: Proof. Let a ∈ V 2 ∩ CV CFT . When V 1 = 0, the assertion immediately follows from Lemma 4.5. Hence, we may assume that V 1 is a semisimple Lie algebra. In this case, the center of the Lie algebra V 1 is 0. Then, J 1 (V) = 0. By Lemma 4.5, there exists
is semisimple, the operator h(0) is also semisimple. Since (V, a) is of CFT type, the eigenvalues of a(0) = L(0) − h(0) on V 1 must be positive integers. If h 0, then h(0) has both positive and negative eigenvalues, since V 1 is a semisimple Lie algebra. Thus, h = 0, and a = ω.
According to Lemma 2.1, Aut V acts on CV CFT . Furthermore, since Aut ω V preserves the grading, Aut ω V acts on V 2 ∩ CV CFT . Let us denote the set of orbits by CV CFT /Aut V and (V 2 ∩ CV CFT )/Aut ω V. Then, we have a natural map (V 2 ∩ CV CFT )/Aut ω V → CV CFT /Aut V. The following lemma asserts that the map is surjective:
, which implies that there exists ψ ∈ Aut V such that ψ(ω ′ ) = a by Theorem 3.1. Thus, it suffices to show that b
Shape of Conformal Vectors of strong CFT type
In this section, we prove our first main result (Theorem 5.1).
Proof. Let a ∈ CV sCFT ∩ V ≥2 . According to Corollary 3.7, pr 2 (a) ∈ CV CFT . It remains to show that pr 2 (a)(2)V pr 2 (a) 1 = 0. According to Proposition 3.6, V
= 0, which proves the lemma.
The following lemma is a generalization of Proposition 4.8 in [CKLW] .
Proof. Let a ∈ CV sCFT ∩ V 2 . According to Lemma 4.5, we may assume that a = ω + T h, where h ∈ V 1 . Suppose that h 0. Since the operator a(1) is semisimple, and L(0) commutes with h(0), h(0) is also semisimple. Since V is a simple VOA of strong CFT type, according to [Li] , the Lie algebra V 1 has a non-degenerate invariant bilinear form ( , ), which coincides with the first product up to scalar factor. Let k ∈ K and v ∈ V 1 such that h (0) 
Proof. Let f ∈ Aut V. First, we show the existence of the decomposition. Set a = f (ω) and b = exp(−pr 1 (a) (1) b) . Hence, we obtain the decomposition.
Next, we show the uniqueness.
Proof. According to Corollary 4.2, this map is surjective. Let a, a ′ ∈ V 2 ∩ CV CFT , satisfying f (a) = a ′ for some f ∈ Aut V. By Lemma 4.5, we may assume that a = ω + T b
7. Vertex Operator Algebra with Positive-Definite Invariant Form
In this section, we examine VOAs over the real number field R. Let (V, ω) be a simple VOA of strong CFT type over R. We assume that the invariant bilinear form (, ) is positivedefinite.
Set
is a simple VOA of strong CFT type, V n = Q n L(−1)V n−1 holds. The following lemma was proved in [Mi, (3.16) ]. For the convenience of the reader we repeat the proof from [Mi] , thus making our exposition self-contained.
n and the invariant bilinear form is positive-definite, our assertion clearly holds. We apply induction to the degree n. The assertion is clear if n = 0 and n = 1, since V 1 = Q 1 . For n ≥ 2, assume that the assertion is true for n − 1. Let v ∈ V n . We may assume that v takes the form a + T b, where a ∈ Q n and b ∈ V n−1 . Then, (1,
Since a ∈ Q n , the first term on the right, viz., (1,
Im T are orthogonal. Finally, we have 
We have a(2n − 1)a = 0, because a is a conformal vector. Hence, 0 = pr 0 (a(2n − 1)a) = a n (2n − 1)a n .
By combining the above lemmas, we have CV ⊂ V 0 ⊕ V 1 ⊕ V 2 . Hence, to classify conformal vectors, it suffices to consider conformal vectors in CV ∩ V 2 by Lemma 4.4. According to Lemma 4.5, they are of the form ω+T h, where h ∈ V 1 and h(0) is semisimple on V. The following lemma shows that h ∈ J 1 (V). Remark 7.1. Matsuo and Nagatomo [MN] have shown that the full vertex algebra automorphism group of the Heisenberg VOA of rank 1 and level 1 over C is isomorphic to C ⋊ Z/2Z. The above theorem states that the full vertex algebra automorphism group of the Heisenberg VOA of rank n and level 1 over R is R n ⋊ O(n, R), where O(n, R) is the orthogonal group.
Let us make some remarks on the positive-definite invariant bilinear form. A unitary VOA is a VOA over C with a positive-definite invariant Hermitian form and an antiinvolution σ (see [DL] for a precise definition). If V is a unitary VOA with an antiinvolution σ, then V σ = {v ∈ V | σ(v) = v} is a VOA over R with a positive-definite invariant bilinear form, which gives a one-to-one correspondence between unitary VOAs and VOAs over R with a positive-definite invariant bilinear form (see for example [CKLW, Remark 5.4] 
We remark that simple affine VOAs of level k ∈ Z >0 , lattice VOAs and the moonshine module are unitary [DL] . They also satisfy the condition J 1 (V) = 0. 
