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Abstract 
Currently the majority of students choose a specialization majors following the choices made by the majority of his friends, 
without considering the factor of academic achievement of students. This resulted in a mismatch specialization interests 
and skills of the student, as a result many students who have difficulty in catch-up lessons. Application of C4.5 algorithm in 
the choice of subject specialization will assist in the classification of the variables that influence the selection of the field of 
specialization majors. C4.5 algorithm is an algorithm that is effective enough to help form a decision tree, the decision tree 
will then generate a new knowledge. Data collection techniques used interviews, observation, library research, and 
documentation. Research and evaluation results showed that the analysis of the determination of specialization using 150 
data sets consisting of 70% of the training data and testing data is 30% resulting in a level of accuracy of 84,44% 
Confusion Matrix. 
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1. Pendahuluan 
Kemajuan teknologi informasi telah menyebabkan 
banyak orang dapat memperoleh datadengan mudah 
bahkan cenderung berlebihan. Data tersebut semakin 
lama semakin banyak dan terakumulasi, akibatnya 
pemanfaatan data yang terakumulasi tersebut menjadi 
tidak optimal. Banyaknya data yang dimiliki oleh sebuah 
organisasi bisa menyebabkan kesulitan dalam 
pengklasifikasian data tersebut untuk kepentingan 
organisasi. Kegiatan pengklasifikasian yang dilakukan 
oleh manusia masih memiliki keterbatasan, terutama 
pada kemampuan manusia dalam menampung jumlah 
data yang ingin diklasifikasikan. Selain itu, bisa juga 
terjadi kesalahan dalam pengklasifikasian yang 
dilakukan. Salah satu cara mengatasi masalah ini adalah 
dengan menggunakan Data Mining (DM) dengan teknik 
klasifikasi. Data mining dapat membantu sebuah 
organisasi yang memiliki data melimpah untuk 
memberikan informasi yang dapat mendukung 
pengambilan keputusan.[7] 
Dalam dunia pendidikan, data yang berlimpah dan 
berkesinambungan mengenai siswa yang dibina dan 
alumni terus dihasilkan. Data yang berlimpah membuka 
peluang diterapkannya data mining untuk pengelolaan 
pendidikan yang lebih baik dan data mining dalam 
pelaksanaan pembelajaran berbantuan komputer yang 
lebih efektif [2]. Sementara itu, Selain itu,  data mining 
dapat digunakan untuk menyelesaikan siswa yang 
bermasalah dan membantu institusi menjadi lebih 
proaktif dalam mengidentifikasi dan merespon siswa 
tersebut. Luan menerapkan data mining sebagai cara 
untuk memprediksi ciri-ciri siswa yang akan dikeluarkan 
oleh sekolah dan kemudian kembali ke sekolah tersebut 
pada tahun berikutnya.[11] 
SMA Negeri 2 Tenggerong Seberang adalah salah satu 
SMA yang ada di Kecamatan Tenggarong Seberang. 
Kurikulum yang diterapkan adalah kurikulum 2013 
dimana kurikulum ini berbeda dengan kurikulum 
sebelumnya. Salah satu perbedaan dengan kurikulum 
sebelumnya adalah dalam hal penentuan peminatan 
siswa. Siswa kelas X sudah  menentukan peminatannya 
terlebih lagi proses dalam penentuan peminatan ini masih 
bersifat manual sehingga memerlukan waktu yang lama 
dan hasilnya pun belum tentu akurat. Faktor utama dalam 
penentuan peminatan siswa ini ditentukan oleh beberapa 
faktor yaitu nilai ujian nasional yang terdiri dari 
matematika, bahasa inggris, bahasa Indonesia, IPA 
sedangkan nilai tes yaitu IPA, IPS, Bahasa Indonesia, 
Bahasa inggris dan wawancara. 
Peminatan merupakan suatu keputusan yang dilakukan 
oleh peserta didik untuk memilih kelompok 
matapelajaran sesuai dengan minat, bakat, dan 
kemampuan selama mengikuti pelajaran di SMA. 
Pemilihan peminatan dilakukan atas dasar kebutuhan 
untuk melanjutkan keperguruan tinggi. Ketepatan dalam 
menentukan peminatan dapat menentukan keberhasilan 
belajar siswa. Sebaliknya, kesempatan yang sangat baik 
bagi siswa akan hilang karena kekurangtepatan dalam 
penentuan peminatan.  
Seiring dengan perkembangan teknologi hal tersebut 
dapat diatasi dengan teknik pengelompokan data dengan 
data mining. Sementara itu, data mining adalah proses 
yang menggunakan statistik, matematika, kecerdasan 
buatan, dan machine learning untuk mengekstraksi dan 




mengidentifikasi informasi yang bermanfaat dan 
pengetahuan yang terkait dari berbagai database besar 
[10]. Teknik pengelompokan atau pengklasifikasian yang 
dimaksud adalah teknik klasifikasi dengan menggunkan 
algoritma C4.5. 
 
2. Metode Penelitian 
Penelitian ini termasuk penelitian eksperimen dengan 
menggunakan data siswa SMA Negeri Tenggarong 
Seberang dengan menggunakan sebanyak 150 data siswa 
yang terdiri dari data training 70% dan data testing 30%, 
sehingga diperoleh data testing 105 data sedangkan data 
testing sebanyak 45 data. Data training digunakan untuk 
memperoleh hasil klasifikasi penentuan peminatan dalam 
bentuk decision tree, sedangkan data testing digunakan 




Gambar 1.  Alur Penelitian 
 
3. Hasil dan Pembahasan 
3.1 Data Uji 
Data uji yang digunakan dalam penelitian ini adalah data 
siswa SMA Negeri 2 Tenggarong Seberang Kelas X 
Tahun Akademik 2015/2016. Jumlah data siswa yang 
digunakan sebanyak 150 siswa yang terdiri dari siswa 
IPS sebanyak 30 orang dan siswa IPA senyak 130 orang. 
Data ini memiliki data atribut peminatan sebanyak 10 
atribut diantaranya: Nilai Ujian Nasional Matematika, 
IPA, Bahasa Indonesia, Bahasa Inggris, Nilai Ujian Tes 
Akademik terdiri dari nilai Bahasa Indonesia, Bahasa 
Inggris, IPA, dan IPS. Selain itu ada juga wawancara 
dalam hal ini ketika proses wawancara ini calon siswa 
ditanyakan tentang minatnya. Atribut terakhir adalah 
atribut hasil yang merupakan target yang diingin dicapat 
yaitu peminatan IPA dan IPS.  
Untuk menghasilkan data yang akurat maka nilai dari 
setiap siswa baik nilai Ujian Nasional maupun nilai tes 
akademik akan diklasifikasikan dalam rentang nilai yang 
dapat dilihat pada tabel di bawah ini  
 








3.2  Analisis Data 
Analisis data yang digunakan untuk proses klasifikasi 
dapat menggunakan KDD (Knowledge Discovery in 
databases) yang terdiri dari Sembilan langkah yang 
dimulai dari tahap pemahaman data yang akan digunakan 
hingga tahap terciptanya sebuah pengetahuan tentang 
klasifikasi penentuan peminatan. KDD sendiri diartikan 
sebagai proses terorganisir untuk mengidentifikasi pola 
dalam data yang besar dan kompleks dimana pola data 
tersebut ditemukan bersifat sah, baru dan dapat 
bermanfaat serta dapat dimengerti. Sembilan langkah 
dalam  KDD yang digunakan dalam analisis data untuk 
proses klasifikasi.[12] 
1. Developing an understanding of the application 
domain yang merupakan tahap untuk memahami apa 
yang akan dilakukan dalam penelitian 
2. Selecting and creating a data set on which discovery 
will be performed, merupakan tahap untuk pemilihan 
set data dan mempersiapkannya untuk digunakan 
dalam penelitian. 
3. Preprocessing and cleansing, merupakan tahap untuk 
meningkatkan kehandalan data dengan cara 
membersihkan data yang tidak lengkap (missing 
value) dan data yang tidak benar (noise) 
4. Data transformation, merupakan tahap untuk 
menyusun dan mengembangkan set data menjadi 
lebih baik sehingga tahap ini membutuhkan prroses  
kreatif dan sangat bergantung ada jenis atau pola 
informasi yang akan dicari dalam basis data, seperti 
mengkategorikan data ke dalam beberapa kategori 
dan membagi data menjadi dua bagian yaitu data 
training dan testing. 
5. Choosing the appropriate Data Mining task, tahap ini 
memilih teknik data mining yang digunakan yaitu 
klasifikasi. 
6. Choosing the Data Mining Algorithm, merupakan 
tahap membuat klasifikasi beasiswa dengan 
menggunakanalgoritma yang telah dipilih dari proses 
Pengumpulan Data 
Algoritma C4.5 
Analisis Data dengan 
KDD 
Evaluasi dan Validasi 
Hasil Klasifikasi 
Confusion Matrix dan 
Kurva ROC 
Rule Hasil Klasifikasi 
Penerapan dan 
Pembangunan Sistem 
Pengujian  Sistem 
Data Training (70%) 
 
Data Testing (30%) 
 





7. Employing the data Data mining Algorithm, 
merupakan tahap membuat klasifikasi beasiswa 
dengan menggunakan algoritma yang telah dipilih 
dari proses sebelumnya. 
8. Evaluation, tahap evaluasi dilakukan dengan 
menggunakan data testing untuk mengukur tingkat 
akurasi pola data yang diperoleh data yang 
diperolehhasil klasifikasi dengan data training dengan 
menggunakan confusion matrix dan kurva ROC. 
9. Using the discovered knowledge, merupakan tahap 
menggunakan knowledge yang diperoleh dari hasil 
klasifikasi dengan Decision Tree dan menerapkannya 
dalam klasifikasi penentuan peminatan 
 
3.3 Evaluasi  Hasil 
Evaluasi dari hasil klasifikasi peminatan siswa dengan 
menggunakan C4.5 dapat menggunakan confusion matrix 
dan kurva ROC/AUC (Area under Curve). 
1. Confusion Matrix  
Confusion matrix merupakan sebuah metode untuk 
evaluasi yang mengunakan tabel matrix. Evaluasi 
dengan confusion matrix menghasilkan nilai 
accuracy, precision, dan recall. 
 
Gambar 2. Hasil Confusion Matrix 
Tingkat akurasi dalam confusion matrix dapat 
dihitung menggunakan rumus sebagai berikut [6] 
𝑆𝑒𝑛𝑐𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑡𝑝𝑜𝑠
𝑡𝑝𝑜𝑠+𝑡𝑛𝑒𝑔
𝑥 100%  ……(6) 
𝑆𝑒𝑛𝑐𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑡_𝑛𝑒𝑔
𝑛𝑒𝑔
𝑥 100%   ……(7) 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  =  
𝑡_𝑝𝑜𝑠
𝑡_𝑝𝑜𝑠 + 𝑓_𝑝𝑜𝑠




 𝑥 100% … . . (9)   
 Keterangan:  
 t_pos   : jumlah true positif 
 t_neg  : jumlah true negative 
 p  : jumlah record positif 
 n  : jumlah tupel negative 
 f_pos  : jumlah false positif 
f_negatif : jumlah false negative 
 
Hasil evaluasi confusion matrix dalam klasifikasi 
menunjukkan tingkat akurasi hasil klasifikasi peminatan 
siswa sebesar 84,44%. Untuk nilai precision sebesar 
85,71%, sedangkan nilai recal sebesar 81,82%. 
 
2. Kurva ROC 
Kurva ROC menunjukkan akurasi dan membandingkan 
klasifikasi secara visual. ROC mengekspresikan 
confusion matrix. ROC merupakan grafik dua dimensi 
dengan false positive sebagai garis horizontal dan true 
positive sebagai garis vertical [15]  
ROC memiliki tingkat nilai diagnose yaitu: [4] 
a. Akurasi bernilai 0.90 – 1.00 = excellent classification 
b. Akurasi bernilai 0.80 – 0.90 = good classification 
c. Akurasi bernilai 0.70 – 0.80 = fair classification 
d. Akurasi bernilai 0.60 – 0.70 = poor classification 
e. Akurasi brnilai 0.50 – 0.60 = failure 
Hasil ROC dari penelitian ini dapat dilihat pada gambar 
dibawah ini 
 
Gambar 3. Hasil Evaluasi Kurva ROC 
3.3 Pembangunan Sistem 
Pembangunan sistem klasifikasi peminatan siswa 
menggunakan Microsoft Visual Basic 6.0 dengan 
menerapkan rule hasil klasifikasi dengan menggunakan 
algoritma C4.5. Hasil dari pembangunan sistem ini dapat 
dilihat pada gambar berikut ini: 
 
 
Gambar 4. Form Input Data Peminatan 





Dari gambar di atas dapat menjelaskan hasil dari proses 
data mining, yaitu memprediksi pohon keputusan yang 
terbentuk dari proses data mining yang menentukan 
bahwa inputan yang dimasukkan berdasarkan 10 atribut 
apakah target tersebut adalah IPA atau IPS. Untuk 
membandingkan data hasil uji yang sebenarnya dengan 
hasil uji menggunakan data mining maka diperoleh hasil 
seperti di bawah ini: 
 
Gambar 5. Perbandingan Data uji 
 
4 Kesimpulan 
Berdasarkan hasil penelitian peminatan jurusan pada 
SMA Negeri 2 Tenggarong Seberang dengan 
menggunakan algoritma C4.5 dapat diambil beberapa 
kesimpulan antara lain: 
1. Model decision tree dapat digunakan dalam 
membuat klasifikasi sebagai dasar dalam 
pembangunan sistem penentuan peminatan siswa 
IPA dan IPS. 
2. Hasil evaluasi dan validasi dengan menggunakan 
confusion matrix menunjukkan tingkat akurasi 
algoritma C4.5 sebesar 84,44% dengan 
menggunakan data set sebanyak 150 data yang 
dibagi kedalam data training 70% dan data testing 
30%. 
3. Atribut yang digunakan untuk menentukan 
peminatan siswa terdiri dari 10 atribut antara lain: 
UN IPA, UN Bahasa Indonesia, UN Bahasa Inggris, 
UN Matematika, Tes IPA, Tes IPS, Tes Bahasa 
Indonesia, Tes Bahasa Inggris. Sebanyak 10 atribut 
tersebut yang memiliki Gain tertinggi adalah Tes 
IPA sehingga dijadikan sebagai root pada decision 
tree. 
4. Penerapan rules dari algoritma C4.5 selanjutnya 
diterapkan menggunakan Visual Basic 6.0 yang 
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