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Introduction
L’e´tude de la propagation des ondes, e´lectromagne´tiques mais aussi acoustiques, a donne´
lieu depuis les anne´es 60 a` un grand effort de recherche. De nombreuses applications, allant
du radar a` l’imagerie me´dicale par tomographie en passant par le controˆle non destructif
de structures, reposent sur les connaissances en propagation d’ondes. Une forte demande
ge´ne`re donc une forte activite´ autour de l’e´laboration et du perfectionnement des me´thodes
mises en oeuvre et ce sont ces applications qui sont vise´es dans cette e´tude. Les applications
cite´es sont lie´es par une proble´matique commune : a` partir de mesures physiques, retrouver
des informations sur l’environnement e´tudie´. Typiquement, on cherche une solution a` un
proble`me en connaissant les conditions initiales. On appelle ceci le proble`me direct. Par
opposition, retrouver des conditions initiales a` partir de la solution au proble`me direct (ou
de mesures) est appele´ un proble`me inverse.
Proble`mes inverses en propagation d’ondes
En propagation d’ondes, les objets peuvent eˆtre mode´lise´s de plusieurs manie`res : soit on
les conside`re comme imperme´ables aux ondes et on statue des conditions de surface, soit on
les conside`re comme perme´ables et on les mode´lise par un indice de re´fraction. Un proble`me
inverse naturel est alors de retrouver l’indice de re´fraction d’un milieu perme´able aux ondes
a` partir de mesures. En pre´sence d’obstacles non perme´ables, un proble`me inverse naturel
est de retrouver la forme de l’obstacle.
Une difficulte´ majeure pour ces proble`mes inverses est qu’ils sont mal pose´s. En effet, le
proble`me direct, qui donne la propagation des ondes en fonction de la source et des objets
diffractants conside´re´s, est une transformation line´aire et compacte. En conse´quence, il est
impossible d’avoir un proble`me inverse continu, ce qui se traduit par une forte instabilite´.
Avoir des re´sultats fiables demande alors de gros efforts me´thodologiques et ge´ne´ralement
des re´solutions nume´riques couˆteuses.
Les proble`mes de reconstruction d’indice d’un milieu ou de forme d’un obstacle sont de
plus non-line´aires. Cela de´bouche la` encore sur une augmentation des calculs ne´cessaires
pour aboutir a` une approximation du re´sultat cherche´ tout en restreignant le nombre ainsi
que le cadre de validite´ des me´thodes utilisables.
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Reconstruction de l’indice
Si on sait re´soudre le proble`me direct, le proble`me inverse associe´ peut eˆtre vu comme
un proble`me d’identification [Colton & Monk 1988, Colton & Monk 1992]. Les proble`mes
d’identification non-line´aires sont ge´ne´ralement traite´s par la me´thode de Gauss-Newton
[Bjo¨rck 1996]. Cette me´thode est ite´rative et chacune des ite´rations demande ge´ne´ralement
autant de re´solutions du proble`me direct que le nombre de constantes qu’on recherche pour
une approximation de l’indice constante par morceaux. Le tout est alors tre`s couˆteux en
temps de calcul. Par ailleurs, le caracte`re mal pose´ du proble`me se retrouve a` chaque ite´ra-
tion de cette me´thode qu’il faut donc re´gulariser. Il existe plusieurs types de re´gularisation
dont notamment celle de Tikhonov [Engl et al. 1989, Bakushinsky 1992]. Elle consiste a`
rajouter la norme au carre´ de l’inconnue a` la fonctionnelle (line´arise´e) des moindres car-
re´es qu’on minimise. Un des inte´reˆts de cette me´thode est sa facilite´ de mise en oeuvre.
Pour que le proble`me re´gularise´ soit cohe´rent avec le proble`me initial, le terme de re´gu-
larisation est dimensionne´ par un parame`tre de re´gularisation. Calibrer ce parame`tre est
un proble`me en soi, souvent tre`s couˆteux en temps de calcul. Si on le choisit trop petit,
l’instabilite´ du proble`me mal pose´ prend le dessus. Si on le choisit trop grand, le proble`me
re´gularise´ produit des solutions qui ne sont plus celles du proble`me inverse initialement
conside´re´. Le principe de la me´thode“L-curve”par exemple, est de conside´rer la courbe (en
e´chelle log-log) de la norme de la solution re´gularise´e en fonction de la norme du re´sidu.
On se´lectionne alors le parame`tre pour lequel la courbure de cette courbe est maximale
mais cette proce´dure est clairement tre`s couˆteuse [Hanke 1996, Hansen 1998]. On peut
aussi trouver plus rapidement une approximation du parame`tre maximisant la courbure
de la “L-curve” par une me´thode ite´rative de point fixe [Baza´n & Francisco 2009]. Ceci
e´tant, le principe de Morozov propose une borne infe´rieure pour ce parame`tre de re´gula-
risation : le niveau de bruit suppose´ sur les mesures [Tikhonov 1995]. On recherche ainsi
la solution avec une pre´cision minore´e par le bruit de mesure. Par ailleurs, le choix de
la norme de re´gularisation influence tout autant les re´sultats de convergence. Des e´tudes
furent mene´es dans un premier temps avec un parame`tre de re´gularisation fixe´ et des
termes de re´gularisation quadratiques en normes L2 ou H1 classiques. L’emploi d’une
semi-norme BV e´largit sensiblement l’ensemble des situations de´bouchant sur un re´sultat
positif [Se´gui 2000]. L’utilisation de cette norme s’appuie sur l’hypothe`se que les indices
recherche´s sont ge´ne´ralement sous la forme d’un nombre restreint de zones dans lesquelles
les valeurs prises sont quasi-constantes.
Reconstruction de forme
Le proble`me de reconstruction de forme d’obstacles peut eˆtre traite´ de la meˆme manie`re
que le proble`me de reconstruction de l’indice d’un milieu. Mais l’information de la forme
est entie`rement contenue dans l’information des valeurs de l’indice. On peut dans ce cas
espe´rer des reconstructions de forme plus rapides que les reconstructions d’indice. Les
me´thodes dites de“sampling” re´pondent a` cette attente en localisant le support d’obstacles
pour un couˆt calculatoire de l’ordre d’une seule re´solution du proble`me direct. Ceci les
rend inte´ressantes sur le plan applicatif. Le principe des me´thodes de “sampling” est de
localiser les obstacles par un test binaire et ponctuel. La forme de l’obstacle est alors
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reconstruite comme l’ensemble des points passant le test. Diffe´rentes me´thodes de ce type
sont pre´sente´es par exemple dans [Potthast 2006].
Une branche fondatrice des me´thodes de sampling a e´merge´ a` la fin des anne´es 90 sous la
forme de la“Linear Sampling Method”[Colton et al. 1997, Collino et al. 2002, Colton 2003].
Les difficulte´s de mise en oeuvre de la me´thode comple`te ont conduit a` l’e´laboration de
la “Factorization Method” [Kirsch 1998, Arens 2004, Gebauer et al. 2008]. Cette me´thode
facile a` imple´menter et rapide a` exe´cuter permet une reconstruction de la forme d’obs-
tacles dans l’air. Pour reconstruire la forme d’objets perme´ables aux ondes et absorbants,
les me´thodes de “Linear Sampling” et de “Factorization” doivent cependant eˆtre adapte´es
[Cakoni et al. 2002, Kirsch 2002]. A partir de 2005, cette me´thode a e´te´ adapte´e a` la tomo-
graphie [Kirsch 2005, Gebauer 2006, Hyvo¨nen 2007, Lechleiter et al. 2008] pour de´tecter
des perturbations (des tumeurs par exemple) dans un milieu inhomoge`ne a` partir de me-
sures de surface. La de´tection d’obstacles dans un milieu inhomoge`ne a` partir de mesures
en champ lointain est traite´e pour la premie`re fois en 2007 [Nachman et al. 2007].
Les me´thodes de “Linear Sampling” et de “Factorization” sont conc¸ues pour reconstituer la
forme d’objets a` partir de mesures en champ lointain, c’est-a`-dire a` grande distance. Or,
les premie`res versions de ces me´thodes supposent que les mesures soient disponibles tout
autour de l’objet avec des sources ondes planes e´mises dans des directions entourant elles
aussi entie`rement l’objet. Ceci est peu pratique du point de vue applicatif. Cependant, le
champ lointain est analytique et il est donc the´oriquement suffisant de connaˆıtre ses valeurs
sur un ouvert. D’une part, des travaux sont mene´s sur la reconstruction de champ lointain
a` partir de donne´es incomple`tes [Barucq et al. 2010]. Le pre´-traitement des donne´es par
ce genre d’enrichissement permettrait alors d’utiliser les me´thodes de sampling dans leur
cadre d’application. D’autre part, la dernie`re adaptation de la “Factorization Method” est
justifie´e dans le cas de donne´es incomple`tes mais avec des directions d’e´missions et de
mesures qui co¨ıncident.
Objectifs et plan du manuscrit
On cherche a` ame´liorer la recherche des valeurs de l’indice d’un objet perme´able a` partir
des mesures en champ lointain. Pour cela nous nous inte´ressons plus pre´cise´ment a` une
me´thode de Gauss-Newton re´gularise´e. C’est une me´thode ite´rative de reconstruction de
parame`tres et il faut a`-priori conside´rer un grand nombre de parame`tres pour espe´rer
capturer un indice non-trivial. Le couˆt calculatoire est ainsi ge´ne´ralement e´leve´. Or, il
se peut que que de nombreux parame`tres soient e´gaux, et il est donc inutile de les re-
chercher se´pare´ment. Mais surtout, au cours des ite´rations certains parame`tres continuent
d’eˆtre recherche´s alors qu’ils sont de´ja` reconstruits de manie`re satisfaisante. On voudrait
alors pouvoir distinguer rapidement les parame`tres correctement reconstruits des autres
afin d’orienter la recherche vers les parame`tres pour lesquels la pre´cision relative est la
moins bonne. C’est-a`-dire de´terminer localement si l’indice propose´ correspond aux va-
leurs exactes ou pas. La “Factorization method” permet de localiser les perturbations dans
un objet perme´able, mais a` partir de mesures de surface [Hyvo¨nen 2007]. De plus, les for-
mulations habituelles utilisent des noyaux de Green dont l’e´valuation soule`ve des difficulte´s
[Hyvo¨nen et al. 2007, Egger et al. 2010, Hakula & Hyvo¨nen 2009]. A notre connaissance,
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il n’y a pas aujourd’hui de me´thode rapide de localisation de perturbations dans un milieu
inhomoge`ne a` partir de mesures en champ lointain.
Chapitre 1. Notre e´tude porte sur des proble`mes inverses en propagation d’ondes base´s
sur des mesures faites a` grande distance des objets e´tudie´s. Ainsi, dans une premie`re par-
tie de cette the`se, nous pre´sentons le proble`me de propagation des ondes acoustiques et
le comportement asymptotique des solutions. Nous rappelons en particulier le caracte`re
bien pose´ des e´quations pour des conditions asymptotiques bien choisies. Nous pre´sentons
ensuite deux me´thodes populaires qui traitent qui traitent le proble`me inverse de la recons-
truction du domaine d’un objet e´tudie´ et dont nous reprendrons le principe par la suite.
La premie`re de ces me´thodes est celle dite du “Linear Sampling”. Base´e sur l’identification
des parame`tres de l’objet, elle remplace la reconstruction comple`te de ces parame`tres par
un test binaire qui fournit une fonction indicatrice du support de l’objet. Le gain se situe
au niveau de la vitesse d’exe´cution. Cependant, l’interpre´tation des re´sultats pratiques
soule`ve quelques difficulte´s qui sont traite´es par la me´thode de “Factorization”. La me´-
thode de “Factorization” est une variante de la me´thode de “Linear Sampling” et c’est son
principe que nous reprendrons pour la de´tection de de´fauts.
Chapitre 2. Dans une seconde partie nous e´tablissons une caracte´risation du support de
perturbations dans un milieu inhomoge`ne connu a` partir de mesures en champ lointain
sans e´valuer les fonctions de Green du milieu ambiant. La plupart des me´thodes dites de
“sampling” se basent sur le meˆme re´sultat pre´liminaire : le domaine recherche´ peut eˆtre ca-
racte´rise´ the´oriquement par des sources ponctuelles. Nous adaptons alors ce re´sultat dans
notre cadre d’e´tude. C’est sur le raccord entre ces fonctions tests et les mesures que se
distinguent les diffe´rentes me´thodes. La “Factorization Method” fournit une relation tre`s
simple a` mettre en oeuvre entre fonctions tests et mesures. Nous de´montrons alors que
son principe peut aussi eˆtre applique´ a` notre proble`me. Comme son nom l’indique, cette
me´thode repose sur une factorisation au pre´alable de l’ope´rateur de mesures. Nous abou-
tissons alors a` une localisation des perturbations a` partir des mesures sous forme d’une
ine´galite´ fonctionnelle qu’il faudra ensuite mettre en pratique.
Chapitre 3. Dans une troisie`me partie, nous traduisons la caracte´risation obtenue a` la
partie pre´ce´dente sous forme d’un proble`me de minimisation sous contraintes. Nous e´ta-
blissons alors diffe´rents algorithmes de re´solution ite´ratifs de ce proble`me, de´bouchant sur
une visualisation du domaine des perturbations recherche´es. De plus, sous certaines condi-
tions nous montrons qu’il est aussi possible de visualiser ce domaine par des me´thodes
directes, bien plus rapides. Nous e´tudions alors une imple´mentation en deux dimensions
des ces me´thodes directes. Nous comparons en premier lieu les re´sultats obtenus avec des
mesures simule´es dans toutes les directions pour des objets non absorbants. Les expe´rimen-
tations sont mene´es pour divers parame`tres physiques ainsi que des de´fauts non triviaux
afin de valider les re´sultats de la premie`re partie. Nous e´tudions aussi une extension de
ces algorithmes base´e sur une conjecture. Cette extension permet de traiter le cas d’objets
absorbants mais aussi d’arcs de mesures restreints. En particulier, nous traitons le cas ou`
les directions de mesures sont distinctes des directions d’e´mission pour les sources ondes
planes. A notre connaissance, ceci n’a encore jamais e´te´ re´alise´ avec des me´thodes de “Fac-
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torization”.
Chapitre 4. Dans la quatrie`me partie, nous conside´rons le proble`me global de la re-
construction des valeurs de l’indice de l’objet e´tudie´. Ce proble`me est ge´ne´ralement traite´
de manie`re ite´rative et on peut conside´rer la reconstruction propose´e comme une version
perturbe´e de l’indice recherche´. Or, nous disposons d’une me´thode de localisation de per-
turbations dans un objet perme´able connu a` partir de mesures. Nous sommes donc en
mesure de distinguer les zones ou` la reconstruction propose´e est proche de l’indice exact
et les zones ou` ce n’est pas le cas.
En nous appuyant sur cette information, nous proposons et illustrons nume´riquement deux
proce´dures de reconstruction d’indice avec peu de parame`tres. L’objectif de la premie`re
proce´dure est d’identifier les valeurs d’un de´faut dans un objet connu apre`s l’avoir localise´.
Le nombre de parame`tres ne´cessaires est ainsi re´duit. La seconde proce´dure concerne le
raffinement adaptatif de la reconstruction (ite´rative) d’un indice inconnu. En utilisant
l’information des de´fauts entre l’indice reconstruit et l’indice recherche´, nous proposons
une manie`re d’augmenter le nombre de parame`tres aux endroits d’inte´reˆt. Le but est
d’augmenter la pre´cision en retrouvant les discontinuite´s de l’indice tout en conservant un
nombre re´duit de parame`tres.
Enfin, nous proposons un nouvel indicateur de l’ade´quation entre un indice donne´ et l’in-
dice recherche´. En effet, avec les me´thodes de´veloppe´es dans la partie pre´ce´dente on sait
maintenant localiser les parties de l’indice propose´ qui sont incorrectes. Nous proposons
ainsi une me´thode, illustre´e nume´riquement, de reconstruction d’indice par la minimisation
d’une fonction base´e sur la localisation des de´fauts.

1
Reconstruction de forme
Nous allons nous inte´resser a` des proble`mes inverses en propagation d’ondes base´s sur
des mesures en champ lointain, mais pour les de´finir il faut avoir de´fini au pre´alable
le proble`me direct. Nous pre´sentons alors la mode´lisation de la propagation d’ondes en
pre´sence d’objets perme´ables ainsi que leur comportement asymptotique.
Nous pre´sentons ensuite les me´thodes de “Linear Sampling” et de “Factorization”. Ce sont
des me´thodes rapides de reconstruction de forme d’obstacles a` partir de mesures en champ
lointain sur lesquelles nous nous baserons pour de´velopper notre me´thode de reconstruction
de forme de de´fauts.
Les applications pratiques sont naturellement vise´es dans l’espace en trois dimensions,
mais, pour des raisons de simplicite´, les exemples nume´riques sont mene´s en deux dimen-
sions. Pour pouvoir passer facilement de l’un a` l’autre nous laissons alors la dimension du
proble`me en parame`tre, note´ d.
1.1 L’e´quation de Helmholtz
On conside`re la propagation d’ondes acoustiques, c’est-a`-dire de variations de pression, de
faible amplitude dans un milieu homoge`ne d’un espace de dimension d = 2 ou 3 vu comme
un fluide non visqueux. Le mouvement du fluide est de´crit par le syste`me des e´quations
d’Euler 
∂tv + (v · ∇)v + 1
ρ
∇p = 0,
∂tρ+ div(ρv) = 0,
p = f(ρ, S),
∂tS + v · ∇S = 0,
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ou` v est la vitesse, p la pression, ρ la densite´, S l’entropie et f une fonction de´pendant de
la nature du fluide.
Si on suppose que v, p, ρ, et S sont de petites perturbations autour d’un d’e´quilibre avec
v0 = 0, on peut alors conside´rer le syste`me d’Euler line´arise´
∂tv +
1
ρ0
∇p = 0,
∂tρ+ ρ0divv = 0,
∂tp = ∂ρf(ρ0, S0)∂tρ.
On peut alors chercher des solutions sous forme de potentiel de vitesse U(t, x) tel que
v = 1ρ0∇U, avec p = −∂tU. Ce potentiel de ve´locite´ ve´rifie alors l’e´quation des ondes
1
c2
∂2
∂t2
U −∆U = 0,
ou` la vitesse du son c est de´finie par c2 = ∂ρf(ρ0, S0).
Pour des ondes harmoniques en temps, c’est-a`-dire de la forme U(t, x) = Re
{
u(x)eiωt
}
, ou`
ω > 0 est la fre´quence, la partie spatiale u : Rd → C ve´rifie alors l’e´quation de Helmholtz
−ω
2
c2
u−∆u = 0.
Nous e´tudions la diffraction d’ondes par des objets perme´ables qu’on suppose a` support
compact note´ D. Ceci induit une vitesse du son constante c(x) = c0 en dehors d’une
certaine boule et les objets sont alors caracte´rise´s par leur indice de re´fraction n(x) =
c20
c(x)2
.
On note D le lieu des objets qui est alors aussi le support de n(x) − 1. On suppose cet
indice borne´ (n ∈ L∞(Rd)), a` valeurs complexes pour les objets absorbants et a` valeurs
re´elles autrement. De plus, on suppose que la partie imaginaire de l’indice est signe´e, par
exemple positive (Imn(x) > 0) mais toutes les de´monstrations peuvent eˆtre adapte´es au
cas ne´gatif. Enfin, on de´finit le nombre d’onde par k = ωc0 , et on obtient la formulation
classique de l’e´quation de Helmholtz pour les milieux in-homoge`nes
∆un(x) + k
2n(x)un(x) = 0, x ∈ Rd. (1.1)
Pour un indice n ∈ L∞(Rd,C), on note Hn(O) l’espace des solutions de l’e´quation de
Helmholtz dans un ouvert O
Hn(O) =
{
f ∈ L2(O), ∆f + k2nf = 0} . (1.2)
1.1.1 La condition de radiation de Sommerfeld
La diffraction est la modification du comportement de l’onde en pre´sence d’objets dif-
fractants. Notons ui l’onde incidente qui correspond a` l’onde qu’on aurait en l’absence
d’objets. Cette onde incidente ve´rifie donc
∆ui + k2ui = 0. (1.3)
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On note alors us le champ diffracte´ qui est la diffe´rence entre l’onde totale et l’onde
incidente :
un = u
i + us. (1.4)
Comme on a sorti le temps de l’e´quation, on ne peut plus distinguer les temps positifs des
temps ne´gatifs. Il faut alors ajouter une condition, dite de radiation, pour distinguer les
champs diffracte´s ayant un comportement sortant de ceux ayant un comportement entrant
[Petkov 1989, Section 2.6]. Pour les ondes acoustiques, le syste`me (1.1)-(1.4) est ferme´ par
la condition de radiation de Sommerfeld [Sommerfeld 1912]
∂ru
s = ikus + O
(
|x|− d−12
)
. (1.5)
1.1.2 Le champ lointain
Nous conside´rons des mesures effectue´es a` grande distance des objets. Cela veut dire qu’on
mesure le comportement asymptotique du champ diffracte´ apre`s avoir e´mis une onde in-
cidente. Comme on suppose le support des objets compact, en dehors de ce support le
champ diffracte´, c’est-a`-dire la quantite´ (un − ui) ve´rifie l’e´quation de Helmholtz (1.1)
avec n(x) = 1 ainsi que la condition de radiation de Sommerfeld (1.5). Toute onde ve´-
rifiant l’e´quation (1.1) avec n(x) = 1 en dehors d’une certaine boule et la condition de
radiation (1.5) posse`de un comportement asymptotique qui est analytique et ne de´pend
que de la direction d’observation xˆ = x|x| , x ∈ Rd [Colton & Kress 1998, The´ore`me 2.5]. Le
comportement asymptotique du champ diffracte´ (un− ui) est appele´ champ lointain de la
solution un. On le note u
∞
n ∈ C∞(Sd−1) et le champ total un ve´rifie alors le de´veloppement
d’Atkinson suivant [Venkov 2008]
un(x) = u
i(x) + γ
eik|x|
|x| d−12
u∞n (
x
|x|) + O
(
|x|− d−12
)
, (1.6)
ou` γ ne de´pend que de la dimension et est de´fini par
γ :=
{
eipi/4√
8pik
si d = 2,
1
4pi si d = 3.
(1.7)
Remarque 1.1. Cette notation du champ lointain suit la convention employe´e par exemple
dans [Kirsch & Grinberg 2008]. Une autre convention est aussi utilise´e pour noter le champ
lointain dans certains ouvrages comme par exemple [Colton & Kress 1998] ou` le coefficient
γ est inte´gre´ dans la notation u∞n . On a ainsi
(
un − ui
)
(x) =
eik|x|
|x| d−12
u∞n (
x
|x|) + O
(
|x|− d−12
)
. (1.8)
Ceci change les constantes dans certains des re´sultats que nous pre´sentons.
Si le champ lointain est nul, le champ diffracte´ dont il est issu est nul dans l’ensemble ou`
il ve´rifie l’e´quation de Helmholtz avec n(x) = 1.
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Lemme 1.2 (Unicite´ du champ lointain). [Colton & Kress 1998, The´ore`me 2.13] Soit
D un ensemble borne´ de Rd et soit u ∈ C 2(Rd \ D) une fonction ve´rifiant l’e´quation de
Helmholtz avec n(x) = 1 ainsi que la condition de radiation de Sommerfeld. Si son champ
lointain est nul, alors u = 0 en dehors de D.
1.1.3 Les sources ondes planes
Il existe un type d’ondes particulier appele´ ondes planes. On les utilise comme onde in-
cidente dans de nombreux cas pour plusieurs raisons. Premie`rement, ce sont des sources
qu’on peut ge´ne´rer en pratique, ce qui est fondamental pour les applications re´elles. En
effet, les ondes planes correspondent au rayonnement e´mis par une source ponctuelle si-
tue´e a` grande distance. Il suffit donc que les objets e´tudie´s soient a` une distance suffisante
d’un e´metteur pour que l’onde incidente en pratique soit assez proche d’une onde plane.
Deuxie`mement, elles ont une expression analytique tre`s simple donne´e par
ui(θ, x) := eikθ·z,
ou` θ est vecteur normalise´ de Rd donnant la direction d’e´mission et x un point de Rd.
On de´finit alors la solution au syste`me (1.1)-(1.5) avec une source onde plane de direction
d’e´mission θ par
un(θ, x).
De meˆme, on note le champ lointain dans la direction xˆ du champ diffracte´ en pre´sence
d’une onde plane de direction d’e´mission θ par
u∞n (θ, xˆ).
Emissions
sur Γe
mΓsurU
iU
8
Mesures
Objet
Figure 1.1: Sche´ma des notations
On note Γe et Γm les sous ensemble de la sphe`re unite´ S
d−1 correspondants respectivement
aux directions d’e´missions et de mesures, comme illustre´ sur la Figure 1.1.
Par ailleurs, avec des sources ondes planes le champ lointain ve´rifie une relation de re´ci-
procite´ : on peut permuter les directions d’e´mission et d’observation, en changeant le signe
pour faire le “chemin” en sens inverse, sans que cela ne change la valeur du champ lointain
obtenu.
Lemme 1.3 (Principe´ de re´ciprocite´). [Colton & Kress 1998, The´ore`me 3.13]
u∞n (θ, xˆ) = u
∞
n (−xˆ,−θ), θ, xˆ ∈ Sd−1.
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1.1.4 Fonctions de Green et potentiels
De nombreuses proprie´te´s pour l’e´quation de Helmholtz, a` commencer par l’existence et
l’unicite´ des solutions, sont de´montre´es en utilisant des e´le´ments de la the´orie du potentiel.
Les potentiels sont des ope´rateurs inte´graux ayant pour noyau la fonction de Green du
syste`me traite´.
La fonction de Green pour l’e´quation de Helmholtz (1.1) avec une singularite´ au point
z ∈ Rd et la condition de radiation de Sommerfeld (1.5) est alors note´e
Φn(z, x), z, x ∈ Rd,
et elle ve´rifie par de´finition(
∆ + k2n(x)
)
Φn(z, x) = −δ(z − x). (1.9)
Comme Φn(z, ·) ve´rifie l’e´quation de Helmholtz avec n = 1 en dehors de la boule de rayon
|z| et la condition de radiation de Sommerfeld, elle posse`de un comportement asymptotique
note´
Φ∞n (z, xˆ), z ∈ Rd, xˆ ∈ Sd−1,
et de´fini par la relation
Φn(z, x) = γ
eik|x|
|x| d−12
Φ∞n (z,
x
|x|) + O
(
|x|− d−12
)
. (1.10)
Dans le cas particulier n(x) = 1, c’est-a`-dire sans objets diffractants, on a une expression
analytique de la fonction de Green et de son comportement asymptotique
Φ1(z, x) :=

i
4
H
(1)
0 (k|z − x|), z 6= x, si d = 2,
1
4pi
eik|z−x|
|z−x| , z 6= x, si d = 3,
Φ∞1 (z, xˆ) := e
−ikxˆ·z,
ou` H
(1)
0 est la premie`re fonction de Hankel d’ordre 0 [Colton & Kress 1998, Section 3.4].
Remarque 1.4. Cette formulation analytique du comportement asymptotique de la fonc-
tion de Green dans le cas d’un indice constant ame`ne deux remarques.
1. Le comportement asymptotique de la fonction de Green d’un milieu homoge`ne avec
un indice normalise´ est tre`s facile a` e´valuer. C’est pre´cise´ment une onde plane de
direction d’e´mission θ = −xˆ, ou` encore le conjugue´ d’une onde plane standard :
ui(xˆ, z) = Φ∞1 (−xˆ, z) = Φ∞1 (xˆ, z). (1.11)
Ces deux caracte´ristiques sont fortement exploite´es dans les me´thodes de “Linear
sampling” et de “Factorization” pour distinguer des objets dans un milieu ambiant
homoge`ne.
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2. Avec la seconde convention (1.8) pour la de´finition du champ lointain, on a en fait
Φ∞1 (z, xˆ) := γe−ikxˆ·z et ainsi ui(xˆ, z) = γ−1Φ∞1 (−xˆ, z).
La fonction de Green servent en particulier comme noyau pour de´finir un ope´rateur inte´gral
appele´ potentiel volumique.
Lemme 1.5. [Mikhlin 1970, pages 158 et suivantes] L’ope´rateur Vn : L
2(D) → C 0(Rd)
de´fini par
Vnh(x) := 〈h,Φn(·, x)〉L2(D), x ∈ D, (1.12)
ou` 〈·, ·〉L2(D) est le produit scalaire hermitien classique de l’espace de Hilbert L2(D), c’est-
a`-dire
〈f, g〉L2(D) =
∫
D
fg,
est bien de´fini, compact et ve´rifie la condition de radiation de Sommerfeld (1.5).
Le comportement asymptotique du potentiel volumique est donne´ par l’ope´rateur (com-
pact) V∞n : L2(D)→ L2(Γm) de´fini par
V∞n h(xˆ) := (Vnh)
∞(xˆ) =
〈
h, Φ∞n (·, xˆ)
〉
L2(D)
, xˆ ∈ Γm, (1.13)
qui ve´rifie la relation
Vnh(x) = γ
eik|x|
|x| d−12
V∞n h(
x
|x|) + O
(
|x|− d−12
)
.
1.1.5 Existence et unicite´
Le syste`me (1.1)-(1.5) donne le champ diffracte´ us line´airement en fonction des valeurs de
ui dans D. On peut alors conside´rer le champ total un dans D de´fini par le syste`me (1.1)-
(1.5) en fonction de ui ∈ L2(D). Il est de´montre´ que re´soudre ce syste`me est e´quivalent a`
re´soudre l’e´quation de Lippmann-Schwinger [Colton & Kress 1998, Section 8.2]
un = u
i + V1
(
k2(n− 1)un
)
. (1.14)
L’existence et l’unicite´ de la solution sont alors obtenues par la the´orie de Fredholm. La
justification repose, dans le cadre de l’e´quation de Helmholtz pour les objets perme´ables,
sur deux re´sultats : le lemme de Rellich [Wilcox 1975] et le Principe de Continuation
Unique (UCP). Le principe de continuation unique est ge´ne´ralement connu pour des indices
de re´fraction continus, aussi en citons-nous une version adapte´e aux indices simplement
borne´s.
Lemme 1.6 (Pricipe de Continuation Unique). [Se´gui 2000, The´ore`me 2.1.4] Soit n ∈
L∞(Rd,C) ve´rifiant n(x) = 1 pour |x| > a. soit u ∈ L2loc(Rd) une solution de l’e´quation de
Helmholtz (1.1) dans Rd telle que u(x) = 0 pour |x| > b avec b > a. Alors u = 0 dans Rd
tout entier.
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Le lemme de Rellich, quand a` lui, sera utilise´ sous la forme suivante.
Lemme 1.7 (Rellich). [Colton & Kress 1998, The´ore`me 2.12] Soit D un ouvert borne´
ayant une frontie`re ∂D de classe C 2 et soit ν la normale exte´rieure. Soit u ∈ C 2(Rd \
D)
⋂
C (Rd \ D) une solution a` l’e´quation de Helmholtz (1.1) ve´rifiant la condition de
radiation de Sommerfeld (1.5). Si
Im
∫
∂D
u∂νu > 0,
alors u = 0 dans Rd \D.
On peut alors de´finir le champ total un comme image de la source u
i par un isomor-
phisme.
Proposition 1.8. L’application Tn de´finie par
Tn : H1(D) → Hn(D),
ui 7→ un, (1.15)
qui donne un, l’unique solution du syste`me (1.1)-(1.5), en fonction d’une source u
i est
un isomorphisme. Par ailleurs, pour toute source ui ∈ H1(D) , la fonction Tnui(x) se
prolonge de manie`re unique a` Rd.
De´monstration rapide : On utilise l’e´quivalence entre le syste`me (1.1)-(1.5) et l’e´qua-
tion de Lippmann-Schwinger (1.14). D’apre`s le Lemme 1.5, l’ope´rateur V1 est compact.
Ainsi, par l’alternative de Fredholm, si l’ope´rateur
(
I − V1k2(n− 1)
)
est injectif, il est
automatiquement inversible et d’inverse continu. Il suffit donc de montrer que ui = 0
implique un = 0.
Comme ui = 0, on a donc un qui ve´rifie la condition de radiation de Sommerfeld (1.5) et
l’e´quation de Helmholtz (1.1). Or, par la formule de Green, on a∫
∂D
u∂νu =
∫
D
(
|∇u|2 − k2n |u|2
)
.
Avec l’hypothe`se que l’indice n(x) a une partie imaginaire a` valeurs positives, on peut
alors appliquer le lemme de Rellich 1.7 et conclure que un = 0 en dehors de D.
Le principe de continuation unique 1.6 donne ensuite un = 0 partout. Ainsi, pour tout
ouvert O contenant D, l’ope´rateur Tn co¨ıncide avec l’ope´rateur
(
I − V1k2(n− 1)
)−1
sur
l’espace H1(O) de´fini en (1.2).
Finalement, on voit par l’e´quation de Lippmann-Schwinger (1.14) qu’on peut prolonger
Tnui a` Rd une fois l’image de´finie sur D.
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1.2 La me´thode de “Linear Sampling”
Parmi les me´thodes de reconstruction de forme les plus populaires se trouve la me´thode de
”Linear Sampling” [Colton et al. 1997]. Cette me´thode a initialement e´te´ de´veloppe´e pour
reconstruire la forme d’obstacles, c’est-a`-dire d’objets non perme´ables aux ondes, situe´s
dans un milieu homoge`ne a` partir de mesures et d’e´missions couvrant l’ensemble des direc-
tions possibles. Des e´tudes ont e´te´ mene´es pour des obstacles ayant des conditions au bord
de Dirichlet (u |∂D = 0), de Neumann (∂νu |∂D = 0), ∂νu e´tant la de´rive´e normale exte´-
rieure) ou un me´lange des deux [Cakoni & Colton 2003]. La me´thode de“Linear Sampling”
a aussi e´te´ e´tudie´e dans le cas d’objets perme´ables aux ondes [Cakoni et al. 2002]. Dans
chacun de ces cas, le re´sultat ne de´pend pas des conditions de bord ou de la perme´abilite´
de l’objet. On n’a donc pas besoin de connaˆıtre le type d’objet dont on cherche la forme
pour lui appliquer cette me´thode, ce qui la rend flexible.
Pre´sentation de la me´thode
Le principe de la me´thode de “Linear Sampling” est de choisir un ensemble de points
de l’espace {zi}i=1,2,··· et de tester chacun se´pare´ment pour savoir s’il est a` l’inte´rieur de
l’obstacle ou non. Ceci donne alors une localisation du support de l’obstacle. Le test en
question est inspire´ des me´thodes d’identification de parame`tres ge´ne´rales : on compare
les champs mesure´s avec les champs the´oriques qu’on aurait pour une source ponctuelle en
l’absence d’obstacles et on cherche a` faire correspondre les deux. Si la correspondance est
possible, c’est que la source ponctuelle correspond a` un point en dehors de l’obstacle. Pour
cela, il faut donc regrouper les champs mesure´s sous la forme d’un ope´rateur et connaˆıtre
les champs qu’on aurait pour une source ponctuelle en l’absence d’obstacles.
Les ondes planes sont parmi les sources que l’on sait ge´ne´rer. On conside`re alors les mesures
issues de sources de type onde plane et on les regroupe dans l’ope´rateur de mesures Fn :
L2(Γe)→ L2(Γm), appele´ ope´rateur de champ lointain et de´fini par
Fng(xˆ) := 〈g, u∞n (·, xˆ)〉L2(Γe), xˆ ∈ Γm, (1.16)
ou` u∞n est le champ lointain associe´ a` la solution du syste`me (1.1)-(1.5) comme de´fini
en (1.6).
L’ope´rateur de champ lointain peut aussi eˆtre vu comme la mesure du champ lointain pour
une source compose´e d’une distribution d’ondes planes. Les sources constitue´es par une
superposition d’ondes planes sont appele´es fonctions de Herglotz et sont alors les images
de l’ope´rateur de Herglotz H : L2(Γe)→ L2(D) de´fini par
Hg(z) :=
〈
g, ui(·, z)
〉
L2(Γm)
, z ∈ D. (1.17)
Cet ensemble de sources est inte´ressant pour plusieurs aspects. En particulier, les ondes
planes sont des sources que l’on sait ge´ne´rer physiquement, mais de plus, l’ensemble des
fonctions de Herglotz est dense dans l’ensemble de toutes les sources L2(D) possibles. On
sait donc ge´ne´rer sous cette forme toutes les sources, au moins par densite´.
1.2. La me´thode de “Linear Sampling” 23
Lemme 1.9 (Densite´ des fonctions de Herglotz). [Colton & Kress 1998, The´ore`me 5.24]
L’ope´rateur inte´gral de Herglotz H est injectif et d’image dense quand k2 n’est pas valeur
propre de l’ope´rateur −∆ avec condition de Dirichlet dans D.
Par ailleurs, le comportement asymptotique pour une source ponctuelle centre´e au point
zi en l’absence d’objets est l’asymptotique de la fonction de Green du milieu ambiant
Φ∞1 (zi, ·). Ainsi, dans un milieu homoge`ne normalise´ on a une expression analytique de ce
comportement asymptotique : Φ∞1 (z, xˆ) = e−ikxˆ·z.
On a alors tous les e´le´ments pour e´tudier l’e´quation de champ lointain
Fng = Φ1(zi, ·), (1.18)
et par interpre´tation des re´sultats on va reconstruction la forme de l’obstacle. Cependant,
comme on l’a vu, l’ensemble global des sources n’est accessible que par densite´ et de plus,
cette e´quation n’est quasiment jamais re´soluble, il faut donc la re´gulariser. On obtient
alors le re´sultat de la me´thode de “Linear sampling” qui inte`gre ces deux limites.
Proposition 1.10 (La me´thode de “Linear Sampling”). [Cakoni et al. 2002, The´ore`me
4.5] Sous certaines hypothe`ses de re´gularite´ du bord ∂D et avec un indice n(x) continu tel
que Imn > 0, a` l’exception d’un ensemble discret de valeurs de k on a
1. Si z ∈ D, alors pour tout ε > 0 il existe une solution gε(zi, ·) ∈ L2(Sd−1) a` l’ine´galite´
‖Fn [gε(zi, ·)]− Φ∞1 (zi, ·)‖L2(Γm) < ε,
telle que
lim
zi→∂D
‖gε(zi, ·)‖L2(Γe) =∞ et limzi→∂D ‖H [g
ε(zi, ·)]‖H1(D) =∞.
2. Si z ∈ Rd \ D, alors pour tout ε > 0 et δ > 0, il existe une solution gε,δ(zi, ·) ∈
L2(Sd−1) a` l’ine´galite´∥∥∥Fn [gε,δ(zi, ·)]− Φ∞1 (zi, ·)∥∥∥
L2(Γm)
< ε+ δ,
telle que
lim
δ→0
∥∥∥gε,δ(zi, ·)∥∥∥
L2(Γe)
=∞ et lim
δ→0
∥∥∥H [gε,δ(zi, ·)]∥∥∥
H1(D)
=∞.
Remarque 1.11. La proposition originale de la re´fe´rence cite´e se place dans le cas par-
ticulier ou` les donne´es sont connues sur toute la sphe`re unite´. C’est-a`-dire pour Γe =
Γm = S
d−1. Cependant, comme indique´ dans [Cakoni & Colton 2006, Section 4.5], cette
hypothe`se n’est pas ne´cessaire,.
Ainsi, pour obtenir une visualisation du support des obstacles on re´sout une version re´gu-
larise´e de l’e´quation de champ lointain en chaque point zi teste´ et on trace la valeur de (la
norme de) la solution ou de la fonction de Herglotz associe´e. D’apre`s la proposition 1.10
le support des obstacles est alors constitue´ des zones ou` les valeurs sont faibles. Typique-
ment, on trace plutoˆt l’inverse de ces valeurs, et l’exte´rieur de l’obstacle correspond alors
aux zones de valeurs proches de ze´ro.
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Ide´e de la preuve
La preuve repose sur la caracte´risation d’un domaine par les sources ponctuelles et un
re´sultat de densite´ des fonctions de Herglotz.
Le champ engendre´ par une source ponctuelle centre´e en z ∈ Rd dans un milieu homo-
ge`ne en l’absence d’objets est la fonction Φ1(z, ·) et son comportement asymptotique est
Φ∞1 (z, ·). On compare alors ce comportement asymptotique aux champs lointains possibles
en pre´sence de l’objet. Si parmi ces rayonnements (avec objets), il en existe un qui soit e´gal
au comportement asymptotique de la source ponctuelle (sans objets), alors on montre que
cette source ne peut eˆtre en dehors du support de l’objet. En effet, dans le cas contraire
on pourrait mesurer la meˆme chose avec et sans les objets, ce qui est contradictoire.
Ceci se formalise en de´finissant l’ope´rateur de rayonnement Gn : L
2(D)→ L2(Γm) par
Gnu
i := u∞n .
Cet ope´rateur est proche de l’ope´rateur de champ lointain, mais n’est pas relie´ aux mesures.
En effet, il engendre les champs lointains pour toutes les sources ui ∈ L2(D) alors que
l’ope´rateur de champ lointain ne conside`re que les sources de type fonctions de Herglotz.
On a alors d’apre`s [Kirsch 1999, The´ore`me 4.4] la caracte´risation suivante : a` l’exception
d’un ensemble discret de valeurs de k, ∀z ∈ Rd,
z ∈ D ⇐⇒ Φ∞1 (z, ·) ∈ R (Gn) . (1.19)
Par contre, comme l’ope´rateur de champ lointain Fn associe a` une fonction de Herglotz
son champ lointain, on peut le factoriser sous la forme
Fn = GnH. (1.20)
Ainsi, si z ∈ D on a une solution par densite´ de fonctions de Herglotz (Lemme 1.9) a`
l’e´quation de champ lointain (1.18). Ceci donne le premier point de la proposition 1.10.
Inversement, si z 6∈ D alors Φ∞1 (z, ·) n’est pas dans l’image de Gn. Cependant, on montre
que Gn est d’image dense [Cakoni et al. 2002, The´ore`me 4.3]. On peut alors re´soudre une
version re´gularise´e de l’e´quation de champ lointain (1.18) et cette solution tend ne´cessaire-
ment vers l’infini (en norme) quand le parame`tre de re´gularisation tend vers 0. Ceci donne
le second point de la proposition 1.10.
1.3 La me´thode de “Factorization”
La me´thode de “Factorization” est une alternative a` la me´thode du “Linear Sampling”
de´veloppe´e afin d’e´viter les difficulte´s induites par le recours a` la densite´ et a` la re´gulari-
sation [Arens 2004]. En effet, la Proposition 1.10 indique l’existence de fonctions gε(zi, ·)
dont le comportement permet de reconstruire le support de l’objet e´tudie´, mais rien ne
garantit que les solutions effectivement calcule´es en re´solvant une version re´gularise´e de
l’e´quation (1.18) correspondent a` ces fonctions gε(zi, ·).
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1.3.1 Pre´sentation de la me´thode
Au lieu de conside´rer l’e´quation (1.18), on conside`re maintenant l’e´quation
|Fn|
1
2 g = Φ1(zi, ·), (1.21)
ou` l’ope´rateur |Fn| est de´fini par |Fn| = (F ?nFn)
1
2 . On montre alors que les points dans le
support de l’objet sont exactement ceux pour lesquels cette e´quation est re´soluble. Ceci
a e´te´ initialement de´montre´ pour le cas d’obstacles non perme´ables dans [Kirsch 1998] et le
meˆme re´sultat s’applique dans le cas d’objets perme´ables mais non-absorbants [Kirsch 1999,
The´ore`me 4.3]. Cependant, dans le cas d’objets absorbants (n(x) ∈ C), ou de donne´es in-
comple`tes (Γm  Sd−1), cette caracte´risation n’est plus justifie´e.
On montre alors dans [Kirsch 2002] et [Grinberg 2006] qu’on peut encore caracte´riser le
domaine D par la re´solubilite´ de l’e´quation (1.21), mais en remplac¸ant l’ope´rateur |Fn| par
un autre ope´rateur, note´ F#, toujours construit a` partir des mesures et de´fini par
F# = |F + F ?|+ |F − F ?| .
On obtient alors la caracte´risation du domaine D par l’image d’un ope´rateur connecte´ aux
mesures.
Proposition 1.12 (La me´thode de“Factorization”). [Kirsch 1999, The´ore`me 4.3] Hormis
pour un ensemble discret de valeurs de k et certains comportements de l’indice de re´fraction
sur le bord de l’objet, si les ensembles de directions de mesures et d’e´missions co¨ıncident
(Γe = Γm), alors on a
z ∈ D ⇐⇒ 0 < F (z) :=
∑
j
|〈Φ∞1 (z, ·),Ψj〉|2
|λj |
−1 ,
ou` (λj ,Ψj) sont respectivement les valeurs propres et fonctions propres de l’ope´rateur F#.
1.3.2 Construction de la me´thode
La me´thode de “Factorization” reprend le point de de´part de la me´thode de “Linear Sam-
pling”, a` savoir la caracte´risation du domaine recherche´ par les sources ponctuelles (1.19) et
la factorisation de l’ope´rateur de mesures (1.20). La diffe´rence avec la me´thode de “Linear
sampling” re´side dans la manie`re de connecter l’image de l’ope´rateur Gn aux mesures.
Cette connexion s’appuie sur un re´sultat d’analyse fonctionnelle qui caracte´rise l’image
d’ope´rateurs continus.
Caracte´risation de l’image d’un ope´rateur continu
Le lien entre l’image de l’ope´rateur Gn et les mesures a initialement pre´sente´ sous la forme
d’un proble`me de minimisation sous contrainte dans [Kirsch & Grinberg 2008, The´ore`me
1.16]. Ce re´sultat d’analyse fonctionnelle au centre de la me´thode de “Factorization” a e´te´
reformule´ de la manie`re plus concise suivante.
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Lemme 1.13 (Caracte´risation de l’image d’un ope´rateur). [Nachman et al. 2007, Lemme
2.1] Soit L : H1 → H2 un ope´rateur continu et soit ϕ ∈ H2. Alors ϕ ∈ R (L) si et seulement
s’il existe c > 0 telle que pour tout Ψ ∈ H?2 on ait
|〈Ψ, ϕ〉| 6 c ‖L?Ψ‖ .
De´monstration rapide : S’il existe c > 0 telle que pour tout Ψ ∈ H?2 on ait |〈Ψ, ϕ〉| 6
c ‖L?Ψ‖, alors on peut de´finir la fonctionnelle jϕ(L?Ψ) = 〈Ψ, ϕ〉 sur tout l’espace en la
prolongeant par 0. Ensuite, par identification de Riesz, on a l’existence d’un e´le´ment fϕ tel
que jϕ(g) = 〈g, fϕ〉. Alors, pour tout Ψ on a 〈Ψ, ϕ〉 = jϕ(L?Ψ) = 〈L?Ψ, fϕ〉 = 〈Ψ, Lfϕ〉 .
Ainsi, on peut caracte´riser l’image d’un ope´rateur par toute forme comparable a` l’adjoint
de cet ope´rateur.
Corollaire 1.14. Avec les notations du Lemme 1.13, soit une forme f : H?2 → R compa-
rable a` L? par l’existence de constantes positives c1 et c2 telles que
c1 ‖L?Ψ‖ 6 f(Ψ) 6 c2 ‖L?Ψ‖ , Ψ ∈ H?2 .
Alors ϕ ∈ R (L) si et seulement s’il existe c3 > 0 telle que, pour tout Ψ ∈ H?2 , on ait
|〈Ψ, ϕ〉| 6 c3f(Ψ).
De´monstration : C’est imme´diat.
De ce fait, si on construit, a` partir des mesures, une forme qui soit comparable a` ‖G?nΨ‖,
on peut caracte´riser l’image de Gn au travers des mesures. L’image de l’ope´rateur Gn
caracte´risant le domaine D, ceci aboutit a` une caracte´risation par les mesures du domaine
recherche´.
Le principe de la me´thode de “Factorization” est alors de factoriser l’ope´rateur de mesures
Fn de manie`re a` exhiber l’ope´rateur Gn et construire une forme qui soit comparable a`
‖G?nΨ‖.
Factorisation de l’ope´rateur de mesures
On montre dans [Kirsch 1998, Lemme 2.3 & The´ore`me 2.4] qu’il existe un automorphisme
E tel que l’ope´rateur de champ lointain Fn ait une factorisation de la forme
Fn = GnE1G
?
n.
Ainsi, la fonctionnelle fF de´finie sur L
2(D) par
fF (Ψ) := |〈FnΨ, Ψ〉|
1
2 ,
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permet de´ja` d’exhiber un domaine contenant D. En effet on a
fF (Ψ) = |〈E1G?nΨ, G?nΨ〉|
1
2 6 ‖G?nΨ‖ . (1.22)
Donc, s’il existe c > 0 telle que pour tout Ψ ∈ Γe, on ait |〈Ψ, Φ∞1 (z, ·)〉| 6 cfF (Ψ), par le
Lemme 1.13 on a Φ∞1 (z, ·) 6∈ R (Gn) et il suit par la relation (1.19) que z 6∈ D.
Caracte´risation du domaine recherche´ a` partir des mesures
Pour que la forme fF soit comparable a` l’adjoint de l’ope´rateur Gn il manque donc la
minoration ‖G?nΨ‖ 6 fF (Ψ). On voit dans l’e´galite´ de la relation (1.22) que cette mi-
noration est e´quivalente a` la coercivite´ de l’ope´rateur E1. Cette coercivite´ de´coule du
[Kirsch & Grinberg 2008, The´ore`me 4.8] qui repose sur le lemme suivant dont nous nous
resservirons par la suite.
Lemme 1.15 (Coercivite´). [Kirsch & Grinberg 2008, Lemme 1.17] Soit X un espace de
Banach re´flexif et X un ferme´ de X. Si A,A0 : X → X? sont des ope´rateurs line´aires
continus tels que
1. 〈Aϕ, ϕ〉 ∈ C \ (−∞, 0] pour toute fonction ϕ dans X prive´ de l’origine,
2. 〈A0ϕ, ϕ〉 ∈ R+ et il existe c > 0 tel que 〈A0ϕ, ϕ〉 > c ‖ϕ‖2X pour toute fonction ϕ
dans X ,
3. A−A0 est compact,
alors A est coercif au moins sur X . C’est-a`-dire qu’il existe c > 0 tel que pour toute
fonction ϕ dans X ,
|〈Aϕ, ϕ〉| > c ‖ϕ‖2X .
Ainsi, la forme fF , construite a` partir des mesures, est comparable a` ‖G?nΨ‖. En combinant
la relation (1.19) et le Corollaire 1.14, le domaine D est caracte´rise´ par la relation
z ∈ D ⇐⇒ il existe c > 0 telle que ∀Ψ ∈ L2(Γe), |〈Ψ, Φ∞1 (z, ·)〉| 6 fF (Ψ). (1.23)
Me´thode pratique de localisation
Puisque la fonction Φ∞1 (z, xˆ) = e−ikz·xˆ est explicitement connue, cette caracte´risation
repose uniquement sur les mesures. Elle n’est cependant pas encore exploitable en pratique.
On montre alors dans [Kirsch & Grinberg 2008, The´ore`me 1.23] que si l’ope´rateur Fn est
normal, il admet aussi une factorisation de la forme
Fn = |Fn|
1
2 E2 |Fn|
1
2 , (1.24)
ou` l’ope´rateur E2 est encore coercif. Par conse´quent, fF (Ψ) n’est autre que
∥∥∥|Fn| 12 Ψ∥∥∥ et
la caracte´risation (1.23) combine´e au Lemme 1.13 donne
z ∈ D ⇐⇒ Φ∞1 (z, ·) ∈ R
(
|Fn|
1
2
)
. (1.25)
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Ainsi, en traduisant la caracte´risation (1.25) par le crite`re de Picard (Lemme 1.16), on
obtient une premie`re version “simplifie´e” de la Proposition 1.12. Simplifie´e dans le sens
ou` l’ope´rateur de mesures conside´re´ est pour l’instant l’ope´rateur de champ lointain Fn
classique.
Lemme 1.16 (Crite`re de Picard). [Kirsch 1996, The´ore`me A.51] Soit L : X → Y un ope´-
rateur linaire compact entre espaces de Hilbert ayant (σj , xj , yj) comme syste`me singulier.
L’e´quation
Lx = y,
est re´soluble si et seulement si
y ∈ ker(L?)⊥ et
∑
j
1
σ2j
|〈y, yj〉|2 <∞.
Dans ce cas
x =
∑
j
1
σj
〈y, yj〉xj ,
est une solution de Kx = y.
Dans le cas ou` l’ope´rateur de mesures Fn n’est pas normal, la dernie`re factorisation (1.24)
n’est plus valable et il faut conside´rer un autre ope´rateur de mesures afin d’aboutir a` une
factorisation concluante. Ceci est notamment le cas quand les ensembles de directions de
mesures/e´missions ne couvrent pas toute la sphe`re (Γm 6= Sd−1) ou dans le cas d’objets
absorbants (Imn(x) 6= 0). L’ope´rateur qu’il faut conside´rer en remplacement de Fn est
pre´sente´ dans le lemme suivant.
Lemme 1.17 (Factorisation de “F#”). [Kirsch & Grinberg 2008, The´ore`me 2.15] Soit
X ⊂ U ⊂ X? un triplet de Gelfand ou` U est un espace de Hilbert et X un espace de
Banach re´flexif tel que l’inclusion soit dense. De plus, soit Y un second espace de Hilbert
et soient F : Y → Y , H : X → Y et T : X? → X des ope´rateurs line´aires continus tels
que
F = HTH?.
Avec les notations ReL = (L + L?)/2, ImL = (L − L?)/2i et |L| = (L?L) 12 , on fait les
hypothe`ses suivantes :
1. H est compact d’image dense,
2. Il existe t ∈ [0, 2pi] tel que Re [eitT ] soit de la forme Re [eitT ] = G + K, avec K un
ope´rateur compact et G : X? → X un ope´rateur auto-adjoint coercif,
3. ImT est compact et positif sur R (G?),
4. Re [eitT ] est bijectif ou ImT est strictement positif sur R (H?).
Alors l’ope´rateur F# =
∣∣Re [eitF ]∣∣ + |ImF | est auto-adjoint, positif et posse`de une facto-
risation de la forme
F# = HT#H
?,
ou` l’ope´rateur T# est coercif. De plus, les images de H et F
1
2
# co¨ıncident.
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Le Lemme 1.17 annonce que l’ope´rateur F#, qui est construit a` partir des mesures, a une
factorisation de la forme
F# = GnT#G
?
n,
ou` l’ope´rateur T# est coercif. De plus, l’ope´rateur F# est positif et auto-adjoint, ce qui lui
donne une autre factorisation de la forme
F# = |F#|
1
2 |F#|
1
2 .
On peut alors reprendre le Lemme 1.13 pour aboutir a` la conclusion (de´ja` incluse dans le
re´sultat du Lemme 1.17) que les images des ope´rateurs |F#|
1
2 et Gn co¨ıncident.
Ainsi, on aboutit au re´sultat de la Proposition 1.12.
Remarque 1.18. Dans tous les cas, la fonction test Φ1(zi, ·) est l’asymptotique de la fonc-
tion de Green pour le milieu ambiant qui est homoge`ne. L’efficacite´ de ces me´thodes repose
alors en partie sur le fait que cette fonction test est connue et facile a` e´valuer. Quand le mi-
lieu ambiant est inhomoge`ne, la fonction de Green n’est plus connue et la localisation d’ob-
jet non perme´ables aux ondes soule`ve des difficulte´s supple´mentaires [Manolis & Shaw 1997,
Coyle 2000, Hyvo¨nen et al. 2007, Nachman et al. 2007]. De plus, les factorisations utili-
se´es dans les me´thodes de “Factorization” doivent eˆtre justifie´es pour chaque nouveau cadre
d’application [Gebauer 2006, Kirsch 2005]. En champ proche par exemple, la me´thode de
“Factorization” a e´te´ adapte´e au cas de la tomographie pour de´tecter des inclusions dans
un milieu ambiant inhomoge`ne connu [Hyvo¨nen 2007].

2
Localisation de de´fauts
Dans cette partie, nous nous inte´ressons au proble`me de la localisation de de´fauts dans
des milieux in-homoge`nes a` partir de mesures a` grande distance. Les de´fauts de´signent
des perturbations ou des de´gradations dans un objet par rapport a` son e´tat initial. Leur
localisation est alors donne´e par les lieux ou` l’indice de re´fraction effectif est diffe´rent de
l’indice de re´fraction suppose´.
UU i i0
U U 1
8 8
Ω
n n
D D
Figure 2.1: Objet dans son e´tat initial (a` gauche) et objet effectif (a` droite).
Plus pre´cise´ment, on conside`re un ou plusieurs objets repre´sente´s par un milieu inhomo-
ge`ne a` support compact. Notons D ce support et n0 ∈ L∞(Rd,C) l’indice de re´fraction
caracte´risant ce milieu. Cet indice n0 est normalise´ a` la valeur 1 en dehors de D. Soit alors
n1 ∈ L∞(Rd,C) une version perturbe´e de n0 et on note
Ω := support(n1 − n0), (2.1)
le lieu des de´fauts comme on peut le voir sur la Figure 2.1.
Nous allons chercher a` reconstruire Ω a` partir des mesures physiques donne´es par u∞1 (θ, xˆ)
et de l’indice de re´fe´rence n0(x). Nous proposons ici une caracte´risation du lieu de ces
de´fauts ne ne´cessitant pas le calcul des fonctions de Green du milieu ambiant.
Pour aboutir a` cette localisation, nous reprenons le principe des me´thodes de “sampling”
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pre´sente´es dans la partie pre´ce´dente et qui se de´compose en deux grandes e´tapes. Tout
d’abord nous e´tablissons une caracte´risation du domaine recherche´ par l’image d’un ope´ra-
teur. Ensuite, nous relions l’image de cet ope´rateur aux mesures. Comme dans la me´thode
de factorisation pre´sente´e au premier chapitre, cette e´tape ne´cessitera la factorisation d’un
ope´rateur de mesures qui reste a` de´finir. Cependant, cette me´thode repose sur la fonc-
tion de Green du milieu ambiant. Cette fonction n’est pas connue explicitement et nous
cherchons alors a` localiser les endroits ou` l’indice de re´fraction effectif diffe`re des valeurs
connues sans avoir a` calculer les fonctions de Green associe´es a` l’objet avant l’apparition
des de´fauts. Nous aboutissons a` ce re´sultat sous la forme du the´ore`me suivant :
The´ore`me 2.1. Sous certaines hypothe`ses et avec un ope´rateur W˜ bien choisi et construit
uniquement a` partir des mesures, la forme f
W˜
de´finie sur L2(Sd−1) par
f
W˜
(Ψ) :=
∣∣∣〈W˜Ψ, Ψ〉∣∣∣ 12 ,
permet de caracte´riser le lieu des de´fauts par la relation
z ∈ Ω ⇐⇒ il existe c > 0 telle que ∀Ψ ∈ L2(Sd−1),
∣∣∣〈Ψ, un0(·, z)〉∣∣∣ 6 cfW˜ (Ψ),
ou` un0(θ, z) est le champ total pour l’objet non perturbe´ avec une source de type onde plane
dans la direction θ.
La construction de ce the´ore`me se de´compose en plusieurs e´tapes.
1. Dans une premie`re partie, nous reprenons le principe de caracte´risation par les fonc-
tions de Green pour l’appliquer a` notre cas. Avec les asymptotiques du potentiel
volumique (1.13) et de la fonction de Green, nous de´montrons l’e´quivalent de la rela-
tion (1.19) pour la localisation de de´fauts sous la forme du The´ore`me 2.2 qui e´tablit
la relation
z ∈ Ω ⇐⇒ Φ∞n0(z, ·) ∈ R
(
V∞n0 χΩ
)
.
La fonction de Green Φn0 n’est pas connue explicitement, mais nous n’avons besoin
que de son asymptotique. Or, meˆme si son expression n’est plus aussi simple que
pour la de´tection d’objets dans l’air (Φ∞1 (z, xˆ) = e−ikz·xˆ), le comportement asymp-
totique de la fonction de Green est e´gal au champ total pour le milieu ambiant et le
Lemme 2.3 montre que
Φ∞n0(z, xˆ) = un0(−xˆ, z), z ∈ D, xˆ ∈ Sd−1.
Avec ceci nous reformulons la caracte´risation du lieu des de´fauts en fonction du
champ un0 . En de´finissant l’ope´rateur C : L
2(D)→ L2(Γe) par
Cf(θ) = 〈f, un0(θ, ·)〉L2(D), θ ∈ Γe,
la caracte´risation par sources ponctuelles devient dans le Corollaire 2.5
z ∈ Ω ⇐⇒ un0(·, z) ∈ R (CχΩ) .
Cependant, l’ope´rateur C n’est pas connecte´ aux mesures.
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2. Dans une seconde partie, nous allons donc chercher a` relier l’image de cet ope´rateur
aux mesures par le biais du Lemme 1.13 afin d’aboutir a` une caracte´risation du lieu
des de´fauts a` partir des mesures. Pour cela, en reprenant le principe de la me´thode
de “Factorization”, nous allons factoriser un ope´rateur de mesures afin de construire
une forme comparable a` ‖C?Ψ‖.
Nous conside´rons des mesures physiques a` grande distance. Pour les meˆmes motiva-
tions que celles a` l’origine des me´thodes de “Linear sampling” ou de “Factorization”,
un ope´rateur de mesures naturel est l’ope´rateur de champ lointain. Comme nous
cherchons a` reconstruire le lieu de la diffe´rence entre deux indices, il semble naturel
de conside´rer comme ope´rateur de mesures la soustraction des champs lointains cor-
respondant respectivement a` l’e´tat des objets avant et apre`s l’apparition d’e´ventuels
de´fauts. On note cet ope´rateur
W∞ := Fn1 − Fn0 ,
et on va chercher a` le factoriser pour le mettre en relation avec C?. On montre au
Lemme 2.10 que l’ope´rateur W∞ posse`de une factorisation de la forme
W∞ = V∞n0 χΩAχΩC
?,
ou` A est un automorphisme de L2(Ω). On voit qu’on peut controˆler les sources, de la
forme χΩC
?Ψ, ou les images, de la forme V∞n0 χΩΨ, mais pas les deux en meˆme temps.
Cette factorisation n’est pas syme´trique et de ce fait, on ne peut pas directement
construire de forme comparable a` χΩC
? a` partir de W∞ comme c’e´tait le cas dans la
me´thode de “Factorization” pour la localisation d’objets dans un milieu homoge`ne.
Pour rendre cette factorisation syme´trique et pouvoir caracte´riser le lieu des de´fauts
a` partir des mesures, on e´tablit alors une relation entre les ope´rateurs V∞n0 et C Cette
relation fait intervenir l’ope´rateur de “scattering” Sn : L
2(Sd−1) → L2(Sd−1) de´fini
par
Sn := I + 2ik |γ|2 Fn,
et prend dans le Lemme 2.11 la forme suivante
V∞n0 = Sn0C.
Pour obtenir cette relation on s’est place´ dans le cas ou l’ope´rateur de “scattering”
Sn0 est unitaire et alors on obtient a` la Proposition 2.14 une factorisation syme´trique,
mais pour un nouvel ope´rateur de mesures :
W˜ := S?n0W
∞ = CAC?.
3. Finalement, en montrant que l’ope´rateur A est coercif, cette dernie`re factorisation
de l’ope´rateur W˜ permet de conclure que la forme f
W˜
de´finie sur L2(Sd−1) par
f
W˜
(Ψ) :=
∣∣∣〈W˜Ψ, Ψ〉∣∣∣ 12 ,
est comparable a` ‖χΩC?Ψ‖. Ainsi, par le biais du Lemme 1.13 on aboutit au re´sultat
principal de cette partie qu’est le The´ore`me 2.21 :
z ∈ Ω ⇐⇒ il existe c > 0 telle que ∀Ψ ∈ L2(Sd−1),
∣∣∣〈Ψ, un0(·, z)〉∣∣∣ 6 cfW˜ (Ψ).
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2.1 Localisation des de´fauts par des fonctions test
La localisation des de´fauts repose sur une adaptation a` notre cadre d’un re´sultat inter-
venant dans de nombreuses me´thodes de reconstitution de domaine : l’identification par
sources ponctuelles. Les rayonnements possibles en pre´sence des de´fauts sont compare´s au
rayonnement d’une source ayant pour support un point fixe´. En chaque point de l’espace on
obtient ainsi un test binaire base´ sur une fonction construite autour du point teste´. Il faut
donc de´finir l’ensemble des rayonnements possibles en pre´sence des de´fauts et construire
un ensemble des fonctions tests ade´quat.
2.1.1 Localisation par les fonctions de Green
Les sources ponctuelles correspondent aux fonctions de Green. La caracte´risation clas-
sique qu’on construit avec les sources ponctuelles fait donc intervenir l’asymptotique des
fonctions de Green.
The´ore`me 2.2. L’asymptotique du potentiel volumique V∞n0 (1.13) et l’asymptotique de
la fonction de Green pour le milieu ambiant Φ∞n0 (1.9), ve´rifient pour tout z ∈ R3
z ∈ Ω ⇐⇒ Φ∞n0(z, ·) ∈ R
(
V∞n0 χΩ
)
.
De´monstration : Commenc¸ons par construire un ante´ce´dent a` Φ∞n0(z, ·). Soit z ∈ Ω. Soit
ε > 0 tel que la boule Bz,ε de centre z et de rayon ε soit incluse dans Ω. La fonction
Φ∞n0(z, y) est C
∞
par rapport a` la variable y sur Rd \ {z}. On construit alors une fonction
fz ∈ C∞(Rd) valant Φ∞n0(z, ·) en dehors de Bz,ε et 0 dans Bz, ε2 (avec un raccord C
∞
dans
la couronne Bz,ε \Bz, ε
2
). En notant ∂ν la de´rive´e normale, on a alors en particulier
fz = Φ
∞
n0(z, ·) sur ∂Ω,
∂νfz = ∂νΦ
∞
n0(z, ·) sur ∂Ω,
(∆ + k2n0)fz = 0 en dehors de Bz,ε.
On va alors e´crire l’e´quivalent d’une repre´sentation de Green. La formule de Green appli-
que´e a` fz et Φ
∞
n0(x, ·) donne∫
Ω
(
fz∆Φn0(x, ·)− Φn0(x, ·)∆fz
)
=
(∫
∂Ω
fz∂νΦn0(x, ·)− Φn0(x, ·)∂νfz
)
. (2.2)
Par de´finition on a
∆(y)Φn0(x, y) + k
2n0(y)Φn0(x, y) = −δx(y). (2.3)
En remplac¸ant fz par Φn0 dans le terme de droite de (2.2), puisqu’ils sont e´gaux sur le
bord, et en utilisant (2.3) on obtient :∫
Ω
(
fz
(−δx − (k2n0)Φn0(x, ·))− Φn0(x, ·)∆fz)
=
∫
∂Ω
(
Φn0(z, ·)∂νΦn0(x, ·)− Φn0(x, ·)∂νΦn0(z, ·)
)
. (2.4)
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Pour finir, on applique la formule de Green puis l’e´galite´ (2.3) au terme de droite de (2.4)
et on aboutit a` :
−fz(x)−
∫
Ω
(∆ + k2n0)fzΦn0(x, ·)
=
∫
∂Ω
(
Φn0(z, ·)∆Φn0(x, ·)− Φn0(x, ·)∆Φn0(z, ·)
)
=
∫
∂Ω
(
Φn0(z, ·)
(− k2n0Φn0(x, ·)− δx)− Φn0(x, ·)(− k2n0Φn0(z, ·)− δz))
= Φn0(z, x)− Φn0(x, z).
Par syme´trie des noyaux de Green, on obtient alors
fz(x) = −
∫
Ω
(∆ + k2n0)fzΦn0(·, x).
Comme fz vaut Φn0 en dehors de Ω, on peut faire tendre x vers l’infini dans l’e´galite´
pre´ce´dente qui devient alors
Φ∞n0(z, xˆ) = f
∞
z (xˆ) = −V∞n0 [χΩ(∆ + k2n0)fz](xˆ),
ce qui prouve l’implication.
Re´ciproquement, si z /∈ Ω et s’il existe un certain fz tel que Φ∞n0(z, xˆ) = V∞n0 fz(xˆ), alors
le Lemme 1.2 d’unicite´ des champs lointains donne Φn0(z, x) = Vn0fz(x) pour tout x en
dehors de Ω∪{z}. Mais le terme Vn0fz(x) est continu en z alors que Φn0(z, x) est singulier,
ce qui est contradictoire.
2.1.2 Localisation par des valeurs en champ proche
La localisation des de´fauts du The´ore`me (2.2) fait appel au comportement asymptotique
de la fonction de Green associe´e au milieu de´fini par n0. Or, cette fonction n’est pas connue
analytiquement et est par ailleurs difficile a` e´valuer en pratique. Cependant, on montre
que son comportement asymptotique s’obtient a` partir du champ total un0 , que l’on sait
e´valuer nume´riquement quand n0 est connu.
Lemme 2.3 (“Mixed reciprocity principle”). Avec la fonction de Green pour le milieu
ambiant Φ∞n (1.9) et le champ total un(θ, ·), solution du syste`me (1.1)-(1.5) avec une
source de type onde plane ui(θ, z) = eikz·x, on a la relation suivante :
Φ∞n (z, xˆ) = un(−xˆ, z), z ∈ Rd, xˆ ∈ Sd−1.
Remarque 2.4. Avec la seconde convention (1.8) pour la de´finition du champ lointain,
le re´sultat devient Φ∞n (z, xˆ) = γun(−xˆ, z).
Cette relation n’est pas un re´sultat nouveau mais nous n’en avons pas trouve´ de preuve
sous la forme pre´sente´e ici dans la litte´rature, aussi nous en proposons une.
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Preuve du Lemme 2.3 : Soit h ∈ H1(D) une fonction de Herglotz (1.17) et soit
ϕ = Vnk
2(n− 1)h, le potentiel volumique Vn e´tant de´fini en (1.12). Ainsi ϕ ve´rifie
(∆ + k2n)ϕ = −k2(n− 1)h,
∂rϕ = ikϕ+ O
(
|x|− d−12
)
,
(∆ + k2)h = 0.
Ainsi on obtient (∆ + k2n)(ϕ+h) = 0. La fonction (ϕ+h) est alors un champ total ayant
pour source h et ve´rifie ainsi l’e´quation de Lippmann-Schwinger (1.14) :
(ϕ+ h) = h+ V1k
2(n− 1)(ϕ+ h).
En prenant le comportement asymptotique de chaque terme, il vient alors
ϕ∞ = V∞1 k
2(n− 1)(ϕ+ h).
Ainsi, en utilisant l’e´galite´ entre ondes planes et asymptotique de fonction de Green (1.11)
puis la repre´sentation inte´grale pour un (2.7), on a
ϕ∞(xˆ) =
∫
z∈D
Φ∞1 (z, xˆ)k
2(n− 1)(z)(ϕ+ h)(z)
=
∫
z∈D
ui(−xˆ, z)k2(n− 1)(z)h(z)
+
∫∫
z,y∈D
ui(−xˆ, z)k2(n− 1)(z)Φn(z, y)k2(n− 1)(y)h(y)
=
∫
z∈D
un(−xˆ, z)k2(n− 1)(z)h(z).
Comme par de´finition de ϕ on a aussi ϕ∞ = V∞n k2(n − 1)h, d’apre`s le Lemme 1.9 (qui
donne la densite´ des fonctions de Herglotz dans L2(D)) on a l’e´galite´ Φ∞n (z, xˆ) = un(−xˆ, z)
presque partout, qui est en fait une e´galite´ en tout point par continuite´ des fonctions.
Plutoˆt que d’exprimer la caracte´risation de Ω avec des fonctions de Green, on reformule
alors le The´ore`me 2.2 en fonction du champ total un0 .
Corollaire 2.5. Avec l’ope´rateur C : L2(D)→ L2(Γe), de´fini par
Cf(θ) := 〈f, un0(θ, ·)〉L2(D), θ ∈ Γe,
pour tout z ∈ Rd on a
z ∈ Ω ⇐⇒ un0(·, z) ∈ R (CχΩ) .
De´monstration : On obtient le re´sultat par e´quivalence avec le The´ore`me 2.2. Cette
proposition nous dit en effet que z ∈ Ω e´quivaut a` l’existence de gz ∈ L2(Ω) tel que
Φ∞n0(z, xˆ) = 〈gz,Φ∞n0(·, xˆ)〉L2(Ω).
Avec la relation du Lemme 2.3, cela s’e´crit
un0(−xˆ, z) = 〈gz, un0(−xˆ, ·)〉L2(Ω).
La fonction fz = χΩgz ve´rifie donc Cfz(θ) = un0(θ, z) et on a l’e´quivalence recherche´e.
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Remarque 2.6. Nous avons caracte´rise´ Ω a` partir des fonctions tests un0 au lieu des solu-
tions fondamentales. Ce type de re´sultat est aussi obtenu dans [Egger et al. 2010] par une
approche ge´ne´rale ou` les fonctions tests sont de´termine´es a` partir d’un proble`me adjoint.
L’inte´reˆt de notre de´marche est double. Premie`rement, on sait donc e´valuer nume´rique-
ment ces fonctions tests, meˆme si l’indice de re´fe´rence est inhomoge`ne, alors que calculer
la fonction de Green et en de´duire son asymptotique est a priori plus complique´. Deuxie`-
mement, les valeurs en champ lointain pour l’indice de re´fe´rence u∞n0 sont ge´ne´ralement
calcule´es a` partir des valeurs du champ total un0. Ainsi, dans la re´solution pratique d’un
proble`me inverse reposant sur les valeurs de u∞n0 on aura ge´ne´ralement de´ja` calcule´ ces
fonctions tests, ce qui apporte un gain en efficacite´.
2.2 Factorisation de l’ope´rateur de mesures
Nous venons de voir deux ope´rateurs, V∞n0 et C de´finis respectivement dans l’e´quation
(1.13) et le Corollaire 2.5, dont les images caracte´risent le domaine Ω, chacun au travers
d’un ensemble de fonctions tests spe´cifiques. Les fonctions tests du Corollaire 2.5 peuvent
eˆtre calcule´es a` partir de l’indice n0 qu’on suppose connu, mais pour l’instant on ne sait
pas de´terminer l’ope´rateur CχΩ a` partir de mesures physiques.
De´terminer l’image de cet ope´rateur ne´cessite a priori la connaissance du domaine Ω qui est
pre´cise´ment l’inconnue recherche´e. Pour aboutir a` une me´thode pratique de reconstruction
du domaine des de´fauts il faudrait donc pouvoir caracte´riser l’image de cet ope´rateur en
fonction des mesures physiques. Cependant, d’apre`s le Corollaire 1.14, il suffit de connaˆıtre
une forme comparable a` ‖χΩC?Ψ‖ pour caracte´riser l’image de l’ope´rateur CχΩ du Co-
rollaire 2.5. Nous allons donc construire une forme positivement homoge`ne a` partir des
mesures physiques dont on pourra montrer qu’elle est comparable a` ‖χΩC?Ψ‖.
Pour ce faire, il faut en premier lieu de´finir un ope´rateur de mesure autour duquel sera
construite cette forme positivement homoge`ne. Ensuite, pour que la comparaison soit
possible, nous factorisons l’ope´rateur de mesures de manie`re a` exhiber l’ope´rateur C.
2.2.1 Factorisation de la diffe´rence entre les mesures physiques avant et
apre`s perturbation
Comme pour les me´thodes de “Linear Sampling” et de “Factorization”, nous reprenons
le principe de sources compose´es de superpositions d’ondes planes qui sont les images
de l’ope´rateur H (1.17). Ainsi, les mesures sont de´finies par l’ope´rateur de champ lointain
associe´ a` l’indice de re´fraction conside´re´ Fn (1.16). Et comme nous nous inte´ressons a` la lo-
calisation de perturbations par rapport a` un e´tat initial nous conside´rons comme ope´rateur
de mesure W∞, la soustraction des ope´rateurs de champ lointain associe´s respectivement
aux mesures avant et apre`s perturbation :
W∞ := Fn1 − Fn0 . (2.5)
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Cet ope´rateur est entie`rement de´termine´ par la connaissance des mesures en pre´sence de
de´fauts u∞n1 et la connaissance, soit des mesures avant apparition de de´fauts u
∞
n0 , soit de
l’indice de re´fraction initial n0 permettant de calculer les valeurs de u
∞
n0 . Il reste alors a`
factoriser cet ope´rateur. Cette factorisation se de´duit de formulations inte´grales de type
Lippmann-Schwinger des solutions du syste`me (1.1)-(1.5).
Lemme 2.7. On note w la soustraction entre les champs totaux issus de l’indice de re´fe´-
rence (un0) et de l’indice effectif (un1) donne´s par la solution au syste`me (1.1)-(1.5) avec
respectivement n = n0 et n = n1 et la meˆme source ge´ne´rique u
i
w := un1 − un0 . (2.6)
Avec le potentiel volumique Vn0 (1.12), on a pour un0, un1 et w les formulations inte´grales
suivantes
un0 =
(
I + Vn0k
2(n0 − 1)
)
ui, (2.7)
un1 =
(
I − Vn0k2(n1 − n0)
)−1 (
I + Vn0k
2(n0 − 1)
)
ui, (2.8)
w = Vn0k
2(n1 − n0)
(
I − Vn0k2(n1 − n0)
)−1 (
I + Vn0k
2(n0 − 1)
)
ui. (2.9)
De´monstration : Nous de´montrons les repre´sentations par potentiel volumique (2.7)
et (2.8). La repre´sentation (2.9) s’en de´duit par soustraction des deux premie`res. Soit
z ∈ Rd et soit n ∈ L∞(D) un indice quelconque. On commence par isoler dans l’e´quation
de Helmholtz (1.1) le terme (un − ui) qui ve´rifie la condition de radiation de Sommerfeld
0 =
(
∆ + k2n
)
un = (∆ + k
2n0)(un − ui) + k2(n0 − 1)ui + k2(n− n0)un. (2.10)
Par ailleurs, en appliquant la formule de Green a` l’inte´rieur de D, il vient∫
D
Φn0(z, ·)(∆ + k2n0)(un − ui)
=
∫
D
(
(un − ui)∆Φn0(z, ·) + Φn0(z, ·)k2n0(un − ui)
)
+
∫
∂D
(
(un − ui)∂νΦn0(z, ·)− Φn0(z, ·)∂ν(un − ui)
)
. (2.11)
De plus, comme (un − ui) ainsi que Φn0(z, ·) ve´rifient l’e´quation de Helmholtz (1.1) avec
n = 1 en dehors de D et la condition de radiation de Sommerfeld, une nouvelle application
de la formule de Green mais a` l’exte´rieur de D donne∫
∂D
(
(un − ui)∂νΦn0(z, ·)− Φn0(z, ·)∂ν(un − ui)
)
= 0.
Ainsi, en tenant compte de l’e´quation (1.9) ve´rifie´e par Φn0 , l’e´galite´ (2.11) devient∫
D
Φn0(z, ·)(∆ + k2n0)(un − ui)
=
∫
D
(
(un − ui)
(−k2n0Φn0(z, ·)− δz)+ Φn0(z, ·)k2n0(un − ui))
= −(un − ui).
(2.12)
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En multipliant l’e´quation de Helmholtz (2.10) par Φn0(z, ·) et en inte´grant sur D, l’e´ga-
lite´ (2.12) permet alors d’aboutir a`
−(un − ui) + Vn0k2(n0 − 1)ui + Vn0k2(n− n0)un = 0. (2.13)
En prenant n = n0, on obtient alors (2.7) et en prenant n = n1 il vient
un1 − Vn0k2(n1 − n0)un1 = ui + Vn0k2(n0 − 1)ui,
soit encore un1−Vn0k2(n1−n0)un1 = un0 . Il s’en suit que l’ope´rateur
(
I − Vn0k2(n1 − n0)
)
associe le champ total un1 au champ total un0 . Avec les ope´rateurs de champ total Tn0
et Tn1 (1.15), on voit donc que l’ope´rateur
(
I − Vn0k2(n1 − n0)
)
co¨ıncide avec le produit
Tn0T −1n1 sur l’ensemble des fonctions Hn1(D) de´fini en (1.2) et est par conse´quent inver-
sible. Ceci donne (2.8).
On voit que la repre´sentation inte´grale pour w (2.9) est le produit de trois ope´rateurs
applique´ a` la source ui. Le premier terme, Vn0k
2(n1−n0), est le potentiel volumique (1.12)
restreint au support de (n1−n0) qui est par de´finition le domaine Ω recherche´. Le troisie`me
terme n’est autre que un0 d’apre`s (2.7). Il reste a` e´tudier le terme central.
Lemme 2.8. Avec le potentiel volumique Vn0 (1.12), on a les proprie´te´s suivantes pour
l’ope´rateur
(
I − Vn0k2(n1 − n0)
)−1
:
1. il co¨ıncide avec Tn1T −1n0 , sur Hn0(D) (de´finis respectivement en (1.15) et (1.2)),
2. pour tout ouvert O contenant Ω, c’est un automorphisme de L2(O),
3. en particulier, au sens des endomorphismes de L2(D) on a l’e´galite´
χΩ
(
I − Vn0k2(n1 − n0)
)−1
= χΩ
(
I − Vn0k2(n1 − n0)
)−1
χΩ, (2.14)
4. enfin, c’est un isomorphisme de Hn0(O), dans Hn1(O).
De´monstration :
1. En reconnaissant la repre´sentation inte´grale de un0 donne´e par (2.7) dans celle de
un1 donne´e par (2.8), on a Tn1 =
(
I − Vn0k2(n1 − n0)
)−1 Tn0 . Ainsi, le produit
d’ope´rateurs Tn1T −1n0 co¨ıncide avec l’ope´rateur
(
I − Vn0k2(n1 − n0)
)−1
sur l’ensemble
Hn0(D).
2. Soit O un ouvert contenant Ω. On montre que (I − Vn0k2(n1 − n0)) est un automor-
phisme de L2(O) par le meˆme principe que celui de la preuve de la Proposition 1.8.
En effet, par le Lemme 1.5, l’ope´rateur Vn0 est compact et par l’alternative de Fred-
holm il suffit donc de montrer que l’ope´rateur
(
I − Vn0k2(n1 − n0)
)
est injectif sur
L2(O). Soit alors f ∈ L2(O) telle que f = Vn0k2(n1 − n0)f . On peut donc par cette
e´galite´ prolonger f par f˜ := Vn0k
2(n1 − n0)f a` tout Rd. Par de´finition de Vn0 on
voit que la fonction f˜ ve´rifie la condition de radiation de Sommerfeld (1.5) et que
(∆ + k2n0)f˜ = −k2(n1 − n0)f˜ , c’est-a`-dire (∆ + k2n1)f˜ = 0, dans tout Rd. Par la
formule de Green, on a donc∫
∂D
f˜∂ν f˜ =
∫
D
(
− k2n1
∣∣∣f˜ ∣∣∣2 + ∣∣∣∇f˜ ∣∣∣2 ),
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et, toujours avec l’hypothe`se que les indices ont une partie imaginaire a` valeurs
positives, on peut appliquer le lemme de Rellich 1.7 pour conclure que f˜ est nulle en
dehors de D. On a alors f˜ nulle partout par le principe de continuation unique 1.6.
3. En particulier, toute fonction h ∈ L2(O) nulle dans Ω ve´rifie Vn0k2(n1 − n0) = 0. Il
suit que
(
I − Vn0k2(n1 − n0)
)
h = h, et par conse´quent
(
I − Vn0k2(n1 − n0)
)−1
h =
h. Ainsi χΩ
(
I − Vn0k2(n1 − n0)
)−1
= χΩ
(
I − Vn0k2(n1 − n0)
)−1
χΩ dans L
2(O).
4. Par ailleurs, on a le calcul suivant
(∆ + k2n0)
([
I − Vn0k2(n1 − n0)
]
f
)
= (∆ + k2n0)f + k
2(n1 − n0)f = (∆ + k2n1)f.
De ce fait, l’ope´rateur
(
I − Vn0k2(n1 − n0)
)
associe des fonctions de Hn1(O) a` des
fonctions de Hn0(O).
On peut alors exhiber une restriction a` Ω en deux endroits dans la construction de la
soustraction w (2.6) en fonction d’une source ui. Ceci permettra d’e´crire l’ope´rateur associe´
comme compose´ d’ope´rateurs de´finis sur L2(Ω) qui nous serviront dans la construction
d’une forme caracte´risant pre´cise´ment le domaine Ω.
Corollaire 2.9. La soustraction w de´finie en (2.6) s’e´crit comme image de la source ui
par le produit d’ope´rateurs suivant :
w = Vn0k
2(n1 − n0)χΩ
(
I − Vn0k2(n1 − n0)
)−1
χΩTn0ui.
De´monstration : C’est imme´diat en reprenant les e´quations (2.9) et (2.14).
Nous disposons maintenant d’une caracte´risation de w comme image de la source ui par un
produit d’ope´rateurs. Il ne reste alors plus qu’a` conside´rer le comportement asymptotique
de w pour avoir une factorisation de l’ope´rateur de mesures W∞.
Lemme 2.10. Avec le potentiel volumique Vn0 (1.12) on de´finit un endomorphisme A de
L2(D) par
A := k2(n1 − n0)
(
I − Vn0k2(n1 − n0)
)−1
.
Avec l’ope´rateur C de´fini dans le Corollaire 2.5 et l’asymptotique du potentiel volumique
donne´e en (1.13), l’ope´rateur de mesure W∞ de´fini en (2.5) admet alors une factorisation
de la forme
W∞ = V∞n0 AC
?. (2.15)
De´monstration : Par de´finition, l’ope´rateur de mesures W∞ est la soustraction des
ope´rateurs de champ lointain Fn1 − Fn0 . Pour un indice n quelconque, l’ope´rateur de
champ lointain Fn (1.16) est le produit scalaire par le champ lointain u
∞
n : Fng(xˆ) =〈
g, u∞n (·, xˆ)
〉
L2(Γe)
. Ceci est le champ lointain associe´, par le de´veloppement d’Atkinson-
Wilcox (1.6), au champ diffracte´ f(x) :=
〈
g, un(·, x)− ui(·, x)
〉
L2(Γe)
. Par une simple
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permutation des inte´grales (les sources ondes planes sont continues) ce champ total s’e´crit
aussi f(x) = Tnh(x) ou` h(x) :=
〈
g, ui(·, x)
〉
L2(Γe)
. Par de´finition de l’ope´rateur de Her-
glotz (1.17), on a h(x) = Hg et il s’en suit que f = TnHg. Ainsi, on a
Fng = (TnHg)
∞. (2.16)
Par conse´quent, W∞g est le comportement asymptotique de (Tn1 − Tn0)Hg et d’apre`s le
Corollaire 2.9, ceci donne
W∞ = V∞n0 k
2(n1 − n0)
(
I − Vn0k2(n1 − n0)
)−1 Tn0H. (2.17)
Par ailleurs, on calcule l’adjoint de l’ope´rateur C. Soient des fonctions f ∈ L2(D) et
g ∈ L2(Γe). Comme les sources de type onde plane ui(xˆ, ·) sont continues, le champ total
associe´ un(xˆ, ·) l’est aussi. On peut donc permuter les inte´grales dans le calcul suivant.
〈Cf, g〉Γe =
∫
xˆ∈Γe
∫
z∈D
f(z)un0(xˆ, z)g(xˆ)
=
∫
z∈D
f(z)
∫
xˆ∈Γe
g(xˆ)un0(xˆ, z).
Par de´finition de l’ope´rateur de champ total (1.15), on a un0(xˆ, z) = Tn0 [ui(xˆ, ·)](z) et
donc
C?g(z) =
∫
xˆ∈Γe
g(xˆ)Tn0 [ui(xˆ, ·)](z), z ∈ D.
On peut alors sortir l’ope´rateur Tn0 de l’inte´grale par rapport a` xˆ et en reconnaissant
l’ope´rateur de Herglotz (1.17) on voit que l’ope´rateur C? : L2(Γe)→ L2(D) est de´fini par
C? = Tn0H. (2.18)
Finalement, en inte´grant l’e´galite´ (2.18) dans la factorisation (2.17) on obtient W∞ =
V∞n0 k
2(n1−n0)
(
I − Vn0k2(n1 − n0)
)−1
C?. La factorisation (2.15) de´coule alors de la forme
de l’ope´rateur A.
2.2.2 Syme´trisation de la factorisation par l’ope´rateur de “scattering”
On a vu pre´ce´demment que les ope´rateurs V∞n0 χΩ et CχΩ sont tous les deux en mesure
de caracte´riser Ω, respectivement dans le The´ore`me 2.2 et le Corollaire 2.5, mais qu’on ne
peut les construire directement a` partir des mesures. Il nous faut donc un moyen de relier
une de ces deux caracte´risations aux mesures. Pour ce faire, nous suivons le principe de la
me´thode de “Factorization” qui aboutit a` la caracte´risation (1.23) en conside´rant la forme
fW∞ de´finie sur L
2(Γe) par
fW∞(Ψ) := 〈W∞Ψ, Ψ〉 .
Comme cette forme est construite a` partir des mesures physiques, si elle e´tait comparable a`
‖C?Ψ‖, en vertu du Corollaire 1.14 on aurait une caracte´risation du domaine Ω en fonction
des mesures.
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Tout d’abord, on remarque que pour que la forme fW∞ soit de´finie, il faut que les ensembles
de mesures et d’e´missions co¨ıncident (Γe = Γm). Ensuite, par la factorisation (2.15) de
l’ope´rateur W∞ il vient
fW∞(Ψ) =
〈
AC?Ψ, (V∞n0 )
?Ψ
〉
.
Cette factorisation asyme´trique ne permet pas encore de montrer que la forme fW∞ est
comparable a` ‖C?Ψ‖ puisqu’on ne controˆle qu’un seul des deux termes du produit scalaire.
Il nous faut alors un lien entre les ope´rateurs V∞n0 et C.
Par le Lemme 2.3, qui relie l’asymptotique de la fonction de Green au champ proche issu
d’une onde plane, l’ope´rateur V∞n0 de´fini en (1.13) s’e´crit aussi
V∞n0 h(xˆ) =
〈
h, un0(−xˆ, ·)
〉
L2(D)
, xˆ ∈ Γm. (2.19)
On voit ainsi que l’ope´rateur C de´fini dans le Corollaire 2.5 diffe`re de V∞n0 d’une conjugaison
complexe et d’une syme´trie par rapport a` la direction xˆ.
La fonction v(z) := un(−xˆ, z) est la solution du conjugue´ complexe du syste`me d’e´qua-
tions (1.1)-(1.5). C’est-a`-dire que pour un indice de re´fraction a` valeurs re´elles (n0(z) ∈ R),
la fonction v est la solution du syste`me
(
∆ + k2n0(z)
)
v(z) = 0,
v(z) = e−ikxˆ·z + vs(z),
∂rv
s = −ikvs + O
(
|z|− d−12
)
.
La source est donc une onde plane de direction −xˆ et la condition de radiation de Som-
merfeld est inverse´e.
Ceci est le principe d’un retournement temporel [Hazard & Ramdani 2004]. Dans la me´-
thode du retournement temporel, les ondes mesure´es sont utilise´es ensuite comme sources,
c’est-a`-dire renvoye´es comme par un miroir [Fink & Prada 2001]. On conside`re donc l’in-
verse de la direction de mesure comme direction d’e´mission et on conside`re les solutions
pour des temps ne´gatifs. Cependant, le temps n’est pas pre´sent dans nos e´quations et
c’est la condition de rayonnement ∂ru
s = ikus + O
(
|x|− d−12
)
qui de´finit le sens du temps.
Conside´rer les temps ne´gatifs revient alors a` prendre la condition de rayonnement conju-
gue´e ∂ru
s = −ikus + O
(
|x|− d−12
)
[Morel 2005]. Le retournement temporel d’une onde est
ainsi de´fini comme sa conjugue´e, e´mise dans la direction oppose´e (le but est de focaliser
sur la source ponctuelle a` l’origine de ce qui a e´te´ mesure´).
Or, [Nachman et al. 2007] a pre´sente´ une relation entre les champs entrants et sortants fai-
sant intervenir l’ope´rateur de “scattering”. Cet ope´rateur associe dans [Kato 1995, Section
10.3] le champ lointain d’une onde sortante au champ lointain de son e´quivalent entrant.
C’est-a`-dire que pour un meˆme milieu, l’ope´rateur de “scattering” associe la solution de
l’e´quation de Helmholtz avec la condition de radiation de Sommerfeld a` la solution avec
la condition de radiation conjugue´e. Nous allons donc e´tablir un lien entre les ope´rateurs
V∞n0 et C par un lien entre leurs noyaux respectifs un(−xˆ, ·) et un(xˆ, ·) qui fera intervenir
l’ope´rateur de “scattering”.
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Lemme 2.11. On suppose maintenant que les indices sont a` valeurs re´elles (n0, n1 ∈ R)
et que les e´missions ainsi que les mesures sont prises sur l’ensemble de la sphe`re unite´
(Γm = Γe = S
d−1). Soit Sn : L2(Sd−1)→ L2(Sd−1) l’ope´rateur de “scattering” de´fini par
Sn := I + 2ik |γ|2 Fn.
Les ope´rateurs V∞n0 et C, de´finis respectivement dans l’e´quation (1.13) et le Corollaire 2.5,
sont alors relie´s par
V∞n0 = Sn0C.
Remarque 2.12. Avec la seconde convention (1.8) pour la de´finition du champ lointain,
l’ope´rateur de “scattering” est de´fini par Sn := I + 2ikγFn et le re´sultat devient V
∞
n0 =
γSn0C.
Preuve du Lemme 2.11 : Soient θ ∈ Γe. L’ope´rateur C est le produit scalaire par
un0(θ, ·), c’est-a`-dire Tn0 [ui(θ, ·)] :
Cf(θ) =
〈
f, Tn0 [ui(θ, ·)]
〉
=
〈
Tn0 [ui(θ, ·)], f
〉
, θ ∈ Γe. (2.20)
L’ope´rateur V∞n0 quant a` lui, est le produit scalaire par Φ
∞
n0(·, θ), qui est e´gal d’apre`s le
Lemme 2.3 a` un0(−θ, ·), c’est-a`-dire Tn0 [ui(−θ, ·)] par de´finition de Tn0 (1.15). En conclu-
sion on a
V∞n0 h(θ) =
〈
h, Tn0 [ui(−θ, ·)]
〉
=
〈Tn0 [ui(−θ, ·)], h〉 , xˆ ∈ Γm. (2.21)
Comme on suppose l’indice n0 a` valeurs re´elles, en reprenant la formulation inte´grale (2.7),
on a alors une expression de la diffe´rence entre (le conjugue´ de) ces deux noyaux :
Tn0 [ui(−θ, ·)](z)− Tn0 [ui(θ, ·)](z)
=
∫
y∈Rd
(Φn0(y, z)− Φn0(y, z))k2(n0(y)− 1)ui(−θ, y). (2.22)
On est alors amene´ a` calculer la partie imaginaire de la fonction de Green.
Pour y, z ∈ Rd et R tel que la boule BR de rayon R contienne y et z, en utilisant l’e´qua-
tion (1.9) ve´rifie´e par Φn0(y, x) puis la formule de Green, on a
Φn0(y, z)− Φn0(y, z)
= −
∫
x∈BR
(
Φn0(y, x)(∆ + k
2n0(x))Φn0(z, x)− Φn0(z, x)(∆ + k2n0(x))Φn0(y, x)
)
= −
∫
x∈BR
(
Φn0(y, x)(k
2n0(x))Φn0(z, x)− Φn0(z, x)(k2n0(x))Φn0(y, x)
)
+
∫
x∈BR
(
∇Φn0(y, x)∇Φn0(z, x)−∇Φn0(z, x)∇Φn0(y, x)
)
−
∫
x∈SR
(
Φn0(y, x)∂νΦn0(z, x)− Φn0(z, x)∂νΦn0(y, x)
)
,
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ce qui se re´sume a`
Φn0(y, z)− Φn0(y, z) = −
∫
x∈SR
(
Φn0(y, x)∂νΦn0(z, x)− Φn0(z, x)∂νΦn0(y, x)
)
. (2.23)
Par de´finition du comportement asymptotique de la fonction de Green Φn0(z, x) (1.10) on
a
Φn0(·, x) = γ
eik|x|
|x| d−12
Φ∞n0(·, xˆ) + O
(
|x|− d−12
)
, avec xˆ :=
x
|x| ,
et donc
∂νΦn0(·, x) = ikΦn0(·, x) + O
(
|x|− d−12
)
= ikγ
eik|x|
|x| d−12
Φ∞n0(·, xˆ) + O
(
|x|− d−12
)
.
En faisant tendre R vers l’infini dans (2.23) et en e´crivant l’inte´grale sur la sphe`re unite´,
on trouve alors
Φn0(y, z)− Φn0(y, z) = 2ik |γ|2
∫
xˆ∈Sd−1
Φ∞n0(y, xˆ)Φ
∞
n0(z, xˆ).
Ainsi, en inte´grant ce re´sultant dans (2.22), avec l’ope´rateur V∞n0 (1.13) on peut e´crire
Tn0 [ui(−θ, ·)](z)− Tn0 [ui(θ, ·)](z)
= 2ik |γ|2
∫∫
y∈Rd,
xˆ∈Sd−1
Φ∞n0(y, xˆ)Φ
∞
n0(z, xˆ)k
2(n0(y)− 1)ui(−θ, y)
= 2ik |γ|2
∫
xˆ∈Sd−1
Φ∞n0(z, xˆ)V
∞
n0 [k
2(n0 − 1)ui(−θ, ·)](xˆ).
On applique alors le principe de re´ciprocite´ du Lemme 1.3 pour avoir
Tn0 [ui(−θ, ·)](z)− Tn0 [ui(θ, ·)](z)
= 2ik |γ|2
∫
xˆ∈Sd−1
Φ∞n0(z, xˆ)V
∞
n0
[
k2(n0 − 1)ui(−xˆ, ·)
]
(θ)
= 2ik |γ|2 V∞n0
[
k2(n0 − 1)
∫
xˆ∈Sd−1
Φ∞n0(z, xˆ)u
i(−xˆ, ·)
]
(θ). (2.24)
On effectue maintenant le changement de variable sur la sphe`re unite´ xˆ 7→ −xˆ. Ceci fait
apparaˆıtre la fonction Φ∞n0(z,−xˆ) et par l’e´galite´ du Lemme 2.3 entre le comportement
asymptotique de la fonction de Green et le champ total il vient Φ∞n0(z,−xˆ) = un0(xˆ, z) =
Tn0 [ui(xˆ, ·)](z). Par ailleurs, en remplac¸ant xˆ par −xˆ dans (2.24), on fait aussi apparaˆıtre
le terme ui(xˆ, ·) et en reconnaissant l’ope´rateur de Herglotz de´fini en (1.17), ceci devient
Tn0 [ui(−θ, ·)](z)− Tn0 [ui(θ, ·)](z)
= 2ik |γ|2 V∞n0
[
k2(n0 − 1)
∫
xˆ∈Sd−1
Tn0 [ui(xˆ, ·)](z)ui(xˆ, ·)
]
(θ)
= 2ik |γ|2 V∞n0
[
k2(n0 − 1)Hϕz
]
(θ),
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ou` ϕz(xˆ) := Tn0 [ui(xˆ, ·)](z).
Or, par la repre´sentation inte´grale (2.7) et la de´finition de V∞n0 (1.13), l’ope´rateur V
∞
n0 k
2(n0−
1) est une repre´sentation inte´grale du champ lointain associe´ au champ total un0 . Comme
on a vu en (2.16) que Fn0 est le champ lointain associe´ au champ total un0 pour une source
de la forme ui = Hg, il vient
V∞n0
(
k2(n0 − 1)H
)
= Fn0 ,
et alors on obtient
Tn0 [ui(−θ, ·)](z)− Tn0 [ui(θ, ·)](z) = 2ik |γ|2 Fn0ϕz(θ).
Cette e´galite´ s’e´crit aussi
Tn0 [ui(−θ, ·)](z) =
(
I + 2ik |γ|2 Fn0
)
ϕz(θ).
En reprenant les e´critures des ope´rateurs C et V∞n0 , respectivement (2.20) et (2.21), on
voit alors en sortant l’ope´rateur
(
I + 2ik |γ|2 Fn0
)
du produit scalaire que
V∞n0 =
(
I + 2ik |γ|2 Fn0
)
C.
Remarque 2.13. L’ope´rateur de “scattering”Sn0 reste de´fini pour n0 a` valeurs complexes.
On est alors tente´ d’e´tendre la relation du Lemme 2.11. Mais les formulations (2.20)
et (2.21) montrent qu’on a besoin d’ope´rateur transformant une solution pour l’e´quation
de Helmholtz en sa conjugue´e. Or, l’ope´rateur de “scattering” transforme une onde sortante
en une onde entrante (voir [Kato 1995, Section 10.3] et [Morel 2005]), et cette transfor-
mation ne co¨ıncide avec la conjugaison que dans le cas d’indices re´els. En effet, soit un
ve´rifiant (1.1)-(1.5). Sa conjugue´e un ve´rifie bien la condition de radiation conjugue´e et
en conjuguant les autres e´quation (1.1)-(1.4) on voit que la source engendrant un est bien
ui(θ, ·) := ui(−θ, ·). Cependant, si l’indice n’est pas re´el, c’est-a`-dire si l’objet est absor-
bant, l’e´quation (1.1) n’est pas stable par conjugaison et l’onde conjugue´e un ne correspond
alors plus au meˆme milieu : ce n’est plus l’onde entrante associe´e a` l’onde sortante un. Il
est donc peu probable que l’ope´rateur de “scattering”, tel que nous l’avons utilise´, puisse
relier V∞n0 et C dans le cas d’indices complexes.
Nous pouvons maintenant e´crire une factorisation syme´trique d’un ope´rateur qui n’est pas
simplement la soustraction des champs lointains W∞, mais qui reste construit a` partir des
mesures physiques.
Proposition 2.14. Sous les hypothe`ses du lemme 2.11, l’ope´rateur W˜ : L2(Sd−1) →
L2(Sd−1) de´fini par
W˜ := S?n0W
∞,
posse`de une factorisation de la forme
W˜ = CAC?.
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De´monstration : Le Lemme 2.10 donne la factorisation W∞ = V∞n0 AC
?. Le Lemme 2.11
donne alors W∞ = Sn0CAC?. Sous les hypothe`ses du lemme 2.11, on sait que l’ope´rateur
de “scattering”Sn0 est unitaire [Kirsch & Grinberg 2008, The´ore`me 4.4] et le re´sultat s’en
suit.
2.3 Localisation des de´fauts par les mesures
Nous avons vu que le Corollaire 2.5 permet de caracte´riser le support des de´fauts par
des fonctions tests et l’image de l’ope´rateur C?. Le Corollaire 1.14 montre ensuite qu’on
peut caracte´riser cette image par toute forme comparable a` ‖χΩC?Ψ‖. Par ailleurs, nous
avons maintenant une factorisation faisant intervenir C de manie`re syme´trique pour un
ope´rateur W˜ qui n’est plus la soustraction des champs lointains, mais reste construit a`
partir des mesures. Nous conside´rons donc la forme f
W˜
: L2(Sd−1) → R+ construite a`
partir des mesures et de´finie par
f
W˜
(Ψ) :=
∣∣∣∣〈W˜Ψ, Ψ〉L2(Sd−1)
∣∣∣∣ 12 , (2.25)
a` partir de laquelle nous allons pouvoir caracte´riser le support des de´fauts.
Cette caracte´risation, base´e sur le Corollaire 1.14, ne´cessite que la forme conside´re´e soit
comparable a` ‖χΩC?Ψ‖. On veut donc qu’il existe des constantes positives c1 et c2 telles
que
c1 ‖χΩC?Ψ‖ 6 fW˜ (Ψ) 6 c2 ‖χΩC?Ψ‖ , Ψ ∈ L2(Sd−1).
2.3.1 Majoration par continuite´
La majoration de´coule directement de la factorisation de W˜ .
Lemme 2.15. On suppose que les ensembles de directions de mesures et d’e´missions
couvrent la sphe`re unite´ (Γe = Γm = S
d−1) et que les indices sont a` valeurs re´elles.
Avec l’ope´rateur de mesures W˜ de la Proposition 2.14, la forme f
W˜
de´finie en (2.25) et
l’ope´rateur C de´fini dans le Corollaire 2.5 on a la majoration suivante : il existe c > 0 tel
que pour tout Ψ ∈ L2(Γe),
f
W˜
6 c ‖χΩC?Ψ‖ . (2.26)
De´monstration : Par la factorisation 2.14, on a f
W˜
(Ψ) = |〈AC?Ψ, C?Ψ〉| 12 . Or, l’ope´-
rateur A est de´fini dans le Lemme 2.10 par A := k2(n1 − n0)
(
I − Vn0K2(n1 − n0)
)−1
.
Comme le facteur k2(n1 − n0) induit une restriction a` Ω, on voit par l’e´galite´ (2.14) que
A = χΩAχΩ et que donc
f
W˜
(Ψ) =
∣∣∣〈AχΩC?Ψ, χΩC?Ψ〉L2(D)∣∣∣ 12 . (2.27)
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La majoration suit alors par continuite´ de l’ope´rateur A (voir Lemme 2.8).
2.3.2 Minoration par coercivite´
On voit dans l’e´galite´ (2.27), que la minoration de f
W˜
par ‖χΩC?Ψ‖ est pre´cise´ment une
proprie´te´ de coercivite´ de l’ope´rateur A, au moins sur l’image de C?. Cette proprie´te´ n’est
pas triviale et sera le re´sultat de l’application du Lemme 1.15. Nous allons donc ve´rifier
les hypothe`ses de ce lemme afin de conclure a` la coercivite´ de l’ope´rateur A, entraˆınant
l’encadrement souhaite´ de la forme f
W˜
.
Hypothe`ses physiques sur l’objet et les perturbations
La proprie´te´ de coercivite´ qu’on recherche ne´cessitera des hypothe`ses physiques sur les
de´fauts dont on essaie de reconstruire la forme. En particulier, la justification repose sur
une hypothe`se de contraste pour les de´fauts (par rapport au milieu ambiant) permettant
de les distinguer clairement.
Hypothe`se 2.16 (de contraste). On suppose que les indices n0 et n1 sont a` valeurs re´elles
et que (n1 − n0), ou bien (n0 − n1), est localement borne´ infe´rieurement, i.e. :
– pour tout compact ω de Ω il existe c > 0 telle que
(
n1(z)−n0(z)
)
> c pour presque tout
z ∈ ω,
ou bien
– pour tout compact ω de Ω il existe c > 0 telle que
(
n1(z) − n0(z)
)
6 −c pour presque
tout z ∈ ω.
Remarque 2.17. En faisant cette hypothe`se, on demande a` la diffe´rence des indices d’eˆtre
signe´e. Que n1 soit supe´rieur a` n0 ou l’inverse ne change rien, mais il ne faut pas que
l’ordre s’inverse dans Ω.
De plus, pour un nombre d’onde k fixe´ (i.e. une fre´quence donne´e), certaines ge´ome´tries ne
sont pas de´tectables. Nous ne pourrons donc formuler de re´sultat de localisation des de´fauts
a` partir des mesures qu’a` l’exception de certaines ge´ome´tries ou de certaines longueurs
d’ondes. Ce lien entre ge´ome´tries identifiables et nombre d’onde est repre´sente´ par le
concept de valeur propre de transmission. Quand on conside`re l’e´quation de Helmholtz
pour un milieu inhomoge`ne, l’application qui a` une source fait correspondre le champ
lointain n’est plus injective. En effet, dans ce cas le champ diffracte´ us := (un− ui) ve´rifie
l’e´quation (
∆ + k2n
)
us = −k2(n− 1)ui.
Si le champ lointain est nul, l’unicite´ du champ lointain du Lemme 1.2 et le principe
de continuation unique du Lemme 1.6 donnent alors le champ diffracte´ nul en dehors du
support du second membre −k2(n−1)ui, mais on ne peut rien dire a` l’inte´rieur. C’est ainsi
que, comme dans [Kirsch 1999], apparaˆıt le proble`me de transmission inte´rieur suivant.
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De´finition 2.18. On appelle k2 “valeur propre de transmission pour la paire d’indices
(n0, n1)” s’il existe un couple source-solution (h, u) ∈
(
L2(Ω)
)2
non nul tel que
(∆ + k2n0)u = −k2(n1 − n0)h dans Ω,
(∆ + k2n1)h = 0 dans Ω,
u = 0 sur ∂Ω,
∂νu = 0 sur ∂Ω.
Comme on voudra par la suite e´viter ce cas “pathologique”, il faut savoir quand il se
rencontre. La proposition suivante dit qu’en fait cette situation est rare.
Proposition 2.19. Si les indices n0 et n1 sont re´els, alors k
2 n’est “valeur propre de
transmission (pour n0 et n1)” que pour un ensemble discret de valeurs (de k). S’il y en a
une infinite´, le seul point d’accumulation possible est +∞.
De´monstration : La preuve suit exactement celles de [Kirsch & Grinberg 2008, The´o-
re`mes 4.13 et 4.14], en adaptant les notations.
Validation de la coercivite´
Nous sommes maintenant en mesure de justifier les hypothe`ses ne´cessaires au Lemme 1.15
qui va prouver la coercivite´ de l’ope´rateurA intervenant dans la factorisation du Lemme 2.10.
Lemme 2.20. L’ope´rateur A de´fini dans le Lemme 2.10 est de la forme A = A0 +K ou`
K est un ope´rateur compact. Avec l’hypothe`se de contraste 2.16, alors A0 est coercif et
ve´rifie 〈A0ϕ, ϕ〉 ∈ R+ ou bien 〈A0ϕ, ϕ〉 ∈ R−, celon qu’on soit dans le cas (n1 − n0) > 0
ou bien (n1 − n0) 6 0. Par ailleurs, Im 〈Aϕ, ϕ〉 > 0.
Si de plus k2 n’est pas valeur propre de transmission au sens de la de´finition 2.18, alors
pour tout ϕ ∈ R (C?) on a
Im〈Aϕ,ϕ〉 = 0 =⇒ ϕ |Ω = 0.
De´monstration : Soit ϕ ∈ R (C?). Par la caracte´risation (2.18) de C?, c’est donc un
champ total pour l’indice n0 et une certaine source u
i ∈ H1(Rd), l’espace H1(Rd) e´tant
de´fini en (1.2). Notons alors un0 = ϕ. Soit ensuite un1 le champ total pour l’indice n1
ayant la meˆme source ui que un0 . D’apre`s le premier point du Lemme 2.8 on a
Aϕ = k2(n1 − n0)Tn1T −1n0 un0 = k2(n1 − n0)un1 .
Ainsi on obtient
〈Aϕ,ϕ〉 =
∫
Ω
k2(n1 − n0)|un0 |2 +
∫
Ω
k2(n1 − n0)(un1 − un0)un0
= 〈A0ϕ,ϕ〉+ 〈Kϕ,ϕ〉,
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avec A0 = k
2(n1 − n0)I et K = k2(n1 − n0)(Tn1T −1n0 − I). L’hypothe`se 2.16 donne alors la
coercivite´ de A0 ainsi que le signe de 〈A0ϕ, ϕ〉 en fonction du cas conside´re´.
De plus, (Tn1T −1n0 − I) = Tn1T −1n0 (I − Tn0T −1n1 ). La correspondance entre Tn0T −1n1 et I −
Vn0k
2(n1−n0) du Lemme 2.8 donne alors K = k2(n1−n0)Tn1T −1n0 Vn0(n1−n0) sur R (C?).
Par compacite´ de Vn0 et continuite´ des autres ope´rateurs on conclut alors a` la compacite´
de K.
Par ailleurs, pour R > 0 tel que la boule BR de rayon R contienne Ω on a
−
∫
Ω
k2(n1 − n0)un1(un1 − un0) =
∫
BR
(∆ + k2n0)(un1 − un0)(un1 − un0)
=
∫
BR
(
k2n0|un1 − un0 |2 − |∇(un1 − un0)|2
)
+
∫
SR
(un1 − un0)∂ν(un1 − un0)
En faisant ensuite tendre R vers l’infini, ceci devient
−
∫
Ω
k2(n1 − n0)un1(un1 − un0)
=
∫
Rn
(
(k2n0)|un1 − un0 |2 − |∇(un1 − un0)|2
)
+ ik |γ|2
∫
Sd−1
|u∞n1 − u∞n0 |2.
Ainsi, en prenant la partie imaginaire, on obtient
Im
∫
Ω
k2(n1 − n0)un1un0 = k |γ|2
∫
Sd−1
|u∞n1 − u∞n0 |2.
De cette e´galite´ on de´duit que
Im 〈Aϕ, ϕ〉 > 0.
Si on suppose cette quantite´ nulle, on obtient donc u∞n1 = u
∞
n0 . Le Lemme 1.6 du prin-
cipe de continuation unique donne alors w := un1 − un0 nulle en dehors de Ω. On a donc
w := un1−un0 nulle en dehors de Ω et qui ve´rifie (∆+k2n0)w = f avec f = −k2(n1−n0)un1
de support inclus dans Ω. Si k2 n’est pas valeur propre de transmission, alors w = 0 par-
tout et donc f = (∆ +k2n0)w = 0. Comme Aϕ = k
2(n1−n0)un1 = −f = 0, le Lemme 2.8
donne alors ϕ = 0 dans Ω.
2.3.3 Encadrement de la forme e´tudie´e permettant la localisation les de´fauts
En regroupant la majoration par continuite´ et la minoration par coercivite´, nous pouvons
alors conclure le re´sultat principal de cette partie qui est la caracte´risation du lieu des
de´fauts au travers des mesures.
The´ore`me 2.21. Avec l’hypothe`se de contraste 2.16, si k2 n’est pas valeur propre de
transmission pour les indices n0 et n1 et si Γm = Γe = S
d−1, alors pour tout point z ∈ Rd
on a pour la forme f
W˜
(2.25) l’e´quivalence suivante
z ∈ Ω ⇐⇒ ∃c > 0 / ∀Ψ ∈ L2(Sd−1),
∣∣∣〈Ψ, un0(·, z)〉∣∣∣ 6 cfW˜ (Ψ).
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De´monstration : On a vu en (2.26) que la forme f
W˜
est majore´e par ‖C?Ψ‖.
On applique ensuite le Lemme 1.15 a` l’ope´rateur A ou a` l’ope´rateur −A, selon que ce
soit (n1 − n0) ou bien (n0 − n1) qui est localement borne´ infe´rieurement pour ve´rifier
l’hypothe`se de contraste 2.16. En effet, en prenant la fermeture de R (C?) comme ferme´
X , les conditions ne´cessaires a` l’application du Lemme 1.15 sont ainsi justifie´es dans le
Lemme 2.20 sur R (C?) et s’e´tendent a` la fermeture de R (C?) par continuite´.
Dans les deux cas, on obtient indiffe´remment A coercif et l’e´galite´ (2.27) donne alors la
minoration de f
W˜
par ‖C?Ψ‖.
Ainsi, la forme f
W˜
est encadre´e par ‖C?Ψ‖ et par le Corollaire 1.14, pour toute fonction
ϕ ∈ L2(Sd−1),
ϕ ∈ R (CχΩ) ⇐⇒ ∃c > 0 / ∀Ψ ∈ L2(Sd−1), |〈Ψ, ϕ〉| 6 cfW˜ (Ψ).
La caracte´risation du domaine Ω par des fonctions tests du Corollaire 2.5 permet alors de
conclure.
Remarque 2.22. L’hypothe`se 2.16 d’un certain contraste entre les de´fauts et le milieu
ambiant peut sembler naturelle d’un point de vue pratique. En effet, si les de´fauts ne sont
pas contraste´s, l’intuition dit qu’on pourra peut-eˆtre les voir mais sans bien cerner leurs
contours. De plus, cette hypothe`se est aussi naturelle d’un point de vue mathe´matique.
Sans l’hypothe`se de contraste, l’ope´rateur A n’est pas prouve´ coercif et s’il ne l’est pas,
on n’a pas la minoration de f
W˜
. On voit alors qu’on ne peut plus e´crire l’e´quivalence du
The´ore`me 2.21 mais seulement l’implication permettant de conclure que pour certaines
fonctions tests un0(·, z), alors z ∈ Ω. Ce qui revient a` voir une certaine partie des de´fauts
mais sans bien cerner leurs contours.
3
Me´thodes de reconstruction du support des
de´fauts
Nous avons e´tabli par le The´ore`me 2.21 une caracte´risation du support Ω de de´fauts, de´-
fini en (2.1), a` partir de mesures physiques. Cette caracte´risation prend la forme d’une
ine´galite´ fonctionnelle. Il reste a` la mettre en pratique en proposant un algorithme nume´-
rique de visualisation du support de ces de´fauts. Tout d’abord, on montre que l’ine´galite´
fonctionnelle du The´ore`me 2.21 peut eˆtre reformule´e comme un proble`me de minimisation
sous contrainte. Cette caracte´risation du domaine recherche´ ge´ne´ralise le “crite`re de l’inf”
initialement introduit dans [Kirsch 2000] et prend alors la forme suivante : en chaque point
z ∈ Rd, on calcule la valeur
I(z) := inf
{
f
W˜
(Ψ), Ψ ∈ L2(Sd−1) avec
〈
Ψ, un0(·, z)
〉
= 1
}
,
ou` f
W˜
est donne´e par (2.25),et si cette valeur est non nulle, le point teste´ est inte´rieur a`
Ω
z ∈ Ω ⇐⇒ I(z) > 0.
Nous allons donc e´tudier le calcul pratique de la valeur I(z) par deux approches distinctes :
l’optimisation par me´thodes ite´ratives et la re´solution explicite directe pour des cas par-
ticuliers. Nous proposons ensuite une conjecture pour e´tendre les re´solutions explicites
au cas ge´ne´ral et e´tudions nume´riquement le comportement des me´thodes directes qui en
de´coulent sur un exemple complexe.
En Section 3.1, nous allons mettre en oeuvre des me´thodes d’optimisation ite´ratives clas-
siques. En effet, la fonctionnelle f
W˜
qu’on minimise est relativement simple a` e´valuer mais
surtout on voit que l’espace des contraintes est un hyperplan affine sur lequel on sait pro-
jeter. On peut alors trouver un minimiseur avec un algorithme de descente applique´ a` la
fonctionnelle f
W˜
compose´e par le projecteur sur l’espace des contraintes.
Par ailleurs, quand la projection est facile a` calculer, on obtient ge´ne´ralement de bons
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re´sultats avec un algorithme de gradient projete´. Cette me´thode se pre´sente comme une
me´thode de plus grande pente classique applique´e directement a` la fonctionnelle f
W˜
, mais
en projetant ensuite a` chaque ite´ration le point obtenu sur l’espace des contraintes. On ob-
tient avec chaque algorithme une visualisation du support des de´fauts dans un cas simple.
Cependant, ces deux me´thodes souffrent d’un lourd temps de calcul duˆ a` leur nature ite´-
rative.
En Section 3.2, on fait alors appel au Lemme 1.17 issu de la me´thode de “Factorization”
pour construire un ope´rateur de´fini positif et auto-adjoint W# a` partir de notre ope´rateur
de mesures W˜ de´fini par
W# =
∣∣∣W˜ + W˜ ?∣∣∣+ ∣∣∣W˜ − W˜ ?∣∣∣ ,
la notation “valeur absolue” pour un ope´rateur L e´tant de´finie par |L| = (L?L) 12 . Nous
construisons alors une solution explicite au proble`me de minimisation et ceci donne lieu a`
une me´thode directe de reconstruction du support des de´fauts :
z ∈ Ω ⇐⇒ M{n0,n1}(z) :=
∥∥∥W ‡un0(·, z)∥∥∥−2 > 0,
ou` W ‡ est un pseudo-inverse de la racine carre´e de l’ope´rateur W#. Cette seconde me´thode
caracte´rise donc directement les de´fauts par le noyau d’un ope´rateur.
Par ailleurs, une fois l’ope´rateur W# construit et factorise´ par le Lemme 1.17, on peut
aussi reprendre la caracte´risation du domaine recherche´ par l’image de la racine carre´e
de l’ope´rateur W#. On utilise alors, comme pour la me´thode de “Factorization” classique,
le crite`re de Picard 1.16 pour tester l’appartenance d’une fonction test a` l’image d’un
ope´rateur. On obtient ainsi une troisie`me me´thode de reconstruction du domaine Ω :
z ∈ Ω ⇐⇒ S{n0,n1}(z) :=
∑
j
∣∣∣〈un0(·, z), ψj〉L2(Sd−1)∣∣∣2
σj

−1
> 0,
ou` (σj , ψj) est un syste`me propre de l’ope´rateur W#.
Cependant, les proprie´te´s de l’ope´rateur W# (de´fini positif et auto-adjoint) se retrouvent
de´ja` dans l’ope´rateur |W∞|. Cet ope´rateur est lui aussi construit a` partir des mesures et
par la factorisation (2.15) on a
|W∞|2 = C? ∣∣V∞n0 A∣∣2C?.
On est alors tente´ de croire que l’ope´rateur |W∞| posse`de une factorisation de la forme
C?BC? et ve´rifie ainsi toutes les proprie´te´s de l’ope´rateurW#. Si cela e´tait vrai, on pourrait
alors reprendre les caracte´risations du domaine Ω par les fonctionsM{n0,n1} et S{n0,n1} en
y remplac¸ant l’ope´rateur W# par l’ope´rateur |W∞|. L’avantage est que l’ope´rateur |W∞|
est naturellement de´fini pour des indices a` valeurs complexes, mais surtout pour des en-
sembles de directions de mesures et d’e´missions distincts (Γm 6= Γe). Outre l’absence de
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justifications pour les indices a` valeurs complexes, la construction de l’ope´rateur W# n’est
pas possible dans le cas de directions de mesures et d’e´missions distinctes. On aurait alors
une nouvelle version des me´thodes pre´sente´s valide dans un cadre plus large, ce qui semble
eˆtre confirme´ par toutes nos applications nume´riques.
Enfin, en Section 3.4, nous e´tudions et comparons nos me´thodes de visualisation directes
base´es sur les fonctions M{n0,n1} et S{n0,n1} dans un cas non trivial afin de cerner leurs
limites. Nous testons a` cet effet leur sensibilite´ a` divers parame`tres physiques. De plus,
nous e´tudions en Section 3.5 le comportement des fonctions M{n0,n1} et S{n0,n1} dans le
cadre d’indices complexes et de directions de mesures distinctes des directions d’e´mission
afin de de´terminer la validite´ des restrictions impose´es a` nos re´sultats ainsi que la validite´
de l’ope´rateur |W∞| comme ope´rateur de mesure au lieu de W#.
3.1 Me´thodes ite´ratives
Nous avons e´tabli, dans le The´ore`me 2.21, une caracte´risation du lieu des de´fauts a` partir
des mesures. Cette caracte´risation prend la prend la forme d’un test ponctuel : un point z
de l’espace appartient au domaine si et seulement s’il existe une constante c > 0 telle que∣∣∣〈Ψ, un0(·, z)〉∣∣∣ 6 cfW˜ (Ψ) pour toute fonction Ψ ∈ L2(Sd−1), ou` un0(θ, z) est le champ
total pour l’objet non perturbe´ (d’indice n0) correspondant a` une source de type onde
plane ayant θ pour direction d’incidence et f
W˜
est la fonctionnelle de´finie en (2.25). Cette
caracte´risation n’est pas exploitable sous cette forme mais on peut la reformuler comme
un proble`me de minimisation sous contrainte. Ceci ge´ne´ralise la caracte´risation propose´e
dans [Kirsch 2000].
Proposition 3.1. On reprend les hypothe`ses du The´ore`me 2.21 et on suppose que k2
n’est pas valeur propre de transmission pour la paire d’indices (n(x) = 1, n0) avec la
De´finition 2.18. On peut alors de´finir la valeur
I(z) := inf
{
f
W˜
(Ψ), avec 〈Ψ, un0(·, z)〉 = 1
}
,
et pour tout point z ∈ Rd on a
z ∈ Ω ⇐⇒ I(z) > 0. (3.1)
De´monstration : Le The´ore`me 2.21 donne l’e´quivalence
z ∈ Ω ⇐⇒ ∃c > 0 / ∀Ψ ∈ L2(Sd−1),
∣∣∣〈Ψ, un0(·, z)〉∣∣∣ 6 cfW˜ (Ψ). (3.2)
On fixe d’abord z ∈ Ω. Si θ 7→ un0(θ, z) n’est pas la fonction nulle, alors l’ensemble des
Ψ tels que
〈
Ψ, un0(·, z)
〉
= 1 est non vide. D’apre`s (3.2), il existe donc une constante
c > 0 telle que f
W˜
(Ψ) > 1c pour tout Ψ tel que
〈
Ψ, un0(·, z)
〉
= 1. La valeur I(z) est ainsi
positive non nulle.
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Si un0(θ, z) = 0, ∀θ ∈ Γe, la valeur I(z) n’est plus clairement de´finie puisque l’infimum est
e´value´ sur un ensemble vide. On peut traiter ce cas de plusieurs manie`res.
1. Soit on prend en compte ce cas en reformulant l’implication : z ∈ Ω implique que
un0(·, z) est la fonction nulle ou bien I(z) > 0.
2. Soit on adopte la convention que dans ce cas l’infimum vaut +∞ et on conside`re que
c’est une valeur non nulle.
3. Soit on rajoute une condition pour laquelle ce cas n’a pas lieu. En effet, si un0(·, z)
est la fonction nulle, alors par le Lemme 2.3 et l’analycite´ des champs lointains
on a Φ∞n0(z, ·) nulle. Comme Φn0(z, ·) ve´rifie (1.9), en appliquant successivement le
Lemme 1.2 (unicite´ du champ lointain) et le Lemme 1.6 (continuation unique) on
obtient Φn0(z, x) = 0, ∀x 6= z. On de´duit alors de la repre´sentation inte´grale (2.7)
pour un0 que ce champ total un0 est ne´cessairement nul en dehors du support de
(n0−1), quelle que soit la source ui. Avec une source ui non nulle on a donc un champ
total un0 non nul (voir 1.8) mais nul en dehors du domaine D. Ceci est pre´cise´ment le
cadre de la De´finition 2.18 des valeurs propres de transmission. Ainsi, en supposant
que k2 n’est pas valeur propre de transmission (pour l’indice constant e´gal a` 1 et
n0), on e´carte la possibilite´ que un0(·, z) soit nulle et le proble`me de minimisation
est bien de´fini.
Re´ciproquement, soit z 6∈ Ω. Pour toute constante c > 0 il existe donc Ψc telle qu’on ait∣∣∣〈Ψc, un0(·, z)〉∣∣∣ > cfW˜ (Ψc).
Si
∣∣∣〈Ψc, un0(·, z)〉∣∣∣ = 0, alors l’infimum recherche´ est nul.
Sinon on peut de´finir ϕc := Ψc/
〈
Ψc, un0(·, z)
〉
et on a donc
∣∣∣〈ϕc, un0(·, z)〉∣∣∣ > cfW˜ (ϕc)
pour toute constante c > 0 et
〈
ϕc, un0(·, z)
〉
= 1. C’est-a`-dire 1 > cf
W˜
(ϕc). Ainsi, en
faisant tendre c vers l’infini on a une suite de fonctions ϕc telles que
〈
ϕc, un0(·, z)
〉
= 1
et f
W˜
(ϕc)→ 0.
Par ailleurs, si on conside`re le premier choix parmi les trois propose´s pour traiter le cas
un0(θ, z) = 0, ∀θ ∈ Γe, il faut aussi prouver que si z 6∈ Ω, alors un0(·, z) ne peut pas eˆtre
la fonction nulle. Ou encore que un0(θ, z) = 0, ∀θ ∈ Γe implique z ∈ Ω. Or, si un0(·, z) est
la fonction nulle, alors un0(·, z) = C(0) et d’apre`s le Corollaire 2.5 on a bien z ∈ Ω.
Remarque 3.2. La de´monstration du The´ore`me 2.21 montre que f
W˜
(Ψ) est comparable
a` ‖C?Ψ‖L2(Ω). Par ailleurs, il est e´tabli en (2.18) que C?Ψ(z) =
〈
Ψ, un0(·, z)
〉
. Ainsi, la
valeur I(z) s’e´crit aussi inf
{
‖C?Ψ‖L2(Ω) , avec C?Ψ(z) = 1
}
.
Par la Proposition 3.1, la de´tection du domaine recherche´ Ω est donc ramene´e a` trouver
un minimum sous contrainte en chaque point de l’espace teste´. On se propose alors de
re´soudre (3.1) par une me´thode de plus grande pente. Ceci implique le calcul du gradient de
la forme f
W˜
qu’on minimise. Pour faciliter ce calcul, au lieu de minimiser la forme f
W˜
nous
allons minimiser la puissance quatrie`me de f
W˜
afin d’avoir une norme au carre´. Comme
on ne cherche qu’a` savoir si ce minimum est nul ou non, le re´sultat sera e´quivalent.
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Par ailleurs, a` cause du module, la forme f
W˜
n’est pas C-diffe´rentiable. Nous devons donc
conside´rer la fonctionnelle f pour des paires de fonctions a` valeurs re´elles. La fonctionnelle
f est de´finie sur L2(Sd−1,R)× L2(Sd−1,R) par
f(φ, ψ) :=
(
f
W˜
(φ+ iψ)
)4
. (3.3)
Nous calculons maintenant le gradient de f qui servira par la suite dans les me´thodes
d’optimisation de notre choix.
Lemme 3.3. Le gradient de la forme f (3.3) de´finie sur L2(Sd−1,R)×L2(Sd−1,R) s’e´crit
sous la forme
∇f(φ, ψ) =
 2Re [(W˜Ψ + W˜ ?Ψ) · 〈W˜Ψ, Ψ〉]
2Im
[
(−W˜Ψ + W˜ ?Ψ) ·
〈
W˜Ψ, Ψ
〉]  , Ψ := φ+ iψ.
De´monstration : Pour calculer le gradient de la forme f on calcule naturellement
sa diffe´rentielle pour des fonctions a` valeurs re´elles. On de´finit alors la fonction g :
L2(Sd−1,R)× L2(Sd−1,R)→ C par
g(φ, ψ) :=
〈
W˜Ψ, Ψ
〉
L2(Sd−1)
, Ψ := φ+ iψ,
pour avoir f = |g|2. Dans ce contexte, on sait que
Df(φ, ψ)(u, v) = 2Re 〈Dg(φ, ψ)(u, v), g(φ, ψ)〉 . (3.4)
Il reste alors a` calculer la diffe´rentielle de la fonction g. Pour calculer la diffe´rentielle
d’une forme quadratique, seule sa partie syme´trique intervient. L’ope´rateur W˜ n’est pas
syme´trique mais de plus ses images ne sont pas des fonctions a` valeurs re´elles. Cependant,
c’est tout de meˆme un endomorphisme. On peut donc utiliser sa partie re´elle et sa partie
imaginaire (ce qui aurait e´te´ sa partie syme´trique dans le cas re´el) qui sont auto-adjointes
et qu’on de´finit par
W˜R = (W˜ + W˜
?)/2, W˜I = (W˜ − W˜ ?)/2i.
Ainsi on obtient de manie`re ge´ne´rale l’e´galite´ sur les produits hermitiens suivante〈
W˜RΨ, Ψ
〉
=
〈
W˜Ψ, Ψ
〉
/2 +
〈
W˜ ?Ψ, Ψ
〉
/2
=
〈
W˜Ψ, Ψ
〉
/2 +
〈
Ψ, W˜Ψ
〉
/2
= Re
〈
W˜Ψ, Ψ
〉
.
et de la meˆme manie`re 〈
W˜IΨ, Ψ
〉
= Im
〈
W˜Ψ, Ψ
〉
.
En conse´quence directe on a
g(φ, ψ) =
〈
W˜RΨ, Ψ
〉
+ i
〈
W˜IΨ, Ψ
〉
, Ψ := φ+ iψ,
56 3. Me´thodes de reconstruction du support des de´fauts
et de ceci on de´duit que, avec Ψ := φ+ iψ et Φ := u+ iv,
Dg(φ, ψ)(u, v) =
〈
W˜RΨ, Φ
〉
+
〈
W˜RΦ, Ψ
〉
+ i
〈
W˜IΨ, Φ
〉
+ i
〈
W˜IΦ, Ψ
〉
.
Comme les ope´rateurs W˜R et W˜I sont auto-adjoints, avec Ψ := φ + iψ et Φ := u + iv on
obtient
Dg(φ, ψ)(u, v) =
〈
W˜RΨ, Φ
〉
+
〈
Φ, W˜ ?RΨ
〉
+ i
〈
W˜IΨ, Φ
〉
+ i
〈
Φ, W˜ ?I Ψ
〉
=
〈
W˜RΨ, Φ
〉
+
〈
W˜RΨ, Φ
〉
+ i
〈
W˜IΨ, Φ
〉
+ i
〈
W˜IΨ, Φ
〉
= 2Re
〈
Φ, W˜RΨ
〉
+ 2iRe
〈
Φ, W˜IΨ
〉
. (3.5)
De manie`re ge´ne´rale, pour deux fonctions Ψ et Φ a` valeurs complexes et un produit scalaire
complexe (i.e. hermitien), on a
Re 〈Ψ, Φ〉 =
〈(
Re Ψ
Im Ψ
)
,
(
Re Φ
Im Φ
)〉
. (3.6)
Par la re`gle de diffe´rentiation compose´e (3.4), la diffe´rentielle (3.5) et le calcul de la partie
re´elle d’un produit scalaire (3.6), avec Ψ := φ+ iψ et Φ := u+ iv il suit
Df(φ, ψ)(u, v)
= 2Re
〈
2Re
〈
Φ, W˜RΨ
〉
+ 2iRe
〈
Φ, W˜IΨ
〉
,
〈
W˜Ψ, Ψ
〉〉
= 2
〈
Re
〈
Φ, 2W˜RΨ
〉
, Re
〈
W˜Ψ, Ψ
〉〉
+ 2
〈
Re
〈
Φ, 2W˜IΨ
〉
, Im
〈
W˜Ψ, Ψ
〉〉
= 2
〈(
Re Φ
Im Φ
)
, Re (W˜Ψ + W˜ ?Ψ) · Re 〈W˜Ψ, Ψ〉+ Re (−iW˜Ψ + iW˜ ?Ψ) · Re 〈−iW˜Ψ, Ψ〉
Im (W˜Ψ + W˜ ?Ψ) · Im
〈
iW˜Ψ, Ψ
〉
+ Im (−iW˜Ψ + iW˜ ?Ψ) · Im
〈
W˜Ψ, Ψ
〉 〉
= 2
〈(
Re Φ
Im Φ
)
,
 Re [(W˜Ψ + W˜ ?Ψ) · 〈W˜Ψ, Ψ〉]
Im
[
(−W˜Ψ + W˜ ?Ψ) ·
〈
W˜Ψ, Ψ
〉] 〉 .
Nous avons donc le gradient de la (puissance quatrie`me de la) forme qu’on cherche a`
minimiser. Il ne reste plus qu’a` traiter la contrainte de´pendant du point de “sampling” z.
L’espace des contraintes conside´re´ est particulie`rement simple puisque c’est un hyperplan
affine et on peut expliciter son projecteur.
Lemme 3.4. Soit z ∈ Rd fixe´. L’espace affine des contraintes Cz est alors de´fini par
Cz :=
{
Ψ +
un0(·, z)
‖un0(·, z)‖2
, Ψ ∈ L2(Sd−1),
〈
Ψ, un0(·, z)
〉
= 0
}
. (3.7)
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De plus, le projecteur de L2(Sd−1,C) sur l’espace Cz est de´fini sur L2(Sd−1,R)×L2(Sd−1,R)
par l’application affine
PCz(φ, ψ) := Ψ−
〈
Ψ, un0(·, z)
〉
‖un0(·, z)‖2
un0(·, z) +
un0(·, z)
‖un0(·, z)‖2
, Ψ := φ+ iψ. (3.8)
De´monstration : La ve´rification est imme´diate.
Remarque 3.5. Pour que la projection PCz soit de´finie par (3.8), il faut que θ 7→ un0(θ, z)
ne soit pas la fonction nulle. La preuve de la Proposition 3.1 montre que cette possibilite´
a e´te´ e´carte´e en supposant que k2 n’est pas valeur propre de transmission pour la paire
d’indices (n(x) = 1, n0).
3.1.1 Reconstruction du domaine par une me´thode de plus grande pente
Trouver un minimiseur de la forme f (3.3) sur l’espace Cz est e´quivalent a` trouver un
minimiseur sur L2(Sd−1) tout entier de la forme
gz := f ◦ PCz . (3.9)
Comme on dispose pour la forme f et le projecteur PCz (3.8) d’une formulation explicite,
on peut expliciter le gradient de la forme gz et appliquer une me´thode de plus grande
pente pour en trouver le minimum. En effet on a directement
∇gz(φ, ψ) =
 Re {P˜ ?Cz(∇f ◦ PCz(Ψ))}
Im
{
P˜ ?Cz
(
∇f ◦ PCz(Ψ)
)}  , Ψ = (φ+ iψ), (3.10)
ou` ∇f est donne´ au Lemme 3.3 et ou` (P˜Cz)? est l’adjoint de la partie line´aire de PCz , note´e
P˜Cz et de´finie par
P˜Cz(φ, ψ) := Ψ−
〈
Ψ, un0(·, z)
〉
‖un0(·, z)‖2
un0(·, z), Ψ := φ+ iψ. (3.11)
Nous sommes alors en mesure d’appliquer la me´thode de plus grande pente de´crite par
l’algorithme suivant.
Input : Choisir x0 dans L
2(Sd−1)
while ‖xn+1 − xn‖ / ‖xn‖ > 10−2 do
Choisir un pas de descente αn tel que gz(xn − αn∇gz(xn)) < gz(xn) ;
Avancer dans la direction de descente : xn+1 = xn − αn∇gz(xn) ;
end
Output : gz(xn+1)
Algorithme 1: Plus grande pente
58 3. Me´thodes de reconstruction du support des de´fauts
Les me´thodes pour se´lectionner le pas de descente αn sont multiples et on peut citer les
re`gles de Wolfe parmi les plus efficaces (voir par exemple [Bonnans et al. 2006, Chapitre
3.4]) ou la me´thode de la section dore´e parmi les plus simples. Cette me´thode est de´crite
par l’Algorithme 2.
Data : τ := (1 +
√
5)/2
Poser a = 0
Poser b = 100
for i = 1 . . . 15 do
Poser a′ = a+ (b− a)/τ2
Poser b′ = a+ (b− a)/τ
if q(a′) 6 q(b′) then
b = b′
end
if q(a′) > q(b′) then
a = a′
end
end
Output : αn = (a+ b)/2
Algorithme 2: Recherche du pas de descente par la me´thode dite de la section
dore´e
D’apre`s la Proposition 3.1, si
(
gz(xn)
)
n
tend vers 0, le point z est en dehors de Ω et dedans
sinon.
Cependant, quand la projection est facile a` e´crire, comme c’est le cas ici, l’algorithme de
gradient projete´ donne en ge´ne´ral de meilleurs re´sultats.
3.1.2 Reconstruction du domaine par une me´thode de gradient projete´
Pour minimiser la fonctionnelle f sur l’ensemble des contraintes Cz, quand la projection
est facile a` e´valuer on dispose aussi de l’algorithme du gradient projete´ [Rosen 1960]. C’est
une me´thode de minimisation sous contraintes ite´rative dont chaque ite´ration se fait en
deux temps : d’abord, on descend le long du gradient sans tenir compte de la contrainte
et ensuite on projette le point sur l’ensemble des contraintes.
Input : Choisir x0 dans Cz
while ‖xn+1 − xn‖ / ‖xn‖ < 10−2 do
Choisir un pas de descente αn tel que f(xn − αn∇f(xn)) < f(xn) ;
Projeter le re´sultat sur l’espace des contraintes : xn+1 = PCz(xn − αn∇f(xn)) ;
end
Output : f(xn+1)
Algorithme 3: Gradient projete´
Comme pre´ce´demment, si
(
f(xn)
)
n
tend vers 0, le point z est en dehors de Ω et dedans
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sinon.
Remarque 3.6. Du fait que le projecteur PCz soit affine, les me´thodes de plus grande
pente et de gradient projete´ sont tre`s proches. Si on choisit un pas de descente constant
αn = α, avec une initialisation x0 ∈ Cz les algorithmes de plus grande pente (Algorithme 1)
et de gradient projete´ (Algorithme 3) de´finissent la meˆme suite. En effet, par construction,
tous les termes de la suite de´finie par l’algorithme du gradient projete´ sont des e´le´ments
de Cz et on de´duit
PCz(xn − αn∇f(xn)) = P˜Cz(xn)− αnP˜Cz(∇f(xn)) +
un0(·, z)
‖un0(·, z)‖2
= PCz(xn)− αnP˜Cz(∇f(xn))
= xn − αnP˜Cz(∇f(xn))
= xn − αnP˜Cz(∇f ◦ PCz(xn)),
ou` P˜Cz est la partie line´aire de PCz de´finie en (3.11). On reconnaˆıt alors le gradient de gz
de´fini en (3.10) et donc le terme ge´ne´ral de la suite de´finie par l’algorithme de plus grande
pente.
Par contre, la recherche du pas de descente pour l’algorithme de gradient projete´ se fait
avant projection. Si on ne la fixe pas constante, la valeur αn retenue n’est alors a priori
pas la meˆme que celle qui sera retenue pour l’algorithme de plus grande pente.
3.1.3 Validation nume´rique sur un cas simple
Ω
D
Figure 3.1: Sche´ma de l’objet et du de´faut
Nous avons valide´ la me´thode de plus grande pente applique´e a` gz et la me´thode de
gradient projete´ applique´e a` f
W˜
avec le cas simple en 2D pre´sente´e sur la Figure 3.1.
L’objet conside´re´ est circulaire et le support du de´faut est un autre disque de´centre´. Le
diame`tre de l’objet est fixe´ a` 2,1 et celui du de´faut a` 0,6. Avec un nombre d’onde fixe´ a`
k = 6, la taille de l’objet vaut donc environ deux fois la longueur d’onde λ := 2pi/k et la
taille du de´faut vaut environ une demi longueur d’onde. Les grandeurs caracte´ristiques de
l’exemple e´tudie´ sont donc proches.
On voit sur la Figure 3.2 les re´sultats obtenus en chaque point de “sampling” zi (environ
8000) avec les deux me´thodes ite´ratives pre´sente´es. La Figure 3.2(a) pre´sente la carte des
valeurs du minimum de la forme gzi obtenu par une me´thode de plus grande pente. La
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(a) Me´thode de plus grande pente (b) Me´thode du gradient projete´
Figure 3.2: Reconstruction du domaine d’un de´faut par des me´thodes ite´ratives en ini-
tialisant avec x0 = PCz(0)
Figure 3.2(b) quand-a`-elle, pre´sente la carte des valeurs du minimum de la forme f sur
l’ensemble Czi obtenue par la me´thode du gradient projete´. Dans les deux cas, c’est la
me´thode de la section dore´e qui a servi pour choisir le pas de descente αn et chaque suite
a e´te´ initialise´e par x0 = PCz(0) =
un0 (·,zi)
‖un0 (·,zi)‖2
∈ Czi . En effet, il semble naturel de prendre
un point de de´part directement dans l’ensemble des contraintes. Bien que les me´thodes ne
soient pas e´quivalentes (voir Remarque 3.6), on constate que les re´sultats sont identiques.
Pour les deux me´thodes, le nombre maximal d’ite´rations est de 28, avec une me´diane a` 1.
Le re´sultat final est donc obtenu de`s la premie`re ite´ration.
(a) Me´thode de plus grande pente (b) Me´thode du gradient projete´
Figure 3.3: Reconstruction du domaine d’un de´faut par des me´thodes ite´ratives en ini-
tialisant avec x0 = 0
Remarque 3.7. Le choix du point d’initialisation influe naturellement sur le re´sultat
obtenu. On pre´sente sur la Figure 3.3 le re´sultat obtenu dans les meˆmes conditions que pour
la Figure 3.2 mais en initialisant chaque suite avec x0 = 0. On constate sur la Figure 3.3(a)
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que la me´thode de plus grande pente a permis une reconstruction du support du de´faut
plus contraste´e qu’en initialisant avec x0 = PCz(0). Par contre, le nombre d’ite´rations
varie entre 46 et 92, contre un maximum de 28 ite´rations pour le cas pre´ce´dent, avec une
me´diane a` 62 (a` comparer avec la me´diane de 1 du cas pre´ce´dent). Le temps de calcul
s’en retrouve naturellement de´cuple´. La Figure 3.3(b) indique que les re´sultats avec la
me´thode du gradient projete´ sont similaires pour les initialisations x0 = PCz(0) et x0 = 0.
Le nombre d’ite´rations est augmente´ d’exactement 1 en chaque point zi.
3.2 Me´thodes directes
Nous avons vu que la caracte´risation du domaine Ω par les mesures se traduit par un
proble`me de minimisation sous contraintes dans la Proposition 3.1. Cependant, les temps
de calcul pour les me´thodes ite´ratives imple´mente´es ci-dessus restent non ne´gligeables.
Pour les 8000 points teste´s dans les conditions indique´es pour la Figure 3.2 par exemple,
en initialisant avec x0 = PCz(0) chacune des deux me´thodes ite´ratives a` ne´cessite´ environ
7 minutes sur un PC de bureau (core 2 Duo@3Ghz). Dans un cadre ge´ne´ral, les me´thodes
ite´ratives seront donc a priori assez couˆteuses.
3.2.1 Reconstruction du domaine par re´solution explicite du proble`me de
minimisation dans un cas particulier (M{n0,n1})
Si l’ope´rateur W˜ e´tait positif, il posse´derait une racine carre´e, la forme f
W˜
serait quadra-
tique et on aurait une expression imme´diate du minimum sous contrainte line´aire qu’on
recherche dans la Proposition 3.1. A priori, ce n’est pas le cas. Par contre, la me´thode
de “Factorization” pour ope´rateurs non-normaux indique comment construire, a` partir de
l’ope´rateur de mesures, un nouvel ope´rateur conservant une factorisation syme´trique tout
en e´tant positif et auto-adjoint. Ce nouvel ope´rateur reste donc construit uniquement a`
partir des mesures physiques et gagne des proprie´te´s par rapport a` l’ope´rateur de me-
sures. Ceci nous permet d’e´tablir une nouvelle me´thode non-ite´rative de localisation des
de´fauts.
The´ore`me 3.8. Avec l’hypothe`se de contraste 2.16, si k2 n’est valeur propre de transmis-
sion ni pour la paire d’indices (n0,n1), ni pour la paire (n(x) = 1, n0) et si Γm = Γe =
Sd−1, alors pour tout point z ∈ Rd on a l’e´quivalence
z ∈ Ω ⇐⇒ M{n0,n1}(z) :=
∥∥∥W ‡un0(·, z)∥∥∥−2 > 0,
ou` un0(θ, z) est la solution au syste`me (1.1)-(1.5) avec une source onde plane ayant θ pour
direction d’incidence et W ‡ est un pseudo-inverse de W
1
2
# ou` W# =
∣∣∣W˜ + W˜ ?∣∣∣+∣∣∣W˜ − W˜ ?∣∣∣,
l’ope´rateur W˜ e´tant de´fini a` la Proposition 2.14 et la notation “valeur absolue” pour un
ope´rateur L e´tant de´finie par |L| = (L?L) 12 .
De´monstration : La preuve s’articule en trois points. Nous allons d’abord justifier la
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factorisation de l’ope´rateur W# pour que la forme fW# de´finie par
fW#(Ψ) = |〈W#Ψ, Ψ〉|
1
2 , Ψ ∈ L2(Sd−1),
soit comparable a` ‖C?Ψ‖. Ensuite, nous reformulons la caracte´risation du The´ore`me 2.21
comme un proble`me de minimisation sous contrainte similaire a` celui de la Proposition 3.1,
mais spe´cifique a` la forme fW# . Finalement, la re´solution directe de ce proble`me donnera
la fonction indicatrice M{n0,n1}.
1. Tout d’abord, nous montrons la correspondance entre les images des ope´rateurs CχΩ
et W
1
2
# . Cette correspondance est le re´sultat du Lemme 1.17 applique´ avec F = W˜
(de´fini dans la Proposition 2.14), H = CχΩ (de´fini dans le Corollaire 2.5), T = A
(de´fini dans le Lemme 2.10) et t = 0. Il faut donc s’assurer que l’ope´rateur F admet
bien une factorisation de la forme F = HTH? et que les hypothe`ses 1, 2, 3 et 4 sont
ve´rifie´es.
La Proposition 2.14 montre que l’ope´rateur W˜ admet une factorisation de la forme
CAC? ou` A est un automorphisme de L2(Ω) par le Lemme 2.8. On a donc la facto-
risation requise W˜ = CχΩAχΩC
?.
Ensuite, par l’e´quation (2.18) et l’injectivite´ des fonctions de Herglotz du Lemme 1.9,
on a l’injectivite´ de C?. Ainsi, l’image de C est dense, ce qui est l’hypothe`se 1 du
Lemme 1.17. Les hypothe`ses 2, 3 et 4 qui servent a` la coercivite´ de l’ope´rateur A
sont ve´rifie´es dans le Lemme 2.20.
De ceci on de´duit le re´sultat suivant : l’ope´rateur W# est auto-adjoint, positif et
posse`de une factorisation de la forme W# = CχΩT#χΩC
? ou` l’ope´rateur T# est
coercif. De plus, les images de CχΩ et W
1
2
# co¨ıncident.
2. Graˆce a` cette correspondance, nous pouvons formuler la caracte´risation du domaine
Ω par un proble`me de minimisation sous contrainte. En reprenant la preuve du
The´ore`me 2.21, ceci nous donne
z ∈ Ω ⇐⇒ ∀Ψ ∈ L2(Sd−1),
∣∣∣〈Ψ, un0(·, z)〉∣∣∣ . fW#(Ψ).
En reprenant la preuve de la proposition 3.1, ceci est alors e´quivalent a`
inf
{
fW#(Ψ), avec 〈Ψ, un0(·, z)〉 = 1
}
> 0.
Mais comme l’ope´rateur W# est positif et auto-adjoint, il posse`de une racine carre´e
et on a fW#(Ψ) =
∥∥∥∥W 12#Ψ∥∥∥∥. En minimisant de manie`re e´quivalente le carre´ de cette
fonction, on aboutit ainsi a` la caracte´risation du support des de´fauts par le proble`me
de minimisation quadratique sous contrainte affine suivant
z ∈ Ω ⇐⇒ inf
{∥∥∥∥W 12#Ψ∥∥∥∥2 , avec 〈Ψ, un0(·, z)〉 = 1
}
> 0. (3.12)
3. La fonctionnelle (fW#)
2 qu’on minimise alors est quadratique et l’espace des con-
traintes est un hyperplan affine. On sait donc qu’il existe un minimum global, note´
Ψ?, calculable explicitement. Pour cela, soit g : L
2(Γe) → C la forme line´aire de la
contrainte de´finie par
g(Ψ) := 〈Ψ, un0(·, z)〉.
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Nous allons e´crire les conditions d’optimalite´ Karush-Kuhn-Tucker (KKT) pour
le proble`me (3.12), mais comme pour le calcul du gradient de la forme f
W˜
du
Lemme 3.3, la fonction fW# n’est pas C-diffe´rentiable. Il faut la` encore conside´rer
une fonction f˜ de´finie sur le produit d’espaces de Hilbert re´els L2(Γe,R)×L2(Γe,R)
par
f˜(φ, ψ) := fW#(φ+ iψ).
Par conse´quent, on conside`re aussi la fonction
g˜(φ, ψ) := g(φ+ iψ).
Les conditions d’optimalite´ KKT a` l’optimum (φ?, ψ?) sont alors l’annulation du
gradient du Lagrangien et la ve´rification de la contrainte
∇f˜(φ?, ψ?)− α?∇g˜(φ?, ψ?) = 0, (3.13a)
g˜(φ?, ψ?) = 1. (3.13b)
Pour ce qui est de la qualification des contraintes (gradient de g non nul), nous
renvoyons a` la Remarque 3.5. Ensuite, le calcul du gradient de f˜ passe par celui de
sa diffe´rentielle. Comme W# est auto-adjoint, avec Ψ := φ+ iψ et Φ := u+ iv on a
directement
Df˜(φ, ψ)(u, v) = 〈W#Ψ, Φ〉+ 〈W#Φ, Ψ〉 = 2Re 〈Φ, W#Ψ〉 .
Ainsi, d’apre`s le calcul 3.6 de la partie re´elle d’un produit scalaire hermitien
Df˜(φ, ψ)(u, v) = 2 〈u, Re (W#Ψ)〉+ 2 〈v, Im (W#Ψ)〉 ,
et on en de´duit le gradient de la fonction f˜ :
∇f˜(φ, ψ) = 2
(
Re (W#Ψ)
Im (W#Ψ)
)
.
De meˆme, en se´parant les parties re´elles et imaginaires dans le produit hermitien,
pour la fonction g˜, on a
∇g˜(φ, ψ) =
(
un0(·, z)
iun0(·, z)
)
.
Avec Ψ? := φ? + iψ?, la premie`re condition d’optimalite´ (3.13a) donne alors(
2Re (W#Ψ?)− α?un0(·, z)
2Im (W#Ψ?) + iα?un0(·, z)
)
= 0. (3.14)
En additionnant la premie`re ligne de (3.14) et i fois la seconde ligne de (3.14), ceci
implique
W#Ψ? − α?un0(·, z) = 0.
Comme on sait que Ψ? existe, on peut construire une solution a` cette e´quation
a` l’aide de W ‡, le pseudo-inverse de Moore-Penrose de l’ope´rateur W
1
2
# (voir par
exemple [Bjo¨rck 1996, Section 1.2.5]) :
Ψ? = α?
(
W ‡
)?
W ‡un0(·, z). (3.15)
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La seconde condition d’optimalite´ (3.13b) donne alors
α? =
∥∥∥W ‡un0(·, z)∥∥∥−2 . (3.16)
Ainsi, la valeur au point optimal dans l’ensemble des contraintes est∥∥∥∥W 12#Ψ?∥∥∥∥2 = α2? ∥∥∥W ‡un0(·, z)∥∥∥2 = ∥∥∥W ‡un0(·, z)∥∥∥−2 . (3.17)
Nous avons donc une caracte´risation du domaine Ω par le noyau de l’ope´rateur W ‡ rendue
possible par la construction d’un ope´rateur auto-adjoint. Il suffit alors de tracer les valeurs
de la fonction M{n0,n1} pour obtenir une visualisation du domaine recherche´.
(a) Valeurs de M{n0,n1}(zi) (b) Valeurs de S{n0,n1}(zi)
Figure 3.4: Reconstruction du domaine d’un de´faut par des me´thodes directes
La Figure 3.4(a) illustre le re´sultat obtenu par cette me´thode et repre´sente la carte des
valeursM{n0,n1}(zi) pour les points de“sampling”zi dans exactement les meˆmes conditions
que les me´thodes ite´ratives illustre´es sur la Figure 3.2. L’e´valuation de la fonctionM{n0,n1}
sur les 8633 points de “sampling” de l’exemple commun aux me´thodes ite´ratives a` requis
environ 1 seconde de calcul. Le gain par rapport aux 7 minutes ne´cessaires aux me´thodes
de descente indique clairement l’inte´reˆt de cette me´thode directe.
Remarque 3.9. L’ope´rateur W ‡ est construit a` partir de transformations sur les ope´ra-
teurs de champ lointain Fn1 et Fn0 qui sont des ope´rateurs inte´graux. Pour construire une
repre´sentation discre`te de Fn1 et Fn0, il serait naturel de tenir compte d’une matrice de
masse, cense´e approcher l’inte´grale de´finissant ces ope´rateurs.
Cependant, le spectre d’une matrice de masse n’est pas re´duit au singleton {1}. De ce
fait, si on construit une repre´sentation discre`te de W ‡ en tenant compte de la matrice de
masse, son spectre se retrouve de´cale´. Ceci modifie l’e´valuation du pseudo-inverse de W
1
2
#.
Nous construisons alors une repre´sentation discre`te de W ‡ en ne tenant compte que d’un
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redimensionnement des valeurs en champ lointain par une valeur constante h = 2pi/N au
lieu d’une matrice de masse e´le´ments finis (ou` N est le nombre de points de mesures sur
l’ensemble Γm = [0, 2pi]).
3.2.2 Reconstruction du domaine par une me´thode spectrale (S{n0,n1})
Cependant, le but affiche´ de la factorisation de l’ope´rateur F# dans le Lemme 1.17 n’est pas
de produire un ope´rateur positif. Le re´sultat exploite´ dans la me´thode de “Factorization”
utilisant l’ope´rateur F# est la correspondance directe des images des ope´rateurs H et
F
1
2
# [Kirsch & Grinberg 2008, The´ore`me 4.10]. Cette correspondance peut eˆtre vue comme
un corollaire du Lemme 1.13, une fois la factorisation de l’ope´rateur F# obtenue. Nous
reprenons alors cette correspondance entre images d’ope´rateurs pour obtenir une seconde
me´thode de reconstruction directe de la forme des de´fauts a` partir, cette fois-ci, d’une
caracte´risation de l’image de l’ope´rateur W
1
2
# .
The´ore`me 3.10. Avec l’hypothe`se de contraste 2.16, si k2 n’est pas valeur propre de
transmission pour les indices n0 et n1 et si Γm = Γe = S
d−1, alors pour tout point z ∈ Rd
on a l’e´quivalence
z ∈ Ω ⇐⇒ S{n0,n1}(z) :=
∑
j
∣∣∣〈un0(·, z), ψj〉L2(Sd−1)∣∣∣2
σj

−1
> 0,
ou` un0(θ, z) est la solution au syste`me (1.1)-(1.5) avec une source onde plane ayant θ pour
direction d’incidence et ou` les σj ∈ R+ sont les valeurs propres associe´es aux fonctions
propres ψj ∈ L2(Sd−1) de l’ope´rateur W#, de´fini au The´ore`me 3.8.
De´monstration : On a vu dans la preuve du The´ore`me 3.8 que le Lemme 1.17 s’applique
a` l’ope´rateur W˜ . Ainsi, les images des ope´rateurs CχΩ et W
1
2
# co¨ıncident. La caracte´risation
du Corollaire 2.5 devient donc
z ∈ Ω ⇐⇒ un0(·, z) ∈ R
(
W
1
2
#
)
. (3.18)
La caracte´risation du domaine Ω par la fonction S{n0,n1} est alors l’application du crite`re
de Picard (Lemme 1.16) pour l’appartenance a` l’image d’un ope´rateur.
Remarque 3.11. La relation (3.18) de la de´monstration du The´ore`me 3.10, et la rela-
tion (3.16) de la de´monstration du The´ore`me 3.8, montrent que ces deux The´ore`mes sont
chacun une expression du meˆme principe : un point z est dans Ω s’il existe une solution a`
l’e´quation
W
1
2
#Ψ = un0(·, z).
On retrouve ainsi une formulation ressemblant a` l’e´quation de champ lointain (1.18) de
la “Linear Sampling Method”. Ceci sugge`re la possibilite´ d’une extension de la localisation
de de´fauts dans des milieux inhomoge`nes pour la LSM.
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On pre´sente sur la Figure 3.4(b) le re´sultat obtenu par cette me´thode dans les meˆmes
conditions qu’auparavant. Les temps de calcul pour l’e´valuation des fonctionsM{n0,n1} et
S{n0,n1} sont comparables.
Remarque 3.12. En plus du choix de la matrice de masse expose´ a` la remarque 3.9,
l’e´valuation nume´rique de la fonction S{n0,n1} demande quelques ajustements. En effet,
l’e´valuation de la fonction S{n0,n1} utilise directement les valeurs propres d’un ope´rateur
compact dont on sait qu’elles forment une suite tendant vers 0. Comme toutes les valeurs
propres σj sont calcule´es a` la meˆme e´chelle, les valeurs propres trop petites sont entache´es
d’une erreur nume´rique relative tre`s grande par rapport aux premie`res valeurs propres
qui sont e´loigne´es de 0. Ainsi, l’e´valuation de la fonction S{n0,n1} est particulie`rement
instable. Pour y reme´dier, on filtre arbitrairement en ne conside´rant que les valeurs propres
supe´rieures a` max(σj) · 10−10. Dans l’exemple illustre´ sur la Figure 3.4(b) on ne retient
par ce filtrage que 33 valeurs propres sur 165.
3.3 Un ope´rateur de mesures simplifie´ (|W∞|)
Tout d’abord, il est a` noter que nos deux me´thodes restent parfaitement cohe´rentes avec
la me´thode de “Factorization” et la ge´ne´ralisent au sens ou` si on fixe n0 = 1, on retrouve
le meˆme re´sultat.
Par ailleurs, la me´thode “F#” que nous avons reprise pour aboutir a` la reconstruction
du domaine des de´fauts est tre`s similaire a` la me´thode originale “(F ?F )
1
4 ” [Kirsch 2002,
Kirsch 1998]. Dans les deux cas, un ope´rateur de mesures F (ou F#) est construit pour
avoir deux factorisations. Une de la forme HTH?, avec un ope´rateur H qui caracte´rise
virtuellement le domaine recherche´ comme dans le Corollaire 2.5, et une autre de la forme
|F | 12 U |F | 12 . Si les ope´rateurs T et U sont coercifs, on montre avec le Lemme 1.13 que les
images de H et |F | 12 co¨ıncident. Cependant la factorisation de F demande qu’il soit normal
et la construction de F# impose des conditions restrictives sur le cadre d’applications. Par
exemple, la construction et la factorisation de W# ne´cessitent des indices a` valeurs re´elles et
des ensembles de directions de mesures ainsi que d’e´missions recouvrant la sphe`re unite´.
Or, il semble que conside´rer une de´composition en valeurs singulie`res (SVD) de l’ope´rateur
W∞, de´fini en (2.5), pour utiliser
|W∞| :=
(
(W∞)?W∞
) 1
2
(3.19)
comme ope´rateur de mesures, au lieu de W˜ , de´fini a` la Proposition 2.14, ou W#, de´fini
au The´ore`me 3.8, permettrait de s’affranchir de ces limitations. En effet, il se de´gage des
preuves des The´ore`mes 3.8 et 3.10 que ce qui est ne´cessaire pour construire les fonctions
M{n0,n1} ou S{n0,n1} est un ope´rateur construit a` partir des mesures qui soit
1. positif,
2. auto-adjoint,
3. connecte´ a` l’ope´rateur C du Corollaire 2.5 par une factorisation syme´trique.
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Tout d’abord, l’ope´rateur |W∞| se de´finit a` partir de la SVD de l’ope´rateurW∞ et cette de´-
composition s’applique a` tout ope´rateur compact [Hislop & Sigal 1996, Section 9.4]. Cette
proprie´te´ est particulie`rement stable et ve´rifie´e par tous les ope´rateurs de mesures rencon-
tre´s jusqu’alors. En effet, l’ope´rateur de Herglotz H de´fini dans la preuve du Lemme 2.10
est compact et repre´sente une superposition d’ondes planes. Ainsi, tant que les sources
sont des superpositions d’ondes planes, toute transformation continue des champs loin-
tains mesure´s donnera lieu a` un ope´rateur de mesures compact. L’ope´rateur |W∞| ve´rifie
alors les proprie´te´s suivantes.
Lemme 3.13. L’ope´rateur |W∞| est positif, auto-adjoint et ve´rifie |W∞|2 = C ∣∣V∞n0 A∣∣2C?.
De´monstration : C’est imme´diat avec la factorisation du Lemme 2.10.
Ceci est valable pour des indices a` valeurs complexes mais aussi en particulier pour des
ensembles de directions de mesures et d’e´missions distincts et ne recouvrant pas ne´cessai-
rement la sphe`re unite´ (Γe 6= Γm 6= Sd−1). Cela se traduit matriciellement par le fait que
la SVD est de´finie pour des matrices rectangulaires. On peut donc conside´rer une repre´-
sentation discre`te de l’ope´rateur de mesures |W∞| pour les imple´mentations nume´riques
des deux me´thodes pre´sente´es pre´ce´demment.
Toute la difficulte´ the´orique est alors reporte´e sur le proble`me consistant a` prouver l’exis-
tence d’un ope´rateur coercif E tel que
|W∞| = CEC?. (3.20)
Si on savait prouver l’e´galite´ (3.20), on pourrait donc reprendre les deux fonctionsM{n0,n1}
et S{n0,n1} a` l’identique en conside´rant |W∞| comme ope´rateur de mesures au lieu de W#.
Les deux me´thodes de reconstructions base´es sur ces fonctions adapte´es seraient alors
valables dans le cadre d’indices a` valeurs complexes et avec des directions de mesures
distinctes des directions d’e´missions.
(a) Valeurs de M{n0,n1}(zi) avec l’ope´rateur |W∞| (b) Valeurs de S{n0,n1}(zi) avec l’ope´rateur |W∞|
Figure 3.5: Reconstruction du domaine d’un de´faut par des me´thodes directes simplifie´es
Quoi qu’il en soit, il est tre`s simple de changer l’ope´rateur construit a` partir des mesures
utilise´ dans l’e´valuation nume´rique des fonctionsM{n0,n1} et S{n0,n1}. La Figure 3.5 montre
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les re´sultats obtenus avec ces fonctions modifie´es, toujours dans les meˆmes conditions que
pre´ce´demment. On voit que la possibilite´ d’avoir une me´thode directe de localisation des
de´fauts a` partir de l’ope´rateur |W∞| est valide´e, au moins nume´riquement.
3.4 Comparaison des me´thodes directes
Nous comparons maintenant le comportement des me´thodes directes pre´sente´es dans la
partie pre´ce´dente par le biais de plusieurs exemples nume´riques en deux dimensions.
Toutes les me´thodes issues de la caracte´risation du The´ore`me 2.21 sont des me´thodes
dites de “sampling” : elles consistent en un test binaire a` appliquer a` tous les points de
l’espace pour localiser le domaine recherche´ a` partir des donne´es en champ lointain. Nous
choisissons alors un ensemble (fini) {zi}i=1,··· ,Np de points de “sampling” en lesquels nous
allons repre´senter les valeursM{n0,n1}(zi) et S{n0,n1}(zi). D’apre`s les The´ore`mes 3.8 et 3.10,
ces valeurs devraient eˆtre proches de 0 en dehors des de´fauts et non nulles a` l’inte´rieur.
Afin de mieux cerner le comportement de nos me´thodes, les e´tudes de cette section seront
mene´es sur un objet et des de´fauts ayant des ge´ome´tries non triviales. Nous e´tudions et
comparons dans ce cas les re´sultats donne´s par les fonctions M{n0,n1}(zi) et S{n0,n1}(zi)
en faisant varier la quantite´ de bruit, le nombre d’onde et le nombre de directions d’e´mis-
sions/re´ceptions sur la sphe`re unite´. Par ailleurs, en nous appuyant sur la Section 3.3,
nous conside´rons aussi le comportement de ces meˆmes fonctions mais de´finies cette fois-ci
avec |W∞| (3.19) comme ope´rateur de mesures au lieu de W#. Nous comparons ainsi les
re´sultats obtenus par cette conjecture avec les re´sultats de´montre´s.
3.4.1 Construction du cas test
Ω
Ω
D
Couche PML
Figure 3.6: Sche´ma de la ge´ome´trie avec la couche PML.
Nous avons choisi pour les comparaisons la ge´ome´trie illustre´e sur la Figure 3.6 mettant en
avant certains points spe´cifiques des me´thodes conside´re´es. Tout d’abord, nous avons choisi
une ge´ome´trie sans trop de syme´tries pour s’assurer de ne pas profiter de simplifications
apportant plus d’informations que sugge´re´.
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Ensuite, nous avons choisi un objet initial et des de´fauts non-convexes pour appuyer le
fait que ce n’est pas une hypothe`se ne´cessaire. En particulier, on pourra ainsi distinguer
une reconstruction de l’enveloppe convexe des de´fauts d’une reconstruction correcte, ce qui
n’est pas le cas avec des de´fauts trop simples. Par ailleurs, les de´fauts sont non-connexes. En
effet, comme pour la convexite´, la connexite´ ne fait pas partie des hypothe`ses ne´cessaire sur
la ge´ome´trie. Mais surtout, en conside´rant des de´fauts non-connexes on tient compte des
interactions qu’ils engendrent. En effet, la diffraction produite par l’un n’est pas ne´gligeable
au voisinage du second s’ils sont suffisamment proches par rapport a` la longueur d’onde.
Finalement, nous avons aussi choisi deux de´fauts de tailles distinctes afin d’exhiber plus
clairement d’e´ventuels liens avec la longueur d’onde.
3.4.2 Ge´ne´ration des donne´es
Pour calculer les valeurs des fonctionsM{n0,n1} et S{n0,n1} aux points zi, il faut disposer des
donne´es u∞nj (j = 0, 1) et des fonctions tests un0(·, zi). Le nombre de points de “sampling“
Np est fixe´ ici a` 6500.
E´viter l’“inverse crime”
Tout d’abord, retrouver des parame`tres en certains points a` partir de donne´es ge´ne´re´es
exactement sur les meˆmes points pourrait conduire a` un proble`me trivial. Ce cas parti-
culier est appele´ “inverse crime” dans [Colton & Kress 1998] et e´tudie´ plus en de´tail dans
[Wirgin 2004]. Aussi, pour e´viter cette possibilite´, l’ensemble des points de reconstruction
{zi}i=1,··· ,Np est choisi inde´pendamment des maillages servant a` ge´ne´rer les donne´es. De
meˆme, comme on conside`re l’objet avant et apre`s perturbation, on utilisera deux maillages
inde´pendants : l’un avec les de´fauts et l’autre sans.
Borner le domaine de calcul pour re´soudre l’e´quation de Helmholtz
Par ailleurs, le syste`me (1.1)-(1.5) de´finissant un0(θ, ·) est pose´ sur Rd tout entier. Il faut
donc se ramener a` un domaine de calcul borne´ et il existe plusieurs me´thodes pour ce faire.
Tout d’abord, dans tout ouvert contenant les objets diffractants, les solutions peuvent eˆtre
repre´sente´es par des potentiels volumiques (1.14). On peut donc les calculer par une me´-
thode d’e´le´ments finis dans un domaine de calcul borne´ pour peu qu’on fixe une condition
de bord. Pour imple´menter directement la condition de radiation sur le bord du domaine
de calcul, il faudrait par de´finition qu’il soit tre`s e´loigne´ des objets diffractants, ce qui don-
nerait trop d’inconnues a` calculer. Il existe alors des me´thodes pour calculer une condition
de bord absorbante (“absorbing boundary condition”) permettant de simuler un domaine
non borne´ dans l’espace [Clayton & Engquist 1980]. Par ailleurs, en dehors du support
des objets diffractants, les solutions peuvent aussi eˆtre repre´sente´es par des potentiels
surfaciques. On peut alors calculer la solution sur une surface en re´solvant des e´quations
inte´grales, ce qui donne une condition au bord “exacte” pour calculer la solution dans le
volume a` l’inte´rieur de cette surface. Le couplage e´quations inte´grales/e´le´ments finis est
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pre´sente´ dans [Yuan et al. 1990] et un exemple en est la me´thode de Nystro¨m, de´mocrati-
se´e par [Kirsch & Monk 1994]. Cependant, l’e´valuation des conditions au bord de´bouche
ge´ne´ralement sur des matrices pleines et donc des proble`mes couˆteux. Une autre approche
est alors celle des “Perfectly Matched Layers” (PML) [Berenger 1994]. Le principe est
d’envelopper le domaine de calcul d’une couche dans laquelle on fait tendre la solution
exponentiellement vers 0. Ainsi, quelle que soit la condition de bord fixe´e sur l’exte´rieur
de la couche absorbante, l’amplitude de ce qui n’est pas absorbe´ est ne´gligeable par rap-
port a` l’erreur intrinse`que de la me´thode d’e´le´ments finis. La solution est donc correcte au
sens des e´le´ments finis jusqu’a` la couche PML. L’avantage est qu’on ne conside`re qu’un
seul proble`me d’e´le´ments finis. Il en de´coule que, meˆme si on ajoute un certain nombre
d’inconnues pour peupler la couche PML, le proble`me de´bouche toujours sur des matrices
tre`s creuses et le surcouˆt calculatoire est ne´gligeable.
Nous obtenons donc une approximation des valeurs de un0(θ, ·) par une discre´tisation en
e´le´ments finis P 1 sur la ge´ome´trie repre´sente´e en Figure 2.1 avec une imple´mentation
des PML carte´siennes [Dah 2001]. Le domaine de calcul entoure´ par la couche PML est
repre´sente´ dans la Figure 3.6. Le maillage final de ce domaine de calcul est raffine´ de
telle sorte que l’on ait une dizaine de mailles par longueur d’onde et environ une longueur
d’onde entre l’objet diffractant et le de´but de la couche PML. La couche PML est elle-meˆme
dimensionne´e pour avoir la longueur d’onde comme e´paisseur.
Remarque 3.14. Des algorithmes de re´solution rapide pour l’e´quation de Lippmann-
Schwinger (1.14), qui caracte´rise les solutions de l’e´quation de Helmholtz, sont propose´s
dans [Vainikko 2000] et [Bruno & Hyde 2004, Hyde & Bruno 2005]. Cependant, en deux
dimensions d’espace nous obtenons des re´sultats rapides et satisfaisants avec la me´thode
des PML qui est facile a` imple´menter. C’est donc cette me´thode que nous utilisons pour
tous les exemples pre´sente´s ici.
Ge´ne´rer des donne´es de champ lointain et des fonctions tests
Une fois les valeurs de champ proche calcule´es, nous pouvons alors calculer les valeurs de
champ lointain en conside´rant l’asymptotique de l’e´quation de Lippman-Schwinger (1.14).
Ce calcul peut eˆtre rendu plus pre´cis, comme par exemple dans [Monk & Su¨li 1999], mais
l’imple´mentation directe de l’asymptotique de (1.14) donne des re´sultats suffisants pour
notre e´tude. Par ailleurs, dans toutes les simulations un bruit uniforme (donne´ en %) est
ajoute´ aux valeurs du champ lointain effectif u∞n1 , correspondant aux mesures.
Ensuite, les valeurs des fonctions tests aux points de reconstructions un0(·, zi) sont obtenues
par interpolation a` partir de l’approximation calcule´e sur le maillage servant a` la simulation
des donne´es.
Les ensembles de directions de mesures (Γm) et d’e´missions (Γe) sont repre´sente´s sur les
figures suivantes par une portion de cercle gris fonce´ entourant l’objet avec une fle`che
sortante pour (Γm) et une fle`che entrante pour (Γe).
3.4. Comparaison des me´thodes directes 71
3.4.3 Comparaison des me´thodes en pre´sence d’un fort bruitage des mesures
(a) M{n0,n1}(zi) avec W# (b) S{n0,n1}(zi) avec W#
(c) M{n0,n1}(zi) avec |W∞| (d) S{n0,n1}(zi) avec |W∞|
Figure 3.7: Comparaison des me´thodes avec 20% de bruit.
– k = 10
– Γe = Γm = [0, 2pi] avec 35 directions d’e´missions/mesures
– n0 prend ses valeurs dans [1.33, 1.41] dans D
– n1 prend ses valeurs dans [1.95, 2.01] dans Ω
La Figure 3.7 compare les re´sultats obtenus avec 20% de bruit ajoute´ aux mesures pour
les fonctionsM{n0,n1} et S{n0,n1} en conside´rant comme ope´rateur de mesure d’abord W#
puis |W∞|.
A titre d’exemple, l’e´valuation de la fonction M{n0,n1} sur les 6231 points de “sampling”
a demande´ 0.10 secondes et l’e´valuation de la fonction S{n0,n1} en a demande´ 0.06. Ceci
est a` comparer aux 0.86 secondes demande´es par la re´solution du proble`me direct pour
avoir les valeurs de un0 avec 35 directions d’e´mission et 12000 degre´s de liberte´ (qu’on
interpolera ensuite sur les points zi).
Tout d’abord, on remarque que toutes les me´thodes employe´es sont tre`s peu sensibles au
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bruit de mesures. Ceci est tre`s inte´ressant sur le plan applicatif.
(a) M{n0,n1}(zi) avec W# (b) M{n0,n1}(zi) avec |W∞|
Figure 3.8: Comparaison des me´thodes avec 50% de bruit.
– k = 10
– Γe = Γm = [0, 2pi] avec 35 directions d’e´missions/mesures
– n0 prend ses valeurs dans [1.33, 1.41] dans D
– n1 prend ses valeurs dans [1.95, 2.01] dans Ω
Les reconstructions avec un bruit ajoute´ aux mesures allant jusqu’a` 50% continuent de
localiser clairement la position et la taille des deux de´fauts. Seule la forme est de moins
en moins exacte, comme pre´sente´ sur la Figure 3.8.
Ensuite, on constate que prendre |W∞| comme ope´rateur de mesures permet, au moins
nume´riquement, de localiser pre´cise´ment les de´fauts meˆme dans un exemple non trivial. Les
caracte`res non-connexe et non-convexe des de´fauts ne sont pas tout a` fait efface´s, malgre´
le fort bruitage des donne´es. Cependant, les reconstructions avec l’ope´rateur |W∞| sont
ici visiblement moins contraste´es que leurs homologues avec l’ope´rateur W#. Par contre,
lorsque le bruit ajoute´ aux mesures est faible, comme dans les illustrations suivantes ou` il
sera fixe´ a` 2%, le choix de l’ope´rateur et de la me´thode employe´e n’a pas d’impact sensible
sur le re´sultat.
3.4.4 Sensibilite´ des me´thodes a` la fre´quence des sources ondes planes
Meˆme si aucune hypothe`se n’est faite sur la longueur d’onde des sources employe´es, on
s’attend a` ce que les de´fauts risquent de ne pas eˆtre de´tecte´s s’ils sont trop petits par
rapport a` cette longueur d’onde. L’objet diffractant a un diame`tre de 2, le gros de´faut a
un diame`tre de 0.5 et le petit de 0.3. Ainsi, pour k=1, la longueur d’onde λ := 2pik vaut
λ = 6.28. L’objet en lui-meˆme est donc trois fois plus petit que la longue d’onde, le gros
de´faut douze fois et le petit vingt-et-une fois. Les de´fauts sont donc tre`s petits par rapport
a` la longueur d’onde.
La Figure 3.9(b) pre´sente les valeurs de M{n0,n1} pour k = 1 mais on obtient le meˆme
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(a) k = 0.3 (b) k = 1
(c) k = 3 (d) k = 6
Figure 3.9: Sensibilite´ a` la fre´quence.
– Γe = Γm = [0, 2pi] avec 35 directions d’e´missions/mesures
– 2% de bruit ajoute´ aux mesures
– n0 prend ses valeurs dans [1.33, 1.41] dans D
– n1 prend ses valeurs dans [1.95, 2.01] dans Ω
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re´sultat avec S{n0,n1}. On constate que la pre´sence de de´fauts est de´tecte´e mais la forme
n’est absolument pas reconstitue´e. En effet, le gros de´faut est localise´ mais sa forme ne
peut eˆtre reconstitue´e par aucune de nos me´thodes. Le petit de´faut, quant a` lui, n’est
meˆme pas localise´. On remarque seulement qu’il ponde`re les re´sultats de manie`re a` e´tirer
vers lui la zone indiquant la pre´sence du gros de´faut.
En augmentant le nombre d’onde a` k = 3 on obtient λ = 2.1. La longueur d’onde cor-
respond donc a` la longueur caracte´ristique de l’objet. Le gros de´faut est alors quatre fois
plus petit que la longue d’onde et le petit de´faut est six fois plus petit. On voit sur la
Figure 3.9(c) que ceci est suffisant pour localiser chaque de´faut. Le caracte`re non-connexe
est reconstruit. Cependant, les de´fauts semblent encore trop petits (ou la fre´quence des
e´missions est trop basse) pour qu’on puisse reconstruire leur forme pre´cise´ment et aucune
de nos me´thodes ne semble se de´marquer sur ce crite`re. Ce n’est qu’a` partir de k = 6,
quand λ = 1 et que la taille des de´fauts est de l’ordre d’une demi longueur d’onde, que
leur forme commence a` eˆtre correctement restitue´e comme illustre´ sur la Figure 3.9(d).
Contrairement au re´sultat the´orique, mais conforme´ment a` nos suppositions, la taille des
observables en pratique semble donc conditionne´e par la longueur d’onde utilise´e lors des
mesures. En effet, nos me´thodes de reconstruction de la forme de de´fauts semblent efficaces
principalement pour des de´fauts dont la taille caracte´ristique est relativement proche de
la longueur d’onde.
3.4.5 Sensibilite´ des me´thodes au nombre de mesures/e´missions
Pour une fre´quence fixe´e, les re´sultats d’unicite´ du champ lointain par rapport a` l’objet
diffractant requie`rent une infinite´ de mesures [Kirsch & Pa¨iva¨rinta 1998]. Sous certaine
hypothe`ses, une seule direction d’e´mission peut suffire, mais il n’existe, a` notre connais-
sance, aucun re´sultat d’unicite´ pour une seule fre´quence, une seule direction d’e´mission et
une seule direction de mesure [Colton & Kress 1998, Section 5.1]. Cependant, si on relaˆche
le concept d’unicite´ pour ne demander qu’une caracte´risation a` ε pre`s, un nombre fini de
directions de mesures peut suffire [Potthast 1998]. Nous e´tudions alors ici l’incidence du
nombre de directions d’e´missions/re´ceptions sur la qualite´ des reconstructions.
La Figure 3.10(a) illustre clairement que 5 directions sont insuffisantes pour localiser le
moindre de´faut quelle que soit la me´thode. A` partir d’une dizaine de directions, on voit,
comme sur la Figure 3.10(b), que les de´fauts sont localise´s mais que le petit de´faut n’est
pas reconstitue´ correctement.
Nos me´thodes ne´cessitent donc logiquement un certain nombre de mesures mais il semble
qu’une dizaine suffise, au moins pour notre exemple, ce qui reste raisonnable.
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(a) 5 directions d’e´missions/mesures (b) 10 directions d’e´missions/mesures
Figure 3.10: Sensibilite´ au nombre de directions d’e´missions/mesures.
– k = 6
– Γe = Γm = [0, 2pi]
– 2% de bruit ajoute´ aux mesures
– n0 prend ses valeurs dans [1.33, 1.41] dans D
– n1 prend ses valeurs dans [1.95, 2.01] dans Ω
3.5 Extension des algorithmes
Nous nous inte´ressons maintenant plus particulie`rement aux possibilite´s offertes par la
conjecture pre´sente´e a` la Section 3.3. Les fonctions de localisation des de´fautsM{n0,n1}(zi)
et S{n0,n1}(zi), de´finies respectivement aux The´ore`mes 3.8 et 3.10, ne sont alors plus
construites qu’avec l’ope´rateur de mesures |W∞| (3.19). Comme l’utilisation de l’ope´-
rateur |W∞| le permet, nous e´tudions les re´ponses de ces fonctions dans le cadre d’indices
complexes et d’ensembles de directions de mesures Γm et d’e´missions Γe distincts. Finale-
ment, nous pre´sentons les re´sultats obtenus pour la de´tection de de´fauts quand le milieu
ambiant n’est pas connu parfaitement pour nous rapprocher de conditions re´alistes.
3.5.1 Sensibilite´ a` l’absorption
Nous e´tudions ici le comportement de nos me´thodes en pre´sence d’indices a` valeurs com-
plexes, repre´sentant des mate´riaux absorbants.
Avec une faible absorption du milieu ambiant on voit sur les Figures 3.11 et 3.12 que
les re´sultats varient peu par rapport aux cas avec des indices a` valeurs re´elles. Nos deux
me´thodes offrent une reconstruction satisfaisante de la forme des de´fauts, quel que soit
l’ope´rateur de mesures conside´re´.
Inversement, les Figures 3.13 et 3.14 indiquent que nos me´thodes e´chouent a` reconstruire la
forme des de´fauts quand le milieu ambiant est assez absorbant. Cependant, quand la partie
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(a) M{n0,n1}(zi) avec W# (b) M{n0,n1}(zi) avec |W∞|
Figure 3.11: Comparaison des me´thodes avec une faible absorption dans l’objet et dans
les de´fauts.
– k = 6
– Γe = Γm = [0, 2pi] avec 35 directions d’e´missions/mesures
– 2% de bruit ajoute´ aux mesures
– n0 prend ses valeurs dans [2.23, 2.38] + [0.01, 0.08]i dans D
– n1 prend ses valeurs dans [1.78, 1.88] + [0.12, 0.18]i dans Ω
(a) M{n0,n1}(zi) avec W# (b) M{n0,n1}(zi) avec |W∞|
Figure 3.12: Comparaison des me´thodes avec une absorption faible dans l’objet mais forte
dans les de´fauts.
– k = 6
– Γe = Γm = [0, 2pi] avec 35 directions d’e´missions/mesures
– 2% de bruit ajoute´ aux mesures
– n0 prend ses valeurs dans [2.23, 2.38] + [0.01, 0.08]i dans D
– n1 prend ses valeurs dans [1.78, 1.88] + [2.43, 2.48]i dans Ω
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(a) M{n0,n1}(zi) avec W# (b) M{n0,n1}(zi) avec |W∞|
Figure 3.13: Comparaison des me´thodes avec une absorption forte dans l’objet mais faible
dans les de´fauts.
– k = 6
– Γe = Γm = [0, 2pi] avec 35 directions d’e´missions/mesures
– 2% de bruit ajoute´ aux mesures
– n0 prend ses valeurs dans [2.41, 2.51] + [2.02, 2.23]i dans D
– n1 prend ses valeurs dans [1.95, 2.01] + [−0.12, 0.03]i dans Ω
(a) M{n0,n1}(zi) avec W# (b) M{n0,n1}(zi) avec |W∞|
Figure 3.14: Comparaison des me´thodes avec une absorption forte dans l’objet et les
de´fauts.
– k = 6
– Γe = Γm = [0, 2pi] avec 35 directions d’e´missions/mesures
– 2% de bruit ajoute´ aux mesures
– n0 prend ses valeurs dans [2.41, 2.51] + [2.02, 2.23]i dans D
– n1 prend ses valeurs dans [1.95, 2.01] + [1.88, 2.03]i dans Ω
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imaginaire de l’indice des de´fauts est contraste´e par rapport a` celle du milieu, comme sur
la Figure 3.13, les de´fauts sont localise´s mais le caracte`re non-connexe n’est pas restitue´
de manie`re satisfaisante. Quand l’absorption des de´fauts n’est pas suffisamment contraste´e
avec celle du milieu, la Figure 3.14 indique que nos me´thodes localisent une sorte de de´faut
moyen mais ne reconstruisent ni la forme, ni le caracte`re non-connexe des de´fauts.
Il n’a e´te´ de´montre´ pour aucune des quatre fonctions repre´sente´es ici qu’elles puissent
caracte´riser le support des de´fauts dans le cadre d’indices a` valeurs complexes. Cepen-
dant, les re´sultats obtenus semblent indiquer que cette limitation est plus technique que
fondamentale. En particulier, comme pour les exemples pre´ce´dents, la fonction M{n0,n1}
construite avec l’ope´rateur de mesures |W∞| donne de tre`s bon re´sultats quand l’absorp-
tion ambiante est faible. Les re´sultats obtenus dans le cas d’une forte absorption ambiante
appellent plutoˆt une interpre´tation physique. En effet, la forte absorption ambiante re´-
duit naturellement l’amplitude des ondes traversant l’objet. Et ce sont pre´cise´ment ces
ondes qui transportent l’information sur les de´fauts. Il n’est donc pas surprenant que la
reconstruction pre´cise de la forme des de´fauts soit plus difficile.
3.5.2 Indices complexes et directions de mesures distinctes des directions
d’e´missions
Nous avons indique´ dans la Section 3.3 que l’ope´rateur |W∞| est parfaitement de´fini pour
des indices a` valeurs re´elles et surtout des directions de mesures distinctes des directions
d’e´missions. Dans ce cadre, l’ope´rateur W# n’a plus de sens et sa repre´sentation matricielle
ne peut plus eˆtre construite. En particulier, les me´thodes de “Factorization” classiques
base´es sur la factorisation de l’ope´rateur de champ lointain ne peuvent pas traiter ce cas
de figure. Comme le champ lointain est analytique, il suffit donc de le connaˆıtre sur un
ouvert pour le connaˆıtre sur la sphe`re unite´ toute entie`re. Cependant, dans la pratique,
les re´sultats obtenus par les me´thodes de sampling se de´gradent ge´ne´ralement fortement
quand les mesures sont prises sur des secteurs angulaires infe´rieurs a` pi (en 2D).
Nous e´tudions alors le comportement de nos me´thodes en fonction du secteur angulaire sur
lequel un nombre constant de mesures sera conside´re´. A l’utilisation de donne´es incomple`tes
nous ajoutons l’utilisation d’ensembles de directions de mesures et d’e´missions distincts.
Nous n’e´tudions alors plus que les re´sultats obtenus en conside´rant l’ope´rateur de mesures
|W∞| qui lui, reste parfaitement de´fini.
Comme on pouvait s’y attendre, on voit sur la Figure 3.15 que nos me´thodes sont parti-
culie`rement sensibles a` l’ouverture angulaire de l’ensemble des directions de mesures. Ce
n’est qu’a` partir d’une ouverture d’environ pi, comme sur la Figure 3.15(c), qu’on peut
commencer a` reconstruire la forme des de´fauts. Dans le but de rendre les donne´es plus
exploitables, des travaux sont mene´s pour enrichir les mesures du champ lointain a` partir
de donne´es incomple`tes [Barucq et al. 2010]. Ceci fournirait ainsi des donne´es comple`tes
aux algorithmes de reconstruction et ame´liorerait grandement la qualite´ des reconstruc-
tions. Cependant, le caracte`re analytique du champ lointain fait que ce proble`me inverse
est particulie`rement mal conditionne´ et donc tre`s difficile a` re´soudre.
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(a) 40 mesures prises dans Γm = [1.17pi, 1.33pi] (b) 40 mesures prises dans Γm = [pi, 1.33pi]
(c) 40 mesures prises dans Γm = [0.833pi, 1.67pi] (d) 40 mesures prises dans Γm = [0.667pi, 2pi]
Figure 3.15: Sensibilite´ a` l’ouverture de l’ensemble des mesures.
– k = 6
– Γe = [0, 1.67pi] avec 35 directions d’e´missions
– 2% de bruit ajoute´ aux mesures
– n0 prend ses valeurs dans [1.53, 1.63] + [0.07, 0.12]i dans D
– n1 prend ses valeurs dans [2.26, 2.33] + [0.48, 0.52]i dans Ω
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3.5.3 Sensibilite´ des me´thodes a` la pre´cision de la connaissance du milieu
ambiant
En visant des applications re´alistes, il est envisageable que l’indice du milieu ambiant qui
sert de re´fe´rence et dans lequel on cherche des de´fauts soit connu de manie`re imparfaite.
On peut par exemple ne disposer que d’une valeur homoge´ne´ise´e, ou de valeurs mesure´es
et donc soumises a` une certaine impre´cision. The´oriquement, toute impre´cision sur les
valeurs de l’indice du milieu devrait eˆtre rapporte´ comme un de´faut. Nous e´tudions alors
ici le comportement de nos me´thodes quand les valeurs de u∞n0 utilise´es pour construire
l’ope´rateur de mesures et les valeurs de un0(·, zi) utilise´es comme fonctions tests sont
construites a` partir d’un indice faiblement perturbe´.
(a) M{n0,n1}(zi) avec |W∞| (b) S{n0,n1}(zi) avec |W∞|
Figure 3.16: Comparaison des me´thodes avec une valeur de n0 constante fixe´e a` 100% de
la moyenne de l’indice du milieu ambiant.
– k = 6
– Γe = [0pi, 1.67pi] avec 35 directions d’e´missions
– Γm = [0.167pi, 1.83pi] avec 40 directions de mesures
– 2% de bruit ajoute´ aux mesures
– Valeur constante utilise´e en pratique pour n0 dans D : 1.61+0.11i
– n1 prend ses valeurs dans [1.53, 1.63] + [0.07, 0.12]i dans D \ Ω
– n1 prend ses valeurs dans [2.26, 2.33] + [0.48, 0.52]i dans Ω
Pour les exemples pre´ce´dents, nous avons d’abord fixe´ les valeurs de l’indice de re´fe´rence n0.
Ensuite, nous avons fait une copie note´e n1 de cet indice et finalement nous avons modifie´
les valeurs de n1 dans un certaine zone, cre´ant ainsi des de´fauts. Pour les Figures 3.16,
3.17, 3.18 et 3.19 nous avons proce´de´ de meˆme mais ensuite nous avons aussi modifie´ les
valeurs de n0 dans D tout entier.
La Figure 3.16 illustre le re´sultat obtenu quand les valeurs de n0 sont remplace´es (dans
D) par une constante qui est la moyenne des anciennes valeurs de n0. On voit que les
reconstructions ont perdu en contraste mais le re´sultat reste bon. Si cette constante s’e´carte
de la moyenne de l’indice du milieu ambiant, comme sur les Figures 3.17 et 3.18, on
constate une de´gradation des re´sultats a` partir de 4% d’e´cart entre la constante choisie et
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(a) M{n0,n1}(zi) avec |W∞| (b) S{n0,n1}(zi) avec |W∞|
Figure 3.17: Comparaison des me´thodes avec une valeur de n0 constante fixe´e a` 103% de
la moyenne de l’indice du milieu ambiant.
– k = 6
– Γe = [0pi, 1.67pi] avec 35 directions d’e´missions
– Γm = [0.167pi, 1.83pi] avec 40 directions de mesures
– 2% de bruit ajoute´ aux mesures
– Valeur constante utilise´e en pratique pour n0 dans D : 1.65+0.11i
– n1 prend ses valeurs dans [1.53, 1.63] + [0.07, 0.12]i dans D \ Ω
– n1 prend ses valeurs dans [2.26, 2.33] + [0.48, 0.52]i dans Ω
(a) M{n0,n1}(zi) avec |W∞| (b) S{n0,n1}(zi) avec |W∞|
Figure 3.18: Comparaison des me´thodes avec une valeur de n0 constante fixe´e a` 105% de
la moyenne de l’indice du milieu ambiant.
– k = 6
– Γe = [0pi, 1.67pi] avec 35 directions d’e´missions
– Γm = [0.167pi, 1.83pi] avec 40 directions de mesures
– 2% de bruit ajoute´ aux mesures
– Valeur constante utilise´e en pratique pour n0 dans D : 1.69+0.11i
– n1 prend ses valeurs dans [1.53, 1.63] + [0.07, 0.12]i dans D \ Ω
– n1 prend ses valeurs dans [2.26, 2.33] + [0.48, 0.52]i dans Ω
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la moyenne exacte.
Nos me´thodes permettent donc de reconstruire la forme de de´fauts a` partir de mesures
en pre´sence de de´fauts et d’une version homoge´ne´ise´e de l’indice du milieu ambiant pour
peu qu’elle reste proche de la moyenne exacte. Ceci peut paraˆıtre surprenant puisque, en
modifiant l’indice n0 dans tout le domaine D, l’indice n1 diffe`re de n0 dans tout D et
on devrait donc reconstruire la forme de l’objet entier au lieu des de´fauts. Cependant,
ce comportement peut s’expliquer par la diffe´rence de contraste entre la modification de
n0 et le de´faut e´tudie´ ici par rapport a` l’indice de re´fe´rence. En effet, sur la Figure 3.16
par exemple, la partie re´elle de n0 vaut 1.6 et la partie re´elle de n1 varie entre 1.5 et
1.6 dans D \ Ω alors qu’elle varie entre 2.2 et 2.3 dans Ω. Le contraste entre le de´faut
et l’indice de re´fe´rence est donc largement supe´rieur a` celui entre l’indice de re´fe´rence en
dehors du de´faut et l’indice utilise´ en pratique. Or, on a vu a` la Remarque 2.22 que la
de´tection des de´fauts ne´cessitait l’Hypothe`se 2.16 d’un certain contraste entre les de´fauts et
l’indice de re´fe´rence. L’application nume´rique de nos me´thodes de reconstruction semble
donc privile´gier la reconstruction des zones ayant le plus fort contraste avec l’indice de
re´fe´rence.
(a) M{n0,n1}(zi) avec |W∞| (b) S{n0,n1}(zi) avec |W∞|
Figure 3.19: Comparaison des me´thodes avec 50% de bruit ajoute´ aux valeurs de n0.
– k = 6
– Γe = [0pi, 1.67pi] avec 35 directions d’e´missions
– Γm = [0.167pi, 1.83pi] avec 40 directions de mesures
– 2% de bruit ajoute´ aux mesures
– Les valeurs exactes pour n0 sont prises dans [0.796, 2.43]+[0.0412, 0.178]i
dans D
– n1 prend ses valeurs dans [2.26, 2.33] + [0.483, 0.521]i dans Ω
La situation semble bien meilleure quand conside`re une version de l’indice de re´fe´rence
bruite´e uniforme´ment. En effet, dans la plupart des cas, jusqu’a` 10% de bruit ajoute´
aux valeurs de l’indice de re´fe´rence ne perturbent pas se´rieusement la reconstruction.
Meˆme avec 50% de bruit ajoute´, comme on peut en voir un exemple repre´sentatif sur la
Figure 3.19, les de´fauts sont correctement localise´s. Nos me´thodes semblent donc eˆtre tre`s
peu sensibles aux incertitudes par rapport aux valeurs de l’indice de re´fe´rence quand les
de´fauts sont suffisamment contraste´s. Ceci laisse pre´sager un bon comportement dans des
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applications pratiques.
Remarque 3.15. Nos me´thodes de reconstitution de de´fauts ont e´te´ construites en sup-
posant l’indice de re´fraction du milieu ambiant n0 connu. Ainsi, les donne´es u
∞
n0 peuvent
eˆtre calcule´es et les fonctions tests un0(·, zi) peuvent eˆtre interpole´es sur l’ensemble des
points de “sampling” {zi}i=1,··· ,Np.
Mais on pourrait se placer dans le cas les valeurs de u∞n0 ne sont connues que par des me-
sures, comme c’est le cas pour u∞n1. C’est le cas par exemple quand on fait du suivi d’objets
en mouvement : on peut faire des mesures avant et apre`s un mouvement sans connaˆıtre
l’indice de re´fraction de la sce`ne avant mouvement. En raison de la faible sensibilite´ de nos
me´thodes par rapport aux incertitudes sur les valeurs de n0, on peut espe´rer de bon re´sultats
quand u∞n0 n’est connu que par des mesures. Ainsi, on peut e´largir le cadre d’application
de nos algorithmes en y incorporant le proble`me inverse qui consiste en l’approximation
des fonctions tests un0(·, zi) a` partir des valeurs (mesure´es) de u∞n0. Ceci peut par exemple
eˆtre traite´ par des e´quations de potentiels, comme indique´ dans [Colton & Kress 2006]. En
effet, les re´sultats pre´sente´s sur la Figure 3.19 laissent espe´rer de bons re´sultats avec des
fonctions tests approche´es.

4
Localisation de de´fauts et reconstruction
d’indices
A partir des mesures en champ lointain de la diffraction d’ondes planes par un objet, nous
souhaitons maintenant de´terminer son indice de re´fraction. On cherche a` retrouver cet
indice en minimisant l’e´cart dans une certaine norme X entre le champ lointain simule´
F(n) et les mesures u∞, soit trouver n? de´fini par
n? := argmin
n∈L∞(D)
‖F(n)− u∞‖2X .
Ceci est un proble`me aux moindres carre´s non-line´aire et mal pose´ que nous traitons
par une me´thode de Gauss-Newton re´gularise´e. Pour ce faire, nous conside´rons la re´-
gularisation de Tikhonov avec la norme L2(D) classique et la re´gularisation en semi-
norme BV , tre`s utilise´e en particulier pour la reconstruction d’image (voir par exemple
[Vogel & Oman 1996, Vogel & Oman 1998, Chan & Chen 2006, Osher et al. 2006]).
Dans son fonctionnement, la me´thode de Gauss-Newton est un processus ite´ratif qui essaie
de de´terminer un extremum local d’un proble`me aux moindres carre´s. Pour ce faire, partant
d’un indice note´e np a` l’e´tape p de l’algorithme, on de´termine une direction de descente
permettant de de´finir une nouvelle carte de valeurs np+1 qui re´duit la fonction couˆt e´tudie´e.
Le but de cet algorithme est de cre´er une suite d’indices np qui converge vers un minimiseur
n? de cette fonction couˆt. Dans le cas optimal, n? repre´sente l’indice que l’on souhaite
reconstruire. D’autre part, la diffe´rence entre la reconstruction np a` l’e´tape p et n
? peut
eˆtre vue comme un de´faut (de np par rapport a` n
?). Ainsi, par la me´thode de de´tection
de de´fauts introduite au Chapitre 3 nous avons une information locale sur l’ade´quation
entre une reconstruction np et l’indice recherche´ n
?. L’objectif de ce chapitre est alors de
pre´senter des ame´liorations de la me´thode de Gauss-Newton par son couplage avec des
me´thodes de de´tection de de´fauts de´veloppe´es au Chapitre 3.
Pour la premie`re partie, nous proposons une strate´gie de re´duction du nombre de variables
d’optimisation par se´lection des zones d’inte´reˆt pour le processus ite´ratif de reconstruction.
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Le principe est de ne faire varier que les sous-domaines de D dans lesquels les valeurs de
l’indice courant np contrastent le plus avec les valeurs de l’indice recherche´ n
?. La se´lection
des sous-domaines sur lesquels faire e´voluer les valeurs de np peut alors eˆtre dicte´e par
les valeurs ponctuelles de la fonction de localisation des de´fauts entre np et n
? de´finie au
The´ore`me 3.8 et note´eM{np,n?}(z). Deux cas de figure sont illustre´s nume´riquement pour
valider cette approche.
Par ailleurs, nous avons vu au Chapitre 3 que la fonction M{n,n?}(z) e´tait comparable
a` ‖F(n)− u∞‖2 tout en donnant une information locale par rapport aux indices n et
n? compare´s. Ainsi, dans la seconde partie nous proposons un nouveau terme de fide´lite´
venant remplacer ‖F(n)− u∞‖2. Au lieu de chercher l’indice en re´duisant l’e´cart entre la
simulation et les mesures, il est possible de chercher en re´duisant les de´fauts entre l’indice
propose´ et l’indice recherche´. On se propose alors de chercher alors a` minimiser∥∥M{n,n?}∥∥2 .
L’avantage de cette fonction couˆt est qu’on peut chercher a` re´duire les de´fauts sur n’im-
porte quel sous-domaine de D. On espe`re ainsi pouvoir paralle´liser le processus global de
reconstruction.
4.1 La me´thode de Gauss-Newton re´gularise´e
L’objectif est de retrouver les valeurs d’un parame`tre non constant a` partir d’observations
donne´es en champ lointain, comme dans les chapitres pre´ce´dents. En reprenant les nota-
tions du Chapitre 1, on note F : L∞(D)→ C∞(Γe×Γm) l’application qui donne le champ
lointain u∞n sur l’ensemble des directions d’e´missions et de mesures Γe × Γm en fonction
de l’indice de re´fraction n comme illustre´ sur la Figure 1.1
F(n) := u∞n . (4.1)
Remarque 4.1. L’indice de re´fraction n ∈ L∞(D) est e´tendu trivialement par 1 en dehors
de D pour de´finir u∞n .
Si u∞ est le champ lointain mesure´, on cherche donc n? tel que
F(n?) = u∞. (4.2)
Cette e´quation posse`de une unique solution si la dimension spatiale d est e´gale a` 3.
Proposition 4.2 (Unicite´ de la solution). [Se´gui 2000, The´ore`me 2.2.1] Soient n0 et
n1 ∈ L∞(D) deux indices de re´fraction normalise´s a` 1 en dehors de D, un ouvert borne´ de
R3. Si les champs lointains u∞n0(θ, xˆ) et u
∞
n1(θ, xˆ) co¨ıncident sur Γe × Γm, alors n0 = n1.
Les valeurs du champ lointain sont donc suffisantes en the´orie pour trouver l’indice de
re´fraction de l’objet observe´. On peut aussi trouver un re´sultat ante´rieur pour des indices
n ∈ C 2(R3,C) dans [Kirsch 1996, The´ore`me 5.25].
Remarque 4.3. A cette date nous n’avons pas connaissance de preuve pour le cas d = 2.
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Quasi-solutions du proble`me conside´re´
En pratique, les mesures ne sont en ge´ne´ral pas exactes et on ne dispose que d’une version
bruite´e u∞ε du champ lointain. Toutefois, les mesures sont suppose´es assez proches, pour
une certaine norme X, de la valeur exacte
‖u∞ε − u∞‖X 6 ε.
Malgre´ tout, la version perturbe´e u∞ε peut ne plus eˆtre dans l’image de F et le proble`me
conside´re´ devient alors la recherche d’un minimiseur de la fonctionnelle
J(n) := ‖F(n)− u∞ε ‖2X . (4.3)
Un tel minimiseur nε de J est habituellement appele´ quasi-solution de l’e´quation (4.2).
Bien sur, on s’attend a` ce que le choix de la norme X utilise´e pour de´finir les quasi-solutions
influe directement sur le re´sultat obtenu. Par ailleurs, de nombreux re´sultats reposent sur
le fait que l’application F soit a` valeurs dans un espace de Hilbert [Engl et al. 1996]. Or,
il n’existe pas de structure Hilbertienne pour C∞(Γe×Γm). Un espace de Hilbert naturel
contenant R (F) serait par exemple dans notre cas L2(Γe × Γm). Il n’est pas clair pour
autant que la norme L2 soit la plus pertinente pour mesurer l’e´cart entre la simulation
et les mesures. Plus re´cemment, la minimisation de J a e´te´ e´tudie´e dans le cadre moins
restrictif d’espaces de Banach, en particulier avec la norme L1 [Chan & Esedog¯lu 2005,
Clason et al. 2010]. Dans ce cas, il est possible de conside´rer F comme prenant ses valeurs
dans l’espace complet des fonctions C∞(Γe × Γm) muni de la norme L∞(D).
Pour des raisons pratiques, nous conside´rerons dans cette the`se uniquement le cadre Hil-
bertien en de´finissant F comme e´tant a` valeurs dans l’espace L2(Γe × Γm) muni de sa
norme classique.
Mauvais conditionnement du proble`me
Quel que soit le choix de la norme, remplacer le proble`me (4.2) par la re´solution d’un
proble`me aux moindres carre´s comme la minimisation de J (4.3) peut eˆtre satisfaisant si
on peut choisir des quasi-solutions continues par rapport aux mesures. Ainsi, une faible
perturbation des mesures (ε) donnerait un indice proche de la solution exacte n? a` l’e´qua-
tion (4.2). Malheureusement, le proble`me qui est de trouver un minimiseur de J n’est pas
continu par rapport a` u∞ε .
Proposition 4.4. Le proble`me non-line´aire “trouver nε minimisant J (4.3)” est mal pose´
au sens de Hadamard.
De´monstration : L’application F est compacte et elle ne peut donc pas avoir d’inverse
continu. En effet, il est montre´ que l’application n 7→ un est continue de L∞(D) dans
L2(Γe)×H2(D) [Se´gui 2000, Proposition 2.1.14]. Par conse´quent, il en va de meˆme pour
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l’application n 7→ (n − 1)un. Or, le comportement asymptotique (1.13) de l’e´quation de
Lippmann-Schwinger (1.14) permet d’e´crire la relation suivante
F(n) = V∞1
(
k2(n− 1)un
)
. (4.4)
Ainsi, l’ope´rateur non-line´aire F est la compose´e d’une application continue par un ope´ra-
teur (line´aire) compact. La compacite´ de l’application F fait que son inverse ne peut pas
eˆtre continu.
Ainsi, meˆme avec des donne´es u∞ε proches du champ lointain exact u∞, les minimiseurs
de J peuvent eˆtre tre`s e´loigne´s de la solution exacte n?. Une approche classique consiste
a` traiter la non-line´arite´ par une me´thode de Newton et le caracte`re mal pose´ par une
re´gularisation de Tikhonov.
4.1.1 La me´thode de Gauss-Newton
Le principe de la me´thode de Gauss-Newton reprend celui de la me´thode de Newton
classique : a` partir d’une reconstruction np, le point suivant est construit par la re´currence
np+1 := np + dnp, (4.5)
ou` le terme dnp est obtenu par la minimisation de la fonctionnelle J qui est construite a`
partir de J (4.3) en line´arisant F au point np :
J (dn) := ‖F(np) +DF(np) dn− u∞ε ‖2 , (4.6)
ou` DF(np) est la diffe´rentielle de F (4.1) en np. Cette diffe´rentielle peut eˆtre calcule´e
directement a` l’aide du lemme suivant :
Lemme 4.5. L’application F est deux fois diffe´rentiable et la diffe´rentielle DF de l’ap-
plication F (4.1) au point n ∈ L∞(D), applique´e a` dn ∈ L∞(D), est donne´e par la
formulation inte´grale
DF(n) dn : (θ, xˆ) 7→
∫
z∈D
k2un(θ, z)un(−xˆ, z) dn(z), θ ∈ Γe, xˆ ∈ Γm, (4.7)
ou` un(θ, z) de´signe le champ total solution du syste`me (1.1)-(1.5) pour une source de type
onde plane ui(θ, z) = eikθ·z.
Remarque 4.6. Comme l’indice n ∈ L∞(D) est e´tendu par la constante 1 en dehors de D
pour de´finir F , la direction dn ∈ L∞(D) est donc naturellement e´tendue par 0 en dehors
de D.
De´monstration : La de´finition (1.6) du champ lointain u∞n montre que c’est une appli-
cation line´aire du champ diffracte´ (un − ui), ou` ui est une source (c’est-a`-dire ve´rifiant(
∆ + k2
)
ui = 0). Les de´rive´es successives du champ lointain peuvent donc eˆtre obtenues
en prenant le champ lointain des de´rive´es successives du champ diffracte´. Or, pour toute
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source ui, il est montre´ dans [Se´gui 2000, Proposition 4.3.1] que l’application champ dif-
fracte´ est deux fois diffe´rentiable. Il en va donc de meˆme pour F . De plus, la diffe´rentielle
de l’application champ diffracte´ n 7→ (un−ui) au point n et applique´e a` dn est la fonction
vs ∈ L2loc(Rd) solution du syste`me
(
∆ + k2n(x)
)
vs(x) = −k2 dn(x)un(x), x ∈ Rd,
∂rv
s = ikvs + O
(
|x|− d−12
)
.
(4.8)
Donc, la diffe´rentielle du champ lointain en dn ∈ L∞(D) est l’application de´finie dans
C∞(Γe × Γm) par DF(n) dn = v∞.
En multipliant la premie`re e´quation du syste`me (4.8) par Φn(·, x) et en inte´grant sur D,
par les meˆmes calculs qu’en (2.11) et (2.12) le champ diffracte´ s’e´crit alors
vs(x) =
∫
z∈D
k2Φn(z, x)un(z) dn(z), x ∈ Rd.
Le comportement asymptotique est ainsi donne´ par
v∞(xˆ) =
∫
z∈D
k2Φ∞n (z, xˆ)un(z) dn(z), xˆ ∈ Sd−1.
Finalement, la formule (4.7) s’obtient en conside´rant des sources ui de type onde plane et
le “mixed reciprocity principle” du Lemme 2.3.
Les proble`mes des moindres carre´s line´aires ont e´te´ tre`s largement e´tudie´s et on connaˆıt
une caracte´risation des minimiseurs de J (4.6) [Bjo¨rck 1996, The´ore`me 1.1.10]. Cependant,
line´ariser l’application F dans la fonctionnelle J (4.3) ne suffit pas a` rendre la minimisation
bien pose´e. En effet, la diffe´rentielle d’une application compacte sera toujours compacte
[Colton & Kress 1998, The´ore`me 4.19]. Ainsi, trouver des indices minimisant J (4.6) est
aussi un proble`me mal pose´. Ceci signifie que l’on manque d’informations pour trouver
la solution de manie`re satisfaisante et qu’il va falloir supposer a priori le type d’indice
recherche´ pour avoir un proble`me bien pose´.
Remarque 4.7. La compacite´ de la diffe´rentielle peut eˆtre directement ve´rifie´e sur la
repre´sentation (4.7). En effet, cette repre´sentation est un ope´rateur inte´gral de´fini sur
L∞(D) et ayant un noyau appartenant a` L1(D) (puisque un(θ, ·) ∈ L2(D)). C’est donc
un ope´rateur compact (voir par exemple [Kato 1995, Exemple 4.1]).
4.1.2 Introduction de la re´gularisation
Pour approcher la solution d’un proble`me mal pose´ de manie`re continue on construit
une suite convergente de solutions a` des proble`mes bien pose´s. Le principe de la re´gu-
larisation de proble`mes mal pose´s est pre´sente´ dans [Colton & Kress 1998, Chapitre 4]
ou [Kirsch 1996, Chapitre 2] et fait l’objet principal de [Engl et al. 1996]. Une des re´gu-
larisations les plus utilise´es est celle de Tikhonov. Elle consiste en l’ajout d’un terme de
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re´gularisation au terme de fide´lite´ J (4.3). La fonction couˆt avec re´gularisation de Tikhonov
JX s’e´crit alors
JX(n) := J(n) + λRX(n),
le facteur λ > 0 e´tant un parame`tre de re´gularisation. Comme pour la norme du terme de
fide´lite´, on s’attend aussi a` ce que le choix du terme de re´gularisation influe sur le re´sultat
obtenu tant que le parame`tre de re´gularisation n’est pas assez proche de ze´ro.
Des re´sultats d’existence et de convergence des minimiseurs pour la fonctionnelle re´gula-
rise´e JX vers la solution n
? de (4.2) existent pour des termes de re´gularisation ge´ne´riques
[Seidman & Vogel 1989, Ulbrich 1998, Hofmann et al. 2007]. Cependant, les hypothe`ses
ne´cessaires sont parfois difficiles a` ve´rifier. De plus, trouver un minimiseur a` la fonction-
nelle re´gularise´e peut alors devenir plus complique´. Par conse´quent nous restreignons notre
choix aux termes de re´gularisation L2 et TV pour lesquels la convergence est e´tablie sous
des hypothe`ses peu restrictives.
A - La re´gularisation de Tikhonov ite´rative en norme L2
Le terme de re´gularisation de Tikhonov classique pour les proble`mes non-line´aires est
RL2(n) = ‖n− nref‖2L2(D) ,
ou` nref est un point de re´fe´rence. Le principe est de rechercher une solution minimisant
J , qui repre´sente l’e´cart entre simulation et mesures (4.3), et la plus proche possible de
nref en norme L
2. On fait donc l’hypothe`se a priori que l’indice recherche´ est de faible
amplitude (par rapport au point de re´fe´rence). La re´gularisation en norme L2 est e´tudie´e
en de´tail dans [Engl et al. 1996] et a e´te´ applique´e au proble`me de la reconstruction d’indice
par exemple dans [Hohage 2001]. La line´arisation de l’application F dans la fonctionnelle
re´gularise´e JL2 (4.1.2) donne alors
JL2( dn) := ‖F(np) +DF(np) dn− u∞ε ‖2L2(D) + λ ‖ dn+ np − nref‖2L2(D) . (4.9)
Dans le cadre de la minimisation d’une fonctionnelle line´aire, le point de re´fe´rence nref est
ge´ne´ralement fixe´ a` 0. En prenant nref = n0, on obtient l’algorithme dit de Gauss-Newton
a` re´gularisation ite´rative (IRGN, pour “Iteratively Regularized Gauss-Newton”) dont les
ite´re´s sont caracte´rise´s par l’e´quation normale
np+1 := np−
((
DF(np)
)?
DF(np)+λI
)−1((
DF(np)
)?(F(np)−u∞ε )+λp(np−n0)). (4.10)
La convergence de cette suite vers la solution n? de l’e´quation (4.2) est traite´e initialement
dans [Bakushinsky 1992]. L’e´tude des hypothe`ses ne´cessaires pour garantir un certain ordre
de convergence est ensuite de´taille´e dans [Bakushinsky & Kokurin 2004, Chapitre 4] ou
[Kaltenbacher et al. 2008, Section 4.2]. Le lemme suivant pre´sente un de ces re´sultats de
convergence pour des hypothe`ses tre`s peu restrictives.
Lemme 4.8 (Convergence de l’algorithme IRGN). [Kaltenbacher 1997, The´ore`me 2.5]
S’il existe un e´le´ment w tel que le point de de´part n0 ve´rifie la condition appele´e “source
condition”
n? − n0 =
((
DF(n?))?DF(n?))w, (4.11)
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si DF est Lipschitzienne et si le parame`tre de re´gularisation λ est adapte´ a` chaque ite´ration
en ve´rifiant
λp > 0, 1 6
λp
λp+1
6 r, lim
p→∞λp = 0, (4.12)
ou` r > 1 est une constante, alors, en choisissant pε tel que
ε ∼ λ3/2pε , (4.13)
le terme npε, de´fini par la suite (4.10), est proche de n
?, la solution a` l’e´quation (4.2) et
ve´rifie
‖npε − n?‖ = O
(
ε
2
3
)
.
Le Lemme 4.8 garantit ainsi une convergence de la suite de´finie par (4.10) vers l’indice
recherche´ n?. Cependant, l’expe´rience montre que ce terme de re´gularisation a tendance a`
induire des oscillations dans les reconstructions successives np. De plus, minimiser le carre´
de la norme L2 conduit ge´ne´ralement a` des reconstructions lisse´es en terme de contraste.
Ceci est donc peu adapte´ a` la reconstruction de discontinuite´s. Or, comme nous le verrons
par la suite, nous allons rechercher l’indice sous forme de constantes par morceaux, ce
qui sera par ailleurs en accord avec le cadre d’utilisation de la me´thode de localisation
des de´fauts. La re´gularisation en norme L2 peut alors ne pas eˆtre la mieux adapte´e. Nous
pre´sentons ainsi un second type de re´gularisation qui pourrait eˆtre plus en accord avec une
reconstruction d’indice sous forme de constantes par morceaux.
Remarque 4.9. Dans le cas de proble`mes aux moindres carre´s non-line´aires mais bien po-
se´s, une deuxie`me me´thode est assez souvent utilise´e : la me´thode de Levenberg-Marquardt
[More´ 1978]. La mise en oeuvre de cette me´thode est similaire a` celle de la me´thode
IRGN (4.10). La diffe´rence (en dimension finie) est que la matrice λI rendant le pro-
ble`me bien pose´ est remplace´e par la matrice diagonale compose´e uniquement des termes
diagonaux de λ
((
DF(np)
)?
DF(np)
)
. Cependant, nous ne connaissons pas a` ce jour de
re´sultat de convergence pour la me´thode de Levenberg-Marquardt applique´e aux proble`mes
mal pose´s. Par ailleurs, cette me´thode n’a pas fourni d’ame´lioration de re´sultats pour les
cas que nous avons traite´s et elle ne sera donc pas conside´re´e par la suite.
B - La re´gularisation en variation totale
Pour reconstruire des parame`tres dont on veut pre´server les discontinuite´s, les re´sultats
sont ge´ne´ralement “meilleurs” avec le terme de re´gularisation
RTV (n) = ‖∇n‖L1(D) ,
(voir par exemple [Vogel & Oman 1996, Vogel & Oman 1998]). Par meilleur on entend
d’un point de vue qualite´ de la repre´sentation et nette te´ des discontinuite´s. Ce terme de
re´gularisation base´ sur la variation totale de l’indice est souvent appele´ la semi-norme BV
(pour l’espace des fonctions a` variation borne´e,“Bounded Variation”) ou re´gularisation TV
(pour la mesure de la variation totale, “Total Variation”). Une e´tude de la reconstruction
d’indices avec re´gularisation TV peut eˆtre trouve´e dans [Se´gui 2000].
92 4. Localisation de de´fauts et reconstruction d’indices
D’un point de vue pratique, il semble plus naturel de chercher a` re´duire les variations du
terme de mise a` jour dnp := (np+1 − np) plutoˆt que celles de l’indice np. La re´gularisation
TV est donc ge´ne´ralement applique´e apre`s line´arisation du terme de fide´lite´. La solution
du proble`me line´arise´ et re´gularise´ en variation totale est ainsi la solution ayant les plus
faibles variations. Ceci revient a` faire l’hypothe`se a priori que l’indice recherche´ est majori-
tairement constant par morceaux. Le terme de mise a` jour dnp pour la suite d’indices (4.5)
de la me´thode de Gauss-Newton s’obtient alors comme le minimiseur de
JTV ( dn) := ‖F(np) +DF(np) dn− u∞‖2L2(D) + λ ‖∇ dn‖L1(D) . (4.14)
Contrairement au cas pre´ce´dent, cette fois-ci la de´pendance en dn n’est plus line´aire. Le
terme de re´gularisation n’est d’ailleurs plus diffe´rentiable. En pratique on utilise alors le
terme de re´gularisation lisse´ suivant
RTVβ (dn) =
∫
D
√
|∇ dn|2 + β, (4.15)
ou` β > 0 est un petit parame`tre rendant RTVβ de´rivable. La convergence de la me´-
thode de Gauss-Newton avec ce terme de re´gularisation est e´tudie´e entre autres dans
[Vogel & Oman 1996, Chavent & Kunisch 1997, Se´gui 2000].
Comme RTVβ est diffe´rentiable, le minimiseur dnp de la fonctionnelle re´gularise´e
JTVβ (dn) := ‖F(np) +DF(np) dn− u∞‖2L2(D) + λ
∥∥∥∥√|∇ dn|2 + β∥∥∥∥
L1(D)
, (4.16)
peut eˆtre approche´ en utilisant par exemple la me´thode de Newton (voir [Se´gui 2000]). Ce
terme de mise a` jour dnp est alors la limite d’une suite (δs)s=1,2,··· dont les e´le´ments sont
de´finis implicitement par le syste`me line´aire((
DF(np)
)?
DF(np) + λDG(δs)
)(
δs+1 − δs
)
=
− (DF(np))?DF(np) δs − (DF(np))?(F(np)− u∞ε )− λpG(δs), (4.17)
ou` G = ∇RTVβ repre´sente le gradient du terme de re´gularisation lisse´ RTVβ (4.15) et
DG(δ) repre´sente la diffe´rentielle de ce gradient.
En pratique, l’indice sera recherche´ sous forme d’un nombre fini N de constantes par
morceaux
nε(x) =
∑
i=1...N
αi χZi(x), αi ∈ C, x ∈ D.
On note alors M le nombre de frontie`res entre les zones (Zi)i=1...N et ρi leur longueur
respective. Dans ces conditions, le vecteur G(δ) et la matrice DG(δ) s’e´crivent
G(δ) = S? ◦ G˜ ◦ S(δ),
DG(δ) = S? ◦DG˜ ◦ S(δ),
ou` l’ope´rateur line´aire S associe a` un indice les valeurs de ses sauts aux frontie`res des
e´le´ments du maillage utilise´
S(δ) := [δ] = δ+ − δ−,
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ou`, en notant z = a+ ib, le vecteur G˜(z) est de´fini dans C2M par
G˜(z) :=

ρ1
a1√
a21+b
2
1+β
...
ρM
aM√
a21+b
2
1+β
ρ1
b1√
a21+b
2
1+β
...
ρM
bM√
a21+b
2
1+β

,
et ou` la matrice DG˜(z) est de´finie dans C2M×2M par
DG˜(z) :=
(
B1 B2
B2 B3
)
,
avec les blocs diagonaux suivants
B1 :=

ρ1(b21+β)
(a21+b
2
1+β)
3
2
. . .
ρM (b
2
M+β)
(a2M+b
2
M+β)
3
2
 ,
B2 :=

− ρ1(a1b1+β)
(a21+b
2
1+β)
3
2
. . .
− ρM (aM bM+β)
(a2M+b
2
M+β)
3
2
 ,
B3 :=

− ρ1(a21+β)
(a21+b
2
1+β)
3
2
. . .
− ρM (aM bM+β)
(a2M+b
2
M+β)
3
2
 .
Remarque 4.10. Du fait de la valeur absolue |∇dn| dans RTVβ (4.15), l’application G˜
n’est pas C-diffe´rentiable mais elle est cependant R-diffe´rentiable. Ainsi, la repre´sentation
en dimension finie de DG˜(δ) est une matrice de taille 2M×2M obtenue par diffe´rentiations
respectives des parties re´elle et imaginaire de G˜ suivant l’identification canonique.
4.1.3 Exemple d’application dans un cas simple
Afin d’avoir une re´fe´rence a` laquelle comparer les applications des parties suivantes. Nous
illustrons ici la me´thode de Gauss-Newton avec les re´gularisations de´crites a` la section
pre´ce´dente sur le cas simple suivant, repre´sente´ sur la Figure 4.1. L’indice exact n? que
nous cherchons a` reconstruire a pour support un disque de rayon 1. Ses valeurs sont fixe´es
a` 2 partout sauf dans un petit disque inte´rieur ou` l’indice est fixe´ a` 2.2, comme illustre´
sur la Figure 4.1. Le nombre d’onde est fixe´ a` k = 6, ce qui donne un objet dont la taille
est environ le double de la longueur d’onde.
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n*=2
R=1
n*=2.2
Figure 4.1: Sche´ma de l’indice recherche´
Choix du crite`re d’arreˆt et du parame`tre de re´gularisation
Le Lemme 4.8 pre´sente un exemple de suite λp de´croissante vers 0 faisant converger np vers
n? (dans les limites du bruit sur les donne´es). Cependant la relation (4.13) est par de´finition
assez floue et on constate en pratique que le choix du parame`tre λp influe fortement sur
la convergence de la me´thode. Il nous faut donc fixer ce parame`tre. De plus, il faut aussi
de´terminer un crite`re d’arreˆt des ite´rations. Pour ceci, plutoˆt que de chercher a` atteindre
une certaine pre´cision sans savoir si elle est atteignable en un temps raisonnable, nous
stoppons la reconstruction lorsque la variation relative de la fonction couˆt J (4.3) est
infe´rieure a` 1%.
Pour ce qui est du parame`tre de re´gularisation λp, le principe de Morozov par exemple
[Tikhonov 1995], consiste a` le choisir tel que le re´sidu de la solution dn(λp) minimisant
JL2 (4.9) (ou JTV (4.14)) soit comparable au bruit sur les donne´es ε
‖F(np) +DF(np) dn(λp)− u∞ε ‖2L2(D) = ε2. (4.18)
Dans ce cas, que ce soit pour (4.13) ou (4.18), il faut pouvoir estimer le bruit sur les
donne´es ε, ce qui est a priori difficile sans autres informations. Mais surtout, ce principe
demande a` calculer plusieurs fois le terme dnp en faisant varier λp pour choisir le meilleur,
ce qui est couˆteux.
Dans [Hansen & O’Leary 1993], l’approche pour de´terminer les parame`tres λp, spe´cifique
au terme de re´gularisation RL2 , est de choisir le point de courbure maximale de la “L-
curve”. Cette “L-curve” est une courbe parame´tre´e (par λp) trace´e en e´chelle log-log et
de´finie par
λ 7→
(
‖F(np) +DF(np) dnp(λ)− u∞ε ‖2L2(D) , RL2( dnp(λ))
)
, (4.19)
ou` dnp(λ) est la solution de (4.10).
La Figure 4.2 pre´sente le trace´ de la “L-curve” obtenue a` la premie`re e´tape d’une recons-
truction de l’indice repre´sente´ sur la Figure 4.1. Sur cet exemple, le point de courbure
maximale correspond a` un parame`tre λ ≈ 1. Nos expe´rimentations indiquent ainsi que le
parame`tre λp donne´ par la “L-curve” est tre`s proche du centie`me de la norme de l’ope´-
rateur qu’on cherche a` rendre inversible
((
DF(np)
)?
DF(np)
)
. Pour nos exemples nous
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Figure 4.2: Exemple de “L-curve”
choisissons arbitrairement la suite λp de´finie par
λp =
∥∥(DF(np))?DF(np)∥∥
p · 102 . (4.20)
Cette suite n’est peut-eˆtre pas optimale mais permet une estimation simple et rapide du
parame`tre de re´gularisation qui ne pe´nalisera pas l’ensemble de la re´solution pour le cas
traite´.
Remarque 4.11. Le choix de parame`tre λp propose´ par la “L-curve” est ame´liore´ par une
me´thode ite´rative de point fixe dans [Baza´n & Francisco 2009]. Il y est de´montre´ que le pa-
rame`tre λp ainsi obtenu est plus souvent pertinent tout en demandant moins d’e´valuations
du re´sidu ‖F(np) +DF(np) dnp(λ)− u∞ε ‖2L2(D). En outre, de nombreuses me´thodes pour
de´terminer le parame`tre λp sans connaˆıtre ε ont e´te´ propose´es, par exemple en de´rivant
JL2 par rapport a` λp pour re´soudre (4.18) [Kunisch & Zou 1998, Wang & Xiao 2001].
Dans [Clason et al. 2010], l’e´quation (4.18) est approche´e par une fonction a` deux para-
me`tres calcule´s uniquement a` partir de F et u∞ε et le parame`tre λp optimal est extrapole´
a` partir de cette fonction. Cependant, comme nous ne cherchons qu’a` illustrer les me´-
thodes sans avoir besoin de la reconstruction la plus pre´cise possible de l’indice recherche´,
l’estimation (4.20) nous a paru suffisante.
Discre´tisation du proble`me
Nous cherchons a` reconstruire l’indice n? sous forme de fonctions constantes par morceaux.
On subdivise ainsi le domaine D en N zones (Zi)i=1...N et on les cherche N parame`tres
(complexes) (αi)i=1...N tels que l’indice
nε(x) =
∑
i=1...N
αi χZi(x), (4.21)
minimise l’e´cart entre simulation et donne´es (4.3). Tout comme au Chapitre 3.4.2, les
zones (Zi)i=1...N de reconstruction sont choisies inde´pendamment du maillage utilise´ pour
ge´ne´rer les donne´es.
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Pour les exemples pre´sente´s dans cette section, le nombre de variables d’optimisation N
sera fixe´ entre 20 et 2000. Par ailleurs, u∞ sera compose´ de 4900 mesures, ce qui cor-
respond a` 70 directions d’e´mission/re´ception re´parties sur tout le cercle S1. Dans ce cas
on peut explicitement former la matrice DF(np) et re´soudre le syste`me (4.10) directe-
ment. Cependant, le calcul du terme de mise a` jour pour la re´gularisation RTVβ de´fini
par (4.14) ne peut eˆtre qu’ite´ratif, inde´pendamment du nombre de donne´es et de variables
d’optimisation. Ceci est duˆ a` la non-line´arite´ du terme de re´gularisation.
Remarque 4.12. Pour traiter le cas de grandes dimensions en N , ou pour optimiser le
couˆt de calcul de (4.14), il faudra envisager l’utilisation de solveurs ite´ratifs ne faisant
intervenir que le re´sultat du produit matrice-vecteur, sans former explicitement la matrice
DF(np). Des algorithmes reposant sur les espaces de Krylov sont propose´s dans ce but
dans [Schweiger et al. 2005, Langer 2010].
Application de la me´thode de Gauss-Newton sans re´gularisation
En premier lieu nous pre´sentons le re´sultat obtenu par la me´thode de Gauss-Newton (4.10)
sans la re´gularisation de Tikhonov (λp = 0). En effet, le fait de rechercher n
? dans un
espace de dimension finie est de´ja` une re´gularisation en soi, appele´e re´gularisation par
projection dans [Engl et al. 1996, Chapitre 3.3] ou re´gularisation par discre´tisation dans
[Kirsch 1996, Chapitre 3]. C’est alors la dimension du proble`me d’optimisation (N) qui
fait office de parame`tre de re´gularisation et le conditionnement du proble`me se de´grade
quand N augmente.
On voit sur la Figure 4.3 qu’avec un faible nombre de parame`tres il n’est pas obligatoire-
ment ne´cessaire d’utiliser la re´gularisation de Tikhonov pour obtenir une reconstruction
convergente. Bien sur, le faible nombre de parame`tres empeˆche une reconstruction pre´cise
de la ge´ome´trie de l’indice.
Toutefois, en augmentant le nombre de parame`tres dans le but d’obtenir une reconstruction
plus pre´cise, on voit clairement sur la Figure 4.4 que la discre´tisation seule ne suffit plus
a` re´gulariser la reconstruction.
Application de la me´thode de Gauss-Newton re´gularise´e
Nous appliquons maintenant la re´gularisation de Tikhonov au proble`me de reconstruc-
tion de l’indice. Les ite´rations pour la re´gularisation L2 sont calcule´es par l’e´quation nor-
male (4.10) et les ite´rations pour la re´gularisation TV sont obtenues en re´solvant plusieurs
fois l’e´quation normale (4.17) pour calculer le terme de mise a` jour.
Les re´sultats pre´sente´s sur les Figures 4.5 et 4.6 sont obtenus en conside´rant respective-
ment la re´gularisation L2 (4.9) puis la re´gularisation TV (4.14). On voit que pour un faible
nombre de parame`tres, l’ajout d’un terme de re´gularisation n’ame´liore pas la reconstruc-
tion.
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Figure 4.3: Me´thode de Gauss-Newton sans re´gularisation avec N = 36 parame`tres com-
plexes
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Figure 4.4: Me´thode de Gauss-Newton sans re´gularisation avec N = 2035 parame`tres
complexes
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Figure 4.5: Me´thode de Gauss-Newton avec re´gularisation L2 et N = 36 parame`tres
complexes
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Figure 4.6: Me´thode de Gauss-Newton avec re´gularisation TV et N = 36 parame`tres
complexes
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Figure 4.7: Me´thode de Gauss-Newton avec re´gularisation L2 et N = 2035 parame`tres
complexes
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Figure 4.8: Me´thode de Gauss-Newton avec re´gularisation TV et N = 2035 parame`tres
complexes
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Par contre, avec un nombre de parame`tres plus conse´quent, comme illustre´ sur les Fi-
gures 4.7 et 4.8, les diffe´rences sont visibles. Ainsi, la me´thode de Gauss-Newton re´gula-
rise´e converge vers un re´sultat stable quand la me´thode non re´gularise´e diverge. De plus,
les valeurs finales de la fonction couˆt sont significativement ame´liore´es par l’augmentation
du nombre de parame`tres. Par ailleurs, contrairement aux re´sultats pre´sente´s sur les Fi-
gures 4.5 et 4.6, avec un grand nombre de parame`tres on observe sur les Figures 4.7(a)
et 4.8(a) que l’indice reconstruit de´pend fortement du terme de re´gularisation choisi. Ainsi,
le re´sultat pre´sente´ sur la Figure 4.7 a e´te´ obtenu en conside´rant la re´gularisation L2 (4.9).
Comme annonce´ dans la Section 4.1.2-A, on constate que la discontinuite´ entre la zone
exte´rieure (ou` l’indice vaut 2) et la zone inte´rieure (ou` l’indice vaut 2.2) est lisse´e. La
partie inte´rieure est ainsi entoure´e d’une couronne de zones ou` les valeurs de l’indice re-
construit sont proches de 2.1. De plus, des oscillations apparaissent dans la reconstruction,
notamment dans la partie inte´rieure qui devrait eˆtre constante a` 2.2. Comparativement, le
re´sultat obtenu avec la re´gularisation TV (4.14), pre´sente´ sur la Figure 4.8, est visiblement
plus net. Ceci rejoint la tendance ge´ne´ralement constate´e avec ce type de re´gularisation,
comme annonce´ a` la Section 4.1.2-B. Pour un indice exact pre´sentant de grands aplats
de valeurs, on obtient manifestement des reconstructions visuellement plus fide`les avec
la re´gularisation TV . Cependant, l’e´cart entre la simulation et les donne´es est quasiment
identique pour les deux types de re´gularisation. Ceci soule`ve la question du choix de la
fonction couˆt, ou tout du moins de la norme a` utiliser.
4.2 Me´thodes de Re´duction du nombre de variables
d’optimisation
Nous proposons maintenant deux me´thodes de re´duction du nombre de variables d’opti-
misation base´es sur l’inte´gration des me´thodes de de´tection de de´fauts a` la me´thode de
Gauss-Newton.
En pratique, la me´thode de Gauss-Newton produit une suite d’indices np qui, dans de
bonnes conditions, se rapprochent de l’indice recherche´ n?. De nombreux travaux traitent
de la rapidite´ de cette convergence et donnent un ordre de grandeur pour ‖n? − np‖ (voir
par exemple [Engl et al. 1989, Hohage 1997, Blaschke et al. 1997, Hofmann et al. 2007]).
Or, l’e´tape np de la reconstruction peut eˆtre conside´re´e comme une version de n
? avec des
de´fauts. Ainsi, les me´thodes de´crites au Chapitre 3 permettent d’obtenir une information
locale sur l’ade´quation entre np et n
?. En pratique, si on se re´fe`re a` la section 3.5.3, on peut
meˆme identifier les de´fauts les plus marque´s quand les autres valeurs de np sont relative-
ment proches du re´sultat recherche´. Nous proposons alors deux approches pour exploiter
cette information et ame´liorer le processus de recherche des valeurs de l’indice n?.
Comme pre´sente´ pre´ce´demment, pour gagner en pre´cision dans la recherche d’indice par
une me´thode de Gauss-Newton, il faut augmenter le nombre de parame`tres recherche´s.
Comme nous recherchons l’indice sous la forme
nε(x) =
∑
i=1...N
αi χZi(x),
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ceci revient a` augmenter le nombre N de zones Zi (re´duisant par la` meˆme leur taille).
Or, si l’indice recherche´ pre´sente effectivement un certain nombre d’endroits ou` ses valeurs
sont tre`s proches d’une constante, raffiner la recherche en augmentant le nombre de zones
Zi a` ces endroits est inutilement couˆteux.
Nous proposons alors en premier lieu une me´thode de reconstruction des valeurs de de´fauts
base´e sur la se´lection des parame`tres utiles afin de re´duire la dimension du proble`me tout
en essayant de pre´server la pre´cision. Ensuite, nous proposons une me´thode de raffinement
adaptatif pour gagner en pre´cision en faisant augmenter N le moins possible par le choix
du placement des zones supple´mentaires.
4.2.1 Me´thode de reconstruction des valeurs de de´fauts
Dans les chapitres pre´ce´dents, nous avons de´veloppe´ des me´thodes de localisation de de´-
fauts dans un indice de re´fe´rence. Nous nous inte´ressons maintenant a` la caracte´risation
de ces de´fauts par la reconstruction des valeurs effectives de l’indice aux endroits ayant
subi des perturbations. Ceci e´tant, nos me´thodes de localisation se sont re´ve´le´es efficaces
a` la Section 3.4.4 pour des de´fauts plus grands que le sixie`me de la longueur d’onde, aussi
nous ne conside´rons que des de´fauts qui ne sont pas trop petits par rapport a` la longueur
d’onde.
A - Pre´sentation de la me´thode
Sélection de paramètres
Gauss−Newton pour ces
paramètres uniquement
Estimation initiale
Carte des défauts
Figure 4.9: Proce´dure pour l’identification de de´fauts
Le principe de la me´thode est de re´duire la dimension du proble`me en ne reconstruisant que
les valeurs qui correspondent effectivement a` des de´fauts. Pour cela, comme illustre´ sur la
Figure 4.9, on commence alors par localiser ces de´fauts dans l’indice donne´ n0 a` partir des
mesures en calculant les valeurs de la fonction de localisation des de´fautsM{n1,n?}, de´finie
au The´ore`me 3.8. Le sous-ensemble de D correspondant aux de´fauts est alors se´lectionne´
en seuillant cette carte de valeurs. Ensuite, une me´thode de Gauss-Newton re´gularise´e est
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utilise´e pour calculer les valeurs de l’indice uniquement dans la zone se´lectionne´e avec la
pre´cision voulue et en conservant les valeurs des autres parame`tres.
B - Exemples nume´riques
Nous pre´sentons ici deux exemples d’applications de la me´thode de reconstruction des
valeurs de de´fauts.
Pour le premier exemple, nous reprenons a` titre comparatif la ge´ome´trie simple de´crite
a` la section 4.1.3 et sche´matise´e sur la Figure 4.1. Pour me´moire, l’indice exact vaut 2
partout sauf dans une petite zone circulaire ou` il est fixe´ a` 2.2. Cette petite zone symbolise
un de´faut dans un indice connu. L’estimation ide´ale est donc prise a` n0 = 2 dans D.
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Figure 4.10: Identification de de´fauts dans un cas simple en seuillant a` 70% du maximum
de M{n0,n?}
La Figure 4.10(a) montre les courbes de niveau de la fonction de localisation des de´fauts
M{n0,n?}, calcule´e a` partir de n0 et des mesures u∞ε . En seuillant ces valeurs a` 70% du
maximum, on se´lectionne alors 59 parame`tres, repre´sente´s en rose sur la Figure 4.10(b) et
cense´s contenir le support des de´fauts a` identifier. Cependant, le seuillage est trop restrictif
et la zone se´lectionne´e est plus petite que le de´faut recherche´. La Figure 4.10(c) illustre
ainsi le re´sultat de la me´thode de Gauss-Newton avec re´gularisation TV applique´e sur cette
partie des parame`tres en regroupant sous une seule zone tous les autres parame`tres dont
la valeur ne sera pas modifie´e. On constate que l’algorithme tente de compenser l’absence
des parame`tres ne´cessaires par une reconstruction aberrante des valeurs (notamment au
centre du de´faut).
En seuillant les valeurs de la fonction de localisation des de´fauts a` 25% de son maximum, on
se´lectionne maintenant 202 parame`tres, repre´sente´s sur la Figure 4.11(a). Cette fois-ci, ils
contiennent effectivement le support du de´faut. On constate alors que cette reconstruction
avec 202 parame`tres bien choisis est tre`s proche de celle obtenue avec l’ensemble des 2035
parame`tres illustre´e sur la Figure 4.8(a). De plus, comme une grande partie de l’indice
initial n’a pas e´te´ modifie´e, les oscillations parasites pre´sentes sur la Figure 4.8(a) sont
quasi-absentes sur la Figure 4.11(b).
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Figure 4.11: Identification de de´fauts dans un cas simple en seuillant a` 25% du maximum
de M{n0,n?}
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Figure 4.12: Validation a posteriori de l’identification de de´fauts
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A titre de validation a posteriori, la Figure 4.12 compare la carte des valeurs de la fonc-
tion de localisation des de´fauts avant et apre`s la reconstruction se´lective de l’indice. On
constate une tre`s nette diminution des valeurs au niveau de la zone reconstruite, attestant
du bon fonctionnement de la me´thode. Nous ve´rifions ensuite que ce bon comportement
n’est pas re´duit au cas simple de ce premier exemple.
Pour le second exemple exemple, nous illustrons alors la me´thode de reconstruction des
valeurs de de´fauts dans un indice pre´sentant moins de syme´tries, tant pour sa ge´ome´trie
que pour ses valeurs. De plus, contrairement au cas simple pre´ce´dent, les donne´es sont
maintenant bruite´es. Les mesures utilise´es u∞ sont perturbe´es par l’ajout de 2% de bruit
uniforme.
La Figure 4.13 pre´sente les valeurs re´elles et imaginaires de l’indice conside´re´ avant l’ap-
parition de de´fauts. Ce sont ces valeurs qui nous serviront d’estimation initiale n0. Le
diame`tre de l’objet est environ du double de la longueur d’onde (on conserve le nombre
d’onde k = 6 des exemples pre´ce´dents).
Sur la Figure 4.14, sont repre´sente´es les valeurs de l’indice conside´re´ apre`s apparition de
de´fauts. C’est donc l’indice exact n? de l’objet e´tudie´ au moment des mesures (qui sont
maintenant perturbe´es par l’ajout de 2% de bruit uniforme).
La Figure 4.15(a) montre la localisation des de´fauts obtenue en comparant le champ loin-
tain engendre´ par l’indice n0 de la Figure 4.13 et les mesures obtenues avec l’indice n
? de
la Figure 4.14. Comme indique´ sur la Figure 4.9, on seuille ensuite ces valeurs a` 25% de
leur maximum pour se´lectionner les parame`tres correspondants aux de´fauts a` identifier.
Les parame`tres retenus sont indique´s sur la Figure 4.15(b). Le re´sultat qui s’en suit apre`s
3 ite´rations de la me´thode de Gauss-Newton avec re´gularisation TV sur 181 parame`tres
parmi 1106 est alors affiche´ sur les Figures 4.15(c) et 4.15(d). On constate sur la Figure 4.16
la meˆme diminution des valeurs de la fonction de localisation des de´fauts que pre´ce´dem-
ment. Ainsi, cette me´thode de reconstruction des valeurs de de´fauts est satisfaisante bien
qu’effectue´e sur le quart des parame`tres. En effet, graˆce a` cette se´lection, les oscillations
parasites dans les valeurs de´ja` connues ont e´te´ e´vite´es.
4.2.2 Me´thode de raffinement adaptatif des zones de reconstruction
La seconde me´thode consiste a` augmenter progressivement la pre´cision avec un nombre
minimal de parame`tres. Le but est de produire a` faible couˆt une premie`re approximation
de l’indice.
A - Pre´sentation de la me´thode
Le principe, illustre´ sur la Figure 4.17, est le suivant. On commence avec premie`re ite´ration
de Gauss-Newton sur un faible nombre de parame`tres. Puis, pour chaque parame`tre la
moyenne des valeurs de M{n1,n?}(z) est e´value´e sur la zone Zi ⊂ D lui correspondant. A
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Figure 4.13: Valeurs de l’indice avant de´fauts : estimation initiale n0
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Figure 4.14: Valeurs de l’indice avec de´fauts recherche´ : n?
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Figure 4.15: Identification de de´fauts avec 2% de bruit ajoute´ aux mesures
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Figure 4.16: Validation a posteriori de l’identification de de´fauts
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Estimation initiale : n0
Carte des défauts
Gauss−Newton pour
N paramètres : n1
Gauss−Newton pour
N+3k paramètres : n2
Sélection de k paramètres
Séparation de chacun de ces k
paramètres en 4 sous−paramètres
Figure 4.17: Proce´dure pour le raffinement adaptatif de la ge´ome´trie
partir de cette carte grossie`re des de´fauts, on de´termine les zones dans lesquelles la valeur
de la reconstruction est la moins repre´sentative en moyenne des valeurs de n? (sur cette
zone). Les zones qui correspondent aux plus fortes valeurs moyennes de M{n1,n?}(z) sont
alors subdivise´es en un certain nombre de sous-zones (par exemple en 4 sur nos exemples).
L’indice suivant (n2) est ensuite calcule´ par Gauss-Newton sur ce nouveau de´coupage
plus fin de D. Le processus de se´lection-de´coupage-reconstruction est alors ite´re´ jusqu’a`
atteindre un nombre fixe´ de zones ou tant que la taille des nouvelles zones reste supe´rieure
a` un minimum qu’on se donne.
B - Exemples nume´riques
Nous illustrons cette me´thode pour la reconstruction de l’indice sur le cas simple pre´sente´
a` la section 4.1.3 avec un maximum de 13 zones. Par contre, contrairement a` l’exemple
de la Section 4.2.1, nous ne cherchons pas un de´faut dans un indice connu mais une
approximation ge´ne´rale de l’indice. Il faut donc de´finir une premie`re estimation de l’indice
n0. Or, comme la moyenne des valeurs de l’indice recherche´ est tre`s proche de 2, nous
gardons comme estimation initiale l’indice n0 = 2 partout dans D. Suivant la proce´dure
de´crite sur la Figure 4.17, la me´thode de Gauss-Newton est alors applique´e pour N = 4
parame`tres. Par ailleurs, au vu du faible nombre de parame`tres et en nous appuyant sur
les re´sultats illustre´s dans la section 4.1.3, aucune re´gularisation n’a e´te´ utilise´e pour cet
exemple.
Le re´sultat apre`s 2 ite´rations est illustre´ sur les Figures 4.18(a) et 4.18(b). De cet indice
on tire une carte des de´fauts repre´sente´e sur la Figure 4.18(c). En comparant les moyennes
108 4. Localisation de de´fauts et reconstruction d’indices
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
 
 
1.99
2
2.01
2.02
2.03
2.04
(a) Partie re´elle de n2(x)
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
 
 
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
x 10−3
(b) Partie imaginaire de n2(x)
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(f) Partie imaginaire de n5(x)
Figure 4.18: Raffinement adaptatif : cycle 1
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des valeurs deM{n5,n?}(z) sur chacune des 4 zones, on se´lectionne ainsi le quart supe´rieur
droit (Figure4.18(d)). Cette zone est alors divise´e en 4 sous-zones et l’indice est ensuite
recherche´ avec 7 parame`tres. Le re´sultat apre`s 3 ite´rations supple´mentaires (n5) est illustre´
sur les Figures 4.18(e) et 4.18(f).
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Figure 4.19: Raffinement adaptatif : cycle 2
Les Figures 4.19 et 4.20 montrent les deux cycles de raffinement suivants. On termine donc
ici avec N = 13 parame`tres et une reconstruction n9 dont on devine bien qu’elle cherche a`
approcher la ge´ome´trie du petit cercle inte´rieur. Comme ce petit cercle est a` cheval sur les
zones issues de la premie`re sub-division, la de´tection des de´fauts permet de se´lectionner de
manie`re pertinente les zones qui ne´cessiteraient plus de parame`tres pour eˆtre correctement
reconstruites.
A titre de comparaison, la Figure 4.21 met coˆte-a`-coˆte les valeurs de (la partie re´elle de)
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Figure 4.20: Raffinement adaptatif : cycle 3
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Figure 4.21: Comparaison de l’indice recherche´ avec la reconstruction obtenue apre`s 3
cycles de raffinement ite´ratif
l’indice n9 et de l’indice recherche´ sur la meˆme e´chelle de couleurs. On constate ainsi que
les zones ont e´te´ de´coupe´es de manie`re a` pouvoir suivre la ge´ome´trie interne de l’objet
e´tudie´ et que ceci permet a` la reconstruction d’obtenir des valeurs cohe´rentes avec l’indice
exact malgre´ un faible nombre de zones.
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Figure 4.22: Valeurs de la fonction couˆt en fonction de l’e´tape p de Gauss-Newton avec
raffinements successifs
Enfin, la Figure 4.22 montre l’e´volution de la fonction couˆt J (4.3) pour chaque e´tape
successive de la me´thode de Gauss-Newton. On voit nettement qu’apre`s chaque raffinement
(p = 1, 3, 6 et 8) la me´thode de Gauss-Newton permet de re´duire l’e´cart entre simulation
et mesure. Par contre, la fonction couˆt stagne tre`s rapidement apre`s la premie`re ite´ration
suivant chaque raffinement : avec si peu de parame`tres, la me´thode de reconstruction
globale a` une marge de manœuvre trop re´duite. Ceci e´tant, on obtient avec tre`s peu de
parame`tres une progression tout a` fait satisfaisante.
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Figure 4.23: Raffinement adaptatif : cycles 1 et 2
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Figure 4.24: Raffinement adaptatif : cycle 3
Comme la me´thode de raffinement adaptatif donne des re´sultats satisfaisants dans le cas
simple que nous venons d’illustrer, nous nous inte´ressons ensuite a` son comportement avec
un indice dont la reconstruction semble plus complique´e. Nous reprenons ainsi la proce´dure
de raffinement adaptatif pour la recherche sommaire de l’indice n? pre´sente´ a` la Figure 4.14.
La` encore, sa valeur moyenne est proche de 2 et nous choisissons comme estimation initiale
l’indice n0 = 2 partout dans D. Par ailleurs, les mesures sont perturbe´es par l’ajout de
2% de bruit uniforme. La Figure 4.23 montre alors la re´alisation des e´tapes successives de
raffinement adaptatif pour cet indice. On constate que meˆme sur cet exemple non trivial
la reconstruction par raffinement ite´ratif arrive a` traiter simultane´ment les valeurs et la
ge´ome´trie de l’indice recherche´.
La Figure 4.25 permet de comparer les valeurs de la reconstruction n10 avec celles de n
?
sur la meˆme e´chelle de couleurs. La ressemblance avec seulement 13 parame`tres est tout a`
fait satisfaisante, surtout si on compare avec le re´sultat obtenu par la me´thode de Gauss-
Newton standard applique´e directement sur 13 parame`tres re´partis uniforme´ment.
Enfin, le comportement de la fonction couˆt qu’on peut voir sur la Figure 4.26 est similaire
a` celui affiche´ a` l’exemple pre´ce´dent (Figure 4.22).
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Figure 4.25: Comparaison du raffinement ite´ratif avec l’indice recherche´ et avec une re-
construction non-adaptative sur le meˆme nombre de zones
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Figure 4.26: Valeurs de la fonction couˆt apre`s chaque ite´ration de la me´thode de Gauss-
Newton avec raffinements successifs
4.3 Un nouveau terme de fide´lite´
Nous nous inte´ressons maintenant a` l’utilisation de la localisation de de´fauts directement
comme indicateur a` minimiser pour reconstruire les valeurs de l’indice.
Lorsque l’on dispose de mesures et d’un mode`le reliant ces mesures a` un parame`tre, il est
naturel de rechercher le parame`tre en choisissant celui qui re´duit au mieux l’e´cart entre
la simulation par le mode`le et les mesures. Comme nous l’avons fait remarquer dans la
Section 4.1 de ce chapitre, le sens qu’on donne a` l’expression “re´duit au mieux l’e´cart”
influe fortement sur le re´sultat qui en de´coule. Plus la mesure de cet e´cart est adapte´e
au proble`me, plus le re´sultat sera pertinent. On induit donc de´ja` un a priori sur ce qu’on
cherche de`s la de´finition du protocole de recherche.
Or, dans le cas pre´cis des indices de re´fraction inhomoge`nes, nous disposons maintenant
d’un nouvel indicateur de l’ade´quation entre le parame`tre propose´ et le parame`tre recher-
che´. En effet, les me´thodes de de´tection de de´fauts du Chapitre 3 sont en mesure d’indiquer
quels parame`tres d’un indice np sont corrects par rapport aux parame`tres de l’indice re-
cherche´ n?. Par exemple, si on a re´ussi a` reconstruire les valeurs de n? sur une partie Ω
de D, avec la fonction M du The´ore`me 3.8 on aura
M{np,n?}(z) = 0, ∀z ∈ Ω.
avec en particulier l’identite´ suivante :
M{n?,n?}(z) = 0, ∀z ∈ Rd. (4.22)
Rappelons enfin que, contrairement a` ce que peut laisser croire l’indice n? dans l’e´criture
M{np,n?}, l’e´valuation de cette fonction pour identifier les parame`tres correctement re-
construits ne requiert pas la donne´e de l’indice n?, mais seulement la donne´e des mesures
u∞ qu’il induit (ou, a` de´faut, u∞ε ). Au lieu de mesurer la distance entre la simulation et
les mesures, donne´e par ‖F(n)− u∞‖, on peut aussi mesurer les de´fauts de l’indice np par
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rapport a` l’indice n?. Nous proposons pour cela l’utilisation de la fonction couˆt
JM(n) :=
∥∥M{n,n?}∥∥2X . (4.23)
Dans un premier temps, nous allons comparer pour diffe´rents indices le comportement de
la fonction couˆt JM a` celui de la fonction couˆt J de´finie en (4.3). Ensuite, nous pre´sentons
deux exemples nume´riques de reconstruction d’indice par une me´thode de Gauss-Newton
re´gularise´e applique´e a` JM.
4.3.1 Comparaison des valeurs de JM et de J dans un cas simple
Pour se faire une ide´e du comportement possible de la fonctionnelle JM (4.23) autour du
point n?, on peut commencer par e´tudier ses valeurs en fonction d’un indice nz constant
dans D. Cet indice est de´fini par nz(x) = z pour x ∈ D, z ∈ C, et e´tendu par 1 en
dehors de D. Nous prenons ensuite comme re´fe´rence l’indice n? de´fini a` la Section 4.1.3 et
sche´matise´ sur la Figure 4.1.
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Figure 4.27: Comparaison de deux termes de fide´lite´ en fonction de l’indice nz pour z
dans le plan complexe, sur un cas simple
La Figure 4.27 repre´sente alors les courbes de niveau dans le plan complexe des (loga-
rithmes des) fonctions z 7→ JM(nz) (4.23) et z 7→ J(nz) (4.3). La moyenne des valeurs
de n? dans D est estime´e nume´riquement a` 2.0148 et on constate que les deux fonctions
pre´sentent un tre`s net bassin de valeurs de´croissantes centre´ pre`s de z = 2. Par ailleurs,
sur la plage de valeurs complexes conside´re´es, il ne semble pas y avoir d’autre minimum
local. A une syme´trie par rapport a` l’axe re´el pre`s, les deux termes de fide´lite´ ont un com-
portement similaire. Au moins dans le cas d’un seul parame`tre complexe, on peut ainsi
espe´rer que chercher n? en minimisant JM s’ave`re aussi efficace que de minimiserJ .
Meˆme avec l’indice n? pre´sente´ a` la Figure 4.14 et 2% de bruit ajoute´ aux mesures, la
Figure 4.28 ame`ne un constat similaire. La fonctionnelle JM semble seulement le´ge`rement
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Figure 4.28: Comparaison de deux termes de fide´lite´ en fonction de l’indice nz pour z
dans le plan complexe, sur un cas non-trivial avec 2% de bruit ajoute´ aux
mesures
plus sensible au bruit que J . On peut alors s’attendre a` des difficulte´s supple´mentaires
pour le calcul nume´rique d’une approximation de n? en cherchant a` minimiser JM.
Comme il est difficile de repre´senter les valeurs de la fonction couˆt pour une plage d’indices
non-constants, nous proposons d’e´tudier son e´volution dans le cas des indices particuliers
d’une reconstruction par me´thode de Gauss-Newton re´gularise´e. Nous comparons alors
l’e´volution des fonctions couˆt J et JM sur deux des exemples traite´s pre´ce´demment.
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Figure 4.29: Comparaison de deux termes de fide´lite´ au cours de reconstructions
La Figure 4.29(a) pre´sente la comparaison de ces deux fonctions couˆt dans le cadre de la
reconstruction de l’indice de´fini par les disques emboˆıte´s (Figure 4.8). La premie`re consta-
tation tre`s encourageante est que les deux fonctions de´croissent en meˆme temps. Il est donc
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possible que la minimisation de la fonction JM permette de reconstruire l’indice recherche´.
La seconde constatation est que les petites variations apporte´es par la reconstruction aux
e´tapes p > 2 font remonter JM la` ou J stagne. Or ces petites variations consistent en ge´-
ne´ral en l’amplification des oscillations parasites qu’on cherche a` e´viter. La fonction couˆt
JM pourrait ainsi eˆtre un meilleur indicateur que J pour des reconstructions d’indices
constants par morceaux. Le meˆme comportement est observe´ sur la Figure 4.29(b) qui
repre´sente l’e´volution des deux fonctions couˆt sur l’exemple du raffinement adaptatif pour
un indice non-trivial (Figures 4.23, 4.25 et 4.26).
4.3.2 Une me´thode de Gauss-Newton pour minimiser JM
On s’inte´resse maintenant a` la reconstruction pratique de l’indice par la minimisation de
la fonctionnelle JM.
Pour espe´rer la convergence d’une me´thode comme celle de Gauss-Newton, il faut en
premier lieu que l’indice recherche´ caracte´rise le minimum de la fonctionnelle dans le cas
de donne´es u∞ non bruite´es. Cette caracte´risation n’est pas encore e´tablie. Ne´anmoins, en
faisant intervenir la notion de valeur propre de transmission, nous proposons le re´sultat
suivant.
The´ore`me 4.13. On suppose que les ensembles de directions d’e´missions et de mesures
co¨ıncident (Γm = Γe = S
d−1). Soient n0 et n? ∈ L∞(D) deux indices a` valeurs re´elles,
et soit Ω := support(n? − n0) ⊂ D. Si, en suivant la de´finition 2.18, k2 n’est pas valeur
propre de transmission pour la paire d’indices (n(x) = 1, n?) dans Ω et si
M{n0,n?}(x) = 0, ∀x ∈ D
alors on a l’alternative suivante :
– soit Ω = ∅ et donc n0(x) = n?(x), ∀x ∈ D,
– soit k est une valeur propre de transmission pour la paire (n0, n
?) dans Ω.
De´monstration : Si k n’est pas valeur propre de transmission pour la paire (n0, n
?), alors
par le The´ore`me 3.8 : x /∈ Ω est e´quivalent a`M{n0,n?}(x) = 0. Ainsi, quandM{n0,n?}(x) =
0, ∀x ∈ D, on en de´duit que Ω = ∅ et donc par de´finition que n0(x) = n?(x), ∀x ∈ D.
Afin de mettre en oeuvre une des me´thodes de Gauss-Newton re´gularise´es pre´sente´es aux
Sections 4.1.2-A ou 4.1.2-B, il faut pouvoir calculer la diffe´rentielle de M{·,n?} qui est
donne´e par le lemme suivant :
Lemme 4.14. Quand elle existe, la diffe´rentielle R-line´aire de l’application n 7→ M{n,n?},
de´finie au The´ore`me 3.8, au point n ∈ L∞(D) et dans la direction dn ∈ L∞(D) est la
fonction de L2(D) donne´e par(
DM{·,n?}(n) dn
)
(z) = −2
(
M{n,n?}(z)
)2
Re
〈
W ‡un(·, z), W ‡(vs −X0W ‡un(·, z))
〉
L2(Γe)
,
(4.24)
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ou` W ‡ est un pseudo-inverse de |W∞| 12 , W∞ e´tant de´fini en (2.5) et ou` vs est la diffe´ren-
tielle de un caracte´rise´e par le syste`me (4.8). Enfin, X0 est l’endomorphisme de L
2(Γe)
de´fini comme la solution du syste`me de trois e´quations de Sylvester
X±
∣∣∣W˜ ± W˜ ?∣∣∣+ ∣∣∣W˜ ± W˜ ?∣∣∣X± = (W˜ ± W˜ ?)(∂nW˜ (n) dn± ∂nW˜ ?(n) dn)
+
(
∂nW˜ (n) dn± ∂nW˜ ?(n) dn)
(
W˜ ± W˜ ?),
W
1
2
#X0 +X0W
1
2
# = X+ +X−,
(4.25)
l’ope´rateur ∂nW˜ (n) dn e´tant de´fini sur L
2(Γe) par
∂nW˜ (n) dn = (I − 2ik |γ|2 ∂nW∞(n) dn)W∞ + Sn∂nW∞(n) dn, (4.26)
avec l’ope´rateur de scattering Sn introduit au Lemme 2.11 et
∂nW
∞(n) dn : g 7→ − 〈g, v∞〉 , (4.27)
ou` v∞ est la diffe´rentielle de F calcule´e au Lemme 4.5.
Remarque 4.15. Comme dans le cas de la fonction G˜ pour la re´gularisation TV , la fonc-
tionM est de´finie par une norme et n’est donc pas C-diffe´rentiable. Par abus de notation,
on identifie la diffe´rentielle du lemme ci-dessus avec l’application R-line´aire de´finie sur le
produit de R-espaces vectoriels L∞(D,R)× L∞(D,R).
De´monstration : D’apre`s le The´ore`me 3.8, la fonction M{n,n?}(z) est donne´e par
M{n,n?}(z) :=
∥∥∥W ‡un(·, z)∥∥∥−2 .
Nous proce´dons par e´tapes :
1. Pour diffe´rentier M par rapport a` n on introduit la fonction f : L∞(D) → L2(Γe)
de´finie par
f(n) := W ‡un(·, z). (4.28)
En de´rivant la norme au carre´ compose´e par la fonction scalaire x 7→ x−1 il vient
DM{·,n?}(n) dn = −2(M{n,n?})2Re 〈f, Df(n) dn〉L2(Γe) . (4.29)
2. On de´rive maintenant f , qui, d’apre`s (4.28), ve´rifie la relation
W
1
2
# · f(n) = un. (4.30)
En utilisant la de´monstration du Lemme 4.5 et en diffe´rentiant (4.30), il vient(
∂nW
1
2
#(n) dn
) · f(n) +W 12# ·Df(n) dn = vs,
ou` vs est la solution du syste`me (4.8). On en de´duit donc
Df(n) dn = W ‡vs −W ‡(∂n[W 12# ](n) dn)f(n). (4.31)
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3. Il faut maintenant de´river l’ope´rateur W
1
2
# par rapport a` n. Pour ce faire, notons
√
l’application “racine” pour les ope´rateurs positifs auto-adjoints de´finie par
√
(L) := L
1
2 .
Alors, on notant X = D
√
(A)H la diffe´rentielle de l’application “racine” au point
A dans la direction H, l’ope´rateur X est la solution, quand elle existe, de l’e´quation
de Sylvester
A
1
2X +XA
1
2 = H. (4.32)
Ainsi, si W# n’est pas nul, on obtient
∂nW
1
2
#(n) dn = D
√
(W#) ∂nW#(n) dn = X0,
ou X0 est la solution de l’e´quation
W
1
2
#X0 +X0W
1
2
# = ∂nW#(n) dn. (4.33)
De plus, l’ope´rateurW# est de´fini au The´ore`me 3.8 parW# =
∣∣∣W˜ + W˜ ?∣∣∣+∣∣∣W˜ − W˜ ?∣∣∣.
Or, la valeur absolue d’un ope´rateur L e´tant de´finie par |L| = (L?L) 12 , on a∣∣∣W˜ ± W˜ ?∣∣∣ = √ ◦ C(W˜ ± W˜ ?), (4.34)
ou` l’application “carre´”C est de´finies sur L (Γe,Γm) par
C(L) := L?L.
Alors, en de´veloppant (4.34) et en utilisant (4.32), il suit que ∂nW#(n) dn est donne´e
par la diffe´rentielle
∂nW#(n) dn = X+ +X−, (4.35)
ou` X± est la solution de
X±
∣∣∣W˜ ± W˜ ?∣∣∣+ ∣∣∣W˜ ± W˜ ?∣∣∣X± = (W˜ ± W˜ ?)(∂nW˜ (n) dn± ∂nW˜ ?(n) dn)
+
(
∂nW˜ (n) dn± ∂nW˜ ?(n) dn)
(
W˜ ± W˜ ?). (4.36)
On obtient ainsi la diffe´rentielle de W
1
2
# en combinant (4.36), (4.35) et (4.33) pour
former le syste`me (4.25).
4. La dernie`re e´tape est la de´rivation de W˜ par rapport a` n. De par sa de´finition a` la
Proposition 2.14, cet ope´rateur est le produit de l’ope´rateur de scattering Sn, de´fini
au Lemme 2.11, par la diffe´rence des champ lointains, note´e pre´ce´demment W∞.
Avec les indices n et n?, il vient
Sn = I + 2ik |γ|Fn,
W∞ = Fn? − Fn.
De plus, avec les notations de ce chapitre, l’ope´rateur de champ lointain Fn (1.16)
est le produit scalaire par F(n)(·, xˆ)
Fng(xˆ) =
〈
g, F(n)(·, xˆ)
〉
. (4.37)
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Sa diffe´rentielle par rapport a` n est alors le produit scalaire par la (conjugaison com-
plexe de la) diffe´rentielle de F . Comme indique´ dans la de´monstration du Lemme 4.5,
ceci est le champ lointain v∞ de la solution au syste`me (4.8). La diffe´rentielle de W∞
dans la direction dn est alors de´finie sur L2(Γe) par (4.27) et il s’en suit celle de W˜ ,
de´finie par (4.26) .
Pour les raisons pre´sente´es dans la Section 3.3, il apparaˆıt plus inte´ressant d’utiliser l’ope´-
rateur |W∞| au lieu de W# dans la construction de la fonction M{n,n?}. Ainsi, on donne
l’expression de sa diffe´rentielle dans ce cas qui sera utilise´ par la suite.
Corollaire 4.16. Quand elle existe, la diffe´rentielle R-line´aire de l’application n 7→ M{n,n?}
construite autour de l’ope´rateur |W∞|, au point n ∈ L∞(D) et dans la direction dn ∈
L∞(D) est la fonction de L2(D) donne´e par(
DM{·,n?}(n) dn
)
(z) = −2
(
M{n,n?}(z)
)2
Re
〈
W ‡un(·, z), W ‡(vs −X0W ‡un(·, z))
〉
L2(Γe)
,
(4.38)
ou` W ‡ est un pseudo-inverse de |W∞| 12 , W∞ e´tant de´fini en (2.5) et ou` vs est la diffe´ren-
tielle de un caracte´rise´e par le syste`me (4.8). Enfin, X0 est l’endomorphisme de L
2(Γe)
de´fini comme la solution du syste`me d’e´quations de Sylvester{
|W |X1 +X1 |W | =
(
W∞
)?(
∂nW
∞(n) dn
)
+
(
∂nW
∞(n) dn
)?
W∞,
|W | 12 X0 +X0 |W |
1
2 = X1,
(4.39)
l’ope´rateur ∂nW
∞(n) dn e´tant de´fini en (4.27).
De´monstration : La de´monstration suit point par point celle du Lemme 4.14, seule est
a` recalculer l’e´tape 3 pour l’ope´rateur |W∞| :
3’. En reprenant (4.34), on a
|W∞| 12 =
√
◦
√
◦ C(W∞). (4.40)
Alors, si W∞ n’est pas nul (c’est-a`-dire si n 6= n?), il s’en suit en appliquant deux
fois (4.32) que l’application ∂nW
∞(n) dn est donne´e par la solution au syste`me (4.39).
Avec la diffe´rentielle de M{·,n?}, il est maintenant possible de line´ariser cette application
dans la fonctionnelle JM afin de rechercher l’indice n? par une me´thode de Gauss-Newton
re´gularise´e. En conside´rant par exemple la re´gularisation TV pre´sente´e a` la Section 4.1.2-B,
on construit donc la suite d’indices
np+1 := np + dnp, (4.41)
ou` le terme de mise a` jour dnp est le minimiseur de l’e´quation normale (non-line´aire dans
le cas de la re´gularisation TV )
JM(dn) :=
∥∥M{np,n?} +DM{·,n?}(np) dn∥∥2L2(D) + λ
∥∥∥∥√|∇dn|2 + β∥∥∥∥
L1(D)
. (4.42)
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Comme pour (4.14), β > 0 est un (petit) parame`tre de lissage pour rendre la re´gularisation
diffe´rentiable. La direction de descente dnp peut alors eˆtre calcule´e par une me´thode de
Newton classique.
4.3.3 Exemples d’application
Nous illustrons maintenant les re´sultats obtenus en reconstruisant un indice par la me´thode
de Gauss-Newton re´gularise´e (4.42) qui cherche a` minimiser la fonctionnelle JM (4.23).
Pour ce faire, nous reprenons l’indice simple pre´sente´ a` la Section 4.2.1 et une estimation
initiale n0 fixe´e a` n0 = 2 dans D. Cet indice est re´el et en prenant des ensembles de
directions d’e´missions et de mesures recouvrant S1 nous sommes ainsi dans le cadre du
The´ore`me 3.8 qui e´tablit que M{·,n?} est bien une fonction de localisation des de´fauts.
Par ailleurs, comme pour les exemples pre´ce´dents, le nombre d’onde reste fixe´ a` k = 6 et
le terme de re´gularisation λ est choisi pour de´croˆıtre avec le nombre d’ite´ration en e´tant
comparable au centie`me de la norme de la matrice a` inverser :
λp :=
∥∥(DM{np,n?})?DM{np,n?}∥∥
100p
(4.43)
La Figure 4.30 permet alors de comparer les re´sultats qu’on obtient dans exactement
les meˆmes conditions en utilisant l’e´quation normale (4.14) ou l’e´quation normale (4.42).
On constate tout d’abord que, sur cet exemple, la fonctionnelle J (4.3) e´volue tre`s peu
apre`s la seconde ite´ration. Comparativement, la progression de la fonctionnelle JM, de´finie
en (4.23), est plus lente mais il ne faut pas perdre de vue que ces deux fonctionnelles ne
mesurent pas la meˆme chose. D’ailleurs, la reconstruction obtenue en minimisant JM
semble (au moins visuellement) de meilleure qualite´ que celle obtenue par la minimisation
de J . En effet, on voit sur la Figure 4.31(b) nettement plus d’oscillations parasites dans la
grande zone ou` l’indice exact vaut 2 que sur la Figure 4.31(d), malgre´ l’utilisation d’une
re´gularisation en variation totale. Ce premier exemple de reconstruction est donc tre`s
encourageant.
Nous conside´rons alors un second exemple avec la reconstruction de l’indice n? pre´sente´
sur la Figure 4.14 avec des mesures perturbe´es par l’ajout de 2% de bruit uniforme. On
suppose connaˆıtre une bonne approximation de la moyenne des valeurs de n? et nous
utilisons cette valeur comme estimation initiale en fixant n0 = 2 dans D. Cependant,
meˆme si cette estimation initiale est re´elle, l’indice recherche´ est a` valeurs complexes et
nous n’avons plus de garantie sur le lien entre la fonction M{·,n?} et la localisation des
de´fauts.
Pour autant, on voit sur la Figure 4.31 des re´sultats similaires a` ceux de la Figure 4.30. En
effet, sur cet exemple aussi, la fonctionnelle J (4.3) stagne apre`s deux ite´rations alors que
l’e´volution de la fonctionnelle JM est plus lente mais permet au final de gagner un ordre de
grandeur supple´mentaire. De meˆme, la reconstruction sur la Figure 4.31(d) pre´sente moins
d’oscillations et semble visuellement plus proche de l’indice recherche´. La reconstruction
4.3. Un nouveau terme de fide´lite´ 123
0 1 2 3 4 5 6 7 8 9 1010
−4
10−2
100
102
(a) Valeurs de ‖F(n)− u∞n?‖2 en fonction de p
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
 
 
2
2.05
2.1
2.15
2.2
(b) Reconstruction en minimisant
‖F(n)− u∞n?‖2
0 1 2 3 4 5 6 7 8 9 1010
−3
10−2
10−1
(c) Valeurs de
∥∥M{n,n?}∥∥2 en fonction de p −1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
 
 
2
2.05
2.1
2.15
2.2
(d) Reconstruction en minimisant
∥∥M{n,n?}∥∥2
Figure 4.30: Comparaison des reconstructions par minimisation de J et de JM dans un
cas simple
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Figure 4.31: Comparaison des reconstructions par minimisation de J et de JM dans un
cas non-trivial
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obtenue en minimisant JM semble (au moins visuellement) de meilleure qualite´ que celle
obtenue par la minimisation de J .
Nous avons donc pre´sente´ avec cet exemple un cas ou` la reconstruction obtenue en mini-
misant la norme deM{n,n?} donne un re´sultat plus satisfaisant qu’avec la fonctionnelle J
classique. Cependant, ce re´sultat est a` tempe´rer par certains facteurs qui n’apparaissent
pas sur la Figure 4.31. En particulier, le calcul de la diffe´rentielle DM{·,n?}(n) donne´e au
Corollaire 4.16 pre´sente de grandes instabilite´s nume´riques. Ces instabilite´s semblent dues
majoritairement au calcul de la diffe´rentielle du pseudo-inverse. Pour obtenir des calculs
convergents nous avons re´duit le nombre de directions d’e´missions/re´ceptions a` 12 (pour
un total de 144 mesures). Le fait d’obtenir une reconstruction satisfaisante avec peu de
mesures est e´videmment tre`s inte´ressant du point de vue pratique. Mais a` partir de 20
directions d’e´missions/re´ceptions, le conditionnement global de la diffe´rentielle explose et
la reconstruction de l’indice n’est plus possible. La consistance globale de cette me´thode
reste donc a` e´tudier afin de cerner son cadre de validite´.

Conclusion
Dans cette the`se, nous nous sommes inte´resse´s a` l’e´tude de certains proble`mes inverses en
propagation d’ondes acoustiques.
La premie`re partie de ce travail a porte´ sur la localisation de de´fauts a` partir de me-
sures de champ lointain. Le terme “de´faut” de´signe une diffe´rence entre l’indice actuel et
un indice de re´fe´rence. Le re´sultat principal qui est de´montre´ est la caracte´risation du
support d’un de´faut a` partir de tests sur un ope´rateur de´fini comme la diffe´rence entre
les mesures effectives et des valeurs de re´fe´rence (correspondant a` l’indice sans de´fauts).
Pour ce faire,dans un premier temps, il a e´te´ montre´ la possibilite´ d’affirmer si un point se
situe (ou non) dans le support des de´fauts par l’appartenance (ou non) d’une fonction test
bien choisie a` l’image d’un ope´rateur repre´sentant le rayonnement en champ lointain, pour
l’indice non perturbe´, de la restriction d’une source au support des de´fauts. Par ailleurs,
on montre que la fonction test a` utiliser peut eˆtre obtenue directement, et donc calcule´e
nume´riquement par la suite, comme une solution d’un proble`me de Helmholtz bien de´-
termine´. Dans un second temps, l’ope´rateur pre´ce´demment introduit est mis en e´vidence
dans une factorisation de l’ope´rateur repre´sentant la diffe´rence des mesures. Cependant,
cette factorisation, en l’e´tat, ne nous permet pas a priori de construire un test explicite
de localisation de de´fauts a` partir de l’ope´rateur de mesures. Alors, par combinaison avec
l’ope´rateur de scattering pour l’indice non perturbe´, nous construisons un nouvel ope´ra-
teur admettant une factorisation syme´trique, au moins dans le cas d’indices re´els et pour
un ensemble d’e´missions/re´ceptions complet, comparable a` celui de rayonnement caracte´-
risant le support des de´fauts. Il s’en suit finalement une identification de ce support base´e
sur les mesures.
Dans le chapitre suivant, nous avons de´veloppe´ et valide´ nume´riquement diffe´rentes ap-
proches nume´riques exploitant la caracte´risation pre´ce´dente. Elle a ainsi e´te´ tout d’abord
reformule´e comme un proble`me de minimisation sous contrainte, au point a` tester, et don-
nant alors une fonction dont le support co¨ıncide avec le lieu des de´fauts a` retrouver. Cette
nouvelle formulation e´tend la“Factorization Method” a` la localisation d’inclusions dans des
milieux inhomoge`nes. Nous avons alors successivement propose´ deux sche´mas permettant
cette localisation. Le premier est base´ sur la re´solution du proble`me de minimisation (par
me´thode de plus profonde descente ou de gradient projete´), et le second sur une de´composi-
tion spectrale (par de´composition en valeurs singulie`res) de l’ope´rateur de mesures modifie´.
Toutefois, bien que donnant des re´sultats nume´riques tre`s satisfaisants, la construction de
ces me´thodes ne´cessite des ensembles de mesures et de re´ceptions identiques. Ainsi, afin de
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proposer un cadre d’application e´tendu et plus re´aliste, nous avons propose´ une troisie`me
me´thode base´e sur un ope´rateur de mesures simplifie´ qui a e´te´ applique´e a` des donne´es
issues d’indices complexes et pour des ensembles d’e´missions/re´ceptions distincts.
Enfin, la dernie`re partie s’inte´resse a` la reconstruction des valeurs d’un indice de re´fraction.
Nous y pre´sentons plusieurs me´thodes exploitant les re´sultats des chapitres pre´ce´dents afin
d’ame´liorer cette reconstruction par des me´thodes de Gauss-Newton avec re´gularisation
L2 ou en variation totale. Ainsi, dans une premie`re me´thode nous e´tudions le cas de la
modification locale par rapport a` une carte de re´fe´rence. Pour ce faire, nous commenc¸ons
par de´terminer la zone de cette modification par seuillage de la cartographie des de´fauts.
La recalcul de l’indice n’est alors effectue´ que sur cette zone et une seconde e´valuation de
la cartographie des de´fauts avec ce nouvel indice nous fournit une estimation qualitative a
posteriori sur la qualite´ de cette reconstruction. En conside´rant l’erreur de reconstruction
dans une e´tape donne´e du processus de Gauss-Newton comme des de´fauts par rapport a`
l’indice a` obtenir, nous obtenons via les me´thodes pre´ce´dentes une estimation qualitative
locale sur le re´sultat de l’e´tape en cours. Ainsi, nous proposons un processus ite´ratif dans
lequel le nombre de zones sur lesquelles l’indice est recherche´ est augmente´ progressivement
par des de´coupages successifs base´s sur cette estimation qualitative. Pour finir, nous envi-
sageons, a` travers la mise en place d’un algorithme, la possibilite´ d’exploiter l’information
locale donne´e par la fonction de localisation des de´fauts comme une nouvelle fonction couˆt
pour l’algorithme de Gauss-Newton. Les exemples nume´riques pre´sente´s semblent indiquer
que cette dernie`re piste est inte´ressante.
Perspectives
Loin de clore le sujet, les travaux mene´s au cours de cette the`se suscitent de nombreuses
perspectives.
Tout d’abord, il reste a` e´tendre le re´sultat the´orique de localisation des de´fauts a` des indices
non re´els et surtout a` autoriser des directions de mesures et d’e´missions ne recouvrant
pas entie`rement la sphe`re unite´ et e´ventuellement sur des sous-ensembles distincts. Ces
limitations apparaissent, essentiellement pour des raisons techniques, lors de la composition
par l’ope´rateur de scattering afin d’obtenir une factorisation du nouvel ope´rateur qui soit
syme´trique et de le rendre comparable a` celui de rayonnement caracte´risant le support des
de´fauts. Pour ceci, plusieurs options sont envisage´es. On pourrait par exemple commencer
par chercher un nouvel ope´rateur de combinaison qui cependant risque fortement de ne
pas pre´senter les proprie´te´s ne´cessaires a` l’e´tablissement du re´sultat. Dans ce cas, il est
possible d’espe´rer affaiblir ces proprie´te´s en utilisant par exemple la notion de T -coercivite´
(voir par exemple de´finition dans [Bonnet-Ben Dhia et al. 2010]). Cependant, cette piste
ne nous a pas permis pour l’instant de formuler une comparaison exploitable par la suite.
Une autre possibilite´ serait de de´montrer par continuite´ et par coercivite´, que la valeur
absolue de l’ope´rateur de mesures est comparable au champ total mesure´ sur le support
des de´fauts. En effet, pour ce dernier ope´rateur nous avons pu proposer, et valider sur
des exemples, un algorithme traitant naturellement les indices non-re´els et les directions
d’e´mission/re´ception distinctes.
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Un deuxie`me point a` e´tudier serait l’alle`gement des donne´es ne´cessaires a` la me´thode
en vue de certaines applications telles que la de´tection d’objets mouvants derrie`re un
mur. Ainsi, il est demande´ de connaˆıtre les mesures en champ lointain effectue´es sur
l’objet avant et apre`s l’apparition de de´fauts, mais aussi le champ proche a` l’inte´rieur
de l’objet avant l’apparition de ces de´fauts qui est calcule´ sur nos exemples a` partir de
l’indice correspondant. L’objectif serait de se passer de la connaissance de cette dernie`re
information. Pour ce faire, on pourrait par exemple envisager de coupler la me´thode de
de´tection des de´fauts avec des techniques de reconstruction de champ proche a` partir de
champ lointain (par exemple, en s’inspirant de [Colton & Kress 2006]). En remplac¸ant le
champ proche exact par un champ proche reconstruit, se poserait alors la question du
fonctionnement on non de la localisation des de´fauts pour des fonctions test inexactes.
Cependant, les exemples traitant la sensibilite´ par rapport a` l’incertitude sur l’indice de
re´fe´rence ont montre´ une certaine robustesse de la me´thode par rapport a` la ge´ne´ration
des fonctions test.
Enfin ,une dernie`re perspective a` propos de la localisation de de´fauts est de l’adapter aux
exigences des dispositifs pratiques de mesures. En effet, mettre en place un grand nombre
de capteurs est difficile, alors que, par exemple pour les radars de type MIMO (“Multiple
In, Multiple Out”), il est possible d’effectuer des mesures sur de larges bandes de fre´quence.
Le but serait ainsi d’utiliser cette information multi-fre´quentielle pour disposer d’un grand
nombre d’informations en e´vitant les difficulte´s induites par la mise en place d’un grand
nombre de capteurs. Pour ceci on pourrait envisager de proposer un rele`vement en temps
(formel) de la me´thode, puis introduire la prise en compte des donne´es multi-fre´quentielles,
par exemple a` l’aide d’un approximation de la transforme´e de Fourier inverse.
La seconde partie des perspectives est lie´e a` la reconstruction d’indice.
Dans un premier temps, il faudrait e´tudier la convergence des me´thodes de re´duction du
nombre de variables d’optimisation propose´es. Concernant l’identification des valeurs de
de´fauts, l’algorithme de recherche des valeurs dans les zones se´lectionne´es est de type
Gauss-Newton, sur lequel on pourrait donc espe´rer appliquer les re´sultats de convergence
existants. Cependant, cette reconstruction ne traite qu’une sous-partie de l’indice et il
faudrait alors avoir une estimation de la convergence globale des indices compose´s des
valeurs connues et de la reconstruction des de´fauts vers l’indice perturbe´ complet, ou a` de´-
faut une estimation de stabilite´ en fonction du parame`tre de seuillage. Pour le raffinement
adaptatif, il serait ne´cessaire de de´montrer la convergence du processus cyclique complet,
sachant que chacun de ces cycles peut eˆtre compatible avec les hypothe`ses applique´es a` la
me´thode de Gauss-Newton. Toutefois, les exemples nume´riques pre´sente´s pour valider ces
deux sche´mas semblent montrer un comportement global satisfaisant.
Dans un deuxie`me temps, il resterait a` approfondir l’e´tude de la nouvelle fonction couˆt
propose´e au Chapitre 4 pour la reconstruction ite´rative d’indice. Il faudrait notamment
e´tablir sa re´gularite´, c’est-a`-dire son espace de de´finition, par rapport a` la variable d’es-
pace ainsi qu’e´tablir son ensemble de de´rivabilite´ par rapport a` l’indice et enfin justifier la
convergence de la me´thode de Gauss-Newton. En particulier, dans le cas d’indices continus
(qui n’est pas le cas e´tudie´) on peut montrer que la fonction des de´fauts est continue par
rapport a` la variable d’espace. En outre, en conside´rant la fonction de localisation des de´-
130 Conclusion
fauts utilise´e comme une fonction indicatrice, il serait inte´ressant de de´finir la fonction couˆt
en utilisant une norme L1 au lieu de la norme L2 pour mesurer explicitement le support
des de´fauts. Ceci ne´cessiterait toutefois de reformuler, a priori, entie`rement l’algorithme
propose´. Enfin une dernie`re proprie´te´ e´voque´e dans ce manuscrit qu’il serait inte´ressant
de valider serait la paralle´lisation de la reconstruction d’indices rendue a priori possible
par le carate`re local des informations utilise´es par la nouvelle fonction couˆt.
Pour finir, dans le cadre de la construction de cette nouvelle fonction couˆt, un the´ore`me
d’unicite´ avec une alternative base´e sur les valeurs propres de transmission a e´te´ propose´,
mais avec des hypothe`ses assez restrictives (indices re´els et e´missions/re´ceptions sur toute
la sphe`re). Une premie`re perspective serait ainsi de pre´ciser le lien entre cette unicite´ et les
valeurs propres de transmission, voire e´ventuellement d’aboutir a` un re´sultat sans alterna-
tive. En particulier, l’extension de la me´thode a` des indices non-re´els entraˆınerait l’absence
de valeurs propres de transmission, et il s’en suivrait alors un re´sultat d’unicite´ bien de´-
fini. Comme dernie`re perspective, la me´thode pourrait eˆtre e´tendue a` des ensembles de
directions de mesures et d’e´missions distincts afin d’en e´largir le cadre d’application. Ceci
serait notamment une conse´quence imme´diate de la re´alisation des perspectives annonce´es
pour la me´thode de localisation de de´fauts.
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