ABSTRACT. Gauge theoretic version of Aronszajn's unique continuation principle are proved here for the anti-self dual equations. (This system of non-linear, partial differential equations does not have an elliptic symbol.) For example: Two anti-self dual connections on a 4-manifold which are gauge equivalent to infinite order at a single point are gauge equivalent on some neighborhood of any point.
THE THEOREMS
The setting for the first theorem is as follows: Consider a smooth, connected, 4-dimensional Riemannian manifold W. Let G be a compact, simple Lie group, and let P -» M be a principal G bundle. A connection A on P will be called anti-self dual if A's curvature 2-form, F A , obeys F A + *F A = 0. (See, e.g. [AHS] .)
A pair of connections on P, A and A\ are said to be gauge equivalent if there is an automorphism of P which pulls A' back to equal A. Say that A and A r are locally gauge equivalent if each point in W has a neighborhood on which A and A' restrict to be gauge equivalent. (These two notions are not generally equivalent, as any two connections with vanishing curvature will be locally gauge equivalent to each other.) Say that A and A' are gauge equivalent to infinite order at a point, p, of W if the following is true: There is a neighborhood, U C W, of p and an automorphism, 77, of P 1^, such that 77* A' -A vanishes at p as well as all partial derivatives of 77* A' -A to all orders. (Even though 77* A f -A is a section of a vector bundle over W, the assertion of the vanishing of 77*A' -A and its partial derivatives up to some order at a point is well defined and independent of choices of coordinates, and bundle trivializations.)
Theorem 1. Let W be a smooth, oriented 4-manifold with Riemannian metric. Let G be a compact Lie group. Consider a principal G bundle P -> W.
Let A and A be anti-self dual connections on P which are gauge equivalent to infinite order at some point p in W. Then A and A! are locally gauge equivalent.
Note that the conclusions of Theorem 1 cannot, in general, be strengthened to claim that A and A are globally gauge equivalent. Just consider the flat connections. (Theorem 1 is stated as part of Theorem 1.5 in unpublished versions of [T] , but the proof in these versions of [T] has a gap. The published version refers here.)
Here is the setting for the second theorem: Consider a smooth, connected, 4-dimensional, Riemannian manifold W. Assume that W has a smooth, compact, non-empty boundary, dW. Let M C dW be a component, and let i : M -> W denote the boundary inclusion. Again, let P -> W be a principal bundle with structure group G, a compact Lie group.
The second theorem asserts that the boundary values of an anti-self dual connection essentially determine the connection. can also define these Sobolev classes for fractional fc, see [Ad] .) (An anti-self dual connection which is of Sobolev class L^ on X will be smooth on the interior of X; see [U] . If the connection is of Sobolev class L3, then it will be continuous (at least) as a 1-form on Q.)
As remarked, Donaldson [D] proved a related theorem about anti-self dual connections on holomorphic bundles over Kahler manifolds with boundary.
Theorem 2 also has an infinitesimal version which is stated in Theorem 3, below. However, a two-part digression is required to first set the stage: Let W, M and P be as described in Theorem 2. e.g. [CJS] .) The analogy starts with the observation that the anti-self dual [T] .) See also Marini [M] .
The last two theorems generalize Lemma 4.3.2 in [DK] which asserts that an anti-self dual connection which is reducible on a ball in W is locally reducible on W. The context for Theorem 4, below, is the same as for Theorem 1.
Theorem 4 discusses connections which are reducible to infinite order at a point in W. (A connection A on P is reducible to infinite order at a point p G W if there exists a section of P x G P which is not zero at p, but whose ^4-covariant derivative vanishes to infinite order at p.)
Theorem 4. Let W and P be as described in Theorem 1. Let A be an antiself dual connection on P which is reducible to infinite order at some point in W. Then A is locally reducible on W.
The argument for Theorem 4 is similar to that for Lemma 4.3.2 in [DK] .
The statement of Theorem 5, below, requires a preliminary digression to introduce the following terminology: Let G be a compact, simple Lie group, and introduce G = G/ Center(G). Introduce p : G -> G to denote the natural group homomorphism, and let Adp denote the composition of p with the adjoint action of G on itself.
Now, say that a connection A on a principal G bundle, P, over a manifold is G-reducible if there is a non-trivial, A-covariantly constant section of the associated bundle P x Adp G. (If A is of Sobolev class 1^, then the section in question will be required to be Sobolev class Ljfe +1 .) Say that A is locally G-reducible if every point has a neighborhood to which A restricts as a Greducible connection.
Theorem 5. Let W, M and P be as described in Theorem 2. Let A be a Sobolev class Ll, anti-self dual connection on P. Suppose that i*A is Greducible on M. Then A is locally G-reducible on W.
The remainder of this note contains the proofs of these theorems.
PROOF OF THEOREM 1
The purpose of this section is to present a proof of Theorem 1. Before starting, remark that the strategy here will follow closely that of [Ar] . Roughly, this strategy argues as follows: Given A and A\ introduce the set U Note: Proving this special case also proves that U is closed. Here is why:
The connections A and A' will be gauge equivalent to infinite order at every point in U and so they will be locally gauge equivalent at every point in the closure of U. Then, to show that a point in the closure of U has a neighborhood on which A and A' are gauge equivalent, one need only appeal to the special case above. Thus, Theorem 1 is proved in general if it can be established for the case of a ball in M 4 as described above.
With the preceding understood, let ds 2 be a smooth metric on an open set in E 4 which contains the origin. Use gaussian normal coordinates to write ds 2 on a ball, B, about the origin, as
where h obeys the conditions
(2) |V/i|(x)<c.|x|.
(3) The unit radial vector field d r on M 4 -0 is tangent to the <is 2 -geodesic through 0. suppose that a and a f agree to infinite order at the origin. Here is the goal:
• ds -1 and a agree on a non-empty open set about the origin. With the preceding understood, the following steps produce the gauge transformation s as above.
Step 1. Find separate gauge transformations of A and A' (if necessary) so that after applying these gauge transformations,
(2) The contractions of a and a' with d r satisfy d r La = c^a 7 = 0.
The "gauge" change which affects (1.3) for A is obtained by parallel transport from 0 along radial geodesies. Thus, the invocation of (1.3) does not affect the assumption that a and a 7 agree to infinite order at 0.
Step 2. Let u = a -a f . then u satisfies 'u(O) = 0, d r tu = 0 and obeys the partial differential equation
Notice that (1.3) and (1.4) imply that
for some constant Ci which is determined by the C 1 -norms of a and a'.
Step 3. The strategy now will be to mimic, as much as is possible, the approach used by Aronszajn in [Ar] . The following lemma-which is proved below in
Step 6 is crucial. (1) They are determined by the metric ds 2 on B.
(2) p-^O) = 0 and (d t p)(0) > 0. 
Step 4 Argue as in [Ar] that v = f3 r -u obeys (1.6) for all a. > 0. (Because u vanishes to all orders at the origin, the integrals in (1.6) are absolutely convergent.
With this understood, it is relatively straightforward to approximate /? r • u by a sequence, {u n }, where each u n has compact support in B -0 and where the sequences of values of both sides of (1.6) for {v = u n } converge to the respective values of both sides of (1.6) for v = /? r • u.)
Step 5. Use (1.5) with (1.6) to conclude that Step 6. This last step proves Lemma 1. The set of metrics {m t } t> T 0 defines a smooth map, which will also be denoted by ra, from [T 0l oo) into the Frechet space of smooth metrics on S 3 . The limit as t -» oo of {m t } converges as t -> oo to the standard round metric on S' 3 . This convergence is exponentially fast. In particular, Following an idea from [Ar] , define p by r -\n(s)
Jo where the C2 is the constant in (1.10).
Part 2 of the proof of Lemma 1.1 involves translating (1.6) to an inequality for g-values 1-form on [T, oo) Then (1.6) is equivalent to the following assertion: The integral on the left side of (1.14) can be rewritten as
where ( , ) m is the inner product on T*S 3 using the metric m.
It turns out that all three terms in the integrand of (1.16) integrate to non-negative numbers. Indeed, the first two terms in (1.16) are obviously non-negative. And, integration by parts can be used to analyze the integral of the last term in the integrand of (1.16). In particular, as w has compact support on [T, oo) x S 3 , the last term in (1.16) is equal to [T,oo) 
and integrate by parts in (1.20). Since w is assumed to have compact support on [T, 00) x S' 3 , there will be no boundary contribution. The result is an equality between (1.20) and Lemma l.l 7 follows now because consists (1.23) is no larger than e~2 T times (1.19). □
PROOF OF THEOREM 2
The proof in Section 2 for the unique continuation theorem can be modified to prove Theorem 2 of the Introduction. The details of this modification, and the resulting proof of Theorem 2 are given in this subsection.
To begin, note that it is sufficient, after Theorem 1, to consider the case where operatornameW = M x [0,1) and with the metric, g, any smooth
Riemannian metric on M x [0,1). This will henceforth be assumed.
For the metric g as above, the exponential map along geodesies normal to the boundary gives a 6 > 0 and an embedding \!> :
Here, m is a smooth map from [0,6) into the Frechet space of smooth metrics on M. With (2.1) understood, notation will be simplified by assuming that \I/ is the identity map and that the metric g has the a priori form dt 2 + m with m a described above. The claim is that there is a choice of function / (and hence, of r in (2.6)) which makes each term in (2.8) positive whenever W is a g-valued 1-form on M x [0,1) with no dt component.
To prove this claim, note first that the integrand in (2.8) is observedly a sum of three terms, the first two of which are clearly non-negative. Integration by parts shows that the integral of the last term in the integrand of (2.8) is equal to Afx[0, t) where H is a smooth map from [0, t) into the vector space of smooth endomorphisms of T*M. (Note that H is computable from c^ra, and vanishes if the latter is zero.) In particular, there is a constant, C2 > 0, which is such that (2.io) l<C,tf-C) m |<c 2 -|C| 2 for any covector £ and at any time t £ [0, 6).
Set / = e" 2c2 -*, with C2 as in (2.10). This choice of / makes (2.9) nonnegative and completes the proof of the claim about (2.8).
The claim about (2.8) implies that the integral on the left side of (2.7) is at least as large as (2.11) I \d t w\ 2 m dvo\ g . Mx[0, t) Now, the metric m is everywhere close to the ^-independent metric mo = m \t=o on M x [0, t) (if 6 is small), and w has compact support, so (2.11) is at least as large as 
PROOF OF THEOREM 3
The assertion that L is G-equivarient follows by construction. The assertion that L is smooth follows from a Sobolev embedding theorem, see [T] . The immersion assertion will follow if one can establish the following claim: (M) at an orbit, [F] (of a connection F) should also be written as the direction sum of two vector spaces. The first is the Lie algebra of the stabilizer of [F] under the action of 50(3).
The second is the quotient of the vector space L^2(T*M ® (P \ M x adG ;g)) by the image of the operator dp.
By mimicking the proof of Theorem 2, it is straightforward to show that that u = a -dA4>i vanishes to infinite order at 0 and also annihilates any vector on B which is tangent to a radial geodesic through 0. Fix r > 0, and apply Lemma 1.1 to v -a2 = fir * ^ where /3 r is as described in Section 1. Therefore, if r is small, then u will obey (1.7) for all a > 0, thus proving that u = 0 on some ball about 0. □
PROOF OF THEOREM 4
To prove Theorem 4, introduce a set U C W which is defined as follows: A point p € U if there is a section of P x G Q which is non-vanishing at p and which is A-covariantly constant on a neighborhood of p. This set is open, by definition. Theorem 4 is proved by establishing that U is non-empty and also closed. The proof that U is non-empty also establishes that U is closed. The argument goes as follows: Let p be a point where A is reducible to infinite order. Trivialize P near p so that A = F+a, where F is the product connection and where a is a g-valued 1-form which vanishes at p and which annihilates any tangent vector to any radial geodesic through p. Suppose that 0 is a g-valued function near p which is non-zero near p and which is such that 0^0 vanishes to infinite order near p. Let a = (j)(p) G g. For small, nonzero e, introduce r] = exp(e • a) G G. The connections F + a and F + r)~1ar] are both anti-self dual near p, and they agree to infinite order at p. The proof of Theorem 1 shows that they are equal on a neighborhood of p. Since this is true for all e, the constant g-valued function which sends the neighborhood of p to a is A-covariantly constant.
PROOF OF THEOREM 5
Suppose Use p to define A as a connection on P x p G. The hypothesis that A is reducible along M means that there is a i*A-covariantly constant section, /i, of P \M x adp G. As connections on P x p G over M x [0,(5), both </>*{*A + a and also </>*i* A + h • a • /i -1 are anti-self dual. They agree on a neighborhood of M x {0}. The proof of Theorem 2 shows that they agree on a neighborhood of M x {0}. Thus, h is A-covariantly constant on a neighborhood of M x {0} in W. (Given that h is i*A-covariantly constant, the assertion that the two connections agree and the assertion that h is A-covariantly constant are two ways to say the same thing.)
The proof of Part 2 mimics the proof of Proposition 3.2 and it is left to the reader.
