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Abstract
is thesis addresses the experimental realisation of a self-referenced
current source. Such a device, consisting of a combination of single-
electron pumps and single-electron detectors, makes the redefinition
of the electric unit ”ampere”, based on constants of nature, feasible by
relaxing the requirements on the individual building blocks.
Based on a AlGaAs/GaAs heterostructure, a chain of dynamic quan-
tum dots has been formed using standard techniques of nanotechnol-
ogy, like electron-beam lithography, wet-chemical etching and metal-
lization by thermal evaporation. Between two neighbouring quantum
dots, metallic single-electron transistors have been placed by two-angle
evaporation of aluminium, being capable of detecting changes in the
occupation number of the interconnecting nodes by one electron.
After discussing the functioning of the elements based on measure-
ments using conventional direct-current techniques, electron count-
ing is employed to investigate clocked single-electron transfer on the
level of individual transfer events. Detailed insights into the dynam-
ics of single-electron capture by a dynamic quantum dot are gained.
Furthermore, a generalisation of the decay-cascade model is developed
to account for varying decoupling times of the different quantum dot
states.
Finally, the series operation of dynamic quantum dots with interme-
diate charge detection is presented and analysed. Besides the reduction
in uncertainty of the number of emitted electrons as compared to the
operation of an individual quantum dot, interaction effects between
dynamic quantum dots via the forming potential in-between as well as
the operation at higher repetition rates are discussed.
Keywords: Single-electron pump, Dynamic quantum dot, Count-
ing statistics, charge detection, Quantum Ampere
iii
Kurzzusammenfassung
Diese Arbeit beschreibt die experimentelle Entwicklung einer selbst-
referenzierten Stromquelle. Diese besteht aus einer Kombination von
Elektronen-Pumpen und Detektoren und erleichtert die Neudefinition
der elektrischen Einheit ”Ampere” auf der Basis von Naturkonstanten,
indem die Anforderungen an die einzelnen Elemente gesenkt werden.
Aufbauend auf einer AlGaAs/GaAs Heterostruktur wurde eine Se-
rie von dynamischen Quantenpunkten mittels Standardverfahren der
Nanotechnologie wie Elektronenstrahllithographie, nasschemischem
Ätzen und Metallisierung durch thermisches Verdampfen hergestellt.
Zwischen benachbarten Quantenpunkten wurden hochsensitive Tran-
sistoren platziert, die fähig sind Änderungen in der Besetzungszahl auf
diesen Zwischeninseln von der Größe eines Elektrons zu detektieren.
Nach einer Diskussion der einzelnen Bauteile auf Grundlage kon-
ventioneller Strommessungen wird das Elektronen-Zählen benutzt, um
den getakteten Elektronen-Transfer auf Basis individueller Ereignisse
zu untersuchen. Dabei konnten detaillierte Einblicke in den Einfang-
prozess des dynamischen Quantenpunkts gewonnen werden. Weiter-
hin wurde eine Verallgemeinerung des Zerfallskaskaden-Modells en-
twickelt, um abweichende Entkopplungszeitpunkte für verschiedene
Zustände zu berücksichtigen.
Zuletzt wird die serielle Verschaltung von dynamischen Quanten-
punkten zusammen mit einer Ladungsdetektion an den Zwischenin-
seln gezeigt und analysiert. Neben einer Verringerung der Unsicherheit
über die Zahl emittierter Elektronen verglichen mit der eines einzelnen
dynamischen Quantenpunkts werden Wechselwirkungseffekte zwis-
chen den Quantenpunkten durch das sich aufbauende Potential als
auch der Betrieb bei höherer Repetitionsrate diskutiert.
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1 Chapter 1Introduction
But a molecule, say of hydrogen, if either its mass or its
time of vibration were to be altered in the least, would no
longer be a molecule of hydrogen.
If, then, we wish to obtain standards of length, time, and
mass which shall be absolutely permanent, we must seek them
not in the dimensions, or the motion, or the mass of our
planet, but in the wave-length, the period of vibration, and
the absolute mass of these imperishable and unalterable and
perfectly similar molecules.
James C. Maxwell in ”Address to the Mathematical and




Quite remarkably, Maxwell envisioned the concept of universal ab-
solute units already in the middle of the nineteenth century, and only
three years after in 1873, he proposed universal units for the meter, the
second, and the mass [2]. is concept has been extended in 1900 by
Max Planck to a system of ”natural units” for length, time, mass and
temperature based on thermodynamic principles (here, the theory of
the entropy of radiation) which is detached from specific elements or
certain realizations and which is therefore valid for all times and even
”extraterrestrial or non-human cultures” [3]. Both concepts express the
strong need in science for a common unit system which allows quan-
tification of results, the estimation of uncertainties and the possibility
for comparison between different laboratories or physical systems, for
example. As a consequence of these aspects, every unit system should
fulfil the following conditions [4]:
• Readily available to all
• Constant throughout time and space
• Easy to realize with high accuracy
Nowadays, the International System of Units (the SI, ”Système inter-
national d’unités”) is well established, providing a system of seven base
units (kilogram, meter, second, ampere, kelvin, mol, candela as shown
in Fig. 1.1) from which every physical quantity can be derived in terms
of a product of powers of these base units using laws of physics [4, 5].
In contrary to Maxwell’s vision, the current definition of the SI is only
partly of this universality: e second, for example, is fundamentally
defined via the radiation frequency corresponding to the hyperfine en-
ergy splitting of the ground state of 133Cs (i.e., based on an atomic
property). Together with this definition, also the meter can be defined






















System of units and defining constants for redefinition. Nowadays, the
SI consists of seven base units (outer circle), while at the time of redefi-
nition the values of seven fundamental, defining constants will be fixed.
gram is represented by an artefact (there is by definition no second re-
alization) made of Platinum and Iridium which is stored in a safe near
Paris (therefore, only indirectly accessible using a hierarchical proce-
dure employing copies traced back to the international prototype) and,
most importantly, comparisons suggest that the artefact might not re-
main stable over time [6, 7].
Turning the focus to the electric representative in the system of units,
the ampere, let us have a look at its current definition [4]:
e ampere is that constant current which, if main-
tained in two straight parallel conductors of infinite length,
of negligible circular cross-section, and placed 1 metre apart
in vacuum, would produce between these conductors a
force equal to F = 2×10−7 newton per metre of length.
3
1 Introduction
Emphasized by italic formatting are those aspects which constitute ide-
alizations for proper theoretical description but which cannot be re-
alized straightforward experimentally. Equivalent to previous defini-
tions, this one fixes the value of the vacuum permeability to µ0 =
4π × 10−7 kg m s−2 A−2 directly evidencing the link to the mechan-
ical units in the SI, the kg, m, and s. [4]. is example demonstrates
quite remarkably one of the main points of criticism of the currently
used system of units: Not always the constant and its value fixed by the
definition are readily apparent [5].
With the advent of the ”new SI”, the transition towards a fundamen-
tal system based on natural constants will be completed whose explicit
values will directly fix the whole system of units [8–10]. Although
there is still some ongoing discussion [11, 12], I will discuss the cur-
rent proposal of this redefinition [9] shortly: e fundamental con-
stants chosen consist of the Cs hyperfine splitting ∆ν(133Cs)HFS =
9 192 631 770 Hz, the speed of light c, Planck’s constant h, the ele-
mentary charge e, Boltzmann’s constant kB, Avogadro’s constant NA
and the luminous efficacy Kcd of a monochromatic light source at
540 THz. Exemplary, the Ampere will be defined by stating that e =
1.602 176 565× 10−19 A s (assuming here the adjusted Codata value
of e from 2010 [13]) and will thus only be linked to the unit of time
which may be realized in a laboratory with lowest relative uncertainty





1.602 176 565× 10−19
)
s−1 (1.1)
= 6.789 687 . . .× 108 ∆ν(133Cs)HFS e, (1.2)
independent of any specific realization. Of course, this way of defini-
tion might be a bit abstract, but it directly reflects the physical picture
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of electric current: e equations state that one ampere equals the flow
of (1.602 176 565× 10−19)−1 electrons per second.
Although the quantization of electric charge and its value could have
been assessed in the famous experiments of Millikan on charged oil
drops already in 1913 to e = (4.774 ± 0.009) × 10−10 [esu] [15]
(equivalent e = (1.592 ± 0.003) × 10−19 C in SI units), the first
observation of single-electron charging effects in a designed solid-state
system has been reported only in 1987 [16].
Generally speaking, the single-charge devices aiming for a direct re-
alization of the ampere may be divided into two groups, of which one
relies on the active manipulation of electrons while the other one is
based on a passive approach referred to as electron counting.
e former devices were initially fabricated in both metallic and
semiconducting systems and employed the tunnelling effect, but were
operated adiabatically only [17–20] leading to the relation
I = e · fp, (1.3)
where the electric current I is realized by the periodic transfer of single
electrons with charge e at a repetition frequency fp.
It is important to mention that in contrast to macroscopic quan-
tum effects observed in solid-state systems like the quantum Hall ef-
fect [21] or the Josephson effect [22, 23], the output current of any
known single-electron device is not exactly quantized but scales with
the average number ⟨ne⟩ of transferred electrons per cycle:
I = ⟨ne⟩ e · fp, (1.4)
where the deviation of the generated current |1− ⟨ne⟩| results from
the underlying statistics of single-electron manipulation.
Practical aspects require a current level of a few 100 pA accompanied
by a relative uncertainty of 10−8 [24]. ese two requirements have
5
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not yet been met simultaneously in any device, e.g. metallic pumps
yielded the required uncertainty [25–27], but only at the expense of
low repetition rates leading to currents of the order of 1 pA, due to the
RC time constant of the barriers confining the structure. On the op-
posite, surface-acoustic-wave driven devices [28–30] can be operated
at high frequencies of several Gigahertz (leading to currents in the nA-
range) since here the tunnelling barriers are modulated by the surface
wave (leading to much lower RC time constants), but, most proba-
bly due to heating effects, the precision was rather limited to about
10−4 [31]. Recently, a complimentary concept of massive paralleliza-
tion using optically-driven self-assembled quantum dots has been re-
ported [32], demonstrating high current generation at low repetition
frequencies, but several fundamental questions have to be solved on the
way towards metrological precision. In the following chapter 2 I will
discuss some of these realizations and their principles of operation in
more detail.
However, among different other realizations recently developed [33–
37], the so-called non-adiabatic single-electron pump implemented in
a GaAs-AlGaAs heterostucture [38, 39] is considered as one of the
most promising candidates [40], employing a semiconductor quantum
dot driven by an external voltage source. is device is sufficiently
robust [41] to operate in complex circuits (e.g., parallel [42] or se-
rial [43] arrangements have been demonstrated) and has additionally
shown promising precision of |1− ⟨ne⟩| . 10−6 at current levels of
about 150 pA [44]. ese dynamic quantum dots form one of the
building blocks of the device investigated in this thesis.
Although metrological aspects are definitely the driving force within
this development, all these devices touch fundamental aspects of quan-
tum transport, since detailed understanding of the operation princi-
ples is necessary to, e.g., derive the dominating sources of errors [45–
48]. Additionally, by employing these single-electron sources one ob-
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tains a tool for triggered single-electron emission, opening the access
to study single-electron wavepackets in time and energy [49], perform
interference experiments using two on-demand electron sources [50]
or the splitting of electron pairs emitted by a single clocked source at
a barrier [51] mimicking fundamental quantum optics experiments in
solid-state systems.
However, all single-electron (or Cooper-pair [52–54]) devices are
based on the manipulation of individual particles. us, the current
generated I = neefp may not be given by an exact integer ne but by
a stochastic average ⟨ne⟩ due to the nature of the underlying princi-
ples. As a second path towards the realization of the Ampere based
on single electron effects, the passive charge counting has therefore
been investigated: In these experiments, electrons passing a constric-
tion are monitored using a detector which is only capacitively cou-
pled [55]; therefore, electrons remain in the system under observation.
Shortly after the first real-time counting experiment [56] as a practical
application of the development of the radio-frequency single-electron
transistor [57], two concepts involving either a chain of metallic tun-
nelling junctions [58] or a double quantum dot structure [59] have
been demonstrated. Compared to conventional real-time counting ex-
periments [60, 61], the main achievement in these experiments is to
ensure the direction of electron transfer, i.e. from which lead electrons
enter or to which one electrons leave the constriction. However, the
maximum current level achievable is limited by the detector’s band-
width.
Only recently, the late Michael Wulf proposed the combination of
both concepts in a more complex circuit [62], combining the possibility
of triggered charge transfer employing single-electron sources with the
ability of passive charge detectors to monitor single electrons. In a series
of synchronously operating quantum current sources, the number of
electrons in-between, given by the difference of incoming and outgoing
7
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electrons, changes only in the rare case of a transfer error by one of the
neighbouring sources. ereby, the requirements on both, the transfer
fidelity of the sources as well as the bandwidth of the detectors, can be
relaxed. Using this concept, the uncertainty in the output current may
be reduced by orders of magnitude compared to the individual current
sources. is proposal is sometimes regarded as an extension of the
original qualification of the metallic single-electron pump on the level
of single electrons by shuttling carriers back and forth [25]. However,
this type of device allows to validate the output current directly during
its generation [63].
e results shown in this thesis can be divided into two parts, de-
pending on the combination of single-electron transfer devices and
single-electron detectors. On the one hand, the precision of single-
charge detection will be employed to investigate the transfer mecha-
nisms underlying the clocked transfer of electrons by an individual dy-
namic quantum dot. Using only single transfer pulses, the outcome of
each transfer operation can be reliably determined using single-charge
detectors. us, these measurements allow to assess the precision of
the capture mechanism on the level of single electrons. On the other
hand, using a series combination of dynamic QDs with charge detec-
tors coupled to the interconnecting nodes, the error accounting scheme
is experimentally demonstrated. By applying statistical analysis to the
events detected, the uncertainty in the output current is reduced com-
pared to an individual dynamic quantum dot. Furthermore, interac-
tion effects between serially connected dynamic dots are addressed.
e thesis is outlined as follows: Chapter 2 is devoted to the theoret-
ical basis and the presentation of competing concepts. is covers the
concept of density of states and the two- and one-dimensional electron
gas, the properties of (static) quantum dots as zero-dimensional struc-
tures and selected realizations of single-electron current sources (early
pumps and turnstiles) to give an introduction to single-electron transfer
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devices. Afterwards, the theoretical description of the semiconducting
dynamic quantum dot acting as quantized-current source will be pre-
sented. In particular, two different models for single-charge capture
will be discussed as well as aspects necessary to understand effects in se-
ries operation of these structures, namely the mesoscopic feedback [43,
64]. Final remarks on the significance of these devices in the context of
metrology and the discussion of the so-called metrological triangle [65,
66] conclude this chapter.
In the following chapter 3, technical aspects of this work will be
covered. Starting with the sample layout and aspects of device process-
ing, a short introduction to low-temperature measurements and elec-
tric wiring to connect the device with the room-temperature electronics
will be given. Furthermore, the instruments and concepts employed to
electrically control the structure will be presented together with a short
description of the software used for remote control.
Subsequently, the first experimental results obtained will be shown
in chapter 4. e focus here is on the introduction of the individual
building blocks and verifying/discussing proper operation using con-
ventional direct-current measurements only. Initially, the operation of
the semiconducting elements is presented, followed by the discussion
of quantized-current generation using continuous driving signals. e
gate-dependence of all individual structures is shown for fixed driv-
ing signals in order to serve as a reference for the following experi-
ments. e chapter is concluded by the general introduction of the
all-superconducting single-electron transistor. Here, the parameter de-
pendence of the current is discussed and features specific to the coexis-
tence of quasi-particles and Cooper-pairs in transport are presented.
In the following chapter 5, the pulsed operation of a dynamic quan-
tum dot investigated by charge detection will be introduced. Main
aspects within this section are the investigation of transfer fidelity as
well as the occurrence of hold-errors or the enhancement of dynamic
9
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range by combining several detectors. e second part of this chapter
addresses the first experimental investigation of this type of dynamic
quantum dot by single-electron counting, being not only limited to
the extraction of the full transfer probabilities, but also giving access
to a deeper understanding of the underlying physical phenomena in
dynamic single-charge capture, derived from the interplay of transfer
rates.
e succeeding chapter 6 discusses the experimental realization of
operating dynamic quantum dots in series with intermediate highly-
sensitive charge detectors, a concept which is referred to as the self-
referenced current source. Here, we put emphasis on the discussion of
the underlying error-accounting scheme. Moreover, the specific pulse
pattern used will be outlined: is allows simultaneous operation of
the dynamic quantum dots in series while calibrating at the same time
the intermediate charge detectors on the level of single electrons and ex-
tracting the individual full counting statistics of the dynamic quantum
dots involved. e concept of error accounting is finally demonstrated
by comparing the resulting probability distribution over the number of
electrons transferred using the compound device with the distribution
expected for an individual dynamic quantum dot.
In the last experimental chapter 7, the analysis of the interaction
of dynamic quantum dots operated in series is presented. Here, we
investigate the series charge transfer probabilities under variation of
the individual points of operation. Experiments shown cover the se-
ries operation of two dynamic quantum dots at higher repetition rates
(≈ 800 kHz) as well as the investigation of feedback by charge accu-
mulation employing three dynamic quantum dots in series.
e thesis is concluded with chapter 8, containing a summary of
the results obtained as well as the presentation of strategies for further
development.
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2 Chapter 2Basics of single-charge
transfer
2.1 Electrons in a confining potential
2.1.1 The two-dimensional electron gas
e charge transport in a metal may be described using the so-called
Drude-Sommerfeld model. ere, electrons may flow freely in all di-













with k⃗ = (kx, ky, kz) the reciprocal wave vector and m∗ the effective
mass of an electron in the crystal. e concept of an effective mass
accounts for the interactions of electrons with the lattice potentials.
In general, this mass is a tensor, but for GaAs (as used in this thesis)
it simplifies to m∗ ≈ 0.067me at low temperatures [67], with me
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the mass of a free electron. Following the argumentation in [68], the









ψ(r⃗) = Eψ(r⃗), (2.2)
with U(r⃗) the potential energy, caused by e.g. space-charge, A⃗ the
vector potential and Ec the conduction band energy, because in the
structures under discussion transport takes place through electrons in
the conduction band. Neglecting the lattice potential (being included
only in the electron’s effective mass), the resulting wave functions ψ(r⃗)
have the form of plane waves instead of Bloch waves [67, 68]:
ψ(r⃗) = exp(ik⃗ · r⃗). (2.3)
In artificially created heterostructures (for a review, e.g. see [69]) in-
hibiting a 2-dimensional electron gas (2DEG), the electrons may prop-
agate freely in two dimensions but are confined by some potentialU(z)
in the third one chosen here as the growth direction (z-axis). us, the
wave function can be rewritten (excluding a magnetic field, thereby
A⃗ = 0) as:
ψ(r⃗) = ϕn(z) exp(ikxx) exp(ikyy). (2.4)
e corresponding dispersion relation reads as













the quantized eigenenergies in the approximation of a indefinitely deep
quantum well of width Lz . Obviously, the energy separation increases
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with smaller dimension Lz . e phase-coherence length sets the upper
limit of the dimension Lz : In excess of this length scale electrons will
loose their ”phase memory” and behave bulk-like [70].
e first signature of quantization in such a structure was reported in
1966 using a metal-oxide-semiconductor (MOS) field-effect transistor
in Si [71]. For a true two-dimensional system, only the first subband
may be occupied. is requires in turn, that all other energy scales
must be much smaller than the energy difference εz2 − εz1 between the
first two subbands. Especially the thermal energy Eth ≈ kBT has to
be sufficiently low (Eth ≈ 350 µeV at T = 4 K, but Eth ≈ 25 meV
at T = 300 K). According to the simulations for the wafer used in this
thesis (see chapter 3.1), the energy difference of the two states equals
about εz2 − εz1 ≈ 20 meV. erefore, one can exclude that thermal
broadening allows occupation of the second subband in this experi-
ment, being conducted at nominally T = 25 mK.
Using periodic boundary conditions to determine allowed values for





withL the dimensions of the crystal in x and y. Obviously, the allowed
states form an equidistant square lattice in k-space with distance 2π/L.
us, each state occupies an area 4π2/L2 in k-space. On the other
hand, states with energy E will be contained in a disk of radius k (and
area πk2) where






erefore, the total number of states N , given as the ratio of the disk’s
area to the area of each state in k-space, equals






(E − Ec − εz1). (2.9)
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e factor of 2 accounts for the spin degeneracy. Finally, the density of










According to this expression, the density of states is constant and can






Θ(E − Ec − εn). (2.11)
with Θ the Heaviside step function.
In transport measurements, not only the number of states and their
distribution in energy is of importance, but also whether these states are
occupied or not. e occupation probability of states is given under the








with Ef the Fermi energy. is expression may be simplified in two














In the opposite limit at low temperatures, called the degenerate limit,
the Fermi energy may be approximated by
f(E) ≈ Θ(Ef − E). (2.14)
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e electron density at equilibrium is now given as the sum over all









(Ef − Ec − εz1) (2.16)
with the expression (Ef − Ec − εz1) = (~kf )2/2m∗ defining the
associated Fermi wave number kf . By finally combining these two ex-
pressions, the Fermi wave number can be directly related to the electron




In case of the occupation of more than one subband, one speaks of
a quasi two-dimensional system. e resulting 2d density of states is
shown in Fig. 2.1a) together with a realistic confining potential in b) as
obtained by simulating the heterostructure used in this thesis. Sketched
also are the energetic positions of the first two subbands as well as the
Fermi energy.
Inserting the experimentally derived carrier density of ns = 2.77×
1015 m−2 into the expression (2.17) , one obtains a Fermi energy rel-
ative to the energy of the first subband εz1 of Ef ≈ 10 meV. In con-
clusion, the first subband is filled almost halfway to the onset of the
second subband (εz2 − εz1 ≈ 21 meV according to the simulations of
the employed heterostructure), i.e. the electron gas can be regarded as
a true two-dimensional system.
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Two-dimensional density of states (a) and a real confining potential in
a heterostructure as used in this thesis (b). Shown as blue line is the
conduction band at the interface between AlGaAs and GaAs where the
2DEG is located. Additionally, the lowest two discrete energy states and
the location of the Fermi energy are sketched.
2.1.2 One-dimensional electron gas
If now also the lateral propagation of electrons is confined in another di-
mension to a one-dimensional channel, e.g. by etching the heterostruc-
ture or applying electrostatic potentials using gates, quantization of en-
ergies and the formation of subbands is also observed in this dimension
(y-axis here and assuming a harmonic potential U(y) = 12m
∗ωy
2y2)):









εyl = ~ωy(l −
1
2
), (l = 1, 2, 3, . . .). (2.19)
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Quasi one-dimensional density of states (a) and a harmonic confining
potential (b). In this sketch, the lowest two subbands are occupied, pro-
viding four transport channels in case of spin degeneracy.







(E − En,l)−1/2Θ(E − En,l), (2.20)
i.e. the density of states is proportional to the inverse square-root of
the energy in the case of a one-dimensional system.
us, electrons may flow freely in x-direction while being confined
in y and z dimensions which is the regime of one-dimensional trans-
port. Although Ohm’s law is valid even for wires of the diameter of
a few atoms in the diffusive regime [73], remarkable effects are ob-
served when the probability of scattering is strongly reduced. is is the
regime of ballistic transport which can be achieved if the mean free path
is much larger than typical sample dimensions. Here, the conductance
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takes quantized values only in multiples of 2e2/h (in case of spin degen-
eracy), yielding an achievable lower limit of the conductance of about
G = 77.5 µS even for the most-perfect contacts. First experimental
observations of this effect have been reported in 1988 by van Wees [74]
and Wharam [75], studying the charge transport of point contacts in-
hibited in a AlGaAs-GaAs heterostructure. is phenomenon can be
described using the formalism proposed by Landauer [76, 77] and ex-
tended to the multi-terminal case in magnetic fields by Büttiker [78]
(for an introduction, see e.g.[68, 79]) which is referred to as ”Landauer-
Büttiker-formalism”. Instead of regarding current flow as a system’s re-
sponse to an applied electric field, it is described here using transmission
T and reflection R coefficients of individual channels (the subbands
in y-direction). But where does the finite conductance, even in case
of perfect transmission T = 1, come from? is effect is attributed
to the interface between the contacts (providing an infinite number of
transverse modes) and the channel (only a few modes) which requires
that the current-carrying electrons have to be redistributed here, giving
rise to the finite resistance.
2.2 Quantummechanical tunneling
In classical physics, a particle with energy E may not pass a barrier
characterized by an energy Eb > E and width 2a. Instead, it will be
reflected at the barrier. But in quantum mechanics, there is a probabil-
ity that a particle may overcome such a barrier as depicted in Fig. 2.3.
Additionally, even a particle with energy E > Eb may be reflected
at such a barrier in contradiction to classical physics. e particle, in
our case an electron of massm∗ incident from the left and propagating
to the right, is described by the wave function ψ(x) which has been
normalized to one for simplicity. As a consequence of the barrier, the





area I area II area III
E
Figure 2.3:
Tunneling across a barrier of height Eb and width 2a. The incoming
wave is coloured black, the reflected one green and the transmitted
wave blue. Inside the barrier, the wave (red) decays exponentially.
amplitude r in area I while the transmitted wave in area III is described
by a wave of amplitude tIII. Conservation of particles requires that
|tIII|2 + |r|2 = 1. Inside the barrier in area II, the particle wave is




exp (ikx) + r exp (−ikx) x < −a (area I)
αII exp (−κIIx) + βII exp (κIIx) |x| < a (area II)
tIII exp ikx x > a (area III)
(2.21)











respectively. All three functions need to match with boundary condi-
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must be continuous. e probability of transmitting the electron through
the barrier is then given by the energy dependent transmission coeffi-
cient T (E) = |tIII|2 which shows the following approximate depen-
dence (in the limit of a large barrier) on the parameters of the barrier:





In summary, the transmission probability depends exponentially on the
effective barrier given as the difference of the electron’s energy to the
barrier height as well as the barrier’s length. In a physical system, the
barriers are not simple square functions and additionally, in transport
experiments also the density of states on both sides of the barrier has
to be taken into account. But this rather simple example demonstrates
the concept of energy-dependent transmission coefficients or, in other
words, tunneling rates.
2.3 Static quantum dots
e previously increased confinement of electrons from one to two di-
mensions lead to quantization of energies in these coordinates, but still
the energy in the remaining, free directions was continuous. In the case
of quantum dots, the confinement is extended to all spatial directions,
resulting in a (quasi) zero-dimensional system which is described by a




δ(E − εj), (2.25)
as shown in Fig. 2.4. ese confinement energies may be reasonably
large in semiconductor systems due to which quantum dots are dis-
cussed as a solid-state analogon of an atom, including effects compa-
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Density of states of a zero-dimensional system showing a discrete spec-
trum, representing the quantum dot energy levels εj .
rable to filling of orbitals and shells [81, 82]. In contrast, metallic sys-
tems behave almost bulk-like due to the larger electron densities so
that in mesocopic metallic devices excitation effects are typically not
observed [70]. Only for ultrasmall metallic grains of the size . 10 nm,
coupled via oxide barriers to source and drain contacts, also quantum
transport effects could have been studied in metals [83].
Until now, specific properties of electrons like the electric charge e,
leading to interaction effects, have been neglected. To further discuss
the transport properties of static quantum dots, we will use a model
known as ”constant-interaction model” [84–86]. e basic electric cir-
cuit is depicted in Fig. 2.5. e QD in the center, characterized by
a capacitance CΣ, is coupled to electron reservoirs, called source and
drain. is coupling is achieved via tunneling barriers, formed e.g. by
electrostatic potentials or small oxide layers, which are described via a
tunneling resistance, RT, and a capacitance, Cs and Cd, respectively.
e size of the QD is so small that the granular nature of the electric
charge becomes visible: e charge stored on the island is allowed to
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change only in integer multiples of the elementary charge. is im-
poses a certain requirement on the tunneling resistance, which must be
sufficiently large in order to ensure this quantization (as discussed later
in this section). Additionally sketched is a pure capacitively coupled
gate (via the capacitance Cg) which may be used to tune the potential
of the QD by applying a voltage Vg. However, electrons may enter or
leave the dot only via the tunneling barriers to source and drain leads.
ese leads are characterized by electrochemical potentials µs and µd,
which may be tuned by applying an external voltage difference between
the two. For simplicity, we assume µs > µd in the following. If now
one also attributes an electrochemical potential to the dot µn being oc-
cupied by n electrons, then charge transport is energetically allowed at
low temperatures only if
µs > µn > µd. (2.26)
Here, we exclude higher-order tunneling effects like co-tunneling. Ob-
viously, the electrochemical potential of the dot therefore plays a major
role in transport experiments involving quantum dots. us, we will
explain next how to determine this parameter and its dependence of,
e.g., the number of electrons on the dot or the external gate voltage Vg.
Along with the constant-interaction model, two implicit assump-
tions are being made: is is on the one hand the approximation that
the interaction between electrons on the dot and a surplus electron can
be parameterized by the dot’s capacitance CΣ. is parameter will be
discussed at the end of this section. On the other hand, one assumes
that the discrete single-particle energy spectrum of the dot remains un-
changed for interacting electrons. Hence, the dot’s ground state energy,
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Simplemodel of aquantumdot, coupled via tunnelingbarriers to source
and drain leads. Its electrostatic potential may be influenced using a
capacitively coupled gate.








neglecting any residual electrons on the dot at Vg = 0 (which would
lead to a transformation of n → n − N0 only). e two assump-
tions previously stated become obvious by the simple summation of
the electrostatic (first) term including the interaction via the capaci-
tance and the gate potential and the second, chemical term summing
up the single-particle energies. For simplicity, this term will be abbre-
viated in the following via En.
e difference of the two energies Un and Un−1 defines the electro-




















is called the charging energy, depending only on the capacitance of the
QD. us, the electrochemical potential may be regarded as the sum
of the chemical potential µch = εn, depending on the confining po-
tential only, and an electrostatic contribution eΦn [86]. e latter in
turn consists of a discrete element (n − 1/2)e2/CΣ (resulting from
the interaction of the electrons on the dot) and a continuous contribu-
tion CgCΣVg in response to the electrostatic environment. In case of the
occupation of a state with εi with i > n during transport, tunneling
does not take place via the lowest possible energy state and therefore,
one speaks of transport via an excited state.
e addition energy finally, which equals the amount of energy nec-
essary to change the dot’s occupation number from n electrons to n+1,
is given as the difference of the contributing electrochemical potentials:




with∆E = εn+1−εn. In summary, the energy required to change the
occupation of the quantum dot by one electron is constant and equals
the charging energy EC provided the difference in the single-particle
energies ∆E is negligible small. Most-importantly, the charging en-
ergy is also independent of the number of electrons on the dot, lead-
ing finally to an equidistant spacing of energy states in case of negligi-
ble quantum energy differences. Moreover, µn may be continuously
varied by applying a gate voltage Vg, according to equation (2.28).
Figure 2.6a) shows the resulting potentials in the regime of Coulomb
blockade. e tunneling barriers separating the source and drain leads
(characterized by µs and µd, respectively) from the QD are sketched
as white squares. e difference µs − µd = eVsd opens a transport
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window (sketched as the grey area in the quantum dot) which allows
charge transport if any of the dot’s electrochemical potentials µn lies
within. In the situation depicted, the state µn is always occupied, since
µs > µn (i.e., occupation from source is energetically allowed), but
tunneling to drain is energetically forbidden because all states at the
energy µn in the drain lead are occupied (µd > µn). e next avail-
able, empty state µn+1 (sketched as the lowest dashed line) is separated
in energy by the addition energy and may not be occupied from either
source or drain since µn+1 > µs, µd. erefore, Coulomb blockade
suppresses the flow of electrons from source to drain.
However, as discussed above, the gate voltage may be adjusted such
that the electrostatic contribution eΦn shifts the electrochemical po-
tential µn+1 below µs and therefore into the transport window. is
situation is shown in Fig. 2.6b) where tunneling of electrons from source
becomes energetically favourable. e occupation number of the dot
changes in consequence from n to (n + 1). In the small bias regime,
as depicted, tunneling of another electron is now forbidden due to the
separation of the next level in energy due to the charging energy. e
electrostatic term eΦn changes in consequence by the charging energy
leaving the situation depicted in Fig. 2.6c). Subsequent tunneling of
the surplus electron to drain then returns the QD occupation number
back to n and the cycle may start again.
Its experimental signature is shown in Fig.2.6d) where the conduc-
tance G peaks at gate voltages corresponding to quantum dot states
within the transport window. As outlined above, transport is sup-
pressed in-between by the electrostatic repulsion in response to another
electron, i.e. the system is ”Coulomb blockaded”. Coupling of the
states of the dot to source and drain reservoirs leads to a slight broaden-
ing of the peaks [87]. e transport window may be tuned by changing
the voltage difference Vsd = e−1(µs−µd). e parameter dependence
of the conductance across the quantum dot as a function of both ex-
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Coulomb-Blockade in a Quantum dot. Depicted are the general model
in the blocking regime (a), sequential charge tunneling at constant gate
voltage Vg (b,c) and the dependence of the conductance across the QD
as a function of gate voltage (d) and of gate and bias voltages (e). For
details see text.
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ternal parameters, gate and bias voltage, is shown as a two-dimensional
plot in Fig. 2.6e). e transport window determines the number of
transport channels (each separated in energy by the charging energy),
leading to a step-wise increase in the conductance with increasing bias
voltage difference. e dark regions in the center mark the suppression
of transport due to Coulomb blockade (only one charge state on the dot
is energetically allowed). e charge state of the dot in the center region
is therefore well defined and constant, leading to the term ”stability dia-
gram” for this kind of graph. e plot shown in Fig. 2.6d) corresponds
to a vertical line in the regime Vsd ≈ 0. Both plots contain additional
information about the device parameters since the charging energy or
contributing capacitances may be derived from the data. E.g., the peak
distance ∆Vg in Fig.2.6d) yields the gate capacitance Cg = e/∆Vg.
Additionally, the extent of the blockaded region in Fig.2.6e) along the
source-drain voltage axis gives the charging energy and thereby the total
capacitance, CΣ:
e∆Vsd = EC = e
2/CΣ. (2.31)
Finally, from the transitions between the stable regions one can derive
the capacitances of the tunnel junctions. Lines with positive slope γs
correspond to resonances with the source lead, yielding
γs = (CΣ − Cs)/Cg, (2.32)
while negative slopes γd correspond to resonances with drain, leading
to
γd = −Cs/Cg. (2.33)
Detailed descriptions of these derivations may be found in, e.g., Refs. [88,
89].
Let us finally discuss the requirements to observe single-charging ef-
fects in quantum dots. As outlined above, the charging energy is pa-
rameterized by the overall capacitance CΣ (see eq.(2.29)). At room-
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temperature conditions and assuming a capacitor of C = 1 pF, this
effect can be neglected since EC ≈ 160 neV while the thermal energy
equals alreadyEth ≈ 25 meV therefore being about five orders of mag-
nitude larger. In quantum dots, the capacitance may be approximated
geometrically by a disk of diameter d:
C = 4εrε0d (2.34)
with the dielectric constant εr ≈ 13 in GaAs. Assuming further a disk
of diameter d = 500 nm, equation (2.34) yields C ≈ 230 aF. is
number should be regarded as a lower limit of the dot’s capacitance
only since all neighbouring capacitances of e.g. the tunneling barriers
or gates will increase the value of CΣ = Cs + Cd + Cg. However,
inserting this number in equation 2.29, one obtains EC ≈ 700 µeV.
At low temperatures, this energy may exceed the thermal energy which
equalsEth ≈ 100 µeV at about 1 K. In conclusion, small sizes (leading
to small capacitances and thereby high charging energies, according to
eq. (2.34)) and low temperatures are necessary requirements to observe
single-charging effects.
Additionally, there is another requirement resulting from quantum
mechanics onto the quantum dots, foreshadowed in the beginning of
this section: Heisenberg’s uncertainty principle states ∆E∆τ > h.
To observe single-charging effects, the electron’s wave function must
be sufficiently localized on the dot. e average time on the dot ∆τ is
approximately given by theRC-time constant of the tunneling barriers.





2RT > h, (2.35)
superimposing the condition RT ≫ h/e2 onto the tunneling resis-
tance RT.
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2.4 Adiabatic electron turnstiles and pumps
Although the granular nature of electric current due to the electrostatic
energy of an additional electron on the island has played already a ma-
jor role in the discussion of the quantum dot, current through such
a device has not been quantized on the level of single electrons at all
until now: As soon as a state becomes available in the transport win-
dow opened by the bias voltage, a flow of randomly tunneling electrons
sets in whose amplitude is determined by the tunneling constants at-
tributed to the barriers. However, only a few years after the first single-
electron transistor created by Fulton and Dolan [16] the first devices
being able to transfer a specific number of carriers per unit time in-
terval have been reported, realized in metallic [17] and semiconductor
systems [18]. ese first implementations were all based on the ”turn-
stile” operation mode which is introduced in the following section. All
devices under discussion in this section operate adiabatically, i.e. the
frequency is sufficiently low in order to allow the system to follow the
energetic ground state.
2.4.1 Single-electron turnstile
In order to deterministically control the tunneling of electrons through
a quantum dot system, one necessarily needs to be able to control the
tunneling barriers and their transparency in time. In metallic systems,
however, these barriers are fixed which in turn requires the usage of
a chain of quantum dots (three in series are required for the turnstile
operation [90]). Effectively, the outermost series dots act as additional
tunneling barriers [19]. e device’s operation principle is shown in
Fig. 2.7a) for a metallic system. After correction of background offset
charges using additional gates, the directed charge transfer is achieved
by using one oscillating signal applied to the central island and a bias
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Sketch of turnstile operation for a metallic, fixed-barrier system (upper
panel a), adapted from [19]) and for a semiconductor, tunable-barrier
realization (lower panel b), adapted from [18]).
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potential µs−µd across the series array. e former does not only shift
the central electrochemical potential µ2, but also modulates via cross-
coupling the outer chemical potentials µ1, µ3 in the same direction
but with smaller amplitude. If initially tuned as shown in panel 1 ,
the left island exceeds the right one in energy throughout the cycle
which defines the unidirectional transfer of electrons from left (source)
to right (drain). tunneling of electrons from either lead onto one of
the islands is prohibited in panel 1 since the outermost energy levels
are energetically unfavourable. By lowering the central island, the left
island’s state is simultaneously lowered in energy, until in situation 2
its state is below the source’s electrochemical potential, leading to the
tunneling of one electron from source via the left to the central island.
Afterwards, as shown in 3 , the central level is raised again in energy
while back-tunneling to source is always suppressed by the left-most
island, even in the case that µ2 exceeds µs since µ1 > µ2. Only if
level µ3 > µd, tunneling from the center island to drain is allowed.
In summary, one electron has been transferred from source to drain
during this cycle.
Using a semiconductor turnstile, as shown in Fig. 2.7b), the de-
vice itself can be reduced in complexity, since the tunneling barriers
may be modulated directly using topgates. However, then two driv-
ing signals, one for each barrier, are necessary. By applying a phase-
shift of π to both signals at the same amplitude, both contributions to
the dot’s energy level cancel out and the level remains constant while
the barriers are modulated. Opening initially the barrier to source,
one electron can occupy the energetically lower empty dot state. But,
it cannot leave the dot to drain since this barrier is at its maximum.
After another half-period, the drain barrier is sufficiently low to al-
low tunneling of the surplus electron to drain. Again, the bias poten-
tial µs − µd is essential to determine the direction of charge transfer.
In general, this type of device should allow higher transfer frequen-
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cies due to the possibility of lifting the barrier completely as compared
to the metallic counterparts. However, operation frequencies beyond
fp > 20MHz have not been reported. Remarkably, also non-adiabatic
single-parameter charge pumping has been observed in these devices al-
ready in 1991 [91], but this direction of research has not been further
pursued.
e advantage of the turnstile is its rather simple operation mode,
employing only one rf signal in the metallic realization (of course, at
the expense of a more complex device compared to the semiconduc-
tor realization). However, due to the necessity of the bias potential to
achieve unidirectional single-charge transfer, energy is dissipated in the
structure which leads to heating and thereby to an increasing proba-
bility of higher-order tunneling events (co-tunneling). erefore, this
type of device has not been studied for metrological precision experi-
ments.
2.4.2 Adiabatic single-electron pump
is disadvantage of energy dissipation in the circuit due to the ap-
plied bias has been overcome by the concept of the adiabatic pump.
Although also in semiconducting systems adiabatic pumping operation
has been demonstrated [18] by applying different modulation ampli-
tudes to both gates (thereby lifting and lowering the electrochemical
potential of the dot during the cycle), these systems have not been em-
ployed in metrological applications. Only recently, adiabatic pump-
ing in semiconductor systems has returned into focus again when be-
ing implemented using state-of-the-art Silicon fabrication techniques
and operation at GHz frequencies [92]. However, we will focus here
on metallic adiabatic pumps which set the benchmark in accuracy of
single-electron charge transfer. Schematically, such an adiabatic pump
is shown for a metallic system in Fig. 2.8a). Such device consists of a
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Sketch of adiabatic pump operation for a metallic system (adapted
from [20]), consisting of two islands whose electrochemical potentials
are tunable by gate voltages VG1 and VG2 (a). Stability diagram of the
charge states occupied by the system. The encircled triple point exem-
plary defines the range ofmodulation of gate voltages for single-charge
transfer. The sense of the rotation, experimentally accessible via the rel-
ative phase of both modulation signals, defines the direction of charge
transfer, independently of applied bias voltages.
series arrangement of three tunneling junctions, separating source and
drain leads from the two center islands. Both electrochemical potentials
can be adjusted by gate voltages VG1 and VG2. e system’s charge state
is characterized by the tuple (n1, n2) corresponding to the occupation
number of the islands 1 and 2. eir dependence on gate voltages is
shown in Fig. 2.8b) with an arbitrary definition of ni = 0. Inside
the hexagonal areas, the charge states are stable while lines correspond
to transitions between charge states. e intersections between three
hexagons are called triple points of which one is marked by the black
dot. Encircling this point, the system changes its state in the order
(n1, n2) → (n1 + 1, n2) → (n1, n2 + 1) → (n1, n2) (2.36)
with n1 = 0, n2 = 0 in the beginning for this point. Obviously,
this sequence exactly matches the sequential transfer of one electron
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from source via the two islands to drain. e direction of charge trans-
fer is then given only by the relative phase between both voltage sig-
nals and is therefore independent of the bias voltage. e frequency
of operation is limited by the requirement of adiabaticity. However,
the highest frequency in such device reported (employing a 3-junction
metallic pump with additional chromium resistors in series, referred
to as ”R-pump” [93]) is fp = 100 MHz, yielding a current of about
I ≈ 16 pA [94].
ere are several sources of errors in these devices which lead to devi-
ations from perfect single-charge transfer, e.g. missing cycle events (in
case of operating too fast), thermally activated errors, photon-assisted
tunneling and co-tunneling [45, 90]. Co-tunneling is regarded as the
limiting source of errors and describes a quantum mechanical effect
in which several electrons tunnel in a coherent manner. is process
can be suppressed by either increasing the tunneling resistance (lead-
ing to higher tunneling time constants) or by increasing the number of
tunneling barriers (thereby enhancing device complexity). e most-
precise single-electron transfer device has been reported in 1996 [25],
using a seven-junction adiabatic pump which is shown schematically
in Fig. 2.9a). e achieved deviation from single-electron transfer was
15 × 10−9 at a frequency of fp = 5.05 MHz, however, theoretical
considerations suggested an even lower deviation.
Besides this measurement still being the benchmark with respect to
the precision achieved, the underlying ideas of how the error rates are
determined are of even higher importance for the understanding of
this thesis since this concept will be reused in the framework of error
accounting (see chapter 6). As previously discussed, the direction of
single-charge transfer can be switched in an adiabatic pump by simply
changing the phase between the driving gate voltages. With the de-
picted needle switch open, the (large) external island is charged by the
transfer of an electron. is is reflected by a jump in the signal of a ca-
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Precisionmeasurement of the adiabatic pump. a) Sketch of the basic de-
vice, containing a seven-junction pump and a switch to select between
charging a capacitor (to determine the precision of operation) and deliv-
ering aquantised current. In a slow shuttling experiment, one electron is
transferred onto and off the capacitor whose charge state is monitored
by an electrometer (b). If the shuttling frequency is increased above the
detector's bandwidth, the average charge on the capacitor is monitored
which changes only in case of a transfer error (c). (adapted from [25])
pacitively coupled electrometer. After removing the electron again by
the inverse process, the system switches back to its initial state as shown
in Fig. 2.9b). In the graph, two transfer events are delayed by several
seconds which is sufficiently slow to be resolved by the electrometer.
However, if the frequency of this shuttling operation is much faster
than the electrometer’s bandwidth, only the average charge state of the
external island is monitored which remains constant after completing
the shuttling back and forth. Only in the rare case of transfer errors,
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the charge state changes by one electron until the next error occurs.
Provided a sufficiently low error rate, this deviation from perfect single-
electron transfer can be detected, as shown in Fig. 2.9c). Each jump of
height ≈ 8 µV in the detector signal corresponds to the deviation by
one electron.
Following this characterization, the needle switch is closed and the
unidirectional single-electron current is delivered to an external circuit.
However, this method is based on the assumption that the transfer
probabilities in the shuttle experiment (which has been assessed in the
measurement in Fig. 2.9c)) and in the unidirectional current gener-
ation (which is unknown) equal. e deviation from the nominally
quantized current corresponding to I = efp cannot be simultaneously
confirmed when the cryogenic needle switch is closed, i.e. during cur-
rent generation.
2.5 Non-adiabatic single-electron pumping
using a dynamic QD
In this thesis, the clocked charge transfer will be accomplished by using
the non-adiabatic single-parameter pump, which basically is a quantum
dot in an etched semiconductor wire defined by topgates of which one
gate is driven by an additional rf voltage signal. A sketch of such a
structure is shown in Fig. 2.10.
e quasi-one-dimensional wire, etched out of a two-dimensional
electron gas and about 800 nm wide below the gates, can be locally
depleted by applying negative potentials to the gates. Just recently, non-
adiabatic charge pumping has also been demonstrated in an all gate-
defined quantum dot [95]. In all experiments, the third electrode is
grounded and therefore does not affect the underlying electron system.
A similar structure, consisting of an etched semiconductor channel and
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False-color SEM image of a typical pump structure (a). By inducing neg-
ative potentials VG1 and VG2 onto the metallic gates (coloured yellow)
crossing an etched semiconductor wire (green), a quantum dot (QD) is
formed in-between. The third gate electrode is grounded throughout
this thesis. Also shown is a sketch of the induced electrostatic potential
(b). Only the entrance gate voltage VG1(t) is modulated by an external
rf signal, leading to periodic coupling/decoupling of the dot's electro-
chemical potentials (labelled µ1 . . . µ3 for the first three charge states)
with the source lead. The leads are characterized by the electrochemical
potentialsµs andµd, respectively. Because of acting as a pump, the con-
dition µs > µd for charge transfer from source to drain is not required.
Instead, the direction of charge transfer is given by the arrangement of
modulated and constant gate.
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additional metallic topgates defining a QD, has been also employed as
a turnstile by Nagamune et al. [96] in 1994, following the operation
principle sketched in Fig. 2.7b). However, in the realization used here
both barriers are tuned far beyond pinch-off and thus strongly suppress
tunneling of electrons between source and drain leads in the static case
without any rf signal applied. Between the first two gates, a quantum
dot is formed in the electron system below. e electrostatic potential
inside the wire is depicted as a sketch in Fig. 2.10b). By modulating
the entrance barrier, the QD is periodically coupled and decoupled
to/from the source lead which leads to charging the dot with electrons
from source or defining an exact integer number of electrons on the
dot, respectively. e electrochemical potentials of the dot are labelled
µ1 . . . µ3 for the first three electron states located on the dot. Both
leads are parametrized by the electrochemical potentials µs (source)
and µd (drain lead), respectively. e exit barrier, which is held at
constant potential, forms a large tunneling barrier between dot and the
drain lead, suppressing any direct tunneling of electrons between source
and drain while the entrance barrier is lowered in order to charge the
dot with electrons. Only if electrons are excited in energy (during the
emission phase), they may overcome this potential barrier.
2.5.1 Illustrative description of the charge transfer
mechanism
Before providing the mathematical description of charge transfer by a
dynamic quantum dot, I will first give an illustrative depiction of the
working principles. e inset in Fig. 2.11 shows the time dependence
of the modulated potential applied to the entrance gate. In order to
maintain equivalence with the barrier formed by this gate, −VG1(t) is
plotted, i.e. the entrance barrier is at its maximum when the function
−VG1(t) reaches its maximum. It is worth noting at this point that
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the action of the applied potentials to both of the topgates defining the
quantum dot is two-fold: On the one hand, any potential applied con-
trols the height of the barrier, i.e. the rate of tunneling from either side
of the barrier to the other. On the other hand, it also couples capaci-
tively to the electrochemical potentials of the dot formed in-between,
labelled µn (thereby acting as a plunger gate). In summary, by apply-
ing a more negative potential (in order to increase the barrier), also the
electrons on the dot are lifted in energy (reducing the effective barrier
compared to the case of negligible plunger action). e ratio of these
two effects is a critical parameter for the working of this type of device.
At point a , the empty ground state of the dynamic quantum dot is
high in energy and well isolated from source and drain leads. ere-
fore, tunneling onto the dot from either lead is suppressed. After a half
cycle, reaching point b , the barrier to source has become transparent,
enabling exchange of electrons between source and the dot. Due to the
capacitive coupling of the barrier potentials to the quantum dot’s elec-
trochemical potentials µn, occupation of those states is energetically al-
lowed for which µn < µs holds. Consecutively, by increasing the neg-
ative potential on this gate again (marked by c ), the above-mentioned
interplay of the gate acting as barrier (controlling the transparency to
source) and as plunger (lifting the electrochemical potentials of the dot)
leads to a finite number of electrons being isolated (or captured) on the
dot. is is accomplished by a cascade of electrons tunneling back
to source which sets in as soon as the corresponding state µn is lifted
above the source’s electrochemical potential µs. e exact number of
electrons finally captured is defined mainly (of course, only in the case
of fixed slew rates of the rf signal) by the potential of the static exit gate
which controls the height of the dot’s energy levels at the moment of
decoupling. e more positive this potential, the lower are the quan-
tum dot’s electrochemical potentials. is leads to a higher occupation
of electrons on the dot since the barrier is already more opaque at the
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b)
The entrance barrier is lowered below the 
source‘s chemical potential by applying a more 
positive voltage to the gate, thereby allowing 
electrons to enter the dot (“initialization“). The 
exit barrier remains high, preventing electrons 
from tunneling from/to drain.
loading the dot from source (“initialization“)
a)
The entrance barrier is held high, tunneling 
onto the dot from either side is suppressed.  
The dot‘s ground state is well above the 
chemical potential of both, source and drain, 
leads.
dynamic quantum dot isolated
c)
The entrance barrier is raised again, thereby also 
lifting the electrons on the dot in energy. This 
leads to an increased back-tunneling rate to 
source when the corresponding dot‘s energy 
state is above the source‘s fermi level. Finally, a 
well-dened number of electrons (controlled by 
the exit gate voltage) remains on the dot, being 
decoupled from both leads.
dene the number of electrons on the dot (“capture“)
d)
The entrance barrier is raised further, lifting the 
isolated electrons on the dot in energy. This 
yields an increase in the tunneling rate to drain 
since that barrier becomes eectively lower. 
Provided a sucient amplitude of modulation, 
all electrons are unloaded to the drain lead, 
leaving an empty dot.










Illustration of the charge capture process of the dynamic quantum dot,
for details see text. Inset depicts the applied rf signal−VG1(t).
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point of beginning of back-tunneling, defined by µn > µs. Finally,
depicted in situation d , the electrons isolated on the dot are raised in
energy such that the effective barrier height imposed by the potential
of the exit gate is sufficiently small to allow tunneling to drain at an
excess energy given by µn(te) − µd with µn(te) the electrochemical
potential of the nth electron on the dot at the time of its emission to
drain, te.
One further comment on the electrochemical potentials of source
and drain lead, µs and µd, respectively: Due to the driving scheme,
electrons are only allowed to enter the dot from source across the mod-
ulated tunneling barrier. Electrons tunneling back to source at the
phase of initialization and capture do not contribute to the average cur-
rent. Since also tunneling from drain is suppressed, only those electrons
which are lifted over the exit barrier to drain define the average current
in this transfer period. erefore, the potential difference µs − µd
does not define the direction of charge transfer as in the turnstile de-
vices. Moreover, due to the large barrier to drain, this specific pump is
even able to act against a reasonably large potential difference µs−µd,
making it an ideal candidate for series operation.
After the completion of one period, the dot is empty again, equalling
the initial situation marked a . In the course of this thesis, also single
pulses will be applied instead of a continuous wave. In such cases, the
most-negative gate-voltage setting will be kept until the next pulse is
applied, i.e. the scheme in the inset in Fig. 2.11 is extended by con-
stantly repeating the initial/final value. ere are two reasons for this
choice: First, if the barriers are held constant at their respective max-
ima, tunneling across the QD, even at high electron energies, is very
unlikely. Additionally, with the phase chosen this way, all dynamic
processes (loading, capturing and emission) are as undisturbed as pos-
sible. Imagine, as an example, a phase of π was chosen: en, the
initialization would last as long as the delay between two subsequent
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pulses. If the duration of coupling to source (enabling the initialization
of the dot) is the limiting process, then the phase shift of π might lead
to deviations from the behaviour observed using a cw signal.
One key ingredient of the working principle is the non-adiabaticity:
While in devices operating in the adiabatic limit it is important to al-
low for tunneling times in order to maintain the system in the ener-
getically lowest state (which imposes an upper limit onto the operation
frequency), the non-adiabatic dynamic QD has a lower limit in fre-
quency. If the source barrier does not become opaque sufficiently fast,
all electrons on the dot will tunnel back to the source reservoir after
being lifted above µs.
However, there exists also an upper limit in operation frequency for
these devices. is is given by, e.g., the occupation of excited states
in the dot during the capture process (either by excitations during the
lifting of states in energy or by insufficient relaxation times when being
initially loaded into an excited state). ese states couple stronger to
the source (being at higher energies) which leads to a reduction in the
capture probability and decreasing fidelity of single-charge transfer as
observed in [97].
After this general discussion, let us turn towards the parameter de-
pendence of the quantized current. A typical plot of the current I
generated by a dynamic quantum dot, operating at fixed rf parameters
(frequency fp and amplitude Vac), is shown in Fig. 2.12 under variation
of its static gate parameters. At the bottom of this graph the derivative
is depicted, indicating the flat plateaus in multiples of efp (white) and
sharp transitions in-between (dark grey). Typically, the dynamic quan-
tum dots are operated on the main plateau which is marked by the
red arrow. Additionally, a magnetic field has been applied, leading to
an additional confinement of the electrons on the dot and therefore
to sharper transitions between neighbouring plateaus. However, this
aspect is beyond the scope of this thesis and is discussed in, e.g., [44,
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Figure 2.12:
Direct-current measurement of the single-electron pump showing a
three-dimensional plot of the output current I (top) and its derivative
(bottom) as a function of control gate voltages VG1, VG2. Frequency
fp = 50 MHz, amplitude Vac = 180mV, magnetic field B = 9 T. Color
represents the amplitude of the current in the range of zero to 8efp, the
dark regions in the derivative represent transitions between plateaus.
The main plateau is marked by the red arrow.
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Direct-current measurement of the single-electron pump showing a
two-dimensional plot of the pumped current I as a function of control
gate voltages VG1, VG2 for same conditions (rf, B) as in Fig. 2.12. The
white, labelled arrows mark traces shown in Fig. 2.14 and 2.15, respec-
tively. The color-scale represents the amplitude of the pumped current
in the range of zero to 8efp, the black contour lines mark the transitions
between the plateaus in steps of 0.1efp. The magenta line represents
the limit of pump operation due to insufficient coupling to source dur-
ing initialization, the brown one incomplete unloading to drain during
emission.
97–104].
e dependence of the formation of plateaus in multiplies of efp
on the entrance gate voltage VG1 can be seen more clearly in Fig. 2.13
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which is a two-dimensional colour plot of the same data as in Fig. 2.12.
e plateau region is limited towards most negative gate voltages VG1
by insufficient loading of electrons from source (marked by the ma-
genta line). If the barrier formed by that gate is too large, the modu-
lation does not open the contact to the source reservoir. In turn, by
increasing the amplitude Vac of the rf signal, this border can be shifted
towards more negative values. Above, for more positive values of VG1,
the main plateau is formed. Here, the number nc of electrons isolated
(or captured) on the dot during the cycle equals the number of elec-
trons emitted to drain ne at the end of the cycle. erefore, the dot is
empty at the end of the cycle, so that any further increase in amplitude
of the rf signal does not increase the number of carriers emitted. By fur-
ther increasing the gate voltage VG1 towards more positive values, the
quantum dot’s ground states are lowered in energy. is leads at some
point to insufficient unloading of electrons to drain, since the modu-
lation does not lift the electrons isolated on the dot strongly enough to
overcome the drain barrier formed by VG2 (marked by the light brown
line). us, the integer number of electrons emitted to drain ne is
lower than the number of electrons isolated on the dot in this region,
ne < nc.
Numbered white arrows mark line cuts for constant exit gate volt-
ages VG2, labelled 1 , 2 and 3 and shown in Fig. 2.14, respectively.
As already discussed, the current I , given as the average number of
emitted electrons ne per period, is at its maximum at the main plateau
(ne = nc) since for all side plateaus the condition ne < nc holds.
Even a further increase of rf amplitude (allowing to operate the dy-
namic quantum dot at more negative gate settings) will not increase the
number of transferred electrons since the number of emitted electrons
cannot exceed the amount of captured electrons, ne ≤ nc. erefore,
one can derive from a line cut as shown in Fig. 2.14, at which parame-
ter range (e.g., after an increase of amplitude if the extent of the main
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Cuts along the marked positions in Fig. 2.13 for different exit gate volt-
ages ( 1 : VG2 = −250mV, 2 : VG2 = −225mV, 3 : VG2 = −208mV)
showing cross-sections through themain plateau aswell as the first ( 2 )
and the first two side-plateaus ( 3 ), respectively. Additionally, the num-
ber of captured electronsnc and the number of emitted electronsne are
depicted. The pumping parameters are the same as in Fig. 2.12.
plateau is comparable to the first side plateau) the dynamic dot is op-
erated on the main plateau. To conclude, the accuracy of the whole
transfer cycle of the dynamic quantum dot is not limited by the initial-
ization or emission process, provided the applied rf amplitude allows
operation on the main plateau, i.e. at entrance gate voltages inside the
region defined by the magenta and light brown lines.
In contrast, the number of electrons transferred for a fixed entrance
gate voltage (say, tuned to the main plateau), as a function of exit gate
voltage VG2 is dominated by the capturing (isolation) process at the
formation of the dynamic quantum dot, following the initialization.
ere are basically two limits describing the mechanisms of charge cap-
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ture in tunable-barrier devices discussed in literature [47, 48], either a
frozen grand-canonical distribution or a rate-driven athermal limit, also
known as the decay-cascade model [46, 105]. e latter is sometimes
applied as a figure of merit to benchmark the operation of a device based
on its gate dependence [44]. Within this context, it is important to
understand the applicability of the underlying concepts. Furthermore,
depending on the mechanism dominating the charge capture process,
different strategies for further optimization should be followed as dis-
cussed at the end of section 5.2.
A typical current-dependence on the exit gate voltage VG2 is shown
in Fig. 2.15, illustrating the step-like increase in multiple integers of
elementary charge times driving frequency with increasing gate voltage
VG2. is plot corresponds to the arrow marked 4 in Fig. 2.13. e
inset demonstrates the flatness of then = 1 plateau as a function ofVG2
which corresponds to a current of about I ≈ 8 pA at these operating
conditions (fp = 50 MHz). Roughly speaking, the exit gate voltage
predominantly acts as plunger gate at this part of the cycle which con-
trols the depth of the quantum dot during the capturing process: e
lower the dot (i.e., the more positive the gate voltage VG2), the more
electrons can be isolated on the dot and subsequently emitted to the
drain lead [41], leading to the experimentally observed step-wise in-
crease of emitted electrons ne with lower exit gate voltage VG2. e
detailed theoretical framework will be given in the next section, fol-
lowing the discussion outlined in [47].
2.5.2 The charge-capturing process
In the description of static quantum dots (see section 2.3), the relevant
parameters for a proper understanding of those structures have been in-
troduced. e main difference in this section is the time-dependence
of the energy states of the dot and of the tunnel-coupling to the source
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Figure 2.15:
Cut at the position marked 4 in Fig. 2.13 (VG1 = −230 mV) showing
the step-like increase in current I as a function of the exit gate voltage
VG2. In absolute measures, the steps appear at multiples of 8 pA. The
current is normalized to efp, the pumping parameters are the same as
in Fig. 2.13. The inset shows a magnification of the I = 1efp-plateau
with the arrow's length resembling∆I = 400 fA.
lead, both affected by the modulated gate. If this modulation is suffi-
ciently slow, excitations of electrons on the dot [97] can be neglected.
Only transitions between neighbouring occupation numbers of the dot
are allowed (i.e., we use a sequential tunneling model). e general





withW±n the instantaneous rates for adding and removing an electron
to/from the dot. e total transition rate between the states n−1 and n
can thus be defined by Γn(t) =W−n+W+n−1. e electrochemical
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with β = 1/kBT the inverse product of Boltzmann constant and tem-
perature T . Additionally, if the time dependence of rates W±n(t) is
quasi-static, then the equation (2.38) expresses detailed balance and the
electrochemical potential µn equals the difference in thermodynamic
grand potentials µn = Ωn−Ωn−1 with Ωn = Fn+Φn−nEf [106]
where Fn corresponds to the canonical free energy and Φn to the elec-











where f(E) equals the Fermi distribution (i.e., the occupation of states)
and f(E) = 1− f(E) (corresponding to free states in the lead). e
first line treats the transitions n↔ n− 1, i.e. the tunneling of an elec-
tron into a free state in the lead (first element), reducing the probability
of the state n being occupied, and, as the second element, the addition
of an electron from an occupied state in the lead if only n−1 electrons
are currently located on the dot. e second line in equation (2.39)
describes these processes accordingly for transitions n+ 1 ↔ n.
e decoupling process, already outlined in the previous paragraphs,
is characterized by an isolated state n at some point in time, say t∞,
i.e. Γn(t∞) = 0. Although the exact time dependences of neither
µn(t) nor Γn(t) are precisely known, one can identify two distinct
points in time: ese are on the one hand the onset of back-tunneling,
labelled tbn, as soon as the state of the dot characterized by µn crosses
the source’s electrochemical potential, i.e.
µn(t
b
n) = µs. (2.40)
49























Time-dependences of back-tunneling rate and the dot's chemical po-
tential during charge capture. The same process is also depicted for a
more negative gate voltage of VG2 to show the dependence of critical
time moments as a function of this tuning parameter.
On the other hand, there is a point in time tcn at which decoupling
is achieved (equivalent to the breakdown of detailed balance), i.e. the
average number of remaining tunneling events is of the order of one:∫ t∞n
tcn
Γn(t)dt = 1. (2.41)
ese definitions are sketched in Fig. 2.16 for two settings of VG2.
We assume a linear dependence of the dot’s energy levels µn(t) on the
gate voltages VG1(t) and VG2 while the tunneling rates presumably de-
pend on gate voltages exponentially. Due to the (positive) charging
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energy and the raising of the dot after initialization (µ̇n(t) > 0), states
with larger n will switch between loading and unloading earlier, i.e.
tbn+1 < t
b
n. Furthermore, the effective barrier will be smaller for
higher states, leading to a lower stability of those states: Γn+1(t) >
Γn(t) (at least for t > tbn). A more negative voltage VG2′ shifts the
same dot state towards higher energies (raising the potential well defin-
ing the dot), which causes an earlier crossing of the (constant) source’s
electrochemical potential µs, leading to tbn
′
< tbn. However, the
same argument as for the discussion of states n + 1 and n and their
respective coupling to source, parametrized by Γ(t), holds, implying
tcn
′ > tcn.
Initially, provided sufficiently large Γn(t), the distribution Pn(t)
follows the instantaneous equilibrium:
Pn(t) ≈ exp(βµn+1(t))Pn+1(t). (2.42)
Depending on the specific time-dependence of Γn(t) and µn(t), one
can identify two universal limits of equation (2.39): One is the ther-
mal limit, obtained in the case of sudden decoupling, meaning that
Γn+1(t) drops that fast to zero that eq. (2.42) holds until the charac-
teristic decoupling time tcn+1 while at times t > tcn+1 the right-hand
side of equation 2.39 becomes zero, i.e. Pn(t) = const.
One can show - assuming that the charging energy is large compared
to temperature (implying a well-pronounced Coulomb blockade) - that









i.e. the probability distribution is given by a set of numbers µ̃n =
βµn(t
c
n) and is narrowly dispersed in case of . . .≫ µ̃n+1 ≫ µ̃n ≫
. . ..
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In the opposite limit, corresponding to a generalized decay-cascade
model [46, 105, 107], the time-scale for switching between loading
f(µn(t)) ≈ 1 (i.e., corresponding states in the source are occupied)
and unloading f(µn(t)) ≈ 0 (empty states in the source lead) may be-
come much shorter than the change in coupling, represented by Γn(t).
e Fermi functions are then replaced by sharp steps, i.e. f(µn) →
Θ(t− tbn), parametrized by the back-tunneling times tbn. e set of
equations 2.39 reduces (assuming sharp initial equilibrium at t0 with
tbN+1 < t
0 < tbN and Pn(t0) = δn,N ) to
Ṗn(t) =

0 t > tbn+1
Γn+1Pn+1(t) t
b
n+1 < t < t
b
n
−ΓnPn(t) + Γn+1Pn+1(t) tbn < t
(2.44)




(1− exp(−Xi)) , (2.45)
with the generalized decay ratesXn extended here by the specific points










e two limits (2.43) and (2.45) can be experimentally distinguished
due to their differing dependence on external parameters, like e.g. the
exit gate voltage VG2 (see Fig. 2.16):
µ̃n = −αµ,nVG2 +∆µ,n (2.47)
lnXn = −αX,nVG2 +∆X,n. (2.48)
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Another possibility to distinguish both limits is by performing frequency-
dependent measurements, as proposed in [47]. As a consequence of the
approximation of sudden decoupling made in order to obtain the ther-
mal limit, µ̃n should be independent of the driving frequency. How-
ever, W±n (t) is expected to scale with W±n (t) → W±n (t)/x in case of
fp → xfp [34].
2.6 Series operation of non-adiabatic dynamic
QDs
When operating dynamic quantum dots in series, a chargeQ will build
up on the interconnecting node in case of differing transfer rates. As-
sume, e.g., the first dynamic dot QD1 to be tuned to transfer two elec-
trons per cycle and the following one, say QD2, to about one electron
per cycle. In consequence, the node will be charged by one electron
per cycle leading to an effect that we call ”mesoscopic feedback” [43].
2.6.1 Mesoscopic feedback
Modelling the above-mentioned example by charging a capacitor, it
is obvious that the process is limited by the potential created by the
surplus carriers. Although the dynamic quantum dots are remarkably
robust against a potential applied from drain (due to the electrostati-
cally defined barrier and the accordingly high emission energy of up to
100 meV [49, 51]), the node’s potential acts as an additional plunger
onto the dot’s energy levels. erefore, we model the effect of the in-
termediate charge node as an additional gating [43]:
I(VG2,∆µs,∆µd) = I(VG2 + βsµs − βdµd) (2.49)
with ∆µs,d the change in electrochemical potentials of the source or
drain lead, respectively, and βs,d coupling constants. Please note the
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opposite sign of βs,d in equation (2.49) which can be understood in
the picture outlined in the previous section 2.5.2: An increase in the
electrochemical potential of the source lead (∆µs > 0) will lead to an
delayed onset of back-tunneling (or decoupling in the grand-canonical
limit), thereby strongly enhancing the probability of capturing elec-
trons on the isolated dot, while only weakly raising the dot’s energy
levels. In contrast, a change in the drain’s electrochemical potential
µd does typically not influence the dynamic processes in charge emis-
sion due to the high emission energy but only acts as an additional
gate voltage, thereby influencing only weakly the dot’s electrochemical
potentials. In conclusion, these considerations suggest |βs| ≫ |βd|.
e effect of a change in source or drain bias onto the dynamic quan-
tum dot can already be modelled using only one QD and change the
respective lead potential by applying an external voltage to source or
drain, respectively, and maintaining the other one at fixed bias. e
linear shift of the transfer characteristics then observed is plotted in
Fig. 2.17. Here, we analyse the transitions between plateaus of quan-
tized charge transfer (operating on the main plateau region) as a func-
tion of both, bias potential and gate voltage.
Circles correspond to the measurements with variation of source po-
tential, squares to a change in drain potential. Data points correspond
each to the position of I = 0.5efp (red), I = 1.5efp (green), I =
2.5efp (blue) in the two-dimensional parameter space. e depen-
dence of gate parameters on the bias potential is approximated by a
linear function. e slope thereby derived directly corresponds to βs,d.
Both previously discussed properties of this parameter are evident: First,
βs is positive while βd carries the opposite sign. Second, the effect of
a source potential is much larger than the one of the variation of the
drain potential, leading to an average ratio of βs/βd ≈ 10.
ese aspects are also of fundamental relevance to the series oper-
ation because they lead to a stabilization of the series quantum dots:
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Figure 2.17:
Change of plateau transition as a function of bias potential.
Assuming the first QD again to transfer more than one electron, this
will lead to a raising drain potential for the first quantum dot and an
increasing source potential for the second dot. Due to the opposite sign
of βs,d, this causes a reduction of the capture probability of QD1 with
a simultaneous increase in capture probability of QD2. Taking into
account the large ratio βs/βd, one expects QD2 to be affected much
stronger than QD1, leading to an increase of the average number of
transferred electrons across the whole device. Experiments of the se-
ries current as a function of the average intermediate potential under
different scenarios of detuning in the respective points of operation are
discussed in [43, 108].
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One measurement of this kind is exemplary shown in Fig. 2.18 us-
ing the device sketched in the inset, consisting of two serially connected
dynamic quantum dots with capacitively coupled charge detector. In
this measurement, the first dynamic quantum dot QD1 is operated
at nominally ne = 2 on its main plateau while the working point
of QD2 is varied by changing its exit barrier voltage VG2QD2. e
black dashed line (corresponding to the left axis) gives the parameter
dependence of the individual device showing the step-like increase in
transferred electrons per cycle. When operating in series, the charge
state of the intermediate node is monitored by the detector (red open
squares), revealing the charge-driven feedback mechanism which ad-
ditionally leads to a five-fold increase in plateau width of the serially
generated current (blue dots) compared to the ne = 2-plateau for
QD2 individually. erefore, the current is dominated by QD1 over
a wide range of gate voltage. However, towards very negative control
gate voltages VG2QD2 the current is suppressed due to feedback onto
QD1. In addition, this type of feedback manifests itself also at gate
voltages −280 mV < VG2QD2 < −250 mV where an increase in se-
ries current is observed due to the positively charged intermediate node,
leading to an increase in the number of transferred electrons per cycle
across QD1. Solid lines indicate fits to a theoretical model based on
(2.49) and charge conservation from which a coupling ratio of about
βs/βd ≈ 7 is derived, in proper agreement with theoretical considera-
tions and the static characterization discussed above (cf. Fig. 2.17).
e feedback mechanism in such system is a realization of quantum
feedback proposed by Brandes [64], representing in this case an integral
feedback loop, acting predominantly onto QD2 in case of deviations




′)dt′, leading to an expected suppression
in the fluctuations of the output current as shown in [43].
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Series operation of pumps illustrating mesoscopic feedback, the device
is depicted in the inset. The black dashed line represents the parameter
dependence of QD2 operated individually while the blue open dots cor-
respond to the series currentwhenoperatingQD1atne = 2. The charge
state of the interconnectingnode ismonitoredby a capacitively coupled
detector reflecting the feedback mechanism. Adapted from [43]
2.7 Metrological context: Quantum
metrological triangle
As pointed out in the introduction, the envisioned redefinition of the
system of units in terms of fundamental constants, like e.g. the elemen-
tary charge e or Planck’s constant h, is the main driving force in the de-
velopment of quantized-charge transfer devices. Concomitant with the
ambition of obvious realizations of these constants, the single-electron
transfer devices have been chosen as the realization of the Ampere, re-
lating the electric current to the elementary charge by I = neQpfp
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with fp the external driving frequency and neQp the charge transferred
per cycle. However, omitting the aspect of an illustrative realization,
the elementary charge could be also represented using Ohm’s law by
















the theoretical prediction of the frequency-to-voltage conversion factor
(Josephson constant), fJ the frequency of the irradiated microwave and
lJ the number of the voltage step. On the other hand, the Quantum











Both effects have been reproduced in different material systems with a
very low relative standard uncertainty: For the Josephson effect, uncer-
tainties below 10−11 [109] or even of the order of 10−19 [110, 111]
regarding the frequency-to-voltage ratio have been reported. Also, the
Quantum Hall resistance is well known with a relative uncertainty of
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about 10−9 in metrological comparison studies [112, 113] and has re-
cently been reported with an uncertainty of the order of 10−11 for
intercomparisons in the same material system [114] or even between
conventional AlGaAs/GaAs and graphene devices [115], evidencing
the universality of this effect. eoretically, corrections of the order
of only 10−20 are predicted [116].
Although these effects have played a major role in metrology after
adapting the so-called conventional units for resistance and voltage
based on the fixed values of KJ-90 and RK-90 [117, 118], their usage
is inconsistent with the current definition of the SI [66].
However, if one employs a single-electron pump yielding a current
depending only on the number of carriers emitted per cycle ne, the
driving frequency of charge transfer fp and the value of the charge














where the dimensionless right-hand side is given as a ratio of integers
times a frequency ratio of the irradiated microwave and the pump fre-
quency. e relation (2.56) constitutes the basis of a quantum metro-
logical triangle experiment [65]. A sketch of the underlying concepts
is shown in Fig. 2.19, indicating the relations between the quantum ef-
fects. Since frequencies can be measured with negligible uncertainties
on the targeted uncertainty of such an experiment (which is of the or-
der of 10−8), one can determine the product of the phenomenological
constants on the left-hand side with high precision.
Depending on the assumptions being made, one can draw some con-
clusion from such an experiment (see also [90, 119, 120]):
59
2 Basics of single-charge transfer
f























Sketch of a quantum metrological triangle experiment, relating the
quantum effects via Ohm's law to the universal constants e and h via
integers ne, lJ and i and a driving frequency f . By combining all effects,
a consistency check can be performed.
• Since the right-hand side of equation (2.56) is dimensionless, the
product on the left is independent of the system of units chosen.
• Assuming that the relations (2.52,2.54) are exact and further that
Qp = e as expected for a single-charge device, equation (2.56)
realizes the form 1 = 1 which, if confirmed by experiments,
would give strong arguments that the initial assumptions (i.e.,
the expression of KJ, Qp and RK in terms of fundamental con-
stants) are correct (after having ruled out that conceivable devi-
ations exactly cancel each other).
• If in a redefinition of the SI the Planck constant h is exactly
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known (related to the kilogram by the Watt balance experiment)
as well as the elementary charge e, realized by a single-electron
source, then also KJ and RK are exactly known, provided the
relations (2.52,2.54) are valid.
• By extending equations (2.52,2.54) and Qp = e by epsilon-
correction terms (i.e.,Qp = e(1+εp),KJ = (2e/h)(1+εJ) and
RK = (h/e
2)(1+ εK)), one can express the level of consistency
of the initial assumptions in terms of these epsilon-corrections,






(1 + εp + εJ + εK). (2.57)
• Moreover, by replacing KJ and RK in equation (2.56) by the
values KJ-90 and RK-90, one can also define Qp-90 in terms of
the conventional units.
• Finally, the outcome of such an experiment directly affects the
so-called Watt balance [121] which provides a linkm ∝ h [122]
between a mass m and Planck’s constant h assuming that rela-
tions (2.52,2.54) hold [66].
Experimentally, the realization can be obtained as follows: e single-
electron device generates a quantized current, which is fed into a Hall
bar placed in a high magnetic field (thereby operated at integer fill-
ing factor), leading to a quantized Hall voltage perpendicular to the
direction of current flow (already experimentally demonstrated for an
all-semiconductor device in [123]). is voltage can then be compared
to the voltage obtained by a Josephson array voltage standard [120].
In conclusion, a precise single-electron current standard is needed to
perform this experiment with sufficiently low uncertainty so that robust
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conclusions on the questions addressed above can be drawn on a level
of uncertainty of 10−8.
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3 Chapter 3Experimental methods
In this chapter, I will briefly discuss the conditions under which the
following experiments have been conducted, starting with the descrip-
tion of the process to fabricate the sample under investigation, followed
by the presentation of the cryostat necessary to reach low temperatures,
ending up finally with the depiction of the electric wiring, the instru-




e design and fabrication of samples is one major aspect during the
preparation of an experiment. e recipe for the semiconducting part
forming the dynamic quantum dots is from a processing point of view
equivalent to standard techniques as described in detail in e.g. [104].
erefore, I will focus here on design considerations differing from the
general layout. e processing of the semiconducting elements was
performed in conjunction with and under supervision of B. Kaestner
and P. Mirovsky while the metallic single-electron transistors have been
created by B. Mackrodt and R. Dolata.
e basis of the device forms a wafer processed by K. Pierz and H.
Marx using molecular beam epitaxy (MBE) as shown in Fig. 3.1. Us-
ing molecular beam epitaxy, almost arbitrary layer stackings may be
formed with atomic precision [124, 125]. e figure contains on the
left hand side the stacking of the wafer together with the energy de-
pendence of valence and conduction band on the right hand side. e
black line labelled |ψ|2 represents the electron’s wave function in the
two-dimensional electron gas. e wafer consists of a stacking of GaAs
and Al0.33Ga0.67As which have a small lattice mismatch but a large
difference in the band gap. is allows stacking of layers with differ-
ent concentrations in Al (resulting in differing band gaps) without any
defects due to the almost perfect lattice match. e result of proper
stacking is a conduction band minimum below the Fermi energy on a
very small extension in vertical direction, leading to a confinement of
electrons in one direction in space combined with free motion in the
other two directions (the ”two-dimensional electron gas”). Using the
remote doping technique with a spacer layer between electron gas and
dopants (Si here), very high mobilities can be achieved by maximizing
the distance between dopants (acting as scatterers if ionized) and the







































Wafer layer stacking (left) and band diagram (right). The wafer was
grown using molecular beam epitaxy (MBE) by K. Pierz and H. Marx and
consists (from top to bottom) of the cap layer (10 nm), a 50 nm AlGaAs
layer which is n-doped with Si (density about 1018 cm−3), followed by
the spacer layer (30 nm AlGaAs) and the interface to the GaAs layer
(500 nm) where the 2DEG is formed at low temperatures. The wafer
consists further of a superlattice of GaAs/AlGaAs (2 nm each, 50 times)
and a buffer GaAs layer of 500 nm (both not shown). The band diagram
on the right hand-side was calculated using a one-dimensional Poisson
and Schrödinger solver (courtesy of Prof. G. Snider, University of Notre
Dame [126]). For modelling purposes, an effective donator density of
Nd = 4.9 · 1017 cm−3 has been chosen to obtain a carrier density in the












Mesa etching. First, after spinning a negative resist onto the substrate
with subsequent curing on a hot plate, the pattern for the semiconduct-
ing channel is created using electron-beam lithography (a). After de-
veloping, only the resist exposed remains, covering the underlying sub-
strate. The commonly used etchant [100, 104, 127] which consists of
H2SO4 (96%), H2O2 (30%) and deionized H2O in a ratio of 1:8:1600 then
removes uncovered substrate (b) at a rate of about 0.5 nm s−1. The low
rate is chosen to warrant isotropic etching profiles. Finally, the etch is
stopped and the resist is removed, leaving the etched channel (c). The
etch is targeted at a depth of about 55 nm and yielded a depth for this
sample of about 65-70 nm. During this step, also the markers for align-
ment are created as etched patterns on the substrate's surface.
93.6 m2(Vs)−1 and a carrier density of ns = 2.77× 1015 m−2.
e processing for the semiconducting elements is done in a repe-
tition of the following steps for mesa etch, ohmic contacts and metal
gates:
• Cleaning of the wafer’s surface
• Spinning of resist (for ohmic contacts and metallic gates, a dou-
ble resist stacking is used) with subsequent curing on a hot plate
• patterning using electron beam lithography (operated by T. Weimann)









lift o resist, maintain
 metal on substrate
2-layer resistsubstrate ebeammetallization
Figure 3.3:
Applying metals for ohmic contacts or gates. To simplify lift-off, a
double-layer positive resist is applied, cured and subsequently pat-
terned using electron-beam lithography (a). After developing, the sur-
face is uncovered at areas patterned by the electron-beam. Then, metal
is evaporated (an alloy consisting of AuGeNi for ohmic contacts, TiAu for
topgates), covering the whole chip (b). By lifting the photoresist, only
the metal lines applied directly onto the substrate remain (c). In case of
ohmic contacts, the eutectic alloy is annealed at450◦ C toprovide access
to the two-dimensional electron gas (not shown).
• either etching the mesa (see Fig. 3.2) or evaporating metal (see
Fig. 3.3) for ohmics or top gates (ohmic contacts are finally an-
nealed at 450◦ C)
• Removing the resist
However, the fabrication of the metallic single-electron transistors
varies slightly and is therefore shown in Fig. 3.4. e process deviates
from the metallization applied to define the semiconducting structures
and employs an additional metallic mask and angular metal evapora-
tion [128, 129]: Here, a trilayer consisting of a copolymer (thickness
of 700 nm), germanium (Ge, thickness of 30 nm) and finally a pho-
toresist (PMMA, thickness of 160 nm) is deposited onto the sample
(a). After patterning the PMMA layer using electron-beam lithogra-
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Fabrication of single-electron transistors. First, a trilayer is created on
the substrate, consisting of a copolymer (thickness of 700 nm, green),
a Ge layer (thermally evaporated, 30 nm thickness, black colour) and a
PMMA layer (thickness 160nm), which is patternedusing electron-beam
lithography (a). Uncovered Ge is then etched using reactive ion etching
(CF4, b). Next, the bottom copolymer (and also, the upper PMMA) are
ashedusing anoxygenplasma (c), thereby creating a largeundercut and
a free standing Gemask. Using a two-angle evaporation technique (d,f )
with intermediate oxidization (e), vertical tunnel junctions are formed.
Thefigure shows in thebottompanels the topviewanda cross-sectional
view of the grey shaded area.
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etching process employing a CF4 plasma, leaving a mask for the bot-
tom copolymer (b). is polymer is etched wherever it is not covered
by Ge using an oxygen plasma (also known as ”ashing”). e process
creates a large undercut, yielding finally a suspended mask of Ge (c). By
subsequent evaporation of Al under two different angles (d,f ) with an
intermediate oxidization step at controlled oxygen pressure (0.15 mbar
for 15 minutes, e), the transistors are formed. A detailed description
of this process can be found in e.g. [130] while the fabrication meth-
ods established at PTB including specific parameters are documented
in [131].
Figure 3.5 shows the fabricated SET structure where some geometric
parameters have been highlighted. e central island has a length of
about 2 µm and a width of 95 nm which is marked by a. e leads
have a similar width, also marked by the same letter. erefore, the
overlap between each lead and the island is a2 ≈ 9 × 10−3 µm2.
Also, by comparing the position of the structure with its corresponding
shadow, the offset due to the angular evaporation of Al can be estimated
to b ≈ 490 nm.
One of the crucial issues in fabrication is the proper alignment of all
steps in fabrication. Typically, crosses or squares are patterned during
the first steps of fabrication to serve as a reference in alignment of the
subsequent steps of lithography. is concept has been extended here
to markers with so-called Penrose pattern [132]. Using this type of
pattern, correlation-based analysis of the markers can be performed to
yield high-accuracy alignment together with robustness against marker
damage or low visibility (especially when patterning the trilayer). ese
markers obviously need to be processed in the first step of fabrication
to guarantee alignment of the following steps and are therefore etched
into the substrate during the mesa etching process.
Compared to the preceding chip P640-2-1 [43, 108], measured dur-








SEM image of a processed SET. The scale bar at the bottom right equals
200 nm. The overlap between leads and the central island is square-
shaped and marked with the letter a, equalling a2 ≈ (95 nm)2. The
offset due to the two-angle evaporation, marked with b, is b ≈ 490 nm.
olution), not only the type of detector was changed from a quantum
point contact (QPC) to the metallic SETs. Additionally, we have fab-
ricated metallic floating gates for enhanced coupling of the potential
created by the electrons stored on the nodes in the two-dimensional
electron gas to the charge detectors (light area in Fig. 3.5). Using this
floating gate, an enhancement in charge sensitivity has been reported
in literature for different types of devices [133–136]. Alternatively, the
detectors could also be directly placed onto the node, but it was unclear
how robust the SET fabrication and the connection with the leads is
against height variations across the etched semiconducting wire. ere-
fore, we chose the option with floating gates, although such floating
gates are supposed to cause random switching noise [136]. Roessler et
al. [136] suggest leakage currents between floating gates and top gates
which are in close proximity in their work rather than leakage between
electron gas and floating gates. On our chip, this effect is more unlikely
70
3.2 Introduction of the processed chip
due to the large distance between the potential-inducing top gates and
the floating gates. Additionally, the effect might also depend on the
sample handling during the cool down, like, e.g., the speed of cooling
or the application of positive bias voltages to the gates while cooling in
order to reduce the density of ionized donors, leading to a more opaque
barrier between topgates and 2DEG [137].
3.2 Introduction of the processed chip
e inset in Figure 3.6 presents a scanning electron microscopy im-
age of the fully processed sample: Horizontally from left to right the
semiconducting, wet-etched one-dimensional channel is shown. Light
areas from top to the center correspond to metal top gates and also
the floating gates on top of the node appear in the same colour, being
processed in the same step of fabrication and consisting both of Ti/Au.
In-between of groups of three gates each, etched semiconducting wires
appear from the top which may be used as plunger gates to reduce the
effective size of the node, thus adding some flexibility. Besides test-
ing purposes, they have not been necessary for obtaining appropriate
charge resolution and are therefore grounded in this thesis. From the
bottom, groups of three leads, each belonging to one single-electron
transistor, are visible, appearing in darker grey (representing Al) and
forming the source and drain lead (left- and rightmost ones) and a lo-
cal gate (central lead) to tune the island’s chemical potential.
As a consequence of low yield of the metallic detectors after cleaving
during the first devices, we decided to separate the chips before fabri-
cating the metallic detectors. But on the other hand, also a minimum
size of the chip is required during this fabrication process to guarantee
an almost homogeneous height profile of the trilayer close to the crit-
ical elements. us, in total six samples of the type as shown in the






SEM image of the processed chip. The bottom panel shows a magnifi-
cation containing the sample measured. Coloured rectangles mark the
rows for contacting a single sample, black corresponds to dc bonds onto
the sample holder, red to the connection to one of the three samples
which are colour coded appropriately. Frombottom left to the right cen-
ter, the rf lines to connect the entrance gates with the coaxial lines are
visible. Below, the upper structure is mirrored. The sample marked by
the green square has been measured.
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main figure in 3.6 gives an impression of the full structure. e basic
concept is to maintain a fixed connection from the external hardware
onto the chip and then selectively connect the sample under investi-
gation by a second bond wire. e layout of connections has been
chosen to match the geometry of the sample holder as close as pos-
sible (see section 3.3.2). Diagonally across the center run the four rf
lines necessary to drive the quantum dots dynamically. On the top, the
three terminals for dc connection to each chip are visible. To minimize
efforts during bonding, the connection between external pads on the
sample holder and the first row of pads on the chip is held fixed for
both, dc and rf signals. en, to connect an individual sample, only
direct connections have to be bonded. e outermost row of pads is
wired to the rightmost chip, the intermediate row to the leftmost chip
and the one closest to the center connects to the central chip. ree
different widths of the semiconducting channel have been processed,
ranging from 1 µm down to 800 nm (the measurements presented here
are conducted using the smallest, 800 nm wide channel).
In Fig. 3.7 the sample is depicted once more where the relevant ele-
ments are highlighted by appropriate colouring. e semiconducting
channel (from left to right with source and drain contacts coloured
green) is crossed from the top by groups of three gates each (yellow)
which form serially connected dynamic quantum dots. e three dots
labelled QD1, QD2 and QD4 are investigated in this thesis. Only
the first two gates of each group are required to form quantum dots
in-between (white ovals) and the direction of quantized charge transfer
is directly given by the ordering of static and dynamic gate. Since the
gates with index G1 (called entrance gate) may be dynamically driven
while gates with index G2 (called exit gate) are held at static potentials,
electrons are transferred from left to right. In-between, mesoscopic is-
lands are formed which we label node 1 (red) and node 2 (blue), respec-



















direction of charge transfer
source drain
Figure 3.7:
Labelled image of the sample under investigation. It consists of a semi-
conducting channel with groups of three gates each (yellow) are used
to form serially connected quantum dots QD1, QD2 and QD4 (depicted
by white ovals). In-between, semiconducting charge nodes 1 (red) and
2 (blue) are obtained to which charge detectors D1 (red) and D2 (blue)
are coupled via floating gates (yellow), respectively. If QD2 is grounded,
a large node is formed and both detectors are coupled to this node.
are capacitively coupled via floating gates (yellow) to the electrostatic
potentials of the appropriate node, changes of the node’s occupation
number by single electrons can be monitored. If QD2 is grounded,
both nodes are electrically connected and we speak in that case of ”the
node”. e combination of three serially connected dynamic quan-
tum dots and two detectors in-between is the minimum set in order to
perform error-accounting (see chapter 6).
3.3 Low-temperature environment
To observe single-charging effects, the thermal energy Eth = kBT
needs to be much lower than the energy scale set by the charging en-
ergy due to Coulomb repulsion to suppress thermally activated trans-
port, yielding the relation EC ≫ kBT [90]. Typical charging energies
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of EC ≈ 100 µeV thus require temperatures below 1 K. erefore,
one of the aspects of experiments with single-charge devices is the cre-
ation of a low-temperature environment (typically, the operation of
a single-charge transfer device at room-temperature forms an excep-
tion [138]). In this thesis, a closed-cycle or ”cryogen-free” 3He/4He
dilution refrigerator [139] is used to create low temperatures, fabri-
cated by Oxford Instruments (Triton 400) achieving in minimum a
base temperature of below 25 mK. Compared to conventional refriger-
ators, where pre-cooling of the mixture is performed using a pumped
4He stage (1K-pot), the condensation is achieved here using a Gifford-
McMahon pulse-tube cooler [140, 141] and operating at higher con-
densation pressures. Except of a liquid-nitrogen cold trap, no liquid
gases are required for operation. Below 4 K, the basic principles of
operation equal those of conventional systems: Using a counter-flow
cooling system and a series of flow impedances and heat exchangers to
maintain the incoming 3He in the liquid phase, cold 3He enters the
mixing chamber in the concentrated upper phase (consisting of almost
100% pure 3He). Due to the higher atomic mass of 4He, a dilute phase
exists below consisting of only about 6.6% 3He with a phase bound-
ary in-between. e transition of 3He from the concentrated into the
dilute phase gives rise to cooling due to the difference in enthalpy of
the two phases [139]. is dilute phase is connected to the still which
is held at about 700 mK using a resistive heater. At this temperature,
only a very dilute liquid phase exists with a concentration of 3He of
about 1% but with a vapour phase consisting of more than 90% of
3He due to the lower vapour pressure compared to 4He at this temper-
ature. Using a turbo molecular pump and a rotary pump, this 3He gas
is pumped and then circulated to the compressor and recondensed. A
picture of the cryostat is shown in Fig. 3.8 where all shields have been
removed.
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Figure 3.8:
Photography of the dry dilution cryostat with all shields removed.
at pressures below 10−6 mbar. Plates are labelled according to their
function respective temperature, from top to bottom: 50 K plate, 4 K
plate, still, 100 mK plate and mixing chamber plate where the lowest
temperature of T ≤ 25 mK is achieved and where the sample holder
is mounted in the picture. e pulse-tube cooler is visible at the upper
front, being connected directly via copper braids (good thermal contact
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together with reduction of vibrations) to the 50 K and 4 K plate.
Also in contact with this tube is the pre-cool circuit which consists of
stainless steel tubes. Inside a small amount of mixture is circulated for
good thermal contact between pulse-tube cooler and all stages during
cool down from room temperature to 10 K. Below this temperature,
this circuit is emptied for thermal isolation.
3.3.1 Electric wiring
e cryostat offers large space for cabling and additional hardware like,
e.g., cold amplifiers or filters as compared to insert systems. Dc signals
are fed to the sample via a 24 wire twisted pair loom which is made
of Constantan (an alloy of copper and nickel with almost constant re-
sistivity over a wide temperature range accompanied by low thermal
conductance) above 4 K and a superconducting NbTi loom for the
connection further down to the sample at the mixing chamber. At
every stage, the lumen is clamped between copper plates for thermal
contact.
Additionally, a copper powder filter is mounted to the mixing cham-
ber to suppress high-frequency noise [142]. In this filter, spiral wires
are immersed into a mixture of copper powder and Stycast epoxy (for
good thermal contact). e powder is covered by a natural oxide, thus
insulating between grains and leading to high attenuation due to the
skin effect because of the the enormous effective surface area. Addi-
tionally, also inside the sample holder these copper powder filters are
used between the external micro-d connector and the inner bond pads.
e coaxial cables for high-frequency signals are made of thin-walled
stainless steel cables above 4K. Eight of these cables are connected from
the top plate to the 4 K plate of which six are directly connected down
to the mixing chamber and two are equipped with low-temperature
amplifiers (not used in this thesis). Between 4 K and the still, two lines
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are filtered by 80 MHz low-pass filters of which one line has been used
in this thesis, thus limiting the maximal driving frequency. e high-
frequency connection from still to the mixing chamber is established
by 0.085” NbTi coaxial cables [143]. At the mixing chamber, modi-
fied 500 MHz (≈ −3 dB) low-pass filters (Mini-circuits VLFX-400)
are attached which are filled additionally with copper powder/epoxy
mixture (comparable to the filters used at NIST for electron shuttling
experiments [144]). Finally, copper semi-rigid coaxial cables are used
to establish the connection from the mixing-chamber plate to the sam-
ple.
3.3.2 Sample holder
e chip is finally mounted to the mixing chamber using the sample
holder shown in Fig. 3.9. Typically, the sample is glued onto a small
copper plate using conductive silver paint which is then screwed onto
the center of the sample holder. Up to eight rf signals may be connected
from left and right via SMA connectors. ese are then connected to
the chip via bond wires. Additionally, two times 24 dc wires may be
attached via the micro-d connectors visible at the bottom left and right
which are fed to the top layer of the sample holder via filters made of
copper powder. e corresponding bond pads are visible at the top
and bottom of the top layer. Usually, to allow patching of the external
dc connections to specific sample bond pads, intermediate chips con-
taining conducting lines are employed to simplify crossings of bonds.
e layout of the chip used already accounts for these geometric aspects
(c.f. Fig. 3.6): e rf signals are fed from the left and right, while bond
pads connecting to dc signals are positioned at the top and bottom of
the chip. is allows as short bond wires as possible together with a




Photography of the sample holder. The chip in the center is slightly be-
low 10× 10mm2 andmay not exceed this size. From left and right, two
times four high-frequency semi-rigid coaxial cables may be connected
via SMA connectors. Connection to the sample is obtained by directly
bonding on the center pin. From top and bottom, two times 24 bond
pads are placed for dc connection to the sample. By inserting straight




To generate static voltages, a modular system developed by U. Becker et
al. at PTB is used which allows remote operation. e serial connection
to the PC is opto-coupled to avoid ground-loops. By using two 16-bit
DACs at different maximal levels it is possible to cover a voltage range
of ±7 V with a fine resolution of 5.5 µV which corresponds to a final
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resolution of 20 bit. Voltages controlling the electrostatic potentials of
gates on the chip are further divided resistively by a factor of 16 which
results finally in a resolution of 350 nV. erefore, error-bars on gate
voltage scales vanish compared to any symbol size. Furthermore, the
system is able to generate voltages symmetrically which is employed
in the application of source/drain bias voltages. Because already very
small amplitudes cover the voltage range of interest, these signals are
divided by a resistor ratio of 1:1751 leading to an applicable voltage
of about ±4 mV across source/drain contacts. e purpose of this
reduction of voltages is the simultaneous reduction of noise from the
voltage source or which is picked up between source and divider directly
attached to the connector at the cryostat’s top plate. If this voltage noise
is of constant level, the signal-to noise ratio is strongly enhanced by
choosing signals of higher amplitude with subsequent division of both,
signal and noise.
ese voltage sources are attached via the amplifier/divider box in-
troduced in the following section to all static gates (exit and third gate
of each dynamic quantum dot as well as the SETs’ local gates) and ad-
ditionally provide bias voltages for source and drain contacts.
3.4.2 Amplifiers
e current amplifiers used here are custom-built and consist of three
stages as shown schematically in Fig. 3.10. As the first amplifier an
OPA129 is used which acts in this circuitry as transresistance amplifier
with gain set by RF [145]. Via this stage, the current is converted to
a voltage, amplified by a factor set by the feedback resistor RF (set to
108 Ω throughout this thesis). Because measurements are performed
on both source and drain contacts of the channel, biasing is only possi-
ble via the operational amplifiers. In the second stage, the effect of this




























The 3-stage current amplifier sketched as well as a picture of the board




ential instrumentation amplifier INA106 which additionally amplifies
the difference signal by a factor of 10. Finally, the unity gain differential
amplifier INA105 combines the (inverted) signals of source and drain.
In summary, the amplification of this circuit equals 2× 109 V/A. Ex-
cept of the direct-current measurements of the dynamic quantum dots,
the absolute precision of the amplifiers are only of minor importance in
this thesis. We therefore neither employed any high-precision feedback
resistors nor performed extensive calibration since the detector signals
will be traced back to the signature of a single electron in the course of
this thesis.
At the bottom of Fig. 3.10 the board is shown containing four sep-
arate amplifier circuits on the right hand side. Bias voltages and gate
signal are input from the very right via the large D-SUB connector.
Amplified signals are output via the bottom SMB connectors. e
left-hand side of the board contains an array of switches to connect
the board to the sample. ese give the possibility to ground the sam-
ple, insert voltage dividers or series resistors. Typically, the amplifiers
are connected to the sample with intermediate 150 kΩ in series to sta-
bilize the amplification circuit when changing the input from ground
to the sample by switching the intermediate connector. Also the gate
voltage division by a factor of 16 is done here via these switches.
e Fisher connector at the top left of the box is directly attached
to the dc port at the top-plate of the cryostat without any additional
cabling. e layout of this box thus directly defines which contact of
the sample needs to be attached to which dc line. Because patching
outside the sample holder is only possible by re-soldering the intercon-
nections between the Fisher connector and the board, it is necessary to
consider this issue already in the sample layout or to patch during bond-
ing. When connecting the sample to the electronics box, all switches are
set to ground the sample. After this connection has been established,
the switches’ positions are changed to connect the signals and ampli-
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fiers. e main advantage of this concept (of course, on the expense of
lower flexibility) is the compactness in a rather complex environment:
Assuming a three island series circuit of dynamic quantum dots, four
current amplifiers (one for the semiconducting channel and three for
the detectors) as well as roughly 10-15 voltage channels with filters or
dividers are needed.
3.4.3 Waveform generators and digitzers
All rf signal generators and the digitizer card as well are constructed
as parts of a modular system called PXI and thus are mounted into
a common frame (model number NI 1065, see Fig. 3.11). To drive
the quantum dots dynamically we use arbitrary waveform generators
(AWGs). Although these instruments may be also used to specifically
shape the waveform to either enhance the fidelity of the charge transfer
by accounting for the underlying physical mechanisms in charge cap-
ture [44] or to adjust e.g. the energy at which electrons are emitted [51],
the signals in this thesis are only of sinusoidal type as typically used [39,
41]. Instead, the need for of this type of instrument is implied by the
fact that only single periods of a sinusoidal wave with subsequent hold
of the drive at the initial/final value will be applied.
e arbitrary waveform generators provide two channels with 15 bit
vertical resolution (Agilent N6030A, master) and two channels with
10 bits of vertical resolution (Agilent N6031A, slave), respectively. e
sampling rate is common for both modules and equals 1.25 GS/s. e
synchronization between the two modules is established by sharing the
clock signal and an additional sync clock which is distributed from the
master module via power splitters to the master and slave, respectively.
Doing so, highest precision in timing is obtained. e start of a play-
back sequence is indicated between the modules by additional trigger











Photography of the PXI frame equipped with digitizers and waveform
generators.
the chip is attached to one channel of the arbitrary waveform genera-
tor, thereby enabling distinct control over every dynamic quantum dot
in time and driving signal.
A global timebase for all modules in one frame is provided by the
PXI bus system itself, enabling a stable phase between the waveform
generators and the 8-channel, 12-bit digitizer card (NI 5105), sam-
pling in maximum at 60 MS/s. e input impedance of the digitizer
may be switched between 50 Ω and 1 MΩ and has been set here to the
latter setting since only dc measurements have been conducted in this
thesis. Due to limited bandwidth of the connection of about 90 MB/s
to the remote PC, where further data processing and saving to disk is
performed, only every tenth sampled value is transferred. Typically,
the digitizer is started first and after about 50 ms, the waveform gen-
erators are triggered by software. e exact timing between the start
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of sampling a waveform and the digitized measurement signals is ob-
tained by measuring an additional marker pulse which is output at the
beginning of sequence playback by the waveform generators. us,
the timing adjustment between digitizer and waveform generators is fi-
nally performed in software during the data processing by identifying
this additional marker pulse. To minimize the amount of data stored
onto hard disk, the digitizer samples are reduced down to an effective
sampling rate of 12 kHz by averaging of 500 points each.
All signals shown have been corrected for any dividers, amplifiers or
impedance mismatch already. e signals referred to in the text and
figures are always those signals applied directly to the sample.
3.4.4 Software
For remote control, we employ a heterogeneous software environment
consisting of Matlab and NI Labview. e preparation of each mea-
surement is performed in Matlab. ree different structures/arrays are
created which fully describe the measurement and the physical mean-
ing of each setting. Most evidently, a settings table (so-called pfp file)
is necessary to fully describe the parameters of the next measurement
job. It contains all settings of all devices at every point in time and is
processed during the measurement line by line, thereby allowing to run
arbitrarily nested loops, jumps in the setting parameters or the conduc-
tion of several, completely different measurements within one run.
Because we use a modular approach in the measurement software,
there is no unique mapping between entries in this settings table and
any physical device controlling the measurement at this point. is link
is only established by a second element, which is called the pfi table and
which contains a list of tuples consisting each of a (virtual) instrument
address, the starting column in the array of parameters (pfp) and the
number of parameters belonging to this instrument. e instrument
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address does not necessarily equal any bus number or instrument num-
ber on a specific bus system, but refers to a specific driver module so
that the usage of one instrument in completely different modes may be
achieved by simply changing the address number in this array. When
performing a measurement, the instruments are set sequentially accord-
ing to their appearance in this list. erefore, the digitizers should be
the last instruments addressed since otherwise not every parameter will
be set before the corresponding measurement is triggered.
e third element to describe the measurement is the so-called com-
ment structure which is - in general - constant throughout a cool-down.
is construct contains the physical description of each instrument to-
gether with a full list of interconnections between the instrument’s out-
put and a specific bond pad on the sample. Additionally, also a list of
default settings is saved here which may be used at the initial genera-
tion of the settings table. With these 3 different constructs, the mea-
surement is fully described. Finally, these elements are saved to hard
disk as text files (pfi/pfp) and Matlab variables (comment structure),
respectively.
After these files have been generated in Matlab, the measurement is
conducted using a Labview routine. Firstly, the list of instruments (pfi
table) as well as the list of parameters (pfp) is read in. en, the pfp
array is executed line by line for the instruments specified in the pfi file.
e instruments’ settings are applied only if parameters vary between
subsequent lines, thus minimizing the time for configuration (espe-
cially important when using the waveform generators and transferring
large waveforms).
Before starting a measurement, a reference string based on the cur-
rent time is created. is unique identification string forms a part of
the file name for a copy of all settings files as well as for the results,
thereby maintaining consistency: Every resulting data is directly linked
via this reference string to the corresponding parameter array and the
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instrument list. Results are stored as binary raw data at a sampling rate
of 12 kHz enabling thereby the repetition of software routines for the
analysis. Additionally, there is a possibility to save comments regarding
the measurement run at different points in time, e.g. during creation
of the settings table in Matlab, before running the measurement and
before quitting (in Labview). ese comments are saved together with
the time reference and serve as a quick overview of all measurement
runs.
e processing of the resulting data is finally performed using Mat-
lab again. Exemplary, three methods of evaluation are detailed in the
following chapters, namely the continuous charging of a node by a dy-
namic quantum dot, the investigation of the transfer characteristics of
such a dynamic quantum dot under parameter variation and finally the




4 Chapter 4Conventional device
characterization
In this chapter, basic characterizations of the device’s individual build-
ing blocks are presented, focusing on the discussion of their functioning
and the derivation of key parameters for further analysis. ese include
on the semiconducting part of the structure the action of the top-gates,
Coulomb diamond measurements of one interconnecting node to de-
rive its capacitance as well as the continuous charge transfer by each
dynamic quantum dot separately using a cw pulse train. On the metal-
lic side, the current flow across the detectors as a function of bias and
gate is analysed, restricting the discussion mainly to deviations from
conventional quantum dots resulting from tunneling of Cooper pairs.
Finally, the ideal points of operation when being used as a detector are
discussed.
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4.1 Basic device characterization
4.1.1 Resistance during cool-down
During cooling of the device, the bias voltage applied to the source-
drain leads of the semiconducting part as well as the superconducting
elements is varied by about ∆Vsd ≈ 140 µV to monitor the change
of device resistance with temperature. e result is plotted in Fig. 4.1
for both detectors and the semiconductor channel as a function of the
temperature of the mixing chamber.
For temperatures above T = 13 K, the temperature is derived from
the Cernox sensor, for temperatures below using the low-temperature
resistance sensor based on RuO2. e semiconducting channel changes
its resistance most strongly until the two-dimensional electron gas has
fully formed, i.e. until reaching about T ≈ 60 K. Starting at around
1.6 MΩ, the channel’s resistance decreases to about 160 kΩ at below
1 K. In contrast, the metallic structures roughly maintain their room-
temperature resistance (D1: ≈ 1.6 MΩ, D2: ≈ 800 kΩ) until the
temperature of the mixing chamber drops below 1.1 K. e strong in-
crease of the resistance is an indication that the aluminium becomes
superconducting. In this phase, a band gap forms and the variation
of applied voltage does not provide sufficient energy to overcome this
gap, thus leading to the signature of isolation (three orders of magni-
tude higher resistance). e good agreement with the superconducting
transition temperature from the literature is an indication of proper
thermal coupling between the mixing chamber plate and the sample at
this temperature range.
4.1.2 Gate-dependence of the channel's conductance
After verification of conductance of the elements at low temperatures,
the next step of pre-characterization of the device under test is to deter-
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Evolution of device resistances during cool-down. Green corresponds to
the semiconducting channel, red and blue to the aluminium detectors
D1 and D2, respectively. The black arrow at the topmarks the transition
temperature of T = 1.14 K of aluminium. This temperature is reached
within about 18 hourswhen cooling down from room-temperature. The
variation of source-drain potential of ∆Vsd ≈ 140 µV is not sufficient
to overcome the superconducting gap beyond. The two-dimensional
electron gas is fully developed at about T = 60 K. Base temperature of
T = 25mK is reached after 24 hours.
mine the pinch-off voltages of the gates crossing the semiconducting
channel. By applying a voltage difference between the gate and the
channel’s potential, the electrostatic potential of the channel can be lo-
cally modified. A barrier is formed by a gate, if the potential applied to
the gate exceeds the pinch-off voltage.
A typical measurement of a gate characterization is shown in Fig. 4.2a),
in this case we used the center gate (later called the exit gate) of QD1.
e voltage applied to this gate is stepped from zero to −250 mV and
back to zero (to check for hysteresis) and the current at fixed bias volt-
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Figure 4.2:
Pinch-off of current across the semiconducting channel by applying
negative potentials to the topgates. a) Conventional pinch-off modu-
lated by Gate 2 of QD1 (back and forth). A device-specific threshold
voltage (marked by the black line) modulates between "ON" and "OFF"-
state. b) Pinch-off signature by gate 2 of QD4. Black arrows indicate res-
onances from (unintended) Coulomb-Blockade oscillations.
age is measured. None of the gates showed any hysteretic behaviour
which otherwise would have been a reason to reject the sample because
working points of the dots (set by the gate voltages) would not have
been properly defined.
e gate acts basically as a field-effect transistor, able to switch be-
tween the ”ON”-state (conducting channel) and ”OFF”-state (closed
channel) by variation of the applied voltage. In the transition between
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these two states the barrier starts forming and is fully developed beyond
the pinch-off voltage, indicated by the black vertical line in this plot.

























side-gate of node 3 −172 mV
Table 4.1:
List of gates to control the semiconducting channel and their corre-
sponding threshold-voltages to locally deplete the channel and thus
suppress conduction. The pinch-off threshold voltage is defined here as
that gate voltage at which the current through the channel drops below
100 fA. The bias voltage applied to the contacts equals Vsd ≈ 65 µV.
e height of the barrier increases with more negative voltages ap-
plied, which will be discussed later (see section 5.1). Using this rather
simple measurement technique, the specific shape and height of the
barrier beyond pinch-off are inaccessible for experimental investigation.
Most of the measurements presented in this thesis take place in the
region where the gates are in the ”OFF”-state, i.e. blocking the current
93
4 Conventional device characterization
driven by the voltage applied between source and drain contacts of the
semiconducting channel. erefore, all gates necessary for proper func-
tion of the device at least need to show this pinch-off signature. A list of
all gates and their corresponding pinch-off voltage is given in table 4.1.
Not all of the gates were electrically controllable and the gates without
pinch-off signature apparently did not affect or even block the channel,
i.e. most likely these ones were not connected to the room-temperature
electronics. However, this might be the reason why we observe already
a single-charge effect, namely the Coulomb-Blockade, in a simple one-
gate sweep (Fig. 4.2b)): Here, we use gate G2 of QD4 and most-likely
create a quantum dot between this gate and the neighbouring, uncon-
nected gate G3. A different explanation is a simple charge trap nearby.
Both effects could only be distinguished in a stability diagram where
the coupling of the gate and the charging energy of the structure (re-
lated to the dimensions of the dot) can be derived. e peak-like sig-
natures marked by the black arrows resemble a resonance of a quantum
dot’s electrochemical potential (which is energetically controllable by
the stepped gate voltage) with the transport window opened by the
source-drain voltage.
In general, the gates do not affect the channel underneath as long as
no voltages are applied. Compared to metallic nanostructures, where
tunneling barriers are formed by oxidization of metal during device
fabrication (and which are therefore fixed), the semiconducting de-
vices employing tunable barriers are superior in simplicity during ini-
tial characterization and flexibility in combination of individual sub-
structures: Not all of the gates need to work properly, as long as the
semiconducting channel remains conducting at low temperatures.
In addition to the metallic top-gates, also semiconducting side-gates
have been fabricated to tune the individual nodes to smaller capacitance
by reducing the effective electronic area. Using the right-most side-
gate, the channel could even be locally depleted by a pinch-off voltage
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of≈ −170mV, slightly below the values of the top-gates. However, the
charge-sensitivity of the detectors fabricated was even sufficiently high
without this additional control parameter so that all side-gates remain
grounded in the following.
4.1.3 Coulomb-blockade: Estimating capacitances
Another important parameter of the device is the charging energy of
the nodes which can be estimated by performing Coulomb-Blockade
measurements. ere, the effect of repulsion of electrons (carrying the
same charge) is employed: Without any applied voltage between source
and drain contacts, electrons may only flow if an empty state on the
node is energetically in resonance with the leads, otherwise current is
blocked. By applying a finite voltage between the leads, a transport
window is opened which becomes larger with higher voltage. A typical
measurement of Coulomb-Blockade is shown in Fig. 4.3 b) while the
structure and relevant parameters are depicted in Fig. 4.3 a).
e node (node 1 here, coloured in red) is formed by the left-most
gates of the quantum dots QD1 and QD2, respectively (coloured yel-
low). e former is held fixed at VG1QD1 ≈ −179.6 mV while the
latter is varied in a range of VG1QD2 ∈ [−167 − 184] mV just be-
low the pinch-off voltage. e objective of changing the gate voltage
is twofold: On the one hand, the gate forms a tunneling barrier, thus
confining electrons on the node, on the other hand it tunes the elec-
trochemical potentials of the node via capacitive coupling. e result
is the typical rhombic structure centered around Vsd = 0 meV and
periodically repeated along the gate axis. Dotted lines show peaks in
the differential conductance indicating states of the node in resonance
with the source’s electrochemical potential µs (positive slope) and the
drain’s electrochemical potential µd (negative slope).
One diamond is sketched exemplary from which the charging energy
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Coulomb diamondmeasurement of node 1. In a), the device is sketched
where the elements used are highlighted. The node 1 (red) is formed
between the structuresQD1 andQD2, using the entrance gates (yellow),
respectively. b) The differential conductance is plotted versus the bias
potential eVsd and one of the gates defining the node, here gate 1 of
dot QD2, controlled by voltage VG1QD2. As static gate, the first gate dot
QD1, set toVG1QD1 = −179.6mV is chosen. The charging energy of the
nodeEC is estimated toEC ≈ 100µeV .
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of the node EC can be estimated to about EC ≈ 100 µeV (based on
the assumption, that the voltage bias mainly drops across the barriers).
Via EC = e2/CΣ also the total capacitance CΣ of the node can be
derived to CΣ,node1 ≈ 1.6 fF which is about 10-20 times larger than in
conventional quantum dots used to study single-electron effects. Al-
though the value might appear very large, its magnitude seems to be
reasonable when compared to the results obtained from simulations to
investigate the precessing chip P640-2-1 studied in [108]. ere, we
obtained CΣ ≈ 0.9 fF, but with a slightly smaller node and without
using a floating gate on top of the node for enhanced coupling to the
detector [43].
To obtain a better understanding of the implications resulting from
the size of the node, one can roughly estimate of number of electrons on
the node in equilibrium. e optical size of the node is known from the
lithographic design and can be approximated to about 3.7 · 10−8 cm2.
e electronic size, i.e. the area occupied by electrons, is reduced due to
edge depletion [146] after the wet-chemical etching process by about
20%. Further using the independently determined carrier density of
this wafer of ns = 2.77 · 1011 cm−2, the number of electrons on the
node can be estimated to about Nnode ≈ 1000.
In the following experiments, the size of the node(s) will change de-
pending on the gates used: e largest node possible is formed by using
gates of QD1 on the one hand and QD4 on the other hand. In this
case, the node’s size should be about 3 times as large as the smallest one
investigated experimentally here. erefore, the charging energy will be
reduced by a factor of 3 yielding EC ≈ 30 µeV and CΣ,node ≈ 4.8 fF.
However, in a third configuration shown in this thesis, also a node will
be formed between QD2 and QD4 resulting in an area twice as large
as in the experiment here and thusEC ≈ 50 µeV (CΣ,node2 ≈ 3.2 fF).
Although the determination of these parameters is rather vague, their
magnitude is relevant in order to understand effects when changing to
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the regime of single-charge transfer: e number of electrons stored
on the node Nnode directly converts to an electrostatic potential using
∆Q = ∆Nnodee = CΣ · U , i.e. the node’s capacitance is the direct
scaling factor between the number of electrons on the node and the
resulting electrostatic potential U .
4.2 Charge transfer by the non-adiabatic
dynamic QD (cw drive)
4.2.1 Finding the region of quantized-charge transfer
In this section, the results of quantized charge transfer by dynamic
quantum dots are presented when being driven by continuous pulse
trains, i.e. conventional characterization of the dynamic dots by direct
current measurements. First, the ”pump region” in the multidimen-
sional parameter space has to be located. erefore, we first measure
the pinch-off characteristics of both gates which will later form a dy-
namic quantum dot without any applied rf signals. e result is shown
as a color plot in Fig. 4.4 for quantum dot QD4.
Superimposed onto the pinch-off characteristic oscillations in the
current through the semiconducting channel are evident which are at-
tributed to Coulomb blockade oscillations. Here, the quantum dot
formed between the two gates gives rise to an enhancement in the cur-
rent whenever the dot’s electrochemical potential enters the transport
window opened by the applied voltage difference between source and
drain lead. One of these oscillatory features is marked by a black ar-
row. Both gates do not only form barriers thereby creating a quantum
dot, but also couple capacitively to the quantum dot’s electrochemi-
cal potential. erefore, the slope of these oscillations gives a hint on
the location of the quantum dot relative to both gates: In this case,
the slope is equal to 45◦ (keep in mind the different scaling of both
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Location of the main pumping plateau of QD4 relative to its dc charac-
teristic without rf drive. Color shows measured current without applied
ac voltage at a dc bias voltage of Vsd ≈ 65 µV. Signatures of Coulomb
Blockade Oscillations are visible (marked by black arrow). The black re-
gion in thebottom left of theplot shows thepositionof the1efp-plateau
(defined here as I = (1 ± 0.3)efp) when a sine wave with amplitude
Vac = 150mV is applied. No other plateaus were visible for this dot.
axes!) indicating equal coupling of both gates to the dot, i.e. it is in-
deed formed between both gates as intended. Also, a second feature
(marked by a red arrow) is visible which is almost unaffected by the
gate voltage VG1. is line corresponds to the same feature as shown
in Fig. 4.2b) and indicates another dot, formed close to gate G2 but
coupled only weakly to gate G1. As discussed previously, the cause of
this signature might be a dot formed between gate G2 and the uncon-
trolled gate G3 of QD4 but also a simple trap to the right hand side of
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G2 inside the semiconducting channel is conceivable.
In order to achieve quantized charge transfer, as the next step the
entrance gate voltage is set to a value slightly exceeding the single-gate
pinch-off voltage (say, VG1 = −225 mV here), thereby raising the
QD ground state well above the Fermi energy. e QD is empty now
and current flow is strongly suppressed. Subsequently, the rf signal
generator is switched on at fixed frequency and moderate amplitude.
en, the second gate (called exit gate) is swept along the blue dashed
line in Fig. 4.4 and the amplitude of the oscillatory signal is increased
stepwise until current flow is observed. Due to the robustness of the
dynamic dots, the applied bias voltage between source and drain leads
may be chosen with opposite sign to the direction of quantized current
(given by the order of modulated and static gate) to distinguish between
quantized and ohmic current.
e position of the resulting 1efp main plateau (defined here by
I = (1± 0.3)efp) is shown as the black area in Fig. 4.4 in the bottom
left for an amplitude of the sinusoidal signal of Vac = 150 mV. e
frequency of the signal equals fp ≈ 39 MHz which corresponds to 32
points of the arbitrary waveform generator used to drive the dynamic
dot (sampling at fs = 1.25 GHz). is specific dot showed only one
main plateau. Beyond about I ≈ 1.5efp, the current increases without
any quantization.
4.2.2 Investigation of the transfer characteristics (cw) of
the individual dynamic QDs
In order to detail the charge-transfer mechanism obtained by apply-
ing an oscillatory signal to the entrance gate of the dynamic quantum
dot QD4, a plot of the quantized current for fixed entrance gate volt-
age at VG1 = −260 mV (blue dashed line in Fig. 4.4) is shown in
Fig. 4.5 as blue dots and line (left axis) together with the derivative of
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Quantized current of QD4 at fixed entrance gate voltage VG1 =
−260mV (blue dots and line, left axis) and the corresponding derivative
(grey line, right axis).
the current (grey line, right axis). e current is normalized to efp
showing a plateau for ne = 1 which corresponds to I ≈ 6.3 pA. e
derivative (grey line) reflects the asymmetric transition from I = 0 to
I = 1efp with a steep slope in the beginning, followed by a slow ap-
proach to ne = 1, characteristic for a double-exponential shape [48].
is gives a first hint that the device obeys the decay-cascade model (see
also section 2.5.2) predicting a double-exponential transition between
the plateaus [34, 46, 105].
A typical two-dimensional map of the pumped current as a func-
tion of both static voltages applied to the entrance and exit gate of the
dynamic quantum dot (as discussed in section 2.5.1) is shown for the
dynamic quantum dot QD2 in Fig. 4.6a). Black contour lines are su-
perimposed in steps of 0.2efp.
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QD2 dc current measurement with continuous pulse train, two-
dimensional plot (a) and for fixed entrance gate voltageVG1 = −248mV
(across main plateaus, blue dots and line) and VG1 = −224mV (across
first side plateaus, red dots and line). Applied ac amplitudeVac = 80mV.
Color in (a) represents current ranging from 0 to 4efp, black lines show
contour lines in steps of 0.2efp.
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e amplitude of the applied sine wave is Vac = 80 mV. is dy-
namic dot shows a series of well developed plateaus (up to four) and
also a number of side plateaus. Line plots for fixed gate voltage on
VG1 = −248 mV (across the main plateau) and VG1 = −224 mV
(across the first side plateau) are indicated by blue and red dashed lines,
respectively, and shown in Fig. 4.6b). Compared to the other dots, this
one shows the most regular pattern. e positions of the side plateaus
in terms of gate voltage VG2 at electron number ne − 1 equal the cor-
responding plateaus along the main plateau with electron number ne.
is observation coincides very well with the expected mechanism
underlying the quantized charge transfer: As discussed in chapter 2.5,
the characteristic increase in current with lowered exit gate voltage is
predominantly given by the loading process and the cascade of back-
tunneling to the source lead. e occurrence of the side plateaus, on
the other hand, can be explained by incomplete unloading of electrons
captured on the dynamic dot. At the first side plateau, for example, n
electrons are loaded onto the dynamic quantum dot in each cycle, but,
due to the lowered quantum dot states (as a consequence of the lower
entrance gate voltage), not all electrons are raised sufficiently high in
energy to overcome the barrier formed by the exit gate during the emis-
sion part of the transfer cycle, thus reducing the number of electrons
emitted to drain by 1 to ne−1. erefore, one may conclude, that the
shape of the transition is indeed given by the loading mechanism.
is is even stronger confirmed by a measurement of the dynamic
dot QD1 which is shown in Fig. 4.7. In a), the quantized current is
shown as a two-dimensional color plot under variation of entrance and
exit gate voltages, normalized to efp. e frequency is the same as in
the previous measurements, fp ≈ 39 MHz, but the amplitude is set
here to Vac = 120 mV. Black contour lines are superimposed in steps
of ∆I = 0.2efp. e main plateau region is clearly visible for this
dynamic quantum dot with a series of plateaus and a very prominent
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QD1 dc current measurement with continuous driving signal, two-
dimensional plot (a) and for fixed entrance gate voltageVG1 = −262mV
(across main plateaus, blue dots and line) and VG1 = −245mV (across
first side plateaus, red dots and line). Applied ac voltage Vac = 120mV.
Color in (a) represents current ranging from 0 to 6efp, black lines show
contour lines in steps of 0.2efp.
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1efp-plateau.
A line plot across this main plateau is indicated by a blue dashed line
and shown as blue dots and line in Fig. 4.7b). e step-wise increase
in current for fixed entrance gate voltage VG1 = −262 mV is clearly
visible, although some of the plateaus are not very well developed. Ad-
ditionally, a cut through the first side plateau (indicated by the dashed
red line in a)) is shown by red dots and line. e position on the gate
voltage axis is slightly shifted, possibly due to cross-coupling between
both gates. However, the shape of each transition to a plateau ne in the
line corresponding to the main plateau agrees quite well to the equiv-
alent transition to plateau ne − 1 in the cut through the side-plateau.
Since, according to theory, the line shape along this gate voltage is
given by the charge capture mechanism and, moreover, the develop-
ment of side plateaus is caused by insufficient unloading of captured
electrons, the above-mentioned equivalence is expected. For example,
the only weakly developed second main plateau is reproduced as the
first side plateau. Also, the steep transition from the third to the fourth
main plateau together with a comparably broad fourth main plateau
are found again as the signature of the third side plateau.
4.2.3 Effect of the amplitude of the driving waveform
To conclude this section, I would like to comment more generally on
the effect of the amplitude of the applied oscillatory signal. Exemplary,
in Fig. 4.8 the extension of the 1efp-main plateau of QD2 for two dif-
ferent values of Vac is shown. According to theory, the precision of
single-charge transfer is unaffected by the applied voltage amplitude.
erefore, this parameter should be simply chosen such that it opens a
sufficiently wide main plateau region to reduce the influence of drifts
in the applied static voltage VG1. For this device and setup, the ap-
plied amplitude of Vac = 80 mV opens a main plateau with width
105
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QD2 dc current measurement with continuous rf signal, comparison of
different Vac. The plot shows cuts along the ne = 1 main plateau for
voltage amplitudes Vac = 80 mV (blue) and Vac = 150 mV (red), re-
spectively. The width of the plateau is marked by arrows and defined
by a current threshold of 0.5efp. The voltages applied to VG2 have been
adjusted to compensate for inevitable cross-coupling.
∆VG1 = 18 mV in terms of entrance gate voltage VG1. By almost
doubling this parameter to Vac = 150 mV, the width is enhanced to
∆VG1 = 72mV. is opens a sufficiently wide main plateau so that for
all following measurements on single-charge detection this parameter
has been chosen unless mentioned.
In the following section, the second building block for the following
experiments, the single-electron transistor, is discussed in terms of its
experimental parameters. Moreover, the section shows how the tran-
sistor is operated as an electrometer, capable of sensing individual elec-
trons in close vicinity.
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4.3 The dc-coupled single-electron transistor
4.3.1 Introduction to the superconducting SET
In this section the main characteristics of the single-electron transistors
(SET), first proposed by Averin and Likharev [147], experimentally
realised by Fulton and Dolan only one year later in 1987 [16] and em-
ployed here as highly-sensitive electrometers, are discussed. As shown
in the experimental section 3.1, the SET is formed in a metallic system
by a central node which is coupled via fixed tunneling barriers to source
and drain contacts. Accessible tuning parameters of a fabricated SET
are therefore the voltage applied to the contacts and an additional gat-
ing voltage applied via a capacitively coupled electrode in close vicinity.
Since the system is the metallic equivalent of a quantum dot (as previ-
ously discussed), the focus is on the main differences as compared to
the semiconducting implementation.
Since the transistors are made of Al and operated at low temperatures,
both the leads and the central island are in the superconducting state
(SSS), separated by insulating tunneling barriers made of aluminium
oxide. Besides the previously discussed charging energy EC , caused by
the small island dimensions, the superconductivity adds another en-
ergy scale to the system which is the superconducting gap energy ∆s.
In Fig. 4.9, the density of states as a function of energy for a super-
conductor is shown which is referred to as the semiconductor model.
e energy Ef symbolises the Fermi energy, at which the conden-
sate of Cooper pairs lies. Separated by ∆s each from this energy, the
onset of valence and conduction band is shown. e density of states
diverges at these band edges [148]. While tunneling of Cooper pairs
is always resonant due to the lacking degrees of freedom of these par-
ticles, the quasi-particle tunneling of electrons and holes is a threshold
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Density of states of a superconductor in the semiconductor model.
Cooper pairs form a condensate atEf , separated from valence and con-
duction band by∆s each. States below Ef are filled, above empty. At
the band edges, the density of states diverges. Additionally, thermally
excited quasi-particles are depicted.
process where the particles energetically relax into the Fermi sea by the
emission of photons or phonons. In order to enable quasi-particle tun-
neling, these have to be created by breaking a Cooper pair (consisting
of 2 electrons). Due to the band gap ∆s between the ground state of
the superconducting state and the empty band for quasi-particles, this
process requires an energy of 2∆s, one∆s for each electron. In the fol-
lowing discussion, the temperature is assumed to be small compared to
the energy scale set by the band-gap so that thermally excited particles
are negligible.
Due to the coexistence of Cooper pairs and electron- (or hole-)like
quasi-particles, superconducting single-electron transistors act compa-
rable to their normal-conducting counterparts beyond a certain thresh-
old voltage which equals |eVsd| = ±4∆s. Beyond, the energy is suf-
ficient to break Cooper pairs and to create quasi-electrons and quasi-
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Quasi-particle tunneling across an all superconducting double junction.
The sketch involves the energetic position of the source and drain leads
at an applied bias as well as the island states n,n + 1 and n + 2.
These are offset by EC each (semiconductor notation). Transport of
quasi-particles is energetically allowed if the bias voltage supplies 2∆s
per junction, resulting in Giaever-tunneling [149, 150] of quasi-particles
from the occupied valence band into empty states in the conduction
band.
holes on both sides of the tunneling barrier. erefore, to observe tun-
neling of quasi-particles across a barrier, eVsd must supply an energy
of 2∆s per barrier. e processes involved are depicted in Fig. 4.10,
representing the source and drain lead on the left and right hand side
of the plot, respectively, as well as three charge states of the SET island
differing by one charge carrier and thereby by EC in energy. Typically,
tunneling across such transistor is regarded in a sequential picture.
In order to allow tunneling by quasi-particles from source onto the
island (initially being in state n), the island’s conduction band in the
state n + 1 must fall below the source’s valence band. is requires,
as previously mentioned, the difference in electrochemical potentials
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of 2∆s. en, with the island being in state n + 1, a second quasi-
particle may tunnel from the island to drain, which again requires the
energy difference 2∆s between island and drain lead. Due to the large
density of states at the edge, this contribution dominates compared
to the (also possible) subsequent tunneling of the excess quasi-particle
previously tunnelled onto the island. After completion of the second
tunneling event, the island has returned to state n and the cycle may
restart. As in conventional devices governed by Coulomb blockade,
tunneling of two quasi-particles (electrons) is only allowed, if the bias
voltage is further increased such that the additionally required charging
energy for the second quasi-particle (in order to reach state n + 2) is
provided. erefore, the quasi-particle tunneling is equivalent to the
normal-conducting single-electron tunneling, offset by the amount of
energy required to overcome the superconducting gap. In this sense,
the offset of quasi-particle tunneling in source-drain bias potential is a
direct measure of the superconducting band gap ∆s [151–154].
is is well reflected in the measured dependence of the current flow-
ing across an SET in the all superconducting state (SSS) on its bias and
local gate potential, as shown in Fig. 4.11. is device is fabricated us-
ing a similar design as compared to the detectors used as charge sensors
in this thesis, but additionally, enhanced thermal coupling of the wires
attached to the device provides lower electron temperatures of the sys-
tem and thereby reduces effects due to thermally occupied valence and
conduction band states.
Along the gate-voltage axis, the signal is periodic with periodicity of
1e on the SET island. e green area in the center is referred to as the
gap region, tunneling is blocked here by the superconducting band gap,
the current is low. Beyond the threshold of |eVsd| > ±4∆s, tunneling
is allowed and the first charge state is inside the transport window (light
blue and yellow areas, respectively). erefore, the main parameters of
the SET can be derived from this plot as indicated, like the charging
110
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Coulombdiamondmeasurement of an all superconducting SET, compa-
rable to the structuresused in this thesis as chargedetectors (by courtesy
of N. Ubbelohde, D. Reifert and L. Freise). The current across the SET is
shown as a function of both its bias potential (x-axis) and local gate volt-
age (y-axis). Quasi-particle transport is suppressed in a voltage range of
|eVsd| < ±4∆s. Since beyond the current is carried by quasi-particles,
it evolves similar to the normal-conducting single-electron transistor
only offset by the additional energy to break Cooper pairs into quasi-
particles.
energy (given here in semiconductor notation as the spacing of energy
levels on the island while in literature of metallic SETs this spacing
typically corresponds to 2EC ), the superconducting gap energy as well
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Derivative of Coulomb diamond measurement of an all superconduct-
ing SET, same dataset as in Fig. 4.11. The grey scale is proportional to
the logarithm of the derivative of the SET current along the bias axis
in order to account for different amplitudes of the contributing effects.
White vertical, dashed lines correspond to the onset of quasi-particle
tunneling, red linesmark the lowerboarderofCoulombdiamonds corre-
sponding to quasi-particle tunneling. Green lines mark lines attributed
to Josephsonquasi-particle (JQP) tunneling, blue circles indicate regions
where double Josephson quasi-particle (DJQP) tunneling is expected.
as the gate capacitance Cg.
However, when taking the derivative, there appear even more fea-
tures, as shown in Fig. 4.12. e scaling of the grey scale is logarithmic
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to account for the different amplitudes of the effects discussed in the
following. Marked by red lines, the onset of quasi-particle tunneling is
clearly visible with the regular pattern of Coulomb blockade beyond.
Features in the sub-gap region at |eVsd| < 4∆s cannot be explained by
quasi-particle tunneling solely since the energy required for tunneling
is not provided by the voltage source. Instead, transport is only possible
when Cooper pairs are involved [152, 155].
e most prominent feature in this sense is marked by green lines in
Fig. 4.12. is signature is attributed to the Josephson quasi-particle
(JQP) cycle. As mentioned previously, tunneling of Cooper pairs re-
quires resonance between the source and the target state on the island.
Due to this condition, the effect is only observed for specific combi-
nations of bias and gate voltage. e line shape reflects the shift in
the Cooper pair resonance voltage with changes in bias and gate volt-
age (and is therefore parallel to the quasi-particle lines). e full cycle
is sketched in Fig. 4.13a) starting with the island in state n: First a
Cooper pair tunnels resonantly onto the island and remains there if
a quasi-particle tunnels off the island across the opposite barrier (the
charge state of the island changes after quasi-particle tunneling, thereby
lifting the resonance condition with source). After both tunnel events,
the island’s charge state has changed from n to n + 1 since two ele-
mentary charges are added by the tunneling of a Cooper pair while one
charge is removed due to the quasi-particle tunneling. Finally, the se-
quence is terminated by another tunneling event of a quasi-particle to
the drain lead in this case (also the opposite direction of charge transfer
is possible, as evident from Fig. 4.12).
In Fig. 4.13b), the energy diagrams of the source and drain lead as
well as the island’s charge states n, n+ 1 and n+ 2 (for Cooper pairs
dashed, for quasi-particles solid) are drawn. Cooper pair and quasi-
particle states with equal n differ in energy each by EC/2 [156]. e
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Illustration of the Josephson-quasi-particle (JQP) cycle. a) Illustration of
the cycle: First, a Cooper-pair (charge 2e) tunnels resonantly onto the
island from one lead (source in this case) with subsequent tunneling of
a quasi-particle across the opposite tunneling barrier (drain here). In or-
der to return to the initial state n, the difference in electrochemical po-
tentials between island and drain lead of 2∆s is required for the second
quasiparticle to leave the island. b) Energy diagram depicting the states
of the island involved in this charge-transfer cyclewith respect to source
and drain leads. The states belonging to Cooper-pairs are dashed, tran-
sitions aremarked bold. Quasi-particle states are depicted by solid lines,
shifted energetically by EC/2 compared to Cooper pair states [156].
Due to the additionally required resonance condition with source, the
n+1quasi-particle state isEC/2below the source's Fermi level (dashed
line). To illustrate the last tunneling event of this cycle, also the density
of states for then+1 quasi-particle state on the island is depicted at the
right hand side.
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minimum threshold voltage of this process is therefore [153, 157, 158]
eVsd ≥ EC/2 + 2∆s (4.1)
in order to allow also the second quasi-particles to leave the island [159].
After completion, the net charge transfer across the device is 2e, caused
by the Cooper pair across the one and two quasi-particles across the
other junction.
Similarly, another process is conceivable, also requiring the combi-
nation of Cooper-pair tunneling across one junction plus quasi-particle
tunneling across the other. But, instead of returning to the initial state
by another tunneling event of a quasi-particle, the complementary pro-
cess of quasi-particle tunneling across the first junction together with
a Cooper pair passing the latter junction completes the cycle [160].
is sequence (called double Josephson quasi-particle cycle, DJQP) is
depicted in Fig. 4.14. Both processes require resonance with source
or drain lead, respectively, and additionally the transport window to
match the contributing final charge states which aren andn+1. ere-
fore, this process is not a threshold process, but occurs (periodically in
e) at bias potentials eVsd = ±EC [153, 155]. ese points are encir-
cled in blue in Fig. 4.12.
In literature, there are also signatures reported showing a clear 2e de-
pendence on the local gate voltage [161, 162] at bias potentials around
eVsd ≈ 0 meV. In this regime, the bias voltage is too small to enable
tunneling of quasi-particles. Parity effects cause an even-odd asymme-
try in the system’s ground-state energy [161–163] since in the odd case
one electron remains unpaired on the island, causing an increase in the
system’s ground state energy by ∆s (at T = 0). In order to obtain
these features, the Josephson coupling must be large compared to the
charging energy. However, due to the small tunnel junctions and the
high tunnel resistance, the SETs used in this thesis are dominated by
charging effects, therefore 2e periodic effects are not observed.
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Illustration of the double Josephson-quasi-particle cycle (DJQP). It con-
sists of four sequential tunneling events involving Cooper pair and
quasi-particle tunneling across both junctions. This requires resonance
conditions with source and drain leads, respectively, which are fulfilled
simultaneously only once in the (Vsd, Vg)-plane per period.
Turning the focus now to the SETs placed on this chip, Fig. 4.15
shows the SET current as a function of source-drain bias potential
(which is symmetrically applied to both contacts) for an SET in one of
the other circuits implemented on this chip (fabricated simultaneously
using the same design). Additionally, the gate is modulated in this plot
to illustrate the bias-dependent sensitivity of the detector, leading to
the modulation envelope as a function of applied bias potential.
e superconductivity manifests itself in a large gap in transport of
almost 2 meV, formed symmetrically around zero-bias. e width of
this region, limited to both sides by the onset of quasi-particle tun-
neling, equals 8∆s [154] with ∆s the superconducting gap energy.
is parameter is derived in comparable thin-film devices to about
200− 300 µeV [154, 164]. In our device, the superconducting gap is
estimated to equal about ∆s = 225 µeV. Beyond this threshold, the
potential supplied by the bias voltage is sufficient to break Cooper pairs
116
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SET modulation envelope as a function of bias voltage. For each bias
voltage parameter, the SET's gate was modulated over a few periods
to show the modulation amplitude. The superconducting energy gap
∆s ≈ 225 µeV is derived from the onset of current. Sub-gap features
are visible resulting from JQP and DJQP charge cycles. Inset in the up-
per left shows the SET current's dependence on bias and gate potential,
respectively. The double arrowmarks the derived charging energy.
into quasi-particles so that finally the SET acts as a normal-conducting
single-electron transistor, being dominated by Coulomb blockade. As
previously discussed, also the island’s charging energy can be derived
from the dependence of SET current on the bias potential and gate
voltage (inset in the upper left which shows the onset of quasi-particle
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tunneling in the negative bias direction) and is estimated here to about
EC ≈ 150 µeV and accordingly CΣSET ≈ 1 fF (white double ar-
row in-between of both dashed lines). All measurements presented in
the course of this thesis are performed in the regime of quasi-particle
tunneling.
As previously discussed, also the SETs used here show features within
the sub-gap region: Close to the boarders, at 500 µeV≤ |eVsd| ≤
800 µeV (see also the inset), peaks are clearly visible which are at-
tributed to Josephson-Quasiparticle (JQP) tunneling [152, 157, 165].
Inserting the previously estimated device parameters into the thresh-
old condition for the JQP cycle eq. (4.1), one obtains the onset of this
cycle at eVsd = 525 µeV which agrees well with the range observed
experimentally.
Additionally, the inset reveals another resonance feature of much
smaller amplitude which is attributed to the DJQP. e observed peak
position (about 150−200 µeV, but slightly broadened) corresponds to
the expectations of ±EC . However, the DJQP feature is rather small
and additionally smeared out here, so that robust conclusions cannot
be drawn. is broadening is most-likely caused by the elevated elec-
tron temperature in these measurements due to the large number of
wires and the not yet optimized coupling to the cold plates.
4.3.2 Optimal working point of the SETs operated as
charge detectors
As already mentioned above, the SETs are operated in the regime of
quasi-particle tunneling, i.e. in the regime beyond the vertical dashed
lines in Fig. 4.15 at |eVsd| & 1 meV. e dependence of the SET
current for the two detectors used in this thesis under variation of the
respective local potential by the local gate for different bias potentials
is shown in Fig. 4.16. From bottom to top, the bias potential is con-
118

































SET gate voltage Vg [mV]
−6 −5 −4 −3 −2 −1 0
SET gate voltage Vg [mV]
a) b)





Determination of SET's optimal working point for D1 (a) and D2 (b), re-
spectively. The plots show the SET current modulation as a function of
SET gate voltage for different SETworking points set by the applied volt-
age difference between source and drain contact∆Vsd. For D1, the low-
est two traces are offset for clarity by -100 pA and -50 pA, respectively.
tinuously increased (colour-coded accordingly) and in Fig. 4.16a) the
lower two traces are offset for clarity. e SETs can be used as charge
detectors if this current modulation in response to changes in the local
potential is large. en, if sufficiently coupled to the object under in-
vestigation (which might be a single quantum dot or, as employed here,
a mesoscopic, electrically isolated node), a change in the local potential
of the SET (e.g. by an additional electron) is directly reflected by a
change in the conductivity of the SET, equivalent to a change in the
local gate voltage. erefore, the response of the SET to an electron on
the node to which it is capacitively coupled is determined by the slope
of the SET at the actual current level. In conclusion, a steep change in
current as a function of gate voltage is desirable.
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e achievable modulation amplitude for detector D1 is∆I ≈ 200 pA
for the lowest three traces. In contrast, the response of detector D2
(Fig. 4.16b)) shows a modulation amplitude of ∆I ≈ 370 pA for the
black trace (second from top), i.e. the modulation is almost two times
as strong as for D1. e electrometers have been operated at roughly
Vsd = 1.1 mV (D1) and Vsd = 1.29 mV (D2), respectively.
Also obvious is the periodicity of the response which equals about
∆Vg = 4 mV for both SETs. e period reflects the change of the
occupation number of the central SET island by one charge carrier.
From the period observed one can derive the capacitive coupling of the
SET’s gate to the SET island, given byCg = e/∆Vg ≈ 40 aF, which is
roughly 0.04 of the total SET’s capacitanceCΣSET = 1 fF (as obtained
from Fig. 4.15).
When operated as a charge detector, there is also a second require-
ment on the SET modulation as a function of the gate in addition to
a steep response: is is the monotonicity for every half period (other-
wise changes in the number of electrons to be monitored cannot reli-
ably detected) which excludes already the upper four traces for detector
D1 (Fig. 4.16a)). One possible explanation of this additional resonance
structure might be the coexistence of quasi-particle tunneling with JQP
features above eVsd > 4∆s, as also reported in [156].
In conclusion, the working of all individual elements of the structure
has been demonstrated. e parameter dependence of the dynamic
quantum dots acting as single-electron source has been investigated.
Moreover, the superconducting single-electron transistors have been
characterized. ese devices show a rich variety of features in the sub-
gap region due to the (partially) coherent charge transfer resulting from
the combination of quasi-particle plus Cooper-pair tunneling. How-
ever, the detectors are operated in the following only in the regime
dominated by quasi-particle tunneling.
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5 Chapter 5Dynamic quantum dots
investigated by charge
detection
After the introduction of the device’s components, the experimental
techniques to characterize a non-adiabatic dynamic quantum dot using
charge detectors are now described. Here, pulsed charge transfer and
thereby continuous charging of a semiconducting node is presented,
allowing to investigate several types of possible errors in such structures,
like transfer errors, hold errors and detector noise.
Finally, the detailed investigation of the charge-transfer process (fo-
cusing on the charge capturing) using the counting data is presented
and implications towards further optimization are described.
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5.1 Non-invasive charge detection on the
dynamic dot
After discussing the operation of individual building blocks of the de-
vice under investigation, this section covers the first measurement using
a combination of several parts of the structure. Here, the continuous
charging of a charge node, acting like a capacitor, by a dynamic quan-
tum dot is shown. is experiment represents one of the simplest ap-
proaches to investigate the compound device and is therefore chosen as
the most suitable introductory experiment. Additionally, the flexibility
of the device, which is given by the possibility to switch each gate in
the semiconducting part between conducting and insulating, may be
demonstrated here.
is initial experiment should demonstrate three main aspects:
• We transfer an integer number of electrons unidirectionally by
applying a single pulse to the entrance gate of the dynamic dot.
• We are able to resolve the outcome of the transfer process on the
single-charge level using the single-electron detectors.
• We are able to hold the transferred electrons on the node.
e device configuration, used in this introductory paragraph, is
shown in Fig. 5.1. e dynamic quantum dot used here is formed be-
tween the two left-most gates in the structure (coloured in yellow) and
is indicated by the white oval. e dot is connected on the left hand
side to the source lead acting as a reservoir of electrons, on the right
hand side to the charge node, coloured in purple. is charge node is
formed between the dynamic dot and the yellow-coloured gate labelled
”barrier” on the right hand side of the structure. All other, uncoloured
gates are grounded and therefore do not affect the circuit.
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e
Figure 5.1:
Circuitry used for continuous node-charging. The left-most dynamic
quantum dot (white oval with control gates coloured in yellow) is set
to transfer approximately one electron per pulse from the source lead
(green) to the large common node (purple) which is observed by detec-
tors D1 (red) and D2 (blue) simultaneously. On the opposite side, the
node is separated from the drain lead (green) by a static barrier formed
by the second, dc-coupled control gate of the rightmost dot VG2QD4. Un-























Gate-voltage patterns for continuous node charging on the entrance
gate of the dynamic quantum dot (upper, red curve) and the static gate
defining the charge node to the right (lower, blue curve). Curves are off-
set and independently scaled for clarity.
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e direction of transferred electrons by the dynamic quantum dot
is indicated by the cyan arrow with the symbol e and is given by the
order of the ac-driven gate G1, called the ”entrance gate”, and the static
dc gate G2 (”exit gate”), as explained in chapter 2.5. If the dynamic
dot is suitably tuned by choosing proper voltages on the gates VG1QD1
and VG2QD1, respectively, one should be able to transfer exactly one
electron per pulse applied to the ac gate. Here, we apply the static volt-
ages VG1QD1 = −250 mV and VG2QD1 = −170 mV. e pulse for
transferring an electron is superimposed onto the static voltage at the
entrance gate and consists of a single sinusoidal period phase-shifted
by φ = −π/2 and of amplitude Vac = 150 mV with the final value
hold up to the next pulse. Doing so, we increase the barrier formed by
the gate between two pulses to reduce the probability of unwanted tun-
neling events onto/from the node. In total, VG1QD1 equals −400 mV
between the pulses while the pinch-off voltage of this gate solely is about
VG1
QD1 = −210 mV. Using this kind of superposition of dc voltage
and pulse, the full charge-transfer process (see section 2.5.1) is com-
pleted within one pulse (i.e., highest equivalence between pulsed and
continuous drive of the dynamic quantum dot) and the delay between
pulses τ will not affect the transfer process. erefore, we are able to
choose the delay between two pulses τ arbitrarily and select a value
much larger than the bandwidth of our detectors, i.e. τ ≫ 1/Γd, en-
abling us to resolve the outcome of each pump pulse with our detectors.
As it will turn out, the value chosen for the exit gate voltage leads to
about one electron on average being captured and transferred per cy-
cle to the node. e dependence of the number of electrons captured
on this control voltage will be discussed in more detail experimentally
in the subsequent sections 5.1.3 and 5.2. Initially, we will operate the
dynamic quantum dot at constant control parameters and will only
change the height of the barrier. is allows to investigate the capabil-
ity of our circuitry to hold electrons on the node as a function of the
124
5.1 Non-invasive charge detection on the dynamic dot
barrier height.
e resulting pulse pattern on the entrance gate of the dynamic dot
is shown in the upper trace (red line) in Fig. 5.2. After an initial waiting
time a series of pulses, each delayed by τ = 40 ms, is applied. Since
we transfer electrons only unidirectionally, we thereby charge the node
following the dynamic quantum dot and thus create an electrostatic
potential acting oppositely to the transfer process, i.e. the higher the
number of electrons on the node, the lower the probability of success-
ful charge transfer. is effect is known as mesoscopic feedback and is
discussed in sections 2.6.1 and 7 theoretically and experimentally. Ad-
ditionally, also the signals applied to the gate forming the barrier on the
opposite side of the node (blue line) is depicted in the graph: e bar-
rier is energetically lowered below the pinch-off voltage to equilibrate
the electrochemical potential of the node with the one of the drain lead
and then raised again. Doing so, the initial conditions on the node
are comparable at every repetition of the experiment. Afterwards, the
digitizer is triggered to record the detector time-traces and the series
of pulses onto the entrance gate of the dynamic dot is started. is
scheme is repeated under variation of the height of the node’s barrier
to drain, controlled by VG2QD4. e formation of a barrier sets in if the
applied voltage exceeds the pinch-off voltage (which in turn depends
on the local potentials and might be affected by the conditions of cool-
ing the sample [137]). erefore, the barrier height will be given in the
following as ∆VG2QD4 which is the excess voltage beyond pinch-off as
shown in Fig. 5.2.
In Fig. 5.3a) a section of the resulting detector time-traces is shown
with the x-axis rescaled in order to match with the timing of pulses. e
upper panel reflects the detector labelled D2, the lower one the detec-
tor D1. Each vertical black line corresponds to a transfer pulse. Since
none of the intermediate gates across the semiconducting channel is
used, both detectors are coupled to the same node and therefore should
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Evaluation of continuous node-charging by the dynamic quantum dot
QD1, tuned to operate at approximately 1efp. The right barrier of the
node is formedbyQD4's exit gate, thus bothdetectorsD1 andD2 couple
to the same node. a) Resulting detector signals for detector D1 (lower
panel, red) and D2 (upper panel, blue). Each transfer pulse is indicated
by a vertical black line. The grey-shaded areas at the top and bottom of
each panelmark insensitive regions. The insets illustrate 1) amissing cy-
cle event, 2) two subsequent hold errors, i.e. electrons leaking from the
node through the barriers to source or drain, respectively, and 3) a de-
tector error of D1 caused by a charge trap nearby. b) Evaluated counting
signals derived from a).
126
5.1 Non-invasive charge detection on the dynamic dot
observe the same signal. One clearly observes the discrete change in de-
tector current in response to the change in the node’s electrochemical
potential due to the addition of electrons (in case of successful charge
transfer). Between the pulses, the detector signals typically remain con-
stant. Moreover, also the periodic response function of the SETs during
the continuous charging of the node is maintained as well, being com-
parable to the traces shown in Fig. 4.16.
is is the signature of single-charge transfer by the pulsed dynamic
quantum dot and, since one clearly observes the steps in the SET sig-
nal, also of single-charge resolution of the detectors. Since the detector
response is periodic, the response to an extra electron is a function of
the actual working point of the SET: e largest step is found at the
vertical center while the response vanishes at the extrema of the SET
signal. To account for this, we omit the upper and lower 6% of the
response in the following analysis because the response cannot be eval-
uated with high significance. is is symbolized by the dark-grey areas
at the top and the bottom of each panel.
With respect to the time-scales of the measurement, the transfer of
an electron onto the node represents an instantaneous change in the
potential of the SET. erefore, the analysis of the SET’s response in
time to such an event gives a proper estimate of the bandwidth of our
detectors. In the limit of infinite bandwidth, the response would im-
mediately follow the local potential in a step-like fashion. However, a
finite bandwidth causes an exponential convergence to the final value
on a characteristic time-scale. Taking the time interval corresponding
to a response in the interval of 10%-90% of the final signal (equal to
about τ10→90 = 1.5 ms) and defining the bandwidth as the inverse of
this time-scale, we obtain Γd ≈ 1/τ10→90 ≈ 600 Hz.
Finally, not only the amplitude of the detector’s response varies as
a function of the point of operation, but also the direction of the re-
sponse changes over one period. However, since the dynamic quan-
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tum dot is comparably robust against a bias voltage on drain (i.e., the
node), we are able to distinguish between surplus and missing electrons
by taking the direction of the jump following a transfer pulse as a ref-
erence. For example, detector D2 (blue) falls between pulses 105 and
125 steadily with every additional pulse (transferred electron), i.e. we
are on the falling edge. Between pulses 125 and 148, any additional
electron transferred by the dynamic dot leads to a positive response
(rising edge).
e insets in Fig. 5.3 explain three scenarios that will be investigated
in the evaluation of the time-traces. For illustrative purposes, the levels
occupied by the detectors are indicated as dashed horizontal lines.
Firstly, in order to address the question how precisely the dynamic
quantum dot transfers electrons onto the node, the inset 1) clarifies
what is called a ”missing cycle” event, i.e. a pulse at which no electron
has been transferred. is is reflected here by constant detector signals
of D1 and D2 before and after the pulse in question. erefore, a mea-
surement scheme like the continuous charging allows to determine the
transfer fidelity, i.e. the ratio of successful charge transfer events to the
total number of transfer pulses onto the gate. Moreover, one could also
evaluate the height of the detector response in order to extract errors in
which more than one electron has been transferred. Initially, however,
we will limit the number of charge carriers transferred per cycle to in
maximum one by proper tuning of the dynamic quantum dot.
Additionally, electrons might leave the node unintentionally, either
via the dynamic dot to the source, or via the barrier to drain. e
signature of these so-called ”hold errors” is shown in inset 2): After
the second and third successful transfer pulse, respectively, the detector
states both change to indicate an additional electron on the node. But,
they do not remain constant until the next pulse and switch back to the
previously occupied state instead. e ”hold errors” are based on the
quantum mechanical effect of tunneling which is of stochastic nature.
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is can be seen directly in the inset: e life-time of the electron on
the node until it leaves to one of the leads is not deterministic and also,
after these two subsequent hold errors, the node may be further charged
with additional electrons. However, the probability of hold errors rises
with the number of electrons stored on the node (equivalent to a smaller
effective barrier).
Finally, also so-called ”detector errors” may be distinguished in this
device configuration. As explained above, both detectors observe the
same node and should yield the same results: e inset 3) shows a
monotonously falling detector D2 indicating successful charge trans-
fer by the dynamic dot onto the node remaining in the same state in-
between, i.e. no hold errors. However, detector D1 switches shortly af-
ter the second pulse to a state indicating a lower electron number on the
node and, before the next pulse, back to the state expected for successful
charge transfer. is is most-probably the signature of a local two-level
charge trap (potentially inside the oxide barrier of the single-electron
transistor itself ) which couples asymmetrically to both detectors. us,
by using more than one detector per island, one can eliminate this type
of error by performing correlation measurements.
Fig. 5.3b) contains the evaluated counts derived from the time-trace
in a) using the algorithm described in the next section, the upper panel
(blue bars) corresponds to detector D2, the lower one (red bars) to de-
tector D1. Each bar with positive value indicates a surplus electron on
the charge node, while bars with negative value resemble electrons lost
from the node. In contrast to usual counting experiments on quan-
tum dots, the counting signal corresponding to additional electrons on
the node is very regular, since the addition of electrons is clocked by
the pulses applied to the dynamic dot. e ”missing cycle” event at
pulse 132 (see also inset 1)) is characterized by a lacking bar in both
detector counting traces, because no electron has been transferred to
the node during this cycle. Also the two subsequent ”hold errors” (be-
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fore pulses 161 and 162 and in inset 2)) appear in the counting signals
of both detectors (another one may be found between pulses 107 and
108). Oppositely, ”detector errors” appear only in the counting sig-
nal of detector D1 (between pulses 111-112 (inset 3)) and 113-115,
respectively).
Besides the correlation measurements for enhanced detection accu-
racy, the coupling of several detectors to the same island has another
advantage that can be directly seen in Fig. 5.3b): e counting signal
of each detector is interrupted by regions of insensitivity (coloured in
dark grey in the counting signal) whenever the detector’s working point
is close to one of the extrema. But the relative phase between the two
detectors may be adjusted such that one of them always remains sen-
sitive as shown in the figure. is may be accomplished by applying a
small voltage signal to the tuning gate of one of the detectors. Doing
so, the counting measurements on the node may be performed quasi-
continuously using e.g. detector D2 extended by D1 in case of D2
being insensitive. is concept can be regarded as an alternative to ap-
plying active feedback to the SET (stabilizing it on a sensitive working
point using the SET’s gate in a feedback loop). Here, the measurement
system is kept simple but, on the other hand, higher demands on the
device fabrication are added, e.g. in terms of yield or reproducibility.
5.1.1 Data analysis
In this section, I would like to point out the more general aspects of
the analysis of the counting signals and give an illustrative description
of the algorithm to derive the counts shown in Fig. 5.3b). is is done
exemplary for the trace plotted in Fig. 5.4a) of detector D2.
After loading files describing the measurement conditions and ex-
tracting parameters like, e.g., the pulse pattern, delays between pulses
or the number of repetitions, we first search generally for changes in the
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SET time traces indicating changes in the node’s potential, separately
for both detectors D1 and D2. To this end, we use the derivative of the
detectors’ time-traces, apply a second-order Savitzky-Golay filter [166]
whose smoothing window corresponds to about 20 ms (roughly half of
the delay between consecutive pulses). Peak-finding is then performed,
i.e. we search for local maxima of the derivative within an interval of
a quarter of the smoothing window (about 5 ms). e function finally
returns the positions and the values (peak-height) of the extrema found.
e result is indicated in Fig. 5.4b) by the red squares.
Afterwards, the time traces are split into intervals, interrupted by in-
sensitivities of the detectors at which the current through the SET is
extremal, i.e. where it falls into the light grey bands already illustrated
in Fig. 5.4a) at the top and bottom of the graph. To determine whether
the SET operates on the rising or falling edge in-between, we take profit
of our knowledge about timing and unidirectionality of single-electron
transfer by the dynamic quantum dot. Maxima found in a certain time
interval around the expected pulse (dominated by the finite bandwidth
of the detector and the additional broadening due to the smoothing fil-
ter) are most likely the signature of an additional electron on the node.
Since the response cannot switch between rising or falling edge with-
out passing a minimum or maximum, all measurements between two
regions of insensitivity belong to the same rising or falling edge. ere-
fore, the slope is given by the sign of the dominating extrema found
close to the transfer pulses. In the illustration in Fig. 5.4b), we can
conclude from these considerations that the SET operates in the time
intervals 50-60 and 83-103 on the rising edge while in the other two
intervals 60-83 and 103-120 the falling edge is occupied as sketched in
Fig.5.4c). To simplify the consecutive analysis, the peak values found
are finally multiplied by the appropriate slope such that peaks corre-
sponding to an addition of electrons on the node have positive sign
and vice versa.
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Illustration of evaluation of continuous node-charging. a) The raw de-
tector signal for D2 as a series of transfer pulses is applied to QD1. b)
Smoothed derivative and derived maxima (without further processing).
c) Extraction of slope and sensitivity of the detector from the signature
of change in SET current in response to the transfer of an electron onto
the node. d) Final counting analysis indicating successful charge trans-
fer, transfer errors and hold errors.
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Next, the decision is made whether a peak is regarded as the signature
of a change in the number of electrons on the node. To this end each
peak height is compared to the average of the adjacent maxima resulting
from electron transfer onto the node (identified by their timing). e
result of this analysis is shown in Fig. 5.4d). e comparison of the
resulting counts with the extrema shown in b) evidences the working of
the algorithm: As an example, the first two extrema found are identified
as noise, yielding a transfer error signature (zero counts at this pulse).
e same result is obtained for the maximum after transfer pulse 67
as well as in the interval 83-103 for the three peaks with opposite sign
compared to the signature of transferred electrons.
In contrast, the extremum at around pulse 108 is indeed classified as
a hold error due to the comparable amplitude of the response in agree-
ment with the raw data in a): Just before the next pulse, the detector
switches back to the previous state (the number of carriers on the node
is reduced by one as a consequence of a hold error) and then, after the
pulse and a successful charge transfer (increasing the number of carriers
on the node again), occupies the same state again.
Finally, statistical analysis can be performed based on the counting
data, in which initially the counts are classified according to their occur-
rence in time and their sign (indicating a surplus or missing electron).
As discussed above, additional electrons at points in time close to the
transfer pulse are regarded as successful transfer events. If the signature
is missing, a transfer error is assumed (e.g., as happened at pulse 51
of the illustration in Fig. 5.4). Negative counts are always regarded as
hold errors, i.e. interpreted as electrons tunneling off the island.
5.1.2 Results
e first question to address in this analysis is how well the dynamic
dot operates in pulsed mode. e answer comprises of two aspects:
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First, are we able to control the transfer of single electrons in time?
And second, what is the transfer fidelity given as the ratio of successful
transfer counts and the total number of pulses applied?
Transfer fidelity of the dynamic quantum dot
Aspect one is addressed in Fig. 5.5a) presenting the deviation of an
observed transfer event from the timing of the transfer pulse. e
pulsed transfer works as expected, showing a narrow distribution in
time around the center pulse. To obtain quantitative results, a gaussian
distribution (orange line) is optimized to fit the data, yielding a delay in
time by 1.5 ms due to the finite detector bandwidth and a width (2σ)
of about ±4 ms which is well within the filter window of the Savitzky-
Golay smoothing filter (about 5 ms), used in the analysis of the peaks.
Only a few counts are found outside the interval [−10, 10] ms which
are most-likely related to erroneous counts. erefore, one can con-
clude that the pulsed operation of the dynamic quantum dot allows
precise control of electron transfer in time.
e dynamic dot’s transfer fidelity is analysed here only as a function
of the number of electrons stored on the node with fixed point of op-
eration set by VG2QD1. e node’s capability of holding electrons in
turn depends on the effective height ∆VG2QD4 of the right barrier to
the drain lead (given as the difference of applied voltage to pinch-off
voltage) which is depicted as a function of filenumber in the bottom
of Fig. 5.5b). e analysis is interrupted after the observation of the
fifth hold-error which might appear arbitrarily at this point but will
be justified hereafter. Counting data is obtained from the signal of
D2 which is extended by D1 whenever the former is insensitive. e
evaluation (shown in Fig. 5.5b)) where red corresponds to successful
transfer, black to missing cycle errors and grey to insensitivity or the
end of the analysis, yields a transfer fidelity of P 1 = 0.915% (9749
events in total). Additionally, no significant increase with increasing
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Transfer fidelity of the dynamic quantum dot QD1 for combined detec-
tors. a) Timing analysis: Delay of transfer events detected on the node
from the applied transfer pulses (blue bars). A gaussian fit (orange line)
is superimposed. b) Map of successful charge transfer (red) and transfer
errors (missed cycles, black). Grey points mark insensitivities (both de-
tectors are at their respective extremas) or the end of evaluation after
the fifth hold error. Effective barrier height at the bottom panel.
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number of electrons on the node is observed.
Analysis of hold errors and barrier characterisation
As the next aspect in the analysis, the occurrence of hold-errors is ad-
dressed. To investigate the most-likely source of leakage and to justify
the choice of five hold-errors in the previous evaluation, the occurrence
of hold-errors as a function of the number of pulses as well as the height
of the barrier to drain is investigated. e data is taken here from detec-
tor D2 only in order to avoid false-counts related to detector errors in
D1 caused by fluctuating charge traps. First, to emphasize the stochas-
tic nature of this leakage, the timing of hold-errors, given relative to
the preceding transfer pulse, is shown in Fig. 5.6a) as a histogram (red
bars). Additionally, the distribution of transfer events in time is su-
perimposed. e transfer events define a window for the observation
of hold errors, since the addition by successful charge transfer and the
- within the bandwidth of the detectors - simultaneous removal of an
electron due to leakage exactly cancel each other, leading to the signa-
ture of a missing cycle event (the node’s charge state remains constant).
Only if the charge transfer fails, a hold-error can be detected around the
timing of a transfer pulse (i.e., with a probability of 1− P 1 = 0.085)
leading to the observed reduction of counts in this interval.
We account for the random occurrence of hold errors by repeating
the pulse sequence for each effective barrier height ∆VG2QD4, defined
as the excess voltage beyond pinch-off, for five times (left-most data
point: six times), as depicted at the bottom of Fig. 5.6b). e resulting,
cumulative occurrence of hold errors as a function of both, the number
of transfer pulses (proportional to the number of electrons stored on the
node) and the file index (equivalent drain barrier height), is shown in
Fig. 5.6b). Colour codes the number of cumulative hold errors for each
pulse sequence, ranging from dark blue (zero hold errors) to dark red
(eight hold errors). White regions mark either insensitivities of the SET
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Analysis of hold errors. a) Occurence of hold errors in time, relative to
the previous transfer pulse. The dashed line marks the distribution of
transfer events. b) Evolution of hold errors with the number of trans-
fer pulses for detector D2 only. Colour codes the number of hold errors
detected so far. The x-axis corresponds to the number of measurement
and thereby is related to thebarrier height (plotted at thebottompanel).
White areas correspond to insensitivity or the excess of eight hold errors.
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(only detector D2 is analysed) or the end of analysis for the specific
pulse sequence (after the eighth hold error). e effective barrier is
reduced from left to right as displayed in the bottom panel and, as
clearly evident from the colour plot, thereby the number of electrons
which can be stored on the node also decreases. Apparently, there is a
certain threshold in the number of electrons that can be safely stored
on the node for a given barrier height while in excess of this value the
probability of hold errors drastically increases.
In order to quantify the number of electrons that can be stored on
the node as a function of effective barrier voltage ∆VG2QD4, we have
extracted from Fig. 5.6 the pulse index at which the fifth hold error was
detected. en, by counting the number of electrons transferred until
this point from Fig. 5.5, we obtain the number of electrons stored on
the node for each repetition of the continuous-charging experiment.
e result is plotted versus ∆VG2QD4 in Fig. 5.7 as blue dots together
with a linear fit (orange line).
As expected, the data clearly suggests that the capability of the node
to store electrons indeed depends strongly on the barrier formed by
the voltage applied to the barrier gate. e linear dependence, even to
relatively high numbers of electrons stored on the node, is a clear in-
dication that the initial assumption of leakage across the drain barrier
is valid. Additionally, this result suggests that the dynamic quantum
dot is robust against leakage. Otherwise, a deviation from this linear de-
pendence for large numbers of electrons on the node is expected. From
the fitted slope αV = −7.3 mV−1, one can extract the factor αV→E
which converts the applied effective gate voltage ∆VG2QD4 into an en-
ergy height of the barrier when considering additionally the charging
energy of the node (derived to about EC ≈ 30 µeV):
αV→E = ECαV , (5.1)
yielding αV→E ≈ 0.22 meV/mV.
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Figure 5.7:
Number of electrons stored on the node (blue dots) when the fifth hold
erroris detected, plotted as a function of the effective barrier height. A
linear fit Nnode(∆VG2QD4) = αV · (∆VG2QD4 + V0) is indicated by the
orange line with fitting parameters αV = −7.3mV−1, V0 = 3.2mV.
Moreover, the offset voltage V0 obtained from the fit yields an insu-
lating barrier only for ∆VG2QD4 . −3 mV for the limit Nnode = 0
electrons stored on the node, indicating that tunneling of electrons
via this barrier is suppressed just 3 mV beyond the pinch-off voltage.
Naively, one might expect V0 = 0, i.e. the voltage corresponding to
pinch-off of the underlying channel equals the beginning ability of the
node to hold electrons. However, regarding the uncertainties in the
fit parameters and the rather rough estimation of the pinch-off volt-
age the agreement is quite well. Additionally, these two values are ob-
tained under differing measurement conditions: e pinch-off volt-
age was defined as the gate voltage at which the current is lower than
100 fA (which corresponds to about 600, 000 electrons per second)
while in the pulsed measurement the hold-capability of the node is
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analysed for times larger than the pulse delay of τ = 40 ms (i.e. less
than 25 electrons per second). Finally, there is an intrinsic effect in
the charge transfer mechanism which should enable tunneling already
for voltages with ∆VG2QD4 < 0: Electrons are emitted at rather high
energies (of the order of 60 meV in [51]) and therefore, after emission,
a cascade of electron-electron scattering events sets in (being the dom-
inant scattering effect at low temperatures without a magnetic field),
distributing the excess energy among the electrons on the node. e
efficiency of this process depends strongly on the energy of the partic-
ipants and reduces dramatically for low energies of a few meV [167],
thereby leading to a high probability of electrons being able to tunnel
already before reaching the pinch-off limit due to this excess energy.
Since the coupling to the phonon bath is rather weak at low tempera-
tures, this continuous emission of electrons with such an excess energy
leads to an effective increase in temperature of the electrons stored on
the node and thereby to an enhanced probability of tunneling.
Enhancement of detection efficiency using two detectors
Comparing the two two-dimensional plots Fig. 5.5 and Fig. 5.6, one
can already directly see the enhanced detection efficiency in the former
plot due to the extension of detector D2 by D1 in case of insensitiv-
ity. More quantitatively, the detection efficiency, defined here as the
fraction of observations in the sensitive range is only 0.637 for detector
D1 and 0.762 for detector D2, respectively. e extension of D2 by
the counting signal of D1 in case of insensitivity leads to an average
coverage of 0.948 with only a single adjustment of the relative phase
between the two detectors prior to the start of the measurement. is
evaluation is shown in plot 5.8 as a function of barrier gate voltage
with the average values indicated by the arrows at the left axis. Red
bars correspond to D1, blue ones to D2 and the combination of both
is represented by green bars.
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Figure 5.8:
Detection efficiency for individual detectors (D1: red, D2: blue) and the
combination of both (green). The mean detection efficiencies of 0.637
(D1), 0.762 (D2) and 0.948 (combination) are indicated by the arrows.
Summary
In summary, we have shown the ability of controlled charge trans-
fer by a pulsed dynamic quantum dot on the level of single electrons.
Moreover, the node is capable of holding even large numbers of elec-
trons (more than 150) for sufficiently long time scales provided the
electrostatically defined barriers are raised adequately. e combina-
tion of several detectors observing the same node can be either used to
enhance the dynamic range of detection (by applying an appropriate
phase-shift between the detectors) or to increase the fidelity of count-
ing by allowing to distinguish between electron signals and local charge
fluctuations in correlation measurements.
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5.1.3 Continuous charging experiments beyond barrier
characterization
Besides the previously presented results mainly concentrating on the
action of the barrier, there are some other device characteristics which
may be deduced from the analysis of continuously charging the node
by the dynamic quantum dot.
Analysis of coupling capacitances
In previous sections, we have already derived the intrinsic capaci-
tances of the individual elements, as depicted in the sketch in Fig. 5.9.
Due to the single-charge resolution of the detector and the ability of the
dynamic quantum dot to transfer a large number of electrons onto the
node, we are able to investigate the coupling capacitance Cfg of elec-
trons on the node via the floating gate to the corresponding SET. e
potential formed by an electron on the node depends on the node’s size,
which again is tunable by the top-gates forming the dynamic quantum
dots. For the smallest node, node 1 between QD1 and QD2, we had
already experimentally estimated in direct transport measurements (see
section 4.1.3) a capacitance of Cnode1Σ = e
2/EC ≈ 1.6 fF. Geometric
arguments lead to capacitancesCnode2Σ ≈ 3.2 fF for the node 2 between
QD2 and QD4 (twice as large as node 1) as well as CnodeΣ ≈ 4.8 fF for
the largest node possible between QD1 and QD4 with QD2 grounded
(three times as large as node 1), as depicted in Fig. 5.9.
With a coupling capacitance Cfg between the node and the corre-
sponding detector (expected to be equal for both SETs due to the same
geometry of the floating gate), the influence of an electron on the semi-
conducting node onto the electrochemical potential of the SET is given
by e2/CnodeΣ ·Cfg/CSETΣ . erefore, the SET response (change in SET
current or, equivalent, SET period) should scale inversely with the ca-
pacitance of the node.
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Analysis of coupling capacitances. a) Schematic of the device and de-
piction of parameters discussed in the main text. The capacitance of
the semiconducting nodes can be tuned by top-gates. b) and c) SET re-
sponsewhen operatingQD2 to transfer electrons fromnode 1 to node 2
in order to obtain the SET response to the change in the nodes' potential
(two independent measurements for D1 (b) and D2 (c), respectively).
For the largest node with capacitanceCnodeΣ between QD1 and QD4,
we previously obtained a SET period (change in the occupation of the
SET island by one electron) in terms of electrons on the node of 42
(see, e.g., Fig. 5.4) which corresponds to a potential of the node of
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about 1.3 meV. e geometric approximation of the node’s charging
energy is confirmed by operating QD2 as a dynamic dot, dividing the
large node into the smaller nodes 1 and 2, each separated from the
leads by potentials induced to QD1 and QD4 top-gates, respectively.
In this configuration, we obtain a SET period of 15 electrons on node 1
and 29 electrons on node 2 as shown in Fig. 5.9b) and c), respectively.
Because the potential U caused by the additional electrons on the node
is absolutely known (U = Nnodee2/CnodeΣ with Nnode the number of
electrons on the node), we directly obtain also the cross-capacitance
Cfg = e
2/U = 100 aF.
is number is of reasonable order of magnitude, being equivalent to
about 10% of the SET’s overall capacitanceCSETΣ (as derived in section
4.3), given as the sum of all capacitances CSETΣ = Cfg +Cg+Cs+Cd
with Cs, Cd the capacitances attributed to the oxide tunneling barriers
to source and drain lead, respectively. Typically, the latter two capaci-
tances are the dominating contributors to the overall capacitance, mak-
ing it favourable to reduce the junction size in order to obtain a lower
capacitance and thereby higher charging energies. Concerning struc-
tures coupled with floating gates, even higher relative coupling (up to
38%) has been demonstrated in an experiment in which two coupled
quantum dots in an all-etched semiconducting system have been in-
vestigated [134]. Compared to the local gate capacitance Cg = 40 aF
which is placed at about the same distance to the SET island, the capac-
itive coupling is more than twice as large, potentially due to difference
in shape.
Changing the number of transferred electrons per cycle
Until now, the point of operation has been fixed such that in maxi-
mum one electron has been transferred per cycle. Here, the modifica-
tion of the working point by variation of the exit gate voltage, analysed
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by electron counting, is introduced. QD2 is used as clocked electron
source to transfer electrons from an open reservoir (QD1 grounded)
onto the charge node 2 (secluded by applying a large, negative voltage
onto the second gate of QD4). Only detector D2 is strongly coupled
to this node. e outcome of this experiment is shown in Fig. 5.10.
At the bottom right (panel f )), the direct-current characterization
(with continuous rf drive) of the gate dependence is shown as a ref-
erence. Comparing absolute gate voltages in both measurements, we
observe characteristic features in the pulsed experiment at slightly more
positive control gate voltages. is is a hint for the nominally static gate
being also modulated slightly by the cw signal due to cross-coupling
which needs to be compensated for in the cw measurement by apply-
ing more negative gate voltages. However, the points with equal av-
erage number of transferred electrons per cycle as in the panels a)-e)
are labelled accordingly. Each panel contains up to five repetitions of
the same measurement conditions with the individual traces offset for
clarity.
If the control gate voltage VG2QD2 is tuned very negatively, electron
transfer is completely blocked and the detector signal remains constant
before and after the application of pulses onto the dynamic dot (a).
Panel (b) corresponds to the transition to the first plateau where on
average ⟨ne⟩ ≈ 0.5 electrons per cycle have been transferred (same
evaluation as shown later at the preliminary analysis of fast triple trans-
fer in Fig. 7.10). When the control gate voltage is tuned more positive,
almost perfect single-charge transfer is obtained (c). Restricted to the
sensitive regions of the SET, no transfer error is monitored, i.e. the
dynamic quantum dot is operated on the ne = 1 plateau. At panel
(d), however, the transfer probability of ne = 2 electrons per cycle be-
comes significant. is is reflected in the SET traces by partly doubling
the response which yields on average ⟨ne⟩ = 1.1 transferred electrons
per cycle. Finally, at point e), the dynamic quantum dot is operated
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Detctor responses to continuous loading by QD2 from an open source
reservoir at different exit gate voltages VG2QD2 representing the trans-
fer of ne = 0 (a), ne ≈ 0.5 (b), ne ≈ 1 (c), ne ≈ 1.1 (d) and ne ≈ 2 (e).
Additionally, the cw measurement is shown indicating the equivalent
working points set by the control gate voltages in (a)-(e). The x-axis is
shifted towards more negative voltages, possibly due to cross-coupling
of the cw signal onto the static control gate voltage. All traces in one
graph are repetitions of the samemeasurement conditions and are ver-
tically offset each for clarity.
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on the ne = 2-plateau which is found at a gate-voltage distance to the
first plateau of about 9 mV (comparable to the distance obtained by
the cw measurement shown in panel (f )). e doubling in the number
of transferred carriers is most-easily seen by comparing the number of
periods of the time-traces corresponding to single- (c) and double- (e)
charge transfer, respectively.
In conclusion, the control over the number of electrons transferred
by the dynamic quantum dot in pulsed mode has been demonstrated,
verified by single-charge detection. Moreover, the gate-dependence of
transfer probabilities is found to agree with the behaviour expected
from cw measurements (please compare to the contradictory results at
the end of chapter 5.2). However, a well-founded quantitative analysis
is hard to accomplish with this measurement scheme, due to possible
back-action of the accumulated potential onto the dynamic quantum
dot and, if strongly charged, the chance of occurrence of hold errors
(see, e.g., uppermost traces in panel (c) and (d))).
5.2 Microscopic insight into dynamics of
single-electron capture
After the introductory discussion of the functioning of the single-electron
circuitry, in this section the qualitative and quantitative characterisa-
tion of the dynamic quantum dot by single-electron counting is pre-
sented. e parameter dependence will be first restricted to the exit gate
voltage, similarly to the preceding analysis (presented in Fig. 5.10). To
minimize the interaction of the electrostatic potential built up by the
charge carriers stored on the node with the dynamic quantum dot, a
specific pulse scheme is used, as discussed right after the basic measure-
ment depiction. is enables us to study the interplay of individual
transfer probabilities for different occupation numbers n of the dy-
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namic dot quantitatively and with reduced uncertainty as compared to
the previous experiment.
e active elements are depicted in Fig. 5.11a) and highlighted by
colors: e dynamic quantum dot under investigation is QD1, formed
by static voltages applied to the entrance and exit gate (labelled VG1QD1
and VG2QD1, respectively). e direction of charge transfer is from the
source lead onto the node (left to right in this image), given by the
order of driven (entrance) and static (exit) gate. All signals applied to
the entrance gate will remain fixed, unless mentioned: e static offset
is set to VG1QD1 = −250 mV, the waveform superimposed to enable
pulsed single-charge transfer equals the one of previous measurements
with fp ≈ 39 MHz, Vac = 150 mV and containing only a single
shifted cosine-shaped period which is held at the minimum voltage
(i.e., highest barrier possible) to enhance the capability of the pump to
localize electrons on the node. To define the node on the opposite side,
we use a single gate of QD4 to form a barrier. Up to this point, the
measurement conditions equal those from section 5.1.
But, instead of using the dc-coupled exit gate of QD4 as done pre-
viously, we employ the QD4’s entrance gate allowing also a pulsed
drain barrier. e waveform is equal to the one applied to QD1, the
static offset is slightly smaller (VG1QD4 = −240 mV), but there is
another - more important - difference in the action of this barrier com-
pared to the working of QD1: e following exit gate is grounded,
i.e. VG2QD4 = 0 mV. is changes the effect of a pulse applied to
VG1
QD4 completely: Charge transfer is not suppressed any more across
QD4 whenever the barrier is below pinch-off, thus leading to an equi-
libration of potentials on the node and the drain lead. Additionally,
this process is expected to happen stochastically, i.e. the direction as
well as the number of transferred electrons will be randomly distributed
around an equilibrium value given by the difference in electrochemical
potentials µnode of the node and µd of the drain lead.
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Setup and raw detector signals at pulsed electron transfer with interme-
diate reset. a) SEM image of the device with active elements colored.
b) Pulse sequence showing the three transfer pulses (black) applied to
QD1 (while the barrier is held high) and the subsequent reset pulse (low-
ering the barrier shortly). Pulses are delayed each by τ = 25 ms. c)
and d) detector current signals for single-electron transfer (VG2QD1 =
−197.5mV) for detectors D2 (c, blue trace) and D1 (d, red trace), respec-
tively.
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To enable a continuous measurement without the limitations dis-
cussed in the previous section, we apply the following pulse sequence to
the device (see Fig. 5.11b): First, the dynamic quantum dot is triggered
three times (upper, black line) to transfer an integer number of elec-
trons onto the node during each pulse, followed by a subsequent reset
of the node’s charge state using a pulse applied to the barrier gate (green
line). Each pulse lasts about 25 ns, the delay between pulses is chosen
to τ = 25 ms. Together with the superimposed shifted cosine pulse,
the applied voltage of the barrier equals VG1QD4 − Vac = −390 mV
(thereby strongly exceeding the pinch-off threshold) and is reduced
only during the pulse to VG1QD4 + Vac = −90 mV which is in the
conducting regime below pinch-off.
e result is a step-like change of the node’s charge at every pulse
while remaining constant in-between as shown in Fig. 5.11c) and d)
for both detectors D2 (blue) and D1 (red), respectively. As indicated
in the SEM picture (Fig. 5.11a), both detectors are coupled again to the
same node. In the exemplary timetraces in c) and d), both measure on
opposite edges of the detectors’ response functions, leading to a con-
trary response to an additional electron on the node: An additional
electron on the node reduces the current across detector D1, while the
same event is indicated by a rising current across detector D2. But,
as a consequence of the unidirectional charge transfer of the dynamic
quantum dot, this effect can be compensated for in the data evalua-
tion. Vertical lines mark points in time at which pulses were applied
to the sample, the color coding reflects the gate which was pulsed: e
green lines belong to the barrier gate (i.e., marking a reset pulse), while
black ones correspond to pulses applied to the dynamic quantum dot
(i.e., marking transfer pulses). e difference of one electron on the
node causes on average a change in detector current for D2 of about
∆I ≈ 20 pA and ∆I ≈ 16.5 pA for detector D1, respectively.
e working point of the dynamic quantum dot, tunable by the ap-
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plied static voltage VG2QD1, has been set in this example to VG2QD1 =
−197.5 mV. is corresponds to the transition between ne = 0 and
ne = 1 electrons per cycle (as it will turn out later in the analysis) with
PQD11 > 0.9, i.e. a high probability to transfer one electron per cycle
onto the node. e occurrence of transfer events involving more than
one electron per cycle is very unlikely at these conditions. At all transfer
events (black lines) in Fig. 5.11c,d) exactly one electron has been trans-
ferred, except for the one at t = 12.65 s, where both detectors remain
constant before and after the pulse: No electron has been transferred.
In contrast, the outcome of a reset pulse appears to be random as ex-
pected: At 12.3 s, the node’s occupation is reduced by one electron,
remains constant after the following reset pulse (at 12.4 s) and finally
is reduced by eight electrons at the pulse at 12.5 s. is behaviour will
be discussed later in this chapter, but let us first focus on the transfer
properties of the dynamic quantum dot and how transfer probabilities
are extracted from the detector current signals.
5.2.1 Data evaluation
e evaluation is based on the fact that only discrete states are occupied
on the node. is allows to perform a binning of the detector signal,
resulting in a histogram as shown in Fig. 5.12 for both detectors D2
(blue,a) and D1 (red,b), respectively, over almost half a minute (275
sequence periods) of the time-traces shown in Fig.5.11c),d). A nec-
essary prerequisite is sufficient stability of the detectors; drifts in the
background potentials for example would smear these levels out and
appropriate identification becomes impossible. Random redistribution
of the initial state of each sequence period by the reset pulse leads to a
broad occupation of the charge states to be detected.
Identified maxima (the levels of occupation of the node) are indi-
cated by green dots, minima by yellow dots. e peak-detection algo-
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Histograms for level detection derived from pulsed electron transfer
with intermediate reset. After smoothing (black line), maxima (green
dots) and minima (yellow dots) are detected from which the limits are
derived.
rithm operates on the smoothed histogram, filtered by a second-order
Savitzky-Golay-filter (black line). From this procedure, we also de-
fine the limits of detector current values by the first and last minimum
found and disregard detector currents beyond. Although this approach
possibly reduces the number of events evaluated without any need (as
for D2 in this example), it also prevents from erroneous level assign-
ment due to e.g. too small occupancy during the measurement or too
small distance between neighbouring levels (as for D1 for the highest
current level). A proper distribution of the initial states of each se-
quence period is ensured by the stochastic nature of the reset pulse.
e analysis yields 12 levels for D2 and 10 levels for D1 within the
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limits at these specific working points of the two detectors.
After this level-detection, each interval between two pulses can be at-
tributed to a specific charge state of the node. en, by simply taking
the difference in states between a final and an initial state, we obtain our
counting signal, i.e. the number of electrons transferred. Additionally,
also the absolute difference between initial and final state relative to the
distance of the maxima is evaluated to correct for possible misattribu-
tions if one or both of the participating states are close to a minimum.
As an example, if electron transfer fails but the initial state is close to
a minimum (due to, e.g., small drifts in the background charges or in
the voltage sources), then there is a small chance that the final state
is attributed to the neighbouring state (e.g., due to noise), although
the absolute difference of both states (given by the difference of cor-
responding mean values) is much smaller than the difference in the
maxima. Finally, by performing correlation between counting signals
derived from both detectors (as discussed in the following), the fidelity
of the counting signal is further enhanced.
A larger interval of the timetraces of Fig. 5.11, together with the ro-
tated histograms (to match the current axis) are plotted in Fig. 5.13a)
(detector D2) and e) (detector D1). e levels (maxima) obtained are
indicated by horizontal lines, light-grey areas mark the insensitive re-
gions. e derived counting signals are plotted in b) and d) for D2
and D1, respectively. Detector D2 is sensitive throughout the interval
shown here, but D1 occupies at three different times states beyond the
upper sensitivity limit. An outcome of a transfer event is not consid-
ered due to insensitivity if either the initial or the final state is beyond
the limit.
As only mean values of the detector signals between two pulses are
evaluated, the analysis is unable to access events like, e.g., hold-errors
(see section 5.1). However, the barriers confining the node are suf-
ficiently high on both sides of the node so that unintended electron
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Counting signals derived from pulsed electron transfer with intermedi-
ate reset for P 1 > 0.9 at exit gate voltage VG2QD1 = −197.5 mV. De-
tector current signal of D2 (a) andD1 (e) together with occupation levels
of the node (horizontal lines) found by algorithm via histogram (to the
right). Grey areasmark detector insensitivities. Resulting counts derived
for D2 (b) and D1 (d), respectively together with correlated counts for
both detectors (c).
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tunneling is strongly suppressed: For the largest effective barrier ap-
plied, the number of electrons stored on the node was about 150 be-
fore a significant increase in the occurrence of hold errors is observed
(see Fig. 5.7). Additionally, the barrier exceeds the respective pinch-off
voltage by ∆VG1QD4 ≈ −150 mV, while the maximum number of
electrons to detect is Nnode ≈ 20 (given by the maximum number of
states between both limits of the SET response).
Finally, since both detectors are coupled to the same node, we are able
to perform a correlation analysis of both detectors’ counting signals
to eliminate additional sources of errors. ese mainly are switching
noise caused by two-level charge traps of which especially detector D1
is affected (see for example Fig. 5.13d) at t = 12.45 s or t = 12.57 s) or
errors in the level detection algorithm leading to missed/surplus levels
in one of the detectors.
e working points of the SETs are not only affected by the charge
on the semiconducting nodes, but also by cross-capacitive coupling to
the gate used to tune the dynamic quantum dot, redistribution of back-
ground charges or long-time drifts. In order to reduce the probability
that one or both of the SETs are insensitive throughout a measure-
ment for a specific quantum dot gate voltage, 20 separate time-traces
are taken with variation of the local SET gates for each exit gate volt-
age of the quantum dot. e variation covers about 70% of the SET
period, as shown in Fig. 5.14. Dots and lines represent the typical
SET response to their local gates as a reference (D2: blue, panel a) and
D1: red, panel b)) without triggering the dynamic quantum dot in the
semiconductor channel. Indicated by the black scale bar is the range of
variation of SET gate voltages for each dynamic quantum dot setting.
Additionally, open circles mark the change in SET working points
by variations of the local gate voltages while operating the dynamic
quantum dot at one fixed gate voltage (VG2QD1 = −197.5mV, as used
in the traces shown in Figs. 5.11-5.13). e SET working points are
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Gate dependence of SET current (before pulsed charge transfer) for de-
tector D2 (a, blue dots and line) and D1 (b, red dots and line), respec-
tively. Additionally, open circles mark the SET working points under
variation during pulsed charge transfer at VG2QD1 = −197.5 mV. The
dashed lines show the corresponding detector response, shifted in SET
gate voltage, as guide to the eye.
defined here as the SET state with highest occupation, i.e. the overall
maximum of the histogram obtained during evaluation. Dashed lines
reflect shifted corresponding SETs’ response functions (as guides to the
eye), accounting for cross-capacitive shifts resulting from asymmetric
coupling of the detectors to VG2QD1.
As an alternative solution for stabilizing the detectors on the edge,
one could compensate the shift in the detector’s working point due to
cross-coupling with the dynamic quantum dot’s gate voltage by the lo-
cal SET gates. However, also drifts in the background charges might
cause a change in the detector’s local potential which cannot be com-
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pensated for without the usage of active feedback. Due to the long
measurement time of about 24 hours, this effect might not be negligi-
ble.
5.2.2 Counting statistics of charge transfer by a dynamic
quantum dot
For each exit gate voltage of the dynamic quantum dot and each SET
gate voltage a measurement of 279 sequence periods (containing 279
reset pulses and 837 transfer pulses) is taken, equalling about 30 s in
time. Due to the variation of the SET working points in 20 steps,
in summary 10 minutes of data per exit gate setting of the dynamic
quantum dot are obtained, containing each 16740 transfer pulses. e
analysis is performed for each exit gate / local SET gate setting, but
the results presented in the following contain only traces in which both
detectors have been sufficiently sensitive (at least for 30% of the se-
quence). Additionally, at least 150 events in which both detectors equal
in the resulting counts are necessary for a time-trace to be considered
in the analysis (which corresponds to about 18% of all transfer events).
is criterion prevents traces in which for example the level detection
has failed from distorting the statistical analysis.
Employing the methods discussed in this section, we are able to di-
rectly access the full probability distribution of single-charge transfer
by the dynamic quantum dot QD1 under variation of its working
point as shown in Fig. 5.15. Here, the probabilities for the transfer
of ne = 0...4 electrons per cycle derived by counting are shown for
exit gate voltages ranging from VG2QD1 = −230 mV to VG2QD1 =
−164.5 mV. For most negative parameter values, the exit barrier is
highest and the transfer of electrons is expected to be blocked: Because
the dot’s energy level is well above the Fermi energy of the source lead
when the tunneling barrier to source is lowest, electrons are not cap-
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Exit gate dependence of the probability distribution obtained for the
analysis of single-charge transfer. The vertical lines correspond to the
interval of confidence. Graph shows the probabilitesPn corresponding
to transfer of ne = 0 (blue), ne = 1 (black), ne = 2 (green), ne = 3 (red)
and ne = 4 (cyan) electrons per transfer pulse. The fidelity of single-
charge transfer for ne = 1 is P 1 = 0.991, reaches P 2 = 0.973 as the
upper limit and is still above 0.8 in maximum for ne = 4.
tured onto the dot during the initialization phase so that no electrons
are left on the dot to be unloaded to drain. I.e., one expects P 0 = 1
(blue dots) (and thus Pn = 0 ∀ n > 0) for the most-negative param-
eters as reflected by the measurement.
At values VG2QD1 > −220mV, single-electron capture becomes en-
ergetically allowed by the now sufficiently lowered ground state energy
of the dynamic quantum dot thus leading to an increase of P 1 (black
dots) while P 0 + P 1 = 1 holds, i.e. in this regime charge transfer of
more than one electron per cycle is very unlikely and is not observed.
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e interval of VG2QD1 ∈ [−200...− 188] mV represents the ne = 1
main plateau with P 1 > 0.9, i.e. high probability to transfer exactly
one electron per transfer pulse.
Although the quality of quantization of the dynamic dot used here
is rather low in terms of plateau length, the presented measurement
scheme is able to address one of the most-frequently raised questions
in single-charge transfer devices: What is ultimate accuracy in trans-
ferring one electron per cycle? A similar approach to investigate the
transfer accuracy of a metallic single-electron pump has been demon-
strated by Keller et al. [25]. However, they employed so-called single-
electron shuttling (transferring one electron back and forth by the same
pump). is might lead to different results compared to the unidirec-
tional charge transfer mode used to generate a quantized current if the
probability distributions do not equal for both transfer directions.
e counting analysis yields in maximum a probability of precise
single-charge transfer P 1 = 0.991 for VG2QD1 = −190.5 mV, thus
at the end of the plateau as predicted by theory. is is also the exit
gate voltage setting at which P 2 = 0.0018 (green dots) exceeds the
value of 10−3 for the first time while all other probabilities including
transfer of ne > 2 are still negligible. erefore, one may conclude that
the assumption made to analyse the charge transfer mechanism using
noise measurements [168] have been valid, namely that at the 1efp-
plateau only transfer events involving ne ∈ [0, 1, 2] contribute to the
current.
e following transfer probabilities of ne = 2, 3, 4 achieve in max-
imum P 2 = 0.973 (at VG2QD1 = −180.5 mV), P 3 = 0.947 (at
VG2
QD1 = −172.5mV) andP 4 = 0.818 (atVG2QD1 = −167.5mV).
us, the distance between the maxima in terms of gate voltage de-
creases monotonously in terms of exit gate voltage. Apparently, also
the accuracy of quantization is reduced with higher number of elec-
trons ne transferred per cycle.
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But, it is further worth noting that the detection scheme and the
underlying algorithm is limited to a small number of transferred car-
riers per cycle only, resulting from the limited number of detectable
states per detector (16 for detector D2, 13 for detector D1). In conse-
quence, this leads to a comparably small detection efficiency of events
involving a high number of transferred electrons ne per cycle: A series
of perfect transfer of, say, ne = 5 electrons per cycle will not be com-
pletely detectable since D1 is only able to resolve 13 electrons, but with
the current pulse scheme with three transfer pulses per cycle in total 16
different levels are necessary (which is detectable by D2 only in optimal
conditions, either).
is example demonstrates that for large ne the probability of de-
tection decreases thus leading to an relatively higher number of events
involving smaller ne in the evaluated counting signal. is might be
an explanation of the fact that P 2 and P 3 do not go down to zero after
reaching their respective maxima. In this regime, the assumption of
equality in detection of different numbers of electrons ne transferred
per cycle is not valid any more and thus also the normalization to ob-
tain the probabilities from the series of individual counts is not perfectly
justified any more. However, also reduced quantization of the dynamic
quantum dot at high numbers of electrons transferred cannot be ruled
out.
e reduced detection efficiency can also be observed in the analysis
of the number of correlated events as a function of the working point
of the dynamic quantum dot, set by the exit gate voltage VG2QD1, as
shown in Fig. 5.16. Although this quantity is additionally a function of
the relative phase between both detectors (correlated events may only
be found if both detectors are sensitive at the same time), there is a
clear drop at about VG2QD1 = −175 mV beyond which the mean
number of correlated events (N corr = 2876) is below half of the global
mean (N corr = 5948 events). Limited to the range of exit gate volt-
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Number of correlated events per working point. The black arrow corre-
sponds to the geometrical mean (5948 events) over all gate voltages, if
limited to exit gate voltages VG2QD1 ≤ −180.5 mV (maximum of P 2)
the average number of correlated events equals 6620. In total, 16740
pulses are applied at each exit gate setting.
ages VG2QD1 ≤ −180.5 mV (which corresponds to the position of
the maximum of P 2), the mean number of correlated events equals
N corr = 6620. Compared to the number of transfer pulses applied
for each parameter setting, this corresponds to a ratio between transfer
pulses and events used to evaluate the counting statistics of about 0.4.
From the probability distributions (Fig. 5.15), one can obtain again
the average current output of the dynamic quantum dot by summing
up all probabilities multiplied by the corresponding number of elec-
trons transferred: I = efp ·
∑
ne
Pnene. e result of this calculation
is shown in Fig. 5.17.
e derived current, normalized to efp and plotted as black dots and
line, shows the expected step-like increase in current as a function of
exit gate voltage VG2QD1. But, since we have access to the individual
161
5 Dynamic quantum dots investigated by charge detection















Calculated current derived from counting data of QD1 (black dots and
lines) in comparison tomeasuredcurrentwith continuouspulse train ap-
plied (blue dots). Direct-current data (cw drive) is shifted towards more
positive gate voltages on the exit gate voltage axis. The black arrow
marks the position of the maximum of P 1.
transfer probabilities, we are able to identify the point of maximum
precision in single-electron transfer which is marked by the black ar-
row and, as predicted by theory [46], is located towards the end of the
plateau in close proximity to the transition to the 2efp-plateau. As a
proof of consistency, also a direct current measurement obtained by
continuous pulsing is shown as blue dots. e position of the data is
shifted in gate voltage towards more positive gate voltages to compen-
sate partly for the effect of cross-coupling of the pulse signal onto the
exit gate but is not fully compensated for clarity.
Essentially, both traces - although obtained using completely differ-
ent characterization methods - qualitatively agree very well, showing a
wide plateau for single-charge transfer (ne = 1), a rather weak plateau
for ne = 2 and a wider plateau for ne = 3 but containing a finite slope.
e main difference in both traces can be found in the transition be-
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tween zero and 1efp. Equalling for I > 0.5efp, there is an offset
(clearly visible in Fig. 5.15)) in the gate dependence for the counting
data, yielding a slightly broader transition from 0 to 1efp as compared
to the cw data. Most probably, this results from a change in the local
potential of the dynamic dot during the measurement as it did not ap-
pear in a repetition of this experiment. In summary, the counting data
is consistent with the direct current measurement, indicating that the
properties of the dynamic quantum dot are preserved in pulsed single-
electron transfer and, secondly, that the algorithm to extract the data
does not strongly bias the result (for sufficiently small ne ≤ 3, at least).
Analysis of the reset pulse
Until now, the result of the reset pulse has been excluded completely
from the analysis, simply stating that it equilibrates the node’s elec-
trochemical potential µnode with the one of the drain lead µd. In the
following, this will be analysed in more detail: In principle, we are able
to perform the same analysis as shown for the transfer pulses also for
the action of the reset pulse. However, a correlation between both de-
tectors and over several SET working points does not yield a reasonable
result due to the change by a large number of electrons on the node.
erefore, the analysis is restricted to detector D2 only as well as to in-
dividual settings of Vg and VG2QD1. ese restriction lead to a rather
weak statistical base containing only 279 events.
Figure 5.18 shows the difference in the occupation number of the
node after the reset pulse for two different exit gate voltages of the dy-
namic quantum dot as a histogram. e first graph (a,green bars) con-
tains the analysis at VG2QD1 = −197.5 mV (same timetrace as used
for Figs. 5.11-5.13). e dynamic quantum dot is operated here at
the transition between zero and single-charge transfer, resulting in (at
maximum) three electrons transferred onto the node between two reset
pulses. First thing to notice is that the reset pulse indeed acts not uni-
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Histograms of change of node's electron number due to reset pulse at
VG2
QD1 = −197.5mV (a, green bars) and VG2QD1 = −180mV (b, blue
bars), respectively. Additionally, fits to gaussian distribution are super-
imposed (black lines).
directionally: Although the center of the distribution is negative (i.e.,
most likely electrons are removed from the node by a reset pulse), there
also appear events where electrons are added to the node by the reset
pulse.
To proceed to the quantitative analysis we perform a fit to a non-
centred, non-normalized gaussian distribution





e resulting amplitude A is only of minor importance, being related
mainly to the number of reset events. But the center of the distri-
bution N0 gives an expectation value for the mean number of elec-
trons removed from the island due to the reset pulse. e fitted value
of N0 = −2.85 corresponds well to the average number of electrons
transferred per period at this working point ne = 3 ·
∑
n Pn · n =
3·(0.056·(0)+0.944·(1)+0·(2)) ≈ 2.83 derived from the evaluation
of transfer pulses. us, the distribution of node’s change in occupation
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number following a reset pulse contains basically the same information
as the direct current measurement yielding in both cases the average
number of electrons transferred per cycle without access to individual
transfer rates. e third parameter to fully describe the normal distribu-
tion is the width of the distribution, in this case σ = 4.3. In about 96%
of all reset pulses, the change of the node’s charge carrier causes a change
in electrons on the node within an interval ofN0±2σ = [−11.4, 5.7].
For comparison, a similar evaluation has been performed for a sec-
ond setting of the QD’s exit gate voltage with VG2QD1 = −180mV (b,
blue bars). At this working point, the transfer probabilities are shifted
towards the second plateau: Pn=(0...4) = (0, 0.014, 0.958, 0.028, 0),
i.e. most-probably two electrons are transferred per pulse accompa-
nied by almost equal contributions of a few percent of one or three
electrons, resulting in on average ne = 6.04 surplus electrons on the
node between two subsequent reset pulses. e expected shift in the
distribution compared to Fig. 5.18a) is reflected by the corresponding
fit (N0 = −5.9). In this example, the discrepancy is slightly larger
but agrees well within the confidence bounds of the fit with ne. e
variance σ = 3.2 is comparable to the one for a).
Since the random redistribution predominantly measures the Fermi
distribution of the drain lead, the variance can be used as an indica-
tor of the electron temperature in this lead. e width of the Fermi
distribution, approximated by 4kBT , equals an energy range of about
2σEC , yielding a temperature of T ≈ 700 mK. However, due to the
limited statistical basis and the uncertainties in the estimation of EC ,
this value should be considered only as an order of magnitude.
5.2.3 Detailed analysis of the capture mechanism
After this general discussion of the pulsed charge-transfer experiment, a
detailed analysis of the single-electron capture mechanism based on the
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counting data is presented in the following section. As discussed previ-
ously, the charge transfer cycle consists mainly of three different phases
which are the initialization of the quantum dot with a large number
of electrons when the barrier to the source lead is low, followed by the
capture process when this barrier is raised again and back-tunneling to
source sets in for all carriers above a certain energy (determined mainly
by the value of the exit gate voltage) and finally the emission process to
the drain lead. In consequence, the chance of successful charge transfer
is given by the product of all three probabilities attributed to each of
the processes.
Given a sufficiently large voltage amplitude of the pulse Vac, the bar-
rier to source is lifted completely so that occupation of the dynamic dot
by electrons from source during the initialization is always maintained.
On the opposite part of the period (during the emission process), a suf-
ficiently large amplitude always guarantees that all electrons on the dot
are also emitted to drain. ese two boundaries limit the main plateau
on the entrance-gate axis. e other way round, if one ensures opera-
tion of the dynamic dot on the main plateau (i.e., within the parameter
range marked by the magenta and brown lines in Fig. 2.13), these two
processes occur with probabilities equal to one. Finally, by counting
electrons transferred by the dynamic dot to the node, we therefore di-
rectly access the probability distribution of the third process involved in
single-charge transfer in our device, namely the dynamic charge capture
process during the rise of the source barrier. e operation of the dy-
namic quantum dot within this regime can be ensured also by counting
(see Fig. 5.20).
As outlined in section 2.5.2, there are basically two models of charge
capture discussed in literature [35, 46, 48] which are the grand-canonical
(thermal) limit and the rate-driven (decay cascade) limit. ese can
be distinguished due to their differing dependence on external con-
trol parameters (see also Fig. 2.16) leading to either exponential de-
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pendence on the control-gate voltage VG2 in the grand-canonical limit
(see eq. (2.47)) or double-exponential dependence in case of the decay-
cascade limit (see eq. (2.48)). Fig. 5.19a) shows a zoom-in into the data
presented in Fig. 5.15, focusing on the ne = 1-plateau and including
in this part only the transitions 0 ↔ 1 and 1 ↔ 2 by restricting the
parameter range to VG2 < −186 mV.
Because the conclusions drawn in the following are based on an elab-
orate data analysis, I will detail first how the data is extracted from the
counting signal and how it is then further processed. For each gate-
voltage setting, we obtain the number Mn(VG2) of successful capture
and transfer events of ne = 0 . . . 4 electrons and the total number of
eventsN corr(VG2) which has been discussed already in Fig. 5.16. As an
estimator of the underlying (unknown) probability distribution which
obeys binomial statistics we use by definition the ratio
Pn(VG2) =Mn(VG2)/N corr(VG2). (5.2)
We further estimate the interval of confidence for each data point us-
ing the principle of maximal likelihood and the quantile function of
the binomial distribution. is interval contains the range of probabil-
ities in conformity within a 95% confidence interval with the observed
outcome Pn. On the other hand, the observed outcome is unlikely
in case of the unknown probability distribution lying outside this in-
terval. ese estimators and their attributed interval of confidence are
displayed as black dots and lines, respectively, in Fig. 5.19.
Additionally, solid lines mark the best fit for the thermal (red) and the
athermal limit (black) to equations [(2.43),(2.47)] and [(2.45),(2.48)],
respectively. ese have been obtained by standard least-squares opti-
mization of the data weighted by the interval of confidence. As fit pa-
rameters we use the sets {αµ,n,∆µ,n} and {αX,n,∆X,n}. e values
of maximal likelihood are given in table 5.1 together with estimations
of errors of the fit parameters. ese are obtained by fitting 500 sets of
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Figure 5.19:
Comparisonbetween thermal andathermalmodellingof countingdata.
a) Measured probability of single-electron transferP 1 as function of the
control parameter VG2 (black dots) and interval of confidence as black
lines (95%). Additionally, solid lines represent the best optimization for
the thermal (red) and the athermal model (black), respectively. b) Prob-
abilities P 0 (blue), P 1 (black) and P 2 (green) as function of VG2 on log-
arithmic scale together with the corresponding fits to the thermal (red)
and athermal model (black).
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Table 5.1: Best fit parameters.
synthetic data for both models separately in a Monte-Carlo approach.
Synthetic data is drawn from binomial distributions with success prob-
abilities taken from the best-fit model and the total number of events
equalling those in the experiment for each gate voltage setting VG2.
Returning to Fig. 5.19, the resulting fits for the thermal and athermal
model agree well for VG2 < −190 mV, but there is a large discrepancy
for the thermal fit for more positive gate voltages as indicated by the ar-
row. is is even further emphasized in Fig. 5.19b) which contains the
plot of probabilities P 0, P 1 and P 2 on a logarithmic scale. Here, the
deviation in the same parameter range in case of the grand-canonical
case is evident for P 2 where the data shows an exponential dependence
on the logarithmic scale while the thermal model predicts a linear char-
acteristic. In contrast, the athermal limit is capable of reproducing the
experimental data very well. Moreover, also the uncertainties in the fit-
ting parameters are much larger in the thermal limit compared to the
decay cascade model, thereby leading to the conclusion that the dy-
namic quantum dot at these experimental conditions operates in the
decay-cascade limit.
e classification of the driving principle of single-electron capture
in such a dynamic quantum dot paves also the route towards strate-
gies of optimization: If the dynamic quantum dot is operated in the
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thermal limit, further lowering of the leads’ electron temperature will
simultaneously enhance the precision of electron capture. In contrast,
in the regime dominated by the decay-cascade mechanism a further re-
duction in temperature will not lead to a more precise operation which
has been indeed observed in surface-acoustic wave driven dots [31].
Previously, this saturation of transfer precision as a function of tem-
perature has been attributed to thermal heating of the electron gas [31,
169]. erefore, this observation alone is insufficient to distinguish
both regimes of operation.
e thermal limit may be reached by reducing the plunger-action of
the modulated gate. is could be achieved e.g. by applying a com-
pensation signal to the typically unmodulated exit gate during the dot’s
initialization phase (interval b)-c) in Fig. 2.11). In contrast, when op-
erated in the athermal limit, the precision of initialization is achieved
by increased separation of decay cascade steps Xn/Xn−1. is is ac-
complished either by enlarged decay rate ratios Γn(t)/Γn−1(t) [46] or
by large energy separation of neighbouring states. In the latter case,
the ratio can be large even if Γn(t) ≈ Γn−1(t) due to the differing
decoupling times tbn−1 and tbn, respectively, at which the integrated
decay-cascade rates Xn are evaluated.
5.2.4 Analysis of entrance-gate voltage dependence by
counting
Until now, the entrance gate offset voltage has been fixed and was as-
sumed to enable charge transfer on the main plateau. To prove this
assumption and to show the robustness in terms of gate voltage range
we perform also a single-electron counting measurement with the exit
gate voltage fixed (defining the number of carriers captured on the dy-
namic quantum dot and thus the number of carriers transferred per cy-
cle in maximum) while varying the entrance gate voltage offset. From
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Results from counting under variation of entrance barrier voltage with
fixed exit gate voltage to operate at ne = 1 on the main plateau.
this single line sweep, one can directly derive the location of the main
plateau as evident from Fig. 2.14: e maximum number of electrons
transferred is found when tuning the entrance gate voltage offset from
blocking (most negative) towards more positive values - supposing a
sufficiently high oscillatory amplitude Vac. e resulting distributions
of transfer probabilities are shown in Fig. 5.20 together with an inset
focusing on the range of probabilities Pn > 0.95. Due to changes
in the local potentials, the point of highest P 1 had changed in exit
gate voltage towards VG2QD1 = −178 mV as determined by a quick
characterization with interchanged parameters in advance to the mea-
surements presented here. e maximum number of electrons trans-
ferred in this graph equals ne = 1 while Pn < 0.001 holds ∀ n > 1.
For entrance gate voltages VG1QD1 < −288 mV, any charge trans-
fer is blocked because the high barrier formed by the entrance gate
171
5 Dynamic quantum dots investigated by charge detection
is not sufficiently lowered, thus preventing electrons from tunneling
onto the dynamic quantum dot during the initialization phase. e
main plateau, if defined by P 1 > 0.99 (see also the inset), extends
over −278 mV ≤ VG1QD1 ≤ −222 mV. e black vertical line in the
inset marks the value at which all previous measurements have been
conducted and which equals the center of the plateau. For even more
positive entrance gate voltages, the probability to transfer one electron
drops again but does not reach exactly zero, most probably passing
across the (at this setting of VG2QD1 just rising to the) first side plateau.
e data has been obtained using in total 21540 transfer pulses per en-
trance gate parameter.
5.2.5 Qualification of dots QD2 and QD4 by counting
To conclude this chapter, lastly the counting data obtained for the other
two dynamic quantum dots used on this sample is presented. For de-
tails of the nomenclature, please refer to Fig. 3.7. e probability dis-
tributions are plotted in Fig. 5.21 as a function of exit gate voltage
VG2 for QD2 (a) and QD4 (b), respectively. Generally, both resemble
the probability distribution for QD1 discussed already in detail in this
chapter.
It is quite instructive to compare the distributions to the direct cur-
rent measurements, which are plotted here as insets for both dynamic
quantum dots, respectively. Using the cw drive, only one plateau had
been found for QD4, beyond the current seemed to approach the 2efp-
plateau first, but for I & 1.5efp quantization breaks down. In Fig. 5.21b)
this behaviour is exactly reflected: e plateau for ne = 1 reaches its
maximum of P 1 = 0.992 at VG2QD4 = −191.5 mV (the shift of the
position of the plateau in terms of VG2QD4 can be again explained by
cross-coupling of the cw-signal onto the exit gate), followed by a sub-
sequent increase of P 2 (equivalent to the transition from 1efp towards
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Probability distributions of charge transfer derived by counting for QD2
(a) and QD4 (b). Plotted are the probability distributions for ne = 0...3
as a function of the respective exit gate voltageVG2. The insets show the
gate-dependenceof the currentusinga cwdrive. WhileQD4 (b)behaves
comparable to QD1 (cf. Fig. 5.15), but limited to a ne = 1 plateau only
(as expected from the cwmeasurements, see inset), QD2 (a) behaves dif-
ferently: After a weakly developed ne = 1-plateau, the probability P 0
increases again and probabilities Pn > 0 involving n > 1 are observed
only in the unquantized regime - in contradiction to the cw measure-
ments (inset).
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2efp in the cw measurements).
But, quantization breaks down at about VG2QD4 = −181.5 mV
with Pn=(1,2) ≈ 0.5 (corresponding to an equivalent number of ne =
1.5 electrons per transfer cycle on average). us, the measurement
conforms well with the cw measurements (inset). To obtain this data,
we use the entrance gate of QD1 as a pulsed barrier (the exactly in-
verse of the previous measurements), loading electrons from the node
to the drain lead. Static offsets have been set for both pulsed gates to
VG1
QD1,QD4 = −240 mV, modulation amplitude has been chosen
again to Vac = 150 mV. e algorithm did not need any adjustments
except of the change in active components (which pulse corresponds
to the dynamic dot, which one to the barrier). e working points of
the SETs have been set to 20 different values for each exit gate voltage
parameter. In summary, 51540 transfer pulses are applied at each gate
setting, all pulses are delayed by τ = 25 ms each.
For QD2, small adjustments to the algorithm have been made to ac-
knowledge the smaller nodes to which the detectors are coupled, using
the entrance gates of both QD1 and QD4 as pulsed barriers. is re-
sults in a higher response of the detectors to electrons on the appropriate
nodes. Again, 20 SET working points per exit gate voltage have been
chosen, leading to 104940 transfer events per exit gate setting. Com-
paring QD2 (Fig. 5.21(a)) to its cw trace (Fig. 4.6 and as inset), there
is a discrepancy in the number of plateaus observed. While the latter
one shows up to four plateaus, the probability distribution derived by
counting represents only a significant plateau forne = 1 followed by an
increase in P 0 again. Additionally, the maximum value of P 1 = 0.976
is significantly lower than the maxima for P 1 obtained for the other
two dynamic quantum dots. e origin of this deviation is subject to
further investigations. But, one possible explanation might be the cir-
cumstance that the dynamic quantum dot QD2 is operated between
two small nodes (quasi-zero-dimensional source and drain reservoirs)
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which might drastically affect the transfer characteristics compared to
the loading (which is the critical part of the transfer cycle) from a one-
or two-dimensional reservoir. On the other hand, also QD4 is operated
here using a mesoscopic reservoir as the source, but this source reser-
voir consists of the full node between QD1 and QD4 and therefore,
the effect should be about 3 times smaller as compared to QD2. Ad-
ditionally, when loading from a secluded reservoir, every transfer event
causes a change in the source’s electrochemical potential, which, un-
der consideration of the mesoscopic feedback, might strongly affect the
transfer probabilities (this effect should also be three times smaller for
QD4), as observed and discussed already in section 5.1.3. is feature
is not only limited to this specific set of data, but can also be observed
in, e.g., Fig. 5.9b), where the continually growing positive potential at
the source lead causes a rapid reduction of the transfer probability after
the successful transfer of about 16 electrons.
Certainly, the amplitude of the pulse is sufficient to unload all elec-
trons captured on the dot during the emission part. is is also con-
firmed by the measurements of continuous loading the node by QD2
(Fig. 5.10). In that experiment the drain reservoir equals the one used
here, but the source reservoir is open (QD1 being grounded) instead.
erefore, the increase in P 0 for VG2QD2 > −190 mV as well as the
rather low maximal value in P 1 might be explained by a modification
of the dynamics of back-tunneling during capture of electrons due to
the small, secluded source reservoir.
5.2.6 Summary
In summary, non-adiabatic single-electron quantum dots have been
investigated by single-charge detection. Using this method, the preci-
sion of single-charge capture could be assessed, yielding a probability
of P 1 > 0.99 for two of the three dots (without the application of a
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magnetic field). Additionally, the full probability distribution of charge
capture has been obtained allowing to examine the underlying physi-
cal mechanisms by comparison with theoretical models. e charge-
capturing process can be described in these devices using a generalized
”decay cascade model” from which we predicted routes towards in-
creased transfer fidelity. Furthermore, deviations from the expected
transfer characteristics of a dynamic quantum dot have been found
when operated with finite source reservoir which deserves further in-
vestigation.
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6 Chapter 6The self-referenced current
source
In this chapter the operation of the self-referenced current source is
discussed. is is a device generating a current based on the triggered
transfer of single electrons (like conventional ”electron pumps”) com-
bined with the intrinsic monitoring of transfer errors. Doing so, the
uncertainty of the current output may be reduced by several orders of
magnitude as will be demonstrated in this chapter. In the first demon-
stration experiment of this concept - conceived theoretically by Michael
Wulf [62] - three single-electron pumps are connected serially with two
intermediate charge detectors capable of monitoring deviations from
the nominally quantized current on the level of single electrons. Af-
ter the basic depiction of the measurement conditions, the algorithm
used for the extraction of counting signals from the detector traces will
be presented. Lastly, the results concerning error correction and the
increase of fidelity of the output current will be discussed.
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6.1 Introduction to series pumping and error
accounting
Before going into details of the measurement and the results derived,
this section gives an introduction to the underlying concept and com-
peting concepts.
e basic motivation of this work is fundamental metrology with
the aim of redefining the electric base unit in the SI, the Ampere. Due
to the increased ability of single-electron control over the last 25 years,
several systems have been established in which electrons are activelyma-
nipulated to generate a quantized current with amplitude I = ⟨ne⟩ efp
where e is the elementary charge, fp an external driving frequency of
the charge-transfer process and ⟨ne⟩ the average number of carriers in
each transfer cycle. e development started with adiabatically operat-
ing pumps and turnstiles [17, 18, 20] using both metallic systems with
tunneling barriers formed by oxidization as well as semiconducting sys-
tems with local control using metallic topgates (similar to the dynamic
quantum dots in this thesis).
Until now, the experiments conducted by Keller et al [25, 26] still set
the benchmark in experimentally demonstrated precision of the quan-
tized current sources. Using a seven-junction pump, they reported an
uncertainty in the output current of 15 parts in 109 (15 ppb). e
disadvantage of all adiabatic devices is the fact that always a trade-off
is necessary between proper charge confinement for high precision (re-
sulting in a high tunneling resistanceRT) and high-speed operation for
large output currents (requiring a low tunneling resistance for reduction
of the RTC time constant which determines on which time scale the
systems is able to follow the energetically favourable state). is finally
limits the speed in high precision devices to about 107 cycles per sec-
ond, resulting in a current in case of single-charge transfer of I ≈ 2 pA
which is at least two orders of magnitude below the requirements for a
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practical single-electron quantum current standard.
e recently developed non-adiabatic single-electron pump [38] is
able to overcome this limitation in operation speed by employing dy-
namic barriers and thus strongly reducing the tunneling times. More-
over, the electric control is comparatively simple employing two gates
only of which just one is driven by a radio-frequency signal [39]. Addi-
tionally, these devices show robustness against parameter variation [41]
and recently, the accuracy of quantization could be demonstrated to be
lower than 1.2 ppm [44]. But there is still a weak link in determining
first the accuracy of a quantum current source and then using its cur-
rent in some experiment which is the assumption that the source does
not change its precision in-between. In contrast to Josephson [22] and
quantum Hall effect [21], which both are robust as macroscopic quan-
tum effects, a single-electron device is based on manipulating single
charges at a high rate and is therefore highly sensitive to, e.g., changes
in background charges which might lead to deviations in the accuracy
of single-charge transfer.
As an alternative concept, the passive real-time counting of electrons
[56] passing a constriction has been proposed, either using a double
quantum dot and employing so-called bidirectional counting [59] (in
which a detector is asymmetrically coupled to both dots and thereby
the direction of tunneling events may be determined) or a chain of
metallic islands (50 in the studies presented) through which a current
I is biased and the electrons flow as solitons (which are electrons lo-
cated on one island but with a repelling potential spread over several
islands) [58]. In these concepts, the technical limitation is shifted to-
wards the bandwidth of the detectors which necessarily must be much
larger than the typical time-scale of electron tunneling events in order
to observe or exclude the occurrence of faster events to avoid the influ-
ence of the finite detector’s bandwidth [89] onto the counting statistics.
Using a reflectometry technique to read out the detector’s state called
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RF-SET, a bandwidth in excess of 108 Hz at a high charge sensitivity
of< 10−4 e/
√
Hz has been demonstrated [57], but even with this ad-
vanced concept a current of only a few pA might be realized when the
tunneling rates are limited to, say, 10 MHz.
Motivated by the work of Keller et al [25] and their key idea of count-
ing errors instead of individual transferred electrons during the char-
acterization of the 7-junction electron pump, M. Wulf proposed the
so-called error-accounting scheme [62]. In this concept, not only one
clocked electron source is operated for quantized-current generation
but a number of devices in a series arrangement with charge detectors
in-between. Due to the few control parameters of the dynamic quan-
tum dot compared to an e.g. 7-junction adiabatic pump, this type of
device is just made for complex circuits. e implementation in such
circuits has been demonstrated in series [43] or parallel arrangements
for higher current outputs [42, 170]. e key difference of this concept
compared to the device characterization by Keller is the circumstance
that the error accounting is performed during generation of a quan-
tized current while in the experiments by Keller the characterization of
the device (using a so-called ”shuttle mode” transferring one electron
back and forth) and the current output are performed sequentially. In
between, a cryogenic needle switch has to be switched to change from
one mode of operation to the other and severe efforts have been put in
trying to verify consistent behaviour of the device in the two different
modes [27, 119, 144]. In contrast, using the error accounting scheme
and a series arrangement of pumps, there are no two different steps
for device characterization and quantized current generation: Rather
deviations from the perfect operation are measured online.
e individual pump structures are separated by interconnecting charge
nodes whose spatial extensions are large compared to the pump struc-
tures. e respective number of electrons stored on these nodes can
be assessed by capacitively coupled charge detectors. If the pumps are
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operated synchronously and the number of transferred electrons equals
for all pumps, the inflow of carriers onto the node equals the outflow.
us, the average number of electrons on the node, as the difference of
incoming and outgoing electrons, remains constant. Only if the num-
ber of electrons transferred by the pumps neighbouring the node de-
viates (i.e.,one is failing in transferring exactly one electron by missing
a cycle or adding a surplus electron onto the node), the node’s charge
state changes.
In this way, only the much less-frequent transfer errors need to be
resolved in time instead of all electrons passing the node. Because the
tunneling barriers are defined electrostatically, the nodes may be well
isolated from each other by high barriers to prevent leakage of electrons
in-between. e two aspects which are the triggered single-electron
transfer (limiting the frequency of counting events in maximum to the
driving frequency) and the necessity of only detecting the less-frequent
transfer errors strongly relax the requirements on the detector’s band-
width: E.g., considering a driving frequency of fp = 1 GHz and a
moderate error rate of 10−5 of the pump, the time-scale of errors to be
detected is on average of ≈ 10−4 s.
e main difficulty in the error accounting scheme is the attribution
of error signals to specific pumps and types of errors, since only the
change of the node’s charge state within the detector’s bandwidth is
directly accessed. As an example, let us define the output current of the
device as the number of electrons passing the last pump in a chain of
three pumps. Assuming now a deviation of the second node’s charge by
+1 electron, this might result either from a consecutive error of the first
two pumps transferring each a surplus electron within the observation
time (in this case, the output current equals the number of transfer
pulses within this time interval) or by the third pump missing a cycle
(reducing the number of electrons transferred by one).
is example illustrates two basic relations: Firstly, the resulting un-
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certainty after accounting reduces for a comparably high ratio of de-
tector bandwidth to error rates Γerr, given as the product of pumping
frequency and error probability, i.e. Γerr = fp(1−P 1). Secondly, the
uncertainty scales exponentially with the number of pumps in series (in
the given example extended to five pumps in series, the first explanation
would now require failure of four pumps within the detector’s charac-
teristic time-scale). e general equation for reduction of uncertainty














2 (1− P 1) (6.1)
with P 1 the average probability of all pumps to transfer exactly one
electron per cycle, Γd the detector’s bandwidth and fp the pumping
frequency. In the case of Nser = 3 as used in this thesis eq. (6.1) sim-
plifies to uc ≈ 6(1 − P 1)2 · fp/Γd. is relation will be discussed
in more detail in section 6.4 following the description of the measure-
ments.
6.2 Description of the measurement
e device is shown as a SEM micrograph in Fig. 6.1 and the individ-
ual elements are labelled accordingly. As mentioned, we will operate
in the following experiment three dynamic quantum dots connected in
series as pumps which are labelled QD1, QD2 and QD4, respectively.
To account for this, all gates forming the pumps are coloured in yel-
low in the figure. e additional quantum dot structure fabricated and
located between QD2 and QD4 (uncoloured) is grounded and does
not affect the electron system underneath. As in the previous experi-
ments, only the first two of the three gates of each dynamic quantum
dot are used in the experiment with the third one held at ground poten-
tial. e entrance gate (left-most one of each dynamic quantum dot) is
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False-colored SEM image of the device operated as self-referenced cur-
rent source. The three dynamic quantum dots operated are colored in
yellow and labelled QD1,QD2 and QD4, respectively. Charge detectors
D1 and D2 are capacitively coupled via gates with floating potentials
(FG) to the charge nodes 1 and 2 interconnecting the quantum dots.
connected directly to one of the output channels of the arbitrary wave-
form generator while the second (exit) gate is tuned by a static voltage
source. e interconnecting nodes 1 and 2 are coloured red and blue,
respectively. e dynamic quantum dots transfer electrons from source
via the two nodes to drain, with the direction of charge transfer given
by the order of driven (entrance) and static (exit) gate.
e charge transfer is monitored using the two charge detectors D1
(coloured red) and D2 (coloured blue). Both are coupled each to their
respective node using a floating top gate (coloured yellow and labelled
FG). Since structure QD2 is used, both nodes are separated from each
other and the charge states may differ.
Because each dynamic quantum dot is controlled by a separate chan-
nel of the arbitrary waveform generator, we are able to trigger a transfer
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event by a specific dynamic quantum dot at will. To gain some addi-
tional information about the actual sensitivity of the detectors and also
of the transfer characteristics of the dynamic quantum dots, we em-
ploy a slightly more complex pulse pattern than just the simultaneous
operation which is sketched in Fig. 6.2a). e pattern consists of two
parts, which we refer to as the marker sequence (pulses (i)-(iii)) where
the dynamic dots are triggered one by one, and the series operation
(pulses (iv)-(v)). All pulses are delayed by τ = 20 ms which is about
ten times larger than the detectors’ bandwidth to ensure safe detection
of the outcome of the previous pulse by the detectors. e expected
detector signals are schematically shown in Fig. 6.2b) together with the
two charge states involved for both detectors.
When pulsed sequentially and under the assumption of perfect single-
charge transfer, QD1 will first transfer one electron from the source
reservoir to node 1 by pulse (i), leading to a step-response in detector
D1 (d1 → d1 + 1). Since D2 is coupled mainly to node 2, its state
remains constant at state d2. When triggering QD2 (pulse (ii)), one
electron is shuttled from node 1 to node 2. is leads to a simultane-
ous, step-like response in both detectors indicating the same difference
in number of electrons on the node but with opposite sign: e total
number of charge carriers on node 1 will be reduced by one electron
(reflected by d1 + 1 → d1), while the number of electrons on node 2
will be increased by one (showed by d2 → d2+1). Lastly, by triggering
QD3 (pulse (iii)), one electron is then transferred unidirectionally from
node 2 to the drain reservoir, reducing the number of electrons on node
2 which is indicated by a step in detector D2 (d2 + 1 → d2). At the
end of the sequence and under the condition of perfect charge transfer
as assumed here, both detectors return to their initial states d(1/2) in-
dicating that both nodes hold the same number of electrons as at the
beginning of the pulse sequence. In total, one electron has been trans-
ferred during this sequence from the source reservoir to drain. Due
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Pulse pattern, expected detector signals and raw detector signals in
ideal series charge transfer. (a) The voltages applied to the individual
pumps are sketched. The pulses (i)-(iii) constitute the so-called marker
sequence, transferring one electron sequentially through the structure.
All dynamic quantum dots are driven simultaneously at the pulses (iv)-
(v). The pulses contain a single period of a shifted cosine pulse at fp =
39 MHz, the delay is τ = 20 ms each. (b) Expected detector signals of
the detectors D1 and D2, respectively, during the pulse sequence in (a).
The marker sequence leads to a step-like response while, in ideal series
operation without transfer errors, the detector signals remain constant.
(c) Rawdetector signals ofD1 (lowergraph) andD2 (upper graph) during
ideal series charge transfer over 5 periods of the sequence shown in (a).
Vertical dashed lines indicate the two detector states d(1/2), d(1/2) + 1
as guides to the eyes.
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to the large, electrostatically defined barriers, the number of carriers is
expected to remain constant between the pulses, i.e. tunneling across
dynamic dots is forbidden between the pulses.
e following series operation consisting of pulses (iv) and (v) equals
the scheme discussed in the context of error accounting at the begin-
ning of this chapter, which is the simultaneous operation of dynamic
dots with detectors at the interconnecting nodes measuring the error
signals. Here, the pulse pattern is extended by an intermediate delay
between the pulses of τ = 20 ms as well in order to enable the detec-
tors to measure the nodes’ charge state in-between. If all dynamic dots
transfer exactly one electron per pulse, the number of incoming and
outgoing electrons on the nodes equal, leading to constant detector
states before and after the pulse. Figure 6.2c) contains the measured
detector time-traces for the pulse pattern depicted above for precise
single-charge transfer by all three dynamic dots over an interval of five
periods. e two charge states d(1/2), d(1/2) + 1 are well separated
and indicated by the horizontal dashed lines. e upper, blue trace
corresponds to the response of detector D2, the lower, red one to the
response of detector D1. Vertical lines symbolize the pulses (i)-(v) with
the colour code chosen in the same way as the neighbouring node to the
right of the dynamic dot triggered to which electrons are transferred.
Black lines mark the simultaneous pulses (iv) and (v). In summary,
during one sequence period consisting of the marker sequence (with a
duration of 60 ms) and two series pulses with intermediate delays (tak-
ing 40ms) and under the assumption of precise single-electron transfer,
3 electrons have passed QD4 to drain within 100 ms, i.e. we expect
30 electrons to be transferred to drain per second, limiting the current
based on single-charge transfer to I = 30e s−1 = 4.806× 10−18 A.
Before starting with the analysis concerning the improvement of trans-
fer fidelity by error accounting, let us focus on how deviations in the
expected detector signals may be interpreted as specific transfer errors.
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Rawdetector signals indicating errors in series charge transfer. Theblack
double arrow marks the point at which the error occurs, all errors are of
the type "missing cycle". (a) Failure of quantum dot QD1 in single oper-
ation during the marker sequence. (b) Error by QD1 in series operation.
(c) Error by QD2 in series operation. (d) Error by QD4 in series operation.
e simplest case is the occurrence of a transfer error during the marker
sequence: Since only one dynamic dot is triggered, the resulting change
in the detector signal directly reflects the number of electrons trans-
ferred. If, as exemplary shown in Fig. 6.3a), the detector states remain
constant after triggering QD1 (for a properly working dot QD1 we
expect the number of charge carriers on node 1 to increase by 1), this
type of signature is attributed to a missed cycle by QD1 (i.e., no elec-
tron has been transferred). e pulse under discussion is marked by
a black double arrow. By the following pulse, triggering QD2 (blue
vertical line), an electron is transferred from node 1 to node 2, leading
to a drop in the baseline of detector D1.
In series operation, the attribution of errors is slightly more compli-
cated and demands correlation of both detectors for proper interpre-
tation. Consider the situation depicted in Fig. 6.3b) as an example,
marked by the black double arrow. Taking D1 as the only source of
information, one can only state that node 1 contains one electron less
after the second series pulse (the sign of the occupation difference can
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be obtained from the marker sequence as discussed later). is may be
caused either by QD1 failing to transfer an electron or by QD2 mov-
ing two electrons from node 1 to node 2 and QD1 operating properly.
But with both detectors, this uncertainty can be lifted: If the latter was
the case, one would expect to observe detector D2 to indicate a surplus
electron on node 2 (two electrons would be moved by QD2 onto the
node while only one electron is removed by QD4 leaving one excess
electron on the node). But in the case depicted in b), detector D2 re-
mains constant before and after the pulse from which we deduce that
most likely QD1 missed a transfer cycle.
Similarly, also errors by the other two dynamic quantum dots may be
deduced from the detector signals. In Fig. 6.3c) a missing-cycle event is
shown during series operation by QD2: Detector D1 indicates a sur-
plus electron on node 1 while D2 reflects a missing electron (at the
series pulse marked by black double arrow). us, the baseline of both
detectors shifts by one electron, for D1 upwards (plus one electron)
and for D2 downwards (minus one electron). Likewise, a missing-
cycle event of QD4 only affects the charge state of node 2 with the
number of carriers on node 1 remaining constant before and after the
pulse (comparable to b) for QD1). is is illustrated in the example in
Fig. 6.3d).
6.3 Details of the counting algorithm
After this basic description of the underlying principles of the measure-
ment, the counting algorithm is detailed which converts the detector
signals into electrons transferred across the device.
In advance of the specific analysis of detector time traces, we per-
form a self-consistent calibration of our detectors in terms of electrons
on the node. In this step, we use only the detector responses during
the marker sequence. Based on the assumption of only unidirectional
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charge transfer (which is fulfilled in the regime of all dynamic quantum
dots transferring about one electron per pulse), we obtain two informa-
tions from each pulse: ese are the polarity of the response and the
amplitude. Obviously, the response at a specific working point of the
detector (being, e.g., dependent on the edge of the detector’s response,
the applied bias voltage across the detector and the capacitive coupling
to the node) is directly given as the difference in the detector current
before and after the pulse. Moreover, also the information about the
edge of the detector’s response is encoded (by triggering the dynamic
dot QD1 for example, we only increase the number of electrons on the
node 1). To clarify this, the main result of this analysis is shown in
Fig. 6.4. To keep the following explanation as simple as possible, only
half of the SET period is discussed which we refer to as the rising edge
(hatched region). e analysis for the opposite edge of the SET is done
accordingly.
In a) and c), the detector currents in response to changes of the ap-
propriate local gate voltage are shown demonstrating once more the
periodicity of the response. Horizontal dashed lines indicate limits of
sensitivity derived by the counting algorithm and discussed later in this
chapter. e hatched region in plots a) and c) mark the area which
we refer to as the rising edge of the SET since an additional electron
on the node (carrying a negative potential) will lead to an increase in
detector current (positive response). From the exact knowledge of tim-
ing of pulses, we know a priori which pulses trigger a specific dynamic
quantum dot and thereby lead to an enhancement or reduction of the
number of charge carriers on each node. E.g., triggering QD1 (QD4)
will only enhance (reduce) the number of electrons stored on node 1
(node 2) while QD2 will reduce the number of electrons on node 1
and increase the number of electrons on node 2.
We therefore evaluate the responses of both detectors ∆I for pulses
relevant for the corresponding node separately as a function of the ini-
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Evaluation of the SETs' response to themarker sequence. In a) and c), the
detector currents in response to variation of the local gates for fixed bias
voltages are shown for D2 (a, blue dots and line) and D1 (c, red dots and
line), respectively. The shaded regions mark what is referred to as the
rising edge (positive response to negatively charged electrons on the
node). For SET working points within this region, the marker sequence
is evaluated and a histogram of the detector response ∆I (difference
of detector current before and after the pulse) as a function of SET cur-
rent before the pulse (which we refer to as the working point of the SET)
is performed. Panels on the right hand side show the frequency distri-
bution of (response, working point)-pairs for single electron transfer for
D2 (b) and D1 (d), respectively. Negative response corresponds to a re-
duction of electrons on the node, a positive one to an enhancement.
Only pulses directly affecting the charge state of the node have been
taken into account. Due to the setting of the dynamic quantum dots,
the main maxima reflect the transfer of ±1 electron onto/off the node.
Lines in vertical direction indicate theextrapolateddetector response for
a larger deviation in electron number on the node based on themaxima
found for single-electron transfer. Grey shaded areas (top and bottom)
mark in all plots the limits of sensitivity (details discussed in the text).
190
6.3 Details of the counting algorithm
tial working point (i.e. SET current) before the pulse. e result is
a two-dimensional frequency distribution for pairs of (SET response,
SET working point) with the dominating maximum for a response un-
equal zero corresponding to the signature of ±1 electron on the node
which is presented in panels b) for detector D2 and d) for detector
D1. Dark color indicates a large number of counts (of the order of
20000 events), white to zero counts. e y-axis reflects the SET work-
ing point (same axis as the y-axis in a) and c), respectively), the x-axis
the response (i.e. difference in SET current before and after a pulse
∆I) derived from the analysis. e weak, additional maximum at zero
response is visible, indicating transfer errors by the dynamic quantum
dots. A negative response for the rising edge of the detector indicates a
reduction of electrons on the node, a positive one an increase in elec-
trons on the node.
e next step in detector calibration consists of a detection of max-
ima in the SET response (i.e. finding the response for ±1 electron on
the node) for each working point. From this information, a prediction
of the SET response for an arbitrary number of up to ±9 electrons on
the node is performed which is indicated by the lines in vertical direc-
tion. Taking as an example detector D2 and an initial working point
of I = 200 pA, the response for one additional electron on the node
equals about ∆I ≈ 29 pA, leading to a final state of the detector at
I = 229 pA. We may then start at this point to find the response for
another electron on the node (which is again ∆I ≈ 29 pA) to predict
a detector’s response equalling ∆I ≈ 58 pA of D2 starting initially at
I = 200 pA to two electrons transferred onto the node 2. On the rising
edge of the SET’s response function, the number of detectable electrons
on node 2 reduces with increasing initial working point. Under opti-
mal conditions, a change of 9 electrons on node 2 may be detected
by D2. e detectable number of electrons on node 1 by D1 is lim-
ited to 6 due to the higher response to an electron on the node (lower
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capacitance of the node 1).
e key idea here is that the detectors’ response is intrinsically vali-
dated and is independent of, e.g., amplifier gain or other technical as-
pects. Using our approach, it is similarly possible to use, e.g., the whole
node (thereby reducing the response to one electron due to the higher
node’s capacitance) or change the sequence pattern but still the detector
response may be characterized by analysing the impact of an surplus or
missing electron on the node on the corresponding detector(s).
Secondly, also the contributing dynamic quantum dots are fully char-
acterized by obtaining their respective transfer probability distributions
in the same mode of operation as during current generation. Finally,
the comparison between the individual transfer characteristics and the
observed detector patterns in series operation may also be used to de-
termine drifts in the operation of the dynamic quantum dots on long
time scales.
Using this approach, we obtain for both detectors D1 and D2 and
for both edges of SET response separate reference tables containing the
SET current levels before any charge transfer together with the response
to a change of electrons on the node of up to±9. We now compare the
time traces with the prediction from the reference tables to convert the
detector signals into a sequence of electrons transferred between source,
the nodes, and drain based on the mean detector currents between each
pulse.
e evaluation is exemplary shown in Fig. 6.5 containing in a) the
two raw detector signals D2 (blue trace, upper panel) and D1 (red
trace, lower panel) together with the color-coded pulse pattern as ver-
tical lines. Additionally, the detector levels indicating distinct charge
states of the corresponding nodes are depicted as horizontal dashed lines
as guides to the eye. All dynamic quantum dots are tuned to transfer
approximately one electron per transfer pulse. Both detectors occupy
four different states within this window corresponding to 22 periods
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Raw detector traces (a) together with derived counting (b) and error sig-
nals (c) for a time interval of 22 periods equalling 2.2 s. Data attributed
to detector D2 is coloured in blue while the corresponding data for de-
tector D1 is encoded in red. Details are given in the text.
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of the pulse pattern (equalling a time interval of 2.2 s). In perfect op-
eration, only two states are occupied (due to the signature of single-
electron shuttling during the marker sequence, c.f. Fig. 6.2), but erro-
neous charge transfer deviating from one electron per cycle by any of
the dynamic dots leads to a change in the two states involved. Panel b)
contains the evaluated counts for detector D2 (blue, upper panel) and
D1 (red, lower panel), respectively.
e horizontal lines indicating the different states of occupation might
suggest that also an evaluation using the algorithm based on level de-
tection is suitable for the extraction of counts (as used to characterize
the individual dynamic quantum dots). But, there is an important dif-
ference underlying the two types of measurement: In the characteri-
zation of the single dynamic dot, intermediate reset pulses lead to a
stabilization of the nodes’ charge states around an equilibrium value
given by the potential of the leads. In contrast, the detector signals
may vary over several periods of the SET response in series operation
of the dynamic quantum dots. Compare in this context also the cross-
coupling from charge on node 1 to detector D2 and vice versa (see,
e.g., Fig. 7.1). is makes the level detection and attribution impos-
sible since one main requirement is that the detectors remain on the
same edge of the response. In contrast, the charge on the nodes in se-
ries operation is an independent parameter given predominantly by the
difference in working points of the dynamic quantum dots. However,
the algorithm presented in this section is able to analyse the former type
of measurement leading to the same results, yielding a strong indication
for the integrity of the analysis.
By comparison of the counting traces in Fig. 6.5b) with the expected
pattern of detector response (given by the pulse sequence), one can
easily derive the error signals for both detectors. For D1, one expects
the sequence (+1,−1, 0, 0, 0), correspinding to the sequential trans-
fer of the marker electron, then removal of the surplus electron from
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node 2 by triggering QD4 which is not monitored by D1, and finally
followed by two series pulses during which the in- and outflow of elec-
trons onto/from the node equal. For D2, similar considerations yield
the counting sequence (0,+1,−1, 0, 0).
e error signal, shown in Fig. 6.5c) for both detectors and colour-
coded correspondingly, is then obtained by subtraction of the expected
signal from the derived counting signal. Overall, the number of elec-
trons on node 1 remains constant on average over the time interval cho-
sen, while at the end of the time window node 2 contains one surplus
electron. e analysis reveals two errors caused by QD1 and another
two by QD4, respectively, during the marker sequence, all of the type
”missing-cycle” (QD1 in periods 6 and 8, QD4 in periods 15 and 22)
while QD2 operates perfectly throughout all marker sequences. Addi-
tionally, there are seven errors in series operation within this time win-
dow (periods 1, 3, 4, 8, 10, 13 and 20). e details of attribution of
series errors to certain scenarios of single-electron transfer is discussed
in the following section after discussing an additional property of the
marker sequence.
6.4 Results and discussions
e main advantage of the marker sequence compared to the series op-
eration is that the outcome of each pulse is immediately attributed to
the dynamic dot triggered - without any further analysis or uncertain-
ties (assuming, that the detectors do not count erroneously). erefore,
for a specific point of operation, the full transfer probability distribu-
tion of each dynamic quantum dot can be derived - with maximal cer-
tainty. For each setting of working points, time traces of 10 minutes are
taken, containing 5970 sequence periods and thus also the same num-
ber of individual pulses per dynamic quantum dot as marker events.
After rejection of sequences in which the corresponding detector was
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insensitive, one obtains, e.g., for the setting used for the time trace of
Fig. 6.5 in total 4151 events for QD1, 4480 events for QD2 and 1333
events for QD4. QD2 holds an exceptional position interconnecting
the two nodes and therefore being observed by two detectors. e two
detectors are evaluated independently in this step and their results are
averaged. In this example, detector D2 is sensitive only for about a
quarter of the series of pulses, leading to a small number of detectable
events for QD4 while the outcome of pulses applied to QD2 is still
detectable by evaluation of D1. Please note that the algorithm for the
following analysis has been refined in comparison to Ref. [63], leading
mainly to differing time intervals by changing the limits of sensitivity.
Due to the now slightly differing data sets, the absolute numbers in this
section may differ slightly while the main results remain valid.
6.4.1 Error accounting
Since only a finite time-trace containing in maximum 5970 events is
evaluated (in the case of detectors being always sensitive), there might
be a chance that unlikely events are missed. erefore, we set the num-
ber of counts for all events not being observed in the time-traces to
one. Finally, the number of counted events for each QD and electron
number transferred is divided by the sum of all events obtained for this
QD, leading to the probability distributions in Fig. 6.6a). e number
of electrons transferred per cycle by each QD is limited in the evalu-
ation to 3 in maximum (the dynamic quantum dots are all tuned to
transfer approximately one electron, therefore the transfer probabilities
from ne > 2 are typically negligible, cf. the characterization of an
individual dynamic dot in section 5.2).
Obviously, the highest transfer probability for each dynamic quan-
tum dot is for ne = 1 as expected (red section), i.e. the charge trans-
fer is indeed dominated by single-electron transfer: PQDi1 > 0.9 ∀i,
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i = 1, 2, 4. e dynamic dots QD1 and QD4 are set to operate at the
transition ne = 0 ↔ 1 electron per cycle, i.e. if any of the two causes
an error it is most-likely of the type ”missing cycle”, i.e. no electron is
transferred. is is in good agreement with the observations from the
error current in Fig. 6.5c) where both dynamic dots missed to trans-
fer an electron at two marker pulses each. In contrast, QD2 deviates
in the opposite direction by transferring two electrons with probability
PQD22 = 1.6%, according to the analysis. Its probability to transfer
zero electrons is rather low (about PQD20 = 0.3%). For none of the
dynamic quantum dots a transfer event of three electrons has been ob-
served, so that the probability attributed to this case equals the inverse
of the total number of marker events for this specific QD at this setting
of operation. For QD1, also the transfer of two electrons has not been
observed experimentally within the time trace at this setting.
Although the transfer probabilities are comparable, they do not equal.
Since charge conservation holds, the number of electrons on the node
accumulated throughout the time-trace equals the difference between
incoming and outgoing electrons. QD1 adds on average 0.94 electrons
per cycle onto node 1, while QD2 removes 1.01 electrons onto node 2,
from which QD4 transfers 0.97 electrons per pulse. In summary, this
action leads to a positively charged node 1 and an oppositely charged
node 2. In the long-term limit, all QDs should equal in the number
of carriers transferred since the nodes may not be arbitrarily charged
(see also the discussion about mesoscopic feedback in chapter 7), but
apparently this limit is not yet reached within the measurement time.
QD2’s point of operation is changed most-frequently in this dataset,
while operation of QD1 is varied in an outer loop and QD4’s control
gate voltages are held constant. e charge states of the nodes are not
equilibrated between two subsequent settings.
In the discussion so far the observation of constant detector signals
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Exemplary demonstration of error accounting. Pie charts in a) symbol-
ize the average transfer probability distributions of the dynamic quan-
tumdots QD1, QD2 andQD4 (from left to right) at the specific operation
point (same data set as plotted in Fig. 6.5) as derived from the analysis
of marker pulses. In b), a detail of the trace in Fig. 6.5 containing the
sequence period 4 is shownwhere an additional electron is detected on
node 2 during series operation, accompanied by a schematic containing
different scenarios of realization and the corresponding probabilities in
c). In d) and e), the same as in b) and c) is shown for sequence period 3
where an additional electron on node 1 is identified during series oper-
ation.
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in simultaneous operation has been attributed to perfect single-charge
transfer by all dynamic quantum dots. But imagine that none of the
dynamic quantum dots transferred an electron at the same pulse: e
resulting detector signals are the same as in single-charge transfer by all
dynamic dots (both detectors remain in the same state before and after
the pulse), but in this case no electron has been transferred. is ex-
ample illustrates that in fact one needs to answer the question: ”Which
is the most-likely scenario of charge transfer by the dynamic quantum
dots that is in accordance with the observations by the detectors?”
Due to the knowledge of the individual transfer probability distri-
butions of all dynamic QDs contributing in series charge transfer, one
may attribute probabilities to each of the scenarios compatible with the
detector signals. Coming back to the initial example and considering
the actual points of operations (cf. Fig. 6.6), it is quite fair to state that
for this working point the conclusion of perfect charge transfer from
constant detector signals is valid: e probability for all pumps fail-












= 6 · 10−6, i.e.
statistically in only six of one million cases all pumps will fail simul-
taneously, while in 99.9994% all pumps transfer exactly one electron.
e transfer probability of simultaneously two electrons by all pumps
during a series pulse is already of the order of 10−9.
As an illustration how the analysis is conducted for a time-trace like
the one shown in Fig. 6.5, two situations are chosen exemplary with
the first one taken from sequence period 4 (shown again in detail in
Fig. 6.6b). During the first pulse in series operation, the detector D2
changes its charge state from d2 to d2+1, indicating a surplus electron
on node 2, while detector D1 remains in charge state d1. is situ-
ation is depicted schematically again in Fig. 6.6c) together with dif-
ferent scenarios of realization. From the measurement one can only
state directly that QD4 has transferred one electron less than the other
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two dynamic dots QD1 and QD2 (which both transferred the same
number of electrons during this pulse). erefore, limiting the possi-
bilities to charge transfer with neQDi ≥ 0 ∀ i = 1, 2, 4 and the con-




QD4) ∈ {(1, 1, 0), (2, 2, 1), (3, 3, 2)}.
e likeliness of each scenario is then related to the product of the
probabilities describing the corresponding charge transfer by each dy-
namic quantum dot. Because the sum of probabilities for each QD
is normalized to one, also the sum of all combinations of all prob-
abilities for the three dynamic quantum dots equals one. But since
we consider here only a small subset of combinations (reduced due to
the additional information from the detector signals), these probabili-
ties have to be renormalized by the sum of all conceivable probabilities
which then results in the probability of each scenario. For the exem-
plary case here, the first scenario including only a single quantum dot
failing (with QD4 transferring no electron at this pulse) is the most
likely one with probability of 0.9999. e process underlying the sce-
nario with second-largest probability involves erroneous charge trans-
fer by already two dynamic quantum dots with likeliness of 10−4. e
third-order failure process with (neQD1, neQD2, neQD4) = (3, 3, 2)
is very unlikely with an attributed probability of the order of 10−9. To
summarize, although the attribution of this type of detector signals in-
dicating a transfer error is accomplished with high certainty, the small
chance of misattribution slightly broadens the probability distribution
(resembling a growing lack of knowledge) of the number of charge car-
riers transferred in the time interval.
As a second example, sequence period 3 is chosen whose raw sig-
nals are depicted in Fig. 6.6d). At the first series pulse, marked by the
black double arrow, detector D2 (blue) remains in state d2, while D1
(red) changes from d1 to d1 +1, indicating a surplus electron on node
1. Figure 6.6e) contains again the sketch of the situation experimen-
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tally observed together with the table containing the charge transfer sce-
narios (neQD1, neQD2, neQD4) ∈ {(1, 0, 0), (2, 1, 1), (3, 2, 2)} and
their respective probabilities. While the last-mentioned scenario in-
volving erroneous charge transfer by all three pumps is unlikely again,
the probabilities for other two cases are of comparable magnitude. A
detector signature as in this case leads to a strong broadening of the
probability distribution over the number of charge carriers due to the
high chance of misattribution. erefore, signatures of this type should
be reduced in order to obtain a high certainty in the number of elec-
trons transferred. is may be either achieved by tuning the dynamic
quantum dots equally to the transition 0 → 1 (the transfer probability
distributions of the dynamic quantum dot are very asymmetric, cf. sec-
tion 5.2) so that the transfer of two or more electrons per cycle becomes
very unlikely or by increasing the number of dots in series.
6.4.2 Counting the number of transferred electrons
We now may use the error-accounting scheme to identify the num-
ber of electrons transferred across the device. e device’s output cur-
rent is defined here by the number of electrons emitted via QD4 to
drain. Let us first assume the ”bare” operation of the dynamic quan-
tum dot QD4, i.e. without the serially connected quantum dots QD1
and QD2 and thus without the ability to verify the success of charge
transfer. One would then expect a negative deviation of the number
of transferred electrons from the ideal transfer of exactly one electron
per cycle because missing cycle events are the dominant source of errors
at the actual working point. e resulting probability distribution of
transferred electrons as a function of the number of pulses may be cal-
culated using the experimentally derived transfer probabilities during
the marker sequence.
Figure 6.7 shows the evolution of the simulated probability distribu-
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tion as a function of number of pulses as a colour plot for the bare quan-
tum dot QD4. For higher visibility, the deviation from ideal charge
transfer with neQD4 = 1 per cycle is plotted. Black colour corre-
sponds to a probability of one and evolves via blue to white (probability
of zero). Initially, the number of transferred electrons is well known,
but quickly the exact number becomes uncertain. After 402 pulses, the
maximum of the probability distribution has dropped down to 0.111
at 392 electrons transferred, i.e. most-probably one expects a deviation
of 10 electrons. e variance of the distribution is σ = 3.6. In 96.2%
of all realizations, the number of electrons transferred after 402 pulses
Ne will be within the intervalNe ∈ [385 . . . 399], i.e. we expect within
this interval of confidence a deviation of [−17 . . .− 3] electrons.
ese findings can now be compared to the results of error account-
ing of the same time-trace. We chose for the analysis the longest time
interval in which both detectors remained sensitive at these specific
working points of the three dynamic quantum dots. e result of
the error accounting analysis is superimposed as black dots onto the
evolution of the transfer probability distribution of the bare quantum
dot QD4. Again, the deviation from perfect single-charge transfer by
QD4 is plotted as black circles marking the position of maximum of
the probability distribution. Vertical dashed lines mark the occurrence
of transfer errors (black) and one event (red) resembling the second
type of error with non-unique attribution.
e analysis yields three transfer errors (of type missing cycle) during
marker pulses at positions labelled m0 . Additionally, five errors of the
same type of error during series operation have been detected, labelled
s0 . All these types lead to a deviation from the nominal number of
transferred electrons for perfect single-charge transfer by−1 each. is
is reflected by a step in the trace in negative direction at each event of
this type. At pulse 249 (labelled s1 , coloured orange), a different type
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Figure 6.7:
Exemplary evolution of probabilities in time. The x-axis represents the
number of transfer pulses, while the y-axis gives the deviation in trans-
ferred electrons across QD4 to drain from single-charge transfer per cy-
cle. As a colour plot, the evolution of the simulated probability distri-
bution for the "bare" QD4 without accounting is shown, based on the
analysis of themarker sequence. Black corresponds to a probability of 1,
white to 0. After 402 pulses, the maximum equals 0.111 for a deviation
of−10 electrons. Superimposed by red dots is the maximum after each
pulse, derived from the error accounting analysis. Steps correspond to
detected transfer errors and are labelled accordingly and explained in
the text. Most probably, the deviation after accounting from optimal
charge transfer equals−8.
of transfer error occurs which cannot be attributed uniquely. But, no
step is shown since the most-likely scenario (underlined) explaining the
signature observed involves the transfer of one electron by QD4. Before
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this pulse, the maximum of the probability distribution indicated a
deviation of −4 electrons with probability of 0.998 which reduces as
a consequence of this signature and the uncertainties in attribution by
the ratio of the both probabilities to about 0.733.
Finally, the error accounting indicates a deviation of −8 electrons af-
ter 402 transfer pulses. For comparison, Fig. 6.8a) contains the two fi-
nal probability distributions for the single dynamic quantum dot QD4
(grey) and the self-referenced current source with error accounting (blue).
After accounting, the number of electrons emitted to drain is with con-
fidence of 0.998 in the interval neQD4 ∈ [393, 394]. Moreover, the
standard deviation equals σ = 0.4 which corresponds to a reduction of
uncertainty compared to the single dynamic quantum dot by a factor
of 9. e result from error accounting lies well within the 96% interval
of confidence of the expected probability distribution of QD4 operated
individually. is meets expectations since the derived probability dis-
tribution based on error accounting is just a specific realization of the
operation of the ”bare” QD4 (equal to a specific random walk), but this
fact can be regarded as a clear indication of consistency of the analysis.
For comparison, Fig. 6.8b) shows the probability distributions for a
different setting of gate voltages controlling the dynamic quantum dots.
At this specific working point, the longest error-free time interval con-
tained 30 sequence periods, i.e. 90 electrons have been transferred to
drain without any failure by any dynamic dot. In the sequence with
longest continuous sensitivity of both detectors, only unique errors
have been observed and therefore, the attribution of detector signals
to specific error scenarios can be fulfilled with high fidelity. Within
the time interval of ∆t = 17.9 s (corresponding to 537 pulses onto
QD4), two missed-cycle events by QD4 during the marker sequence
and 7 missed-cycle events by QD4 during series operation have been
observed. is corresponds to a deviation of −9 electrons from the
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Comparison of the resulting probability distributions after accounting
to the calculated probability distributions for the bare QD4 at different
points of operation. a) Final probability distributions for the same data
set as in Fig 6.7 for the singleQD4 (grey) andafter accounting (blue). One
non-unique scenario leads to a significant broadening of the probabil-
ity distribution after accounting. In b), only uniquely attributable errors
were observed during accounting (green). Based on the standard devi-
ation, the uncertainty has been reduced by a factor of almost 50 com-
pared to the single operation of QD4 (grey).
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number of transfer pulses, as reflected by the maximum of the proba-
bility distribution after accounting. us, the analysis yields a number
of 528 electrons transferred with a confidence of 0.995. e standard
deviation, given by the square-root of the variance of the distribution,
equals σ = 0.073. Compared to the standard deviation of the bare
QD4, this resembles an improvement by a factor of about 50.
Since electric current is defined as the ratio of transferred carriers
to the time interval of observation times the elementary charge e, the








1.602× 10−19 C = 4.726× 10−18 A.
Moreover, the 2σ uncertainty of this current can be calculated tou(Ic) =
2σe
∆t = 1.3 × 10
−21 A which corresponds to a relative uncertainty of
uc = 2.7 × 10−4 which is more than two orders of magnitude lower
than PTB’s actual calibration capabilities at current levels of the order
of 1 fA. Currently, the charging of a capacitor is used in this low-current
regime. Using such a ”conventional method”, an expanded uncertainty
of 60000 µA/A has been reported [Entry of the dc current calibration
and measurement capabilities at PTB in the BIPM database, 171].
As an outlook and to evaluate the technical limits of the error ac-
counting scheme, we assume a circuit of five serially connected dy-
namic dots and four intermediate detectors. Using the RF-SET tech-
nology, the time-resolution of the detectors can be easily reduced to
20 µs (Schoelkopf et al. reported a detector’s bandwidth of up to
100 MHz [57]). Using further a transfer frequency of fp = 1 GHz
together with a transfer error probability of |1 − P 1| ≈ 1 · 10−6 as
experimentally demonstrated [44], a very low relative uncertainty of
uc < 10
−8 seems feasible at a current level of I = 160 pA (operating
only in series with a preceding characterization of the individual dy-
namic dots using only the marker sequence). is would enable a vali-
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dated primary realization of the redefined electrical base unit Ampere.
Such device further allows a direct closure of the quantum metrological
triangle [65, 66] to test the validity of electrical quantum metrology.
ere is an intrinsic feature of the device of extraordinarily fasci-
nation to me which is the possibility to directly investigate deviations
from the expected transfer characteristics or drifts during the current
generation. Because the statistics of the observed transfer errors in se-
ries operation are just a specific realization of the previously charac-
terized individual transfer probabilities, the results should therefore lie
well within the confidence intervals obtained from the device charac-
terization during the marker sequence. Any strong deviation from the
interval of confidence is then a clear indication that there is some fault
in either the preceding characterization or the series current generation
and therefore the measurement should be rejected. is is contrary to
the typically performed measurements in metrology where a character-
ization is only possible before and after the measurement.
6.5 Conclusion
To conclude, we have demonstrated the first clocked quantum cur-
rent source whose output is intrinsically validated by error accounting.
e statistical analysis has been presented yielding a relative uncertainty
of the order of uc ≈ 3 · 10−4. Within the aA-current range (i.e.
I ≈ 10−18 A), the method presented here advances the conventional,
currently available techniques in calibration at PTB by two orders of
magnitude. Although the current level at this first experimental real-
ization has been rather low, the prospectives for up-scaling in terms of
output current together with lowering of the uncertainty at the same
time are very promising. Using such a primary realization of the rede-
fined Ampere, the long pursued goal in electrical quantum metrology,
the ”quantum metrological triangle”, seems feasible. is experiment
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might lead to either a proper basement of electrical quantum metrol-
ogy (if the experiment yields the expected results) or very exciting new
insights into physics on the fundamental scale.
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7 Chapter 7Series operation: Feedback
andMHz repetition rates
is chapter concludes the presentation of experimental results on the
series operation of dynamic quantum dots. While we focused in the
previous chapter on time traces at fixed external control settings of the
dots, we will initially investigate here the dependence of transfer fi-
delity on external control parameters in the series circuitry as well as
the role of charge feedback. Another aspect discussed in this chapter
is the single-charge transfer with reduced waiting time between con-
secutive pulses, transferring electrons in the MHz-regime and thereby
addressing mainly the effect of hot electrons on the following dynamic
quantum dot.
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7.1 Introduction to feedback during series
operation
When dynamic quantum dots are operated in series, every difference
in the number of electrons transferred by the adjacent dots leads to an
accumulation/reduction in the number of electrons located on the in-
terconnecting node, depending on the sign of the error. Since electrons
carry the elementary charge −e, this directly leads to the formation of
an electrostatic potential U = −e2/CnodeΣ with CnodeΣ the overall ca-
pacitance of the node. It is this potential that forms the basis of all
measurements presented because this quantity is detected by the capac-
itively coupled electrometers. However, there is a second effect of this
potential since it simultaneously acts back onto the dynamic quantum
dots as discussed in section 2.6.1 and Refs. [43, 108]. As an illustra-
tive introduction to this effect, let us discuss the operation of two se-
rially connected dynamic quantum dots which transfer electrons from
an open reservoir to an enclosed drain node. With this configuration
we mimic the extreme scenario of series operation of three dynamic
quantum dots in which the first two dots are set to transfer about one
electron per cycle each and the third one completely blocks electron
transfer. e barrier is that high in this example that tunneling of elec-
trons is fully suppressed.
e result of such a measurement is shown in Fig. 7.1 with both
dynamic dots initially tuned to transfer about one electron per pulse.
Vertical lines correspond to the pulse applied to QD1 (red) and QD2
(blue), respectively. Detector D1 monitors the interconnecting node
between QD1 and QD2 (red trace, lower panel) and D2 the drain lead
where the potential is continually increased (blue trace, upper panel).
For details of this nomenclature, please see Fig. 3.7. D1 reflects the se-
quential transfer of electrons by the two dynamic quantum dots and
switches typically between two states, numbered accordingly. Each
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Introductory example of feedback in series operation of dynamic quan-
tum dots. a) and b) present the detector signals, vertical lines indicate
the pulses applied. Dashed lines symbolise the different charge states of
node 1. In c), the occurrence of transfer errors is indicated, color codes
the corresponding dynamic quantum dot (red: QD1, blue: QD2).
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transfer error results in a change of the contributing charge states. e
drift observed results from the potential on node 2 and is a direct con-
sequence of the cross-capacitive coupling of electrons on node 2 onto
detector D1. About 20 electrons on node 2 cause the same signal on
D1 as a single electron on node 1. D2 shows the characteristics of con-
tinuous charging of the node (comparable to the measurements shown
in e.g. Fig. 5.3) because no electrons are transferred from this node to
the drain lead. e number of electrons on node 2 is only changed by
the preceding dot QD2 and remains constant in-between. A transfer
error is reflected by a constant detector signal before and after a pulse
applied to QD2 (blue vertical line) and occurs, e.g., in periods 3, 28,
36 and 41. e occurrence of errors is depicted in Fig. 7.1c), colour-
coded for QD1 (red) and QD2 (blue), respectively. As intended, the
measurement indicates that we increasingly charge the drain node and
thereby create a negative electrostatic potential. As a result, the transfer
fidelity of QD2 reduces with increasing potential at drain: While only
three transfer errors are observed during the first 35 periods, the fidelity
reduces to about 60% after about 55 periods.
is behaviour is also reflected in the states involved in charge trans-
fer on node 1: While initially the first node is charged more positively
(the lower state changes from d1 → d1 − 2 until sequence period 35)
due to the lower transfer fidelity of QD1, the steady reduction in trans-
fer probability of QD2 afterwards leads to a more negative potential on
node 1 (d1 + 4 in maximum). Finally, this potential also affects the
action of QD1, leading to an overall reduction of transfer fidelity after
about 60 electrons transferred onto node 2. Moreover, this example
also demonstrates quite nicely the correlation of cause-and-action: e
continuously more negatively charged node 2 reduces first the transfer
probability of QD2, leading to an increase of electrons on node 1 as
long as QD1 maintains its transfer rates. But finally, this increasing
negative potential on node 1 causes the reduction of transfer fidelity of
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QD1 beyond period 65.
7.2 Parameter dependence of transfer fidelity
in series operation
After this introductory example, the discussion of feedback is extended
to the case of three working dynamic quantum dots in series. Here,
the external conditions equal roughly the device configuration of the
experiments discussed in chapter 6, but the pulse pattern is restricted
only to the part referred to as the marker sequence. e advantage of
omitting the simultaneous series pulses in this case is that the attribu-
tion of detector signals indicating transfer errors is unique. In Fig. 7.2
a) and b) the resulting detector signals as well as the derived counting
signals in series operation are sketched for the case of perfect transfer
fidelity with one electron being transferred per pulse and quantum dot.
Transfer pulses are indicated in this section again by vertical lines;
colour codes the respective quantum dot triggered (red: QD1, blue:
QD2, green: QD4). e detectors measure again the changes in the
number of electrons on node 1 (D1, red) and node 2 (D2, blue), re-
spectively. In Fig 7.2 c) and d), a series of transfer errors is depicted,
leading finally to the reduction of the overall number of transferred
electrons by one: In period 2, QD1 misses a transfer cycle, resulting
in a decreased number of electrons on node 1 by one. e charge state
of this node returns to the previous value during period 3 (missing cy-
cle by QD2), leading simultaneously to a reduction in the number of
electrons on node 2. Finally, in period 4, both charge nodes obtain
their initial value since QD4 misses to transfer an electron. Since only
one dynamic quantum dot is triggered at a time, we are able to directly
determine the number of electrons on the nodes whenever the corre-
sponding detector is sensitive.
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Sketched detector signals (a) and corresponding counting signals (b) in
sequential-transfer mode without transfer errors. The vertical lines indi-
cate the color-coded transfer pulses for QD1 (red), QD2 (blue) and QD4
(green), respectively. (c) and (d) demonstrate consecutive transfer er-
rors (missing cycle) for QD1 (secondperiod), QD2 (third period) andQD4
(fourth period), resulting in one missing electron as compared to opti-
mal single-charge transfer.
Real measurement data is shown in Fig. 7.3 a) for both detectors (D1
in red, lower panel and D2 in blue, upper panel) together with the eval-
uated counting signal in panel b). As previously, by statistical analysis
of the transfer events, the full probability distributions for all dynamic
quantum dots is obtained. Horizontal dashed lines indicate different
charge states on the nodes as guides to the eyes. e evaluation of data
however is not directly based on these levels, but is performed using the
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Detector signals (a) and corresponding counting signals (b) in sequential
transfer mode. QD4 is operated here at VG2QD4 = −176.3mV.
algorithm discussed in chapter 6.3. e main advantage of this type of
algorithm compared to the level detection used to qualify the individ-
ual pump with equilibrated charge nodes (see section 5.2.1) within this
context is the robustness against crosstalk-effects (as observed for, e.g.,
the introductory example in Fig. 7.1). At this specific point of oper-
ation, only zero and single-electron transfer events are observed. e
rather regular patterns indicate an average probability of PQDi1 . 1 for
all dynamic quantum dots i = 1, 2, 4. During the 32 periods shown,
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QD1 misses two cycles, QD2 one and QD4 again two cycles. More-
over, by summing the number of counts for each node, we additionally
gain information about the change in the number of carriers located on
each node. Within the interval displayed, the number of electrons is
reduced on node 1 by one electron and is increased by one on node 2.
Setting a specific working point of the dynamic quantum dots is
complicated here since there are basically two types of tuning parame-
ters defining the transfer characteristics of each dynamic quantum dot:
ese are, as previously, on the one hand the control gate voltages (es-
sentially the voltage applied to the exit gate G2, provided the operation
on the main plateau) and on the other hand the potentials on the nodes
which cannot be controlled externally. e control gate voltages are
set as follows: QD1’s exit-gate voltage is set to VG2QD1 = −190 mV,
QD2 to VG2QD2 = −200 mV and QD4’s exit-gate voltage VG2QD4 is
varied from −175 mV (operating in the open regime, thus transferring
a large number of electrons per cycle) to −225 mV (fully blocking). As
a reference for the specific parameter dependence of this dynamic dot,
see Fig. 5.21 (please note that in order to obtain this figure only transfer
events for ne ≤ 3 have been evaluated). Between two gate-voltage set-
tings, the node’s potential is held constant, a new gate-voltage setting is
applied and the next time trace is taken. While setting new parameters,
the measurement of the detector signals is interrupted. e statistical
base, given by the number of transfer events per parameter setting, is
(in maximum) only 450 periods per control gate setting of QD4, lead-
ing to a comparably large statistical uncertainty. Possible insensitivities
of the detectors will further reduce the number of events detectable.
7.2.1 Evaluation of transfer probabilities
e resulting number of electrons transferred per cycle is predomi-
nantly given by the setting of QD1 which loads electrons from an open
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source reservoir at constant electrochemical potential and is therefore
the most robust quantum dot in this serial arrangement. Its opera-
tion point is set here to transfer about one electron per cycle as de-
rived from Fig. 5.15 (neglecting here cross-coupling effects from the
gate-voltages tuning neighbouring dynamic quantum dots). QD2 is
nominally tuned to about neQD2 ≈ 0.6e per cycle. Finally, QD4 is
set, as already mentioned above, to the open, unquantized regime (see
Fig. 5.21) where this dot transfers a large number of electrons per cycle.
However, the initial guess of transfer rates from the working of the in-
dividual quantum dots (without a considerable number of excess charge
carriers on the nodes) can only be regarded as a starting point to under-
stand the series operation in the long-time limit: When the dynamic
quantum dots are operated serially, the possible charge accumulation
on both nodes is an additional, relevant tuning parameter of the trans-
fer rates of the neighbouring quantum dots. is charge accumula-
tion, resulting from any momentary difference in transfer rates, forms
an electrostatic potential on the node influencing the charge transfer
by both adjoining dynamic quantum dots. e asymmetry in this so-
called mesoscopic charge feedback [43], acting much more strongly
onto the subsequent than onto the preceding dynamic dot (in the di-
rection of charge transfer) as discussed in section 2.6.1, will finally lead
to an equilibration of transfer rates.
is expectation of asymmetric charge feedback is already confirmed
in the raw-data trace in Fig. 7.3 where all dynamic dots transfer about
one electron per cycle although the setting of QD4’s control gate volt-
age - based on the individual characterization - suggests a larger number
of electrons ne & 2 transferred per cycle across QD4. e detailed pa-
rameter dependence of transfer probabilities of PQDin , (n = −2 . . . 2)
for all dynamic quantum dots i = 1, 2, 4 as a function of QD4’s con-
trol gate voltage VG2QD4 is displayed in Fig. 7.4 for QD1 (a), QD2 (b)
and QD4 (c), respectively, on linear scale.
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Evaluation of transfer probabilities in series operation (sequential-
transfermode) as a function of working point of QD4. The transfer prob-
abilities are shown for QD1 (a), QD2 (b) and QD4 (c), respectively, as a
function of QD4's control gate voltage VG2QD4. The voltages to control
QD1 and QD2 are fixed at nominally about 1e per cycle (QD1) and 0.6e
per cycle (QD2), while VG2QD4 is stepped from −175 mV (operating in
the open, unquantized regime) towards fully blocking at−225mV.
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Over a wide parameter range (with VG2QD4 & −200 mV), the
main contributing process is the transfer of one electron per pulse,
i.e. ne = 1. is conforms with the expectation of device opera-
tion, being dominated by the dynamic quantum dot QD1 which is set
to operate close to perfect single-charge transfer. Moreover, the trans-
fer probabilities of all dynamic quantum dots equal on a coarse scale
as one might expect since every deviation causes a charge built-up on
the node, thereby leading to a convergence of transfer rates of adjacent
dynamic quantum dots. But, the probability of precise single-charge
transfer P 1 reaches only about 0.9 for all the quantum dots QD1,
QD2 and QD4, respectively, most-likely due to the setting of QD2
which effectively reduces the transfer probability of QD1 by feedback
via node 1. e effect of QD4’s exit gate is rather weak for voltages
VG2
QD4 & −200 mV, but dominates the transfer probabilities of all
serially connected dots beyond when quenching the charge transfer by
the increased barrier formed, as apparent in Fig. 7.4c). At QD4’s gate
voltages VG2QD4 . −215 mV the charge transfer by QD4 is com-
pletely suppressed. is strongly affects the working of QD1 and QD2
via charge feedback, leading to a reduction in the probability P 1 to
transfer one electron per cycle and increasing P 0. Details of the result-
ing behaviour of the dots QD1 and QD2 in this regime (referred to
as the break-down of unidirectional charge transfer) will be discussed
in section 7.2.3. Another subtle feature in this analysis is the initial
convergence of charge-transfer probabilities of the dynamic quantum
dots, leading to a rising single-charge transfer probability for all quan-
tum dots in the parameter range −175 mV ≤ VG2QD4 > −178 mV.
7.2.2 Evaluation of charge built-up on the node
Since we perform single-electron charge detection, one obvious ap-
proach towards a more detailed analysis of the observed behaviour of
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the series of dynamic quantum dots is to analyse the charge built-up on
the node. Since the electrochemical potentials of both nodes are not
reset between two different gate-voltage settings by equilibration with
the leads, the cumulative number of surplus/missing electrons derived
by counting has to be examined. e resulting dependence of these
quantities on the gate voltage VG2QD4 tuning the operation of QD4
is shown in Fig. 7.5a) (red, open circles for node 1 and blue, open
squares for node 2). e grey-shaded region for most negative voltages
of VG2QD4 will be excluded from further analysis since here the algo-
rithm, being based on the assumption that electrons are predominantly
transferred unidirectionally, possibly fails.
e just mentioned initial convergence of transfer probabilities for
most positive gate voltages is one of the features apparent in this graph:
Since the largest deviation of adjacent dynamic quantum dots is be-
tween QD2 (transferring on average below one electron per pulse) and
QD4 (operating initially in the open, unquantized regime), the number
of electrons on the interconnecting node 2 is reduced much stronger
than on node 1. As further expected, the reduction in the number of
electrons transferred by QD4 by continually applying a more negative
gate voltage onto the exit gate leads to an increase in the number of
electrons stored on the nodes.
One possible source of error in this analysis is caused by the circum-
stance that the detectors are not able to monitor the change of the
nodes’ charge states continuously. However, regions of insensitivity
can be corrected for by the information about the slope of the detectors
before and after the insensitivity: If in both cases the detector operates
on the, e.g., rising edge, then the charge state of the corresponding node
has been re-obtained. In contrast, when the edge is opposite after the
time the detector was insensitive, then a certain number of electrons
must have been added/removed to/from the node in order to achieve
the new detector state. is number can be estimated from the com-
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Evaluation of charge accumulation on the nodes in series operation
(sequential-transfermode). Same dataset and x-axis as in Fig. 7.4. a) The
number of additional charge carriers (based on the counting data) on
node 1 is shown as red open circles, the number of surplus electrons on
node 2 as blue open squares. Corrected values including additionally
the number of electrons to pass regions of insensitivity are displayed
by dots. b) Resulting potentials on both nodes (based on the direct
counting data), calculated using the node's capacitances derived in sec-
tion 5.1.3.
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parison of the SET current in response to an electron on the node with
the response to its local gate voltage. e result of this analysis is indi-
cated by the dots in Fig. 7.5a) coloured in red (node 1) and blue (node
2), respectively. Qualitatively, the same behaviour is obtained as for
the uncorrected data while the absolute difference in the two sets of
data provides an estimator of the possible error.
Using the capacitances of the nodes derived in section 5.1.3, the
number of surplus or missing electrons (without considering here the
correction of insensitivity) is converted directly into a potential on the
node as shown in Fig. 7.5b). Additionally, smoothed data is shown by
the solid lines in red (node 1) and blue (node 2), respectively. e po-
tentials derived are of almost equal amplitude for both nodes, ranging
from U ≈ +2 meV to U ≈ −4 meV. If additionally the correction of
insensitive regions is considered (not shown), one obtains a modulation
of the node’s potentials of about ∆U ≈ 7.5 meV.
is value agrees well with a comparable measurement (shown in
Fig. 7.6) of the series operation of QD1 and QD4 (with QD2 grounded)
driven by continuous-wave signals (frequency fp = 39 MHz as in
pulsed mode, but without any intermediate delay between pulses) with
the large interconnecting node, whose charge state is monitored by de-
tector D2. QD1 is set here again to transfer about one electron per cy-
cle (confirmed by current measurements on the semiconducting chan-
nel) while in a) the point of operation of QD4 is varied using both,
entrance- and exit-gate voltages.
Since the repetition rate is much higher than the detector’s band-
width, single-charge resolution cannot be obtained by the detectors.
However, the average charge state of the node can be derived. A large
plateau in the current is obtained (not shown) corresponding to the
transfer of one electron per cycle by both dynamic quantum dots, marked
by the white, dashed polygon. is is accomplished by continuously
charging the node in order to compensate for the change in the control-
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QD4 = -290.5 mV
blocking
feedback open (to drain)
breakdown
Figure 7.6:
Mesoscopic feedback using QD1 andQD4with cw drive. a) QD1 is set to
transfer about one electron per cycle while the working point of QD4
using both entrance and exit gate voltages. The signal shown is the
current across detector D2. b) Single trace for fixed entrance-gate volt-
age of QD4 with VG1QD4 = −290.5mV. About 6.25 periods are passed
fromblocking (VG2QD4 = −260mV) tobreakdownof quantized-charge
transfer (VG2QD4 ≈ −190.5mV), marked by the black arrow.
gate voltages of QD4, leading to the periodic response of the SET
within the white, dashed polygon. e region of break-down of uni-
directional charge transfer is indicated by the black solid line. Due to
capacitive cross-coupling of the modulation signal applied to the dots
onto the detector, the amplitude of the detector’s response changes, but
its periodicity, given by the capacitive coupling between detector and
node via the floating gate, should be maintained in terms of the node’s
potential/ number of electrons on the node.
In b), the detector current across D2 as a function of the exit-gate
voltage of QD4 is shown for fixed QD1 and VG1QD4 = −290.5 mV
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(dashed line in a)). Four different regions can be identified, which
are blocked transfer for most-negative gate-voltages, followed towards
more positive voltages by feedback-driven single-charge transfer (i.e.,
operating within the white dashed polygon in a)), the consecutive break-
down of directionality of charge transfer (black solid line in a)) and
finally the open regime where no static barrier is formed between the
node and the drain lead (since the entrance gate is continually low-
ered below pinch-off during each cycle). Although the exact voltage at
which break-down occurs is not determinable with certainty, we de-
fine it at the point where the phase of the SET is reversed (marked by
the black arrow). is value yields about 6.25 periods of the SET from
blocking until break-down. In turn, this number can be converted into
a difference of the electrostatic potentials of ∆U ≈ 8.5 meV using the
periodicity of the SET in terms of electrons on this node (see Fig. 5.4)
and the charging energy of this node derived in section 4.1.3. is
value agrees well with the previously obtained ∆U ≈ 6− 7.5 meV for
the pulsed counting measurement, thereby confirming the integrity of
the counting measurement and the corresponding analysis.
7.2.3 Break-down of unidirectional charge transfer
Finally, returning to the pulsed operation, the break-down of unidirec-
tional, quantized charge transfer by QD1 and QD2 beyond voltages
VG2
QD4 . −200 mV is discussed using the transfer probabilities (al-
ready depicted in Fig. 7.4), but for clarity on a logarithmic scale as
shown in Fig. 7.7.
In the range VG2QD4 & −200 mV, all dynamic quantum dots show
only a reduction in single-charge transfer probability when the gate
voltage is tuned more negative, leading to an increase of missing-cycle
events, i.e. P 0 increases for all dots. Concentrating first on QD4, a
further reduction in gate voltage beyond VG2QD4 ≈ −200 mV leads
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Evaluation of transfer probabilities in series operation (sequential-
transfer mode) as a function of working point of QD4 on logarithmic
scale. Other conditions equal to Fig. 7.4.
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finally to a full suppression of charge transfer across the dynamic dot,
i.e. PQD40 ≈ 1 while Pn ≈ 0 ∀n ̸= 0. is conforms with expecta-
tions since the barrier formed underneath the exit gate is energetically
increased and thereby tunneling is completely suppressed.
But how are the other two serially connected dynamic quantum dots
affected by this blocking of charge transfer? ere are two scenarios
conceivable: Either the emission of electrons to drain is simply blocked,
leading to the same characteristic in QD1 and QD2 as observed for
QD4, i.e. P 0 → 1. Or the exit barrier, causing unidirectional charge
transfer for an unbiased dynamic quantum dot, will be too small to sup-
press back-tunneling if the modulated entrance barrier is lowered below
pinch-off during the loading phase of the charge-transfer cycle (phase
b in Fig. 2.11). is question could not be addressed in the previ-
ously conducted measurements without single-charge resolution [43,
108] since the average charge state of the node (which is monitored
by the detector) remains constant in both cases, as also obvious from
Fig. 7.6.
However, using single-charge detection we are able to discriminate
both scenarios resolving the outcome of each transfer pulse: As a con-
sequence of the blocking dot QD4, also QD1 and QD2 show an in-
crease in P 0, i.e. the number of missing-cycle events rises. But, as an
additional effect supporting the second scenario, also the direction of
quantized charge transfer is not maintained any more which manifests
itself by an increase of backward-transfer events including single- and
double-electron loss from drain to source during a pulse. Due to the
large number of electrons stored on the nodes (effectively reducing the
exit barriers), the dynamic quantum dots can be overcome, leading fi-
nally to the break-down of unidirectional charge transfer. e time
traces of the detectors reflect constant node potentials when none of
the adjacent dots is triggered due to the large entrance barrier of all
dynamic quantum dots between the pulses. Only during a pulse, the
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entrance barrier is lowered below pinch-off, leading to the possibility
of electron back-flow across the comparably small exit barrier. How-
ever, this effect requires a large difference in electrochemical potentials
of source and drain lead.
is observation has strong impact onto the operation of the self-
referenced current source (chapter 6): e regime of comparably large
bias between appropriate source and drain reservoirs has to be avoided
since one of the main assumptions in error attribution and account-
ing is the unidirectionality of charge transfer (see, e.g., Fig. 6.6). is
requires well characterization of the individual quantum dots and oper-
ation of all dots at almost equal transfer probabilities in order to avoid
too large bias conditions.
7.2.4 Summary
To conclude this section, we have analysed the operation of three dy-
namic quantum dots in series under variation of the transfer probabili-
ties of the last quantum dot QD4, achieved by tuning its exit gate volt-
age. e feedback mechanism stabilizing the three dots due to charge
accumulation is resolved and discussed. Finally, also the breakdown of
unidirectional charge transfer by the dynamic quantum dots against a
large bias potential is observed, evidenced by counting.
7.3 Series operation of dynamic QDs with MHz
repetition rate
As the last experimental aspect in series operation of two dynamic quan-
tum dots (QD1 and QD2), the transfer of electrons with reduced de-
lay between pulses is discussed. Possible deviations from measurements
with slow repetition rates might be expected if relaxation processes do
not equilibrate the electron reservoirs before the next transfer pulse is
227







































Pulse pattern used in series charge transfer of two dynamic quantum
dots with MHz repetition rate.
applied. Due to the relatively high emission energy of electrons to
drain, ”hot” electrons will predominantly influence the capturing pro-
cess of the subsequent dynamic quantum dot (phase c in Fig. 2.11).
erefore, the discussion focuses on the transfer statistics of QD2, whose
source node equals the drain node of QD1 (node 1; for detailed de-
scription of the elements discussed here see Fig. 3.7).
Both dynamic quantum dots are always triggered simultaneously in
this section. e measurement signal, as discussed above, is formed by
the number of electrons emitted by QD2. In order to enable continu-
ous measurements while also being able to observe the outcome of the
pulse sequence, we use the entrance gate of QD4 again as pulsed bar-
rier, as introduced already in section 5.2. e resulting pulse pattern is
shown in Fig. 7.8a).
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After an initial waiting time of τ = 80 ms, QD1 and QD2 are trig-
gered once (pulse (i), marked by a brown vertical line in the following).
After a delay of τ = 40 ms, three simultaneous pulses, delayed by
about 1.25 µs each, are applied to both quantum dots which is far be-
low the time resolution of our detectors (labelled (ii), blue vertical line).
After further τ = 40 ms, a single pulse is applied to QD1 and QD2
again (pulse (iii), brown). Pulses (i) and (iii) allow on the one hand to
determine the individual transfer probability distribution of QD2 at
low repetition rates and, on the other hand, to verify the operation of
the detectors on the same edge during the full sequence. Finally, the
sequence is concluded with the reset pulse (labelled (iv), coloured in
green).
Additionally, the expected detector signals are depicted in Fig. 7.8b)
for both detectors and perfect single-charge transfer per applied pulse.
Since the number of electrons transferred by QD1 and QD2 equal and
the charge state of this node is not affected by the reset pulse, detector
D1 is expected to remain constant. However, the detector D2 (moni-
toring the output of QD2 onto node 2) should indicate the sequential
addition of one (pulse (i)), three (ii) and one (iii) electrons and finally
a reset of this node’s charge state at pulse (iv).
Fig. 7.9a) shows the resulting measurement signals for D1 (red, lower
panel) and D2 (blue, upper panel) together with the derived counting
signal in panel b) for detector D2. Horizontal lines indicate the dif-
ferent charge states, encircled numbers indicate MHz-pulses where the
number of electrons transferred per cycle by the dynamic quantum dots
deviates from ne = 1. Beginning at a more general perspective with-
out going into details, D2 shows specific jumps in response to pulse ap-
plied to the dynamic dots while D1 remains mainly constant and only
rarely changes its current level (e.g., at points marked by 1 and 2 ),
as expected from Fig. 7.8. Additionally, one observes a small variation
in D1, reflecting the changes in the potential of node 2 due to cross-
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capacitive coupling. Since this variation tends towards a reduction in
detector current during a sequence period (and we simultaneously add
electrons to node 2), one can deduce that this detector operates on the
falling edge (an additional electron leads to a reduction in current).
Taking this time trace, let us discuss the occurrence of transfer errors
which are observed in this example only during the fast series pulses
marked by the vertical blue line. At 1 , QD2 transfers only 2 electrons
during the three fast pulses, simultaneously leading to a jump in detec-
tor D1 indicating a surplus electron on node 1 (since QD1 transfers
exactly 3 electrons as intended). At position 2 , the previous charge
state on node 1 is regained due to a missing cycle by QD1. Another
type of error is observed at the two positions indicated by 3 where
both dynamic quantum dots miss one of the three fast cycles each, so
that node 1’s charge state remains constant but only two electrons are
transferred to node 2. At the end of the interval shown (marked by 1 )
QD2 misses one cycle while QD1 operates properly as in period 18.
e counting data is obtained using the algorithm employed through-
out this thesis for the analysis of series charge transfer (see section 6.3
for details.) e algorithm works well even for large changes in the
number of electrons on the node, as observed following the reset pulses
although its reference table is based on the change of the node’s occu-
pation number by a single electron. Small deviations in this reference
(e.g., due to the binning) linearly increase with increasing number of
electrons to detect, thereby enhancing the probability of false counts for
large changes in the number of electrons on the node especially if one or
both contributing states are close to the extrema of the SET response.
One such erroneous count occurs at the reset pulse during period 18,
where the counting algorithm detects a change in the node’s occupa-
tion by −8 electrons while the initial and the final state differ only by 7
states. However, the reset pulse will not be investigated further in this
analysis.
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Time trace of series charge transfer of two dynamic quantum dots with
MHz repetition rate over a time interval of 14 sequence periods. Real
measurement signals (a) for D1 (red, lower panel) and D2 (blue, upper
panel) as well as derived counts (b) for D2. Vertical lines indicate pulses
applied to the gates as discussed in the main text. Horizontal lines rep-
resent charge states of the nodes as guide to the eyes.
Without using the counted signal, one can already obtain a first hint
whether to expect deviations in transfer fidelities by comparing the de-
tector responses for the single and the fast triple pulses which is shown
as a histogram in Fig. 7.10. e detector D2’s response is almost lin-
early at this working point, resulting in an accumulation of counts at
around ∆I = 32.6 pA corresponding to single-charge transfer for the
single pulses (i, blue) and (iii, red) and another distribution around
∆I ≈ 100 pA for the triple pulses (iii, green). Any deviations would
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Histogram of difference in detector D2 current in response to pulses.
Grey areas mark zero or the center of the distributions. 1e corresponds
here to a difference in detector current of 32.6 pA, 3e to 100 pA.
lead either to a reduction or an increase in the number of electrons
transferred during the series pulses, i.e. instead of an accumulation
of events indicating three-electron transfer, peaks around ∆I ≈ 65 pA
(two-electron transfer) or ∆I ≈ 133 pA (four-electron transfer) would
appear. However, the data does not show any significant deviations be-
tween the two different repetition rates. Negative differences, observed
mainly for the last pulses in this data-set, indicate a crossing from pos-
itive to negative edge of the detector’s response. is emphasizes the
impact of the initial and final marker pulses as a measure at which edge
the SET is operating: Only sequences at which the detector’s opera-
tion point is maintained on the same edge will be considered in the
following. In any other cases, the detection algorithm would fail since
it cannot detect events across different SET edges. Due to the limited
number of electrons observable on each detector’s edge and the com-
parably large number of electrons to detect (5 at perfect single-charge
transfer), this necessary restriction reduces the usable amount of data
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drastically.
e result of this restriction is shown in Fig. 7.11a), displaying the
relative number of periods used in the evaluation as a function of both
control gates defining the serially connected quantum dots QD1 and
QD2, VG2QD1 (y-axis) and VG2QD2 (x-axis), respectively. In total,
the measurement covers 279 sequence periods per gate setting. Blue
reflects low sensitivity of this detector while red corresponds to high-
est sensitivity. A clear modulation of sensitivity, reflecting the effect
of gate variation on the electrochemical potential of the detector due
to capacitive cross-coupling, can be observed. Due to the position of
the detector on the chip relative to the gates under variation, the influ-
ence of VG2QD2 is much stronger since this gate is much closer to the
detector (equal to higher capacitive coupling).
Figs. 7.11b)-d) display the transfer probabilities PQD2n of QD2 in
series operation, considering only the single pulses (i) and (iii), for
ne
QD2 = 0 . . . 2 electrons per cycle. As expected, the series circuit
blocks electron transfer when both quantum dot gates are set to most
negative values (bottom left), as shown in b). On the opposite range
of parameters, both dynamic quantum dots are energetically lowered
which enhances the probability of transferring a larger quantity of elec-
trons per cycle, as reflected by the rising probability of transferring two
electrons per cycle across QD2 (top right in d). In the intermedi-
ate regime, both dynamic quantum dots are locked to transfer about
one electron per cycle, yielding a wide plateau with high probability of
PQD21 (c). As sketched in this figure, the feedback mechanism stabi-
lizing the serially connected acts asymmetrically as a function of both
control parameters which is observed in the transition region from zero-
to single-charge transfer. To quantify this effect, we analyse the posi-
tion of PQD21 = 0.7 as a function of both gate voltages. If QD2’s
control gate voltage VG2QD2 is changed by 36 mV, only a change in
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Figure 7.11:
Two-dimensional plot of relevant dimensions characterising the charge
transfer by the single pulses (i) and (iii) under variation of the working
points of QD1 and QD2, controlled by VG2QD1 (y-axis) and VG2QD2 (x-
axis), respectively. Panel (a) shows the normalized number of detectable
sequence periods, thereby indicating regions of sensitivity as well as the
cross-coupling of QD control gates and the SETD2. Panels (b), (c) and (d)
depict the probabilities of QD2 transferring neQD2 = 0 . . . 2 electrons
per cycle, based on the single pulses (i) and (iii).
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VG2
QD1 of −4 mV is required in order to maintain the same output of
electrons across QD2. While therefore QD2 responds immediately to
variations of VG2QD1, the effect of its local tuning gate on the number
of electrons transferred is comparably weak, yielding a ratio of about 9.
In summary, the subsequent quantum dot QD2 is mainly controlled
by the number of electrons transferred by QD1 (set by VG2QD1) due
to charge feedback instead of the voltage applied to its control gate
VG2
QD2. is asymmetry is in good agreement with the simulation
of feedback by applying static potentials to either source or drain of a
single dynamic quantum dot (see section 2.6.1) where a ratio of about
10 has been obtained for the effect of these bias conditions onto the
number of electrons transferred by the dot.
Finally, the focus is turned to the fidelity of the three subsequent se-
ries pulses (ii) in comparison to the previously discussed single-electron
transfer probability (Fig. 7.11c)). e probability of observing a change
in the charge state of node 2 after pulse-sequence element (ii) of three
electrons (equalling perfect single-charge transfer per pulse by QD2) is
shown in Fig. 7.12a).
Again, a wide plateau in the center of the plot reflects the stabilized
single-charge transfer across QD2 reaching values close to one in the
plateau region. But, in order to allow detailed comparison of this data
with the results obtained from the single-charge transfer characteris-
tics by pulses (i) and (iii), the latter need to be scaled appropriately:
e outcome of sequence element (ii) involves three subsequent, inde-
pendent single pulses. erefore, the single-charge transfer probability
derived from pulses (i) and (iii) is shown again in Fig. 7.12b), but after
raising the data to the power of 3. e resulting compression of the
transition region from zero- to single-charge transfer as compared to
Fig. 7.11c) agrees well with the experimentally determined probability
by analysing the triple pulses in Fig. 7.12a). erefore, at least at these
repetition rates, the subsequent dynamic quantum dot is not affected
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Comparison of sucess probability of three frequent pulses (a) labelled (ii)
in sketch 7.8with the appropriately scaled single transfer probability (b).
by the emission of hot electrons onto its source node by the preceding
dynamic quantum dot.
In summary, we may conclude that the detectors remain stable even
after applying several pulses to the dynamic quantum dots with higher
repetition rates in the MHz-regime. Secondly, the charge detection
algorithm yields reasonable results even for higher numbers of elec-
trons transferred although being based only on the response to single
electrons. Lastly, potential heating effects due to limited relaxation
processes of emitted hot electrons do not influence the characteristics
of subsequent dynamic quantum dots at these conditions (comparably
low repetition rate, only few fast-transfer events). Additionally, also
the asymmetry of mesoscopic charge feedback could be resolved where
the output of a series of two dynamic quantum dots is predominantly
controlled by the setting of the first quantum dot.
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In this thesis, dynamic quantum dots, capable of transferring electrons
on-demand and one by one, have been investigated on the fundamen-
tal level of individual transfer events. To this end, such electron sources
have been combined on-chip with highly-sensitive electrometers yield-
ing single-electron resolution.
e dynamic quantum dots are formed in a two-dimensional elec-
tron gas located in an AlGaAs/GaAs wafer 90 nm below the surface.
Using appropriate fabrication, a small wire is obtained whose electro-
static potential is locally controlled by metallic top-gates, where groups
of three gates each form a dynamic quantum dot. In-between, metallic
single-electron detectors are placed, using a shadow-evaporation tech-
nique.
e objectives pursued with this approach are two-fold: On the one
hand, this arrangement allows the characterisation of a single dynamic
quantum dot on the level of individual charge-transfer events. is in-
cludes the achievable transfer fidelity which is the key property of every
single-electron source (in this case,P 1 > 0.99 for two of three dynamic
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quantum dots) as well as its dependence on variations of external con-
trol parameters. After the introduction of the device’s individual build-
ing blocks using conventional direct-current measurements and high
repetition rates, measurements on the non-adiabatic dynamic quan-
tum dot with single-charge resolution are presented. ese cover the
pulsed operation mode with arbitrarily large delays between subsequent
pulses as well as the demonstration of robustness of the single-electron
source against electrostatic potentials in the drain node. is part of the
thesis concludes with the detailed investigation of the charge-capture
mechanism, analysed by counting. By comparison of the full charge-
transfer distribution with theoretical models, two limits of charge cap-
ture, namely the grand-canonical and the decay-cascade limit, can be
distinguished and strategies for further optimization depending on the
capture mechanism are derived.
e second direction of research presented in this thesis covers the
realization of a self-referenced single-electron current source. is is a
device generating a quantized current when driven by a periodic driv-
ing signal, as in conventional single-electron current sources, but in ad-
dition allows to monitor deviations from the quantized current level,
caused, e.g., by rare missed transfer cycles or the unintended trans-
fer of more than one electron per cycle. ereby, the accuracy of the
output current can be verified simultaneously with the generation of
this quantized current. Moreover, errors can be accounted for during
a precision experiment while previously the verification and generation
of quantized currents have been two separate, sequential steps.
is device is realized here by serially connecting three dynamic quan-
tum dots with single-electron detectors monitoring the charge state of
the interconnecting node: In perfect operation, the number of incom-
ing and outgoing electrons equal, leading to constant detector signals.
Only in case of deviations from single-charge transfer, a surplus or miss-
ing electron remains on the node which leads to a signal in the corre-
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sponding detector. As shown in this thesis, the most-likely source of
error can be derived by performing correlation analysis of the detector
signals. e minimal set of elements, consisting of three dynamic quan-
tum dots with two intermediate detectors, is realized, but being oper-
ated only at low repetition rates yielding a current of about I ≈ 4.8 aA.
However, this combination of sources and detectors allows a reduction
of the uncertainty in the number of transferred electrons by a factor of
about 50 as compared to a single dynamic quantum dot without charge
detection circuitry.
Finally, the interactions of dynamic quantum dots in a series circuitry
are investigated, caused by electrostatic potentials formed on the inter-
connecting nodes. Using single-electron counting data, the number of
electrons located on the nodes is assessed under variation of the con-
trol parameter determining the number of electrons transferred across
the last dynamic quantum dot. Lastly, the effect of heating in a se-
ries circuit by the emission of hot electrons on the following dynamic
quantum dot is addressed. To this end, the transfer fidelity obtained
for single-charge transfer by one pulse is compared to the fast trans-
fer of three electrons by three pulses, delayed by about τ ≈ 1.25 µs
each. Potential deviations are not observed, thereby opening the path
towards higher repetition rates by either enhanced transfer fidelity of
the dynamic quantum dots (e.g., by operating in a magnetic field) or
higher detector bandwidth (by implementing the detectors in a reso-
nant circuit).
When discussing directions of further research, the most obvious
point is the current limitation in observation time due to insensitivities
of the detectors. e continuous measurement of the nodes’ charge
states can be either achieved by increasing the number of detectors per
node, operated with an appropriate phase such that at least one of the
detectors remains sensitive, or by implementing a feedback circuit sta-
bilizing the detectors at the point of highest sensitivity using an elec-
239
8 Summary and outlook
trostatic potential applied to the detector’s local gate electrode. e
observable then becomes this feedback signal instead of the currently
used detector current.
However, there are a number of obstacles which need to be passed
when moving to higher current levels and which cannot be solved that
easily: As an example, the operation of dynamic quantum dots in a
magnetic field for enhanced transfer fidelity simultaneously leads to a
lowering in the scattering rates, potentially resulting in an increase of
the error rates of subsequent dynamic quantum dots, or, more serious,
to leakage across the barrier formed by the following quantum dot. As
a potential remedy, the fabrication of a floating Ohmic contact on the
node, leading to an increase in the number of scatterers and a better
coupling to the phonon bath, is conceivable.
Another issue might be too large cross-coupling between detectors
and the (then continuous) driving signals applied to the gates of the dy-
namic quantum dots in order to achieve clocked single-electron trans-
fer. Here, suitable shielding needs to be developed in order to min-
imize cross-coupling while simultaneously keeping the node’s capaci-
tance small to maintain single-charge resolution of the detectors. Also,
the amplitude necessary to drive the dynamic quantum dots could po-
tentially be reduced by optimized design or drive.
inking about further optimizations of the dynamic quantum dots,
alternative driving signals might also be an option: Specifically shaped
driving waveforms, which account for the underlying physical mecha-
nisms in charge capture and transfer, might lead to more precise func-
tioning even at increased repetition rates. Additionally, a modulation
of both gates (in order to tune the dynamic quantum dot to the grand-
canonical regime) has been proposed. Whether this direction is suitable
in series circuits is not clear yet since it potentially leads to a reduction
in robustness of the dynamic quantum dot and it therefore remains an
open question which needs to be addressed in the near future.
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