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1. INTRODUCTION 
We are concerned with the boundary value problem (BVP), 
-A$@ - 1) + q(n)y(n) = f(? y(n)), n E [LNI, 
Y(O) = Y(W, AY@) = AYP), 
WI 
(1.2) 
where N is a fixed positive integer and {y(n)}::{ is a desired solution. Here, f(n, y) is a function 
defined for all n in [l, N], and all real numbers y. We will assume that 
(HI) q(n) 2 0, q(n) $0. 
Two types of existence results will be established in this paper. In Section 2, we prove the 
existence of a bounded solution to the BVP (1.1),(1.2). Proof of the existence of bounded 
solutions is based on an application of the Brower fixed-point theorem and uses the properties of 
the Green’s function for equation, 
-A2y(n - 1) + q(n)y(n) = h(n), 
subject to the boundary conditions (1.2). 
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In Section 3, we discuss the notion of upper and lower solutions of (1.1). An easy argument 
will guarantee that (1.1) has a solution which will lie between the lower and upper solutions when 
they are given in the well order, i.e., the lower solution is under the upper one. We also consider 
the case in which lower and upper solutions appear in the reversed order. These results are in 
the spirit of known results in the literature [l-8]. 
We then use these existence results in Section 4 to show that if for each n, f(n, y) is strictly 
decreasing in y, then BVP (1.1),(1.2) h as a unique solution. Discontinuous functional dependence 
is also treated. Similar problems for the differential equations are comprehensively discussed 
in [6,9-151. Other related papers include [5,16-191. The books [20,21] are excellent references to 
understand the notion of upper and lower solutions for separated boundary value problems. 
Finally, for convenience, we state here the Brower fixed-point theorem [22]. 
THEOREM 1.1. LetK={(z1,x2,...,rcn) :ciIziIdi, i=l,2,...,n} andsupposeT: K --+ K 
is continuous. Then T has a fixed point in K. 
2. EXISTENCE PRINCIPLE 
REMARK 2.1. (See [3].) If q satisfies Condition (Hl), then the periodic boundary value prob- 
lem (1.3),(1.2) h as a unique solution and the Green’s function G(n, s) of such problem has the 
following properties: 
(1) G(n,s) > 0 for rz,s E [O,N], 
(2) for the case q(n) G 1; Cy=, G(n, s) = 1, 
(2’) 
m = min G(n, s) = 
(Y - r-kN - 1) 
2Tk, N = 2k, 
yk+y(k+l), N=2k+l, 
M = maxG(n,s) = 
1+yN 
(Y - r-l) (TN - 1) ’ 
for n, s E [l, N], 
where y = 312 + G/2. 0 ne can see that MN 1 1 and m2N/M 5 1 for all N 2 2. 
Consider the nonlinear BVP (1.1),(1.2), where q(n) satisfies Condition (Hl). We will assume 
that the function f(n, 6) satisfies the following condition. 
(H2) f: [l,N] xR --+ R is continuous with respect to 5 E R. 
Consider N + 2-dimensional Banach space 
B = {y = {y(n)}::: : y(n) E R, for n = O,l, 2,. . . , N + 1) 
with the norm 
ll~ll = m={lv(n)l, 71 E [RN + 111. 
Define 
THEOREM 2.1. Assume that Conditions (HI) and (H2) are satisfied. If R > 0 satisfies L Q 5 I?, 
where Q > 0 satisfies 
Q 2 ,,;yjj I.f(n, Y)I, for 1 5 n 5 N. 
Then the BVP (1.1),(1.2) has a solution y = {y(n)}~~~ such that ]y(n)] 5 K. 
PROOF. Let K := {y E L? : llyll 5 I?}. 
Note that K is the type of subset of RN+2 to which the Brower fixed-point theorem is applicable. 
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Define A : K: --+ 23 by 
AY(~) := &(n, s)f(s,y(s)L for nE [0,N+1]. 
.9=1 
Obviously, the solutions of problem (1.1),(1.2) are the fixed points of operator A. 
It can be shown that A : K + B is continuous. 
CLAIM. A : K: ---+ K. 
Let y E lc. Consider 
for every n E [0, iV + 11. 
This implies that llAyll 5 J?. Hence, A has a fixed point in K by Theorem 1.1. I 
3. LOWER AND UPPER S’OLUTIONS 
In this section, we present different existence results related with the existence of a pair of 
ordered lower and upper solutions. 
DEFINITION 2.1. A real valued function ~(72) on [0, N + l] is a “Jower solution” for (1.1),(1.2) if 
-A2a(n - 1) + q(n)o(n) I f(n, a(n)), 
for n in [l, N], a(0) = a(N) and ACE(O) 2 ha(N). 
SirniJarJy, a real valued function p(n) on (0, iV + l] is an “upper solution” for (1.1),(1.2) if 
-A2P(n - 1) + q(n)P(n) 2 f(n, P(n)), 
for n in [l, N], p(O) = P(N) and Ap(0) 2 Ap(N). 
A comparison result and an existence theorem for upper and lower solutions are as follows, the 
proof of which are elementary. 
LEMMA 3.1. Assume that fr(n,~) 5 f(n, U) 5 f2(n,u) for 1 < n 5 N. Then, an upper solution 
of 
-A2y(n - 1) + q(n)y(n> = fi(n> y(n)), n E [l,Nl, 
Y(O) = YW AY(O) = AYPO, 
is also an upper solution of (1.1),(1.2). 
Furthermore, a lower solution of 
-A2+ - 1) + q(n)z(n) = fi(n, 4n)), n E [LNI, 
40) = 4N), At(O) = AZ(N), 
is also a lower solution of (1.1),(1.2). 
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THEOREM 3.1. If f(n,y) 2 M (or f(n,y) 5 M) for 1 5 n 5 N, then (1.1),(1.2) has a lower 
solution (respectively, an upper solution). 
When the lower and the upper solutions are*given in the well order, i.e., LY 5 ,D, it is proved 
in Theorem 2.1 in [4] that problem (1.1),(1.2) admits at least one solution lying between both 
functions. We present here a different proof for the convenience of the reader. 
First, we denote for every u, w E .13, such that u(n) 5 w(n) for all n E [0, N + 11, 
[IL, w] = {w E ,13, u(n) 5 w(n) I w(n), n E [O, N + 11). 
THEOREM 3.2. Assume that Conditions (Hl) and (H2) are satisfied and that cx and ,0 are lower 
and upper solutions, respectively, for problem (1.1),(1.2) with CK 5 p on [0, N + 11. Then prob- 
lem (1.1),(1.2) has at least one solution y E [(~,p]. 
PROOF. Consider the BVP, 
-A2y(n - 1) + q(n)y(n) = J’(v y(n)), n E P,Nl, 
~(0) = Y(N), AY(O) = AYVV, 
where, for 1 5 n 5 N, 
(3.1) 
(3.2) 
I 
f(n,P(n)) - 9, Y(n) L PC,), 
F(n, Y) = f(T YL Q(n) 5 Y(n) 5 P(n), 
f(n,a(n)) - *, Y(n) 5 4n). 
Clearly, the function F is bounded for n E [l, N] and y E R, and is continuous in y. Thus, by 
Theorem 2.1, there exists a solution {~(n)}!=~ of the BVP (3.1),(3.2). 
We claim that y(n) 5 ,0(n) f or n in [0, N + 11. If not, from the boundary conditions, we 
know that y(n) - /3(n) h as a positive maximum at some no in [l, N]. Consequently, we must 
have A2 (y - p) ( no - 1) < 0. On the other hand, 
-A2(y - P)(no - 1) + q(no)(y - @(no) I F(~o,Y(~o)) - f(no,P(no)) 
= f(no, P(no)) - dno) - Rno) - f(no, /3(72,)). 1+ IY(no)l 
Hence, 
-A2(y -@(no - 1) I: P(no) - y(no) + q(no)(P(no) - y(no)) 
1+ Iv(no)l 
= (D(no) - Y(no)) 
1+ q(no)(l + IY(Q)l) 
1+ IY(no)l > 
< 0, 
which is a contradiction. 
It follows that y(n) 5 /3(n) on [0, N + 11. 
Similarly, Q 5 y on [0, N + I]. 
Thus, y is a solution of (1.1),(1.2) and belongs to the sector [a,@]. I 
Even more, it is not difficult to verify that [4, Lemma 2.41 the minimum of two upper solutions 
remains as an upper solution and that the maximum of two lower solutions is also a lower 
solution. From this fact, one can deduce (see [4, Theorem 2.21) that problem (1.1),(1.2) has 
extremal solutions in the sector [~,/3]. Wh ere we define extremal solutions as the minimal (all 
the solutions in [a,@] of problem (1.1),(1.2) are over such solution) and the maximal one (all the 
solutions are under it). 
Assuming a one-sided Lipschitz condition in function f, such extremal solutions can be obtained 
as the limit of two sequences of approximate solutions. The result follows standard arguments and 
consists into construct two monotone sequences derived from the constant sign of the associated 
Green’s function. We give here a sketch of the proof. 
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THEOREM 3.3. Assume that Conditions (HI) and (H2) are satisfied and that there exists a lower 
solution o, an upper solution p and a positive sequence {p(n)}?, such that a: 5 p in [O,N + l] 
andforeachnE{1,2,..., N}, the following one-sided Lipschitz condition: 
On, x) - f(n, v) 2 -p(n)(z - Y), 
holds whenever a(n) 5 y < z 5 ,!?(n). Then there exist two monotone sequences starting at the 
lower and the upper solutions that converge pointwise to the extremal solutions in [cY,~] of the 
BVP (1.1),(1.2). 
PROOF. For any sequence 77 = {v(O), . . . ,v(N + 1)) which satisfies a(n) 5 v(n) 5 P(n) for n E 
[0, N + 11, consider the following BVP: 
-A24n - 1) + q(n)dn) = On, v(n)) - I - rl(n)), n E [LNI, (3.3) 
40) = W), Aw(0) = Au(N). (3.4) 
Clearly, this problem is type (1.3),(1.2) with q(n) z q(n) -i-p(n) > 0 and h(n) = f(n,v(n)) + 
pi. Obviously, it has a unique solution given by the expression 
w(n) = FG’(n, s) h(s) s ATJ(TZ), nc [O,N+l]. 
SC1 
CLAIM. cy <_ Aa and A@ 5 /3 in [O, N + 11. 
Indeed, let Aa = [ = {E(O), E(l), . . . , [(N + 1)). If the claim does not hold, from the boundary 
conditions on cx and A 01, we know that there exists j E [l, N] such that 
then 
0 >_ A2@ - [)(j - 1) = A2c+j - 1) - A2t(j - 1) 
2 -f(i 4)) + q(Md + f(i 4)) - Pmw - s(Md + da42 
= P(j)(4$ - tw) + q(j)(4$ - W) > 0, 
which is a contradiction. 
Similarly, we may show that AP 5 /?. 
Analogously, one can prove that if cx 5 6 5 $J 5 p, then At 5 A$. 
Defining 
($0) = (y, &+I) = A&), for j 2 0, 
and 
p(O) = p p(j+l) = A@j), for j 2 0. 
We construct the sequence we are looking for. I 
As a consequence, we have the following corollaries. 
COROLLARY 3.1. Assume that j(n, y) satisfies Condition (H2) and there exist numbers 0 < T < 
R < co such that for all n E 11, N], 
f(n,E) 1 7 ifR<[<co. 
Then problem (1 .l), (1.2) with q E 1 has extremal solutions in the sector formed by the constant 
functions [(m/M) T, (M/m) R]. 
PROOF. It is enough to verify that a(n) E (m/M) T is a lower solution and p(n) = (M/m) R is 
an upper solution of the BVP (1.1),(1.2) with q(n) s 1, such that cz 5 /3 on [0, N + 11. I 
For the next corollary, we consider the following BVP with parameter X: 
-A2dn - 1) + y(n) = V(n, y(n)), n E LNI, (3.5) 
~(0) = Y(N), A~69 = AY(N). (3.6) 
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COROLLARY 3.2. Assume that f (n, y) satisfies Condition (H2) and there exist numbers 0 < r < 
R < 00 such that for all n E [1, N], 
f(n, E) 2 KE, jf 0 I E -2 r; 
where 0 < L < K, are real constants. 
Then for each X satisfying l/K 5 X < l/L, the BVP (3.5),(3.6) has extremal solutions in the 
sector formed by the constant functions [(m/M) T, (M/m) R]. 
PROOF. It is immediate from the fact that o(n) = (m/M)r is a lower solution and P(n) = 
(M/m) R is an upper solution for (3.5),(3.6). I 
3.1. Upper and Lower Solutions in the Reversed Order 
As one can see with just an overview, the previous arguments used in the case in which the 
lower solution is under the upper one do not hold in general when the reversed order in CY and ,8 
is given, In fact, in this new situation, the existence results are not true in general, as we see in 
the following example. 
EXAMPLE 3.1. Let f(n, y) = 3y + sin (~(n - 1)/2) (n - l), q = 1, and JV = 4k for k E Z+, the 
set of positive integers. Thus, problem (1.1),(1.2) reads 
-A2y(n - 1) + y(n) = 3y(n) + sin 5 (n - l), 72 E [l,Nl, 
Y(O) = Y(W, AY(O) = AYW 
CLAIM. This BVP does not admit solution. 
First, we rewrite the equation in operator form 
(E2 + 1) y(n) = -sin z 72, 
where A = E - I. Solution of the homogeneous portion of the equation is 
y(n) =Cisin in+Czcos in. 
By using the annihilator method given in [21], E2 + 1 is the annihilator which eliminates the 
nonzero function from the right-hand side of the equation. So we have 
(E2 + 1)2 y(n) = 0. 
We define particular solution of the given equation as 
y(n) =Asin gn+Bcos zn+Cnsin Gn+Dncos in. 
Note that A sin (rn/2) n + B cos (rn/2) n satisfies the homogeneous part of that equation, so it 
is sufficient to substitute y(n) = Cn sin (rn/2) n + Dn cos (rn/2) n. Then we have 
y(n) = f sin P n. 2 
Finally, the general solution of the equation is 
y(n) =Crsin :n+Cscos fn+t sin zn. 
Considering boundary conditions, we end up with 2k = 0 which is not true. So we have desired 
result. 
However,‘cY E 1 is a lower and 6 E -1 is an upper solution such that ,6 5 LY on [l, N + 11. 
Despite this, in some particular situations, one can deduce existence of solutions in the sec- 
tor (6, o]. The following result is proved in [3, Theorem 4.11. 
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THEOREM 3.4. Assume that the function f(n, <) satisfies the following conditions: 
(H2’) f : [1, N] x R + R is continuous with respect to 6 and f (n, E) 2 0 for < E R+, where R+ 
denotes the set of nonnegative real numbers, 
(H3) there exist numbers 0 < r < R < co such that for all n E [l,N], 
Then the BVP (1.1),(1.2), with q(n) E 1, has at least one solution y in the sector formed by the 
constant functions [(m/M) r, (M/m) R]. 
Note that, in this case, o(n) = (M/m) R is a lower solution and p(n) E (m/M) r is an upper 
solution such that p 5 o on [0, iV + I]. 
Obviously, f(n, y) = 3y + sin (r(n - 1)/2) (n - 1) d oes not satisfy Condition (H3). 
The case cr 2 ,L? has been considered recently in different works for differential and difference 
equations. Thus, in [7, Section 6.31, it is obtained that if f satisfies the following condition for 
some M E (0,2 - 2 cos (r/N)]: 
(H4) f(n, x) - (q(n) + W 2 is nonincreasing in z E [p(n), a(n)] for every n E [l, N], 
with cx and ,0 lower and upper solutions of problem (1.1),(1.2) such that 
a(0) = a(N), Ao(0) = Acr(N) and p(O) = P(N), AD(O) = AD(N), 
then one can construct two monotone sequences that converge to the extremal solutions of the 
considered problem. 
The proof of this result is similar to the one given in Theorem 3.3 and uses that the Green’s 
function associated to the linear problem 
-A2y(n - 1) - My(n) = h(n), n E [l,N], y(O) = Y(N), A~(01 = AY(WT 
with M E [0, N + l] x [l, N](O, 2(1 - cos (n/N))] takes negative values. 
Furthermore, this assertion is optimal in the sense that, for all M > 2(1 - cos (r/N)), we can 
find a function f satisfying Condition (H4) and a pair of lower and upper solutions Q and /3 such 
that CY 2 /3 and for which problem (1.1)) (1.2) has no solution in [,0, a]. 
In some *cases, the existence of lower and upper solutions in the reversed order is not possible 
unless they were solutions. 
THEOREM 3.5. Assume that Conditions (HI) and (H2) are satisfied and that there exists a lower 
solution CY, an upper solution p such that /3 5 a on [0, N + 11. If q(n) > 0 in [l, N] and 
f(n, z) - f(n, Y) 5 q(n)(z - Y), 
whenever P(n) 5 y < x 5 a(n). Then a - p E constant and a,@ are solutions of (1.1),(1.2). 
PROOF. 
A2(p - ~)(n - 1) = A2P(n - 1) - A2a(n - 1) 
5 -f(n, P(n)) + q(n)P(n) + f(n, 4n)) - q(nk4n) 5 0. 
This implies that A(P - CX) is nonincreasing. 
As AD(O)-Acu(0) I AD(N)-Aa( th e f unction A@-+) is constant, therefore, (p--o)(n) = 
un + b for some a, b E R. But ,8(O) - a(O) = P(N) - o(N) implies that ,f3 - cx = constant. 
Say a - p E b where b is positive real number. 
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Now we shall prove CY,~ are solutions of (1.1),(1.2). As 
-A2(cx - b)(n - 1) + q(n)(a - b)(n) = -A2a(n - 1) + q(n)a(n) - q(n)b 
I f(% a(n)) - q(n)b 
5 q(nP + f(% a(n) - b) - q(nP 
L f(n, a(n) - b), 
and (o - b) (0) = (o - b)(N) and A(o - b)(O) 2 A(a - b)(N), we conclude that p(n) = o(n) -b 
is a lower solution for (1.1),(1.2). 
The fact that cx is an upper solution can be proved similarly. 
This means that CY,~ are solutions of (1.1),(1.2). 
4. EXISTENCE IN THE LARGE 
I 
In this section, we obtain existence and uniqueness results for problem (l.l),( 1.2) assuming 
some monotonicity properties in function f. 
THEOREM 4.1. Assume that Conditions (Hl) and (H2) are satisfied and that f(n, y) is non- 
increasing in y E R. Then BVP (1.1),(1.2) h as a solution. Furthermore, if f(n, y) is strictly 
decreasing in y or j(n, y) is nonincreasing in y and q > 0 in [l, N], then the solution is unique. 
PROOF. Choose %f = max{]f(n,O)] : 1 5 n 5 N} 2 0. 
Let u(n) be a solution of 
-A2+ - 1) + q(n)u(n) = a, n E p,q 
40) = qv, Au(O) = Au(N). 
Note that, by Remark 2.1, this problem has a unique solution p(n) = u(n) 2 0 on [0, N + 11. 
Since f (n, y) is nonincreasing in y, we have 
-A2P(n - 1) + q(n)P(n) = @ 2 f(n, 0) 2 f(n, P(n)). 
From the boundary conditions, we have that /3 is an upper solution for (l.l),( 1.2). 
To find lower solution, we consider the following BVP: 
-A%(n - 1) + q(n)v(n) = -a, n E i&N], 
40) = 0% Au(O) = Aw(N). 
Using Remark 2.1 again, there is a unique solution w(n) 5 0 on [O,N f 11. Define o(n) := w(n). 
Since f (n, y) is nonincreasing in y, we have 
-A20(n - 1) + q(n)a(n) = -A?f 5 f(n,O) 1 f(n, a(n)), 
and then, from the boundary conditions, cx is a lower solution for (1.1),(1.2). 
Hence, o(n) I: 0 5 p( n ) f or n in [0, N + l] and, by Theorem 3.2, we deduce the existence of at 
least one solution in [cr, /3]. 
Suppose that f(n, y) is strictly decreasing in y. Let z(n) be a second solution for (1.1),(1.2). 
Define z(n) := x(n) - y(n). If x(n) is larger than y(n) for some n, then z(n) has a positive 
maximum at some no E [l, N] so that 
A2z(ne - 1) < 0. 
On the other hand, 
-A2z(nc - 1) + q(no)z(no) = -A2z(nc - 1) + q(ne)s(nc) + A2y(no - 1) - q(no)y(no) 
= f(n0, dn0)) - f(n0,dno)). 
Hence, -A2z(no - 1) < 0, which is a contradiction. 
Similarly, y(n) is nowhere larger than z(n). Hence, CC E y on [0, N + I]. 
Now, we can obtain an existence result under weaker assumptions in f. 
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THEOREM 4.2. Assume that Conditions (Hl) and (HZ) hold and that function f satisfies the 
following properties. 
(H5) sup,>0 f (n, x) < + 03 and inf,<o f (n, x) > -cm. 
036) f(n,x> - (4(n) + 2 - 2 cos r/N) z is nonincreasing in 2 E R for every n E [ 1, N] . 
Then problem (1.1),(1.2) has at least one solution in t3. 
PROOF. From Hypothesis (H5), it is clear that there exist fi and f2 two continuous and strictly 
decreasing functions such that 
fl(%X) < f(n,z) L f2(n,z), 
Consider now for i = 1,2 problems 
for all (n,z) E [l,N] x R. 
-A2y(n - 1) + q(n)y(n) = fi(n, y(n)), n E ILNI, 
Y(O) = Y(N), AY(O) = AY(N), 
which, by Theorem 4.1, have a unique solution ui, i = 1,2. 
From Lemma 3.1, function ~1 is a lower solution and 212 is an upper solution of problem 
(1.1),(1.2), respectively. On the other hand, as it is stated in Remark 2.1, since the Green’s 
function of the linear problem (1.3),(1.2) is positive in [0, N + l] x [l, N], we deduce that ~1 2 112 
in [0, N + 11. 
Now, Condition (H6) is equivalent to Condition (H4) in the sector [UZ, ~11. Hence, we deduce 
the existence of solutions of problem (1.1),(1.2). I 
We can extend the previous result for the case in which function f depends functional and 
discontinuously on the space variable. 
Before this, we enunciate here the following fixed-point theorem due to Heikkilg and Laksh- 
mikamtham in [lo, Theorem 1.2.21. 
THEOREM 4.3. Let Y be a subset of an ordered metric space X, [a, b] a nonempty order interval 
in Y, and H : [a, b] -+ [a, b] a nondecreasing map. If {Hz,} converges in Y whenever {zn} is a 
monotone sequence in [a, b], then function H has two extremal fixed points 21 and 22 in [a, b], 
that is, every fixed point y in [a, b] of H satisfies that y E [Q, ~21. 
The result is the following. 
THEOREM 4.4. Assume that Condition (Hl) holds and let f : [l, N] x R x RN+2 --+ R such that 
f (n, x, y) is continuous and strictly decreasing in x for every y E RN+2 and n E [l, N] fixed or 
f (n, x, y) is continuous and nonincreasing in x for every y E RN+2 and n E [l, N] fixed and q > 0 
in [l, IV] and nondecreasing in y for every x E R and n E [l, IV] tied. 
Suppose that (M given in Remark 2.1) 
(H7) there exists R > 0 such that 
Mz = nysl {If (n, 0, x)1) I minnCIO,N+l] ix(n)I MN ’ if0 < Rs nE/$+ll Ix(n>l. 
Then, problem 
-A2dn - 1) + q(n)y(n) = f (n, y(n), y), n E P,Nl, (4.1) 
~(0) = Y(N), AY@) = AY(N), (4.2) 
has at least one solution. 
PROOF. For each y E R N+2 fixed consider the following problem which we will refer to as , 
problem ( Py) : 
-A2u(n - 1) + q(n)u(n) = f (n, u(n), y), n E LNI, 
40) = u(N), Au(O) = AU(N). 
(4.3) 
(4.4) 
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Since f (n, x, y) is continuous and strictly decreasing in x for any n and y fixed, following the 
proof of Theorem 4.1, we know that problem (PV) admits a unique solution Hy E [yl, ys], where 
y2 is the unique solution of problem 
-A2u(n - 1) + q(n)u(n) = AC&,, n E P,W, 
40) = u(N), Au(O) = AU(N), 
and yi is the unique solution of problem 
-A2u(n - 1) + q(n)u(n) = --My, n E LNI, 
40) = W), AU(O) = Au(N). 
Now, let p E RN+2, /3(n) > 0 large enough such that 
q3 I 
min,q0,N+q if(n) 
MN * 
Then 
N 
HP(n) I PI(n) = c G(n, s)Mp 5 NMMp I 
n=l 
n&i+11 P(n) I P(n)* 
In the same way, from (H7) again, we find a negative function Q such that Ha 2 (Y in (0, N + 11. 
Now we prove that function H is nondecreasing in the sector [cx,~]. 
Let Q 5 x < y 5 /?. Since f is nondecreasing in the third variable, we know that Ha and HP 
are a lower and upper solutions of problems (Pz) and (P,). 
Let’s see that Ha 2 HP. 
On the contrary, from the boundary conditions of such solutions, there exists no E [l, N] such 
that 
Ha(m) - HP(m) = ,c;~+ll Ha(n) - HP(n) > 0. 
Consequently, A2(Ho(n) - HP(n))(no - 1) < 0. 
However, 
-A2(Ha - HP)(no - 1) + q(n)(Ha - HP)(nc) = f(nc, Ho(ns), a) - f(ne, HP(no),P) < 0, 
which contradicts the previous inequality. 
Consequently, from Theorem 4.1, we deduce that Hz, Hy E [Ha, HP]. On the other hand, 
the unique solution Hx of problem (Pz) is a lower solution of problem (P,). Consequently, the 
unique solution Hy of problem (Pr,) is lying between Hz and H/3, i.e., H is a nondecreasing 
function. 
Now, Theorem 4.3 implies that H has extremal fixed points in [a, p]. Since the fixed points of 
function H are the solutions of problem (4.1),(4.2), we deduce that such problem admits at least 
one solution. I 
REMARK 4.1. Note that, in the previous result, we do not impose continuity assumptions to 
function f in their functional dependence. 
EXAMPLE 4.1. The following problem has at least one solution: 
-A2y(n - 1) + q(n)y(n) = h(n) - (y(n))3 + 
1 
J n E [LNI, 
~(0) = Y(N), AY@) = AYP), 
where by [xl, we denote the integer part of the real number x. 
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