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L’utilisation des réseaux de capteurs sans fil (RCSF) croît dans plusieurs domaines, dont 
celui des espaces intelligents. Dans un espace intelligent, les RCSF sont utilisés puisque 
les noeuds qui les composent se dissimulent dans l’environnement et consomment très peu 
d’énergie. Pour l’installation, la maintenance et la gestion des contextes, il est nécessaire 
de pouvoir reprogrammer un. noeud sans avoir à le redémarrer.
Ce projet de recherche vise l’amélioration de la reprogrammation des RCSF en utilisant 
l’ingénierie logicielle basée sur les composants (ILBC). En utilisant un cadriciel hybride 
de composants et un format exécutable allégé, les composants dynamiques deviennent 
utilisables à moindres coûts. Les résultats obtenus lors de ces travaux ont été publiés dans 
un article de journal. Les travaux de ce projet se divisent en deux volets.
Le premier volet est l’optimisation des cadriciels dynamiques de composants. Le problème 
est que ces derniers demandent trop de ressources et ne sont pas envisageables pour les 
RCSF. Afin de diminuer la surcharge en taille de l’utilisation de composants dynamiques, 
un concept de cadriciel hybride de composants est proposé. Pour valider ce concept, le ca­
driciel NodeCom est créé et requiert aussi peu de mémoire que Contiki. NodeCom possède 
un noyau minimal qui est statique alors que les autres composants peuvent être statiques 
ou dynamiques.
Le deuxième volet est l’optimisation de la reprogrammation adaptée aux RCSF avec 
l’ILBC. C’est en compressant. le format de fichiers exécutable qui contient les compo­
sants que la reprogrammation est optimisée. Le chargement dynamique utilisé est accéléré 
et la consommation énergétique du transfert de composants est diminuée. C’est le format 
ELF qui est modifié pour partager les composants dynamiques. Pour réduire sa taille, plu­
sieurs sections et symboles peuvent être supprimés en raison des contraintes imposées par 
l’utilisation de l’ILBC. Puisque les RCSF utilisent majoritairement des microcontrôleurs 
8 bits ou 16 bits, les métadonnées 32 bits du format ELF sont converties. La résultante 
de ces modifications est le format de composants ComELF qui permet d ’obtenir des com­
pressions de près de 50 %. À ce format, une description des composants est finalement 
ajoutée pour permettre une gestion automatique du chargement dynamique.
Mots-clés : Ingénierie logicielle basée sur les composants, chargement dynamique, repro­
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1.1 Mise en contexte
Selon une étude récente publiée en mai 2011 (electronics publicationsx), le marché des 
espaces intelligents est un secteur en pleine croissance. Plusieurs objectifs motivent cette 
avenue. On retrouve, par exemple, la sécurité à domicile, le confort des personnes et la 
gestion intelligente de l’énergie. Les espaces intelligents peuvent être un luxe pour certains, 
mais une nécessité pour d’autres.
Le laboratoire de domotique et d’informatique mobile de l’Univeristé de Sherbrooke (DO­
MUS) effectue des recherches afin de rendre disponibles les espaces intelligents aux per­
sonnes atteintes de déficience cognitive. Ces dernières sont souvent obligées de quitter 
leur domicile, car elles ne sont plus autonomes. Les statistiques démontrent que plus de 
13% [6] des personnes arrivées à un âge avancé souffriront de déficiences cognitives. Avec 
la grande quantité de personnes vieillissantes que forme le groupe des baby-boomers, il 
est évident que les CHSLD seront encore plus submergés qu’ils ne le sont aujourd’hui. Les 
espaces intelligents sont donc une façon de permettre aux gens de garder leur autonomie le 
plus longtemps possible. C’est pour ces raisons que les espaces intelligents sont un besoin 
urgent.
Lors de la création du laboratoire DOMUS, en 2005, les chercheurs fondateurs ont voulu 
répondre à ce besoin avec des solutions informatiques. Le DOMUS est un laboratoire de 
recherche localisé en périphérie d’un appartement complet de type quatre et demie (fi­
gure 1.1) situé au sous-sol. du pavillon Marie-Victorin de l’Université de Sherbrooke. Les 
expérimentations sont effectuées à même l’intérieur de celui-ci pour valider l’aide qu’il 
est possible d’apporter [24]. L’objectif est de démontrer que les appartements intelligents 
peuvent aider les personnes en perte d’autonomie dans toutes leurs activités. L’apparte­
ment possède donc plusieurs capteurs afin de reconnaître l’état de l’habitat ainsi que les 
activités d’une personne. En plus de ces capteurs, plusieurs effecteurs sont installés dans 
l’appartement afin d’agir sur l’environnement et même d’interagir avec les personnes.
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Figure 1.1 Infrastructure actuelle au laboratoire DOMUS.
Depuis la création du laboratoire, des partenariats avec des centres d’aide ont été éta­
blis. Avec la collaboration du Centre de réadaptation de l’Estrie (CRE), le laboratoire a 
construit des résidences alternatives et travaille aujourd’hui à les équiper pour les rendre 
intelligentes. En raison de la grande quantité de résidences, il est important d’avoir une 
infrastructure facile à installer et adaptable.
Dans l’optique de trouver des solutions intéressantes pour les résidences alternatives, le 
laboratoire DOMUS peut minimiser son infrastructure, qui comporte quelques lacunes. 
Les logiciels créés au DOMUS s’exécutent sur un seul serveur, ce qui peut engendrer 
une réduction des performances. De ce fait, si ce serveur venait à s’arrêter, les services 
d’aide seraient interrompus et cela pourrait être critique dans certains cas. L’infrastructure 
présente dans le laboratoire DOMUS est composée de plusieurs serveurs et de panneaux 
d ’entrées et de sorties analogiques. Tout cela occupe cependant une pièce complète à 
l’intérieur d’un appartement.
Afin de répondre à plusieurs besoins, ce sont différents services qui doivent être installés 
sur les serveurs et ensuite configurés. À ces services sont aussi attachés des besoins en
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capteurs et effecteurs présents dans l’environnement. Ces derniers sont reliés aux serveurs 
avec beaucoup de câblage. Ce sont toutes ces contraintes qui rendent difficile l’installation 
d’un espace intelligent tel que présenté. Une fois le travail pour installer le tout terminé, 
il est ensuite compliqué d’ajouter du matériel ou de modifier l’infrastructure. Voici un 
résumé de tous les problèmes du laboratoire :
a) Performance réduite
b) Aucune redondance
c) Coût d’installation élevé
d) Déploiement ardu
e) Évolution restreinte
Les réseaux de capteurs sans fil (RCSF) offrent une technologie qui permet de résoudre ces 
problèmes. La figure 1.2 illustre l’architecture complète du RCSF imaginé au DOMUS par 
Abdulrazak et al. [1]. Tel qu’illustré, les RCSF utilisent habituellement une distribution 
en maillage afin de communiquer. On appelle des noeuds les unités informatiques qui 
composent cette architecture de RCSF.
L’utilisation de plusieurs unités intelligentes dans un réseau distribué en maillage présente 
plusieurs avantages. Ce type de réseau distribue la capacité de traitement entre une mul­
titude de noeuds et résout les problèmes a  et b. Les ressources disponibles à l’intérieur 
des noeuds présentés à la figure 1.2 diminuent plus le niveau tend vers l’environnement 
physique. Dans cette figure, on retrouve des noeuds multimédias (noeuds m) et des noeuds 
physiques (noeuds p), qui sont interconnectés avec des noeuds concentrateurs (noeuds c) 
ayant des capacités plus grandes.
Réseau de noeuds de capteurs
■i
• •  •Niveaq,
Légende
  communication directe
  œrmxrkadon indirecte
Ntaaug environnement phydque 
(effecteur et capteur)
Niveau el endronnemert irforrnatique 
________(traitement de l’Information)
Figure 1.2 Exemple d’un réseau de capteurs sans fil.
L’utilisation d’un tel RCSF règle le problème c, car ce sont les plus petits noeuds qui sont 
en plus grande quantité. Une particularité importante d’un RCSF est que tous les noeuds 
peuvent communiquer entre eux par le biais d’un réseau. C’est en utilisant spécifiquement
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un réseau sans fil que les problèmes d  et e sont diminuer puisqu’il n’y a plus de câblage à 
installer et qu’il est plus facile d’ajouter et d’enlever des noeuds. Ces deux derniers pro­
blèmes subsistent tout de même par le besoin de personnaliser l’infrastructure électronique 
et informatique aux besoins des personnes.
1.2 Problématique
Le problème de déploiement et d’évolution restreinte ne se corrige pas en utilisant sim­
plement les réseaux de capteurs sans fil. Pour permettre une personnalisation de l’infra­
structure pour chaque personne et respecter les besoins changeants, les RCSF doivent 
facilement être adaptés. C’est cette nécessité qui rend complexe le déploiement et qui 
requiert une évolution non prévisible. Afin de gérer le déploiement d’un réseau de façon 
optimale tout en respectant les besoins de chaque individu, l’électronique et le logiciel des 
noeuds doivent être adaptables.
C’est avec le projet de RCSF NodeUS que le laboratoire DOMUS entend pallier ces pro­
blèmes. Les noeuds du projet NodeUS sont donc conçus de façon modulaire pour diviser 
les besoins. La figure 1.3 illustre ces derniers, qui sont représentés en couches. Ce principe 
de couche est utilisé pour adapter facilement les cartes aux besoins, c’est-à-dire que chaque 
couche est interchangeable avec une autre.
Pour appuyer ces combinaisons dynamiques, le projet NodeUS requiert aussi l’utilisation 
de logiciels dynamiques. En alliant le matériel interchangeable et les logiciels dynamiques, 
il est possible de modifier l’infrastructure pendant qu’elle est en fonction, c’est-à-dire que 
cela permet une utilisation plug’n’pîay des noeuds.




Figure 1.3 Modularité d’un noeud NodeUS.
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Ce projet de recherche se situe au niveau des RCSF, plus particulièrement au niveau de 
la reprogrammation des noeuds. Ce qu’on retrouve principalement dans l’état de l’art, 
ce sont des travaux sur la mise à jour des logiciels. Or, dans le contexte d ’infrastructure 
pour un espace intelligent, des logiciels peuvent être déplacés et du nouveau code, ajouté 
dans le réseau. Au laboratoire DOMUS, c’est une utilisation dynamique plutôt lente qui 
est demandée, c’est-à-dire qu’il y aura peu de reprogrammation. Voici les cas typiques où 
utiliser la reprogrammation :
- Développement d ’une application - Nouvelle fonctionnalité
- Correction d’une erreur - Application dynamique
- Reconfiguration du matériel
La reprogrammation n’est pas aussi simple pour la majorité des noeuds d’un RCSF puis­
qu’ils utilisent des microcontrôleurs comme processeur. Ces derniers sont beaucoup moins 
performants que des processeurs tels que Pentium. Il existe à ce jour des méthodes pour 
reprogrammer un noeud utilisant un microcontrôleur, mais elles demandent toujours beau­
coup de ressources. Les logiciels dynamiques pour microcontrôleur sont donc souvent igno­
rés comme solution. Il faut chercher comment rendre adéquate la reprogrammation d ’un 
noeud utilisant un microcontrôleur.
Le partage des logiciels dynamiques est aussi un aspect complexe en ce qui concerne 
la gestion des transferts de logiciels et du jumelage de ces derniers. Les techniciens qui 
installent le RCSF dans un appartement ne doivent pas avoir à connaître tous les logiciels 
utilisés par chaque noeud. L’utilisation d’un déploiement automatique est donc privilégiée 
afin de simplifier l’installation. Pour ce faire, les logiciels dynamiques doivent se décrire 
d’eux-mêmes et être capables de retrouver leur dépendance. Il existe déjà des techniques 
appücables pour les ordinateurs personnels, mais ces dernières demandent beaucoup de 
ressources qui sont souvent insuffisantes dans un microcontrôleur.
Avec ces informations, la question de recherche suivante se pose :
Com m ent am éliorer la reprogram m ation des noeuds d ’un réseau de
capteurs sans fil ?
L’ingénierie logicielle basée sur les composants (ILBC) est la solution qui a été adap­
tée pour répondre à cette question. Ce sont les contraintes de programmation qu’impose 
l’ILBC qui promettent de simplifier l’utilisation des logiciels dynamiques. L’ILBC définit 
aussi clairement les interactions des logiciels et cela promet de simplifier le partage des
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logiciels dynamiques. L’ILBC propose aussi de bonnes approches quant à la gestion des 
composants. Les composants communiquent au travers d ’interfaces qui établissent certains 
contrats. Il existe à ce jour des cadriciels d’ILBC pour RCSF, mais ils ne répondent pas 
aux besoins du projet NodeUS en raison de son matériel dynamique qui possède très peu 
de ressources. La majorité des cadriciels ILBC sont statiques, et ceux qui sont dynamiques 
requièrent beaucoup trop de ressources. Il faut donc chercher une méthode hybride qui 
peut rendre adéquate l’utilisation de l’ingénierie logicielle basée sur les composants pour 
les RCSF. En ce sens, les objectifs de ce projet de recherche sont :
1. optimiser les cadriciels dynamiques de composants ;
2. optimiser la reprogrammation adaptée aux RCSF avec l’ILBC.
1.4 Plan du mémoire
Ce mémoire de recherche se développe comme suit. Le chapitre 2 présente la revue de la 
littérature effectuée dans le cadre de ce projet de recherche. Le chapitre 3 présente l’éla­
boration d’un cadriciel dynamique de composants adapté aux besoins du projet NodeUS. 
Le chapitre 4 présente l’élaboration d’un format de composants optimisé pour les micro- 
contrôleurs. Finalement, le chapitre 5 présente la conclusion de ce projet de recherche.
CHAPITRE 2
REVUE DE LA LITTÉRATURE
Ce chapitre présente la revue de la littérature effectuée dans le cadre de ce projet de 
recherche sur la reprogrammation de noeuds pour réseau de capteurs sans fil (RCSF). 
D’abord, les RCSF avec leurs principales utilisations et plateformes, l’informatique om­
niprésente et la reprogrammation sont introduits. Ensuite, le paradigme de l’ingénierie 
logicielle basée sur les composants (ILBC) est décrit. Puis, l’utilisation de l’ILBC est iden­
tifiée comme moyen pour améliorer la reprogrammation des RCSF. Finalement, d’autres 
méthodes pour optimiser la reprogrammation par chargement dynamique sont présentées.
2.1 Les réseaux de capteurs sans fil
L’intérêt pour la technologie des réseaux de capteurs sans fil (RCSF) croît depuis le début 
des années 2000, car ils répondent à plusieurs besoins tels que le faible coût de production 
des unités et leur faible consommation en électricité [13, 29). Un RCSF se compose de 
plusieurs petits noeuds qui sont dispersés dans l’environnement. Avec tous ces noeuds 
dispersés, un RCSF peut collecter facilement de l’information et la diffuser rapidement. 
Cette section présente les utilisations typiques, les multiples plateformes, l’informatique 
omniprésente et la reprogrammation appliquées aux RCSF.
2.1.1 Les utilisations typiques
Il existe plusieurs exemples d’utilisation pratique des RCSF. L’un des premiers scénarios 
imaginés pour les RCSF est la surveillance d’un habitat naturel. Les chercheurs de l’Uni­
versité de Californie [41], à Berkeley, ont déployé un large RCSF pour surveiller une île. 
La problématique était que l’éeosystème y était très fragile et qu’il ne fallait absolument 
pas le perturber. C’est pourquoi un déploiement aléatoire et rapide de noeuds à travers 
l’île était une solution judicieuse. D’autres chercheurs ont utilisé le même principe pour 
surveiller une population de zèbres [40].
Puisque l’alimentation en électricité n’est pas possible dans ce genre de scénario, les noeuds 
doivent consommer aussi peu d’énergie que possible. Dans le cas de l’Université de Califor­
nie, les données étaient recueillies toutes les 10 minutes, et ce, pendant seulement 2 heures. 
Le reste du temps, les noeuds économisaient leur énergie en état de veille.
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Il y a plusieurs revues de littérature dans lesquelles on retrouve des cas d ’utilisation de 
RCSF très intéressants. Par exemple, Akyildiz et al. [4] présentent plusieurs scénarios 
d’utilisation ainsi que la conception entière d’un réseau et de ses noeuds. Les capteurs 
utilisés varient entre capteurs de température, d’humidité ou de présence. Avec la revue 
de Kuorilehto et al. [37], on retrouve d ’autres exemples de scénarios ainsi que différentes 
topologies de réseaux.
Ces premiers scénarios sont statiques et ne requièrent pas qu’un noeud soit reprogrammé. 
Cependant, il existe des exemples où il est important que la reprogrammation d’un noeud 
soit possible. L’un des premiers scénarios imaginés qui nécessitent de la reprogrammation 
est la gestion du changement de contexte afin de répondre à des événements. Des chercheurs 
de l’Université Washington à St-Louis avaient besoin de.modifier le comportement des 
noeuds présents dans une forêt lorsqu’un incendie était détecté [22]. Les noeuds pouvaient 
donc passer d’un état passif de surveillance à un état actif pour aider les opérations de 
recherche et de sauvetage des pompiers. Un autre scénario en lien avec les incendies a été 
imaginé par des chercheurs de l’Université Lancaster en Grande-Bretagne [16].
2.1.2 Les plateformes existantes
Un réseau de capteurs sans fil (RCSF) est un ensemble de plusieurs noeuds. Pour créer 
ces noeuds, plusieurs universités et plusieurs compagnies privées ont conçu leur propre 
plateforme. Les principales plateformes pour les RCSF utilisent comme microcontrôleur 
un AVR de Atmel1 ou un MSP430 de Texas Instrument2. Ces derniers sont réputés pour 
consommer très peu d’énergie et avoir peu de mémoire. Le tableau 2.1 présente une liste 
de plateformes connues pour les RCSF.
Tableau 2.1 Plateformes connues pour les réseaux de capteurs sans fil.













http : / /www.atmel.com
http : / /www.snm.ethz.ch/Projects/TmoteSky
http : / / www.zolertia.com/ products/z 1
http : /  / www.libelium. com/products/waspmote
http : / /www.pervasa.com/
http : / /www.dcs.bbk.ac.uk/ gr/pubs.html
Ces plateformes possèdent pratiquement toutes les mêmes capacités : elles ont moins de 
10 kO de RAM et moins de 128 kO de flash. Ce qui différencie ces plateformes est leur
xhttp : //www.atmel.com
2http : / /www.ti.com/
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taille physique ainsi que la disponibilité des périphériques du microcontrôleur, c’est-à-dire 
que la configuration matérielle limite la quantité de périphériques accessibles puisque cer­
tains ne sont pas connectés. Par exemple, le Tmote Sky ne présente qu’un seul port de 
communication série alors qu’il y en a deux disponibles sur son microcontrôleur. Les plate­
formes pour les RCSF se divisent en deux catégories : la première est celle des plateformes 
monolithiques (figure 2.1), alors que la deuxième est celle des plateformes multicouches (fi­
gure 2.2).
vdïÏÏÊÎ
(a) Tmote Sky (b) AVR Raven
Figure 2.1 Plateformes monolithiques pour les réseaux de capteurs sans fil.
* r
(a) Atlas (b) Sensor cubes
Figure 2.2 Plateformes multicouches pour les réseaux de capteurs sans fil.
Pour une plateforme monolithique, on peut retrouver une radio pour la communication 
sans fil, mais elle est intégrée et ne peut être remplacée. Les plateformes multicouches 
sont pratiques lorsque les noeuds doivent être adaptés à un RCSF particulier. Outre la 
communication, il peut aussi y avoir des besoins supplémentaires en mémoire. Encore une 
fois, les plateformes monolithiques limitent la quantité de mémoire disponible. L’usage
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répandu de plateformes monolithiques nuit donc à l’évolution des RCSF, car elle limite 
rapidement l’usage du matériel utilisé.
Les principales plateformes multicouches sont les plateformes Sensor Cube [56] et les plate­
formes Atlas [34]. Munies des mêmes microcontrôleurs que les plateformes monolithiques, 
ces dernières offrent toutefois plus de flexibilité. C’est en changeant simplement une ou plu­
sieurs couches et potentiellement le logiciel qu’il est possible de changer le comportement 
d’une plateforme pour celui désiré.
2.1.3 L’informatique omniprésente
Puisque les noeuds sont distribués dans l’environnement, les RCSF sont souvent associés à 
l’informatique omniprésente. Cependant, les RCSF d’aujourd’hui sont seulement appelés 
à collecter des données et à transférer celles-ci à des noeuds qui ne font pas partie du 
RCSF. Ce sont des applications sur un serveur centralisé qui traitent les informations et 
qui réagissent en conséquence.
Le DOMUS a introduit la vision de l’informatique omniprésente autonome [25] pour pré­
senter des mécanismes autonomes de configuration, de réparation, d’optimisation et de 
protection d’un système distribué. Il va de soi que cette vision coïncide avec les besoins 
des RCSF. Or, pour être opérationnelle, l’informatique omniprésente autonome requiert 
des systèmes ayant la capacité de déployer dynamiquement de nouvelles applications ou 
des mises à jour. Il est donc nécessaire, pour appliquer cette vision au réseau de noeuds 
de capteurs, que la reprogrammation soit possible. Par exemple, dans le cadre du projet 
Tyche [26], les auteurs évaluent comment avoir un système qui s’autoconfigure, qui s’auto- 
régénère, qui s’auto-optimise et qui s’autoprotège. Pour permettre cette autonomie, c’est 
la reprogrammation qui est utilisée. Ce projet est cependant destiné à des plateformes 
beaucoup plus grosses que celles utilisées dans un RCSF typique.
2.1.4 La reprogrammation
La reprogrammation pour microcontrôleur consomme beaucoup d ’énergie et d ’espace mé­
moire. Or, l’objectif principal d’un RCSF est de rester actif plusieurs mois sans aucune 
intervention humaine. C’est pourquoi plusieurs chercheurs tentent de diminuer ce coût 
tout en conservant la même performance.
Il existe plusieurs méthodes pour reprogrammer un noeud. De façon générale, on trouve 
trois solutions. La première utilise une séquence d’amorce standard (1) avec du code natif.
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Un code natif est un code binaire directement interprétable par un processeur et généré à 
l’aide d’un langage comme le C. La deuxième option est d’utiliser un code qui s’exécute sur 
une machine virtuelle (2), telle la machine virtuelle Java. La troisième et dernière option 
est le chargement dynamique (3), qui utilise aussi du code natif.
1. Séquence d ’am orce stan d ard
Cette technique est actuellement la plus répandue, car c’est la plus simple à implé- 
menter. Cependant, cette méthode utilise du code statique. Utiliser une séquence 
d’amorce standard, telle que TOSBoot [31], requiert de reprogrammer une image 
entière dans une section de mémoire réservée. Puisque c’est l’intégralité du code qui 
est transmis, peu importe le moyen de communication, il est évident que cela n ’a 
pas une faible consommation énergétique. À la suite du téléchargement du code, le 
matériel doit être redémarré pour que le code soit exécuté.
2. M achine virtuelle
La machine virtuelle permet d ’avoir un code portable pour de multiples plateformes 
puisque c’est la machine qui exécute le code et non le microcontrôleur. Contrairement 
à la séquence d’amorce standard, les applications qui sont créées pour les machines 
virtuelles sont plus compactes. De plus, elles peuvent être téléchargées en plusieurs 
petits modules sans avoir à arrêter tout le système. Par conséquent, le coût de 
transfert du code est plus faible. Cependant, la faible taille du code implique une 
surcharge d’opérations lors de l’exécution du code. Voici plusieurs exemples où l’on 
utilise les machines virtuelles : VM* [36], Mate [38], MagnetOS [39], SunSpot3. Il 
existe une légère variante qui ressemble beaucoup aux machines virtuelles, mais 
qui n’implique pas l’utilisation de la virtualisation. Sans recréer l’abstraction d’une 
machine complète, les interpréteurs de script permettent d’exécuter des codes aussi 
légers que sur une machine virtuelle. Ces dernières sont cependant généralement plus 
spécifiques et offrent moins de liberté [11].
3. C hargem ent dynam ique
Le chargement dynamique utilise un mécanisme similaire à la machine virtuelle, mais 
utilise plutôt du code natif. Comparativement à la machine virtuelle, un code natif 
est exécuté directement et demande moins de cycle d’horloge. L’utilisation du char­
gement dynamique est donc moins coûteuse à long terme. Voici plusieurs systèmes 
d’exploitation qui fournissent le chargement dynamique : Arena [9], Contiki [20],
3http : / /www.sunspotworld.com/
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LiteOS [14], Lorien [47], Mantis OS [2, 10], RETOS [15], Senspire OS [18], SOS [27] 
et Valentine [30].
Pour ces trois méthodes, la reprogrammation est toujours réalisée en trois étapes. Pre­
mièrement, le code est écrit et compilé sur un ordinateur de développement. Ensuite, le 
code est disséminé jusqu’au noeud destinataire. Finalement, le code est mis en mémoire 
et chargé. Chacune de ces étapes engendre des coûts (temps ou mémoire) différents qui 
doivent être pris en compte.
Les recherches de l’Institution suédoise de la science informatique [19] présentent une 
étude sur le choix d’une méthode plutôt qu’une autre. Le tableau 2.2 présente un résumé 
de cinq critères pour effectuer un choix entre les trois méthodes présentées. Les critères 
de comparaison des méthodes de reprogrammation utilisent une échelle de zéro à dix, où 
zéro est le moins favorable et dix, le plus favorable.
Tableau 2.2 Comparaison des méthodes de reprogrammation.
Simplicité Type Exécution Occupation Transfert
Chargement dynamique 0 Dynamique 10 10 5
Machine virtuelle 5 Dynamique 0 5 10
Séquence d’amorce 10 Statique 10 0 0
2.2 L’ingénierie logicielle basée sur les composants
L’ILBC est un paradigme de programmation qui se présente principalement sous la forme 
de cadriciels (framework) de composants. Les cadriciels de composants sont déjà utilisés 
pour les ordinateurs personnels, mais ils ne sont utilisés que depuis peu pour les RCSF.
Ces cadriciels peuvent être regroupés en deux groupes : les cadriciels statiques de compo­
sants et les cadriciels dynamiques de composants. Malgré la différence entre un cadriciel 
statique ou dynamique, les composants, de façon générale, s’y utilisent de façon identique.
2.2.1 Le paradigme de l’ingénierie logicielle basée sur les composants
L’ILBC est un paradigme de programmation qui impose plusieurs contraintes. Parmi 
toutes les contraintes, la principale est l’utilisation d ’interfaces pour joindre deux logi­
ciels. C’est d’ailleurs avec ces interfaces qu’il est possible d’utiliser la reprogrammation.
La reprogrammation est identifiée comme un besoin principal pour plusieurs scénarios. 
Cependant, cette opération est coûteuse pour les réseaux de capteurs sans fil (RCSF).
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Pour simplifier la reprogrammation, l’ILBC est une piste intéressante puisqu’elle optimise 
les connexions entre les différents modules du code.
L’ingénierie logicielle basée sur les composants n’est pas un nouveau concept. Son prin­
cipe de base consiste à diviser les applications en composants et à les rendre accessibles 
seulement via des interfaces. Cette division facilite la réutilisation de code existant et 
accélère la création de nouvelles applications. Une interface associée à un composant est 
utilisée à deux fins, soit : l’énumération de ses fonctionnalités et l’énumération de ses dé­
pendances. Les interfaces agissent donc comme une sorte de contrat que les composants 





Figure 2.3 Un composant et ses interfaces.
Le processus pour créer une application avec des composants comporte trois étapes :
1. Conception
L’application est divisée en composants et les interfaces entre ces derniers sont dé­
finies. Puisque l’ILBC favorise la conception de composants et d ’interfaces réutili­
sables, il est fort probable qu’il en existe déjà. La figure 2.4 présente un exemple de 
composant qui serait utilisé pour fusionner deux canaux de son en un. Cependant, 









Figure 2.4 Exemple d’un composant.
Les interfaces représentent les capacités d’un composant en regroupant de façon 
logique plusieurs fonctions en un ensemble. L’utilisation des interfaces simplifie donc 
la maintenance des logiciels puisqu’il est plus efficace de s’attacher à un groupe de 
fonctions plutôt qu’à chacune d’entre elles.
2. P réfabrication
L’implémentation des composants est effectuée tout en respectant les fonctionnalités 
définies par les interfaces.
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3. Construction
Les composants sont assemblés ensemble par leurs interfaces pour créer l’application 
désirée. Même si les interfaces dictent clairement les responsabilités d’un composant, 
il est possible que son comportement varie. Il faut donc choisir avec précaution 
l’implémentation d’un composant.
Wang et al. [60] présentent une revue de la littérature sur les défis et les approches quant à 
la reprogrammation des RCSF. Ils soulignent qu’il serait nécessaire d’avoir un contrôle de 
version, mais des composants peuvent justement être dotés de version. Ils mettent aussi en 
évidence le besoin d’optimiser les techniques de séquence d’amorce standard. Cependant, 
cette dernière requiert de redémarrer les noeuds, contrairement au chargement dynamique. 
Il manque donc de vision sur l’utilisation de l’ILBC comme solution au chargement dyna­
mique dans les revues de la littérature existantes.
2.2.2 Les cadriciels et les langages de composants
On retrouve des cadriciels pour créer des applications à base de composants pour le C, 
le C++, le Java ainsi que plusieurs autres langages. Des chercheurs de la compagnie 
Microsoft ont créé un cadriciel de composants pour C++. Il s’agit du Comportent Object 
Model (COM). À l’origine, il répondait à des besoins locaux, mais il a ensuite été modifié 
pour répondre à des besoins distribués et ainsi devenir le Distributed Component Object 
Model (DCOM). Pour le Java, on retrouve plusieurs cadriciels qui implémentent la norme 
technique Open Services Gateway initiative (OSGi).
L’ingénierie logicielle basée sur les composants (ILBC) est reconnue et utilisée dans le 
milieu de la recherche et de l’industrie par plusieurs normes techniques. Pour certaines 
normes, l’ILBC est même indépendante du langage de programmation, car les composants 
peuvent être interconnectés les uns aux autres par une communication réseau.
En plus d’utiliser un cadriciel, certains auteurs ont créé des langages de programmation 
pour simplifier l’utilisation des composants. L’utilisation d’un langage orienté composant 
ne donne cependant aucun gain de performance, car il utilise tout de même un cadriciel 
de composants.
L’Objective C, dérivé du C, est l’un des premiers langages créés pour démontrer la fai­
sabilité d’un langage orienté composant. Les créateurs de ce langage ont aussi démontré 
qu’il suffisait de peu de changements aux compilateurs C pour l’utiliser. C’est d’ailleurs 
le langage de prédilection pour programmer sur un Mac. Dans une direction similaire, le
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langage nesC a été créé, mais cette fois pour les RCSF. Le nesC est aussi un dérivé du 
C ayant été développé par des chercheurs de l’Université Berkeley pour répondre à leurs 
besoins de RCSF [23].
2.2.3 Les cadriciels statiques de composants
Parmi tous les cadriciels existants, il en existe une quantité considérable qui utilise les 
composants de façon statique. Les applications construites avec un cadriciel statique de 
composants sont donc monolithiques. Contrairement à des applications dynamiques qui 
peuvent utiliser des modules complémentaires, les applications monolithiques ont une taille 
fixe. Cette taille est réduite à son minimum puisque toute l’information d ’édition des liens 
n’est pas conservée. L’utilisation de composants permet une meilleure fragmentation et 
réutilisation du code. Taherkordi et al. ont démontré que l’utilisation d’un cadriciel statique 
de composants permet de créer des applications de taille égale, voire plus petite que celles 
qui n’utilisent pas les composants [54].
La figure 2.5 présente l’exemple d’une application utilisant des composants de façon en­
tièrement statique. Les composants tels qu’illustrés sont tous inclus dans un bloc non 
reprogrammable.
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Figure 2.5 Cadriciel entièrement statiques de composants.
TinyOS [29] est un système d’exploitation extrêmement léger créé au début des années 
2000 qui a mené à l’élaboration du langage nesC. L’utilisation de composants pour créer 
le système d’exploitation permet d’avoir une collection de composants réutilisables. Cela 
minimise la taille des applications créées puisque tous les composants non utilisés ne sont 
pas liés à l’exécutable. Toutes les applications nesC sont décrites par une configuration 
haut niveau qui connecte ensemble les composants utilisés. L’utilisation des composants 
et l’imbrication du modèle d’ordonnancement de tâches aux composants permettent au 
compilateur nesC de découvrir facilement les courses de données et permettent plusieurs 
optimisations de performance.
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Le projet Real-Time Software Comportent (RTSC)4 présente, de façon similaire au nesC, la 
possibilité de créer des applications par le biais de composants statiques. Le projet RTSC 
est adapté autant pour les systèmes embarqués 32 bits que pour les microcontrôleurs 8 bits. 
Les applications sont générées avec des scripts expanded C (XDC), qui sont indépendants 
de la plateforme cible. RTSC est un projet de VEclipse foundation et de Texas Instruments.
REMORA [54] est un autre cadriciel statique de composants basé sur le C. Ce dernier 
utilise une description de composants par des fichiers XML. L'implémentation est dans 
un langage similaire au C, avec lequel il est possible de faire référence aux descriptions 
contenues dans les fichiers XML. C’est un outil qui génère ensuite des fichiers C standard 
prêts à être compilés et installés sur des microcontrôleurs.
Ces cadriciels statiques de composants ont l’avantage d’utiliser beaucoup moins de res­
sources que les cadriciels dynamiques de composants. Par exemple, le système d’exploita­
tion TinyOs ne prend que 0.43 kO, comparativement aux 29.7 kO que requiert le système 
d’exploitation Lorien présenté à la section 2.2.4. Cet avantage est d ’ailleurs aussi vrai pour 
les applications n’utilisant pas de composants.
2.2.4 Les cadriciels dynamiques de composants
La particularité des cadriciels dynamiques de composants est qu’ils possèdent des méca­
nismes pour télécharger, charger dynamiquement et exécuter de nouveaux composants. 
Les éléments suivants représentent le minimum requis pour permettre le chargement dy­
namique de composants :
- un système de fichiers pour conserver les composants ;
- un chargeur de fichiers exécutables pour charger et exécuter les composants ;
- un gestionnaire de mémoire volatile pour les états des composants.
La figure 2.6 présente l’exemple d’une application utilisant uniquement des composants 
dynamiques. Le cadriciel dynamique de composants est illustré par les quatre composants 
à l’intérieur de la boîte en pointillé.
Le cadriciel dynamique de composants utilisé avec le système d’exploitation Windows est 
le COM5. Avec ce cadriciel, les composants sont compilés et enregistrés à l’intérieur de 
fichiers au format DLL pour les rendre dynamiques et sont partageables par le système 
de fichiers. Une fois enregistrés dans le registre de Windows, les composants peuvent être
4http ://rtsc.eclipse.org/doc8
5http : / /www.microsoft.com/com
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Figtxre 2.6 Cadriciel entièrement dynamiques de composants.
utilisés dans toutes les applications. Puisque c’est le format DLL qui est utilisé, la méthode 
de reprogrammation est le chargement dynamique. Le cadriciel COM et ses composants 
sont programmés avec le langage C ++ et le code est structuré de manière simple et efficace. 
L’avantage du COM est que la gestion des composants est très simple. Le cadriciel COM 
utilise directement des pointeurs d’objets avec un mécanisme de compteur de références, 
c’est-à-dire qu’une référence est prise lors de la création du composant et d’autres sont 
prises lorsque les pointeurs d ’interfaces sont obtenus. Une fois que le composant n’a plus 
aucune référence, il est automatiquement détruit.
OSGi est une norme technique pour cadriciel dynamique de composants établie par l’OSGi 
Alliance. Contrairement au COM, qui pourrait tout aussi bien s’utiliser avec d’autres 
langages, OSGi est spécialement conçue pour Java. Le système est entièrement basé sur 
la machine virtuelle de Java et certains mécanismes disponibles uniquement avec Java. 
La norme OSGi propose donc une reprogrammation par machine virtuelle en utilisant des 
fichiers au format .jar. Tout comme le cadriciel COM, OSGi utilise des pointeurs vers les 
interfaces d’un composant pour s’y attacher et se fie au mécanisme de ramasse-miettes pour 
supprimer un composant qui n’est plus utilisé. Contrairement au COM, OSGi présente 
une gestion de cycle de vie pour gérer les dépendances entre les multiples composants. 
Cette gestion de dépendance s’apparente à la gestion des programmes (RPM, DEB) sous 
Linux. Un processus itératif débute lors de l’installation d’un composant afin de le rendre 
disponible et de le lier à ses dépendances. Si ces dernières sont absentes du système, 
elles débutent un nouveau processus itératif par le téléchargement de ces dépendances. La 
figure 2.7 présente ce processus itératif pour un composant. Ce n’est qu’une fois chargé 
qu’un composant peut être mis en fonction et utilisé par d’autres composants.
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Figure 2.7 Cycle de vie d’un composant.
Afin de simplifier le partage de composants, des étudiants de l’Université de Mâlardalen 
en Suède ont effectué des recherches pour optimiser la recherche et l’indexation de compo­
sants [49]. Basée sur des techniques reconnues dans le domaine des bases de données, leur 
application permet de chercher des composants par leurs interfaces et plusieurs autres cri­
tères. Ces recherches, pour simplifier le partage de composants, donnent aux applications 
autonomes un meilleur moyen de se mettre à jour et d’évoluer.
Pour les réseaux de capteurs sans fil (RCSF), Lorien, développé par Porter et Coulson [47], 
est le premier système d’exploitation entièrement dynamique qui utilise un cadriciel de 
composants. Afin de rendre ce système entièrement dynamique, c’est le cadriciel dyna­
mique de composants OpenCOM [17] qui est utilisé. Avec ce système d’exploitation, tous 
les composants peuvent être chargés dynamiquement dans un noeud et être attachés à 
d’autres composants existants. Un tel système peut évoluer et des logiciels peuvent ainsi 
être transférés entre les noeuds. L’inconvénient de Lorien, tel que présenté à la section 2.2.3, 
est qu’il occupe une taille mémoire trop grande pour plusieurs microcontrôleurs utilisés 
par les RCSF. Cependant, l’objectif principal derrière Lorien était seulement de démontrer 
la faisabilité d ’un système d’exploitation entièrement dynamique. Démontrant la possibi­
lité d’utiliser dynamiquement des composants, Lorien présente un point de départ pour 
d’autres systèmes de ce genre.
OpenCOM présente un noyau qui s’occupe de charger et de lier les composants entre eux. 
C’est à partir de ce noyau que toutes les applications dynamiques se construisent et se 
modifient. Une fois un composant téléchargé sur un noeud, c’est avec la fonction load que 
les composants sont chargés dynamiquement. Une fois un composant chargé en mémoire, il 
n’est pas encore utilisable. Il faut créer une instance du composant en utilisant la fonction 
instantiate. Les composants peuvent être ensuite liés entre eux par des interfaces. La
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connexion des composants est donc gérée de façon explicite contrairement au COM. Tout 
comme le COM, et contrairement à OSGi, c’est le chargement dynamique qui est utilisé 
pour le cadriciel de composant OpenCOM.
Lorien n’en est qu’à sa première itération et n’est pas encore optimal. Avec Lorien, ce 
sont tous les composants qui sont dynamiques et cela engendre un coût non négligeable 
en espace mémoire. Même les composants de gestion de base sont dynamiques. Pourtant, 
le remplacement du gestionnaire de composants, du système de fichiers et du chargeur de 
fichiers exécutables n’arrivera que pour des mises à jour qui corrigent des comportements 
erronés majeurs.
2.3 Le chargement dynamique
Le chargement dynamique, présentée à la section 2.1.4, est une méthode de reprogramma­
tion. Afin de permettre l’utilisation d ’applications dynamiques où le temps est critique, 
seules les méthodes de reprogrammation par chargement dynamique et par machine vir­
tuelle peuvent être utilisées. Les techniques d’amorce standard ne peuvent être utilisées 
puisqu’elles requièrent un redémarrage complet du noeud. De plus, les machines virtuelles 
consomment plus d’énergie lorsque les applications sont sporadiquement dynamiques.
Cette section présente comment le chargement dynamique est utilisé et comment il est 
possible de l’améliorer. Avec le chargement dynamique, le code est enregistré avec un 
format de fichiers exécutable. Pour minimiser les coûts d ’utilisation de cette méthode de 
reprogrammation, la taille des fichiers exécutables peut être compressée et l’édition des 
liens requise peut être optimisée.
2.3.1 Le fonctionnement du chargement dynamique
Les techniques traditionnelles de chargement dynamique de fichiers ELF sur des systèmes 
UNIX demandent trop de mémoire pour ce qui est disponible sur un noeud typique. 
C’est pourquoi elles ont été allégées pour les microcontrôleurs lors de la réalisation du 
système d’exploitation Contiki [19]. Le processus proposé conserve les informations de 
translation ainsi que les symboles. Ces informations sont générées lors de la compilation 
et, la plupart du temps, supprimées à la suite de l’édition des liens. À l’intérieur d ’un 
RCSF, le chargement dynamique s’effectue donc en suivant les six étapes suivantes :
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1. Compilation 4. Mise en mémoire
2. Compression 5. Édition des liens
3. Dissémination 6. Exécution
La figure 2.8 illustre ces étapes à l’endroit où elles sont effectuées. L’accent est mis sur la 
compression du code (étape 2) et l’édition des liens (étape 5), car c’est lors de ces deux 
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Figure 2.8 Localisation des étapes du chargement dynamique.
Le processus de chargement dynamique minimaliste propose que l’édition des liens soit 
faite sur le microcontrôleur et soit divisée en quatre différentes parties.
Première étape : lecture du fichier ELF
Le chargeur lit le fichier ELF pour identifier les sections de code, de données et des 
informations pour les translater.
Deuxième étape : allocation de la mémoire
Le chargeur alloue de la mémoire avec les informations trouvées lors de la première 
étape. De la mémoire volatile (RAM) est allouée pour les données initialisées et non 
initialisées et de la mémoire exécutable (ROM) est allouée pour le code.
Troisième étape : translation des symboles
Le chargeur translate des symboles par rapport aux adresses mémoires créées lors 
de la deuxième étape.
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Quatrième étape : copie du code exécutable en mémoire exécutable
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Le chargeur copie le code translaté à l’endroit spécifié lors de la deuxième étape, 
ainsi que les variables initialisées.
2.3.2 Les formats de fichier exécutable
Les compilateurs utilisent plusieurs normes techniques afin d ’encoder un programme. Les 
formats standard utilisables par le chargement dynamique sont principalement le format 
ELF (Unix), Mach-0 (Mac) et PE (Windows). Pour les microcontrôleurs, c’est le format 
ELF [55] qui est le plus utilisé, car c’est une norme technique ouverte et plusieurs vendeurs 
de puces l’utilisent. On retrouve également les formats .hex, a.out et SREC, mais ces 
derniers ne sont utilisés que pour des applications statiques.
La plupart des formats de fichier exécutable standard sont prévus pour s’adapter à plu­
sieurs besoins. C’est pourquoi il est possible d’y intégrer directement l’ingénierie logicielle 
basée sur les composants (ILBC). En plus des méthodes d’optimisation du chargement dy­
namique connues, l’ILBC impose plusieurs contraintes qui permettent d’économiser une 
quantité importante de ressources.
Le format ELF peut être utilisé directement comme un fichier exécutable ou comme un 
fichier objet qui peut être édité ultérieurement. Le fichier ELF exécutable possède un code 
déjà positionné, des liens déjà tous établis et donc des binaires exécutables qui peuvent 
être écrits dans la mémoire flash du microcontrôleur. Utilisé ainsi, le format ELF ne 
présente aucun avantage par rapport aux formats statiques. Dans le cas où le fichier ELF 
est conservé comme un fichier objet, il peut contenir des informations de translation. C’est 
avec ces informations que l’étape de l’édition de liens est réalisée pour aligner le code à la 
bonne adresse mémoire.
La figure 2.9 illustre le découpage conventionnel en plusieurs sections d ’un fichier au format 
ELF. C’est dans la section de l’en-tête que se trouve la description du fichier. On peut y 
trouver le type de machine pour lequel le code a été compilé et la sorte de fichier ELF. 
Le tableau 2.3 résume les informations importantes disponibles dans l’en-tête du format 
ELF.
Les autres sections importantes du fichier ELF sont celles contenant du code, celles conte­
nant les symboles publics du code, celles contenant les informations de translation et 
celles contenant les tables de chaînes de caractères. Les sections contenant du code sont 
des images mémoire binaires constituées d’instructions directement exécutables lorsque le
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En-tôte Table Code Variables Table
ELF d •en-tôte exécutable en lecture des noms
des seule de
sections sections
Figure 2.9 Découpage en sections du format de fichiers ELF.






Adresse d’origine du code
Position de la table des symboles
Taille de la table des symboles
Nombre de symboles
32 ; 64 bits
exécutable ; translatable 
gros boutiste ; petit boutiste 
Intel, AMD, MSP430
code a été préalablement lié par l’édition des liens. Si cette dernière doit être effectuée sur 
le fichier ELF, il n’existe aucune balise dans le code qui permet de le déterminer. En plus, 
il est possible que les places mémoires qui doivent être modifiées soient mises à zéro. C’est 
donc avec les symboles et les entrées de translation ajoutées par le format ELF qu’il est 
possible d’effectuer l’édition des liens. C’est en exploitant seulement ces informations que 
Dunkels et al. [20] ont effectué les premiers essais de chargement dynamique pour RCSF.
Un symbole peut représenter une fonction ou une variable qui a été déclarée dans le code. 
Ces symboles sont ensuite représentés par une chaîne de caractères extraite du code C ou 
C++. Pour déterminer l’emplacement du symbole, c’est une translation par rapport au 
début du code qui est inscrit.
Un code complètement exécutable sur une plateforme requiert que toutes les références aux 
symboles pointent aux bons endroits. Les entrées de translation permettent de retrouver 
ces endroits où les symboles sont utilisés. Dans le cas d’un fichier exécutable déjà lié, les 
appels de fonction sont effectués à l’aide d’adresses fixes. Afin de conserver une version où
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le code peut être placé n’importe où en mémoire, il suffit donc de conserver les informations 
de l’édition des liens.
2.3.3 La compression du code
La compression permet de diminuer le temps de transmission du code via les radios sans 
fil et le temps de chargement dynamique. Brown et Sreenan [12] ainsi que Han et al. [27] 
présentent tour à tour, dans leur revue de la littérature, trois principales techniques de 
compression. Il y a l’utilisation de scripts de différences, les techniques de compression 
standard et la modification du format du fichier utilisé.
Compression basée sur les différences
Les méthodes de compression basées sur les différences sont utilisées pour mettre à jour 
du code déjà présent dans un noeud. Même si ces techniques ne peuvent pas être utilisées 
pour ajouter du code, elles peuvent être utiles puisque la mise à jour du code est aussi 
importante. L’utilisation de techniques de mise à jour élimine le besoin de devoir enlever 
un code pour ajouter sa nouvelle version. En ce sens, les techniques de compression basées 
sur les différences peuvent s’avérer utiles pour le chargement dynamique.
La majorité des techniques génèrent un script qui énumère les différences entre les binaires 
existants et les nouveaux. Les opérations typiques des scripts de mise à jour sont : insertion, 
copie, réparation et décalage. Afin de déterminer les différences, les générateurs de scripts 
utilisent le code compilé où l’édition des liens est réalisée. Reijers et Langendoen [50] sont 
les premiers à avoir implémenté cette technique. Afin d’optimiser la technique de mise à 
jour de Reijers et Langendoen, les chercheurs Jeong et Culler [32] ont utilisé l’algorithme 
Rsync, un algorithme de synchronisation de serveurs de fichiers.
Plutôt que de générer des scripts pour modifier le code d ’un noeud, les recherches de 
Kim et al. [33] proposent l’utilisation de deux tables encodées directement dans un fichier 
binaire. C’est à l’aide d’une mise à jour partielle appliquée sur le code original que les 
tables sont créées. La première table identifie les fonctions et leur taille (tableau 2.4), alors 
que la seconde identifie les modifications binaires à apporter (tableau 2.5). Pour générer 
ces tables, un simulateur qui possède le code à jour du noeud cible est utilisé. Les tables 
sont créées et modifiées itérativement jusqu’à ce que les binaires dans le simulateur soient 
exactement celles générées par le nouveau code.
Le gain en taille entre une méthode ou une autre n’est pas mesuré puisqu’il varie d ’une uti­
lisation à l’autre. Cependant, le fait d’encoder directement les différences dans les binaires
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Tableau 2.4 Table des fonctions de la mise à jour partielle.
Avant modification Après modification
Adresse de départ Adresse de fin Adresse de départ Adresse de fin
FI 0x0100 OxOlFF 0x0100 0x03FF
F2 0x0200 0x037F 0x0400 0x057F
F3 0x0380 0x047F 0x0580 0x067F
. . .
Tableau 2.5 Table des modifications de la mise à jour partielle.
Requête de modification
Adresse de départ Taille 1er octet 2e octet 3e octet
Ml 0x0112 OxOlFF 0x0100 0x03FF
M2 0x0178 0x037F 0x0400
permet un remplacement plus rapide puisqu’il requiert moins de traitement. Pour trans­
férer ces différences, les formats standard tels que HEX et S-record sont souvent utilisés. 
Ces premières techniques sont utilisées pour trouver les différences sur l’intégralité du code 
présent dans le microcontrôleur. Puisqu’il n’y a pas de modularité dans ces techniques de 
mise à jour, il devient complexe de suivre l’évolution d’un logiciel.
Compression basée sur des techniques standard
Afin de réduire la taille du code qui est transmis, il est possible d’utiliser des techniques de 
compression standard telles que zip, gzip, rar et plusieurs autres. Cela diminue efficacement 
les données qui sont transmises. Cependant, à l’inverse de la compression basée sur les 
différences, la diminution du code transmis implique une hausse de traitement au sein du 
noeud, causé par la décompression du code.
Malgré cette hausse de traitement, il peut être favorable d’utiliser une technique dé com­
pression standard. En fait, l’exécution d’une opération sur un microcontrôleur coûte beau­
coup moins en énergie que la transmission d’un octet via une radio sans fil [7]. Par exemple, 
on peut évaluer que la transmission d ’un octet requière plus d ’énergie que 1 000 instruc­
tions sur un microcontrôleur.
Parmi les algorithmes de compression, Tsiftes et al. [58] démontrent que le format gzip 
est celui qui offre le taux de compression le plus élevé (56 %) et le deuxième temps de 
décompression le plus rapide. Avec les techniques de compression existantes, il s’agit de 
trouver un compromis entre l’énergie de transmission et le temps de décompression. Avec 
gzip, il est possible de faire varier le niveau de compression. Ainsi, dans un environnement 
évolutif, la compression peut varier selon les besoins du moment.
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Compression basée sur la réduction de l'encodage
Pour les RCSF, Dunkels et al. [19] sont les premiers à proposer une modification aux 
formats de fichiers exécutables. D’abord créés pour les ordinateurs personnels dans les 
années 80, les formats de fichier standard tels que ELF sont tout de même utilisés avec les 
microcontrôleurs. Puisqu’ils ont d’abord été conçus pour des ordinateurs personnels, les 
formats de fichiers standard comportent des informations qui ne sont pas nécessaires pour 
les microcontrôleurs utilisés dans un RCSF. C’est pourquoi Dunkels et al. ont modifié 
le format ELF afin de l’alléger. Cette idée est apparue avec les besoins du chargement 
dynamique pour les RCSF.
Puisque les compilateurs génèrent naturellement un fichier ELF en 32 bits ou 64 bits, 
le format ELF a été adapté à la taille des microcontrôleurs à  8 bits ou 16 bits. Lorsque 
compilée pour un microcontrôleur 16 bits, chaque entrée du format ELF comporte 16 bits 
inutilisés. La compression pour passer du format ELF au format CELF ( Compact ELF) 
est donc simple. Cependant, cela n’est pas un standard et requiert un compresseur externe 
aux compilateurs. C’est pour cette raison que Dunkels et al. ne recommandent pas cette 
avenue.
La compression ne peut pas s’appliquer à toutes les sections, car la section qui contient 
le code est déjà sous forme 16 bits. C’est la même chose pour les chaînes de caractères. 
Ces dernières n’utilisent déjà que 8 bits par caractère. Les seules données qui peuvent être 
réduites à 16 bits ou 8 bits sont les informations spécifiques d ’un fichier ELF, telles que 
les en-têtes.
Le format ELF comporte plusieurs sections qui peuvent être inutilisées avec les réseaux de 
noeuds de capteurs [19]. Parmi toutes les sections disponibles du format ELF, seules les 
sections du tableau 2.6 sont utilisées dans le format SELF (Slim ELF) [18]. En supprimant 
les sections inutilisées, il est possible d’avoir un format de fichiers davantage compressé. 
Les essais ont démontré que la taille du SELF varie entre 38 % et 83 % de la taille de 
CELF.
Plutôt que d’utiliser des formats standard, il est possible de définir de nouveaux formats. 
C’est l’orientation choisie par les recherches de Strube et al. [53]. Le format ELF n ’est pas 
choisi puisqu’il est réputé pour demander trop de ressources. Le format créé, Minilink, est 
comparé au CELF comme étant un format plus compact. Ne choisissant pas le standard 
ELF, les chercheurs ont pu optimiser la table des symboles. C’est en utilisant des tech­
niques de compression simples que la taille est réduite. Par exemple, si plusieurs fonctions 
commencent par le même nom (eeprom_read et eeprom_write) , ces dernières verront leur
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Table de translation 
Table des symboles
Tables des chaînes de caractères
Instructions exécutables d’un programme 
Données initialisées d’un programme 
Informations pour translater les instructions 
Table des symboles utilisés lors du chargement dy­
namique
Tables des chaînes de caractères qui représentent 
les symboles
partie commune remplacée par un identifiant plus petit (<7>read et <7>iirrite). Cela 
génère, dans ce cas, une économie de 4 octets par chaîne de caractères. Il est possible, avec 
le format Minilink, d’atteindre une réduction variant entre 25 % et 50 % de la taille du 
CELF .
Ces chercheurs ont en fait optimisé ce qui prend souvent le plus de place dans un exé­
cutable, soit les chaînes de caractères. Pour des applications dynamiques, cela peut être 
risqué par contre. Il peut exister plusieurs contextes de compilation et le compilateur se 
doit de toujours régénérer le même nom. Si, par exemple, un compilateur doit générer un 
fichiers ELF avec les symboles eeprom__read, eeprom__write, ebooks_read, ebooks__write, 
quels symboles aurait l’identifiant <7> ? Il y a donc des chances qu’une application qui 
dépent dynamiquement de <7>read n’obtienne pas le bon symbole. Pour diminuer le 
nombre de chaînes de caractères, la solution la plus simple reste de minimiser le nombre 
de symboles générés.
2.3.4 L'optimisation de l'édition des liens
Il existe plusieurs techniques pour améliorer l’efficacité de l’édition de liens, autant en 
terme de traitement qu’en termes de mémoire. Puisque le coût énergétique du traitement 
effectué par un microcontrôleur est négligeable en comparaison à l’utilisation d ’une radio 
sans fil, c’est principalement l’utilisation de la mémoire qui est critique.
Afin d’optimiser l’édition des liens, voici quelques techniques qui existent : la mise à jour 
incrémentale, la modification d’un format de fichiers exécutable, la modification de la 
localisation de l’édition des liens et la mise à jour avec une table d ’adressage.
Mise à jour incrémentale
L’idée d’une mise à jour incrémentale est d ’effectuer le moins de modifications possible 
dans la mémoire. Avec la méthode traditionnelle, une fonction qui est modifiée varie en
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espace mémoire. Puisque toutes les fonctions se suivent les unes après les autres, il en 
résulte un déplacement en mémoire pour chacune d ’elles. La mise à jour incrémentale 
permet d’éviter ce déplacement. Pour y parvenir, cette méthode implique de prévoir un 
espace supplémentaire à la suite de chaque fonction [35, 43, 45, 48]. Cette technique est 
d’ailleurs utilisée par des compilateurs reconnus comme le Microsoft Visual C++6.
La figure 2.10 présente une mise en mémoire pour l’édition des liens de base et la figure 2.11 
présente la méthode incrémentale. De cette façon, même si une des fonctions augmente en 
taille, il n’en découle pas de décalage dans la mémoire. Cela évite aussi que les adresses 
des fonctions changent. Il y a donc deux économies réalisées, soit le coût d ’accès à la 
mémoire et la diminution du nombre d’opérations pour l’édition des liens. Cependant, 
cette économie crée un gaspillage de mémoire.
Texte Texte Texte Donnée Donnée
Figure 2.10 Édition des liens, méthode de base.
Tampon
Texte Texte Texte ^^Donnéë^jDÔnnjéë
Figure 2.11 Édition des liens, méthode incrémentale.
Les recherches de Heo et al. [28] soulèvent le problème de l’accès à la mémoire en termes 
d’énergie. En fait, pour écrire du code sur une mémoire flash, il faut d ’abord effacer ce qui 
est présent. Il y a donc beaucoup d’opérations pour gérer la mémoire flash. Plutôt que de 
mettre de gros blocs de mémoire vide après chaque fonction, l’objectif est d’incorporer une 
fonctionnalité de pagination telle que fournie par une unité de gestion de mémoire illustrée 
à la figure 2.12. Soulignons que cette unité de gestion de mémoire n’est pas nécessairement 
présente dans un microcontrôleur. Alors, tout le code est divisé en paragraphes. Cela crée 
en fait une liste chaînée de code. La technique pagination permet d’avoir environ 68 % 
moins de mémoire gaspillées qu’avec les recherches de Koshy et Pandey [35].
Modification du format de fichiers exécutables
Il est possible d’optimiser l’édition des liens par le format du fichier contenant le code. Tel 
que présenté à la section 2.3.2, le format standard ELF est le plus utilisé par les RCSF. 
Ce dernier est un format flexible conçu pour des systèmes à usage général. C’est pourquoi 
il demande trop de ressources, soit en espace mémoire, soit en temps de calcul, pour les
6http ://msdn.microsoft.com/en-us/vstudio/





Figure 2.12 Pagination de la mémoire.
RCSF. Le problème du format ELF est qu’il nécessite un accès aléatoire à la mémoire. Il 
n’est pas possible de charger le code en plusieurs blocs.
Le format Minilink [53] permet de faire l’édition des liens de façon séquentielle. Il est donc 
possible de charger un bloc de code dans la RAM, d’éditer les liens et de recommencer avec 
un nouveau bloc provenant d’un flux. Afin de simplifier l’édition des liens, les symboles 
sont tous triés par ordre alphabétique. On retrouve aussi comme optimisation l’enlèvement 
de la table de translation. Le tout est imbriqué directement dans les binaires et identifié 
par un code d’échappement.
Modification de la localisation de l'édition des liens
Le but de l’édition des liens est de remplacer les appels aux symboles par les adresses où 
les fonctions se retrouvent. Cette opération est habituellement réalisée sur l’ordinateur de 
développement pour ensuite pouvoir télécharger le code exécutable directement dans la 
mémoire du microcontrôleur. Avec les techniques de chargement dynamique, l’édition des 
liens s’effectue sur les noeuds cibles pour tenir compte de la mémoire déjà utilisée. Il est 
possible d’accélérer l’édition des liens en conservant une partie importante de l’opération 
sur l’ordinateur de développement. Cela décharge les noeuds ciblés qui possèdent une 
moins grande performance.
Cette étape de prétranslation doit être incluse dans un protocole de dissémination puis­
qu’elle exige un partage de connaissances entre le noeud destinataire et celui qui effectue 
l’édition des liens [18, 52]. Premièrement, il faut que les noeuds ciblés soient avertis de 
la taille spécifique du code qui doit être chargé. Ainsi, un espace mémoire sera réservé. 
L’endroit de cet espace mémoire est ensuite retourné afin d’effectuer la prétranslation. 
C’est avec l’adresse de base qu’il est possible d’éditer la majorité des liens.
Kim et al. [33] démontrent une technique plus complexe qui utilise un simulateur de 
noeuds. C’est entièrement à l’intérieur du simulateur que l’édition des liens est effectuée 
et qu’il est possible de compresser le code.
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Mise à jour avec une table d’adressage
Afin d’accélérer l’édition des liens, il est possible d’utiliser une table contenant les adresses 
des fonctions. La simplification pour l’édition des liens est que seule l’adresse physique de 
cette table doit être connue [19]. Une fonction est ensuite appelée via cette table. Lors­
qu’une fonction est mise à jour, seule la table doit être modifiée pour prendre en compte la 
nouvelle adresse de la fonction et non toutes ses références. Cependant, utiliser cette mé­
thode crée une indirection et demande plus d ’opérations pour une même fonctionnalité. Yi 
et al. [61] ont présenté une formule pour évaluer quelle méthode devrait être utilisée. Cette 
formule utilise entre autres la fréquence à laquelle est appelée la fonction et la fréquence 
à laquelle la fonction sera mise à jour.
2.4 Le récapitulatif de la revue de la littérature
Tout d’abord, les RCSF ont été présentés dans la section 2.1 afin de démontrer comment 
ils se présentent comme une solution simple et minimaliste pour un environnement intel­
ligent tel que proposé par le DOMUS. Avec l’architecture matérielle choisie par le projet 
NodeUs et l’informatique omniprésente et autonome présentée par le DOMUS, les logiciels 
utilisés doivent être dynamiques. Pour ce faire, le chargement dynamique est favorisé à 
d’autres techniques pour son exécution rapide, sa faible taille mémoire et donc sa faible 
consommation en énergie.
Puis, l’ILBC a été introduite dans la section 2.2 pour présenter les nouvelles techniques 
de conception logicielles adaptées aux besoins de la reprogrammation. Les interfaces des 
composants et les métadonnées qui les décrivent simplifient la gestion automatique des 
logiciels. Cependant, le premier cadriciel dynamique de composants adaptés aux RCSF 
demande une empreinte mémoire élevée.
C’est pourquoi d’autres techniques, résumées dans la section 2.3, sont ensuite nécessaires 
pour optimiser le chargement dynamique. Celles-ci pourraient être intégrées à un nouveau 
cadriciel dynamique de composant qui ne demanderait pas une empreinte mémoire élevée 
comme Lorien. C’est avec les étapes de la compression du code et d’édition des liens que 
le chargement dynamique est directement allégé.
Enfin, un lien étroit peut être établi entre plusieurs des techniques de compression du 
code, d’optimisation de l’édition et l’utilisation de l’ILBC. Ce projet de recherche vise 
donc à optimiser la reprogrammation des RCSF en utilisant des techniques d’optimisation 
du chargement dynamique appliquées directement à l’ILBC.
CHAPITRE 2. REVUE DE LA LITTÉRATURE
CHAPITRE 3 
CADRICIEL HYBRIDE DE C O M PO SA N TS
Ce chapitre traite de la mise en oeuvre du premier objectif de ce projet de recherche, 
soit l’optimisation des cadriciels dynamiques de composants. Pour y parvenir, un nouveau 
type de cadriciel hybride de composants permettant le chargement dynamique est créé. 
Ce dernier présente des optimisations qui sont nécessaires pour permettre au cadriciel 
dynamique de composants d’avoir une taille équivalente aux autres systèmes dynamiques 
qui n’utilisent pas l’ILBC. Ce chapitre présente donc le modèle d’un cadriciel hybride de 
composants, le cadriciel NodeCom, son implémentation, ses limites et ses performances.
3.1 Le modèle hybride
Tout comme les cadriciels statiques, l’utilisation des composants pour les cadriciels dy­
namiques ne doit pas engendrer de surcharge en mémoire ni en cycle de processeur. Il 
existe plusieurs cadriciels pour l’ILBC, dont la majorité a une vision statique. Celui qui 
est dynamique, OpenCom, consomme trop de ressources. Le cadriciel dynamique de com­
posants OpenCom, utilisé par le système d ’exploitation dynamique Lorien et présenté à 
la section 2.2.4, possède une taille de plus du double de celle du système d ’exploitation 
dynamique Contiki.
Au-delà de l’utilisation des composants, il existe une différence majeure entre Contiki et 
Lorien. Le système d’exploitation Contiki permet un chargement dynamique de librairies 
qui sont toutefois externes au noyau de Contiki. Ce noyau est entièrement statique et il 
n’est pas possible de le remplacer. Au contraire de Contiki, il est possible de remplacer tous 
les composants au coeur de Lorien puisqu’ils sont tous dynamiques. En ce sens, Contiki 
utilise un principe hybride, où une partie importante du code est statique alors que le 
reste est dynamique.
Il n’existe pas, à ce jour, de modèle hybride pour les cadriciels de composants pour RCSF. 
Pourtant, il serait avantageux de minimiser la taille des cadriciels dynamiques de compo­
sants, avec un modèle hybride, car cela permettrait l’utilisation de la vision de l’informa­
tique omniprésente et autonome présentée à la section 2.2.4. Rappelons que cette vision 
permet les quatre éléments suivants :
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1. augmenter la tolérance face aux défaillances;
2. réduire le coût et la durée des processus d’installation;
3. simplifier la reconfiguration des noeuds ;
4. adapter un réseau de capteurs sans fil de manière efficace en automatisant la dissé­
mination du code dans les réseaux.
Au coeur du modèle du cadriciel hybride de composants se trouve un noyau statique 
responsable de charger des types de composants et d’instancier des composants. Avec une 
analogie orientée-objet, les types de composants sont les classes et les composants sont les 
objets. Le chargement des types de composants se fait à l’aide de fichiers ELF, qui sont 
enregistrés sur une mémoire non volatile et exécutable. L’instanciation des composants 
implique l’allocation et l’utilisation de mémoire volatile. Les éléments qui composent le 
noyau du modèle du cadriciel hybride de composants, ainsi qu’un exemple d’application 
dynamique, sont illustrés à la figure 3.1.
Noyau statique
CMinuteur I X5 DEL
 -T..........
( Gestionnaire ^  ^  Gestionnaire ^de composants d e  RAM J
( Système de \  ^ ^  Gestionnaire de ^fichiers J~®  ^  l  fichiers ELF« . . .___
Figure 3.1 Application dynamique utilisant le cadriciel hybride de composants.
Si l’on compare un noeud d’un RCSF à un ordinateur personnel, il n’est pas normal de 
pouvoir changer le format d ’encodage des fichiers sur un disque dur en temps réel. Il ne 
l’est donc pas plus pour les noeuds de RCSF. Ce même questionnement se pose pour tous 
les types de composants qui se trouvent à l’intérieur du noyau statique du cadriciel hybride 
de composants. Pour chacun de ces types de composants, il est trop coûteux de les utiliser 
dynamiquement puisqu’ils nécessitent trop de mémoire et d’instructions pour les changer 
et que leur fréquence de changement est faible. Les types de composants statiques sont 
décrits comme suit :
G estionnaire de com posants : Responsable de gérer un métamodèle de composants 
tel que présenté à la section 3.2.2.
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Gestionnaire de fichiers ELF : Responsable du chargement dynamique des fichiers 
ELF qui encapsulent des types de composants.
G estionnaire de m ém oire volatile : Responsable de l’allocation de la mémoire volatile 
utilisée par le gestionnaire de composants et le gestionnaire de fichiers ELF.
Systèm e de fichier : Reponsable de la lecture et de l’enregistrement de fichiers ELF et 
de l’allocation de la mémoire exécutable.
3.2 Le cadriciel de composants NodeCom
Le nouveau cadriciel de composants NodeCom utilise le modèle hybride. Réalisé en étroite 
collaboration avec Frédéric Sureau, NodeCom [42] est léger et cible les réseaux de capteurs 
sans fil (RCSF) ainsi que leurs matériels extrêmement contraignants. Il s’agit du premier 
cadriciel hybride de composants.
Le cadriciel de composants NodeCom a été réalisé en collaboration pour répondre aux 
besoins communs du projet de recherche de Frédéric Sureau et de ce projet de recherche. 
L’objectif principal du projet de Frédéric Sureau était d’optimiser le partage de logiciels 
dans un RCSF comparativement à celui-ci où l’objectif principal est d’optimiser la repro­
grammation de logiciels sur un noeud de RCSF. Le partage des travaux effectué pour la 
réalisation de NodeCom sera présenté dans la section de son implémentation.
Cette section présente donc les contraintes qui ont guidé la conception de NodeCom, 
le métamodèle de composants que doit gérer NodeCom et la gestion des composants à 
l’intérieur de NodeCom.
3.2.1 Les contraintes liées aux réseaux de capteurs sans fil
Les contraintes à la base du développement du cadriciel hybride de composants NodeCom 
se regroupent en trois catégories.
Le m atériel :
Les RCSF ont des besoins spécifiques en raison de la taille en mémoire des noeuds, 
de la difficulté d’accès aux noeuds et du besoin d’énergie de ces derniers [41]. Par 
exemple, le Tmote Sky [46] fournit 10 kO de RAM, 48 kO de mémoire flash et, son 
CPU est cadencé à 8 MHz. Sur ce type de plateforme, la surcharge engendrée par 
un langage interprété est considérable [5].
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Le dynamisme :
Pour l’informatique omniprésente et autonome, un système doit être capable de 
se mettre à jour de façon automatique et de s’adapter à de nouvelles conditions. 
Ces nouvelles conditions peuvent être, par exemple, un noeud qui se déplace, un 
noeud qui ne fonctionne plus ou une nouvelle personne qui doit être observée pour 
différentes raisons. Cela en fait un système sporadiquement dynamique.
La consommation :
Dans plusieurs scénarios, les noeuds d’un RCSF ne peuvent être alimentés de façon 
continue. La consommation électrique doit donc être minimisée. Les radios utili­
sées pour la communication sans fil sont réputées pour consommer 1 000 fois plus 
d’électricité que l’exécution d’une simple instruction sur un microcontrôleur.
Basé sur ces limitations, un cadriciel de composants pour RCSF doit fournir uniquement 
les fonctionnalités de base pour manipuler les composants, fournir des moyens pour décrire 
logiquement les composants et avoir une faible empreinte mémoire afin de laisser de l’espace 
pour les applications.
3.2.2 Le métamodèle de composants de NodeCom
Contrairement aux cadriciels statiques de composants, les cadriciels dynamiques de com­
posants doivent conserver des informations relatives aux types de composants et aux 
composants instanciés. On retrouve, par exemple, la localisation du code d’un type de 
composants dans la mémoire, les instanciations de composants ou les connexions entre ces 
derniers. Toutes ces informations sont conservées dans ce qu’on appelle le métamodèle de 
composant du cadriciel.
Dans un scénario normal pour RCSF, il peut y avoir beaucoup de composants. Puisque la 
consommation de mémoire est un critère important, le métamodèle conçu pour NodeCom, 
illustré à la figure 3.2, contient le strict minimum. Le métamodèle est divisé en trois 
sections.
La section du comportement de composant regroupe les informations pour trouver et 
décrire les types de composants chargés et prêts à être utilisés. Un type de composant est 
créé une fois à la suite d’un chargement dynamique et est ensuite utilisé par un nombre 
indéfini de composants.
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Type de composant 
Interfaces requises 
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Pointeur de librairie 
Fonctions de construction 
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Interfaces foumises 
Spécification des interfaces requises 
É ta t statique _______________
Figure 3.2 Métamodèle de composants de NodeCom.
La section de l’instance de composant regroupe les informations reliées à chaque composant 
instancié. Elle est utilisée pour fournir un état propre à chaque composant.
La section de l’interface de composant fournit un moyen explicite pour lier des composants 
ensemble, soit la gestion des interfaces. L’idée principale utilisée pour concevoir cette 
section est la modularité afin d’éviter une duplication de l’information.
Les structures présentées dans le métamodèle de composants de NodeCom sont présentées 
et décrites brièvement dans le tableau 3.1.
Tableau 3.1 Structures du métamodèle de composants de NodeCom.
Élément Description
T ype de com posant
Pointeur de librairie Un pointeur utilisé par le gestionnaire de fichiers
ELF.
Fonction de construction Un pointeur vers la fonction qui initialise le com­
posant lors de son instanciation.
Fonction de destruction Un pointeur vers la fonction qui finalise le com­
posant lors de sa destruction.
Continue sur la page suivante
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Tableau 3.1 -  suite de la page précédente
Élém ent Description
Interfaces fournies Une liste qui contient des pointeurs vers les inter­
faces qui sont fournies par le type de composant.
Interfaces requises Une liste qui contient des pointeurs vers les inter­
faces qui sont requises par le type de composant.
Etat statique Un bloc mémoire pour contenir l’état statique 
d’un type de composant.
Com posant
Type de composant Un pointeur vers le type de composant qui repré­
sente le composant. Le composant lui-même n’uti­
lise que l’état statique du type de composant. Le 
reste des éléments est utilisé pour des fins de ges­
tion.
Interfaces requises Une liste de pointeurs vers les interfaces requises 
par le composant. C’est au travers de ces poin­
teurs que les composants communiquent entre 
eux.
État Un bloc de mémoire pour contenir l’état d’un 
composant.
Interface
Description de l’interface Un pointeur vers la description de l’interface.
Fonctionnalités de l’interface Une liste des fonctionnalités de l’interface.
Spécification
Description de l’interface Un pointeur vers le type de composant qui repré­
sente un composant.
Description locale de l’inter­ Une description propre au type de composant
face pour représenter l’interface requise.
Interface requise •
Interface Un pointeur vers une interface.
Composant Le composant attaché à l’interface.
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3.2.3 La gestion du métamodèle de composants de NodeCom
La gestion du métamodèle de composants est effectuée à l’aide du gestionnaire de com­
posants présenté à la section 3.1. Ce gestionnaire est responsable de l’intégrité, de l’at­
tachement et de l’exécution de tous les composants, statiques ou dynamiques. Il fournit 
des interfaces pour les manipuler et il est responsable de tenir à jour le métamodèle de 
NodeCom.
Pour créer des applications dynamiques, le gestionnaire de composants offre trois fonc­
tionnalités : le chargement d’un type de composant, l’instanciation d ’un composant et la 
liaison des composants.
Chargement d’un type de composants (figure 3.3) :
Les types de composants sont chargés à l’aide du chargement dynamique puisque ce sont 
des fichiers ELF qui les contiennent. Lors du chargement dynamique, la structure cor­
respondant aux types de composants est remplie avec les informations recueillies par le 
gestionnaire de fichiers ELF. Lors de cette opération, le gestionnaire de fichiers ELF est 
utilisé pour translater le code fourni par les types de composants à une adresse exécutable 
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Figure 3.3 Chargement dynamique.
Ce n’est qu’une fois translatés que les types de composants sont utilisables. Quatre sym­
boles permettent l’utilisation du type de composant : load, unload, construct, destruct. Ces 
symboles représentent les seules fonctions accessibles d’un composant.
La structure correspondant aux types de composants est ensuite complétée à l’aide du 
symbole load. La fonction représentée par ce symbole s’occupe d’enregistrer les interfaces 
fournies et requises. C’est en fournissant ces interfaces que les composants instanciés seront
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accessibles. Le symbole unload fournit l’opération inverse. Il est utilisé pour détruire toute 
trace d’un type de composant.
Pour la fonctionnalité du chargement d’un type composant, le gestionnaire de composants 
dépend du système de fichiers ELF, du gestionnaire de fichiers ELF et du gestionnaire de 
mémoire volatile.
Instanciation d’un composant (figure 3.4) :
Une fois qu’un type de composant est chargé, plusieurs instances de celui-ci peuvent être 
créées. Lors du chargement d’un type de composant, les symboles construct et destruct ont 
été enregistrés. C’est avec les fonctions représentées par ces symboles que les instances de 
composants sont respectivement créées et détruites. Lorsqu’un état initial est requis pour 
un composant, cet état est établi lors de l’appel au symbole load. La figure 3.4 démontre 






Figure 3.4 Instantiation de composants.
Pour la fonctionnalité de l’instanciation d’un composant, le gestionnaire de composants 
dépend uniquement du gestionnaire de mémoire volatile.
Liason des composants (figure 3.5) :
Lorsqu’un composant est instancié, ses interfaces ne sont pas attachées. Lorsque deux com­
posants sont créés, il est possible de les attacher ensemble si leurs interfaces le permettent. 
Cela est fait en connectant l’interface requise d ’un composant à l’interface fournie de l’autre 
composant. Ainsi, les fonctions du composant fournisseur seront disponibles au composant 
collecteur. Les liaisons étabües entre deux composants avec des interfaces peuvent ensuite 
être supprimées ou modifiées dynamiquement.





Figure 3.5 Liaison de deux composants.
3.3 L’implémentation de NodeCom
Cette section détaille l’implémentation de chaque composant du noyau de NodeCom. Pré­
senté à la section 3.1, le noyau du cadriciel hybride de composants NodeCom est un 
ensemble de composants statiques. Le noyau de NodeCom est composé d’un gestionnaire 
de composants, d ’un gestionnaire de fichiers ELF, d ’un gestionnaire de mémoire volatile 
et d’un système de fichiers.
3.3.1 Le gestionnaire de composants
Le gestionnaire de composants conserve en mémoire les types de composants chargés par 
le gestionnaire de fichiers ELF, les composants instanciés par le gestionnaire de mémoire 
volatile et les liaisons entre les composants.
C’est à l’aide de l’interface iruntime et iregistry (figure 3.6) que les composants peuvent 
respectivement communiquer avec le gestionnaire de composants et enregistrer leurs inter­
faces. Les types de composants et les composants sont emmagasinés dans le gestionnaire 
de composants à l’aide de listes chaînées, puisque l’ajout et la suppression des données 
sont aléatoires.
Le symbole load (figure 3.7) n’est pas conservé puisqu’il n’est utilisé qu’une seule fois. 
Lorsque le gestionnaire de fichiers ELF termine le chargement dynamique, la fonction 
représentée par le symbole load est appelée. Il s’avère obligatoire pour chaque type de 
composants d’implémenter la fonction load, car c’est à l’intérieur de celle-ci qu’ils iden­
tifient leurs interfaces et enregistrent leur état. Pour l’état des composants, la fonction 
load n’a qu’à donner sa taille au registre fourni. Le gestionnaire de composants s’occupe 
ensuite d’allouer de la mémoire volatile.















Figure 3.6 Interface iruntime et interface iregistry.
L’ordre dans laquelle les interfaces requises sont enregistrées est importante, car il peut 
y avoir l’enregistrement d’une même interface à plusieurs reprises. Afin de simplifier leur 
utilisation, il est possible d’utiliser certaines macros.
D’abord, la macro DECLARE_PRIVATE_NAMESPACE (figure 3.8) crée une structure 
qui ordonne les interfaces requises.
La figure 3.9 illustre la structure qui serait créée par la déclaration de la figure 3.8.
Le gestionnaire de composants utilise le symbole construct pour instancier un composant, 
allouer sa mémoire et initialiser son état. Il est même possible de créer le patron de 
conception singleton (figure 3.10) appliqué aux composants.
3.3.2 Le gestionnaire de fichiers ELF
Le cadriciel de composants NodeCom utilise le chargeur de fichier ELF de Contiki pour 
charger dynamiquement de nouveaux composants. Le chargeur original a été modifié par 
Frédéric Sureau pour les besoins de l’ILBC et des RCSF. Premièrement, il a été divisé en 
deux sections. La première est responsable de la lecture des fichiers ELF et des fonction­
nalités de translation. Cette partie est accessible avec l’interface iloader (figure 3.11). La 
deuxième est responsable du processus de chargement.
Dans Contiki, il existe une table qui peut conserver les symboles chargés de toutes les 
librairies. Avec NodeCom, cette table est de trop, car aucun symbole n’est partagé entre 
les composants. En faisant l’analogie à des classes, les composants n’ont que des membres 
privés. Puisque la communication intercomposants se fait à l’aide des interfaces, la trans­
lation du code et l’édition des liens se focalisent sur les symboles locaux. Aucun symbole







REGISTER_REQUIRED_INTERFACE(registry, type, ievent timer) ; 













Figure 3.8 Macro DECLARE_PRIVATE_NAMESPACE.
global n’a donc besoin d’être traité et cela diminue le nombre d’opérations effectuées lors 
de l’édition des liens. Pour utiliser des librairies standard, ces dernières doivent donc être 
encapsulées dans un ou plusieurs composants. C’est au programmeur de faire ce choix.
Pour NodeCom, le chargeur de fichier ELF n’a pas à allouer de mémoire pour les compo­
sants, car cela est géré par le gestionnaire de composants. Plutôt que d ’allouer de l’espace 
pour une multitude de symboles globaux ou locaux représentant des variables, c’est l’état 
des composants qui est utilisé. Ainsi, les sections des données initialisées (.data) et non 
initialisées (.bss) peuvent être éliminées. Plus le nombre de sections d ’un fichier ELF di­
minue, moins ce dernier occupe de l’espace mémoire. Les recherches de SenspireOS ont 
conduit à la même conclusion [18]. Le fait de ne plus avoir ces sections accélère aussi le 
temps d’édition des liens, car il y a moins de symboles à trouver.
Avec les contraintes imposées par l’ILBC et les RCSF, le gestionnaire de fichiers ELF est 
axé sur la section code du type de composant chargé.














Figure 3.9 Expansion de la macro DECLARE_PRIVATE_NAMESPACE.
COMPONENT CONSTRUCT(CBlinkLed, ator, type, component)
{




♦component = STATIC TYPE_STATE(type)->instance;
2 __________________________
Figure 3.10 Exemple de fonction construct.
3.3.3 Le système de fichiers
Afin d’être exécutés, les fichiers ELF doivent être placés en mémoire exécutable. Pour 
gérer cette mémoire, un système de fichiers est une méthode simple et efficace, car elle 
permet d’abstraire la lecture et l’enregistrement des fichiers ELF. Dans le cas du MSP430 
et de plusieurs autres microcontrôleurs, cette mémoire est placée dans la mémoire flash.
La mémoire flash engendre certaines contraintes en comparaison à de la EEPROM, car il 
est nécessaire d’efïacer des secteurs avant de pouvoir les réécrire. De plus, les secteurs de la 
mémoire flash ont une durée de vie limitée en termes du nombre d ’effacements de mémoire. 
Afin d’avoir un mécanisme pour éviter l’usure prématurée d’un de ces secteurs, il faut donc 
un système de fichiers qui prenne en compte une utilisation uniforme des secteurs. Un usage 
uniforme peut ainsi garantir une durée de vie prolongée du microcontrôleur.






Figure 3.11 Interface iloader.
Pour le cadriciel de composants NodeCom, c’est le système de fichiers Coffee [57], qui a 
été intégré par Frédéric Sureau. Ce dernier est aussi utilisé par le système d’exploitation 
Contiki. Il a justement été créé pour répondre aux contraintes de la mémoire flash des 
microcontrôleurs et des RCSF. Coffee utilise une faible quantité de mémoire volatile et 
sa consommation est constante. Coffee optimise l’utilisation des secteurs par le principe 
de système de fichiers structuré avec des registres [51] et effectue la réécriture du fichier 
uniquement lorsque nécessaire.
Dans l’implémentation de NodeCom, la mémoire exécutable est entièrement gérée par ce 
système de fichiers. Cela implique donc que l’allocation de mémoire exécutable est trans­
formée en une simple création de fichiers. C’est avec l’interface ifile_system (figure 3.12) 












♦get _prot ect ed_mem 
♦get absolute offset
>;  ~
Figure 3.12 Interface ifile_system.
3.3.4 Le gestionnaire de mémoire volatile
Le gestionnaire de mémoire volatile est utilisé pour gérer la totalité de la mémoire d ’un 
noeud. Il existe plusieurs techniques de gestion de mémoire, mais l’étude de ces techniques
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dépasse le cadre de cette maîtrise. Pour NodeCom, la librairie standard du C est utilisée 
avec la fonction malloc et free. Peu importe l’implémentation choisie, l’interface de contrôle 





Figure 3.13 Interface iram.
3.4 Les limites de NodeCom
Cette section situe les limites du cadriciel hybride de composants NodeCom. Le cadriciel 
NodeCom est un outil qui est utilisé pour créer des applications à l’aide de composants 
dynamiques. L’ordonnancement de tâches et la dissémination des composants sont deux 
exemples d’opérations qui sont absentes dans le cadriciel NodeCom. Cette section présente 
des mises en oeuvre de ces deux exemples.
3.4.1 L'ordonnancement des tâches
L’ordonnancement est un élément clé dans le développement d’applications pour micro­
contrôleur, car cela simplifie la gestion et le développement de logiciels. Il existe principa­
lement deux méthodes d’ordonnancement. La première est la méthode événementielle et la 
deuxième est la méthode multitâche. Par contre, il n’existe pas encore de consensus quant 
à l’utilisation d’une méthode d’ordonnancement pour la programmation des réseaux de 
capteurs sans fil (RCSF), car chacune présente des avantages et des inconvénients distincts.
NodeCom permet d’ajouter des techniques d’ordonnancement, habituellement incluses 
avec les systèmes d’exploitation temps réel, sous forme de composants. Tout comme pour 
les systèmes d’exploitation Lorien et Arena, présentés à la section 2.1.4, le cadriciel dyna­
mique est à la base des applications.
Dans le cas de l’ordonnancement événementiel, il s’agit d’une multitude d’événements qui 
doivent être exécutés en entier pour ensuite donner le contrôle à d’autres événements. 
Lorsqu’aucun événement n’est traité, le processeur n’est pas utilisé et peut être mis en 
mode veille. C’est pourquoi l’ordonnancement événementiel n’utilise que le minimum né­
cessaire du processeur. Cependant, la programmation par événement est plus compliquée,
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car chaque événement est responsable de redonner le contrôle du processeur. Pour les 
RCSF, l’avantage de l’ordonnancement événementiel est qu’une seule pile est créée. Il y 
a donc moins de mémoire utilisée. Voici quelques problèmes fréquemment observés avec 
l’ordonnancement par événement :
- les événements peuvent se bloquer ;
- la programmation par événement n ’est pas intuitive ;
- il y a une gestion explicite du flux d’exécution ;
- il y a une gestion manuelle de la pile d’exécution.
Afin de conceptualiser les logiciels utilisant l’ordonnancement par événement, les machines 
à états finis sont souvent utilisées. Ces dernières décrivent bien le fonctionnement interne et 
les transitions possibles entre chaque état. Cependant, la programmation de ces dernières 
n’est pas si simple. C’est pourquoi plusieurs recherches aboutissent à leur abstraction. Le 
système d’exploitation TinyOS utilise une intégration des machines à états finis à même 
le langage de programmation utilisé, qui est nesC. Pour le système d’exploitation Contiki, 
ce sont les protothreads [21] qui sont utilisés. Ces derniers abstraient l’ordonnancement 
événementiel et permettent une utilisation similaire à l’ordonnancement multitâche.
Dans le cas de l’ordonnancement multitâche, il s’agit de plusieurs flux d ’exécution qui 
s’exécutent avec un temps de contrôle du processeur partagé. L’ordonnanceur partage
de façon équitable le temps entre les multiples tâches, sans même que les tâches n ’aient
à le gérer. La concurrence des tâches est donc transparente. Cela en fait une méthode 
d’ordonnancement qui ne change pas les habitudes de programmation et, de par ce fait, 
le rend plus simple que la programmation par événement. Contrairement à l’ordonnance­
ment événementiel, l’exécution d’une tâche est garantie par l’ordonnanceur. Les problèmes 
fréquemment observés avec l’ordonnancement multitâche sont les suivants :
1. l’ordonnanceur est énergivore, car il est activé en tout temps;
2. les tâches requièrent des piles d’exécution distinctes.
Des recherches ont été effectuées à l’aide du système d’exploitation MantisOS pour réduire 
le coût de l’ordonnancement multitâche. L’ordonnancement est simplement arrêté lorsqu’il 
n’est pas utilisé. Plus la fréquence du changement de contexte est basse, moins il y a 
consommation d’énergie. De plus, toutes les tâches de MantisOS partagent ûne seule pile, 
tel qu’avec l’ordonnancement événementiel.
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Puisque ces deux méthodes d’ordonnancement présentent des avantages et des inconvé­
nients [44, 59], il existe plusieurs recherches sur l’ordonnanceur hybride [3, 62]. La figure 
3.14 présente l’ordonnancement de plusieurs tâches ainsi que l’ordonnancement de plu­
sieurs événements.






Ordonnanceur i i i i i i i i i i i i i
Traitement B |A A C 1B 1
Événement » a A A C B
-----------
(a) Ordonnancement multitâche. (b) Ordonnancement événementiel.
Figure 3.14 Techniques d’ordonnancement.
Afin de démontrer rapidement qu’un ordonnanceur peut s’attacher à NodeCom, celui de 
Contiki a été modifié et encapsulé sous forme de composants (figure 3.15). Il est possible 
d’attacher un unique composant exécutable au gestionnaire de composants de NodeCom 
par l’interface irunnable. Cette interface offre la fonction d’exécution run qui est appelée 
une fois par le gestionnaire de composants. Pour être utilisable avec NodeCom, l’ordon­
nanceur, encapsulé dans un composant, doit fournir l’interface irunnable. Une fois l’or­
donnancement de plusieurs tâches rendu possible, il est important de protéger l’accès au 











Figure 3.15 Exemple de clignotement de DEL avec NodeCom.
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La figure 3.15 illustre un exemple de clignotement de DEL utilisant l’ordonnanceur de 
Contiki. Cet exemple illustre aussi comment les applications utilisant NodeCom sont créées 
et illustre bien que NodeCom n’est pas un système d ’exploitation. C’est en utilisant l’inter­
face ithread que les composants utilisant les protothreads s’enregistrent à l’ordonnanceur. 
Dans cet exemple, il est nécessaire d’avoir un mécanisme de chargement initial dans le 
fichier main.c.
3.4.2 La dissémination des composants
La dissémination est le processus d’envoi de composants d’un noeud à l’autre. Il existe 
plus d’un protocole, mais, de la même façon que l’ordonnancement, ce processus doit être 
construit sous la forme de composant. Cela est nécessaire puisqu’il n’existe aucun proto­
cole de dissémination inclus dans le cadriciel de composants NodeCom. Afin de démontrer 
la fonctionnalité du chargement dynamique avec NodeCom, deux méthodes ont été em­
ployées. La première est une méthode de dissémination, qui utilise un protocole inspiré du 
High-Level Data Link Control1 (HDLC). La deuxième est la construction d ’un système de 
fichiers prérempli avec les composants dynamiques désirés.
Pour l’utilisation du protocole HDLC, la communication s’effectue avec un port série, mais 
tout autre moyen peut être utilisé. L’élément clé d ’un protocole comme le HDLC est la 
garantie que les fichiers chargés sont intacts et donc que le code exécuté est celui qui a été 
compilé. Afin de gérer la transmission et la réception des paquets, la machine à états finis 
illustrée à la figure 3.16 a été utilisée. La retransmission d’un paquet, gérer par l’émetteur, 
peut survenir lorsque des erreurs de transmission surviennent et que le temps alloué pour 
une transmission est dépassé.
Le protocole HDLC divise les données à envoyer en plusieurs paquets. Cela est utile puis­
qu’il est toujours possible de perdre des données lors de la transmission via un moyen 
physique, tel que le port série. Le paquet utilisé par le protocole HDLC, implémenté pour 
NodeCom, est construit tel qu’illustré à la figure 3.17 et est non adressable.
Lors du développement d’une application, l’utilisation de cette première méthode est ar­
due, car les composants dynamiques doivent être téléchargés et chargés manuellement. La 
deuxième solution, qui n’est pas un processus de dissémination, accélère le développement. 
Le système de fichiers est créé et prérempli de composants dynamiques. Au démarrage d ’un 
noeud, une application spécifique au développement s’occupe de charger les composants 
dynamiques présents dans le système de fichiers. Les composants peuvent donc être char-
*ISO 13239






































début paquet données fin
<0x7E) (0x7E)
Figure 3.17 Format d ’un paquet HDLC.
gés, instanciés et attachés entre eux, tout comme avec le protocole HDLC. Cependant, 
l’utilisation du système de fichiers prérempli permet de supprimer le moyen de communi­
cation nécessaire avec le protocole HDLC. Afin de créer l’application dynamique désirée, il 
faut modifier le fichier main.c de l’application. Il faut le modifier pour que les composants 
dynamiques soient chargés, instanciés et attachés entre eux.
3.5 Les performances de NodeCom
Cette section présente les performances du cadriciel hybride de composants NodeCom. Il 
est comparé à d’autres cadriciels de composants utilisés pour les RCSF, mais uniquement 
ceux qui utilisent des composants natifs. Il est démontré que NodeCom, avec le principe 
de cadriciel hybride de composants, est un bon compromis entre dynamicité et taille. 
L’impact des composants dynamiques est aussi analysé.
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3.5.1 L'utilisation de la mémoire par NodeCom
NodeCom est comparé aux autres cadriciels de composants natifs par rapport à la taille. 
Pour ce faire, la mesure de l’empreinte mémoire (ROM et RAM) de NodeCom est prise 
pour chaque partie du noyau. Tous les composants inclus dans le noyau statique de Node­
Com sont écrits en C et compilés avec la chaîne de développement mspgcc (version 4.4.5) 
avec l’optimisation pour l’espace (-Os). Les mesures présentées dans le tableau 3.2 corres­
pondent aux résultats de l’utilitaire msp4S0-size.
Tableau 3.2 Empreinte mémoire des composants du noyau de NodeCom.
Module ROM (octets) RAM (octets)
Gestionnaire de composants 1426 20
Gestionnaire de fichiers ELF 2782 0
Gestionnaire de mémoire 80 0
Système de fichiers 5032 124
Total 9320 144
Une problématique de NodeCom est que les composants statiques requièrent la même 
quantité de mémoire volatile que les composants dynamiques. Cela est causé par le besoin 
du gestionnaire de composants de conserver des données, autant pour les composants sta­
tiques que dynamiques. C’est ainsi qu’il est possible d’attacher les composants dynamiques 
aux composants statiques et vice-versa.
La différence qui donne tout son sens au modèle hybride est que les composants statiques 
ne sont pas encapsulés dans un fichier ELF. Ils sont déjà translatés et c’est uniquement le 
code exécutable et les données qui sont conservées. Ainsi, avoir des composants statiques 
permet d’obtenir un gain en termes d’édition des liens et un gain en mémoire.
L’objectif de cette évaluation est de classifier le concept de cadriciel hybride de compo­
sants parmi les solutions natives existantes. Toutes les solutions natives présentées à  la 
section 2.1.4 peuvent être regroupées sous trois types. Le tableau 3.3 présente la compa­
raison des différentes solutions. La comparaison s’effectue en quatre points : s’agit-il d ’un 
système qui utilise l’ingénierie basée sur les composants (ILBC), s’agit-il d ’un système 
qui permet le chargement dynamique et quelle est son empreinte mémoire en ROM et en 
RAM?
Afin de comparer le simple cadriciel de composants NodeCom aux systèmes d ’exploitation, 
l’empreinte mémoire de l’ordonnanceur de Contiki est ajoutée. La comparaison est effec­
tuée entre les quatre types de systèmes natifs suivants : cadriciel statique de composants
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Tableau 3.3 Comparaison de systèmes natifs pour réseaux de capteurs sans fil.
TinyOS Contiki NodeCom Lorien
ILBC X X X
Dynamique X X X
ROM 0.43 kO 13.6 kO 11.0 kO 29.7 kO
RAM 0.05 kO 4.4 kO 0.35 kO 3.2 kO
(TinyOS), système hybride sans composant (Contiki), cadriciel hybride de composants 
(NodeCom) et cadriciel dynamique de composants (Lorien).
La consommation mémoire de NodeCom est semblable à celle de Contiki et nettement 
inférieure à celle de Lorien. Comme mentionné à la section 3.1, il est très coûteux d ’avoir 
un cadriciel dynamique de composants. Avec ces résultats, il est donc possible de dire que 
l’ILBC a des avantages et que l’impact mémoire peut être limité. •
3.5.2 L’impact des composants
La différence de consommation en mémoire volatile entre le système d’exploitation Contiki 
et NodeCom est causée par la modification du gestionnaire de fichiers ELF. Puisque le 
gestionnaire de fichiers ELF a été modifié pour tenir compte de l’ILBC, il n ’existe plus de 
table des symboles publics telle qu’utilisée par-Contiki. Cette table était nécessaire pour 
lier les librairies entre elles. Avec l’ILBC, elle n’est pas nécessaire puisque les composants 
communiquent entre eux via des interfaces et qu’aucune édition des liens n’est requise 
entre les composants. C’est donc 4 kO de mémoire volatile qui est sauvée.
Cependant, le gestionnaire de composants présenté à la section 3.1 doit conserver plusieurs 
données en mémoire volatile pour maintenir le métamodèle de composants illustré à la 
figure 3.2. Puisque ces informations consomment beaucoup de mémoire, il est nécessaire 
d’en conserver le minimum. Le tableau 3.4 présente les besoins en mémoire de toutes les 
informations du métamodèle.
Tableau 3.4 Empreinte mémoire des données du métamodèle de NodeCom.
Mémoire requise (octet)
Par type de composant 
Par instance de composant 
Par interface requise 
Par interface fournie
18 "h 4niR 4njp stoiatatique 
6 +  2 uir +  état 
4 + 4n/
4 +  2hpf
Ces besoins en mémoire dépendent du nombre de composants instanciés (ni), du nombre 
d’interfaces fournies (n/p), du nombre d’interfaces requises («//*), du nombre de fonctions
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fournies à travers toutes les interfaces (nFF) et de la taille de l’état du composant (état, 
étatstotique)- Le tableau 3.4 peut être résumé en une expression qui correspond à la taille 
de mémoire requise par un type de composant :
18 +  8 nIJt +  2n/f(4 +  nFF) +  ri/(6 +  6nIR +  état) + état statique
Dans le cas de l’exemple de clignotement de DEL (figure 3.15), les données conservées par 
le gestionnaire de composants pour les deux composants dynamiques occupent 132 octets.
En ajoutant l’empreinte mémoire en RAM de NodeCom, 0,35 kO, à ce 0,13 kO, l’em­
preinte de mémoire volatile est toujours inférieure à celle de Contiki. Cependant, l’exemple 
de clignotement n’utilise que deux composants. Avec une application de taille modeste, 
l’empreinte de mémoire volatile pourrait aller jusqu’à 4.4 kO. Avec NodeCom, seule la 
mémoire requise est utilisée en comparaison à l’allocation d’un tableau de taille statique 
pour Contiki.
De plus, l’opération de l’édition des liens est allégée pour deux raisons. Premièrement, seuls 
les symboles internes aux composants sont translatés et liés. Deuxièmement, les symboles 
des sections de données ne sont ni translatés ni liés. La taille du gestionnaire de fichiers 
ELF est donc passée de 5,69 kO (dans Contiki) à 2,78 kO (dans NodeCom).
3.6 Le récapitulatif de NodeCom
Ce chapitre a d’abord présenté une technique de conception nouvellement appliquée aux 
cadriciels de composants. Pour permettre davantage l’utilisation de composants dyna­
miques, la section 3.1 présente un modèle de cadriciel hybride de composants. Sachant 
que le dynamisme s’obtient avec plusieurs coûts, le modèle hybride propose un noyau 
statique.
Le cadriciel NodeCom est ensuite présenté à la section 3.2 et à la section 3.3. Il est la pre­
mière implémentation de cadriciel hybride de composants. Il permet à la fois de répondre 
aux contraintes liées au matériel, au dynamisme et à  la consommation. Le noyau statique 
de NodeCom est composé de quatre modules. Le premier est le gestionnaire de compo­
sants pour gérer les liens entre les composants. Le deuxième est le gestionnaire de fichiers 
ELF pour gérer le chargement de fichiers exécutables. Le troisième est le gestionnaire de 
mémoire volatile pour gérer l’allocation de blocs de mémoire. Le quatrième est le système 
de fichiers, qui permet de gérer la mémoire exécutable et d ’emmagasiner des composants 
dynamiques non chargés.
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Puis, les limites de NodeCom ont bien été présentées à la section section 3.4. Ces dernières 
sont les limites d’utilisation de NodeCom, c’est-à-dire que NodeCom ne peut être utilisé 
que pour gérer des composants statiques et dynamiques. Il n’est donc pas responsable 
d’ordonnancer des tâches ou de partager des composants dans un RCSF.
Enfin, NodeCom répond au besoin d’optimiser les cadriciels dynamiques de composants. 
La section 3.5 démontre que l’utilisation mémoire du noyau de composants statique de 
NodeCom équivaut à celle de Contiki. Cela représente une diminution de plus de la moitié 
de la taille mémoire de Lorien. L’utilisation mémoire pour chaque composant est aussi 
diminuée en comparaison à celle de Lorien.
CHAPITRE 4 
REPROGRAMMATION PAR C O M PO SA N TS
Ce chapitre décrit les optimisations mises en oeuvre pour réaliser le deuxième objectif de ce 
projet de recherche, soit l’optimisation de la reprogrammation adaptée aux microcontrô­
leurs avec l’ILBC. En tenant compte des contraintes imposées par les réseaux de capteurs 
sans fil (RCSF) et par le cadriciel hybride de composants NodeCom (chapitre 3), il est 
nécessaire d’optimiser la taille des composants générés ainsi que l’efficacité du chargement 
dynamique de ces derniers.
Plusieurs méthodes de compression de fichiers exécutables et d’optimisation de l’édition 
des liens sont présentées à la section 2.3. Cependant, elles ne s’appliquent pas toutes avec 
l’utilisation de l’ingénierie logicielle basée sur les composants. Ce chapitre présente donc les 
composants dynamiques, les optimisations appliquées au format ELF, le format ComELF 
qui résulte de ces optimisations, l’intégration de ComELF à NodeCom et l’évaluation des 
performances du format ComELF.
4.1 Les composants dynamiques
11 existe un format de composants pour chaque cadriciel dynamique de composants. Leurs 
particularités sont propres à la méthode de reprogrammation utilisée, c’est-à-dire qu’un 
composant dynamique utilisant une machine virtuelle n’est pas identique à un composant 
dynamique utilisant le chargement dynamique. Dans le cas du chargement dynamique, le 
code transmis entre chaque noeud d ’un réseau de capteurs sans fil doit être accompagné 
d’une description pour que le composant soit exécutable.
Cette section présente la description des composants dynamiques, particulièrement pour 
les réseaux de capteurs sans fil. Pour générer cette description, une nouvelle application 
C ++ est créée et un nouveau composant de gestion de cycle de vie est ajouté au cadriciel 
NodeCom.
4.1.1 La description des composants avec NodeCom
Dans le chapitre 3, les composants de NodeCom sont simplement décrits par une chaîne de 
caractères. Or, les composants dynamiques doivent présenter une description supplémen­
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taire pour simplifier la gestion des applications dynamiques. La description des composants 
permet la gestion de cycle de vie (figure 2.7) des composants, telle que présentée à la sec­
tion 2.2.4. C’est avec des métadonnées, incluses à même les fichiers exécutables, que les 
composants sont décrits.
Les formats de fichiers exécutables sont alors utilisés pour encapsuler le code des com­
posants et offrir une description. La description des composants simplifie le chargement 
dynamique puisque cela permet l’utilisation de l’informatique omniprésente et autonome. 
Avec ce type d’informatique, la gestion des applications est automatisée par des algo­
rithmes qui gèrent le téléchargement et le chargement dynamique des composants.
Les cadriciels dynamiques de composants encapsulent ceux-ci dans des formats bien précis 
et souvent spécifiques à un langage de programmation. Par exemple, le cadriciel OSGi 
encapsule ses composants dans un fichier de format .jar, qui est spécifique à Java, le 
cadriciel COM de Microsoft les encapsule dans un fichier de format PE, et le le cadriciel 
SOF1 utilise le format de fichiers ELF, qui est utilisé sous Linux. Puisque le format ELF est 
un format généré par plusieurs chaînes de développement croisées pour microcontrôleur, 
il est logique d’encapsuler les composants NodeCom à l’intérieur de fichiers ELF.
OSGi est un exemple de cadriciel qui propose un format de composants dynamiques com­
plet. Le format de fichiers .jar est utilisé avec le langage Java pour archiver une multitude 
de classes en un fichier, mais OSGi l’utilise aussi pour y ajouter un manifeste. On re­
trouve à l’intérieur de ce manifeste des métadonnées qui décrivent les composants avant 
même qu’ils ne soient chargés. La description des composants peut ainsi être utilisée pour 
résoudre toutes les dépendances d’un composant. Sans l’ajout de la description des com­
posants, tel qu’avec COM et SOF, il est nécessaire de charger dynamiquement chaque 
composant au complet et ensuite de valider, une à une, chaque interface. Bien que la dé­
couverte des fonctionnalités offertes par les interfaces puisse être faite pendant l’exécution, 
il est très coûteux de devoir effectuer le chargement dynamique au complet pour y parve­
nir. Avec les métadonnées, il n’est pas nécessaire d’effectuer le chargement dynamique au 
complet.
La description des composants pour NodeCom se base sur la norme technique de l’industrie 
OSGi. Ce choix est fait puisque ce cadriciel est déjà utilisé au laboratoire DOMUS par 
d’autres projets. Il est donc connu que la description offerte par OSGi réponde aux besoins 
de l’informatique omniprésente et autonome. Afin de minimiser la surcharge créée par la 
description des composants dynamiques pour RCSF, seule une sélection des métadonnées
*http ://sof.tiddlyspot.com/
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disponibles avec OSGi est utilisée. Le tableau 4.1 présente la sélection des métadonnées 
qui répondent aux besoins de base des composants dynamiques des RCSF.
Tableau 4.1 Métadonnées pour composants dynamiques de RCSF.
Donnée Apparition Contenu Type de donnée




Interface fournie Multiple Nom de l’interface Tableau de caractères
Interface requise Multiple Nom de l’interface Index du composant requis
Tableau de caractères 
Entier
Composant requis Multiple








À l'intérieur des fichiers exécutables, les métadonnées de description peuvent être inscrites 
avec un format texte, comme le format XML. Cependant, l’utilisation d ’un format texte 
requiert une taille trop importante. C’est pourquoi l’utilisation d’un format binaire est 
préférée. À l’intérieur du format binaire, les métadonnées sont inscrites comme une suite 
d’entrées de tailles indéterminées sous la forme présentée dans le tableau 4.2. Le tableau 4.3 
présente les codes utilisés lors du développement.
Tableau 4.2 Format binaire d ’une métadonnée.
Contenu Taille (octet)
Type de données 1
Taille des données en octet 1
Tableau des données Indéfini







4.1.2 Le logiciel de génération de descriptions
Les métadonnées qui décrivent les composants sont présentées à la section 4.1.1 comme 
une solution au partage des composants dans un réseau de capteurs sans fil. Puisque la
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description des composants dynamiques est écrite dans un format binaire, elle peut diffici­
lement être écrite manuellement. C’est pourquoi il est plus simple d’analyser lexicalement 
un fichier de code source d’un composant.
Les métadonnées sont spécifiques à chaque composant et sont extraites du code source. Ce­
pendant, il n’est pas possible d’extraire toutes les informations présentées dans le tableau 
4.1 avec les informations fournies par le compilateur. Afin de générer les métadonnées de 
composants, de l’information supplémentaire doit être ajoutée au fichier principal du code 
source des composants. Pour ne pas être interprétées par les compilateurs, les métadonnées 
ajoutées au fichier du code source doivent être insérées sous la forme de commentaires.
Une méthode pour trouver les métadonnées de composants dans le code source est l’analyse 
lexicale. Cette technique est souvent utilisée pour les générateurs de documentation, telle 
que la Javadoc, Doxygen2 ou Doc-O-Matic3. Cette dernière utilise aussi la présence de 
commentaires avec certaines balises.
Une application C+-1-4,5 a été créée pour traiter les fichiers de code source des composants. 
La figure 4.1 illustre la description de composant inclus dans le fichier du code source pour 
le composant blink_led (figure 3.15).
//[NC:Name] :blink_led;








Figure 4.1 Description du composant blink_led.
L’application qui a été créée est un analyseur lexical générique qui peut être utilisé pour 
extraire plusieurs informations suivant des patrons prédéfinis. Elle se divise en trois sections 
importantes : la définition des patrons, la validation des patrons et la sérialisation des 
données lues par ces patrons. Avec les balises pour patrons de l’analyseur lexical, le logiciel 
est conçu de façon à être très flexible, au cas où les métadonnées devraient changer de forme
2www.doxygen.org
3http : / /www.doc-o-matic.com
4compilé avec g++ version 4.4.
5crée avec Eclipse version 3.6.2 (Helios)
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ou si de nouvelles métadonnées devaient être ajoutées. La figure 4.2 illustre le processus 
d’analyse lexicale des métadonnées.
Code source
Type de métadonnée 
Won de composant |
Lecture ligne 
par ligne
[Version de composant I
(Interfaces fournie;
(Interfaces





















Figure 4.2 Processus d’analyse lexicale des métadonnées de composants.
Afin de valider que les métadonnées sont reconnaissables parmi les autres commentaires, le 
texte suivant doit être inscrit au début : "[<Nom de l’analyseur> :<Nom de l’élément>] 
C’est en utilisant plusieurs balises (tableau 4.5) à l’intérieur de l’analyseur qu’il est possible 
de créer plusieurs patrons différents (tableau 4.4).
Pour expliquer en profondeur le fonctionnement de ces patrons, celui qui décrit les com­
posants requis est plus complet puisque plusieurs informations doivent être présentes. Le 
patron est formé de trois sections. La première section ("U+") est utilisée pour trouver 
le nom du composant requis qui doit être présent. La deuxième section ("[#+.#+]*") 
est utilisée pour trouver la version du composant requis qui est facultatif. La troisième 
section ("(#+.#+{,#+.#+}*)") est utilisée pour trouver la liste d’interfaces requises qui 
doivent être attachées à ce composant. Le nombre d’éléments dans la liste d’interfaces est 
au minimum d’un et doit être mis entre parenthèses.
Le tableau 4.4 présente les patrons créés pour détecter la présence des métadonnées décrites 
dans le tableau 4.1 pour ainsi générer une section de métadonnées.
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Tableau 4.4 Patrons de métadonnées de composants dynamiques.
Nom de l’analyseur : NC
[NC :Name] : 'U +
[NC : Version] : '# + •# + ;*
[NC :Provided-Interface] : ’{U+;}+*
[NC :Required-Interface] : ’{U +;}+'
[NC :Required-Components] : '{ U + [# + .# + ]* (# + .# -K ,#+ .#+ }*) ;}+"
Pour trouver chaque métadonnée, l’analyseur lexical se base sur des patrons prédéfinis. 
Avec la liste des balises disponibles dans l’analyseur lexical, il est cependant possible 
d’ajouter autant de types de métadonnées à détecter que désiré. Pour construire un patron, 
un principe similaire aux expressions régulières est donc utilisé. Il suffit de regrouper 
ensemble une série de balises présentées dans le tableau 4.5.
Tableau 4.5 Balises pour patron de l’analyseur lexical.
Balise Utilisation
1  V Le point est utilisé tel quel dans le texte.
■u*
'# ■






"{ ' et ’}*
« * i
Le point-virgule sépare les éléments.
Signifie un regroupement de balises dont le contenu est encapsulé 
entre des parenthèses.
Signifie un regroupement de balises dont le contenu est encapsulé 
entre des crochets.
Signifie un regroupement de balises dont le contenu n’est pas en­
capsulé.
Signifie une présence de zéro ou plusieurs fois.
Signifie une présence d’une ou plusieurs fois.
L’application est dotée de paramètres afin d’automatiser son utilisation avec des fichiers 
Make, par exemple. La figure 4.3 présente le guide d’utilisation de l’application.
4.1.3 La gestion des dépendances
Les métadonnées des composants dynamiques sont nécessaires pour permettre l’utilisa­
tion de l’informatique omniprésente et autonome. Tels que présentés par les cadriciels 
implémentant la norme technique OSGi, les composants utilisés par NodeCom peuvent 
être gérés avec un gestionnaire de cycles de vie. Pour les besoins de démonstration, la
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Usage: NodeCom metadata parser [-Vhv] [-i <input>] [-o <output>] This 
program parse a C file to find NodeCom metadata.
-i, — input=<input> input file (mandatory)
-o, — output=<output> output file (default is "inputfile.nc")
-V, — verbose enable debug output
-h, — help print this- help and exit
-v, — version print version information and exit
Figure 4.3 Guide d ’utilisation du générateur de fichiers de métadonnées.
figure 4.4 illustre l’ajout du composant de gestion de cycle de vie en comparaison à la 
figure 3.15.
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Figure 4.4 Composant de gestion de cycle de vie.
Tout comme la gestion de l’ordonnancement et la dissémination des composants, la gestion 
du cycle de vie s’effectue à l’extérieur du noyau de NodeCom. Cette séparation est faite 
afin de conserver une taille minimale du noyau de NodeCom et de permettre une versatilité 
aux systèmes d’exploitation qui utiliseraient le cadriciel hybride de composants NodeCom.
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Voici donc comment fonctionne le composant de gestion de cycle de vie crée pour valider 
NodeCom. C’est d’abord le chargeur de fichiers ELF qui doit retrouver les métadonnées et 
les rendre accessibles pour un éventuel chargement à l’intérieur d’un fichier metadata. dat. 
Puisque l’accumulation de métadonnées des composants dynamiques peut devenir assez 
volumineuse et que ces informations sont très peu utilisées, il est préférable de les conserver 
dans un espace mémoire plus volumineux. C’est pourquoi le système de fichiers est utilisé 
pour enregistrer les métadonnées dans un fichier semblable à une base de données.
Le gestionnaire de cycles de vie des composants accède ensuite aux métadonnées à l’aide du 
gestionnaire de composants. Il est ainsi possible de charger dynamiquement un composant 
et toutes ses dépendances. Cela fonctionne de façon similaire à la gestion des logiciels sur 
Linux (.deb et .rpm). Le processus d’installation de composants est récursif jusqu’à ce que 
toutes les dépendances soient résolues. Voici le processus d’installation des composants :
1. téléchargement du composant ;
2. installation du composant ;
3. téléchargement des dépendances ;
4. installation des dépendances ;
5. liaison du composant à ses dépendances.
4.2 Les optimisations du format ELF
Perçu comme étant un format exclusivement réservé au système d’exploitation basé sur 
UNIX, le format ELF est utilisable à plus grande échelle. Il existe plusieurs compilateurs 
pour systèmes embarqués qui l’utilisent. Pour la majorité de ces compilateurs, le format 
ELF n’est utilisé que pour sa partie exécutable. Dans ce cas, les fichiers ELF générés sont 
statiques et présentent une taille minimale.
La section 2.3.2 présente comment le format ELF peut être utilisé pour effectuer un char­
gement dynamique. Lorsque le format ELF est utilisé pour le chargement dynamique, 
cela requiert une taille plus considérable. Cette sous-section présente des modifications au 
format ELF applicables spécifiquement avec l’utilisation des composants.
Dans de précédents travaux sur les systèmes d’exploitation par Beyer et al. [8], on retrouve 
deux conclusions quant au chargement dynamique. La première est que la plus grande 
influence sur le temps de transfert des composants est leur taille, soit la compression du
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code. La deuxième est que la plus grande influence sur le temps d’édition des liens est le 
nombre de symboles non résolus et les entrées de translation qui réfèrent à ces symboles.
4.2.1 La compression du code par composants
Dans le chapitre 3, on retrouve l’élaboration du cadriciel de composants NodeCom. Le 
format de composants choisi est le format ELF, puisque ce dernier est dominant dans les 
microcontrôleurs. Cependant, les fichiers ELF ne sont pas adaptés aux besoins des RCSF 
en termes de taille. Afin de compresser les composants, la technique de compression basée 
sur la réduction de l’encodage présentée à la section 2.3.3 est celle qui s’applique le mieux 
à l’utilisation de composants dynamiques.
Avec l’ingénierie logicielle basée sur les composants (ILBC), plusieurs contraintes per­
mettent une réduction garantie du format de fichiers exécutables standard ELF.
La réduction du nombre de sections et de symboles est la technique qui permet la meilleure 
compression de fichiers ELF [18]. Dans NodeCom, le gestionnaire de composants présenté 
à la section 3.2.3 utilise seulement les sections et les symboles servant au chargement 
dynamique de types de composants et à l’instanciation de composants. Tous les autres qui 
ne sont pas utilisés peuvent être enlevés du fichier exécutable.
Afin de compresser davantage les composants, la taille des données du fichier ELF peut 
être réduite pour n’utiliser que la largeur du bus du microcontrôleur utilisé [19]. Les fichiers 
ELF générés par les compilateurs sont créés pour des processeurs 32 bits. Or, la majorité 
des microcontrôleurs utilisés avec lés RCSF ont une largeur de bus de 8 bits ou de 16 bits. 
Le code exécutable généré lors de la compilation est spécifique au processeur sélectionné, 
mais toutes les données du fichier ELF utilisent des données 32 bits.
Le format ELF possède un en-tête (tableau 2.3) qui permet de connaître les particularités 
des plateformes cibles. L’en-tête est divisé en deux parties : l’identité et le fonctionnement 
du fichier ELF. C’est avec l’identité qu’il est possible de connaître comment la lecture du 
fichier ELF doit s’effectuer puisqu’elle est composée uniquement avec des données encodées 
sur un octet. Le format ELF peut ainsi être lu autant par un microcontrôleur à 8 bits que 
par un processeur à 64 bits. C’est à l’intérieur de l’identité du fichier ELF qu’est définie 
la largeur du bus de données.
Pour une largeur de bus de 16 bits, la taille des données de base est réduite, telle que 
présentée dans le tableau 4.6.
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Tableau 4.6 Type de donnée du fichier ELF.
Type Taille ELF 32 bits Taille ELF 16 bits
Mot 32 16
Mot signé 32 16




Avec le peu de symboles présents dans un composant utilisé par NodeCom, il n’est pas 
nécessaire de créer un nouveau format de composants qui regroupe les noms des symboles 
similaires [53] pour économiser de l’espace.
Les techniques de compression de fichiers basées sur les différences ne sont pas requises 
puisqu’en utilisant les composants dynamiques, les applications se retrouvent déjà divisées 
en multiples morceaux. D’ailleurs, Flexcup [43] utilise des composants tels que proposés 
par NodeCom pour optimiser les mises à jour.
Dans la majorité des algorithmes de compression, la présence de données répétitives influe 
positivement sur le taux de compression, c’est-à-dire que le taux de compression augmente 
généralement avec la taille des fichiers. Puisque les applications sont partagées en plusieurs 
morceaux, les techniques de compression utilisant des algorithmes comme gzip présentent 
une moins bonne performance.
4.2.2 L’édition des liens par composants
L’ILBC utilise de façon intrinsèque deux optimisations présentées dans la revue de la 
littérature (section 2.3.4) : la mise à jour incrémentale et la mise à jour avec une table 
d’adressage. Pour les autres techniques présentées, soit la modification du format de fichiers 
exécutable et la modification de la localisation de l’édition des liens, l’ILBC ne s’applique 
pas.
L’utilisation de la mise à jour incrémentale permet à l’édition des liens de ne translater que 
les nouveaux symboles avec l’usage d’un espace tampon entre chaque symbole. L’utilisation 
d’un espace tampon a pour effet d’augmenter la probabilité que l’adresse du symbole ne 
soit pas déplacée et de créer plusieurs sections en mémoire. Avec l’ILBC, les applications 
sont aussi divisées en plusieurs morceaux. Puisque les composants sont sauvegardés en 
mémoire à l’aide d’un système de fichiers, il est possible de réserver un fichier de taille 
supérieure à celle du composant. Cependant, le système de fichiers utilisé avec NodeCom
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requiert de déplacer les données pour les modifier. Il n’y a donc aucun avantage à réserver 
de l’espace puisque l’adresse d’origine sera modifiée.
La mise à jour avec une table d’adressage permet d’accélérer l’édition des liens en réduisant 
le nombre de symboles. C’est l’utilisation d’une table contenant les multiples symboles qui 
permet aux applications d’être liées ensemble. Pour l’ILBC, les composants sont liés entre 
eux avec l’utilisation des interfaces. Les interfaces utilisent donc des tableaux contenant 
plusieurs symboles et cela permet d’en avoir moins à lier entre deux composants.
C’est pour ces raisons que les techniques d ’optimisation de l’édition des liens n ’ont pas 
été envisagées. Malgré tout, l’édition des liens est accélérée avec l’utilisation des fichiers 
ELF compressés. Selon Beyer et al. [8], l’édition des liens est effectuée plus rapidement 
lorsque le nombre de symboles et d ’entrées de translation est petit. Or, l’utilisation des 
composants, telle que présentée au chapitre 3, restreint la quantité de symboles. En plus 
de la quantité limitée de symboles présents pour un composant, il existe des sections du 
format ELF qui ne sont pas utilisées. Par exemple, la section des données n’est pas recopiée 
lors du chargement dynamique.
4.3 Le format ComELF
L’ajout de la description des composants et de plusieurs optimisations pour la compression 
et l’édition des liens requiert la modification du format ELF. Cette section présente donc 
les étapes requises afin de créer les composants optimisés avec le format ComELF.
4.3.1 Les spécifications du format ComELF
Afin de minimiser les coûts du chargement dynamique de composants, plusieurs optimi­
sations peuvent être utilisées pour diminuer la taille et l’édition des liens des composants.
La description des composants doit aussi être ajoutée au format ComELF afin qu’ils 
puissent être utilisés avec les techniques de l’informatique omniprésente et autonome. Avec 
le format ELF, il est possible d’ajouter des sections avec un contenu quelconque. Pour ce 
faire, il suffit d’y ajouter un en-tête qui décrit une nouvelle section et de la placer dans 
le tableau d’en-tête de section. C’est donc avec une nouvelle section, nommée .metadata, 
que la description des composants présentée à la section 4.1.1 est ajoutée.
Ensuite, afin d’optimiser la taille des composants dynamiques, le format ELF est épuré. 
Telles que présentées à la section 2.3.2, les informations utiles à l’édition des liens sont
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conservées afin de pouvoir placer le composant n’importe où en mémoire. Parmi ces infor­
mations, on retrouve les symboles qui sont utiles pour localiser les fonctions. Le cadriciel 
hybride de composants NodeCom n’utilise que les symboles des fonctions load, unload, 
comtruct et destruct (section 3.2.3). Donc seuls ces symboles sont disponibles.
NodeCom utilise les sections .text, .rela.text, .strtab, .symtab et .shstrtab. Ce sont donc ces 
dernières qui sont présentes dans le format ComELF pour le rendre dynamique.
La section .text contient le code exécutable, mais non positionné. La section .rela.text 
contient les entrées de translation. Ces dernières sont utilisées pour localiser les endroits 
où des symboles du composant sont utilisés. La section .strtab contient la liste des chaînes 
de caractères qui représentent les symboles (load, unload, construct et destruct). La section 
.symtab contient les quatre symboles utilisés par NodeCom. La section .shstrtab contient 
la liste des chaînes de caractères qui représentent chaque section précédemment présentée.
Finalement, pour avoir un format de fichiers exécutables spécifiques à la largeur du bus 
d’un processeur donné, les en-têtes, la section .rela.text et la section .symtab peuvent être 
compressées.
Il faut donc exécuter les cinq étapes suivantes pour générer un composant ComELF :
1. Com pilation : compilation du code source du composant, avec les contraintes im­
posées par NodeCom, à l’intérieur d’un fichier ELF.
2. Extraction des m étadonnées : interprétation du code source du composant pour 
trouver les informations de description et créer la section des métadonnées du com­
posant.
3. A jout des m étadonnées : ajout de la nouvelle section contenant les métadonnées 
du composant dans le fichier ELF.
4. Épurage du fichier ELF : toutes les sections inutilisées du fichier ELF sont sup­
primées et seuls les symboles load, unload, construct et destruct sont conservés.
5. Conversion : le fichier ELF original est converti pour un processeur spécifique.
4.3.2 Le logiciel de génération de fichiers au format ComELF
Afin de générer des fichiers ComELF à l’aide de la séquence présentée à la section 4.3.1, 
une application C ++ est créée pour compléter les outils disponibles. Ces outils sont les
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applications offertes par la suite de compilation GNU6 ainsi que l’application de génération 
des métadonnées présentée à la section 4.1.2.
L’application de génération de fichiers ComELF effectue l’étape d’épurage (étape 4) et 
l’étape de conversion (étape 5). Ces opérations s’effectuent telles que présentées à la sec­
tion 4.2.1.
Le fonctionnement du générateur de fichiers ComELF est divisé en trois modules, soit 
la lecture des fichiers ELF, la modification des données contenues dans le fichier ELF 
et l’écriture des fichiers ComELF. La figure 4.5 illustre toutes les classes et structures 
existantes.
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Figure 4.5 Générateur de fichiers ComELF.
Pour chaque entrée du fichier ELF lue, des classes sont utilisées afin d ’abstraire le trai­
tement des fichiers ELF. Par exemple, il existe une classe pour l’en-tête du fichier ELF. 
Afin de modifier la taille des données d’un fichier ELF pour les différentes largeurs de 
bus, toutes les classes utilisent des templates. Les types utilisables avec ces templates sont 
les entiers de 8, 16, 32 ou 64 bits. Ces dernières sont ensuite utilisées afin d’effectuer les 
modifications demandées sur le fichier ELF.
Il est possible d’effectuer quatre opérations avec le module de modifications des données 
continues dans le fichier ELF : modifier la taille des données du fichier ELF, supprimer des
6http ://gcc.gnu.org/
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sections, supprimer des symboles, afficher le contenu de fichier au format ELF et ComELF. 
Afin de bien s’intégrer aux fichiers Makefile, le générateur de fichiers ComELF doit être 
exécuté avec des arguments tels que présentés par le guide d’utilisation (figure 4.6).
Usage: ComELF Generator [-Vhv] [-i <input>] [-insize=<input size>] [-o
<output>] [-outsize=<output size>] [-r] [-rs] [-ss] [-rabs] [-dump]
[-section=<section>]... [-ssym=<symbol>]... [-fsym=<symbol>]...
-i, — input=<input> input file (mandatory)
— insize=<input> size of the input file
-o, — output=<output> input file (mandatory)
— outs ize=< input > size of the output file
— r resize an elf file
— rs remove sections from an elf file
— ss strip a section of an elf file
— rabs remove ABS Symbol
— dump print informations about the elf file
— section=<section> specify one or many sections for removing or 
stripping functions (Maximum 15)
— ssym=<symbol> specify section symbols (Maximum 15)
— fsym=<symbol> specify function symbols (Maximum 15)
-V , —verbose enable debug output
-h, — help print this help and exit
-v, — version print version information and exit
Figure 4.6 Menu d’aide du générateur de fichiers ComELF.
La figure 4.7 présente la liste des arguments utilisés successivement avec le générateur 
pour effectuer ces étapes. Les commandes importantes de cette liste sont les trois der­
nières. D’abord, les deux premières commandes suppriment des artéfacts créés lors de la 
génération des fichiers ELF par le compilateur mspgcc. La troisième commande effectue 
l’épurage des symboles publics trouvés dans le code pour ne conserver que les symboles 
de section et les quatre symboles qui servent au chargement dynamique des composants. 
La quatrième commande supprime toutes les données relatives aux sections spécifiées qui 
sont non utilisées par le format ComELF. La cinquième commande termine le processus 
en réduisant l’encodage du fichier de 32 bits à 16 bits.
Le générateur de fichiers ComELF peut aussi être utilisé pour visualiser et valider le 
contenu des fichiers générés. Un affichage identique à l’outil readelf a été utilisé afin de 
simplifier la lecture. Le contenu présenté est l’en-tête du fichier ELF, la liste des sections, 
les entrées de translation et les symboles. Tel qu'expliqué à la section 4.3.1, la quantité de 
sections et de symboles .sera toujours la même pour tous les composants ComELF. C’est 
uniquement la taille du code et le nombre d’entrées de translation qui varient.
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1 — rabs -i file.elf — insize=32 -o file.elf
2 — ss -i file.elf — insize-32 — section-.metadata — ssym=.metadata
3 — ss -i file.elf — insize=32 — section=.text — ssym=.text 
— fsym=destruct — fsym=construct — fsym=load — fsym=unload
4 — rs -i file.elf — insize=32 — section=.data — section=.bss 
— section=.fartext — section=.noinit
5 — r -i file.elf — insize=32 -o file.16.elf — outsize=16
Figure 4.7 Arguments du générateur de fichiers ComELF utilisés.
4.4 La performance du format ComELF
Cette section présente les performances du format de composants ComELF. Il est comparé 
au format ELF original tel qu’utilisé par les modules dynamiques de Contiki et les com­
posants dynamiques de Lorien. Avec les optimisations apportées par le format ComELF, 
une réduction de la taille du fichier ELF est obtenue et permet aussi l’édition des liens 
moins longue proposée par le cadriciel de composants NodeCom (chapitre 3).
L'évaluation de la performance du format ComELF s’effectue en deux étapes. Ce sont les 
étapes d?épurage (étape 4) et de conversion (étape 5) présentées à la section 4.3.1 qui sont 
respectivement évaluées.
Évaluation de la performance de l’épurage
Avec l’utilisation des composants, il a été possible d ’établir plusieurs contraintes quant à 
l’utilisation des formats de fichiers exécutables. Ces contraintes ont mené à l’optimisation 
du format de fichiers ELF pour créer le format ComELF. L’avantage du format ComELF 
est qu’il assure une taille presque fixe. Les seuls éléments variables du format ComELF 
sont le nombre d’entrées de translation et la taille du code. Les éléments suivants du format 
ComELF ont une quantité fixe :
- 7 sections ;
- 6 chaînes de caractères correspondant aux sections ;
- 6 symboles ;
- 4 chaînes de caractères correspondant aux symboles.
La performance de ComELF par rapport au format ELF original est évaluée avec l’utili­
sation du composant Blink Led illustré à la figure 3.15. Ce composant démontre un cas 
simple avec peu de symboles et de sections. Le composant Blink Led, avec le format ELF 
original, utilise 11 sections, 16 symboles, 6 entrées de translation, 10 chaînes de carac­
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tères correspondant aux sections et 9 chaînes de caractères correspondant aux symboles. 
Lorsque le composant Blink Led est converti vers le format ComELF, il y a une réduction 
de 4 sections, 10 symboles et 9 chaînes de caractères. Des composants plus complexes 
pourraient être analysés afin de mieux évaluer la performance de ComELF. Cependant, le 
gain obtenu avec le composant Blink Led est valable puisque le nombre de sections et le 
nombre de symboles non utilisés augmentent de façon relative à la taille des composants.
Avec la suppression des éléments non utilisés, le composant Blink Led est passé de 1.52 kO 
(ELF) à 1 kO (ComELF). Cela totalise une réduction de 34.2 % de la taille originale.
Évaluation de la performance de la conversion
La conversion du composant Blink Led, lorsqu’utilisé pour un microcontrôleur MSP430, 
passe d’une taille de 32 bits à une taille de 16 bits. Il n ’est pas possible d’obtenir un taux 
de compression générique puisque la quantité d’entrées de translation est variable selon 
chaque application. En utilisant un MSP430, les données du format ComELF sont réduites, 
telles que présentées dans le tableau 4.6. Le tableau 4.7 présente le taux de réduction par 
section.
Tableau 4.7 Taux de compression du format ComELF (32 bits à 16 bits).
Métadonnée Base de 32 bits Base de 16 bits % de réductionTaille (octets) Taille (octest)
En-tête de fichiers ELF 52 34 34.6
En-tête de sections 40 20 50.0
Symbole 16 9 43.8
Entrée de translation 12 6 50.0
Puisque l’en-tête de fichier ELF n’est présent qu’une seule fois, son taux de compres­
sion (34.6 %) n ’est pas significatif sur la taille totale de n’importe quel composant. Les 
gains significatifs se trouvent plutôt avec les en-têtes de sections et les données de certaines 
sections. La différence est que ces données peuvent apparaître à plusieurs reprises.
Pour les 7 en-têtes de sections du format ComELF, un taux de compression de 50 % 
pour chaque en-tête signifie une compression de 140 octets. Pour les 6 symboles du format 
ComELF, un taux de compresion de 43,8 % pour chaque symbole signifie une compres­
sion de 42 octets. Pour les 6 entrées de translation du composant Blink Led, un taux de 
compression de 50 % signifie une compression de 36 octets.
Avec ces compressions, la taille du composant Blink Led est passée de 1 kO à 0.764 kO, pour 
un taux de compression de 23.6 %. Selon les résultats présentés par Dunkels et al. [19], 
le taux de compression obtenu pour cette méthode pouvait atteindre 50 %. Telles que
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présentées dans le tableau 4.7, plusieurs données du format ELF sont incompressibles, 
sinon tous les pourcentages de réduction seraient de 50 %. Pour cette raison, la validité 
des résultats obtenus par Dunkels et al. est mise en doute. Une hypothèse est que ces 
calculs étaient effectués pour une conversion de 32 bits à 8 bits. Cependant, pour cette 
conversion, la taille du composant Blink Led passe de 1 kO à 0.660 kO, pour un taux de 
compression de 34 %.
Puisque la conversion n’a d ’effet que sur les métadonnées identifiées au tableau 4.7, le taux 
de compression du composant Blink Led original, c’est-à-dire avant l’épurage, devrait être 
plus élevé. Malgré cela, il ne rejoint pas celui obtenu par Dunkels et al. avec une conversion 
de 32 bits à 8 bits. Le taux obtenu pour le composant Blink Led original est de 36.8 %.
En jumelant l’épurage et la conversion de 32 bits à 16 bits, le taux de compression total du 
composant Blink Led atteint 50.26 %. Puisque le code contenu dans le composant Blink 
Led a une taille 0.3 kO, le taux de surcharge, soit la taille totale du composant moins la 
taille du code, du format ComELF est de 2.5.
4.5 Le récapitulatif de ComELF
Ce chapitre a présenté les modifications au format de fichiers exécutable ELF qui est 
utilisé par NodeCom (chapitre 3) pour encapsuler les composants dynamiques. Les modi­
fications apportées sont des optimisations basées sur les contraintes du cadriciel hybride 
de composants Nodecom. Le format de fichiers résultant de ces optimisations est le format 
ComELF.
Tout d ’abord, des modifications au format ELF étaient nécessaires afin de simplifier la 
gestion des composants dynamiques, tels que requis par l’informatique omniprésente et 
autonome. La section 4.1 présente l’ajout d ’une section de description de composant di­
rectement intégré au format ComELF.
Ensuite, des modifications au format ELF étaient nécessaires afin d’accélérer le transfert 
et le chargement de composants. La section 4.2 et la section 4.3 présentent les techniques 
de compression utilisées pour convertir le format ELF au format ComELF.
Les performances du format de composants dynamiques ComELF sont enfin mesurées à la 
section 4.4. Le format ComELF permet un taux de compression notable de 50.26 %, malgré 
l’ajout de la section de description des composants. Cependant, les résultats présentés ne 
sont pas généralisables à tous les cas puisque la taille du code, les chaînes de caractères et 
les entrées de translation sont incompressibles.
CHAPITRE 4. REPROGRAMMATION PAR COMPOSANTS
CHAPITRE 5 
CONCLUSION
5.1 Retour sur les objectifs fixés
Le but de cette recherche vise à améliorer la reprogrammation des noeuds d ’un réseau de 
capteurs sans fil (RCSF). Pour y parvenir, deux objectifs ont été établis.
Le premier objectif était d’optimiser les cadrieiels dynamiques de composants pour qu’ils 
puissent être utilisés avec les RCSF. Le chapitre 3 démontre l’atteinte de cet objectif en 
appliquant un modèle de cadriciel hybride appliqué à l’ingénierie logicielle basée sur les 
composants (ILBC). NodeCom, qui utilise ce modèle, permet de conserver le noyau d’un 
noeud de façon statique tout en permettant l’utilisation de composants dynamiques. De 
cette façon, l’utilisation de l’ILBC avec des composants dynamiques n’engendre pas de 
surcharge ni en mémoire ni en cycle processeur.
Le deuxième objectif était d’optimiser la reprogrammation adaptée aux RCSF avec l’ILBC. 
Le chapitre 4 présente les optimisations au format de fichiers exécutables ELF possibles 
avec l’utilisation de l’ILBC et du cadriciel hybride de composants NodeCom. Le format 
de fichiers résultant est le ComELF. Pour optimiser le format ELF, plusieurs sections et 
symboles sont supprimés puisqu’ils ne sont pas utilisés par les composants dynamiques. 
Cela permet donc de réduire la taille des composants dynamiques, d’accélérer le char­
gement dynamique et de simplifier le gestionnaire de fichiers ELF. Ensuite, la taille des 
composants dynamiques est aussi réduite en compressant la taille des métadonnées du 
format ELF. Pour terminer, une description est ajoutée aux composants dynamiques pour 
permettre une gestion automatique du chargement dynamique.
5.2 Contributions
Ce projet de recherche contribue à plusieurs domaines en intégrant les RCSF, l’ILBC et la 
reprogrammation. En enchaînant les contraintes des RCSF à l’ILBC, les cadrieiels hybrides 
de composants s’imposent comme un choix judicieux pour la programmation de noeuds. 
En plus, la reprogrammation est optimisée par un chargement dynamique qui respecte les 
contraintes de l’ILBC.
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Dans le cadre de cette maîtrise, les résultats des travaux sur l ’utilisation d ’un modèle de 
cadriciel hybride de composants ont mené à la publication de l’article de journal NodeCom : 
a hybrid approach for lightweight comportent framework for wireless sensor network [42].
5.3 Travaux futurs
Avec la perspective d’utiliser un cadriciel hybride de composants pour gérer et reprogram­
mer les RCSF, voici des suggestions de travaux futurs :
- établir le concept d’informatique omniprésente et autonome pour les RCSF ;
- améliorer la gestion des composants statiques dans un cadriciel hybride de compo­
sants ;
- évaluer la pertinence d’avoir un langage de programmation orienté composant adapté 
aux RCSF et aux composants dynamiques ;
- poursuivre l’optimisation du format de fichiers utilisé pour les composants dyna­
miques ;
- évaluer la liaison des interfaces des composants par référence telles que requises à 
l’intérieur du cadriciel de composants COM.
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