Abstract. Today many high performance computers are reachable over some network. However, the access and use of these computers is often complicated. This prevents many users to work on such machines. The Goal of the Remote Computation System (CS) is to provide easy access to modern parallel algorithms on supercomputers for the inexperienced user. RCS has an easy-to-use mechanism for using computational resources remotely. The computational resources available are used as e ciently as possible in order to minimizes the response time.
Accessing Supercomputers
Wide area computer networks have become a basic part of today's computing infrastructure. These networks connect a variety of machines, from workstations to supercomputers, presenting an enormous computing resource.
However, the access and the use of these computers and the software is often complicated. A major problem for the inexperienced user to exploit such high performance computers is that he has to deal with machine dependent low level details.
The goal of this work is to make high performance computing accessible to scientists and engineers without the need for extensive training in parallel computing and allowing them to use resources best suited for a particular phase of the computation. Also, the emphasis is laid on algorithms for solving problems in numerical linear algebra, the concepts presented here are applicable to any high performance algorithms.
This goal shall be achieved with a remote computation system (RCS), which provides uniform access to modern parallel algorithms on supercomputers. The user's view of the RCS is that of an ordinary software library. The user calls RCS library routines (e.g. to solve a system of linear equations) within his program running on a workstation. In contrast to common libraries, the problem is not necessarily solved on the local workstation, but is dynamically allocated on an arbitrary machine in a given pool of computers, in order to minimize the response time. Thus, the system allows distributed applications with several solvers running concurrently on di erent machines. Furthermore, the RCS routines are generic in the sense that the method with which the problem is solved, is not predetermined. The system tries to solve the problem by the best possible algorithm according to the input arguments. A few additional parameters would allow a knowledgeable user to precisely steer the problem-solving process while the inexperienced user gets the correct answer in a possibly non-optimal way.
System Design
The Remote Computation System consists of two components, the user interface and the run time system. The underlying computational software can be any existing scienti c package. Su cient software for solving problems in Numerical Linear Algebra on high performance computers is around today 2, 1, 3].
The User Interface
The user interface consists of a library of interface routines which are linked to the user's application written in Fortran or C.
Once, an application has enrolled in RCS in can make use of the problem solving capabilities of the system. RCS is called asynchronously. Computational problems are submitted to the RCS by posting a request and passing the necessary arguments. The results are then claimed by calling a second routine. For instance, the Fortran routines subroutine RCpostSys(n,A,ld,b,host,handle,rqst) subroutine RCclaimSys(n,x,rqst,info) post the request to solve a linear system of equations Ax = b and claim the solution x respectively. Because RCS is called asynchronously, it does not only allow distributed applications running on several machines, but also the concurrent execution of two or more solvers.
When posting the request, the user may either specify a speci c remote host on which the computation shall take place or he can leave it to the system to determine the most suitable solver-host pair which has the shortest response time.
The Run Time System
Before running a RCS application, the user rst has to start up the RCS run time system. RCS is a single user system but multiple RCS applications are allowed per user to run concurrently. The components of the RCS run time system are shown in Figure 1 . The server is the core of the RCS. Its task is to accept requests from user's application and to start an appropriate solver on a host in the pool. If the remote host is not speci ed by the user, the server selects the solver-host pair such that the response time is minimized. Such a selection process has not yet been done in the context of a numerical library. In order to make an optimal choice, the server needs information about { the problems which RCS can solve { the host computers in the pool and their characteristics such as number of processors etc.
{ the available computational software (solvers) on each host and their characteristics. For instance, a theoretical model is required to assess its response time { dynamic parameters as the current workload on each host and the available communication bandwidth on the network. A daemon called monitor on each host is responsible for periodically measuring the dynamic parameters. All other information is static and is read from a con guration le at startup time.
The solvers are simple driver programs calling computational routines from scienti c packages such as LAPACK 2].
Assessing the Response Time
When the user does not specify the target host, the fastest solver shall be chosen by RCS. In order to select the fastest algorithm-machine pair, models of the expected response time for the di erent choices are required.
Thus, we need mathematical expressions that specify the response time T as a function of parameters like the problem size n, the number of processors p and other algorithm and hardware characteristics.
Modeling the response time requires some knowledge about the implementation of the RCS system. The client (the user's application) sends a request to the RCS server. The server selects an appropriate solver and starts it on the corresponding host. Then, the input data is directly sent from the client to the solver. After solving the problem, the result is sent back to the client. Hence, the response time consists of three major components which can be examined independently: the solver start up time T s , the time for data transfer T t and the actual computation time T c .
Computation Time: For applications in numerical linear algebra it is commonly agreed that the oating-point operation ( op) count is a good estimation of work. The execution time in turn is the ratio between this amount of work and the computational speed of the computer. Unfortunately, the speed, i.e. the work divided by time is not a xed value on modern computers with pipelining and hierarchical memory. The observed execution rate r depends on the algorithm and problem size and is well approximated with the model of Hockney and Jesshope r(n) = r 1 =( n 1=2 n + 1). That is, the performance r is expressed in terms of parameters r 1 and n 1=2 . These parameters are characteristic for a speci c algorithm and denote the peak performance for large problem sizes (r 1 ), and the problem size for which half the peak performance is reached (n 1=2 ). Then, a simple model for the computation time of an algorithm running on a sequential computer or a shared-memory multiprocessor is T c = c(n)=r(n; p); (1) where c(n) is the op count for the algorithm and r(n; p) is its execution rate on a speci c computer depending on the problem size n and the number of processor p. For classic sequential computers, r(n) usually does not depend on n .
Di erent execution time models are required for distributed-memory multiprocessors taking the communication into account.
Data Transfer Time: An idealized model for the time cost to send a message from one process to another can be based on two parameters: the message startup time t 0 , which is the time required to initiate the communication, and the bandwidth b, which tells how many data items can be moved in a certain time interval from the source to the destination process. The time required to send a message of n data items then is T t = t 0 + 1 b n: (2) Start up Time: This is a constant value which makes only a small contribution to the total response time unless the problem size is very small (cf. Sec. 4.1).
Evaluation of a Prototype
A prototype RCS based on PVM 4] has been implemented to demonstrate its feasibility. PVM (Parallel Virtual Machine) is a software package, which allows the utilization of a heterogeneous network of parallel and serial computers as a single computational resource. This prototype RCS so far provides two services. Namely, solving systems of linear equations and solving the symmetric eigenvalue problem. The appropriate solvers on the di erent computer platforms are based on procedures from LAPACK, and own solution routines of the divide-and-conquer type.
Break-even Analysis
Remote computation introduces overhead consisting of the evaluation of a computing request by the server, the starting of the solver as well as the transmission of the necessary data. Thus remote computation only pays o when the problem is large enough and the remote computer is faster or less loaded than the local workstation.
The following theoretical analysis based on our experimental RCS con guration shall give an idea at which point remote computation starts to pay o .
Experimental results con rm this analysis. Assume, we solve a system of linear equations with Gaussian Elimination. The op count is c(n) = 2=3n 3 ? 1=2n 2 + 5=6n. The user's workstation is a Sun SPARCstation-1 with an execution rate r 1:5 10 6 1/s (64 Bit precision). The local execution time is given by T = c(n)=r. First, the two linear systems are solved sequentially on the local Sun SPARCstation-1, using LAPACK routines. This takes 116 seconds.
Then, the same computation is performed with RCS. Beside the sun, the HP J200 and a Cray J90 supercomputer take part in the pool of RCS hosts. Thanks to the asynchronous calls to RCS, the two linear systems can be solved on the Cray and the HP host concurrently.
call RCpostSys(task1) call RCpostSys(task2) call RCclaimSys(task1)
call RCclaimSys(task2) This only takes 16 seconds or one seventh of the original time. This considerable speedup is achieved mainly due to the much higher computation rate of these two machines. Little is gained however by calling solvers on the two different machines concurrently, because the transfer of the two system matrices, which makes about 80 percent of the overall cost, is sequential. Faster interconnection networks will reduce the overhead caused by the data transfer.
Concluding Remarks
The RCS provides an easy-to-use interface to a variety of numerical linear algebra libraries on UNIX platforms. When the user does not explicitly specify the computer, the RCS is able to select among a number of computer platforms in order to provide the answer in the minimal wall clock time.
The RCS is portable and expandable. Its process control and communication is done with PVM assuring that it runs on any UNIX based machine which is accessible over some network. New solvers are easily added to the RCS. Essentially the driver for the new solver has to be provided and a con guration le describing the solvers has to be modi ed. If the solver provides a new service, corresponding procedures have to be included in the frontend library. However, such con guration and installation work must be done by a computer scientist.
Often, there is an administrative hindrance in using such an RCS system on expensive high performance computers of a computer center. The RCS system uses remote commands such as a remote shell. These commands are often not available on such computers because of security reasons.
