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Abstract
Various ensembles of random matrices with independent entries are analyzed by
the replica formalism in the large-N limit. A result on the Laplacian random matrix
with Wigner-rescaling is generalized to arbitrary probability distribution.
1 Introduction
Since the introduction of bosonic replicas in the study of disordered systems and ran-
dom matrices several decades ago [1], most analytic investigations followed a path with
three basic steps :
1) After defining a replica partition function, it is easy to average it over the ensemble
of random matrices to obtain a replica partition function where the interaction of the
replica fields depends on the probability distribution of the ensemble.
2) A set of auxiliary fields are introduced by Hubbard-Stratonovich identities to decou-
ple the interacting pairs, transforming the replica partition function in a form suitable
to the thermodynamic limit. In recent years a Gaussian functional identity conve-
niently replaced the set of auxiliary fields.
3) The saddle-point method leads to a non-linear integral equation of very different
complexity : it is trivially solved in the case of Wigner matrices whereas it is extremely
difficult in the case of the Laplacian of a random graph.
This paper follows the well established steps, respectively in sections 2, 3, 4, with
greater generality. Instead of choosing a definite probability distribution, we consider
the off-diagonal matrix elements to be independent identically distributed (i.i.d.) ran-
dom variables, where their probability distribution is coded by the cumulants. The
diagonal matrix elements will be i.i.d. random variables statistically independent from
the off-diagonal matrix elements or, as in the case of the Laplacian matrix, statistically
dependent on them. In either case (statistically dependent or not) different specifi-
cations of the cumulants correspond to a full matrix or a sparse one. This general
approach does not lead to complications and all the three above mentioned steps are
performed.
In sect.3 we discuss some puzzling features of the useful functional representation that
decouples pairs of replica fields and its equivalence with the older method of auxiliary
variables. The reader who is satisfied with formal inversion of operators without closer
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inspection, may safely skip reading this section.
Sect.4 contains the saddle-point method , the non-linear integral equation and the new
result of the paper : the limiting resolvent of the Laplacian of a random matrix with
i.i.d. entries, rescaled a-la-Wigner, may be computed by a naive use of Pastur
law of addition of random matrices, despite the statistically dependence of the diago-
nal entries. Our new result generalizes a previous one [2], obtained by diagrammatic
methods and the assumption that the off-diagonal matrix entries are i.i.d. central
Gaussian variables.
We think that the general and straightforward approach of this paper has some
merits : indeed, as a by product, we obtain, at the beginning of Sect.4 the well known
Pastur law of addition of random matrices, in the replica formalism.
Sect.4 ends with the non-linear integral equation pertinent to the random graph.
We included it to emphasize the generality of the replica formalism and the difference
between Wigner-rescaled matrix ensembles (and their Laplacians) which leads to ana-
lytic solutions whereas ensembles where the matrix entries are of order 1/N are much
more difficult.
It seems likely that everything in the paper may equally be expressed in terms of
the supersymmetric method.
2 Exact representations
Notation.
Let H be a N×N real symmetric matrix. Let us suppose the diagonal entries Hrr are
N i.i.d. random variables and the probability density of any of them is Pd(Hrr). Let
us suppose the off-diagonal entries Hr,s, where r < s, are (N
2 − N)/2 i.i.d. random
variables and the probability density of any of them is Poff (Hr,s). Let us write the
expectations
< dm >=
∫
(Hrr)
m Pd(Hrr) dHrr , < v
m >=
∫
(Hrs)
m Poff (Hrs) dHrs
Let G(z) be the matrix resolvent
Gij(z) =
(
(zIN −H)−1
)
ij
, Im z > 0 (2.1)
Perturbation expansion in powers of H shows that the expectations of all diagonal
elements < Gii(z) > are equal and of the off-diagonal elements < Gij(z) > are also
equal.
< Gij(z) >=
{
g(z) if i = j , 1
N
< trG(z) >= g(z)
g1(z) if i 6= j (2.2)
The representation of the inverse matrix and usual definitions for the partition function
Z(z) and the averaged spectral density ρ(λ) are
2
Gij =
(−i)
∫∞
−∞
(∏N
i=1
dφi
)
e
i
2
∑
i,j
φi(z−H)ijφj
φiφj∫∞
−∞
(∏N
i=1
dφi
)
e
i
2
∑
i,j
φi(z−H)ijφj
,
Z(z) ≡
∫ ∞
−∞
(
N∏
i=1
dφi
)
e
i
2
∑
i,j
φi(z−H)ijφj
=
(2iπ)N/2√
det(zIN −H)
,
g(z) = − 2
N
∂
∂z
< logZ(z) > , ρ(λ) = − 1
π
Im g(λ) (2.3)
To get rid of the denominator of the resolvent, let us introduce n copies φ
(α)
i ,
α = 1, 2, .., n
Zn(z) = Z
n(z) =
∫ ∞
−∞
(
n∏
α=1
N∏
i=1
dφ
(α)
i
)
e
i
2
∑
i,j,α
φ
(α)
i
(z−H)ijφ(α)j ,
g(z) = − 2
N
∂
∂z
lim
n→0
<
Zn(z)− 1
n
> (2.4)
Exact representations.
The above introduction of bosonic replicas allows an easy averaging over the matrix
ensemble and leads us to an exact representation for any N for the averaged < Zn(z) >
and resolvent, see eq. (2.7) below, in terms of cumulants of the probability distribution
of the matrix entries.
Let us assume we may first average on the entries Hij , then integrate over φ
(α)
r ,
finally take the limit n→ 0. Let us split the diagonal from the off-diagonal entries
< e
i
2
∑
i,j,α
φ
(α)
i
(z−H)ijφ(α)j >=
e
i
2
z
∑
i,α
(φ
(α)
i
)2
N∏
i=1
< e
− i
2
Hii
∑
α
(φ
(α)
i
)2
>
∏
r<s
< e
−iHrs
∑
α
φ
(α)
r φ
(α)
s > (2.5)
This has a compact representation in terms of cumulants of the moments of the
matrix entries. Let x be a random variable, we may define the cumulants cj by equating
the powers of α of the exponential generating functions
log < eαx >= log
[ ∞∑
k=0
αk
k!
< xk >
]
=
∑
j=1
1
j!
αj cj , that is
c1 =< x > , c2 =< x
2 > − < x >2 , c3 =< x3 > −3 < x2 >< x > +2 < x >3 ,
c4 =< x
4 > −4 < x3 >< x > −3 < x2 >2 +12 < x2 >< x >2 −6 < x >4 , · · ·
(2.6)
To simplify the notation, we call ck,d, ck,v the k-cumulants of the diagonal and
off-diagonal entries of the random matrix H .
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One obtains the exact representation 1
< Zn(z) >=
∫ ∏
i,α
dφ
(α)
i e
i
2
z
∑
N
r=1
∑
n
α=1
φ
(α)
r φ
(α)
r eF ,
F =
∑
j=1
1
j!
[
cj,d
N∑
r=1
(
− i
2
∑
α
(
φ(α)r
)2)j
+ cj,v
∑
1≤r<s≤N
(
−i
∑
α
φ(α)r φ
(α)
s
)j ]
(2.7)
The random Laplacian matrix
An analogous integral representation holds for a random Laplacian matrix.
Let us suppose that the real symmetric random matrix Hij is a Laplacian matrix: we
assume that the diagonal elements are Hii
def
= −∑
j 6=iHij . Again we assume that the
N(N − 1)/2 random variables Hij with i < j are i.i.d.
Since
∑
i,j
φiHijφj = −
∑
i
(φi)
2
(∑
j<i
Hij +
∑
j>i
Hij
)
+ 2
∑
i<j
φiφjHij =
= −
∑
i<j
Hij (φi − φj)2 (2.8)
the partition function , the averaged resolvent and their replicated versions are
Z(z) ≡
∫ ∞
−∞
(
N∏
i=1
dφi
)
e
i
2
z
∑
i
(φi)
2
e
i
2
∑
i<j
Hij(φi−φj)2
,
g(z) = − 2
N
∂
∂z
< logZ(z) > ,
Zn(z) = Z
n(z) =
∫ ∞
−∞
(
n∏
α=1
N∏
i=1
dφ
(α)
i
)
e
i
2
z
∑
i,α
(φαi )
2
e
i
2
∑
i<j
Hij
∑
α
(φαi −φαj )
2
,
g(z) = − 2
N
∂
∂z
lim
n→0
<
Zn(z)− 1
n
> (2.9)
Again one may perform the average over the matrix ensemble to obtain an exact
expression in terms of the cumulants cj of the moments of the off-diagonal entries
< Zn(z) >=
∫ ∏
i,α
dφ
(α)
i e
i
2
z
∑
N
i=1
∑
n
α=1
φ
(α)
i
φ
(α)
i eF ,
F =
∑
1≤r<s≤N
∑
j=1
1
j!
cj
[
i
2
∑
α
(φαr − φαs )2
]j
(2.10)
1It is easy to check that this integral representation is an absolute convergent in-
tegral for every integer n. Indeed
∣∣∣∣exp
{∑
j=1
1
j!
cj,d
∑N
r=1
(
− i
2
∑
α
φ
(α)
r φ
(α)
r
)j}∣∣∣∣ =∏N
r=1
∣∣∣< e− i2Hrr∑α(φ(α)r )2 >∣∣∣ ≤ 1 and similar relation holds for the factor containing Hr,s.
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Special cases.
It may be useful to recover from the general representations in eqs.(2.7) and (2.10) some
cases corresponding to special probability distribution for random matrices, which have
been studied by use of bosonic replicas.
1. The Gaussian ensemble. In the Gaussian orthogonal ensemble (GOE) the joint
probability density of the real symmetric random matrix is P (H)
P (H) = cons.× e− 12σ2 trH2
Then all cumulants are zero except the second one, c2,d = σ
2 and c2,v = σ
2/2.
The exponent F in eq.(2.7) is
F = −σ
2
8
∑
r,s
[∑
α
φ(α)r φ
(α)
s
]2
= −σ
2
8
∑
α,β
[∑
r
φ(α)r φ
(β)
r
]2
(2.11)
The F exponent of the replicated partition function of the Laplacian matrix with
Gaussian entries (2.10) is
F = −σ
2
16
∑
1≤r<s≤N
[∑
α
(
φ(α)r − φ(α)s
)2]2
(2.12)
2. The sparse random matrix. In the case of the sparse random matrix considered
by Rodgers and Bray [3] , the independent entries Jij , i ≤ j, have a even probability
distribution so that < v2k+1 >= 0, < v2k >= p/N for k ≥ 1. The same even
probability distribution and its asymmetric generalization have been studied in [4].
The equation to evaluate the cumulants is
log
[
< e−iαx >
]
= log
[
1 +
p
N
(−1 + cos α)
]
=
∑
j=1
cj
j!
(−iα)j
Then the exponent F in eq.(2.7) is
F =
∑
r
log
[
1 +
p
N
(
−1 + cos 1
2
∑
α
(φ(α)r )
2
)]
+
+
∑
1≤r<s≤N
log
[
1 +
p
N
(
−1 + cos
∑
α
φ(α)r φ
(α)
s
)]
(2.13)
If only the limit N →∞ is investigated, the first term in the above equation may be
dropped and the second one may be approximated
F ∼ 1
2
∑
r,s
log
[
1 +
p
N
(
−1 + cos
n∑
α=1
φ(α)r φ
(α)
s
)]
∼ p
2N
∑
r,s
(
−1 + cos
n∑
α=1
φ(α)r φ
(α)
s
)
(2.14)
3. The random graph. The case of the random graph was often analyzed as a
Bernoulli probability distribution of the off-diagonal entries of the random matrix
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Hij , i < j, where Hij is −1/q with probability q/N and 0 with probability 1− q/N ,
while the diagonal entries vanish , Hjj = 0.
Then < vk >= q
N
(−1/q)k for k ≥ 1 and the equation to evaluate the cumulants cj is
log < eαx >= log
[
1 +
q
N
(
e−
α
q − 1
)]
=
∑
j=1
cj
j!
αj (2.15)
Then the exponent F in eq.(2.7) is
F =
∑
r<s
log
[
1− q
N
+
q
N
e
− 1
q
∑
n
α=1
φαr φ
α
s
]
(2.16)
The F exponent of the replicated partition function of the Laplacian matrix (2.10) is
F =
∑
1≤r<s≤N
log
[
1− q
N
+
q
N
e
− i
2q
∑
α
(φ
(α)
r −φ
(α)
s )
2
]
(2.17)
The spectral density corresponding to eq.(2.17) is studied in [5], [6], [7].
4. The diagonal random matrix. For future reference we also recover the partition
function and resolvent for the simple case of the diagonal random matrix. Of course
in this trivial case, replicas are totally unnecessary.
From eq.(2.6) and (2.7)
< eα d >=
∞∑
k=0
αk
k!
< dk >= e
∑
∞
j=1
1
j!
αjcj,d ,
< Zn(z) >=
∫ ∏
i,α
dφ
(α)
i e
i
2
z
∑
N
r=1
~φr·~φr
N∏
r=1
∞∑
k=0
1
k!
< dk >
(−i
2
(~φr · ~φr)
)k
=
=
[∫ n∏
α=1
dφ(α) e
i
2
z~φ·~φ
∞∑
k=0
1
k!
< dk >
(−i
2
(~φ · ~φ)
)k]N
=
=
[ ∞∑
k=0
(−1)k
k!
< dk >
(
∂
∂z
)k ∫ n∏
α=1
dφ(α) e
i
2
z~φ·~φ
]N
=
=
[
einπ/4(2π)n/2
∞∑
k=0
1
k!
< dk >
n
2
(
n
2
+ 1
)
· · ·
(
n
2
+ k − 1
)
z−
n
2
−k
]N
(2.18)
Then for n→ 0
< Zn(z) >∼
[
z−n/2 +
n
2
∞∑
k=1
1
k
< dk > z−k
]N
,
g(z) =
∞∑
k=0
< dk >
zk+1
=
∫
dλ
ρ(λ)
z − λ (2.19)
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3 Hilbert-Schmidt with replicas
The next step in the analysis of the replicated partition function , eqs.(2.7) and (2.10),
is to transform the part of the integrand of < Zn(z) > that involves sums on pairs of
sites into a form involving only sums over single sites. Having done that, the partition
function may be written as an integral where the number of sites N appears just as a
parameter.
This was done by Rodgers and Bray [3] by introducing a set of auxiliary variables
qα, qαβ , qαβγ , .. with the corresponding Hubbard-Stratonovich identities. The same
authors used a functional representation in the case of a Laplacian matrix, [8].
It seems very convenient to use a functional Hubbard-Stratonovich transform
e
− 1
2
∑
r,s
K(φr ,φs)
=
∫
Dg e−
1
2
∫
dφa dφb g(φa)C(φa,φb) g(φb)−i
∑
N
j=1
g(φj )
(3.1)
suggested by Fyodorov and Mirlin [9] and discussed in more detail in the appendix of
[10].
An analogous functional integral representation is discussed by Parisi [11] for euclidean
random matrices
e
− β
2
∑
r,s
V (xr−xs)
= (const.)
∫
dσ e
1
2β
∫
dx dyσ(x)V−1(x−y)σ(y)+
∑
j
σ(xj)
(3.2)
As it is indicated by Parisi, eq.(3.2) follows from the familiar identity
(const.)
∫
dσ e
1
2β
∫
dx dyσ(x)V−1(x−y)σ(y)+
∫
dxJ(x)σ(x)
= e
−β
∫
dx dy J(x)V (x−y)J(y)
(3.3)
after the choice of the source J(x) =
∑N
j=1
δ(x− xj).
The problem
In the Gaussian case, the sum over pairs of sites, occurring in the exponent F , eqs.(2.7)
and (2.10), is a homogeneous polynomial of degree 4. In the case of a general prob-
ability distribution, cumulants of arbitrary high order are not zero. Yet it will be
apparent in the next section that also in this case the large-N saddle point analysis of
the resolvent leads to the Gaussian case in leading order : cumulants cj,v with j ≥ 3
are associated to non-leading terms, if the random matrix elements are rescaled a-la-
Wigner.
Then these integral representations are rather puzzling because they involve the in-
verse of the integral operator K(φr, φs) which is a polynomial (in the most important
case) and therefore the eigenspace corresponding to the null eigenvalue has infinite
dimension.
Still the method is very useful and leads to correct results. It was correctly indicated
by Fyodorov how to evaluate the inverse operator in a subspace. This section is a
little elaboration on Fyodorov appendix [10].
Our conclusion is that, provided a regularization of the problem is allowed, the func-
tional Hubbard-Stratonovich transform is correct and identical to the set of usual
Hubbard-Stratonovich identities.
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The symmetric matrix
Let us consider all replicas in a box , −L ≤ φ(α)r ≤ L, r = 1, .., N , α = 1, .., n.
Let ~φr be the n-component vector with components φ
(α)
r , α = 1, .., n.
Consider the integral operator kernel K(~φr, ~φs) with finite rank D (to make the dis-
cussion simpler, we shall ignore the imaginary unit factors in this section)
K(~φr, ~φs) =
D∑
j=1
cj
j!
(
n∑
α=1
φ(α)r φ
(α)
s
)j
=
D∑
j=1
cj
j!
(
~φr · ~φs
)j
=
=
D∑
j=1
cj
j!
∑
α1,..,αj
φ(α1)r · · ·φ(αj)r φ(α1)s · · ·φ(αj)s ,
∑
r,s
K(~φr, ~φs) =
D∑
j=1
cj
j!
∑
α1,..,αj
(
N∑
r=1
φ(α1)r · · ·φ(αj)r
)2
(3.4)
It maps an arbitrary integrable function f(~φs) to the function g(~φr) ∈ SD which is the
linear finite D-dimensional vector space spanned by the set s of linearly independent
vectors
s =
{
φ(α1)r , φ
(α1)
r φ
(α2)
r , .., φ
(α1)
r φ
(α2)
r ..φ
(αD)
r
}
=
{
bν(~φr)
}
, ν = 1, · · · , D ,∫ L
−L
..
∫ L
−L
K(~φr, ~φs) f(~φs)d~φs = g(~φr) , d~φs =
n∏
α
dφ(α)s (3.5)
The vector bases s is made of D non-orthogonal vectors bν(~φr) . The integral operator
K(~φr, ~φs) has D orthonormal eigenvectors eν , corresponding to non-zero eigenvalues∫ L
−L
..
∫ L
−L
K(~φr, ~φs) eν(~φs) d~φs = λνeν(~φr) ,
K(~φr, ~φs) =
D∑
ν=1
λνeν(~φr)eν(~φs) , C(~φr, ~φs)
def
=
D∑
µ=1
1
λµ
eµ(~φr)eµ(~φs) ,
∫ L
−L
K(~φr, ~φs)C(~φs, ~φt) d~φs =
D∑
ν=1
eν(~φr)eν(~φt) = ID(~φr, ~φt)
(3.6)
The vector bases
{
bν(~φr)
}
, and the orthonormal bases
{
eν(~φr)
}
are related by a
linear invertible matrix A
bν =
∑
µ
Aνµeµ , eν =
∑
µ
(
A−1
)
νµ
bµ , Aνµ =
∫ L
−L
bν(~φr)eµ(~φr)d~φr (3.7)
As indicated by Fyodorov, the functional Hubbard-Stratonovich transform (3.1) is
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a compact representation of the multiple integral 2
e
− 1
2
∑
r,s
K(~φr ,~φs)
=
D∏
ν=1
e
− 1
2
λν
[∑
N
r=1
eν (~φr)
]2
=
D∏
ν=1
∫ ∞
−∞
dzν√
2π
e
− 1
2
z2ν−i
∑
N
r=1
√
λνzνeν (~φr) ,
g(~φr) =
D∑
ν=1
√
λνzνeν(~φr) ,
∫
d~φa d~φb g(~φa)C(~φa, ~φb) g(~φb) =
∑
µ
z2µ (3.9)
After a trivial relabelling of the coefficients in the form (3.4), one uses the usual
set of Hubbard-Stratonovich identities
e
− 1
2
∑
r,s
K(~φr ,~φs)
= e
− 1
2
∑
D
ν=1
c(ν)
(∑
N
r=1
bν (~φr)
)2
=
D∏
ν=1
∫ ∞
−∞
dqν√
2π
e
− 1
2
q2ν−i
∑
N
r=1
√
cνqνbν (~φr) (3.10)
Finally one may notice that the set of integration variables qν and zν are related
by an orthogonal matrix A which shows the direct equivalence of the two multiple
integrals (3.9) and (3.10)
qν =
D∑
µ=1
Aνµzµ , Aνµ =
√
c(ν)
λµ
Aνµ ,
D∑
ν=1
AντAνσ = δτσ ,
∑
ν
q2ν =
∑
ν
z2ν ,
D∏
ν=1
dqν =
D∏
ν=1
dzν (3.11)
The orthogonality of the matrix A (last line above) follows from the equation
λσδστ =
∑
ν
c(ν)AντAνσ (3.12)
which is obtained from
K(~φr, ~φs) =
∑
ν
λνeν(~φr)eν(~φs) =
∑
ν
c(ν)bν(~φr)bν(~φs) (3.13)
after multiplying and integrating
∫
d~φrd~φs eσ(~φr) eτ (~φs)
Finally
g(~φr) =
D∑
ν=1
√
λνzνeν(~φr) =
∑
ν,σ,µ
√
λν
[
(A−1)νσqσ
] [
(A−1)νµbµ(~φr)
]
=
=
∑
ν,σ,µ
√
λνAσνqσ(A−1)νµbµ(~φr) =
∑
µ
√
cµqµbµ(~φr) (3.14)
2In the functional integrals, Dg refers to the product, properly normalized, of the coordi-
nates of the function g(~φ) with respect to an orthogonal bases, then Dg =
∏
ν
√
λν/2πdzν
and eq.(3.1) should be written
e
− 1
2
∑
r,s
K(~φr ,~φs)
=
√
detC
∫
Dg e−
1
2
∫
d~φa d~φb g(
~φa)C(~φa,~φb) g(
~φb)−i
∑
N
j=1
g(~φj)
(3.8)
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The random Laplacian matrix.
The replicated partition function for the symmetric random Laplacian matrix is (2.10).
Again ignoring imaginary unit factors, the finite rank kernel of the integral operator
is K(~φr, ~φs)
K(~φr, ~φs) =
D∑
j=1
cj
2jj!
[(
~φr − ~φs
)
·
(
~φr − ~φs
)]j
(3.15)
Let us assume the box regularization, as in the discussion of the symmetric random
matrix above. Just as before, the kernelK(~φr, ~φs) in eq. (3.15) is a symmetric bounded
integral operator that maps the integrable function f(~φs) to the function g(~φr) ∈ SD,
spanned by the non-orthogonal bases bν(~φr), see eq. (3.5).
It is then possible to represent the kernel K(~φr, ~φs) in eq. (3.15) with its orthonormal
bases and obtain Fyodorov functional Hubbard-Stratonovich representation or repre-
sent it on the non-orthogonal bases bν(~φr) , perform the sum over couples of sites and
use the Hubbard-Stratonovich identities.
Let us consider the first term in the sum in eq.(3.15). By the trivial identity
~φr · ~φr + ~φs · ~φs =
(
1 + ~φr · ~φr
) (
1 + ~φs · ~φs
)
−
(
~φr · ~φr
) (
~φs · ~φs
)
− 1
The first term is rewritten as sum of factorized and symmetrical terms
c1
2
(
~φr − ~φs
)
·
(
~φr − ~φs
)
=
=
c1
2
{(
1 + ~φr · ~φr
) (
1 + ~φs · ~φs
)
−
(
~φr · ~φr
) (
~φs · ~φs
)
− 1− 2
(
~φr · ~φs
)}
(3.16)
All further terms in the sum are integer powers of the first term, then a finite sum of
factorized and symmetrical terms is obtained.
In particular, in the Gaussian case, where only the cumulant c2 6= 0, we have∑
r,s
K(~φr, ~φs) =
c2
8
∑
r,s
[(
~φr − ~φs
)
·
(
~φr − ~φs
)]2
=
=
c2
8
∑
r,s
(
~φr · ~φr + ~φs · ~φs
)2
+ 4
(
~φr · ~φs
)2 − 2 (~φr · ~φs) (~φr · ~φr + ~φs · ~φs) =
=
c2
8
{[∑
r
(1 + ~φr · ~φr)2
]2
+
[∑
r
(~φr · ~φr)2
]2
+N2 − 2
[∑
r
(
1 + ~φr · ~φr
)]2
−2
[∑
r
~φr · ~φr
]2
− 2
[∑
r
(~φr · ~φr)(1 + ~φr · ~φr)
]2
+ 4
∑
αβ
[∑
r
φ(α)r φ
(β)
r
]2
−4
∑
α
[∑
r
φ(α)r (1 + ~φr · ~φr)
]2
+ 4
∑
α
[∑
r
φ(α)r (~φr · ~φr)
]2
+ 4
∑
α
[∑
r
φ(α)r
]2}
(3.17)
This form is suitable to linearize the squared sums of single sites by the introduction of
9 auxiliary variables through Hubbard-Stratonovic identities. The method also works
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for arbitrary power j > 2 of the basic form in eq.(3.16), but it is cumbersome and by
far less efficient than the functional integral representation.
4 Large N
As a preparation for the new result of this paper, about the limiting resolvent of
Wigner-rescaled random Laplacians, we first consider an ensemble of Wigner-rescaled
matrices which leads to a derivation of Pastur addition law of random matrices in the
replica formalism.
Pastur addition law.
The first problem here considered is the large N behaviour for the symmetric matrix
where the probability distribution of the off-diagonal entries is central Gaussian with
Wigner scaling, while the probability distribution of the diagonal entries is arbitrary
and not rescaled. Then cj,v = 0 iff j 6= 2 and c2,v → c2/N .
After separating the sums over single sites from sums over couples of sites, the repli-
cated partition function (2.7) becomes
< Zn(z) >=
∫ ∏
i,α
dφ
(α)
i e
i
2
z
∑
r
(~φr·~φr) eF1 e
c2
4N
∑
r
(~φr·~φr)2e
− c2
4N
∑
r,s
(∑
α
φ
(α)
r φ
(α)
s
)2
,
F1
def
=
∑
j=1
1
j!
cj,d
N∑
r=1
(
− i
2
∑
α
(
φ(α)r
)2)j
(4.1)
By using the functional representation (3.8) we have
< Zn(z) > =
√
detC
∫
Dg e− 12 (g,Cg)+N log I[g] ,
I [g]
def
=
∫
d~φ e
i
2
z~φ·~φ+
∑
j=1
1
j!
cj,d(− i2 ~φ·~φ)
j−ig(~φ)
e
c2
4N
(~φ·~φ)2 ,
K(~φr, ~φs)
def
=
c2
2N
(
~φr · ~φs
)2
(4.2)
The large N behaviour of the functional integral is dominated by the saddle point
function gs.p.
(C gs.p.) (~ψ) =
N
I [gs.p.]
[
δ
δg(~ψ)
I [g]
]
g=gs.p.
=
−iN
I [gs.p.]
e
i
2
z ~ψ·~ψ+
∑
j=1
1
j!
cj,d(− i2 ~ψ·~ψ)
j−igs.p.(~ψ)
,
gs.p.(~ψ) = − iN
I [gs.p.]
∫
d~φ
c2
2N
(
~φ · ~ψ
)2
e
i
2
z~φ·~φ+
∑
j=1
1
j!
cj,d(− i2 ~φ·~φ)
j−igs.p.(~φ)
(4.3)
The above equation shows that gs.p.(~ψ) is a quadratic function of ~ψ. We consider the
ansatz symmetric in the replica fields
gs.p.(~φ) =
1
2
β(z, cj,d) ~φ · ~φ (4.4)
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then the function β(z, cj,d) is solution of the nonlinear equation
β(z, cj,d)
2
= − c2
n
1
I(β)
∂
∂z
I(β) where
I(β) =
∫
d~φ e
i
2
(z−β)~φ·~φ+
∑
j=1
1
j!
cj,d(− i2 ~φ·~φ)
j
(4.5)
This leads to the evaluation of the limiting resolvent because
lim
N→∞
g(z) = −2 lim
n→0
1
n
1
I(β)
∂
∂z
I(β) =
1
c2
β(z, cj,d) (4.6)
and, by comparing I(β) in eq.(4.5) with the partition function < Zn(z) > of an
ensemble of diagonal random matrices in eqs.(2.18), (2.19), we see that 3
I(β) = [< Zn(z − β) >]1/N , lim
N→∞
g(z) = lim
N→∞
Gd (z − c2g(z)) (4.8)
where Gd(z) is the resolvent of an ensemble of diagonal random matrices with proba-
bility distribution coded by the cumulants cj,d.
The functional equation for the limiting resolvents (4.8) is the law of addition of ran-
dom matrices proved by L. Pastur [12]
g(z) =
∫
dλ
ρd(λ)
z − c2g(z)− λ , ρd(λ)
def
= − 1
π
ImGd(λ) (4.9)
We remark that the result (4.9) holds unchanged if one considers the general case
of non-Gaussian probability distribution for the off-diagonal matrix entries, provided
Wigner scaling is still considered and the first cumulant vanishes, c1,v = 0. Then
cj,v → cj,v/N j/2 for j ≥ 2. Indeed, for a general probability distribution, the previous
analysis is modified by the replacement
∑
r,s
K
(
~φr, ~φs
)
=
∑
r,s
c2
2N
(
~φr, ~φs
)2 → − ∞∑
j=2
cj,v
j!N j/2
∑
r,s
(
−i~φr · ~φs
)j
(4.10)
The series of new terms, inserted in eq.(4.3) only add contributions to the limiting
resolvent, which are non-leading order in the large-N limit.
The Wigner-rescaled random Laplacian matrices.
The large-N spectral distribution of a real symmetric Laplacian random matrix, where
the matrix entries are Wigner rescaled, may be determined by the same saddle point
method described above.
3If all diagonal cumulants vanish, cj,d = 0, the Gaussian integrals at the right side of
eq.(4.5) are easily evaluated and one obtains the quadratic equation β2(z) − zβ(z) + c2 = 0.
Together with eq.(4.6), one then recovers the semicircle law
lim
N→∞
g(z) =
1
c2
β(z, cj,d) =
1
2c2
(
z −
√
z2 − 4c2
)
(4.7)
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Let us first consider the simple case of Gaussian probability distribution. Then
eq.(2.10) becomes
< Zn(z) >=
∫ ∏
i,α
dφ
(α)
i e
i
2
z
∑
r
(~φr ·~φr)− c216N
∑
r,s
[(~φr−~φs)·(~φr−~φs)]2
(4.11)
Instead of eq.(4.2), we now have
< Zn(z) > =
√
detC
∫
Dg e− 12 (g,Cg)+N log I[g] ,
I [g]
def
=
∫
d~φ e
i
2
z~φ·~φ−ig(~φ) ,
K(~φr, ~φs)
def
=
c2
8N
[
(~φr − ~φs) · (~φr − ~φs)
]2
(4.12)
The large N behaviour of the functional integral is dominated by the saddle point
function gs.p.
(C gs.p.) (~ψ) =
N
I [gs.p.]
[
δ
δg(~ψ)
I [g]
]
g=gs.p.
=
−iN
I [gs.p.]
e
i
2
z ~ψ·~ψ−igs.p.(~ψ) ,
gs.p.(~ψ) = − iN
I [gs.p.]
∫
d~φ
c2
8N
[(
~φ− ~ψ
)
·
(
~φ− ~ψ
)]2
e
i
2
z~φ·~φ−igs.p.(~φ) (4.13)
The above equation shows that gs.p.(~ψ) is a quartic function of ~ψ. We consider the
ansatz, symmetric in the replica fields,
gs.p.(~ψ) = α(z) +
1
2
β(z)~ψ · ~ψ + γ(z)
(
~ψ · ~ψ
)2
then γ(z) = −ic2/8 and the function β(z) is the solution of the nonlinear equation
β(z)
2
= − c2
n
(
1 +
n
2
)
1
I(β)
∂
∂z
I(β) , where
I(β) =
∫
d~φ e
i
2
(z−β)~φ·~φ− c2
8 (~φ·~φ)
2
(4.14)
This leads to the evaluation of the limiting resolvent because eq.(4.6) still holds and
lim
N→∞
g(z) = lim
N→∞
Gd,g (z − c2g(z)) (4.15)
where Gd,g(z) is the resolvent of an ensemble of diagonal random matrices where the
entries are i.i.d. centered Gaussian variables with variance c2.
The result (4.15) was derived in [2] by diagrammatic technique and Wick’s theorem,
to account for the Gaussian matrix entries with a constraint on each row of the matrix.
The present derivation shows that the result (4.15) for the limiting resolvent holds
also in the general case where the off-diagonal entries of the real symmetric random
Laplacian matrix are i.i.d. random variables with arbitrary probability distribution,
coded by the cumulants cj,v , provided they are Wigner rescaled and that the first
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cumulant vanishes, c1,v = 0.
Indeed, for a general probability distribution, the previous analysis is modified by the
replacement ∑
r,s
K
(
~φr, ~φs
)
=
∑
r,s
c2
8N
[(
~φr − ~φs
)
·
(
~φr − ~φs
)]2 →
→ −
∞∑
j=2
cj,v
j!N j/2
∑
r,s
[
i
2
(
~φr − ~φs
)
·
(
~φr − ~φs
)]j
(4.16)
The series of new terms, inserted in eq.(4.13) only add contributions to the limiting
resolvent, which are non-leading order in the large-N limit.
Finally we remark that our result (4.8) refers to an ensemble where the diag-
onal elements are statistically independent from the off-diagonal entries. Then we
merely derived, by a different technique a specific case of Pastur’s law of addition
of random matrices. The similar result about Laplacian matrices (4.15) is different
because, at any finite N , the diagonal matrices are not statistically independent from
the off-diagonal entries and Pastur theorem does not apply. Only at N =∞, because
of the central limit theorem, the diagonal entries become centered Gaussian random
variables. Our saddle point analysis indicates that the rate of convergence for the
diagonal entries to become statistically independent from the entries on the same row
is fast enough to justify a naive use of Pastur’s law also in this case.
Let L be a real symmetric Laplacian random matrix where the off-diagonal matrix
entries are i.i.d. random variables. The graphic-combinatorial method described in
[13] may be used to evaluate < TrLk >, for any N and generic probability distri-
bution. We evaluated the Taylor expansion of the resolvent g(z) in 1/z up to order
(1/z)8. Next it is trivial to rescale the results according to Wigner rescaling of the
matrix entries, evaluate the large-N limit and find results in agreement with eq.(4.15).
This adds independent support to the saddle point analysis of this paper.
The random graph
In models of sparse matrices or in the random graph model, the probability distribution
for the entries of the random matrix P (Hij) is such that the cumulants cj are of order
1/N , in the large-N limit, for every j. The general saddle point method of this section
is still valid, but the non-linear integral equation obtained for gs.p.(~ψ) is more difficult.
In leading order the diagonal cumulants cj,d may be neglected and instead of eq.(4.3)
we have
gs.p.(~ψ) = − iN
I [gs.p.]
∫
d~φ e
i
2
z~φ·~φ−igs.p.(~φ)
∞∑
j=1
cj,v
j!
(
−i~φ · ~ψ
)j
,
I [gs.p.] =
∫
d~φ e
i
2
z~φ·~φ−igs.p.(~φ) (4.17)
If one looks for solutions with spherical symmetry in the replica space, that is
gs.p.(~ψ) = gs.p.(|~ψ|), the angular integrations are easily done and only the terms in the
series (4.17) which are proportional to cj,v with j even integer contribute. We find
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gs.p.(|~ψ|) =
∫ ∞
0
ρn−1 e
i
2
zρ2−igs.p.(ρ)F
(
ρ |~ψ|
)
dρ
/∫ ∞
0
ρn−1 e
i
2
zρ2−igs.p.(ρ)dρ ,
F
(
ρ |~ψ|
)
=
∞∑
k=1
c2k
(2k)!
(−1)kρ2k|~ψ|2ka2k ,
a2k =
1 · 3 · · · (2k − 3)(2k − 1)
n(n+ 2) · · · (n+ 2k − 4)(n+ 2k − 2) (4.18)
For n ∼ 0
∫ ∞
0
ρn−1 e
i
2
zρ2−igs.p.(ρ) ∼ 1
n
, a2k ∼
(
1
n
)
3 · 5 · · · (2k − 3)(2k − 1)
2 · 4 · · · (2k − 4)(2k − 2)
and we obtain a simpler non-linear equation 4
gs.p.(|~ψ|) =
∫ ∞
0
e
i
2
zρ2−igs.p.(ρ)f
(
ρ |~ψ|
)
dρ ,
f
(
ρ |~ψ|
)
=
∞∑
k=1
c2k
(k − 1)!k! 22k−1 (−1)
kρ2k−1|~ψ|2k (4.19)
A variety of approximate solutions may be found in [3] and [4]. An analogous
non-linear integral equation is obtained for the random Laplacian. Its approximate
solutions may be found in [8] , [6], [7], [5]. A numerical solution is studied in [14].
5 Conclusion
The limiting spectral distribution for ensembles of real symmetric random Laplacian
matrices with independent identically distributed Wigner-rescaled matrix entries has
been derived in this paper. This is a generalization of previous results obtained with
different techniques in the case of Gaussian matrix entries.
The replica method, combined with a Hubbard-Stratonovich functional identity (
reviewed and explained in Sect.3) turns out to be a very powerful and general method
in the study of random matrices. In the derivation of our new result, the Pastur law
of addition of random matrices is recovered by the replica method.
Our derivation, up to the large-N saddle point analysis, applies to Wigner rescaled
matrix ensembles as well as to ensembles of sparse matrices , where usually < vk >∼
O(1/N). The relevance of the different scalings emerges at that point: in the case of
ensembles of sparse matrices, the non-linear integral equation is very difficult to solve
4As a simple check of our evaluation (4.19), one may insert c2k = p/N + O(1/N
2) and
obtain f
(
ρ |~ψ|
)
= −(p/N)|~ψ|J1(ρ |~ψ|) which reproduces the non-linear equation first derived
by Rodgers and Bray [3].
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analytically.
Acknowledgments
One of us (G.M.C.) is very grateful for useful and detailed discussions with Yan Fyo-
dorov and Luca Molinari.
References
[1] S.F.Edwards and P.W.Anderson, Theory of Spin Glasses J.Phys. F 5 (1975),
965 . S.F.Edwards and R.C.Jones, The eigenvalue spectrum of a large sym-
metric random matrix J.Phys. A 9 (1976), 1595. S.F.Edwards and M.Warner,
The effect of disorder on the spectrum of a Hermitean matrix, J.Phys. A 13
(1980). J.J.Verbaarschot and M.R.Zirnbauer, Replica Variables, Loop Expansion
and Spectral Rigidity of Random-matrix Ensembles Ann. of Phys. 158 (1984) 78-
119. H.Orland, Mean-field theory for optimization problems, J. Physique Lett. 46
(1985), L763-L770.
[2] J.Sta¨ring, B.Melig, Y.V.Fyodorov, J.M.Luck, On random symmetric matrices
with a constraint: the spectral density of random impedence networks Phys.Rev.
E67 (2003) 047101, cond-mat/0301127.
[3] G.J.Rodgers, A.J.Bray, Density of states of a sparse random matrix Phys. Rev.
B37 (1988) 3557
[4] G.Semerjian. L.F.Cugliandolo, Sparse random matrices: the eigenvalue spectrum
revisited, J.Phys. A 35(2002) 4837-4851, cond-mat/0202406.
[5] J.Y.Fortin, Asymptotic behavior of the density of states on a random lattice J.
Phys. A 38 (2005) L57-L65, cond-mat/0409212.
[6] G.Biroli and R.Monasson, A single defect approximation for localized states on
random lattices, J. Phys. A 32 (1999) L255-L261.
[7] D.S.Dean, An approximation scheme for the density of states of the Laplacian on
random graphs, J. Phys. A 35 (2002) L153-L156.
[8] A.J.Bray, G.J.Rodgers, Diffusion in a sparsely connected space : A model for
glassy relaxation Phys. Rev. B38 (1988) 11461.
[9] Yan V. Fyodorov and A.D.Mirlin, On the density of states of sparse random ma-
trices, J. Phys: A 24 (1991) 2219-2223.
16
[10] Yan V. Fyodorov, Spectral properties of random reactance networks and random
matrix pencils J. Phys. A 32 (1999) 7429-7446.
[11] G.Parisi, Euclidean random matrices : solved and open problems, cond-
mat/0512004.
[12] L.A.Pastur, On the spectrum of random matrices, Theor. Math. Phys. 10 (1972),
67-74.
[13] G.M.Cicuta, Real symmetric random matrices and path counting, Phys.Rev. E 72
(2005) 026122, cond-mat/0412223.
[14] A.Cavagna, I.Giardina, G.Parisi, Analytic computation of the instantaneous nor-
mal modes spectrum in low-density liquids, Phys.Rev.Lett. 83 (1999) , 108.
17
