We introduce the so-called doubling metric on the collection of non-empty bounded open subsets of a metric space. Given a subset U of a metric space X, the predecessor U * of U is defined by doubling the radii of all open balls contained inside U, and taking their union. If U is open, the predecessor of U is an open set containing U. The directed doubling distance between U and another subset V is the number of times that the predecessor operation needs to be applied to U to obtain a set that contains V. Finally, the doubling distance between U and V is the maximum of the directed distance between U and V and the directed distance between V and U.
Introduction
There are many ways to define a distance between two subsets U and V of a metric space (X, δ). For instance, one may consider the minimal distance between pairs of points (x, y) ∈ U × V, that is inf x∈U ,y∈V δ(x, y). Obviously, this distance is not usually a metric on any reasonable family of subsets of X since it equals zero whenever the closures of U and V have points in common. Thus, if we want to define a distance between subsets of X in such a way that it satisfies the axioms of a metric, we need to consider more subtle definitions. In this respect, the Hausdorff distance, is one of the most classical and most used concepts. As is well known, it defines a metric on the collection of compact subsets of X. Moreover, the space of all compact subsets of X with the metric d H inherits many topological properties (such as compactness or completness) from the space X. The applications of the Hausdorff distance and its many variants are numerous and far-reaching ranging from topology and geometry to computer vision (see e.g. [1, 9, 2] ).
The Hausdorff distance is very robust with respect to discretizations. If X is separable, then for any subset S ⊆ X and any ǫ, there is a countable set S ǫ ⊆ S that is ǫ-close to S in the Hausdorff distance. Passing to such a discretization can be a huge advantage, but, from the point of view of analysis, this causes limitations for the usage of the Hausdorff distance. For instance, if the space X is endowed with a measure µ, there is in general no way to relate the measures of U and V based on the Hausdorff distance of U and V alone, no matter how regular the measure µ is.
In the present paper, we introduce the so-called doubling metric on the collection of non-empty bounded open subsets of a metric space. The definition is based on an intuitive idea of a predecessor of a set. Given a subset U of a metric space X, the predecessor U * of U is obtained by doubling the radii of all open balls contained inside U, and taking their union. For any U, the predecessor of U is an open set and U ⊆ U * , if U is open. The directed doubling distance from U to another set V is the number of times that the predecessor operation has to be applied to U to obtain a set that contains V. Finally, the (symmetric) doubling distance between U and V is the maximum of the directed distance from U to V and the directed distance from V to U. The directed and symmetric distances satisfy the triangle inequality on all subsets of X, but need not be finite. Restricting the doubling distance to non-empty bounded open sets, we obtain a genuine metric.
The doubling distance d has a number of important features in terms of the fine structure of the sets U and V. Firstly, it is invariant under similarity transformations (see Lemma 2.1). Secondly, for any doubling measure, the measures of two sets U, V ⊆ X that are close in the doubling distance are comparable. More precisely, for all U, V ⊆ X, it holds that µ(U) ≥ C −3d(U,V) µ(V) , (1.1) whenever µ is a C-doubling measure (Theorem 2.7). Recall that a meausre µ on X is C-doubling, if 0 < µ(B(x, 2r)) ≤ Cµ(B(x, r)) < ∞. for all x ∈ X and r > 0. Here B(x, r) denotes the closed ball B(x, r) = {y ∈ X : δ(y, x) ≤ r}. Doubling measures play an essential role in modern analysis and the existence of doubling measures supported by X is an important regularity feature of the space X. It is well known (see [8] ) that metric spaces that are complete and geometrically doubling support some doubling measures. Without the completeness assumption, the existence of doubling measures is a subtle question, see [6, 11, 3] . Recall that a metric space X is geometrically doubling, if there is an N ∈ N such that each ball B ⊆ X may be covered by N balls with half the radius of B.
Our main result (Theorem 3.2) states that the implication in (1.1) can be reversed in the case of the so-called simple open sets: a simple open set is a finite union of open balls. More precisely, the result claims the following: consider simple open sets U and V in a metric space X, and suppose that X carries some doubling measures. If there is a constant K < ∞ such that
The paper is organised as follows: In Section 2, we introduce the doubling metric along with its basic properties. We also present an equivalent game theoretic definition, that could be of independent interest. In spaces that carry doubling measures, we define a measure variant m of the doubling distance and prove the basic estimate (1.1) by comparing these two distances. Section 3 is devoted to the main result providing a sufficient condition for the comparability of the doubling distance d and its measure variant m. In Section 4, we study continuous functions between metric spaces X and Y that distort the distances d and/or m in a Lipschitz manner. Such functions relate naturally to maps that preserve doubling measures, quantitatively, and provide a connection to quasisymmetric maps. Finally, in Section 5, we discuss an open problem and a definition of porosity based on the doubling metric.
The doubling metric

Main definitions
Consider a metric space (X, δ). By a measure on X we always mean a non-negative countably additive set function on the sigma-algebra of Borel subsets of X. Let 1 ≤ C < ∞. A measure µ on X is said to be C-doubling if it satisfies (1.2). Equivalently, µ is C-doubling if for each x ∈ X and r > 0 it holds that
where O(x, r) = {y ∈ X : δ(y, x) < r} denotes the open ball of radius r centered at x. (The two conditions are equivalent because an open ball is a limit of an increasing sequence of closed balls, and a closed ball is a limit of a decreasing sequence of closed balls.) We call µ a doubling measure, if it is C-doubling for some C < ∞. We let D(X) (resp. D C (X)) be the collection of all doubling (resp. C-doubling) measures on X.
We proceed with the definition of the predecessor operation, and the directed distance. For a subset U of a metric space (X, δ) we define the predecessor of U to be the set U * = ∪ {O(x, 2r) : x ∈ X and r > 0 such that O(x, r) ⊆ U} .
Notice that U * is non-empty if and only if U has a non-empty interior, and that U * = (intU) * . Now let U and V be any subsets of X. Let U 0 * = U and for each n ∈ N let
is finite if U has a non-empty interior and if V is a bounded set. We state the following obvious properties of d → for future reference. For a real number u, we denote by ⌈u⌉ the smallest integer ≥ u.
The directed doubling distance satisfies the triangle inequality: 
Proof: Items (1)- (2) are obvious. We prove the statement (3). We can assume that the right-hand side of the inequality is finite, for otherwise there is nothing to prove. Thus, let
Finally, to prove (4), we make the following observation: For any x ∈ X, r > 0, we
together with (2), this implies that 
(b) There is nothing special about the constant 2 in the defintion of U * . Instead of doubling the radii of all balls contained in U, we could multiply them by any given number > 1. The distance obtained this way would be bi-Lipschitz equivalent to the doubling distance.
Next we describe an equivalent game-theoretic definition of the directed distance. We mention this equivalent definition here, because we feel that the game-theoretic approach might lead to other, perhaps more subtle, definitions of a metric.
Let U ⊆ X, an n ≥ 1, and a point y 0 ∈ X be given. Consider the following n-stage game, denoted Γ n (y 0 ):
For each i ∈ {0, . . . , n − 1}, the move (x i , r i ) ∈ X × R of player I is required to satisfy δ(y i , x i ) < 2r i ; the move y i+1 ∈ X of player II is required to satisfy δ(y i+1 , x i ) < r i . Player I wins the game if y n ∈ U. Also, let Γ 0 (y 0 ) be a trivial game where no moves are being made, and where player I wins if y 0 ∈ U.
Lemma 2.3
Player I has a winning strategy in Γ n (y 0 ) if and only if y 0 ∈ U n * .
Proof:
The proof is by the induction on n.
For n = 0 the result is obvious. Suppose the result is true for the game Γ n (y 0 ), for each y 0 . Consider the game Γ n+1 (y 0 ).
Suppose first that player I has a winning strategy in Γ n+1 (y 0 ). Let (x 0 , r 0 ) be player I's initial move. The legal moves of player II following (x 0 , r 0 ) are points y 1 in the ball O(x 0 , r 0 ). Take a legal move y 1 of player II. The game that ensues after the move y 1 is essentially equivalent to Γ n (y 1 ), and player I has a winning strategy there. Hence the induction hypothesis implies that
Notice that (x 0 , r 0 ) is a legal move by player I in Γ n+1 (y 0 ). Legal moves y 1 of player II are restricted to the ball O(x 0 , r 0 ), and hence by the induction hypothesis, player I has a winning strategy after each such move y 1 . We conclude that player I has a winning strategy in Γ n+1 (y 0 ). ✷ We define the doubling distance between U and V as
It is finite whenever U and V are non-empty bounded open sets. We let U X denote the collection of all non-empty bounded open subsets of X. The following is a consequence of the part (3) of Lemma 2.1.
Lemma 2.4 The function d is a metric on U X .
The next lemma is a variant of the familiar 5R-covering theorem.
Lemma 2.5 Let (X, δ) be a separable metric space. (1) For each bounded open subset U of X, there exists a countable collection
(
2) For each bounded Borel subset U of X and for each measure
Proof: Let U ⊆ X be bounded and open. We define a sequence of subsets U α of U, indexed by ordinals, by recursion as follows: Let U 0 = U. For a successor ordinal α + 1, proceed thus: Suppose that U α has been defined. If it has empty interior, the recursion ends. If its interior is not empty, we let ρ α = sup{r : there exists an x such that O(x, r) ⊆ U α }. Choose any point x α and a number r α such that
Notice that for some countable ordinal ξ the interior of U ξ is empty, for otherwise X would contain an uncountable family of disjoint open balls, contradicting separability. Thus the collection C = {O(x α , r α ) : α < ξ} is countable.
Now take any open ball O(x, r) contained in U, and let α < ξ be the largest ordinal such that O(x, r) ⊆ U α (notice that α is well defined by our specification of the limit step). Then r ≤ ρ α , and hence
The claim (2) is a direct corollary of (1), of (2.1), and of the fact that U * = (intU) * . ✷
A distance defined using doubling measures
Let (X, δ) be a metric space that carries at least one doubling measure. Recall that a Borel set T ⊆ X is called thin or thin for doubling measures if µ(T) = 0 for all µ ∈ D(X).
For two Borel sets U, V ⊆ X, we define
(where the infimum of the empty set is assumed to be ∞).
It is easy to check that both m → and m satisfy the triangle inequality on the entire collection of Borel subsets of X. In general, it is perfectly possible that m(U, V) = ∞. This happens, for example, if there is some doubling measure µ such that µ(U) = 0 while µ(V) > 0. However, if U and V are non-empty bounded open sets, then m(U, V) is finite. We state the following simple result for the sake of completeness.
Lemma 2.6 The function m is a pseudometric on U X .
It is not a genuine metric, since m(U, V) = 0 whenever the symmetric difference
is a thin set. One could obtain a metric from m in the usual way, by identifying the sets in U X that differ by a thin set.
The basic connection between the doubling metric d and the pseudometric m is provided by the following theorem.
Theorem 2.7 Let (X, δ) be a metric space that carries a doubling measure. Then for all bounded Borel sets U, V ⊆ X, it holds that m(U, V) ≤ 3d(U, V).
Hence m → (U, V) ≤ 3M, as desired. ✷ 
We define (a, b) − to be the set (a, b) with all the points x n and y n removed. Equivalently, (a, b) − is a union of the intervals (y 0 , x 0 ), (y n+1 , y n ), and (x n , x n+1 ). The points y 0 and x 0 have been chosen so that (y 0 , x 0 ) * = (a, b). The rest of the sequences have been chosen so that the left endpoint of each interval (y n+1 , y n ) * is a, and the right endpoint of each
Now take a non-empty bounded open set U. Then U can be written, uniquely, as a union of countably many disjoint open intervals, say (a i , b i ), for i ∈ N. We define (d) We haven't payed too much attention to optimizing the constants in Theorems 2.7, 3.2. They can be certainly improved.
Statement of the main result
For a bounded Borel subset U of X let 
Applying the triangle inequality for d and Theorem 3.2 for U ′ and V ′ then gives
Putting the two estimates together yields the claim. ✷
The proof of Theorem 3.2
We prove that for non-empty simple open sets U, V ⊆ X,
The proof is divided into two parts. In the first part we construct a sequence of sets U = W 0 , W 1 , . . . that serve as a proxy for the iterated predecessors of U, along with finite partitions S m of W m . We remark that the first part of the proof becomes trivial if X is the real line with its usual metric, or if it is an ultrametric space. In these cases we could take W m to be U * m , and S m to be the coarsest partition of U * m into open balls. In the second part of the proof we construct a measure that witnesses the desired lower bound on m(U, V) in terms of d(U, V). Starting with any given doubling measure λ on X, we modify it step by step, as follows: At step m, we squeeze the measure inside W m obtained thus far by a factor of ǫ, in such a way that the measure of each element of the partition S m+1 of the set W m+1 remains unchanged. This guarantees that the resulting measures are ǫ −6 -doubling for any m. After M steps, where M is suitably chosen, the resulting measure of the set U behaves as ǫ M , while the measure of V remains bounded below by a positive constant independent of ǫ. Letting ǫ be sufficiently small then completes the proof. 
(P3) For each S ′ ∈ S m there is an S ∈ S m+1 such that S ′ ⊆ S; for each S ∈ S m+1 there is an S ′ ∈ S m such that S ′ ⊆ S.
(P4) For each S ∈ S m+1 , the set S \ W m has a non-empty interior. Suppose that for some m ∈ N we have defined the set W m and a partition S m = {S m,1 , . . . , S m,n m } satisfying (P1). For each i ∈ {1, . . . , n m } define
The supremum is taken over a non-empty set since S m satisfies (P1). The supremum is finite since W m , and hence also (W m ) * , is bounded. Take some x i and 
satisfies the first inclusion of condition (P2) follows from (3.1) and (3.3). That it satisfies the second inclusion of (P2) follows from (3.2).
We proceed to define the partition S m+1 of W m+1 . Since the points z 1 , . . . , z n m+1 are all distinct, and each z k is a point of O( We define S m+1 to consist of sets S m+1,1 , . . . , S m+1,n m+1 . For each k ∈ {1, . . . , n m+1 } the set S m+1,k is built as follows: we first include the sets S m,i for all i ∈ I k , and the ball O(z k , δ). Next we add a part of the ball O(x i k , 7r i k ) chosen so that the S m+1,k is disjoint from other elements of S m+1 . More rigorously, we let for k ∈ {1, . . . , n m+1 },
Finally we let S
and 
. So we may assume that W 1 \ V is non-empty. Let M denote the least natural number such that V ⊆ W M+2 . As follows from (P2), W m ⊆ U 4m * for each m ∈ N, hence d → (U, V) ≤ 4(M + 2). We show that for all small enough ǫ > 0, there exists an ǫ −6 -doubling measure µ ǫ on X such that µ ǫ (U) ǫ M µ ǫ (V). This implies M ≤ 6m(U, V), leading to the desired estimate.
To that end, let us begin by choosing any doubling measure λ on X. Let ǫ > 0 and m ∈ N. For each S ∈ S m+1 let J m (S) denote the union of the sets S ′ ∈ S m contained in S. Define a function f m+1,ǫ : X → R as follows: An easy induction shows that
where the maximum is taken over all m ∈ {0, . . . , M − 1} and S ∈ S m+1 . Notice that this constant K is independent of ǫ and that the functions f 1 , . . . , f M are bounded above by K. Take an ǫ < C −4 K −5 , where C is the doubling constant of λ. We next argue that µ M,ǫ is doubling with the doubling constant ǫ −6 .
Take an x ∈ X and r > 0. Define a number m ∈ {0, . . . , M} as follows: (O(x, r) ) from below and µ M,ǫ (O(x, 2r) ) from above.
First note that , 2r) ). , 2r) ).
This gives
Now we turn to the case m ≥ 5. Since each of the functions f m , . . . , f m−4 are bounded below by ǫ and above by K < 1/ǫ, we obtain 
We next derive a lower bound on µ m−5,ǫ (O(x, r)). First we argue that if a ball O(x, r/3) meets a set S ∈ S m−5 , then S ⊆ O(x, r). To see this, suppose that O(x, r/3)
where the equality in the second line follows by (3.5) . On the other hand, in view of (3.4) we have
Combining these estimates we obtain 
as desired. Using this for all S ∈ S m−5 we obtain the estimate
In view of (3.4) we also have
Combining these estimates we obtain
Thus, putting together the three pairs of estimates (3.6)-(3.7), (3.8)-(3.9), and (3.10)-(3.11), we obtain
(3.12) We argue that the ratio
is bounded above as ǫ ↓ 0. Since each of the functions f 1 , .
Finally, we show that M ≤ 6m → (U, V). For suppose to the contrary. Take t such that m → (U, V) < t < 1 6 M. Since µ M,ǫ ∈ D ǫ −6 (X), the ratio (3.13) is bounded below by ǫ 6t−M . However, the latter bound goes to infinity as ǫ ↓ 0. This contradicts the conclusion that (3.13) is bounded above. ✷
Lipschitz functions with respect to the doubling metric
In this section, we consider a continuous surjective function f : X → Y between two metric spaces X and Y and study the induced map Φ, U → f −1 (U) from the collection of non-empty open sets of Y to that of X. We also consider the pushforward measures µ • f −1 on Y for measures µ ∈ D(X). We are interested in functions f satisfying some of the following conditions:
Note that the condition (F3) simply states that the map Φ is Lipschitz with respect to the doubling metric on the collection U Y . Likewise, (F1) says that Φ is Lipschitz with respect to the pseudometric m on U Y . The condition (F2) says that f preserves doubling measures, quantitatively. 
Y). This shows that (F3)=⇒(F2). The other implication (F2)=⇒(F1) is a direct corollary of the definition of m. ✷
The following lemma simplifies the verification of condition (F3): it suffices to check that the condition holds for pairs of concentric balls. O(y, r) ) and f −1 (O(y, 2r) ) is at most K.
Proof: Let K be as in the lemma. We argue that for a non-empty open subset U of Y we have
To see this, let I be the set of pairs (y, r) where y ∈ Y and r > 0 such that O(y, r) ⊆ U. , 2r) ). Now we apply Lemma 2.1:
As in the proof of Lemma 2.1 (4), applying the estimate (4.1) inductively, we find
This completes the verification of (F3). ✷
We proceed with some examples, starting with a well-known class of quasisymmetric homeomorphisms. Now recall that the inverse of a quasisymmetric homeomorphism is also quasisymmetric. Hence, if f is a quasisymmetric homeomorphism, then the induced map Φ is bilipschitz on U Y with respect to the doubling metric. We return to this connection in subsection 5.1 below.
The examples below point out two features of the conditions (F1)-(F3) . Firstly, these conditions may well apply to functions that are not necessarily injective. If we choose the function r so that n − r(n) is bounded from above, but not from below, then f = f r satisfies all the conditions (F1)-(F3), but the inverse f −1 fails to satisfy (F3) (in fact it also fails to satisfy (F1)-(F2), see Theorem 4.8 below).
The main result of this section is the following. Take y ∈ Y and r > 0. Since f −1 (B(y, r/2)) is a compact subset of X contained in the open set f −1 (O(y, r) ), there exists a simple open set U ′ such that
Likewise, there is a simple open set V ′ such that
Hence, using Theorem 3.2, we have
as required. ✷
Further remarks
We complete the paper by discussing (a) an open problem on a possible connection between quasisymmetric functions and those that are biLipschitz with respect to the doubling metric, (b) a definition of porosity based on the doubling metric.
BiLipschitz functions with respect to the doubling metric
We remarked above (Example 4.3) that if f is a quasisymmetric homeomorphism, then both f and its inverse satisfy (F3), or, in other words, the induced map Φ is biLipschitz with respect to the doubling metric. This leads us to ask under what conditions the converse is also true. Below we discuss two simple examples. The first example shows that in general, a homeomorphism f such that both f and its inverse f −1 satisfy (F3) need not be quasisymmetric.
Example 5.1 Let the metric spaces X and Y have the same underlying set, {0, 1} × N. The metric δ X on X is given by
The map f is the identity map. That the identity map is not quasisymmetric is easy to see. Notice that the doubling distance between any two non-empty sets in X is at most 1. We show that the doubling distance between any two non-empty sets in Y is at most 2. This would imply that both the identity maps X → Y and Y → X satisfy (F3).
Consider a non-empty U ⊆ Y. (1, n) }, and it therefore coindices with the ball
Of course, both spaces in the preceding example are discrete, and hence not uniformly perfect. A slight modification of the first example yields a homeomorphism that carries a uniformly perfect space into a space that is not uniformly perfect. This contrasts with the behaviour of quasisymmetric maps: as is well-known, quasisymmetric maps preserve uniform perfection.
Example 5.2
We modify the preceding example as follows: Let the metric spaces X and Y have the same underlying set, [0, 1] × N. The metric δ X on X is given by
Thus X is uniformly perfect, while Y is not. As before, the map f is the identity map. We argue that the identity map Y → X satisfies (F3). Thus consider a point (x, n) and r > 0. We are interested in computing the , n), 2r) . Consider the following three cases:
• r ≤ 1 < 2r. In this case U is a subset of [0
Moreover the ball O Y ((x, n), 2 −n+1 r) equals all of the set [0, 1] × {n}, and it coincides with the ball
• 2r ≤ 1. In this case both U and V are subsets
Thus in all cases
A similar argument shows that the identity map X → Y satisfies (F3).
The examples help us fine-tune our question.
Open problem:
Suppose that X and Y are uniformly perfect spaces, and f : X → Y a homeomorphism such that both f and f −1 satisfy (F3). Is f quasisymmetric?
We know that the answer to this question is affirmative in two special cases. One is the case where X = Y = R with its usual metric. As is well-known (see e.g. [5, Remark 13 .20]), if a homeomorphism f : R → R satisfies (F2) (or equivalently if it satisfies (F3)), then it is quasisymmetric. Notice that in this case we need not require that the inverse of f satisfies (F3).
The second special case is when X and Y are uniformly perfect ultrametric spaces. The proof of this fact makes use of the metric characterization of quasisymmetric maps (see e.g. [7] ). We omit the details.
Porosity conditions
The doubling distance may be used in a natural way to define various concepts of porosity. Here, we explain one of the many possibilities: Consider a Borel subset S of a metric space X and define the d-porosity index of S at x as The set S is called upper porous if por(S, x) > 0 for all x ∈ S. This is, perhaps, the most classical notion of porosity, and it has appeared in the literature under various names and with slightly varying definitions (see e.g. [12] , [13] ).
If S is upper porous, it is clear that it is also d-porous. Indeed, if O(x, r) \ S contain a ball of radius 2 −k r, then d → (O(x, r) \ S, {x}) ≤ k. However, it is possible that S is (uniformly) d-porous, even if it is not upper porous; For instance consider
Then d → (O \ S, {x}) ≤ 2 for all x ∈ S and all balls O containing x. However, it is easy to see that por(S, 0) = 0. As the above discussion indicates, d-porosity is, a priori, a weaker condition than upper porosity. Nevertheless, it can be shown that each d-porous set is σ-upper porous and thus d-porous sets share many properties with upper porous sets. For instance, any d-porous subset S of X is thin.
Let us briefly discuss a global variant of the d-porosity. Let us call a set S ⊆ X (d, m n )-porous, for a sequence m m ∈ N, if there are open sets V n ⊆ X such that ∪ n V n is bounded, ∑ n∈N 1[V n ] is bounded (for some N, each point in X belongs to at most N of the sets V n ) and d → (V n , S) ≤ m n for all n ∈ N. It can be shown that this is a generalization of (α n )-porous sets in the sense of [3] ; If α n = 2 −m n +1 and S is α n -porous, then it is (d, m n )-porous. 
