We study the voltage noise properties including the switching rates and statistics of phase-slips in moderately damped Josephson junctions using a novel efficient numerical approach combining the matrix continued-fraction method with the full counting statistics. By analyzing the noise results obtained for the RCSJ model we identify different dominating components, namely the thermal noise close to equilibrium (small current-bias regime), the shot noise of (multiple) phase-slips in the intermediate range of biases and the switching noise for yet higher bias currents. We extract thus far inaccessible characteristic rates of phase-slips in the shot noise regime as well as the escape and retrapping rates in the switching regime as functions of various junction's parameters. The method can be extended and applied to other experimentally relevant Josephson junction circuits.
We study the voltage noise properties including the switching rates and statistics of phase-slips in moderately damped Josephson junctions using a novel efficient numerical approach combining the matrix continued-fraction method with the full counting statistics. By analyzing the noise results obtained for the RCSJ model we identify different dominating components, namely the thermal noise close to equilibrium (small current-bias regime), the shot noise of (multiple) phase-slips in the intermediate range of biases and the switching noise for yet higher bias currents. We extract thus far inaccessible characteristic rates of phase-slips in the shot noise regime as well as the escape and retrapping rates in the switching regime as functions of various junction's parameters. The method can be extended and applied to other experimentally relevant Josephson junction circuits. Introduction.-Josephson junctions (JJs) and their dynamics have been subject of intensive study ever since the discovery of the Josephson effect [1] not only because of their fascinating microscopic physical properties and high application potential but also for their ability to implement via phase dynamics elementary concepts of nonlinear dynamical systems such as chaos, multistability, and switching [2, 3] . In recent years there has been progress in fabricating unconventional meso- [4, 5] and nanoscopic [6] JJs exhibiting among other effects nonsinusoidal current-phase relations with exotic dynamics [7] . However, small junctions are more prone to the influence of environmental noise and their dynamics is inherently stochastic [8, 9] . Due to the richness of dynamical regimes even the description of conventional junctions especially in the intermediate damping regime may be challenging and one has to often resort to lengthy simulations [10] .
Another side-effect of miniaturization connected to the stochastic nature of the problem is the shift of interest from just mean quantities such as the mean voltage to more elaborate statistical description including, e.g., the voltage noise in simulations [11] , theory [12, 13] , as well as experiment [14] . In the present paper we introduce a robust and efficient numerical method based on the matrix continued-fraction (MCF) method [3] which can be used to study the voltage noise of JJs with an arbitrary level of the phase dynamics damping. The method reveals various regimes of current-biasing the junction with the corresponding dominant voltage-noise mechanisms, including the thermal noise, multiple phase-slips (MPS), and switching processes with related escape and retrapping rates whose values are easily determined. When combined with the full counting statistics (FCS) of the phase dynamics [12] it allows us to decompose (together with a clear verification mechanism, when the decomposition is legitimate) the phase dynamics into independent elementary processes [15] constituted by MPS and find their rates.
We demonstrate the method on the paradigmatic case of the RCSJ model. However, after appropriate minor extension it is also applicable to other JJ models providing further novel results such as the voltage noise in JJs with arbitrary current-phase relations as in Ref. [5] , description of the experimentally-relevant circuits with structured electromagnetic environments [13, 16] , and/or frequency-dependent voltage noise for these models. Moreover, due to the phase-charge duality our results are also directly relevant for the currentnoise in the nanowire quantum phase-slip circuits [17] . We defer discussion of these new results to forthcoming publications.
Model & methods.-Ideal Josephson junctions with the conventional harmonic current-phase relation I = I c sin φ shunted with a simple circuit environment (parallel resistance R and capacitance C; see Fig 1a) and current-biased by I b are described by the Resistively and Capacitively Shunted Junction (RCSJ) model [18] . The Langevin equations for the phase difference φ(t) and voltage V (t) = 2e dφ(t) dt across the junction are just the first Kirchhoff's law and the Josephson voltage-phase relation reading in the dimensionless units [2] ∂v(τ ) ∂τ
Dimensionless quantities are defined with help of the plasma frequency ω p = 2eI c / C and the quality factor of the circuit Q = ω p RC ≡ γ Ic , and the Gaussian white noise ζ with the correlation functions ζ(τ ) = 0, ζ(τ 1 )ζ(τ 2 ) = 2γΘδ(τ 1 − τ 2 ). Eqs. (1) imply the associated FokkerPlanck equation [3] for the probability distribution func-
We are interested in the mean voltage
, and the (zero-frequency) volt-
We have found both W stat (φ, v) and R(φ, v) numerically by the MCF method [3, Sec. 11.5] which first expresses the v-part of the equations in terms of quantum oscillator basis functions, thus obtaining a tridiagonal coupled system of φ-dependent differential equations (Brinkmann hierarchy). The 2π-periodic φ-parts are then expanded into the Fourier series and solved via the MCF as explained in the Supplemental Material [20] . The method works for an arbitrary current-phase relationship. Furthermore, using the finite-frequency generalization of the problem exactly analogous to Ref. [21] , we could easily evaluate also the finite-frequency voltage noise. An alternative method for evaluation of the zerofrequency voltage noise is to use the full counting statistics (FCS) approach pioneered in this context in Ref. [12] . The aim of that method is the calculation of the kdependent (k is the counting-field ) cumulant generating
from a non-stationary solution W (φ, v; τ ) of Eq. (2) [3, Sec. 11.7] . For long times τ → ∞ the CGF generates all stationary cumulants of the voltage by derivatives with respect to k at k = 0 and its full k-dependence can be used for evaluation of phase-slips rates as shown below. Following the analogous derivations in Refs. [22, 23] we obtain lim τ →∞ F (k; τ )/τ = λ 0 (k), where λ 0 (k) is the counting-field-dependent eigenvalue of the full problem (2) with modified boundary condition [12] with the biggest real part (adiabatically developed with increasing k from the stationary solution λ 0 (k = 0) = 0). This eigenvalue can be also obtained by the MCF method as shown in the Supplemental Material [20] and yields the mean voltage v ≡ −iλ ′ 0 (0), voltage noise S ≡ −λ ′′ 0 (0), and similarly also the higherorder voltage cumulants. We have verified that both calculation methods give the same results for the mean voltage and noise.
v −i b characteristics.-In Fig. 1b we recapitulate for completeness the known results [3] for the mean voltage by plotting v − i b curves for two complementary values of the quality factor representing the strongly (Q = 0.2) and weakly (Q = 5) damped cases. While the strong damping case shows with increasing i b a smooth crossover from the nearly zero voltage (diffusive branch [9] ) to the Ohmic behavior determined by R for i b 1, the underdamped curve exhibits a much sharper transition between the two regimes. This can be understood as the noise-induced sudden switching between two coexisting dynamical states of the underdamped junction in the noiseless (zero temperature) limit represented by the dotted blue lines in the figure revealing a strong hysteresis between the forward and backward ramping of the bias current i b . Using the well-known mechanical analogy of the RCSJ model, which is the damped particle in the tilted washboard potential U (φ) = cos φ + i b φ (illustrated in the inset of Fig. 2a ), one can easily see that the zero voltage state (locked solution) is stable up to i b = 1 while a finite voltage state v r (running solution) is stable down to the Q-dependent retrapping current i r (Q) determined by the energy balance between the energy supply by the bias current and dissipation [3] . Without noise the originally trapped "phase particle" stays locked in the potential minimum until the bias current is high enough to wipe off the local extremes of the potential. On the other hand, if the particle is already running, then, because of the inertia, it can still overcome the local maxima and keep running if the damping is low enough. For finite temperatures the stationary v − i b characteristics in the bistability region i r (Q) < i b < 1 is the weighted average of the running and locked solutions governed by the escape and retrapping rates, which can be determined from the noise as demonstrated below. Fano factor and switching process.-Voltage noise properties can be used to analyze the phase dynamics in far more detail. In Fig. 2 we plot the Fano factor F ≡ S/2πv for strongly damped Q = 0.2 (left panel a) and weakly damped Q = 5 junctions (right panel b) at different temperatures. Our numerical results for the strongly damped case are very close to those for the overdamped RSJ model [12] . Because of low temperature Θ ≪ 1 the low-bias-current behavior for i b 0.6 can be perfectly understood by the description in terms of thermally-induced forward and backward single (i.e., by 2π) phase-slips shown in the inset of the left panel. This simple picture yields for the Fano factor in this regime F = coth πi b /Θ [12, Eq. (28)] exhibiting the characteristic divergence at i b = 0 due to the finite thermal noise and the plateau at the Poissonian value of F = 1 for larger values of i b . Above the critical current i b > 1 the junction is in the running state and the prevailing component of the noise is the simple Johnson thermal noise of the resistor with
Eqs. (36),(37)]. The Fano factor vs. bias current dependence of the underdamped circuit in Fig. 2b is qualitatively different from the strongly damped case. As shown in Fig. 4a there is also the low-i b thermal singularity in the Fano factor followed for increasing i b i r (Q) by a flatter part due to multiple phase-slips discussed in previous works [9, 24, 25] and studied in detail below. However, the dominant feature of the plot in Fig. 2b is the strongly temperature-dependent huge peak in the Fano factor (F ≈ 100 − 1000) around the switching current (compare with Fig. 1b ) characteristic of the dichotomous switching process. This interpretation is further supported by the inset of Fig. 2b with the voltage distribution function W (v) ≡´2 π 0 dφW stat (φ, v) for various bias currents showing curves with well-separated double peaks corresponding to differently weighted two metastable states. The first peak centered around v = 0 describes the locked phase while the second one around the i b -dependent noiseless running solution v r reveals the running phase. Since F ≫ 1 around the peak we can neglect noise contributions inherent to the metastable states [26] and use the average voltage v and Fano factor F for the evaluation of the escape rate Γ e (from locked to running state) and retrapping rate Γ r (from running to locked state) [23] 
which are presented in Fig. 3 as solid lines and compared with analytical predictions (dashed lines). On one hand, switching from the locked phase to the running one happens just by thermally-induced overcoming of the neighboring potential maximum and, therefore, Γ e = 1 2π
given by the Kramers escape rate from a potential well [27] . One can see that this prediction is in an excellent agreement with our numerical result. On the other hand, the retrapping problem is far more complicated and has not been addressed in the whole parameter regime, only asymptotic solutions in various limits exist.
Two mutually inconsistent analytical approaches by Ben-Jacob et al. [28] and Mel'nikov [25, 29] were introduced for the limit of very weak damping Q → ∞. In Fig. 3 we compare our results with those predictions and find a rather poor agreement with either one. With increasing Q Melnikov's approach seems to asymptotically approach our results for sufficiently large i b as shown in the inset. Ben-Jacob's prediction on the other hand remains off which might be connected with its existing critiques [29, 30] . The origin of the obvious and persistent discrepancy between Melnikov's and our approach for i b close to the onset of the bistability region is unclear, but we suspect it is connected with the very existence, stability, and definition of the running state for the noisy case close to the bifurcation point. In any case, the existing theories perform quite badly for the moderately damped junctions while our numerical method allows to extract the retrapping rate fast and reliably in a wide range of junction parameters, in particular for arbitrary values of the quality factor Q and bias current i b which is the crucial ingredient for the description of switching experiments such as the recent ones in Ref. [31] .
Phase-slips.-Now we turn our attention to the MPS regime of bias current smaller than the onset of the switching regime i b i r (Q) shown Fig. (4) a. Analogously to the overdamped case [12, 32] the solution to the Fokker-Planck equation (2) in this regime can be approximated by a weighted sum of quasi-equilibrated sharp (Θ ≪ 1) Gaussian distributions around the local minima W (φ, v; τ ) ≈ m P m (τ )w(φ − 2πm, v) with
[12, Eq. (22)] and time-dependent weights P m (τ ). These are assumed to satisfy the (Markovian) master equation
Here Γ n (n = 0) are the rates of elementary MPS by 2πn (negative n correspond to backward rates against the bias).
To find the MPS rates we use the FCS methodology introduced in Ref. [12] for the RSJ model combined with the procedure of identification of elementary processes [15] .
If the master equation (4) description is a good approximation of the full phase dynamics we can evaluate the CGF from it and equate that with the full CGF calculated by the MCF. We have for the approximate probability density k-dependent differential equation
This allows us to identify λ 0 (k) = n Γ n (e 2πikn − 1) in the MPS regime describing a mixture of independent Poissonian processes of phase-slips by 2πn whose rates can be evaluated as Γ n = 1 0 dkλ 0 (k)e −2πikn for n = 0.
Importantly, the method itself provides tools for checking its validity by comparing the approximate mean voltage v = 2π n Γ n n and Fano factor F = n Γ n n 2 / n Γ n n with those computed directly by the MCF method. In Fig. 4a it is explicitly shown that the two Fano-factors perfectly match up to the values of i b where the switching process sets in (and correspondence eventually breaks down).
In Fig. 4 we plot MPS rates Γ n for strong-damping case Q = 0.2 (b) and weak damping case Q = 5; i b = 0.05, 0.20 (c, d). Only the single phase-slips are realized in the strong-damping case, which is consistent with the Fano-factor plateau at one in Fig. 2a . The dependence of Γ 1 on i b in the regime of the plateau is plotted in the inset with dots and compared with the Kramers formula for escape across the adjacent barrier [12, 27, 33] (solid line in the inset). The behavior of the weak-damping case is much richer. The presence of multiple (double) phase-slips (alongside the single back-ward phase-slips) is evident even for small bias currents in Fig. 4c and their importance increases with increasing bias current (Fig. 4d) . The inset depicts the normalized (by |Γ 0 | = n =0 Γ n ) rates of the single and double phaseslips as functions of i b (dots) together with Mel'nikov's approximative asymptotic formulas valid for Q → ∞ [24, 25] (solid lines in the inset). We can see reasonable agreement which analogously to Fig. 3 further improves with increasing Q. In the inset of Fig. 4c we test that the ratio Γ −n /Γ n = exp(−2πni b /Θ) for n = 1, 2 satisfies the detailed balance condition with the potential drop 2πi b n along the phase-slips of the given order n. Altogether, our method provides reliable results for the MPS rates for a wide class of junctions.
Conclusion.-To summarize, we have developed an efficient and reliable numerical scheme based on the matrix continued fraction for the analysis of phase dynamics in arbitrarily damped current-biased Josephson junctions. It allows us to study the voltage noise and, consequently, analyze in detail various transport regimes, in particular the switching regime providing us with the escape and retrapping rates and the regime of multiple phaseslips with their full characterization in terms of the corresponding rates. The method can be generalized from the RCSJ model to other experimentally relevant cases with modified circuits and/or more complicated microscopic current-phase relations as well as extended to the evaluation of the frequency-dependent voltage noise.
Supplemental Material for "Voltage noise, switching rates, and multiple phase-slips in moderately damped Josephson junctions"
MartinŽonda, Wolfgang Belzig, and Tomáš Novotný Aim of this supplemental material is to provide an introduction to a reader not familiar with the methods used in our paper, namely the Matrix Continued-Fraction (MCF) method and the full counting statistics (FCS).
Matrix Continued-Fraction Method
In the paper we discussed a numerical solution of the dimensionless Langevin equations
with the associated Fokker-Planck equation for the probability distribution function W (φ, v, τ )
Our first goal was to calculate the mean voltage
and the (zero-frequency) voltage noise
in the stationary state W stat (φ, v) ≡ lim τ →∞ W (φ, v; τ ) determined by the 2π-periodic solution (in φ) of the equation
We have used the MCF method [1] to obtain the numerical solution for the stationary distribution function and our explanation closely follows that work. The operator L FP can be partitioned into irreversible L i and reversible L r operators
with
The irreversible operator L i can be mapped onto the Hamilton operator of the linear harmonic oscillator via a suitable similarity transformation
where the creation b † and annihilation b operators were introduced
For the reversible operator we consequently get
with φ-dependent operators
Altogether we have
After these manipulations it is convenient to expand the v part of distribution function W (φ, v; τ ) into the Hermite oscillator functions ψ n (v)
which are given by
with κ = 1/ √ 2Θ or in terms of Hermite polynomials H n (κv) used in quantum mechanics
The oscillator functions are the eigenfunctions of the irreversible part of the L FP operator and have the correct boundary conditions ( lim
and the initial values of the φ-part coefficients read
Using Eq. (9)- (16) the Brinkman hierarchy, equivalent to the Fokker-Planck equation (2), can be constructed 
therefore the eigenfunctions
, with k ∈ (−1/2, 1/2] restricted to the first Brillouin zone can be written in the form of the Bloch waves
Consequently, the solutions of the Eq. (5) can be chosen to be
with e −i2πk , −1/2 < k ≤ 1/2, being the eigenvalues of the translation operator T . The stationary expansion coefficients c n (φ) ≡ lim τ →∞ c n (φ; τ ) must therefore have the form
Note that the stationary form of the Brinkman hierarchy Eq. (21) reads
from which it is obvious that c 1 (φ) = c 1 = const. Since c 1 is related by Eq. (19) to the mean voltage being generically non-zero, the constancy of c 1 implies k = 0 for the stationary solution. Thus, the stationary distribution function is periodic
and can be normalized in one period
To solve Eq. (5) for the periodic coefficients c m (φ) we have used the Fourier expansion
allowing us to define the matrix elements of operators
which can be used to recast the Eq. (26) into the form of a vector tridiagonal recurrence relation
where c m is a time-independent vector of expansion coefficients c . . .
To solve the relation (32) we defined matrices S m obeying
which transforms the Eq. (32) into
and consequently a matrix continued-fraction structure can be constructed
By truncating the recurrence at m = M , i.e., setting c m>M = 0 in Eq. (32) and using the normalization condition (28) together with the fact that the coefficient c 1 is constant we obtain for the vector c 0
All other vectors c m follow from Eq. (34). In particular, the average voltage reads
Voltage noise
Computation of the voltage noise is more complicated. The general formula for the frequency dependent voltage noise reads
and the voltage autocorrelation function can be expressed as [1, Sec. 7.2]
After introducing the convergence factors ω → ω + i0 for τ > 0 and ω → ω − i0 for τ < 0 we get
Since we are interested in the limit ω → 0 and L FP is singular (due to the existence of the stationary state), performing the limit is somewhat tricky. It can be done, however, as explained in detail in Ref.
[2, Sec. IIIB] and the the voltage noise can be evaluated as
with the help of an auxiliary quantity R(φ, v) (pseudoinverse of the Fokker-Planck operator) satisfying the equation
and conditions R(φ + 2π, v) = R(φ, v) (periodicity) and 
with a m being a time-independent vector of expansion coefficients a 
Introducing the correction vectors g m satisfying
the Eq. (44) gives a recurrent prescription for their evaluation
One way to solve this initial value problem is to use the Laplace transform
which turns Eq. (21) into 
and, consequently, for finding the nonstationary solution by the spectral decomposition
The advantage of the eigenfunction expansion is that the transition probability from state φ ′ , v ′ to φ, v has a simple form [1, Sec. 11.7] P (φ, v; τ |φ ′ , v ′ , 0) =
whose long time τ → ∞ asymptotics is easily determined as (we assume that the eigenvalue λ 0 (k) with the highest real part corresponding to the stationary solution with λ 0 (0) = 0 is separated by a finite gap from other eigenvalues ℜ[λ n (k) − λ 0 (k)] < 0 for n ≥ 1) 
with I 0 (k) being determined solely by the initial condition.
Full Counting Statistics
As pointed out in the paper an alternative method for the evaluation of the voltage cumulants is to use the full counting statistics (FCS) approach pioneered in this context in Ref. [3] . The aim of that method is the calculation of the k-dependent (k is the counting-field ) cumulant generating function (CGF) F (k; τ ) ≡ ln As both l and k are from the first Brillouin zone and p is an integer the use of the Dirac comb function Ξ(x) = n∈Z δ(x − n) implies p = 0 and k = l which leads to
The second term depends on the initial state of the system and is irrelevant in the long time limit. Zero-frequency n-th cumulant of v follows from [3] C n = lim 
