Abstract. Non-verbal interaction signals are of great interest in the research field of natural human-robot interaction. These signals are not limited to gestures and emotional expressions since other signals -like the interpersonal distance and orientation -do also have large influence on the communication process. Therefore, this paper presents a marker-less mono-ocular object pose estimation using a model-to-image registration technique. The object model uses different feature types and visibilities which allow the modeling of various objects. Final experiments with different feature types and tracked objects show the flexibility of the system. It turned out that the introduction of feature visibility allows pose estimations when only a subset of the modeled features is visible. This visibility is an extension to similar approaches found in literature.
Introduction
The development of humanoid robots is directed towards natural interaction following the ideal of inter human interaction. In [4] seven major categories of action which are observable in inter-human interaction are mentioned. Two of them are the body motion (kinesics) and the influence of interpersonal distance (proxemics). The kinesics describe the role of body motions like head shaking and nodding which are stated to have a geat contribution [1] . The second category describes the influence of distance zones on the interaction process [6] . Although various analysis on non-verbal interaction signals do exit they are not often used in human-robot interaction scenarios. This fact is based on the complexity of these signals which are hard to detect in an unmodified environment and hard to interpret since their meaning depends on the situation and various other factors.
These signals and their usage provides a great yet unused potential towards natural human-robot interaction. Having a look at these signals it turns out that the head pose consisting of the position and orientation can help to detect a broad range of signals. With this information distance zones like personal or social can be categorized and gestures like head nodding can be detected. In this paper we therefore present a head pose estimation system which uses a single camera mounted in the head of the humanoid robot ROMAN. The main goal of this pose estimation is a reliable and computationally inexpensive system without any modifications of the environment.
State of the Art
There are many publications devoted to the topic of head pose estimation [7] . They can be roughly divided into feature-based approaches (finding a few salient points and computing the pose) and global approaches (estimation of the pose using the appearance of the whole face).
Some of the recent approaches (e.g. [13] ) use an imaging system with depth information (time-of-flight camera) to obtain color and depth data simultaneously. The combination of the two data sources allows a relative motion estimation of points in 3D space which is then used to determine the overall pose change of a human head. In [3] the face pose and facial expressions are estimated using Online Appearance Models. The approach calculates the change of the head pose (and the expression) using the perceived deformation of textured areas. The initialization is done by hand, but, is believed to be possible in an automatic fashion. A work focused on pose retrieval using point-like facial features (eyes, nose, ears, . . . ) is presented in [11] . A rough classification into frontal and profile pose is followed by a search for expected facial features and pose calculation using a neural network. An unconventional approach is presented in [5] : The pose of a human head is determined using an image retrieval method (the vocabulary tree from [8] ) and a large database of images with annotated pose.
The approach proposed in the work at hand is to be seen as an extension to the work of Vatahska [11] . But, instead of the rough initial classification of human head views into "frontal" and "profile", this work incorporates a more refined, three-dimensional model of facial feature distribution in combination with a new technique considering the appearance of features under different viewing angles. With this modeling approach including feature visibility and feature types a flexible pose estimation can be realized. In comparison to other work in literature higher rotation angles and a higher robustness concerning missing features is achieved.
Head Pose Estimation
For head pose estimation, the first step is to find and to track human faces in video streams. The detection of faces is done using a fusion of two simple approaches. The initial search is performed using a boosted cascade of Haarlike features [12] . Assuming that a person, willing to interact with the robot, will at least once look directly at the robots' head, the search is conducted using detectors for frontal faces only. To reduce the number of false positives, a verification using colors is performed. Only if a region of the currently processed image fits the Harris detector and contains a large enough area of skin-like color, the region is accepted as a candidate face. This candidate is then verified by searching for the most prominent features in a human face: the eyes. Once a face is detected and confirmed, it is tracked in two dimensions using the wellknown "Good Features to Track" presented by Shi and Tomasi in [10] .
The tracking of faces is not explained in more detail since this work focuses mainly on the problem of pose estimation which is described in the following sections.
This work aims at developing a system capable of pose estimation of any rigid object (as position and orientation relative to the viewer) from a monocular image, as long as the object contains detectable point-like features. The properties of those features are -of course -their salience in relation to their surroundings and the possibility of their localization using a single three-dimensional coordinate (in contrast to line features and area features).
Detection of facial features is done using a Haar-like feature detector although the implemented system is not limited to a special feature detector, but, for now, the Haar classifier yields acceptable results and allows for evaluation of our approach. The pose estimation is calculated using a slightly modified implementation of the Softposit algorithm of David et al. [2] . The model-to-image registration performed was extended by a feature point type property which is used to reward the convergence of image and model points of the same type and punishes the convergence of points having different types by modifying the entries in the assignment matrix. This will be explained in detail in section 2.2. Many approaches for head pose estimation from a set of facial features implicitly assume that all the features needed for the task are always visible. This is the main reason why those approaches only work with rotations up to 20
Multi-Appearance Feature Model
• or 30
• . When a person turns its head further, some features simply disappear. The approach here eliminates this problem. The main assumption that leads to the three-dimensional multi-appearance feature head model is: facial features keep their appearance only within small deviations from a straight view (termed cone of visibility, see Fig. 1 ). Beyond this cone, the features can look quite different. So, in this context, the term visibility does not encompass the complete facial feature (e.g. the nose), it is a means to describe the appearance of a feature from a particular view. So instead of having one appearance model of the nose and expecting it to work for all views, each feature actually consists of multiple features having the same location and that can be activated and deactivated depending on the current head pose.
The human head model used in the experiments later consists of 13 features listed in 2.1. Each feature is defined by position, direction and visibility cone. According to the current orientation of the head model the visibility of each feature is estimated by comparing the cone with the current view direction. Each feature is searched within a window centered at the projection of the feature position. The size of the window is defined relative to the overall face size. Additionally to the visible features a virtual head center feature has been introduced. This feature adds "depth" to the head model and reduces the number of orientation ambigiuities. Its position is estimated from the previous head pose and the current face window.
Extending the Standard SoftPOSIT Algorithm
Pose with Known Correspondences A point in three-dimensional space P with homogeneous coordinates P = (X, Y, Z, 1)
T is projected onto a two-dimensional image point p = (wx, wy, w)
T . If the correspondence is known, the transformation, consisting of a rotation matrix R, a translation vector T and a pinhole camera projection, can be computed. With the scaling factor s = f /T z you get wx wy = sR 11 sR 12 sR 13 sT x sR 21 sR 22 sR 23 sT y
With M pairs of model and image points the equation system is 
When sR 1 = (sR 11 , sR 12 , sR 13 ) T , sR 2 = (sR 21 , sR 22 , sR 23 ) T , sT x and sT y are found, the complete rotation matrix and translation vector can be computed by
Pose with Unknown Correspondences The assignment matrix m encodes the correspondence of each model point and image point. Each column and row of the matrix sums up to exactly 1. For potentially unmatchable points an additional slack row and slack column are added. A value of 1 in one of those slack spaces means the point could not be matched. Throughout the computation the matrix contains real numbers and converges only slowly to a real 0/1-configuration. The assignment "probabilities" are computed from the current distances between image points and projected model points d jk .
The additional term α is needed to discourage the algorithm from converging to the trivial solution m jk = 0. With β as parameter for iteration annealing the computation of the assignment "probability" of features from Eq. 4 has been modified in this work to incorporate different feature types:
Obviously, the value for t 1 needs to be greater than 1, and the value for t 2 needs to be smaller than 1. Empirically, t 1 = 2 and t 2 = 1 2 have yielded good results. Increasing the "probability" of a model feature and an image feature belonging to each other helps "pulling" the model registration process into the right direction, by fixing one or more assignments as soon as possible, thus simplifying the subsequent iterations. Too large values may cause false assignments if multiple features of the same type are used.
There is also a very good reason for not setting m jk = 0 if the feature types do not match. As explained above, the system is not limited to one type of feature detectors, so type ambiguities should be expected. So, if a detector handles colors, there is a possibility of color mismatch due to unfavorable lighting conditions, e.g. resulting in a green colored feature being classified as blue colored. In this case, blocking the assignment of the two allegedly not matching features would hurt the overall model fitting scheme. The algorithm then iteratively calculates the correspondences m jk .
This test demonstrates the capabilities of the proposed approach under the assumption that facial features can be detected and tracked reliably. The features used in this test are artificial color landmarks. The test setup consists of a camera mounted in the head of the robot ROMAN and a silicone mask placed on a turntable. The mask has colored strips of tape glued to it, the color of the strips is used for feature visibility simulation. Green features are visible from the front, red and blue from the left and the right side respectively. A software model containing those 13 features, their rough position on the mask, and their orientation is used by the implemented system. The turntable has angle markings on the side which are visible on the captured images and can be used for optical readout. This method is considered sufficiently accurate for rotation angle measurement.
Initially, the turntable is positioned at 0
• and the mask is placed on top of it. The camera is set to continuous capturing at 7.5 frames per second (fps). The turntable is rotated left and right, with ±90
• being the limits which are reached in frames #502 and #591 respectively. The pose error is always below 10
• , and over 50% of the time the error is less than 3
• , which is 1.8%, relative to the complete range of 180
• as plotted in Fig. 2 . A second test -using database images from the VidTIMIT database [9] -was performed to examine the capabilities of the proposed approach. The VidTIMIT database contains videos and sound samples of 43 persons. The videos are especially interesting for this work, because the persons turn their head into extreme orientations: first to the right, then to the left (both about 90
• ), then upwards (about 30
• to 50 • ), and finally downwards (30 • to 60 • ). Between each movement phase there is a short pause showing the person in frontal view.
For evaluation the head model described in section 2.1 with the frontal and left half profile/full profile facial features is used. That means, when a person turns her or his head to the right, the system should be able to follow into profile view. Turning the head to the left has only the frontal features at disposal, so the pose estimation should fail much earlier. This way, the test provides direct results regarding the question whether the feature switching approach allows pose estimation with much more extreme angles.
After each failure of pose estimation, the system is reinitialized with one of the next frontal images appearing in the image sequence. The evaluation of the systems performance is done solely in visual fashion, because no annotations of the pose are given with the database. The quality of each pose estimation step is evaluated visually and the rotation angles computed by the program are reported for the last frame before pose estimation fails. The videos used in this test are all taken from the .../video/head/ folder (the first video sequence). The data sets 6, 11, 16, 21, 26, 31, 36, and 41 were chosen for testing. An interesting finding is the ability of the tracker to follow upward rotations without any additional help. Facial features keep their appearance at great angles when the head is turned upwards. Human eyes are pointed slightly downwards, so they stay visible. When a head is lit from above, a dark shadow can be seen under the nose. This shadow is crucial for the appearance-based Haar cascade detector used to detect the facial features. It seems as if the nostrils take over the role of this shadow when the head is turned upwards. On the other hand, turning the head down involves also looking down, which in turn changes the appearance of the eyes completely. Without those two very salient features, the pose tracker implemented in this work can not keep up.
In this paper a marker-less head pose estimation system has been presented. Based on the flexible object model the concept of feature types and feature visibility is introduced. This information is used to adapt the model fitting step using a modified Softposit algorithm. Final experiments with an artificial head and a standardized image database show the variability and possibilities of the modeling process. Also real environment tests with ROMAN and a human interaction partner have shown adequate results with high precision as well as large rotations which is not possible with similar approaches in literature. The future development of the model should include a broad set of simple features to reduce the calculation complexity and a motion prediction step to estimate the objects pose change before the fitting process is started.
