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Introduction
A central concept in economic development is the issue of inter-firm competition.
For example, John Stuart Mill wrote that "only through the principle of competition has political economy any pretension to the character of a science" (Mill, 1984, p. 147) . For a subject of its importance, therefore, inter-firm competition seems to be poorly understood and relatively under-researched. "Competition seems very well in practice, but it is not so clear how it works in theory," according to Vickers (1995, p. 1) . Unfortunately, though, we suggest that inter-firm competition does not seem to be well-understood even in practice. Some recent empirical investigations into inter-firm competition have failed to find strong evidence of inter-firm competition, and suggest that firm growth can be modelled as an independent process. At the same time, however, management scholars continue to emphasize the crucial role of inter-firm competition, and have even coined new expressions such as 'hypercompetition' (see e.g. D 'Aveni, 1994; Wiggins and Ruefli, 2005) . Furthermore, the phenomenon of 'industrial espionage' certainly indicates that some firms consider that competitive pressure is not only a vague industry-wide force but that there are strong sources of direct competition coming from specific rivals (for a survey of industrial espionage, see Crane (2005) ).
The aim of this paper is to complement the sparse literature by providing new empirical evidence on the matter. We begin with investigations of direct competition at the firm-dyad level of analysis (following Sutton (2007) ), focusing on the correlations of growth rates of the largest versus second largest firms in specific sectors. Afterwards, we relate the growth of firms to the growth of rivals in the same sector, by taking advantage of recent developments in peer-effects econometrics.
The structure of the paper is the following. The next section briefly summarizes the relevant literature. Section 3 presents the database and Sections 4 and 5 contain the analysis. In Section 4 we focus on correlations between the largest and second largest firm in each sector, while Section 5 contains our regression results. The final section (Section 6) draws the conclusions, discussing the results and suggesting future research directions.
2 Literature review 2.1 Theoretical literature Theoretical models of inter-firm competition have generally suggested that the growth of one firm is negatively correlated with the growth of its rival. " [C] ompetitors are typically seen as being in an ongoing, zero-sum battle with each other for customers, resources, and other rewards" (Crane, 2005, p234) . For example, the 'islands' models of firm growth (Ijiri and Simon, 1977; Sutton, 1998; Bottazzi and Secchi, 2006) hold that firms compete for a limited number of growth opportunities. The introduction of game theory into the industrial organization literature has had the effect of further emphasizing the importance of considerations of competitive interactions between firms. 1 By way of an illustration, consider the case of the reaction of incumbents to the entry of new firms. The game-theoretic literature frames this situation as a one-on-one strategic game whereby entrants take market share from incumbents, and incumbents make strategic investments in capacity to deter potential entrants from entering (see e.g. Salop (1979) and Dixit (1980) ). This vision of the relationship between incumbents and entrants is not entirely realistic, however (Geroski, 1995) . In reality, entrants are often far too small to be of any threat, their growth is too slow, their exit hazard too high, and their arrival is too erratic. Furthermore, in the unlikely event that incumbents are genuinely concerned about defending their market share from entrants, the available evidence suggests that they are unlikely to do so by investing in additional capacity, but rather through the use of strategies such as advertising or licensing deals (Geroski, 1995) . As such, some predictions emerging from the theoretical literature do not closely correspond to the actual workings of the economy.
More recently, theoretical contributions on the topic of inter-firm competition have emphasized that competitive behaviour might be dampened by multi-market contact between rivals, and the threat of retaliation (Evans and Kessides, 1994; Baum and Korn, 1996) . Inter-firm competition may also be dampened if one considers that the opportunity sets available to growing firms are limited by the idiosyncratic nature of a firm's existing resource configurations, managerial perception of the attractiveness of different growth strategies, and also different degrees of managerial creativity and audacity (Penrose, 1959) .
To complicate things further, it has also been suggested in the management literature that rival firms should simultaneously compete and cooperate with each other (Hamel et al., 1989; Bengtsson and Kock, 2000) . There are indeed many ways in which one firm may benefit from the growth of a supposed rival firm. This could occur, for example, if there is some complementary nature of the goods produced, if there are spillovers through generic aspects of advertising or lobbying, or if firms benefit from a better negotiating position with suppliers and distributors, and so on. Rival firms can also benefit from each other's successes by imitating each other. 2 As a result, theoretical work does not yield very clear predictions for expected inter-firm competitive dynamics (in terms of the growth rates of rivals), and it seems that empirical work can help to elucidate this matter.
2 A vivid illustration of the importance of imitation is furnished in the example of Wal-Mart: "other chain retailers have either explicitly emulated Wal-Mart or, more broadly, changed their practices in ways that reflect Wal-Mart's influence: Target's vice chairman is quoted as saying that Target is 'the world's premier student of Wal-Mart"' (Basker, 2007, p. 191 ).
Empirical literature
The early empirical research on inter-firm competition often measured competition as an industry-wide pressure (of unspecified origin), rather than a competitive pressure emanating from any single competitor. In this early literature, competition was usually measured in terms of industry concentration, or rents obtained by incumbents. However, it has been shown that these variables are poor indicators of actual inter-firm competition (Boone et al., 2007) . As a result, other measures of inter-firm competition have been investigated, such as questionnaire responses on perceived competition (e.g. Nickell (1996) ), import penetration (e.g. Haskel et al. (2007) ; Kato and Honjo (2009) ) and the 'profit elasticity' indicator used in Boone et al. (2007) .
While we acknowledge that there are difficulties in measuring competition, nonetheless we argue that efforts should be made to measure competition bearing in mind the importance attributed to this topic. Empirical investigations into the matter have often failed to find any significant statistical evidence of inter-firm competition, however. Storey (1994, pp. 144, 152) provides a survey of 4 empirical papers and observes that none of these four papers can find any statistically significant impact of competition on firm growth. More recently, Geroski and Gugler (2004) consider the impact of the growth of rival firms on a firm's employment growth, using a database on several thousand of the largest firms in 14 European countries. 3 In their main regression results (see their Table 2 ) they are unable to detect any significant effect of rival's growth on firm growth, although they do find a significant negative effect in specific industries (i.e. differentiated good industries and advertising intensive industries).
Empirical work focusing on specific, narrowly-defined markets has in some cases been able to identify competitive interactions between firms. In the airline industry, Goolsbee and Syverson (2008) identify a significant effect of threat of entry on incumbent price levels, where threat of entry on an airline route A-B is measured relative to the time when Southwest Airlines operates from airports A and B (but not from A to B). In the pharmaceutical industry, there is a sudden 3 Rival firms are defined as other firms in the same 3-digit industry. increase in competitive pressure (including the threat of entry even if no entry actually occurs) when a patent expires. In this situation, empirical work focusing on the prices of individual drugs has identified significant effects of inter-firm competition (Bergman and Rudholm, 2003) . However, we want to go beyond merely 'anecdotal' evidence relating to certain peculiar submarkets, and find some general properties of competition at the more aggregated firm-level.
Questionnaire evidence on subjectively-perceived competition suggests that small business managers do feel competitive pressure. Hay and Kamshad (1994) observe that intensity of competition is ranked as the most important constraint, by far, to the growth of small and medium sized firms in the UK. Similarly, Robson and Obeng (2008) report that 49.3% of entrepreneurs report "too many competing firms" as an important, or crucial limitation to these firms in achieving their objectives (see their Table 1 ). Nevertheless, we argue that subjective attitudes towards inter-firm competition are no substitute for objective statistical evidence on the matter. As illustrated by our opening quote, subjectively-perceived competitive pressure may plague the imaginations of businessmen even if they are alone in their field.
An interesting contribution to the empirical literature can be found in Sutton (2007) . Sutton analyzes the dynamics of market shares of leading Japanese firms.
While many studies view 'competitive pressure' as a rather vague, broadly-defined, industry-wide variable affecting all firms but originating from no individual firm, Sutton looks for evidence of direct competition between specific firms. Given that market shares add to unity by construction, shocks to different firms market shares can be expected to be interdependent. It is rather surprising, therefore, to see that the changes in market share of the first and second largest firms in any industry are, in all but a few exceptional circumstances, 4 uncorrelated. An implication of this finding is that the growth of (rival) firms can be taken as an independent process. For example, Sutton uses this finding to justify his model of independent shocks. 4 That is, when the combined market share of these two firms is greater than 80%.
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The locus of competition
Empirical investigations into inter-firm competition should consider where evidence of competition is most likely to be found. For example, are competitive forces stronger for small firms or large firms?
Small firms are often too small to avoid direct competition, and tend to thrive in specific niches or 'interstices' (Penrose, 1959) . Wiklund (2007) also writes that small firms tend to avoid taking a competitive stance vis-à-vis their rivals. 5 Larger firms, in contrast, are less sheltered, more visible, and their behavior is likely to have some influence on their business environment. Evidence presented in Boone et al. (2007) suggests that forces of competition are more significant for larger firms than for smaller firms. Audretsch et al. (1999) do not find any evidence of direct competition between large firms and small firms (more specifically, they observe that small-firm profits are independent of large-firm profits). In contrast, Nickell (1996) is able to detect evidence of inter-firm competition on productivity growth in his analysis of large UK manufacturing firms. Of greater relevance to our present investigation is the size disaggregation exercise in Geroski and Gugler (2004, p612) , where significant (negative) effects of rival growth on firm growth can only be found for the "very large firms" category.
In this paper we take the view that inter-firm rivalry is not at its strongest between small firms, or between small and large firms, but we expect the strongest rivalry effects to be between large firms. Therefore, in our analysis we either focus on the two largest firms in specific 4-digit sectors (Section 4) or on relatively large firms with 250 employees or more (i.e. corresponding to the standard EU definition of a large firm) in Section 5. Firm growth is measured using three different indicators: employees, sales and value added. Each indicator taken individually has its own idiosyncratic drawbacks, but in our analysis we observe that the different indicators give broadly similar results. Measuring size and growth in terms of employees avoids controversies related to the choice of deflators. Previous work has identified the migration of workers into rival firms (e.g. Franco and Filson (2006) , Almeida and Kogut (1999) ), which justifies our interest in employment growth. However, one problem is that the number of employees often does not change from one year to the next (i.e. growth = 0.00). 8 Furthermore, a focus on a headcount of employees does not take into account different skill levels of a firm's employees. Alternatively, Sales and Profits can be used to measure firm growth. A drawback of these variables is that they must be deflated. Nevertheless, these are the most common variables used to measure firm size and market power (sales in particular). The variable 'Profits' (measured here as total income -operating expenditures) is also a key variable in antitrust investigations by competition authorities (Geroski and Griffith, 2004) . However, we have many negative values for profits, which implies that we cannot calculate growth rates for many observations. Hence, we use value added, which contains information on both firm size and also relative financial performance (cf the correlation matrix in Table 2 ). Finally, we should mention that sales and value added have been deflated using sector-specific deflators at the four-digit level.
Unlike Sutton (2007) , we focus on firm growth rather than the dynamics of market shares. Normalizing firm growth into market share growth, by dividing firm growth by industry growth, can be seen as an artificial way of introducing endogeneity and interdependence between firms, and we suggest that this is not necessary for the purposes of our present analysis. It is interesting to consider that Sutton (2007) observes that the growth of rival firms can be seen as uncorrelated, even when their growth is measured in terms of market share dynamics. We can therefore anticipate, a fortiori, that our investigations of firm growth (measured in terms of employees, sales and value added) will show that the growth of rival firms is uncorrelated.
With respect to the classification of firms to a sector, in Spain firms declare their sector of main activity (according to the NACE classification scheme) and other "secondary activities." Here, we classify firms to one sector in accordance with their main activity. Hence, we do not consider the possibility that a firm may be operating in similar or completely different sectors simultaneously. Details on the industry classification scheme can be found online. 9 Table 1 shows the descriptive statistics of main variables for the years 2000 and 2006. First, the average firm size is 570 employees. Second, at the end of the period of observation we observe a slightly smaller size measured in employees and sales among smaller firms (10%, 25% and 50% quantiles), while there is an increase of the values for the largest firms (see the 75% and 90% quantiles). Conversely, value added has increased in 2006 for firms in the smallest percentiles, while for firms belonging to the largest percentiles value added decreased during the same period. Table 2 shows the correlation matrices for levels of employees, sales, value added and profits. All of these variables are significantly positively related to each other, although the correlations between profit levels and levels of the other variables are smaller in magnitude. Value added is better correlated with each of the other variables. Hence, we can consider that it is a good indicator of size, and it is also also strongly related to financial performance. Table 3 shows descriptive statistics for firm age and C 4 20 ratios in 2006 (where the C 4 20 ratio is calculated as the cumulative market share of the 4 largest firms divided by the cumulative market share of the 20 largest firms in a sector). In this case we have also classified firms according to whether they are young (less than 10 years), medium-aged (between 10 and 19 years) or old (20 years or more). Our results show that the majority of firms which are large have been operating in the market for 20 years or more. Furthermore, for old firms the average age is 39 years.
Hence, the evidence for Spanish large manufacturing firms is that they are rather old. Table 3 also contains information on how C 4 20 ratios vary with respect to the age of the sector's largest firm. We have 159 sectors at four-digit level, where the mean C 4 20 ratio takes values between 0.53-0.58. If we consider the C 4 20 ratio at the level of three-digit sectors, the concentration ratio diminishes. We also observe that sectors in which the largest firm is younger tend to be less concentrated. sectors. Values of C 4 20 must lie within an upper bound at 1.00 and a lower bound of 0.20, by construction. Therefore, as we can observe, the empirical distribution covers most of the available support, but with higher density on the value interval between 0.40 and 0.60. Figure 2 shows the distribution of the ratio of the size of the largest to the second largest firm classified at four-digit sectors. The lower limit at 1.00 corresponds to the case where the leader is almost the same size as the second largest firm. In most cases, the leader is not much more than twice as large as the second largest firm, although in some cases the leader can be ten times larger, or even more.
Growth rates are calculated by taking log-differences of size levels:
where X is a measure of firm size (X ∈ {Sales, Employment, V alueAdded}) for firm i at time t. 10 4 Leader-follower correlations
Scatterplots
We begin our analysis with some correlations, following Sutton (2007) . Figure 3 shows the correlations of the growth rates of the largest and second largest firms that are in the same sectors, where the sector is defined alternatively on a threedigit and four-digit level of aggregation. Growth is defined in terms of employment, sales or value added, and growth is measured over a one-year period or a 7-year period. The most striking finding is that the growth of one firm appears to be independent of the growth of its rival, in each case. Our investigations into interfirm competition do not appear to have made a good start and find results similar to Sutton (2007) .
Data constraints prevent us from taking a finer level of disaggregation beyond the four-digit level. It should be mentioned, however, that even at the four-digit level, in a number of cases the largest firm in its four-digit industry is relatively small and would not qualify as a "large firm" according to any standard definition.
Correlated growth profiles
We pursue our investigation of inter-firm competition by focusing on one industry at a time, and within this industry focusing on the correlation between the annual growth rates of the two largest firms. For each industry j we calculate the correlation coefficient ρ j relating the growth of the largest firm (firm A) to the growth of the second largest (firm B), according to the following formula:
Figures 4 and 5 show the distributions of the correlation coefficients, ρ j , at the level of three-digit and four-digit sectors, respectively. (Sutton, 2007, p226) shows that negative correlation is more likely to be found in the market share dynamics of the two largest firms in the case of industries that are essentially duopolies. In our analysis, we observe both negative and positive correlations between the growth profiles of the two largest firms in the same industry. In contrast to what we would expect if growth of rival firms was merely random, the mode of the distribution of ρ j does not appear to be located around zero. This could signal that there might be some structure in the growth profiles of the largest vs second largest firms. In some cases, such as value-added growth at the three-digit level, the distribution of ρ j appears to be bimodal. 11 Formal multimodality tests do not suggest that this bimodality is statistically significant at conventional levels, however (see the figure captions for the p-values).
Discussion
So far, our analysis seems to provide justification to theoretical and empirical models that assume that the growth rates of different firms can be modelled as 11 Bimodality in the distribution of ρ j would suggest that there are two competitive regimes at work in our dataset. In some cases, firms in the same industry may share the same fate (positive correlation in growth rates). In other cases, there may be a negative correlation such that sales growth of one firm is associated with a decline of sales for the other firm. One could summarize this structure of interactions between firms by using catchphrases such as "love me or hate me, but nothing in between." Significant bimodality in the distribution of ρ j was found for French data in an earlier investigation in Coad and Valente (2010) . Figure 4 : Kernel density showing the correlations between the annual growth rates of the leader and second largest firms in those 3-digit industries for which at least 5 datapoints exist (i.e. at least 5 annual growth rates for leader vs follower for the period [2000] [2001] [2002] [2003] [2004] [2005] [2006] for the whole database. In other words, this figure shows the distribution of the ρ j coefficients obtained from equation (2). We restrict ourselves to industries in which the largest firm is not more than 10 times larger than the second largest firm in the year 2000. Annual growth rates are measured in terms of Sales (32 obs), Employment (32 obs) or Value Added (30 obs). Kernel bandwidth = 0.15. Tests for multimodality, following Silverman (1981) and Hall and York (2001) (using gbutils 5.2) cannot convincingly reject the hypothesis that the distribution is unimodal -the p-values are 0.330 (Sales), 0.215 (Employment) and 0.051 (VA). Figure 5 : Kernel density showing the correlations between the annual growth rates of the leader and second largest firms in those 4-digit industries for which at least 5 datapoints exist (i.e. at least 5 annual growth rates for leader vs follower for the period [2000] [2001] [2002] [2003] [2004] [2005] [2006] for the whole database. In other words, this figure shows the distribution of the ρ j coefficients obtained from equation (2). We restrict ourselves to industries in which the largest firm is not more than 10 times larger than the second largest firm in the year 2000. Annual growth rates are measured in terms of Sales (85 obs), Employment (83 obs) or Value Added (79 obs). Kernel bandwidth = 0.15. Tests for multimodality, following Silverman (1981) and Hall and York (2001) (using gbutils 5.2) cannot convincingly reject the hypothesis that the distribution is unimodal -the p-values are 0.116 (Sales), 0.466 (Employment) and 0.124 (VA). being independent. For example, our results provide support to Gibrat's model of firm growth, which 'explains' growth in terms of stochastic multiplicative shocks, that are independent across firms. Even when analysing the growth of rival firms, the following statement still holds: "The most elementary 'fact' about corporate growth thrown up by econometric work on both large and small firms is that firm size follows a random walk" (Geroski, 2000, p. 169) .
Our failure to find interdependencies in the growth rates of firms in the same industries may perhaps be explained by arguing that firms are multiproduct entities that are diversified into many submarkets (with competition taking place at the submarket level), and that sectoral classification schemes (such as the threedigit to four-digit levels analyzed here) are too broadly defined to be able to detect significant competitive interactions. Although it is well known that large firms often diversify into several lines of business, however it has nonetheless been shown that firms in the same industries often have similar diversification patterns (Teece et al., 1994) , such that large firms with the same sector of principal activity are likely to have some degree of 'multi-market contact' with their rivals even if they are diversified into more than one market. It has also been observed that European firms are more focused than their US counterparts (Geroski and Gugler, 2004, p603) .
It seems to us that if competition cannot be detected at the firm level, nor even at the level of rival firms in the same sectors, then competition is a concept that is only relevant at finely disaggregated levels of analysis, and that, as a consequence, we could take the extreme view that it is not relevant to mention competition effects in discussions of firm-level performance. In other words, our results seem to suggest that firms can be modeled "as if" they are independent from each other. Antitrust investigations take the 'relevant market', defined as narrowly as possible, as the starting point for investigations of inter-firm competition (Geroski and Griffith, 2004) . However, these 'relevant markets' are extremely difficult to define, and the boundaries of these markets can change from year to year (Geroski and Griffith, 2004) . While we consider that competitive interdependence is a useful concept at the level of antitrust 'relevant markets', it is far less useful at the firm level. 12 Large firms can be seen as aggregated entities, being active in several different sectors, and being diversified into numerous lines of business. Perhaps there might be some kind of 'law of large numbers' at work, according to which the evidence of inter-firm rivalry tends to disappear with aggregation. While direct competition may sometimes have visible effects at the level of finely-disaggregated markets, statistical aggregation effects may wash away evidence of competition as one takes a more aggregated level of analysis.
Although our correlation analysis did not yield evidence of inter-firm competition, we pursue our analysis in the context of multivariate regressions, controlling for other influences and also accounting for the endogeneity of the growth rates of interdependent firms. 
where RivGr i,t corresponds to the growth of rivals, and is defined as RivGr i,t = mr j =i g j,t mr−1 where m r corresponds to the number m of firms in sector r. CT RL i,t corresponds to a set of control variables, i.e. lagged size, lagged growth, age, 3digit industry growth and also sector and year dummies. 13 12 There is (by definition) nothing that we can do to resolve the tautology that competition only exists once 'relevant markets' have been properly delineated, and that relevant markets are by definition composed of competing firms. Therefore a sceptic might point out that we fail to find evidence of competitive interdependence because we have failed to properly delineate the relevant markets. However, we would reply that competitive interdependence does not appear to be a relevant concept at the firm-level.
13 Note that we include a lagged dependent variable, which could be a source of Nickell-bias in a model with time-invariant fixed effects and strong autocorrelation. In our particular case, however, the evidence suggests that fixed effects are not a major concern for firm growth rates, because there is more variation in the time series of a single firm's growth rates, than there is across different firms. In other words, the within component of growth rate variance is larger than the between component (Geroski and Gugler, 2004) . Furthermore, autocorrelation of growth Regression results of OLS, LAD and WLS are presented in Table 4 . Following Geroski and Gugler (2004) , our OLS estimations show that rival growth appears to have a significant positive impact on firm growth, regardless of whether we consider competition at the level of three-or four-digit sectors. Our estimates for the impact of rival growth are not significant, however, when analogous regressions are performed using Least Absolute Deviation (LAD) regressions (also known as 'median regressions,' which are better suited to the case of non-Gaussian growth rate distributions). Weighted Least Squares (WLS) regressions (where firms are weighted by lagged size in order to account for the different importance of firms of different sizes) also yield positive and significant estimates for the coefficient of rival growth on firm growth.
Concerning the other coefficients, our results are in line with the previous literature. On the one hand, firm size shows a significant negative impact on firm growth. This is an interesting feature given that our results would reject Gibrat's Law even for large firms (for a survey of the Gibrat's Law literature, see (Coad, 2009, Chapter 4) ). In line with previous findings, firm age has a negative impact on firm growth, although this effect is not always significant.
Finally, we should also mention the relatively high explanatory power of the regressions, especially for the OLS regressions at four-digit sectors.
A drawback of the estimates reported in Table 4 , however, is that problems of endogenous growth of rival firms make the resulting coefficient estimates unreliable. Despite this endogeneity, we consider it worthwhile to present these initial results for two reasons. First, our results can now be compared to previous work.
Second, our results can shed light on the associations between the variables without addressing issues of causality. Nevertheless, in the next section we will take issues of endogenous regressors into account.
rates is often rather small in magnitude, and indeed we observe it to be small in our dataset. We conclude that Nickell-bias can be expected to be especially small in the present context. 
Peer-effects econometrics
In this section we apply a peer-effects estimator to analyze firm growth rates, in the hope of finding evidence of inter-firm competition. While peer-effects econometrics has been applied many times to analysis of neighborhood effects, substance use among teenagers, and peer group effects among university room-mates (see Soetevent (2006) for a survey), it has recently been applied in the context of firm growth. Oberhofer and Pfaffermayr (2010) investigate the growth of multinational groups, and observe positive externalities within vertically organized multinational networks, although horizontally organized networks display negative growth spillovers.
We follow the methodology used in Oberhofer and Pfaffermayr (2010) and use the instrumental-variable estimator proposed by Lee (2007) Consider the following regression equation:
where X ir corresponds to a set of exogenous control variables. In this case, the parameter of interest is λ, which indicates how a firm's growth is influenced by the growth of its rivals. m r corresponds to the number m of firms in sector r. µ r is a group-specific fixed effect.
The econometric issue is that the growth of rival firms may simultaneously affect each other. This problem has been called the 'reflection problem' by Manski (1993) , because "the problem is similar to that of interpreting the almost simultaneous movements of a person and his reflection in a mirror" (Manski, 1993, p. 532) .
Equation (4) can be rewritten as:
Taking averages across groups, we obtain the between-group equation:
which can be rearranged to yield:
Subtracting (7) from (5) we obtain:
Equation (8) The first term on the right-hand side is clearly endogenous -g it has an influence on g jt , but g jt also influences g it . To deal with this endogeneity, we apply instrumentalvariable (IV) techniques (following Oberhofer and Pfaffermayr (2010) .) First, we use the exogenous variables multiplied by 1 (mr−1) as instruments in a two-stage least squares (2SLS) regression of equation (8) to obtain a consistent initial estimator of λ. Our IV diagnostics for the first-stage regressions pertain to this regression.
Second, we use this estimate of λ to derive an improved instrument, that we use in another 2SLS estimation of equation (8). 14 Table 5 contains the estimation results using the labour, sales and value added growth rates as dependent variables. Our results are also differentiated according with three different firm sizes: 100, 200 and 250 workers or more. The estimated impact of rival growth on firm growth is always negative, and statistically significant in most cases. In the case of employment growth, the coefficient of rival growth is only significant for the subsample that includes all firms with 100 or 14 See Lee (2007, p. 345 ). more employees. For value added growth, however, negative and significant effects of rival growth can be found in all samples.
The results concerning the firm size and firm age are in line with the estimations obtained in Table 4 . On the one hand, firm size has a negative impact on firm growth, regardless the variable. Hence, our results controlling for endogenous peer-group effects would still reject Gibrat's Law. With respect to firm age, our results show that there is a stable negative impact on firm growth. In general, this coefficient is significant. However, for firms with 250 workers or more the coefficient is only significant in the sales growth equation.
Lagged firm growth also shows a significant and negative impact on current firm growth. We observe that firms with 250 or more workers are more affected by the negative impact of previous employment growth, firms with 200 or more workers show a stronger negative autocorrelation for sales growth and firms with 100 or more workers present a larger coefficient the past value added growth. Hence, there is some tentative evidence that growth rate autocorrelation has different effects on the growth of firms of different sizes. 15
Finally, we also check for differences over time. Table 6 shows the evolution across years of the impact of rival growth for our three variables, and for different firm size subsamples. In the majority of cases, our estimates of the coefficient of rival growth tend to be negative and significant. Furthermore, we may observe that firms with 100 or more workers display a higher negative impact of rivalry than their counterparts.
Conclusion
Theoretical work into inter-firm competition has taken many different views on the nature of rivalry, ranging from predictions of zero-sum games, to tacit collusion in settings of multimarket contact, and even to cooperation between competitors. Empirical work into the matter has not always found any evidence of inter-firm competition on firm growth, however. We measure growth in terms of employment, sales, and value added in our analysis of Spanish firms during the period 2000-2006.
To begin with, we focus on correlations between the growth rates of the largest and second largest firms within the same industry, and are not able to reject the hypothesis that the growth of these rival firms shows no interdependence.
Standard multivariate regressions show that, if anything, the growth of rival firms is positively associated with each other. However, standard regressions are plagued by endogeneity problems -the growth of firm i depends on the growth of firm j, which simultaneously depends on the growth of firm i. Applying a peereffects estimator to deal with this endogeneity allows us to find significant negative effects of rivals growth on the a firm's growth. Unless we control for issues of endogeneity due to rival firms' growth affecting each other simultaneously, using our peer-effects estimator, we are unable to detect the expected negative effects of rival's growth on firm growth. This seems to suggest that the negative effects of competition, at the firm-level, are not strong enough to counteract the bias introduced by endogeneity.
Our analysis looks for evidence of competition by applying two different approaches, and the results are not particularly easy to reconcile. At first, focusing on firm-dyad pairs, we are not able to reject the hypothesis that the growth of the largest firm in a sector is independent of the growth of the second largest.
Afterwards, however, our peer-effects regression analysis focuses on a larger number of relatively large firms, and in this case we are able to detect the expected negative impact of rival growth on firm growth. Hence, when comparing results in the literature we should have in mind the econometric methodology applied and also the size and number of firms analyzed, and the degree of sectoral aggregation.
Future empirical work on inter-firm interdependence might fruitfully explore the significance of network effects (e.g. innovation networks) on firm performance using peer-effects estimators.
