Automating machine learning by providing techniques that autonomously find the best algorithm, hyperparameter configuration and preprocessing is helpful for both researchers and practitioners. Therefore, it is not surprising that automated machine learning has become a very interesting field of research. While current research is mainly focusing on finding good pairs of algorithms and hyperparameter configurations, we will present an approach that automates the process of creating a top performing ensemble of several layers, different algorithms and hyperparameter configurations. These kinds of ensembles are called jokingly Frankenstein ensembles and proved their benefit on versatile data sets in many machine learning challenges. We compare our approach Automatic Frankensteining with the current state of the art for automated machine learning on 80 different data sets and can show that it outperforms them on the majority using the same training time. Furthermore, we compare Automatic Frankensteining on a large scale data set to more than 3,500 machine learning expert teams and are able to outperform more than 3,000 of them within 12 CPU hours.
Introduction
Algorithm selection and hyperparameter optimization is an omnipresent problem for data science practitioners and researchers. Nevertheless, they are usually not concerned about which algorithm or which hyperparameter configuration is selected but they want to have an accurate prediction model. Hence, it is not surprising that many main machine learning players such as Amazon, IBM, Google and SAS offer commercial tools that at least partially automate this process.
Automating machine learning also attracted a lot of attention of machine learning researchers in the past years. Various studies were able to show that automatic hyperparameter optimization is able to outperform human experts [2, 15] . Furthermore, the concept was extended to select preprocessing, algorithm and hyperparameter configurations altogether. The two most famous publicly available tools that offer these features are Auto-WEKA [18] and auto-sklearn [5] . Often, the tools for automating machine learning are extended by * Information Systems and Machine Learning Lab, University of Hildesheim, Germany methods from meta-learning to transfer knowledge from observed data sets to new ones to initialize the search [19] .
The current research focuses strongly on the question which algorithm/hyperparameter configuration combination is best. But in fact the true task that needs to be tackled is to find the strongest prediction model which of course does not need to be estimated from a single algorithm but might be an ensemble of many of them.
While detailed machine learning solutions for real problems created by companies are often confidential, the many competitions hosted by platforms such as Kaggle, DrivenData and CodaLab give great insight how high performance systems for company data can be created. The top performing solutions are often based on ensembles with many layers and various types of preprocessing, hyperparameter configurations and algorithms. These solutions are often very complex and hence this kind of ensembling is jokingly called Frankensteining named after the novel by Mary Shelly [16] in which the scientist Frankenstein creates an ugly artificial life form of many different components. Inspired by these solutions, we try to improve the current state of the art for automated machine learning by proposing a way that will find solutions like these Frankenstein ensembles that make intensive use of diverse algorithms and multi-layer ensembling. Hence, we propose Automatic Frankensteining, an automatic approach to generate deep stacked ensembles. While some research already identified that an average ensemble improves the performance [11, 5, 12] , no one has looked into the direction of deep ensembles that consist of several layers. Thus, we are the first to propose a machine learning approach that autonomously identifies a good set of hybrid base learners for a stacked ensemble as well as the right combiner for all base learners. We compare our approach on 80 different classification data sets from the UCI repository to the current state of the art approaches Auto-WEKA and auto-sklearn and show that Automatic Frankensteining is outperforming its competitors on the large majority of data sets using the same CPU time. Finally, we compare our approach to the performance of more than 3,500 human machine learning expert teams on a large scale business data set. Therefore, to the best of our knowledge, we are the first to compare automated machine learning to this very large amount of human experts. Additionally, the solution found by Automatic Frankensteining is outperforming more than 3,000 of the human experts on this task within 12 hours CPU time while each human expert team had 62 days.
Related Work
Automating machine learning has become a hot topic in the past years. Snoek et al. [17] were among the first to show that Bayesian optimization can be used to automate hyperparameter optimization. Soon afterwards, this idea was extended to the problem of selecting algorithms and preprocessing techniques [18] . Various approaches to make use of meta-knowledge either through initialization [6] or transfer surrogate models [1] have been proposed to accelerate the search for good models. Lately, first tries to make use of ensembling techniques have been proposed. Feurer et al. [5] identified that the many prediction models estimated during Bayesian optimization can be used afterwards to create a weighted ensemble. Lacoste et al. [11] proposes a Bayesian approach. They combine those models that perform best on a randomly selected subset of the validation data. Finally, Levesque [12] proposes to use Bayesian optimization directly to estimate which prediction model is the best candidate to be added to the ensemble. Thornton et al. [18] do not focus on the problem of creating strong ensembles but they make use of more advanced ensembling techniques by considering the structure of the ensemble as further hyperparameters.
In contrast to the state of the art, we propose two innovations. First, we learn strong prediction models per algorithm instead of an overall strong model to obtain strong base learners for the ensemble. Second, we create deep ensembles instead of flat ensembles automatically. Therefore, we use Bayesian optimization to directly estimate strong base learners for ensembling techniques such as stacking instead of finding models that are good in general and create an ensemble as a by-product.
Background
In the next section we will formalize the problem and describe the basics of automating machine learning and ensembles.
Problem Definition
In supervised machine learning one tries to learn a strong prediction model based on a labeled data set D with n instances and m predictors X ∈ R n×m with corresponding labels y ∈ R n that minimizes a given loss function L for future data instances. This raises the questions which is the best machine learning algorithm of a set of possible algorithms A 1 , . . . , A k for a problem where a machine learning algorithm A uses the labeled training data to estimate a prediction modelŷ. Most machine learning algorithms also have parameters that are not learned during the training phase but need to be set upfront. A typical example is the trade-off parameter C of a linear support vector machine. These parameters are usually called hyperparameters. Since the resulting model is usually sensitive to the chosen hyperparameter configuration, we actually want to know which algorithm combined with what hyperparameter configuration leads to the model that achieves the smallest loss. Let us formalize the different parts of machine learning to ease talking about them. A machine learning algorithm A is a function A : We will focus on classification problems as a specific problem instance in this paper. Typical classification losses are the classification error
and the logistic loss
where Y is the groundtruth andŶ the prediction. The hyperparameter space Λ depends on the algorithm A. In the aforementioned case of a linear support vector machine with the only hyperparameter being the trade-off C, the hyperparameter space would equal R + , however, hyperparameter spaces are often multi-dimensional.
Automatic Hyperparameter Optimization
Most state of the art methods for automatic hyperparameter optimization are based on Bayesian optimization [13] . The hyperparameter optimization problem for an algorithm A is defined as
n×m × Y which is split into train and validation fold. Adding algorithms to the representation of λ, this representation can also be used to describe the problem of combined algorithm and hyperparameter configuration selection.
To minimize the function f , Bayesian optimization uses two different components: the surrogate model Ψ and the acquisition function a. The surrogate model Ψ is a regression model that provides some uncertainty about its prediction. This model approximates f by using all known observations of f stored in the history H. The acquisition function uses the predicted mean and uncertainty of Ψ to assess to what degree a given λ finds the balance between exploitation and exploration. The chosen λ is then evaluated on f , the result stored in H and Ψ is updated. Algorithm 1 explains Bayesian optimization in detail. In our experiments we rely on the most common choices for both components. We choose a Gaussian process as a surrogate model and expected improvement [10] as the acquisition function.
Algorithm 1 Bayesian Optimization
Input: Hyperparameter space Λ, observation history H, time limit t, acquisition function a, surrogate model Ψ . Output: Best hyperparameter configuration found.
1: while time limit t is not reached do
2:
Fit Ψ to H 3:
Evaluate f (λ)
5:
if f (λ) < f min then 7:
Ensembling Techniques An ensemble of classifiers is a combination of classifiers h 1 , . . . , h e . The simplest way of combining them is by voting i.e. that each classifier has an equal vote and the majority decides which class is predicted. If the probability score is predicted one can combine the prediction by averaging the score over all classifiers.
Instead of using an unweighted voting/averaging, one can also assign weights to the classifiers. This can be done manually or also learned on a hold-out data set [3] . Important for an ensemble is that its members are accurate by itself (better than random) and diverse which means they are stronger than the other members on specific parts of the data [8] . A more advanced technique to combine classifiers is stacking. In the case of stacking, the data set needs to be split into disjoint sets D 1 and D 2 . The ensemble members will be trained on D 1 and predictions are estimated for all (x, y) ∈ D 2 and vice versa. After obtaining the meta-instances
a combiner algorithm is learned on these meta-instances which can be any classifier or even another ensemble.
Automatic Frankensteining
In the Automatic Frankensteining framework we distinguish between two different components. The model selection component is responsible for training models and finding near-optimal hyperparameter configurations. The ensembling component combines the models trained in the preceding model selection component to further boost the prediction performance and reduce the input space for the subsequent model selection component.
Model Selection Component
The task of the model selection component is to create useful metafeatures or to provide the final predictions based on some given input. On an abstract level, the model selection component can be considered as a function g : X → Y * that converts a data set representation X 2 to an intermediate representation g (X 2 ). Therefore, it needs to be trained previously on a data set D 1 with predictors X 1 and corresponding labels y 1 . This conversion is done by learning machine learning algorithms A 1 , . . . , A k on D 1 that create modelŝ y : X → Y. Using these models to create predictions
T we obtain a new representation.
Example 4.1. Assume that only one model is used to generate a new representation for some predictors X 2 . Then one can e.g. use a decision tree A 1 with a chosen hyperparameter configuration λ 1 and train it on the data set D 1 . A prediction modelŷ is obtained which can be used to make predictions for X 2 , i.e.ŷ (X 2 ). These predictions are used as the new representation for X 2 .
As previously explained in Section 3.3, good metafeatures are created by a diverse set of machine learning algorithms. Here, diversity rather than prediction performance is important. Nevertheless, very weak or useless prediction models will also lead to bad meta- Choose j ∈ {1, . . . k} proportional to |Λ j |.
4:
Fit Ψ j to H j 5:
if predicted run-time for A j (X train , y train , λ) does not exceed the remaining run-time then 7:ŷ ← A j (X train , y train , λ) 8:
features. Hence, it is vital to select appropriate hyperparameter configurations for the machine learning algorithms. The model selection component will solve both issues. Having access to k machine learning algorithms A 1 , . . . , A k , it will automatically search for good hyperparameter configurations for each of them. In contrast to the state of the art for automatic model selection and hyperparameter tuning, which is interested in finding the best model with the best hyperparameter configuration, we are interested in finding predictive metafeatures. Thus, we need to find for each algorithm a hyperparameter configuration that leads to a good prediction model itself. Hence, the hyperparameter search differs from the current state of the art approaches. While the state of the art is applying a global hyperparameter optimization over the whole algorithm and hyperparameter space, we apply a hyperparameter optimization per algorithm. Because the hyperparameter dimensionality between algorithms might differ a lot, as a logistic regression has only one to two hyperparameters while a neural network might have a dozen, each of the k individual hyperparameter searches is continued with probability proportional to the number of hyperparameters. For the automatic hyperparameter search, we make use of the current state of the art approach Bayesian optimization explained in Section 3.2.
Algorithm 2 summarizes the training procedure of the model selection component. Given a set of k learning algorithms A 1 , . . . , A k , a training and validation data set D train and D valid , k-many hyperparameter searches are executed in parallel for a given time limit t. Whenever resources are free to evaluate a new hyperparameter configuration λ, an algorithm A j is selected proportional to the dimensionality of the hyperparameter search. Following the typical Bayesian optimization method, the surrogate model Ψ j is updated and the hyperparameter configuration for the chosen algorithm A j is selected that maximizes the acquisition function. If the predicted run-time of evaluating A j with the selected hyperparameter configuration λ exceeds the remaining run-time we continue with another algorithm. For predicting the run-time we use the approach proposed by Hutter et al. [9] . We run our k algorithms on different data sets of different sizes. Then, we use the number of instances, the number of predictors and the hyperparameter configuration to predict the run-time using a random forest. This will ensure that training the model selection component will finish within the specified time frame. In the case that no further algorithm can finish in the remaining time, we stop training the model selection component early. After training the model selection component, it will provide predictions for D valid for each model learned and its corresponding loss. This output will be used for training the following ensembling component. Furthermore, the model selection component now represents a function g : R n×p → R n×q that can map some predictors X ∈ R n×p to the meta-feature space. Therefore, the q prediction models trained during the training phase of the model selection component are used to make predictions (4.6)Ŷ = ŷ 1 (X) · · ·ŷ q (X) which act as our meta-features.
Ensembling Component
Before using the output of the model selection component as final predictions or meta-features, the dimensionality needs to be reduced. One option is to use the validation performance to select only the predictions of the best model or the best model of each algorithm. This has the advantage of using strong prediction models from diverse algorithms but the disadvantage that many estimated models are not considered at all. Another option is to average the predictions or average them by algorithm. This usually leads to a lift in the prediction but will not work in our case. Here, we face the problem that we learned some models with bad hyperparameter configurations that led to very bad or even constant models that will deteriorate the overall prediction. There- Figure 1: The final framework consists of two main layers. The first layer learns models on the original data. The estimated models are then ensembled by algorithm family. The resulting predictions lead to our meta-features that are used in the second main layer. Again, models are trained, this time on the meta-features. Finally, all models are ensembled to a single prediction vector.
fore, we propose to use a weighted ensemble to combine different models, i.e. the columns ofŶ. We employ the bagged ensembling technique with replacement by Caruana et al. [3] to create b bags. Each bag chooses at random with probability r whether to consider a model or not. Then, s models are greedily selected and combined. The final prediction is the average prediction of all bags. This bagged approach will avoid overfitting on the meta-level. This way of ensembling might look complicated but in fact it is nothing but a weighted average of all models. Algorithm 3 summarizes the component. During the training phase the weights are estimated on some validation set. For prediction, these weights are used to combine the predictions of the model selection component. Since most weights are zero, many models can be discarded after the training procedure of the ensembling component has finished. This saves memory and reduces the prediction time.
Final Framework
In this section we will describe how the components described in the previous sections are combined to the final framework. Furthermore, we will describe on what part of the data the specific components have been trained and evaluated. Figure 1 sketches our framework. While it looks complicated, it is the most simple version of our proposed method of Automatic Frankensteining. In fact, it is very similar to a stacked ensemble.
First, the given training data is split into two disjoint parts D train and D blend where D blend contains 10% of the data. D train is used in the first model selection component. The component is evaluating algorithm/hyperparameter configurations in a three-fold cross-validation. Thus, we are learning for each algorithm/hyperparameter configuration tuple three mod-
Algorithm 3 Bagged Ensemble
Input: Number of bags b, fraction of models in a bag r, number of combined models in a bag s, groundtruth y valid , predictionsŶ ∈ R n×q . Output: Prediction of the ensemble.
1:
for j ← 1 to s do At this point, we can generate meta-features for D train by using out-of-fold-predictions such that label information is not leaked. Furthermore, we can generate meta-features for arbitrary data by averaging the predictions of each of the three prediction models learned on a fold. We avoid retraining a model on the complete data to save time. Now, the training for the first two components is completed and they will not be updated any more.
Then, the last two components are trained. Using the first two components, we generate the meta-features for D blend that is used as the training data for the last two components. D train will be used at this point for We restrict us to following classifiers: naive Bayes (Gaussian and Bernoulli), logistic regression, support vector machine with radial basis kernel, k-nearest neighbors, extra randomized trees, gradient boosting classifier [14] and gradient boosting machine [4] .
The first half of the available training time is used to train the first two components, the second half for the last two components.
Experimental Section
Our experimental section is divided into two parts. In the first part we focus on comparing our approach to the current state of the art for automatic machine learning. In the second part we focus on comparing against human machine learning experts.
Comparison to Other Approaches
We will compare our approach against Auto-WEKA [18] and auto-sklearn [5] using the authors' implementation and recommended settings.
Auto-WEKA is an addition to WEKA [7] which makes use of the different preprocessing techniques and algorithms offered by WEKA. Since stacking and other ensembles are also algorithms in WEKA, Auto-WEKA can make use of ensembles as well. In contrast to our approach, it is not steered to create an ensemble and thus it can happen that the final solution found by Auto-WEKA is not an ensemble. At its core, Auto-WEKA's search is controlled by Bayesian optimization.
auto-sklearn uses Bayesian optimization to find good algorithms, hyperparameter configurations and preprocessing techniques provided by scikit-learn [14] . After finishing the search, auto-sklearn uses a weighted ensemble [3] to combine estimated prediction models. It has also the feature to use meta-knowledge to initialize [6] the search i.e. that it first evaluates those algorithm/hyperparameter configuration pairs that have been good on many other data sets. We disabled this feature to avoid a distortion of the results for two reasons. First, Auto-WEKA does not contain this feature and second, we perform our evaluation on UCI data sets which are likely used to estimate the initialization sequence and thus auto-sklearn would make use of test information.
We chose 80 different classification data sets from the UCI repository. If these data sets already provided a train/test split we merged them. We shuffled the instances and split them into 80% training data and 20% test data that is used for evaluation purposes only. Our evaluation measure is the classification error for which all methods are optimized directly. Each method got 30 minutes time to create the best predictions. Figure 2 shows the classification error on the test split where each point represents one data set. The classification error for each approach can be read from the axis. Points on the diagonal indicate ties, points on the one or the other side indicate wins for the named method. Our approach Automatic Frankensteining finds in 55 out of 80 cases a better prediction model than Auto-WEKA and has 14 ties. In comparison to auto-sklearn the difference is even stronger. Automatic Frankensteining finds for 74 data sets a stronger model and only in 3 cases auto-sklearn provides the better solution. The average rank of Automatic Frankensteining is 1.28, for Auto-WEKA 2.06 and for auto-sklearn 2.66. Comparing Auto-WEKA and auto-sklearn head to head, Auto-WEKA finds on average the better prediction models. It finds in 56 cases the better solution, only in 21 cases auto-sklearn is the better option
Comparison to Human Experts
To compare our approach against a wide range of machine learning experts, we applied Automatic Frankensteining on the Otto Group Product Classification Challenge 1 , one of the most popular Kaggle challenges. In this challenge, the Otto Group, one of the world's biggest e-commerce companies, asked participants to decide to which of their main categories a product described by 93 features belongs. The challenge data contains business data from more than 20 countries of the Otto Group for more than 200,000 products. The performance was 1 https://www.kaggle.com/c/otto-group-productclassification-challenge measured based on the multi-class logistic loss as defined in Equation 3.2. More than 3,500 teams participated in this challenge and tried for 62 days to be among the top three to claim their share of the $10,000 price money. The organizers provided a Random Forest Benchmark baseline which was able to achieve a score of 1.5387 on the private leaderboard, the best solution achieved a score of 0.38243.
The labels for the leaderboards were never made publicly available but it is still possible to submit your predictions and let Kaggle evaluate it for you. This means the following for our experiments. First, we are limited by the number of submissions and evalutions because they involve time-consuming interactions with the Kaggle interface. Hence, we were restricted to just few evaluations. Second, since the label is still hidden, it is impossible that our results are distorted by any means because the split and evaluation are maintained by a third party. This also guarantees a high degree of reproducability.
The main focus in this experiment is the comparison of Automatic Frankensteining to human experts. Nevertheless, it is also interesting to see how the current state of the art for automated machine learning performs. Unfortunately, Auto-WEKA only allows to optimize for the classification error and not for arbitrary metrics. We still report the results of Auto-WEKA but this is the reason why we see rather bad and strange results by Auto-WEKA. Automatic Frankensteining and auto-sklearn directly optimize for the right loss. We decided to give each approach 12, 24, 36, ..., 156 hours and submit the predictions after this time to the Kaggle platform. Since we saw a dramatic improvement by auto-sklearn after 156 hours, we also investigated whether auto-sklearn can improve even more, if more time is provided. Figure 3 presents the results with respect to the multi-class log-loss and the rank on the private leaderboard for the predictions estimated after the given CPU time. As explained before, Auto-WEKA shows some strange behaviour. But since the log-loss correlates with the classification error, Auto-WEKA is able to beat at least the baseline provided by the challenge organizers. Automatic Frankensteining achieves already after 12 hours a very good result and can improve, if more computational run-time is provided. After running for 2 days on the data set, Automatic Frankensteining has converged and does not show any further improvement. It is not able to reach the top 10% of the participants and reached a score just under rank 400. Yet, this is quite an impressive result considering that the better performing human experts likely had to spend much more time to achieve the same result. Furthermore, Automatic Frankensteining is able to demonstrate for a further data set that it delivers the better predictions than auto-sklearn.
We also investigated the performance of the individual components. Each single model created by Automatic Frankensteining provided worse predictions than the final ensemble. So we can confirm the results found by the human experts during this challenge, that only a Frankenstein ensemble can provide the most powerful predictions.
Conclusions
We proposed Automatic Frankensteining, an automatic way of learning ensembles with many different algorithms with several layers. In a comparison on 80 different data sets, Automatic Frankensteining was able to outperform the current state of the art for automatic machine learning for the large majority of the data sets. Furthermore, in an additional experiment we compared Automatic Frankensteining on a large scale business data set with more than 3,500 human machine learning expert teams and were able to achieve a better score than more than 3,000 teams within just 12 hours CPU time. In the future we will further improve our method to finally reach the level of very strong experts. Therefore, we have to focus strongly on components such as automatic feature engineering which currently give human experts a not negligible advantage over our approach. We already used an early version of Automatic Frankensteining in the ECML/PKDD 2016 Discovery Challenge on Bank Card Usage. While this early version was not cappable of reaching very high performances, it still gave us some insights that we used to improve our solutions which eventually led to winning the challenge.
