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abstract Superconductivity and topology in tight-binding models are two of the most
actively researched topics in contemporary condensed matter physics. In
this thesis, we aim at presenting a series of original results that encompass
both topics while exploring, at the same time, a correspondence that can
be drawn between them, highlighting in this process some of their common
features and mutual relations.
In the context of superconductivity, we focus on the study of frustration
effects in systems with multiple superconducting elements. For a frustrated
system of three quasi-2D superconducting bands, we construct the in-plane
magnetic field versus applied temperature phase diagram and show that
there are regions of stable chiral solutions for the superconducting phases,
i.e, states where the broken time-reversal symmetry translates into the
appearance of persistent supercurrents. We then proceed to study a model
of an open chain of superconducting elements with a frustrated unit cell. It
is shown that the global superconducting state of the chain can be written as
a one-particle state with uniform density in an equivalent tight-binding chain.
The appearance (disappearance) of edge supercurrents in this system is
related to the closing (opening) of the gap between the energy bands of the
corresponding tight-binding chain, which can be indicative of a topological
transition.
In the context of topological insulators, we focus on many-body states of
models with interactions, whose topological characterization is still, to a
large extent, an open problem. We begin by addressing the problem of
two-hole states in open Su-Schrieffer-Heeger chains with interactions. For
strong interactions, the energy spectrum is composed of different subspaces
which are classified either as topologically trivial or non-trivial. For a
specific subspace, an effective model of one-particle states is constructed
and explicitly shown to host topological states. Finally, we study two-body
states in periodic Su-Shrieffer-Heeger chains with interactions. When the
interactions are strong and of the nearest-neighbor type, a peculiar kind of
topological states is found, where the localized behavior is manifested at the
edges of the internal coordinate, namely the relative distance between the
two particles, making them intrinsically many-body topological states with
no counterpart in single-particle states.
To characterize the topological nature of the chains on which we mapped
the two-body problem, which have non-centered inversion axes within the
unit cell, we derived a correction term that has to be added to the usual
expression of the Zak’s phase (a 1D topological invariant) in order to recover
a pi-quantized value on such models. These results lead to a generalized
expression for the Zak’s phase for inversion-symmetric models with arbitrarily
positioned inversion axes within the unit cell.
palavras-chave Supercondutividade de múltiplas bandas, frustração, tight-binding, topologia,
fase de Zak, estados de fronteira
resumo Supercondutividade e topologia em modelos tight-binding são dois dos
tópicos mais activamente estudados na física da matéria condensada con-
temporânea. Nesta tese pretendemos apresentar uma série de resultados
originais abarcando ambos os tópicos e, simultaneamente, explorar uma cor-
respondência que pode ser estabelecida entre eles, realçando nesse processo
algumas das suas características comuns e relações mútuas.
No contexto da supercondutividade, focamo-nos no estudo dos efeitos da
frustração em sistemas com múltiplos elementos supercondutores. Para um
sistema frustrado de três bandas supercondutoras quasi-2D, é demonstrada
a existência de regiões no diagrama de fases do campo magnético planar
aplicado versus temperatura onde há soluções quirais estáveis para as fases
supercondutoras, isto é, estados em que a quebra da simetria de inversão
temporal se traduz no aparecimento de supercorrentes persistentes. Pro-
cedemos em seguida ao estudo de um modelo de uma cadeia de elementos
supercondutores aberta com uma célula unitária frustrada. Mostra-se aí que
o estado supercondutor global da cadeia pode ser escrito como um estado
de uma partícula com densidade uniforme numa cadeia tight-binding equiv-
alente. O aparecimento (desaparecimento) de supercorrentes fronteiriças
neste sistema é relacionado com o fechamento (abertura) do hiato entre as
bandas de energia da cadeia tight-binding correspondente, o que pode ser
indicativo de uma transição topológica.
No contexto de isoladores topológicos, focamo-nos em estados de múltiplas
partículas em modelos com interacção, cuja caracterização topológica per-
manece, em larga medida, uma questão em aberto. Começamos por abordar
o problema de estados de duas lacunas em cadeias Su-Schrieffer-Heeger
abertas com interacções. Para interacções fortes, o espectro de energia é
composto de diferentes subespaços que são classificados como topologica-
mente triviais ou não-triviais. Para um subespaço específico, é construído um
modelo efectivo de estados de uma partícula que se demonstra explicitamente
ser capaz de albergar estados topológicos. Finalmente, estudamos estados
de duas partículas em cadeias Su-Schrieffer-Heeger periódicas com inter-
acções. Quando as interacções são fortes e do tipo próximos-vizinhos, um
tipo peculiar de estados topológicos é encontrado, no qual o comportamento
localizado se manifesta nas fronteiras da coordenada interna, nomeadamente
a distância relativa entre as duas partículas, o que os torna intrinsecamente
estados de múltiplas partículas sem qualquer equivalente em estados de uma
partícula.
Para caracterizar a natureza topológica das cadeias que resultam do mapea-
mento do problema de duas partículas, as quais possuem eixos de inversão
não-centrados dentro da célula unitária, derivamos um termo correctivo que
deve ser adicionado à expressão usual da fase de Zak (invariante topológico
1D) a fim de se recuperar um valor quantificado em unidades de pi em tais
modelos. Estes resultados conduzem a uma expressão generalizada para
a fase de Zak em sistemas simétricos por inversão com eixos de inversão
arbitrariamente posicionados dentro da célula unitária.
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Chapter 1
Introduction
Motivation
I took the four years of my PhD program as an opportunity to broaden my research
interests, while remaining within my primary field of research: Condensed Matter Physics.
Already at the level of my basic academic and scientific training, the concluding works of
both my B.Sc. and M.Sc. degrees were studies about systems with multiples superconducting
elements. Aside from building on the results previously obtained for these superconducting
systems, left open for further explorations, throughout my PhD I and my supervisor also
became interested in working in a relatively unexplored topic, namely that of topological
characterization of many-body states in tight-binding models, specially in the presence of
interactions. As a result, two major topics are addressed in this thesis:
1. Frustrated systems with multiple superconducting elements.
2. Topology in many-body tight-binding models with interactions.
Below, we provide a general introduction to each of these topics and explain what motivated
us to study each of them, and also how they can be related to one another.
1. When two superconducting islands are put in close proximity, separated only by a thin
barrier (an insulator or a normal metal) or by a local constriction, a supercurrent can be
generated between the islands via tunneling of Cooper pairs even in the absence of any applied
voltage, provided the superconducting phase difference ∆φ across the junction obeys the
condition ∆φ 6= npi, with n ∈ Z. This is known as the “Josephson effect”, after its discoverer
[1]. The explicit formula for the supercurrent flowing across a Josephson junction (JJ), at zero
applied voltage, is given by
Is = Ic sin(∆φ), (1.1)
where Ic = Ic(T ) is the temperature dependent critical current [2] (the threshold value for the
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supercurrent above which the superconducting phase of the islands is destroyed). The free
energy stored in the junction, apart from a constant term, is written as
F = −J cos(∆φ), (1.2)
where J = ~Ic2e is the Josephson coupling energy, ~ is the Planck’s constant divided by 2pi and
e is the electron charge (2e is the total charge of a Cooper pair) [3]. The superconductors are
assumed to have isotropic s-wave symmetry, that is, no k-dependence across the Brillouin
Zone on their BCS [4] order parameters,
∆j(k) = ∆j = |∆j |eiφj , (1.3)
where j is the superconducting island index, |∆j | is the magnitude of the superconducting
gap and φj is the superconducting phase. We further assume the absence of real-space phase
gradients at the bulk of the superconducting islands, i.e., φj(r) = φj . Therefore, depending on
the sign of J , the minimization of the free energy in (1.2) with respect to the superconducting
phase difference yields two different types of junctions:
• When J > 0, one has ∆φ = 0. This corresponds to the more common type of JJ, which
we designate as a 0-JJ.
• When J < 0, one has ∆φ = pi. This corresponds to what is called a pi-JJ, first proposed
in Ref. [5].
One way to produce a pi-JJ is in Superconductor-Insulator-Ferromagnet-Superconductor
(SISF) type junctions where, by experimentally controlling the thickness of the interposed
ferromagnetic barrier, one can cross from a 0-JJ to a pi-JJ [6–8].
According to BCS theory, the attractive phonon mediated interaction between pairs of
electrons with opposite momenta and spin, responsible for the creation of Cooper pairs, only
involves states with energies within a small strip around the Fermi energy F , limited above
and below by the Debye frequency ωD. On the discussion carried out above, we have been
assuming JJs between superconducting materials with a single band crossing the Fermi surface.
However, upon the discovery of superconductivity in magnesium diboride MgB2 in 2001 [9],
subsequent studies have revealed the presence of two superconducting energy gaps (|∆1| = 2.3
meV and |∆2| = 7.1 meV at T = 4.2 K) in this material [10, 11]. MgB2 became the first
example of a multiband superconductor, that is, a superconducting material where multiple
bands crossing the Fermi surface participate in the superconducting phase. The existence of a
shared critical temperature, Tc = 39 K, for the two superconducting bands of MgB2 reflects
the fact that they are not independent from each other. By proximity effect, Cooper pairs
can tunnel from one band to the other, in such a way that superconductivity persists in the
weaker ∆1 band, due to tunneling from the stronger ∆2 band, for temperatures above its
5independent critical temperature Tc1, that is, for temperatures in the region Tc1 < T < Tc.
Instead of two independent BCS gap equations for each band, we now have a system of two
coupled gap equations
∆i =
2∑
j=1
cos(φj − φi)Vijδj , (1.4)
δj =
ˆ ~ωD
0
dξKj∆j , (1.5)
where V11 and V22 are the intraband interactions of bands 1 and 2, respectively, V12 = V21 is
the interband interaction strength [12], responsible for the tunneling of Cooper pairs between
bands, ξ is the energy measured from F and Kj = Kj(ξ, T,∆j) is the Cooper pair propagator
[13]. This internal Josephson tunneling between bands due to the interband interaction Vij can
be viewed as an internal JJ [14, 15]. The contribution of the coupling between the two bands
to the free energy has the same form as that of (1.2), where J = V12δ1δ2 is now the internal
Josephson coupling and ∆φ = φ1 − φ2 is the superconducting phase difference between the
bands. As before for the JJs between superconducting islands, we can see that the sign of J
also determines ∆φ for the two bands of the superconductor. When J > 0 (corresponding
to an attractive interband coupling, V12 > 0), one has ∆φ = 0 and the two bands behave
as an intrinsic 0-JJ. If, on the other hand, J < 0 (corresponding to a repulsive interband
coupling [16, 17], V12 < 0), one has ∆φ = pi and the two-band system can be regarded as an
intrinsic pi-JJ. These repulsive interband couplings lead to a sign-reversal between the gap
functions of the bands. Such behavior can be found, for instance, in sign-reversed iron-based
superconductors [18–20].
The treatment we have been following for two-band superconductors can be straightfor-
wardly generalized to multiband superconductors with n > 2, where n is the number of bands.
When n > 2, the multiband superconductor behaves as an intrinsic system of JJs, and we
get n coupled gap equations [j runs from 1 to n in (1.4)]. Iron-based materials are the best
candidates for the realization of n > 2 superconductors. Compound BaxKxFe2As2 has been
reported to have either three [21] or four [22] distinct bands , while in Ba(Fe1−xCox)2As2
several groups have independently detected the presence of three bands in the superconducting
phase [23–25].
The three-band case is of particular interest to us, since it is the minimal model of an
intrinsically frustrated multiband superconductor, provided an odd number of its interband
interactions are repulsive [13]. Following the aforementioned formal equivalence between JJs
and internal Josephson couplings, on which we heavily rely in our results on superconducting
systems, there are three analogous cases of a frustrated model of three superconducting
elements:
1. Three-band superconductor with an odd number of repulsive interband interactions.
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2. A closed Josephson circuit with three superconducting islands and an odd number of
pi-JJs (forming a triangular shape).
3. A JJ between a sign-reversed two-band superconductor and a superconducting island
(each band becomes separately coupled to superconducting island through the junction).
Interesting phenomena occur in superconducting systems in the presence of frustration.
Throughout this thesis, we understand as frustrated all systems in which the ground state does
not result from the simultaneous minimization of energy with respect to all the parameters,
given the presence of anti-correlations between them [26, 27] (for instance, minimization of
energy with respect to one parameter yields maximization with respect to another). As a
consequence, the ground state is the result of a compromise between all the competing energy
minimization terms. Since in general this compromise configuration is non-unique, the ground
state has a higher degeneracy than that of equivalent non-frustrated systems.
We will detail below how to induce frustration in superconducting systems. Perhaps
the most distinct signature of intrinsically frustrated superconducting systems is that, for
certain regions of the phase diagram of the superconducting parameters, one can have stable
chiral solutions for the superconducting phases configuration of the elements. These are
solutions with broken time-reversal symmetry that, as a consequence, drive the formation of
spontaneous supercurrent circuits circulating between the elements [13, 28]. We expanded on
these established results by posing the following question: how should these chiral solutions
manifest themselves in a chain of coupled superconducting elements - a JJ chain - with open
boundary conditions, constructed by a linear repetition of a frustrated unit cell. To address
this problem, we took advantage of a known correspondence that exists between the states of
a JJ chain and the states of a corresponding tight-binding (t-b) chain [29–31]. We write the
superconducting order parameter of each element as ψi = δieiφi [see δi in (1.5)], where i is
the position index of the element, the integral in (1.5) yields δi =
√
ns,i, with ns,i being the
density of superelectrons, and φi is the superconducting phase which, since we assume s-wave
symmetry, is constant [3] (no momentum dependence). If we assume a uniform superelectron
density for all N elements of the chain, δi = δ, a general state of the JJ chain can be written
as a vector of the form
ψ = δ(eiφ1 , eiφ2 , ..., eiφN ), (1.6)
where the superconducting phases are seen to have become the only variables of the system.
The Josephson coupling Jij is the parameter that controls the tunneling probability of Cooper
pairs from element i to element j.
On the other hand, a general eigenstate of momentum k in the bulk energy band n of a
t-b chain with N sites and open boundaries has the form
|ψn(k)〉 =
N∑
i
αi,n(k) |i〉 ,
N∑
i
αi,n(k)2 = 1, (1.7)
7with αi ∈ R and |i〉 = c†i |∅〉 when written in second-quantization formalism, with c†i the
creation operator in site i and |∅〉 the vacuum state. Notice that the open boundary conditions,
by imposing a vanishing wavefunction amplitude beyond the edge sites of the chain, entail
non-uniform amplitudes αi,n(k) throughout the chain. The hopping probabilities between
sites are governed by the hopping parameters tij , with i 6= j. By now it becomes clear that, if
one reinterprets c†i as the creation operator of a superconducting element at site i, there is
a set of correspondence rules through which one can write the JJ state ψ in (1.6) as a t-b
state, that is, ψ → |ψ〉. Under this mapping between the two problems, the hopping constants
are immediately seen to be the analogs of the Josephson couplings (Jij → tij). However, no
direct correspondence can be made between |ψ〉 and any of the eigenstates |ψn(k)〉, since |ψ〉
has uniform density. Therefore, for this mapping to hold, one has to introduce an additional
constraint, namely that ψ has to be searched within the subspace of states of the t-b chain
with uniform density. In other words, we write |ψ〉 as a linear combination of all |ψn(k)〉,
|ψ〉 =
∑
n
∑
k
dn(k) |ψn(k)〉
=
N∑
i
∑
n
∑
k
dn(k)αi,n(k) |i〉 , (1.8)
with dn(k) = 〈ψn(k)|ψ〉 ∈ C, and impose that∑
n
∑
k
dn(k)αi,n(k) = δeiφi . (1.9)
With this constraint one has the general recipe for translating states of a JJ chain into states
of a corresponding t-b chain in the subspace of states with uniform density. We followed this
recipe for a concrete case of a JJ chain with a frutrated unit cell to examine: i) if and how
chiral states are present in the JJ chain upon variation of the specific Jij (tij) parameters
considered, and ii) what new insights are to be gained by observing the evolution of the JJ
state when written in the analog t-b chain.
Anticipating some of the results obtained, we observed that chiral states manifest them-
selves as JJ states with edge localized supercurrents (a supercurrent develops across a junction
whenever ∆φij = φi − φj 6= 0, pi). Given the uniform density of the JJ state, these edge
supercurrents constitute a rather unusual form of edge localization. Indeed, when one thinks of
an edge state of a t-b chain, one assumes that the state is localized at the edges in terms of its
amplitude. In our case, on the other hand, one has edge supercurrents decaying to the bulk as a
consequence of a superconducting phase gradient across the chain. This leads us to believe that,
as in the case of topological edge states, it may be possible to define an invariant quantity that
has non-trivial values only in the parameter region of chiral JJ states and trivial values other-
wise, i.e., to derive the chiral edge supercurrents as a consequence of some topological argument.
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2. The correspondence between JJ chains and t-b chains provided us a segue to the other
major topic addressed in this thesis: topology in many-body states of interacting t-b models,
with a focus on 1D systems.
A central concept in topological systems is that of the Berry phase. In a seminal paper [32],
Berry studied the adiabatic variation of an eigenstate |n(R(t))〉 of an Hamiltoninan H(R(t)),
where R = (R1, R2, ..., Rn) are some physical parameters, around a closed loop C in R-space
such that R(0) = R(T ), with T being a time long enough for the adiabatic variation condition
to hold. It is further assumed that, along the entire loop C, the energy spectrum is gapped
around En(R(t)) [the eigenvalue of |n(R(t))〉] from above and below,
∆En± = |En±1(R(t))− En(R(t))| > 0, R(t) ∈ C. (1.10)
The adiabatic approximation then states that |n(R(t))〉 remains an eigenstate for any t ∈ [0, T ],
apart from a phase factor,
|ψ(t)〉 = e− i~
´ t
0 dt
′En(R(t′))eiγn(t) |n(R(t))〉 , (1.11)
where the first exponential is the dynamical phase factor [32] and γn(t) the extra phase. By
inserting (1.11) in the time-dependent Schrödinger equation and using the identity d|n(R)〉dt =
dR
dt · |∇Rn(R)〉, one arrives at
dγn
dt
|n(R)〉 = idR
dt
· |∇Rn(R)〉 . (1.12)
Multiplying both sides of (1.12) by 〈n(R)| and integrating over C finally yields the expression
for the total Berry phase picked up by the eigenstate around a loop in R-space [33],
γn =
˛
C
dR ·An(R), (1.13)
where An(R) = i 〈n(R)|∇Rn(R)〉 is the Berry connection. Assuming that d ≥ 2, where d is
the dimensionality of R, we can apply Stokes theorem to (1.13) to get
γn =
‹
S
dS ·Bn(R), (1.14)
where S represents the surface enclosed by C and Bn(R) = ∇R×An(R) is the Berry curvature.
Alternatively, An(R) and Bn(R) can also be viewed as the “vector potential” and the “magnetic
field” in R-space, respectively. In real-space, when R = (x, y, z), the Berry phase in (1.14)
becomes the magnetic flux. It can also be related to the celebrated Aharonov-Bohm effect,
yielding the phase acquired by a charged particle when it goes around a loop C with zero
magnetic field, but encircling a finite magnetic flux [32, 34].
9We focus now our attention on single-particle states in 1D crystals, where the parameter
space is reduced to the crystal momentum k (that is, R→ k) over which the energy spectrum
of the model is well-defined. For an energy band En(k), where n is the band index, which is
gapped for every eigenstate |un(k)〉 in the Brillouin Zone, the explicit expression for the Berry
phase of in (1.13) is given by
γn = i
ˆ pi
a
−pi
a
dk 〈un(k)| d
dk
|un(k)〉 , (1.15)
where a is the inter-site spacing. In this case, and due to the periodicity of the Bloch function,
〈x|un(k)〉 = un,k(x) = un,k+ 2pi
a
(x) = e−i
2pi
a
xun,k(x), (1.16)
we can consider the Brillouin Zone, up to the gauge transformation in (1.16), to be a closed
k-loop. For these 1D crystals, the Berry phase of (1.15) is also called Zak’s phase, after its
first proponent [35]. Zak has also shown, for 1D models with inversion (I) symmetry, that
Zak’s phase is pi-quantized and can only take one of two values, γn = 0 ∨ pi (mod 2pi). The
total Zak’s phase of an insulating I-symmetric model can be defined as
γ =
∑
n∈occ
γn mod 2pi, (1.17)
where “occ” defines the set of occupied bands and, once more, γ is either trivial (γ = 0) or
non-trivial (γ = pi), which has important topological consequences. In fact, the Zak’s phase in
(1.17) serves as topological invariant quantity for 1D systems, given that: i) it is a quantity
which can only change discontinuously (from 0 to pi or vice-versa), and ii) for such topological
transition to occur, the insulating gap has to close and reopen upon variation of the parameters
of the Hamiltonian. According to the bulk-boundary correspondence [36], there are low energy
excitations at the interface between topologically distinct insulators, that is, at the interface
between insulators with a trivial and a non-trivial γ. Therefore, the bulk properties codified
in the eigenstate |un(k)〉 of a given 1D system, from which γ is determined, tell us information
about the possible presence or absence of edge states when open boundary conditions are
considered (notice that the open boundaries of a 1D chain can be thought of as interfaces with
the vacuum, which is topologically trivial). Aside from determining the possible presence of
topological edge states, other properties of the system can be related to the Zak’s phase. For
instance, the electric polarization P of I-symmetric 1D models is a property that has been
shown to be directly related to the Zak’s phase [37, 38],
P = − e2piγ, (1.18)
where e is the electron charge.
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An alternative way of computing the Zak’s phase of band n, of which we will make use
latter on, is through the Wilson loop [33], defined over the Brillouin Zone as
Wn =
N−1∏
j=0
〈un(−pi + j∆k)|un(−pi + (j + 1)∆k)〉 (1.19)
=
N−1∏
j=0
Wn,j , (1.20)
where N is the number of sites of a periodic chain, ∆k = 2piN is the momentum increment
and the intersite spacing a was set to 1. In the continuum limit (N →∞, ∆k → dk), each j
element of the Wilson loop becomes an infinitesimal phase factor Wn,j = eiφj ≈ 1 + iφj . The
Zak’s phase of each band, given by (1.15), can be recast in terms of the Wilson loop as
γn = Arg( lim
N→∞
Wn) (1.21)
=
∞∑
j=0
φj . (1.22)
For a finite but sufficiently long periodic system (with N  1), the computation of the Zak’s
phase through (1.21) constitutes an efficient numerical approach. However, an even simpler
approach can be followed for I-symmetric models. In such models one has, apart from a phase
factor which is irrelevant to our purposes and is therefore omitted,
|un(−k)〉 = pˆi |un(k)〉 , (1.23)
where pˆi is the unitary and Hermitian I-operator acting on the internal Hilbert space. The
parities of the eigenstates at the two I-invariant momenta k = 0, pi are well defined, that is,
pˆi |un(0)〉 = P0 |un(0)〉 and pˆi |un(pi)〉 = Ppi |un(pi)〉, with P0, Ppi = ±1. By substituting (1.23)
back in the Wilson loop in (1.19), together with the relation
〈un(−k)|un(−k + dk)〉 = 〈un(k − dk)|un(k)〉∗ , dk < k < pi, (1.24)
one arrives at Wn = P0Ppi, or at a simplified expression for the Zak’s phase in (1.21),
γn = Arg(P0Ppi). (1.25)
This means that, for a given model, the Zak’s phase of each band can be readily computed by
simply looking at the parity values of the eigenstates at the I-invariant momenta. Note that
until now we have been assuming the I-operator to be k-independent [pˆi(k) = pˆi]. There are
certain I-symmetric 1D models, however, where this assumption has to be challenged, as we
will show in more detail in a later chapter, with consequences on the definition of the Zak’s
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phase.
A textbook example of a 1D topological insulator is the Su-Schrieffer-Heeger model of
polyacetylene [39], which is a t-b model of spinless fermions in a 1D chain with alternating
hopping constants, shown in Fig. 1.1(a). The energy spectrum of this model, as a function of
t1 t2
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0.2
0.0
-0.2
-0.4
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(a )
(b)
Figure 1.1: (a) Example of an open SSH chain with N = 10 sites. The dashed red curve
indicates the two-sites unit cell of the model. The intracell hopping constant is t1 and the
intercell hopping constant is t2. (b) Example of the normalized amplitude distribution ψi,
where i is the site index, of a topological state at the left edge of an SSH chain with N = 100
sites and t = t1t2 = 0.4 (adapted from [40]).
k, consists of an insulator with two bands: a lower valence band and an upper conduction
band. Depending on the value of t = t1t2 , this system has two different topological regimes:
• For t > 1, the model is topologically trivial (γ = 0).
• For t < 1, the model is topologically non-trivial (γ = pi).
In this latter non-trivial regime, zero energy topological states localized at the edges can be
found in an open SSH chain with an integer number of unit cells (so that the edge hoppings are
t1), as illustrated in Fig. 1.1(b). Clear experimental evidence of such zero energy topological
states has been recently found [41]. The SSH model, due to its simplicity and well known
results, will serve as the base model of our studies in topology. More specifically, we will
complexify the original single-particle SSH problem by considering instead many-body states
on SSH chains with interactions.
12 Introduction
The major challenge of topological classification of many-body states, in interacting models,
comes from the fact that the existent topological invariant quantities are calculated from the
properties of the band structure of the model considered, as in the Zak’s phase in (1.15). In
turn, the band structure can only be determined for independent particle states, that is, for
non-interacting systems. One way to circumvent this limitation in interacting systems, namely
that topological invariants are only well defined for non-interacting systems, is to try and find
ways to map a many-body problem in an interacting chain into a one-particle problem in a
non-interacting chain. In some two-particle states studied in this thesis, the global state of the
two particles in an SSH chain can be treated as a single-particle state in an SSH plane, using
center-of-mass coordinates. Under this change of coordinates, the interactions between the
two particles are seen to convert into local potential energies at specific sites of the mapped
plane. This way, the usual topological characterization, determined by the value of γ, can
be recovered in these non-interacting mapped planes along specific 1D edges. If topological
states are found to be present in these mapped 1D edges, the reversed mapping then shows
the form of the topological two-body states in the original chain.
There are cases where an exact mapping is available and others where one has to construct
effective models, valid in the limit of strong interactions, for specific subspaces of the energy
spectrum. Regardless of the case considered, the objective is always to map the interacting
problem into a non-interacting system, where topological invariant quantities can be calculated.
Using this method, we were able to identify some peculiar topological two-body states, with
one in particular shown to be an intrinsically many-body topological state - in the sense that
it can have no single-particle counterpart -, in what concerns its real-space manifestation on
the original chain.
Outline
Each of the subsequent chapters (aside from the last one, where we draw our overall
conclusions) is composed of a paper, either already published in a journal with peer-review
(the next three chapters) or published in a pre-print version at Arxiv (the two last chapters
before the Conclusions), soon to be submitted. Their progression is both chronological and
thematic. We label the articles from A1 to A5 by order of appearance:
A1 “In-plane magnetic field versus temperature phase diagram of a quasi-2D frustrated
multiband superconductor”, A. M. Marques, R. G. Dias, M. A. N. Araújo and F. D. R.
Santos, Supercond. Sci. Technol. 28 045021 (2015).
A2 “Edge currents in frustrated Josephson junction ladders”, A. M. Marques, F. D. R.
Santos and R. G. Dias, Supercond. Sci. Technol. 29 095008 (2016).
A3 “Multihole edge states in Su-Schrieffer-Heeger chains with interactions”, A. M. Marques,
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R. G. Dias, Phys. Rev. B 95 115443 (2017).
A4 “Generalization of Zak’s phase for lattice models with non-centered inversion symmetry
axis”, A. M. Marques and R. G. Dias, pre-printed version at arXiv:1707.06162 (2017),
to be submitted.
A5 “Topological bound states in interacting Su-Schrieffer-Heeger rings”, A. M. Marques and
R. G. Dias, pre-printed version at arXiv:1710.09148 (2017), to be submitted.
In the context of multicomponent superconducting systems, I also carried out parallel work
focusing on the introduction of semi-metallic elements, such as graphene, which resulted in
the co-authoring of another two papers over the course of my PhD (see Refs. [42, 43]). These
are not included here as chapters, however, since they are not fully in line with the unifying
progression we tried to establish between the chapters.
The adopted sequence of the papers is shown in Fig. 1.2, along with a figure illustrating
the central topic of each paper. The remaining chapters of this thesis are organized as follows.
Chapter 2 is composed of article A1. This article is devoted to the study of a frustrated
system of three coupled quasi-2D superconducting elements, which can be either distinct
superconducting islands or different bands of the same multiband superconductor (we assume
the latter), since a Josephson junction between superconductors is formally equivalent to the
interband coupling between the bands of a multiband superconductor, as stated above. Due to
the reduced dimensionality of the superconducting bands, when an in-plane magnetic field is
applied the Zeeman splitting term is dominant and, as a first approximation, the orbital term
can be neglected [44]. The applied magnetic field h acts as an external source of frustration.
However, we show that its effect can be absorbed as a renormalization factor in the definition
of the interband couplings, which become both temperature and magnetic field dependent (see
A1 in Fig. 1.2). There is a close analogy between these systems with multiple superconducting
elements and the XY Heisenberg model of classical spins [45]. But while for the classical
spins case the couplings, given by the exchange integral, are temperature dependent, the
renormalized interband couplings of our frustrated multiband superconducting system (whose
ratios determine the presence or absence of chiral solutions for the superconducting phases
configuration) are also magnetic field dependent. In A1, we take advantage of the extra
degree of freedom that the applied in-plane magnetic field represents to construct a richer
phase diagram than that available for spin systems, by determining the regions of normal and
superconducting phases - as well as chiral and non-chiral regions within the superconducting
phase -, in the magnetic field versus temperature phase diagram. With A1, one arrives at
the full determination of the ground state solutions in the simplest intrinsically frustrated
superconducting model (with three coupled elements).
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Figure 1.2: Sequence of papers in this thesis. Each paper is accompanied by a figure
illustrating the main problem addressed in it. In A1, we have a frustrated system of three
coupled superconducting elements, each labeled by its superconducting phase φi. Frustration
occurs when an odd number of Josephson couplings Jij , which depend on temperature T and
applied magnetic field h, are negative (that is, favor a pi phase shift across the junction, similar
to an antiferromagnetic coupling in a spin system). In A2, we have a JJ chain with a frustrated
unit cell (J1 > 0 and J2 < 0). In A3, we have an open t-b chain with alternating hopping
constants, where two-hole states are studied in the presence of nearest-neighbor interactions.
In A4, it is shown a scheme of a model with a non-centered inversion axis (dashed green
vertical line) within the unit cell (delimited by the red lines). In A5, we display a t-b ring
with alternating hoppings, where two-particle states are studied in the presence of interactions
between the particles. Figures ranging from A2 to A5 are adapted from the respective papers.
Chapter 3 is composed of article A2. In it, we expanded on the subject of frustration
effects in superconducting systems by considering an open JJ chain, of the form of the two-leg
ladder shown in Fig. 1.2, with a frustrated unit cell and different values for the intra-rung
and inter-rung Josephson couplings. The ratio between these two couplings becomes the only
relevant parameter of the system. For a region of values for this ratio, supercurrents with
different penetration lengths are seen to appear at the edges of the chain, which correspond to
chiral solutions for the superconducting phases configuration. Following the procedure men-
tioned above in (1.6)-(1.9), the JJ chain is converted into an analog t-b chain, where its band
structure is found. The JJ state is then written as a linear combination of the allowed k-states
of the energy bands (one itinerant and one flat) of the t-b chain. A particular case is found
15
where, for a certain region of the couplings ratio, the JJ state is exclusively decomposed in the
localized states of the flat band. This translates, in the original JJ chain, into the appearance
of arbitrary supercurrents flowing inside each of the effectively decoupled plaquettes of the
chain, derived from the localized nature of the states of the flat band and not from frustration
effects as for the chiral edge supercurrents. For an open JJ chain in the limit of infinite
size, the disappearance of the edge supercurrents is seen to coincide, in the analog t-b model,
with the opening of a gap between the two bands. We conclude A2 by addressing the possi-
bility that this coincidence might be the consequence of some non-obvious topological argument.
Chapter 4 is composed of article A3, which marks the transition from the topic of frus-
trated multicomponent superconductivity to that of topological characterization of many-body
states in t-b models with interactions. We consider the SSH model with a repulsive Coulomb
interaction V between nearest-neighbors (NN) and study two types of hole excitations at
half-filling (one electron per site): one-hole and two-hole states. For one-hole states, the
interaction translates as a potential energy term V at the edge sites of an open SSH chain
which, at critical strengths, reverse the topological nature of the chain (from trivial to non-
trivial or vice-versa). For two-hole states and strong V , the energy spectrum is divided into
three eigensubspaces. For one of them, we use second order pertubation theory to map the
two-hole problem into an effective model of one-particle states, where we show the existence
of impurity-like states, topologically originated states (but not protected) and topologically
protected states. These last states constitute therefore an example of topological many-body
states. It is also shown in A3 that, in strongly interacting many-body systems, the topological
nature of the states in each well separated eigensubspace has to be independently analyzed [46].
Chapter 5 is composed of article A4. At first glance, this paper does not seem to follow
harmonically from A3, as it concerns with more fundamental and theoretical results pertaining
to a correction of the usual expression for the Zak’s phase, for I-symmetric 1D systems with
non-centered inversions axes within the unit cell. The need for this corrective term to be
added to the Zak’s phase of (1.15) will only be made clear later in A5. It was in fact during
the period of the research whose results ultimately led to A5 that we arrived, through some
exact mappings that will appear there, to 1D models with I-symmetry that nevertheless
yielded non-quantized values for the Zak’s phase, contrary to what was to be expected from
literature [33]. Other authors naturally assume that there is at least one choice of unit cell
with a centered inversion axis in the models they consider [47, 48]. It is only for these specific
choices of unit cell and inversion axes that the Zak’s phase is pi-quantized. We, on the other
hand, came to study a particular model where, regardless of the chosen unit cell, the inversion
axis could never be placed at its center [which translates as a k-dependence on the inversion
operator in (1.23), pˆi = pˆi(k)], so that the calculation of Zak’s phase through (1.15) yielded
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non-quantized values. Thus, the objective of A4 was to find an expression yielding the deviation
from a pi-quantized value of the Zak’s resulting from a non-centered inversion axis within the
unit cell. By subtracting this deviation to (1.15) (which is zero when the inversion axis is
centered within the unit cell), one gets a modified expression of the Zak’s phase that recovers
pi-quantized values, which are required to unequivocally characterize the topological nature of
the 1D models under study. The modified expression constitutes then a generalization of the
Zak’s phase for I-symmetric models with arbitrarily positioned inversion axes within the unit
cell.
Chapter 6 is composed of article A5. We return here to the two-body problem in the SSH
model with interactions, already addressed in A3, only now we consider both the bosonic and
fermionic cases and periodic boundary conditions (PBC). By using center-of-mass coordinates,
the two-particle problem in the original SSH chain can be mapped into a single-particle problem
in a 2D SSH lattice. When strong NN interactions are considered, the energy spectrum as a
function of the center-of-mass momentum K shows the existence of two bands of localized
states in the gaps between the bands of itinerant states. These are bands of topological states
in the 2D SSH lattice [49]. But how should the localized behavior of the topological two-body
states manifest in the original SSH ring, given the presence of PBC? We demonstrate that
these states are localized in the internal coordinate r, that is, in the relative distance between
the two particles within the SSH ring. For K = 0, pi, corresponding to the two I-invariant
K’s, the 2D SSH lattice is further mapped, for finite systems, into 1D chains with open
boundary conditions (OBC) in r. While these mapped 1D chains are I-symmetric, none of
the inversion axes coincide with the center of any unit cell. Thus, we needed to resort to the
results previously established in A4 to topologically characterize them. With the generalized
Zak’s phase given in A4, the mapped chains where shown to be topological insulators, hosting
topological states at their specific edge terminations in the presence of NN interactions. We
also show that the topological bound states found when considering NN interactions are
absent when we consider instead on-site Hubbard interactions or no interactions at all. The
topological states found in A5 have no parallel in other topological states reported elsewhere
in the existing literature, due to the fact that their localized behavior in the relative distance
is an exclusive feature of many-body states.
Chapter 7 is where we present our overall conclusions. Some possible research avenues
left open for future work are also contemplated there.
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List of individual contributions
As required by the statutes of University of Aveiro regarding the format of PhD theses, I
have to discriminate my specific contributions in the making of each of the articles composing
this thesis. However, it would be redundant to cover each paper separately given that, as the
first author of all the papers presented here, I contributed to all stages of their preparation
(except, evidently, in supervision) such as: numerical calculations and simulations, theoretical
analyses of results and theoretical studies, writing of the manuscripts, revisions, etc.
Even though the contributions of other co-authors are omitted here, it should not be a
priori assumed, regarding all of those stages of preparation listed above, with the exception of
the writing of the manuscripts (apart from revisions, corrections, suggestions, etc.), that I
was the sole contributor to any of them, as other co-authors may have also participated in its
completion.
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Abstract
Motivated by the recent discovery of iron-based superconductors, with high critical temperatures
and multiple bands crossing the Fermi level, we address the conditions for the presence of chiral
superconducting phases conﬁgurations in the in-plane magnetic ﬁeld versus temperature phase
diagram of a quasi-2D frustrated three-band superconductor. Due to Zeeman splitting, the
coupled superconducting gap equations present a complex set of solutions. For weak interband
couplings, chiral conﬁgurations are only attained in a narrow strip of the in-plane magnetic ﬁeld
versus temperature phase diagram. This strip of chiral states becomes narrower and disappears at
low temperatures, giving way to a ﬁrst-order transition between non-chiral superconducting
states. For stronger interband couplings, the chiral strip is much broader, if the interband
couplings are approximately equal; otherwise, the chiral region is expected to be completely
absent of the phase diagram.
Keywords: multiband superconductivity, frustration, Zeeman splitting
(Some ﬁgures may appear in colour only in the online journal)
1. Introduction
Recently, the possibility of chiral states with broken time-
reversal symmetry in a multiband superconductor has been
discussed [1–10]. In a multiband superconductor, interband
pairings may be regarded as internal Josephson tunnellings
[11–13], and repulsive interband interactions (proposed to be
present, for instance, in sign-reversed iron-based super-
conductors [14, 15]) are the equivalent of π-junctions in a
Josephson junction array, since a π-junction is also char-
acterized by a sign change (a π phase shift) in the order
parameters across the junction [16, 17]. A π-junction can be
realized in a number of ways, such as: by inserting a thin
ferromagnetic layer [18, 19] or an insulating oxide layer with
magnetic impurities [20, 21] between superconductors, or
even by growing grains of d-wave superconductors, typically
hole or electron-doped high-Tc cuprate superconductors, with
a °45 misorientation in the c-axis at the grain boundaries [22–
26]. While for two-band superconductors free energy mini-
mization requires that the superconducting phases are either
aligned or anti-aligned, the situation changes if three or more
bands and an odd number of repulsive interband interactions
are present [5]. In this frustrated case, the stable phase con-
ﬁguration depends on the relative strengths of the couplings
involved and three-band superconductors may lock their
phases in values that depart from 0 or π, producing chiral
conﬁgurations. Variation of temperature may cause second-
order transitions from or to chiral regions. By tuning the
coupling parameters and controlling the temperature, one can
manipulate the three-band superconductor in order to stabilize
virtually in any given phase conﬁguration.
On the experimental side, some iron-based compounds
have been reported to have three or more bands participating
in superconductivity [27–29], making them the most likely
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candidates to exhibit intrinsic frustration effects. Due to their
reduced dimensionality, iron-based superconductors show
reduced orbital effects when in-plane magnetic ﬁelds are
applied. Under such magnetic ﬁelds, Zeeman splitting
becomes the dominant pair breaking factor, and as a ﬁrst
approximation the orbital effects can be neglected. In-plane
magnetic ﬁelds inﬂuence the values of the superconducting
gaps and provide another way to change the relative super-
conducting phases of the bands. In the in-plane magnetic ﬁeld
versus temperature phase diagram of one-band super-
conductors, a curve of ﬁrst-order phase transitions with
increasing magnetic ﬁeld is known to be present at low
temperatures, ending at a tricritical point around ≈⋆T T0.56 c.
For > ⋆T T the transition becomes of second-order [30, 31].
The paramagnetic limit μΔ=H 2p 0 , also designated as
Pauli limit or Chandrasekhar–Clogston limit [32, 33], is the
zero-temperature critical magnetic ﬁeld associated with a ﬁrst-
order transition (FOT). In quasi-2D two-band super-
conductors with weak interband interactions, besides the
above mentioned FOT curve, an additional low temperature
FOT curve appears within the superconducting region of the
phase diagram, characterized by a large reduction of the
superconducting gap in one of the bands [34]. As the inter-
band coupling grows, this transition within the super-
conducting region approaches the FOT to the normal phase
and disappears for a strong enough interband coupling. In the
case of a n-band superconductor, a cascade of FOTs curves is
expected at low temperatures and weak interband couplings.
However, for superconductors with >n 2 bands and an odd
number of repulsive interband couplings, one has also to
allow for the possibility of having transitions to or from
regions of chiral conﬁgurations of the superconducting phases
[5]. The in-plane magnetic ﬁeld versus temperature phase
diagram of these superconductors becomes therefore more
complex with the emergence of regions of chirality.
In this paper, we address the presence of chiral super-
conducting phases in the in-plane magnetic ﬁeld versus
temperature phase diagram of quasi-2D frustrated three-band
superconductors in the weak and strong interband couplings
regimes. For weakly coupled bands, the chiral region of the
diagram consists only of a narrow strip, which becomes wider
as the interband couplings are increased, eventually occupy-
ing most of the superconducting region of the phase diagram
in the case of strongly coupled bands. We also address the
magnetic ﬁeld evolution of the superconducting phases and
gap functions for systems with weak and intermediate inter-
band couplings, and study the interplay between the chiral
solutions for the phases and the FOTs in the superconducting
state. Finally, we will consider how an asymmetry in the
magnitudes of the interband couplings affects the possibility
of ﬁnding chiral phase conﬁgurations and FOTs in the
superconducitng state.
The remaining part of this paper is organized in the
following way. In section 2, we show how to determine
solutions corresponding to chiral and non-chiral super-
conducting phase conﬁgurations for a quasi-2D three-band
superconductor with one repulsive interband interaction. In
section 3, we discuss the in-plane magnetic ﬁeld versus
temperature phase diagram for a frustrated system of three
superconducting bands both in the weak and in the strong
interband couplings regime. In section 4 we study the mag-
netic ﬁeld evolution of the superconducting gaps, super-
conducting phases and free energy difference between normal
and superconducting states for three different temperatures for
the case of weakly coupled bands. Also in section 4, the same
studies were carried out for different frustrated three-band
superconductors with intermediate interband couplings, and
in particular considered one them to have an asymmetry in the
magnitudes of the interband couplings. We conclude in
section 5. The formalism to determine the free energy dif-
ference between normal and superconducting states for mul-
tiband superconductors is given in the appendix.
2. Hamiltonian and free energy
We start by considering the BCS Hamiltonian for a n-band
quasi-2D superconductor, including a Zeeman splitting term
corresponding to the dominant effect of an applied in-plane
magnetic ﬁeld,
 ∑
∑
μ σ ξ− − =
−
σ
σ σ σ
′
′ ↑ − ↓ ′↑ − ′↓
N hN c c
V c c c c , (1)
i
i i i
ij
ij
j j i i
k
k k k
kk
kk k k k k
†
† †
where ξ ε μ σ= − −σ hk i ki , μ is the chemical potential,
σ = ↑ ↓, is the spin component along the in-plane magnetic
ﬁeld, μ=h HB and μB and H are the Bohr magneton and the
in-plane applied magnetic ﬁeld, respectively. Superconduc-
tivity phases ϕi associated with the superconducting para-
meters Ψ δ= 〈 〉 = ϕ↑ − ↓c c ei k i k i i i i, with δi real, only affect the
interband contributions for the free energy. Writing the
energy in the mean ﬁeld approximation of (1) in terms of
these Ψi yields [5]
∑ ∑ ∑
∑ ∑ ∑
Ψ Ψ Ψ Ψ
δ δ ϕ ϕ
= − −
= − − −
≠
⋆
>
( )
( )
( )
E f V V
f V J cos , (2)
i
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i
ii i
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ij i j
i
i i
i
ii i
i j
ij j i
2 2
2 2
where δf ( )i i2 is the kinetic energy contribution of the
respective band (given in the appendix) and the two last
terms give the intraband and interband coupling terms,
respectively. δ δ=J V2ij ij i j is the effective Josephson inter-
band coupling. Note that only the interband term is phase-
dependent. The minimization of this energy with respect to
the phases ϕi and to the absolute values of the super-
conducting parameters [5, 11, 31] yields a set of coupled
equations for the gap functions,
∑Δ ϕ ϕ δ= −( )Vcos , (3)i
j
j i ij j
∫δ ξ Δ= ω Kd , (4)j j j
0
D
2
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where
ξ Δ
ξ
=
= + + −
K K T h
N
E
E h
k T
E h
k T
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2
tanh
2
tanh
2
, (5)
j j
j
B B
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⎞
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and where ξ Δ= +E 2 2 , ξ is the non-interacting energy
dispersion, ωD is the usual frequency cutoff and ξN ( )j is the
density of states of band j. We assume equal and constant
density of states for all bands, ξ = =N N N( ) (0)j j . Differ-
ences in the density of states could also be absorbed in the
couplings deﬁnition. The effect of the superconducting phase
differences is the renormalization of the gap functions and,
consequentially, of the effective Josephson interband cou-
plings, given that Jij depends on the gap functions through (4).
We will now restrict our study to three bands (n = 3) but
the arguments are easily generalized to arbitrary n. We
impose for a matter of convenience that ϕ = 01 (with no loss
of generality). The explicit expression for the phase mini-
mization of (2) is simply
ϕ
∂
∂
=E 0
i
∑ ϕ ϕ⇒ − =( )J sin 0 (6)
j
ij j i
∑ ϕ ϕ δ⇒ − =( )Vsin 0. (7)
j
j i ij j
Equations (3) and (7) can therefore be merged into a
more compact form,
∑Δ δ= ϕ ϕ−( )Ve , (8)i
j
ij j
i j i
where the condition of having all gap functions real is
guaranteed by (7). By solving (6), we get several solutions
corresponding to extreme or saddle points of the interband
energy contribution, the non-chiral solutions being
ϕ ϕ ϕ =( , , ) (0, 0, 0)1 2 3 , π(0, , 0), π(0, 0, ), and π π(0, , )
and the chiral solutions being [5]
ϕ ϕ ϕ α α= ± −− − − +( ) ( )( ) a
b
, , 0, cos , sgn cos , (9)1 2 3
1 1⎜ ⎟
⎡
⎣⎢
⎛
⎝
⎞
⎠
⎤
⎦⎥
where
α
γ
= ± ∓ −± ±
a b a b
ab2
, (10)
2 2 2 2
γ =+ b, γ =− a, =a J J12 23 and =b J J31 23. These chiral
solutions exist only if α∣ ∣ ⩽± 1.
In the appendix we derive the expression for the free
energy difference between the superconducting and normal
states,
∑
∑ ∑
ξ
ξ δ Δ
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−
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+ − +
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( )
( )
F F k T
f E
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E
ln
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1
2 , (11)
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where σEki is the quasi-particle excitation energy of the
superconducting state, σ= +σE E hki ki is the same energy in
the absence of any applied magnetic ﬁeld and
ξ ξ σ∣ ∣ = ∣ ∣ −σ hki ki is the kinetic energy of a normal state
electron in band i, in state k, with spin σ, measured from the
Fermi energy.
3. Phase diagram for weak and strong interband
couplings
We begin by considering a system of three weakly coupled
bands where one of the interband couplings is repulsive
(negative), to ensure the possibility of ﬁnding chiral states.
The coupling parameters used, in terms of V11, were the
following
=
−
−
V V V
V V V
V V V
V
1 0.004 0.016
0.004 0.95 0.016
0.016 0.016 0.88
. (12)
11 12 13
12 22 23
13 23 33
11
⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
We used a self-consistent method to ﬁnd the numerical
solutions for the gap functions and their respective phases,
from which the free energy difference was determined using
(11). The results were condensed into the in-plane magnetic
ﬁeld versus temperature phase diagram of ﬁgure 1. As
expected there are now two FOTs within the superconducting
phase at low temperatures ( <T T0.37 c0), given by the (red) h1
and (green) h2 curves; in general, for n weakly coupled bands
one should ﬁnd −n 1 such transitions, located in the vicinity
of the low temperature thermodynamical critical magnetic
ﬁelds of the bands with smaller gaps when they are con-
sidered uncoupled. Similarly, in the Δ-T plot of a multiband
superconductor, one observes a sharp reduction of the smaller
gap functions around their uncoupled critical temperatures
(but remaining ﬁnite). The diagonal pattern, limited by the hf1
and hf2 curves, with positive (negative) slope indicates the
region where stable (metastable) chiral phase conﬁgurations
can be found. For ≿T T0.37 c0, the system always crosses the
stable region of chirality with increasing ﬁeld, and there is in
fact a speciﬁc temperature interval where for zero ﬁeld the
system is already in a chiral phase conﬁguration [5]. With
decreasing temperature, the point where the bottom FOT
starts (h1 curve), at ≈T T0.37 c0, is also the point where the hf1
and hf2 curves are interchanged, making the hf2 curve now
coincide with the ﬁrst supercooling ﬁeld. In the next section,
we will show how these chiral solutions at low temperatures
( <T T0.37 c0) fall in the metastable region of the ﬁrst transi-
tion, meaning that for low temperatures the stable phase
solutions are always non-chiral. The smaller region of chir-
ality that we see inside the larger one in the inset also cor-
responds to metastable solutions.
Next we consider a frustrated system of strongly coupled
bands. The matrix of couplings, in terms of V11, is given by
−
−
1 4 4
4 0.95 4
4 4 0.88
, (13)
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
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where now the interband couplings are approximately four
times larger than the intraband couplings, which are kept the
same as before (and throughout the paper). This dominance of
interband over the intraband pairing terms is expected to
be relevant for example in iron pnictides [35, 36]. The in-
plane magnetic ﬁeld versus temperature phase diagram
relative to this case is shown in ﬁgure 2. When compared
with ﬁgure 1 it becomes clear that now the chiral region is
much wider, occupying the DBCO region. Even though there
are chiral solutions for the superconducting phases in the
ABD region, these will not be observed since they are present
in the metastable region of the ﬁrst FOT: when h1 occurs with
increasing ﬁeld, the system jumps to a stable non-chiral
solution. In ﬁgure 4(k) we show an example of this
kind of transition from a chiral to a non-chiral super-
conducting phases conﬁguration at the FOT (red arrows on
the vertical dashed line) in the superconducting state.
Therefore, in the entire superconducting region of the phase
diagram, chiral solutions will only be absent in the small
FGHCBD strip.
Another difference relative to the weakly coupled system
is that now we only have one FOT in the superconducting
state. The h2 curve is absent, but its metastability region is
present above the hc transition to the normal state, in its larger
metastable region. If we were to increase the interband
potentials even more, we would expect the h2 metastable
region to disappear completely and the h1 curve to follow the
same general behaviour as h2, that is, disappearing after
crossing the critical hc curve and having its metastable
region continuously rising and shrinking, and eventually
disappearing. The evolution of the FOT curves in the super-
conducting phase in our three-band superconductors is con-
sistent with the evolution of the single FOT in the
superconducting phase of the two-band superconductors
considered by Dias ([34]).
4. Stable and metastable solutions of the coupled
gap equations
In this section, we show the evolution of the coupled super-
conducting gaps, superconducting phases and free energy
difference between superconducting and normal states
with applied magnetic ﬁeld for speciﬁc values of
temperature, indicated by the vertical lines in the phase dia-
gram of ﬁgure 1.
Figure 1. In-plane magnetic ﬁeld versus temperature phase diagram for a system of three weakly coupled bands with one of the interband
interactions being repulsive (see (12) in the text). Normalization values are hc0, the thermodynamic critical ﬁeld for zero temperature, and Tc0,
the critical temperature for zero magnetic ﬁeld. h1, h2, hc and h f1,2 indicate, respectively, the ﬁrst and second ﬁrst-order transitions, the
thermodynamic critical magnetic ﬁeld and the magnetic ﬁelds that marks the boundaries of the chiral region (diagonal pattern), which
interchange at the intersection at ≈T T0.37 c0; for low temperatures this pattern has a negative slope to indicate that these chiral solutions fall
into the metastable region of the h1 transition. Shaded (red, green and blue) areas are regions of metastability associated with the ﬁrst-order
phase transitions and are limited by the corresponding supercooling ﬁeld from below and by the superheating ﬁeld from above. The dark
(blue) area in the inset shows the existence of a second chiral region within the ﬁrst one. Vertical dashed lines with (red) dots and letters
indicate the three temperatures shown in ﬁgure 3.
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We also study the evolution of these parameters
with applied magnetic ﬁeld for systems with intermediate
interband couplings, at low temperature. In the last case
considered, we impose that one of the interband
couplings is substantially different from the other two
in magnitude, and we discuss the effects of this
asymmetry.
4.1. Weak interband couplings
The dependence of the gap functions, the superconducting
phases and the free energy difference between the super-
conducting and normal states on applied in-plane magnetic
ﬁeld is shown in ﬁgure 3. The temperatures considered for
each of the three cases coincide with those of the vertical
dashed lines of ﬁgure 1. The reader is encouraged to cross
data between ﬁgures, with particular emphasis on the corre-
spondence of points labeled with letters. The magnetic ﬁeld
evolution of the parameters for a very low temperature,
=T T0.15 c0, where the two regions of chirality of ﬁgure 1 are
present, is shown in the left column in ﬁgure 3. In the middle
column of ﬁgure 3, the temperature, =T T0.27 c0, is still low
enough for the FOTs in the superconducting state to be pre-
sent, however, it is sufﬁciently high so as to be outside the
second region of chirality shown in the inset of ﬁgure 1. The
right column of ﬁgure 3 has =T T0.6 c0, which is well above
the temperature ( ≈T T0.37 c0) where FOTs in the super-
conducting state start to occur in ﬁgure 1. In the free energy
difference plots of ﬁgures 3(m), (n) and (o), crossings indicate
FOT points and the intersection with the − =F F 0s n dashed
line indicates the superconducting-to-normal state transi-
tion hc.
Inspection of the phases of the two higher temperature
cases reveals (see ﬁgures 3(k) and (l)) the inversion of the
magnetic ﬁeld limits for the chiral phase conﬁgurations. If, for
=T T0.6 c0, the system effectively crosses through the chiral
region (see section AB in ﬁgures 3(i) and (l)), for instance, the
same can not be said about =T T0.27 c0 where chiral con-
ﬁgurations exist only in the metastable section AB (see
ﬁgures 3(h) and (k)). In fact, for =T T0.27 c0 the system skips
over this region due to the FOT a little before point A (in a
similar manner to that of the FOT shown in ﬁgure 4(h)) and
there is a discontinuity in ϕ2, that goes from 0 to π. Therefore,
chiral solutions that appear at low temperatures ( <T T0.37 c0)
in ﬁgure 1 simply correspond to metastable solutions. This
region of chiral metastable states is shown in a superposition
with the non-chiral stable phase conﬁgurations in the phase
diagram of ﬁgure 1. When =T T0.15 c0 (left column of
ﬁgure 3), the behavior of Δ2 and Δ3 becomes quite complex,
with additional reentrances caused mainly by the appearance
of a second smaller region of chirality, clearly visible in
the phases plots, and occurring in the EF region of the left
column of ﬁgure 3. Again, this second region of chirality does
not correspond to stable solutions for the superconducting
phases. In fact, they are metastable solutions which occur
Figure 2. In-plane magnetic ﬁeld versus temperature phase diagram for a system of three strongly coupled bands with one of the interband
interactions being repulsive (see (13) in the text). The notation is the same as in ﬁgure 1. The diagonal pattern in the ABD region has a
negative slope to indicate that these chiral solutions are in the metastable region of h1. The small (green) metastability region of the h2
transition is present in the EGF region, that is, above the thermodynamic critical ﬁeld hc; at the very low temperatures where this metastable
region is present, the behavior of the gap functions looks similar to the DE section in the left column of ﬁgure 4.
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inside the larger, and also metastable at these low tempera-
tures, chiral region with the diagonal pattern with negative
slope.
When we discussed two-band superconductors in
section 1, we pointed out that there is a large reduction of the
gap function of the band with smaller intraband coupling
when the FOT within the superconducting phase occurs [34].
The same kind of behavior can be found twice in our three-
band system, on account of there being now two FOTs in the
superconducting phase, that is, when the ﬁrst FOT occurs (red
h1 curve in ﬁgure 1), Δ3 experiences a great reduction while
both Δ1 and Δ2 remain almost constant. When the second FOT
occurs (green h2 curve in ﬁgure 1), Δ2 is greatly reduced
while again little inﬂuence is felt on Δ1, but Δ3 actually
increases a little. When one reaches the transition given by the
blue hc curve in ﬁgure 1 by increasing the magnetic ﬁeld even
Figure 3. Solutions for Δ1, Δ2, Δ3, ϕ2, ϕ3 and Δ = −F F Fs n for three situations, one in each column: =T T0.15 c0, =T T0.27 c0 and =T T0.6 c0.
The gap functions are all normalized by Δ10, the value for Δ1 at zero ﬁeld for each case. The free energy difference is normalized by its
absolute value at zero ﬁeld and the ﬁeld h by the thermodynamic critical magnetic ﬁeld hc at the corresponding temperature. ϕ1 is set to zero
as mentioned in section 2. The letters are guides to the eye for the reader to follow the continuous path and also mark some points of interest
shown in ﬁgure 1; in the case of the phases, only the letters that mark transitions to or from chiral regions are indicated for ϕ3. Dashed lines in
the free energy graphics indicate the zero value.
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further, whether it is of ﬁrst-order for lower temperatures or of
second-order for higher temperatures, all three bands undergo
a simultaneous transition to the normal phase region of the
diagram.
Above the tricritical temperature ( ≈T T* 0.56 c0 in
ﬁgure 1), the dependence of the superconducting phases and
gap functions on magnetic ﬁeld becomes similar to the
dependence on temperature, as one can observe in the last
column of ﬁgure 3. There is however a steeper magnetic ﬁeld
dependence of Δ1 near hc which reﬂects the fact that the
system is close to ⋆T , below which the second-order transi-
tion curve becomes of ﬁrst-order, leading to a reentrant
behavior of Δ h( )i [34].
4.2. Intermediate interband couplings
In this subsection we analyze the behavior of three different
systems with intermediate interband couplings, all at the same
Figure 4. Solutions for Δ1, Δ2, Δ3, ϕ2, ϕ3 and Δ = −F F Fs n for three different systems, all at =T T0.2 c0, and whose couplings matrices,
normalized by V11, are given in the top of each column. The gap functions are all normalized by Δ j0, the value for Δ j at zero ﬁeld for each
case, with j = 1 for the two ﬁrst columns and j = 3 for the last one. The rest of the notation is the same as in ﬁgure 3. The letters are guides to
the eye for the reader to follow the continuous path. The arrows in the vertical dashed line of the middle column give the discontinuities in the
gap functions (very small for Δ1 and Δ2) and phases at the FOT in the superconducting state. Both phases are zero everywhere in (l).
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temperature, chosen to be relatively low ( =T T0.2 c0, where
Tc0 is the critical temperature of the correspondent system, at
zero magnetic ﬁeld) and keeping the same intraband inter-
actions as in the previous section. The cases considered were
the following (the potentials, as in (12), are normalized to
V11):
→
−
−1
1 0.3 0.3
0.3 0.95 0.3
0.3 0.3 0.88
, (14)
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
→
−
−2
1 0.6 0.6
0.6 0.95 0.6
0.6 0.6 0.88
, (15)
⎛
⎝
⎜⎜
⎞
⎠
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→
−
−3
1 0.5 0.8
0.5 0.95 0.8
0.8 0.8 0.88
. (16)
⎛
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⎠
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The results are shown in ﬁgure 4. In case 1, the number of
FOTs is reduced to two, instead of the three that are present
(at the same temperature) in the weakly coupled bands of
ﬁgure 1. The transition relative to the second band is absent,
but its metastability region is still present in the DE section
(see plots in the left column of ﬁgure 4), appearing above the
superconducting-to-normal state transition at hc, inside its
larger metastability region. The system is in a chiral
conﬁguration from zero magnetic ﬁeld and remains that
way with increasing magnetic ﬁeld until the single FOT in the
superconducting state is reached, where there is a jump to a
non-chiral conﬁguration. By doubling the interband potentials
(case 2, middle column of ﬁgure 4) not much is altered, but
now there is no metastable DE section as in case 1 and the
chiral region is extended a little further. For case 2, we
indicated explicitly the discontinuities of the gap curves and
of the phases at the FOT (red arrows on the dashed vertical
line of the middle column of ﬁgure 4), where we can see in
ﬁgure 4(k) that the phases jump from a chiral conﬁguration,
ϕ ϕ π≠ ∨, 02 3 , to the non-chiral ϕ ϕ ϕ π=( , , ) (0, , 0)1 2 3
conﬁguration. In the gap curves only the discontinuity at Δ3
is perceptible (see ﬁgure 4(h)), whereas in Δ1 and Δ2 (see
ﬁgures 4(b) and (e)) the jumps are very small. Following the
curve of minimum values of the free energy difference, one
will get a FOT in the superconducting state ( − <F F 0s n
region) whenever there are crossings in this curve.
In case 3 (right column of ﬁgure 4), the bands are
globally more strongly coupled than in case 2 (but V12 is
slightly lower in magnitude). Given that the superconducting
phases start off in a non-chiral conﬁguration,
ϕ ϕ ϕ =( , , ) (0, 0, 0)1 2 3 for h = 0, and that the ratio between
the gap functions (and therefore between the Jij effective
Josephson couplings in (6) that determine the solutions for the
phase conﬁgurations) is kept almost constant with increasing
ﬁeld, there is no region of chirality anywhere in the entire
h[0, ]c domain. Additionally, only one FOT is now present
and that is the global transition to the normal phase region, as
can be seen in ﬁgure 4(o). It also becomes apparent in case 3
that the dominant band is not univocally determined by the
largest intraband potential, since the third band becomes the
dominant one even though < <V V V33 22 11, on account of
being more strongly coupled to bands 1 and 2 than the latter
to each other ( = > ∣ ∣V V V13 23 12 ). Case 3 is not comparable to
the previous ones since one of the interband couplings
( = −V 0.512 ) is considerably smaller than the others
( = =V V 0.813 23 ). This has a deep inﬂuence on the interplay
between bands, causing them, for instance, to exhibit no
FOTs in the superconducting region at =T T0.2 c0. Asym-
metries in the magnitudes of the interband couplings are
expected to favor non-chiral arrangements between the
superconducting phases, as seen in case 3. One can make an
analogy with a system of three classical XY1 2-spins coupled
anti-ferromagnetically: if one of the couplings between spins
is sufﬁciently lower (or higher) than the other two, the spins
conﬁguration becomes non-chiral as well.
When we compare the h versus T phase diagrams of
ﬁgures 1 and 2 with cases 1 and 2 of ﬁgure 4, the general
feature of having the FOTs in the superconducting region
occuring nearer to the critical ﬁeld hc as the interband cou-
plings are increased is observed. In ﬁgure 2 the only FOT in
the superconducting region, red h1 curve, occurs very close to
hc. However, it is still present, even though the interband
couplings are an order of magnitude greater than those of
cases 1 and 2, suggesting that the rate at which the metastable
region of the FOTs is shifted upwards in the phase diagram is
not linearly related to the increasing interband couplings.
5. Conclusion
In a superconductor with three or more bands and an odd
number of repulsive interband interactions, the relative
superconducting phases conﬁguration is determined by the
magnitude of the effective interband Josephson couplings
involved, which can be varied by two controllable external
parameters: temperature and magnetic ﬁeld. When in-plane
magnetic ﬁelds are applied to multiband superconductors with
reduced dimensionality, such as iron-based superconductors,
one may neglect orbital magnetic effects and consider only
the dominant Zeeman splitting term in the Hamiltonian as a
ﬁrst approximation.
In this paper, we considered quasi-2D three-band
superconductors with different interband couplings and
characterized the evolution of the chiral superconducting
phases with an applied in-plane magnetic ﬁeld. For weakly
coupled bands, we found a narrow strip of chiral super-
conducting phases conﬁgurations in the in-plane magnetic
ﬁeld versus temperature phase diagram that are only stable for
high temperatures, when FOTs within the superconducting
state are absent. The point where the ﬁrst FOT starts to occur
gives also the point where the magnetic ﬁeld limits of the
chiral region are inverted, making chiral conﬁgurations fall
into the metastable region of this transition for low tem-
peratures. As the interband couplings are equally increased
the chiral region of the phase diagram gets quickly broadened,
occupying almost the entire superconducting region of the
phase diagram for the strongly coupled bands of ﬁgure 2.
Another consequence of increasing the interband couplings is
that the FOTs in the superconducting state start to occur
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closer to the ﬁnal transition given by the thermodynamic
critical magnetic ﬁeld, vanishing after they intersect. How-
ever, the fact that there is still one FOT in the super-
conducting state for the strongly coupled bands of ﬁgure 2
indicates that it approaches very slowly the ﬁnal super-
conducting-to-normal state transition as the interband cou-
plings are increased.
The interplay between the chiral region and the FOTs in
the phase diagrams of ﬁgure 1 and 2 determines the magnetic
ﬁeld evolution of the superconducting phases conﬁguration at
low temperatures. It is also shown that each FOT in the
superconducting state is characterized by a large reduction in
one of the gap functions, while little effect is felt by the
other two.
In systems with intermediate interband couplings we
studied the effects of imposing an asymmetry in the magni-
tude of the interband couplings. From the results found, we
argue that, in general, asymmetries of this kind for strong
enough interband couplings favor non-chiral conﬁgurations
for the superconducting phases and tend to suppress FOTs in
the superconducting state.
Throughout this paper we only considered the Zeeman
splitting term as the effect of the in-plane magnetic ﬁeld.
However, even for in-plane magnetic ﬁelds the orbital effect
is expected to be relevant near the critical temperature, where
the Ginzburg–Landau theory is valid. Around the critical
temperature a different approach to these frustrated multiband
superconductors is required [37, 38].
Recalling the equivalence, stated in the introduction,
between interband couplings and Josephson junctions [11–
13], our studies should also be relevant when addressing
circuits of Josephson junctions, particularly when two com-
peting sources of frustration are considered: extrinsic frus-
tration that arises from the application of a magnetic ﬁeld
[39–43], and intrinsic frustration that comes from from the
insertion of, for example, sign-reversed two-band super-
conductors or, equivalently, π-junctions at speciﬁc posi-
tions [44].
The presence of shoulders in the electronic speciﬁc heat
below Tc in superconducting materials is one of the ways by
which we can infer the existence of multiple bands [45].
These shoulders are a consequence of the sharp decrease of
the superconducting gaps of the weaker bands around their
uncoupled critical temperatures. Discontinuous slope changes
in the proﬁles of the superconducting gaps as functions of the
magnetic ﬁeld, or of temperature [5], when one enters/leaves
regions of chiral superconducting phase conﬁgurations (see,
for example, points A and B in ﬁgure 3(i)) should translate, in
principle, in the appearance of small peaks or kinks in the
electronic speciﬁc heat. These should be present in the
proximity of the shoulders generated by the bands with the
smaller gaps, for weakly coupled bands.
The existence of a chiral region in the phase diagram can
also be inferred from the behavior of the density of states if
non-magnetic impurities are present. When the three bands
have equal superconducting phases, non-magnetic impurities
are not pair breaking. In contrast, if one of the three gaps has
an opposite sign to the other two, one expects the same non-
magnetic impurities to be pair breaking (as in the case of a
two-band superconductor in a ±s state [46, 47]), with the
respective appearance of ﬁnite density of states at the Fermi
level. Recent experimental results show the existence of in-
gap states in iron-based superconductors with non-magnetic
impurities [48, 49], which seem to be a direct manifestation of
a sign reversal in the order parameters between neighboring
electron and hole-like bands. By applying a constant in-plane
magnetic ﬁeld to a three-band superconductor and probing the
temperature evolution of the system (corresponding, for
example, to moving in an horizontal line in ﬁgure 1), a
continuous modiﬁcation of the density of states at the Fermi
level, due to the appearance of in-gap impurity states, should
be observed as one crosses the chiral region of the phase
diagram.
One also expects that the critical current in a JJ between a
three-band superconductor described in this paper and a one-
band superconductor should reﬂect the phases changes
described above, if the JJ is in the very weak link limit (so that
the phases of the three-band superconductor are determined
by the interband couplings in a ﬁrst approximation). The
behavior of the critical Josephson current with temperature or
magnetic ﬁeld should be similar to the 0-π crossover observed
in the case of superconductor-ferromagnet-superconductor
Josephson tunnel junction [50]. That is, the critical Josephson
current should continuously decrease as one crosses the chiral
region of the phase diagram due to increasing magnetic ﬁeld
or temperature, reﬂecting the continuous phase change from a
(0, 0, 0) to a π(0, 0, ) phase conﬁguration.
Several groups have reported evidence supporting the
existence of three distinct superconducting gaps in some iron-
based compounds, such as −Ba K Fe Asx x1 2 2 [29] and
−Ba(Fe Co ) Asx x1 2 2 [51–53]. These compounds are good
candidates for the observation of the chiral effects we pre-
dict here.
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Appendix. Free energy difference between
superconducting and normal states
In order to derive expression (11) for the free energy differ-
ence between the superconducting and normal states of a
multiband quasi-2D-superconductor with an in-plane applied
magnetic ﬁeld, we start again by considering the Hamiltonian
for n-bands with an extra Zeeman term given by (1).
Assuming a BCS ground-state extended to multiple bands of
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the form
∏= + ϕ ↑ − ↓( )GS u v c ce 0 , (A.1)
j
j j j j
k
k k k k
i † †j
where we assigned an overall superconducting phase on band
j to the coefﬁcient vkj, keeping ukj real, with no loss of
generality. Using the standard Bogoliubov–Valatin transfor-
mations
γ
γ =
−↑
− ↓
⋆
↑
− ↓
u v
v u
c
c
, (A.2)k j
k j
kj kj
kj kj
k j
k j
† †⎛
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⎞
⎠
⎟⎟
⎛
⎝
⎜⎜
⎞
⎠
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⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
γ γ δ δ=↑ ′↑ ′{ }, , (A.3)k i k j kk ij†
and the expression for the thermal average of an operator

=
β
β
−
−
( )
( )
O
Tr O
Tr
ˆ
ˆ e
e
, (A.4)
the mean-ﬁeld approximation leads to a new expression for
the Hamiltonian as the sum of a term 0 for the independent
quasi-particle excitations and a constant term c representing
the thermal average of the Hamiltonian,
 = + c, (A.5)0
with
 ∑ γ γ=
σ
σ
σ σE , (A.6)
i
i i i
k
k k k0
†
ξ Δ σ= + +σE h, (A.7)ki ki ki2 2
where σEki gives the excitation spectrum, and
∑
∑
∑
ξ ξ
ϕ ϕ
= + − −
− − −
× − −
− −
× − −
× − −
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′
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′
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′
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′
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′
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1 , (A.8)
i
i i i i i i i
i
ii
i i i i i i
i i
j i
j i
ij
i i j j
i i
j j
k
k k k k k k k
kk
kk k k k k k k
k k
kk
kk k k k k
k k
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2 2 2
,
⎡⎣ ⎤⎦
where γ γ= 〈 〉σ σ σf E( )ki ki ki† is the ideal fermi gas occupation
number and σ= +σE E hki ki . Note that only phase differences
between bands in the interband term have any physical
meaning and not the absolute values of the phases themselves,
which means that in a system with i bands we only need to
determine −i 1 phase differences. The free energy will be
given by

∑
∑
β
β
= −
= −
= − + +
= − +
β
σ
β
σ
σ
− +
− σ
( )
[ ]
( )
F k T Z
Tr
c
k T f E c
ln
1
ln e
1
ln 1 e
ln 1 . (A.9)
( )
B red
c
i
E
B
i
i
k
k
k
ik
0⎡⎣ ⎤⎦
⎡⎣ ⎤⎦
⎡⎣ ⎤⎦
We deﬁne now the quantities
∑Δ ϕ ϕ δ= −( )Vcos , (A.10)i
j
j i ij j
∑δ = − −↑ ↓( )( ) ( )u v f E f E1 , (A.11)j
k
kj kj kj kj
where the BCS approximations Δ δ Δ δ→′V V, , , ,ki ki kkij i i ij are
implied (s-wave symmetry is assumed). Note that (3) and (4)
are just the integral versions of (A.10) and (A.11),
respectively, over an energy interval given by the Debye
frequency. Using the identity
+ =u v 1 (A.12)ki ki2 2
and the conditions resulting from the minimization of the free
energy with respect to vki,
Δ ξ= −E , (A.13)i ki ki2 2 2
ξ= −v
E
1
2
1 , (A.14)ki
ki
ki
2
⎛
⎝⎜
⎞
⎠⎟
Δ=u v
E2
, (A.15)ki ki
i
ki
ξ− =u v
E
, (A.16)ki ki
ki
ki
2 2
∑ ∑δ Δ Δ− = − +↑ ↓( ) ( )
E E
f E f E
2 2
, (A.17)i
i
i
i
i
i i
k k k k
k k
⎡⎣ ⎤⎦
and we end up with
∑ ∑
∑
ξ
δ Δ
= − + −
+
σ
σ( ) ( )F k T f E Eln 1
. (A.18)
s B
i
i
i
i i
i
i i
k
k
k
k k
⎡⎣ ⎤⎦
The normal state free energy corresponds to the particular
case Δ= =F F ( 0)n s i or, conversely, ξ ξ σ→ ∣ ∣ = ∣ ∣ −σ σE hki ki ki
∑ ∑ξ ξ= − +
σ
σ
<
( )F k T fln 1 2 , (A.19)n B
i
i
k
i
k
k
k
k
F
⎡⎣ ⎤⎦
where μ ε= F is assumed. Finally we have everything we
need to get the expression for the free energy difference
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between states,
∑ ∑
∑ ∑
∑ ∑
∑
Δ
ξ
ξ
ξ δ Δ
ξ
ξ
δ Δ
= −
=
−
−
+ −
− +
=
−
−
+ −
+
σ
σ
σ
σ
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2
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i
i
i i
i i
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i i
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i
i k i
i i
i
i i
k
k
k k
k k
k
k
k
k
k k
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F
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⎣
⎢⎢
⎤
⎦
⎥⎥
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
To ﬁnd the free energy difference proﬁles in ﬁgures 3 and 4
we used this equation in the continuum limit where the ﬁrst
two sums were turned to integrals limited by the Debye
frequency ωD, with the approximation ≫ωΔ
 1D
i
.
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Abstract
We present a numerical study of quasi-1D frustrated Josephson junction ladders with diagonal
couplings and open boundary conditions, in the large capacitance limit. We derive a
correspondence between the energy of this Josephson junction ladder and the expectation value
of the Hamiltonian of an analogous tight-binding model, and show how the overall
superconducting state of the chain is equivalent to the minimum energy state of the tight-binding
model in the subspace of one-particle states with uniform density. To satisfy the constraint of
uniform density, the superconducting state of the ladder is written as a linear combination of the
allowed k-states of the tight-binding model with open boundaries. Above a critical value of the
parameter t (ratio between the intra-rung and inter-rung Josephson couplings) the ladder
spontaneously develops currents at the edges, which spread to the bulk as t is increased until
complete coverage is reached. Above a certain value of t, which varies with ladder size (t= 1 for
an inﬁnite-sized ladder), the edge currents are destroyed. The value t=1 corresponds, in the
tight-binding model, to the opening of a gap between two bands. We argue that the
disappearance of the edge currents with this gap opening is not coincidental, and that this points
to a topological origin for these edge current states.
Keywords: Josephson junction ladders, edge current states, tight-binding correspondence
(Some ﬁgures may appear in colour only in the online journal)
1. Introduction
In solid-state systems, the bulk-edge correspondence states
that, if the bulk has non-trivial values for quantities that are
associated with its topology, such as the Chern number or the
2 invariant, then there must be topologically protected states
localized at the edges [1, 2]. Different topological states have
been proposed to be present at the edges of Q1D (quasi-1D),
2D and 3D materials [1, 2]. The Su–Schrieffer–Heeger (SSH)
model [3] is a tight-binding (TB) model that provides a simple
example of a Q1D system where, due to a non-trivial bulk
winding number in certain regions of the parameter space,
one has zero-energy states with an electronic probability
density mainly distributed at the edge and with a decaying tail
to the bulk.
Some theoretical models predict the observation of ana-
logous topological effects in Q1D systems with super-
conducting pairing terms One example is the existence of
Majorana fermions localized at the ends of semiconductor
nanowires coupled to superconductors (good reviews on the
subject are available [4–6]). In the context of Josephson
junction (JJ) chains, there has been a recent proposal for the
observation of a new kind of Majorana fermions at the ends of
a system of three coupled JJ ladders [7].
In this paper, we present a numerical study of open
boundary JJ ladders. In the large capacitance limit (classical
limit), the minimum energy solution of a periodic JJ chain can
be found from, and written in terms of, a single one-particle k-
state with uniform density (a Bloch state) of an analogous TB
system, by obeying some simple correspondence rules [8–
10]. If one considers an open JJ chain consisting of an array
of equal superconducting condensates, each with its own
superconducting phase, the overall superconducting state will
be written as a linear combination of the allowed open TB
chain k-states (which individually do not have uniform den-
sity) in order to respect the constraint of uniform density [10].
So in order to ﬁnd the superconducting state of the JJ chain,
one searches for the minimum energy state within the
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subspace of one-particle states with uniform density of the
corresponding TB chain with open boundaries. This implies
that the superconducting state cannot be localized, at least in
the usual sense, and by this we mean as the analog of a
localized electronic wave function with a decaying prob-
ability density.
However, even if we are constrained to uniform density
states, we can pose a new question: can we have states that
show localized behavior in the derivative of the quantum
wave function? More precisely, in the context of JJ ladders
with open boundary conditions, is it possible to have a JJ
ladder state characterized by a decaying edge current density,
given that the probability density is uniform? And, if so, how
should it manifest? We argue that, if present, these new
‘localized current states’ should translate into experimentally
detectable changes in the behavior of the superconducting
phases conﬁguration. The quantum current operator, which
implies a derivative of the wave function, can be ﬁnite even if
the wave function has uniform density, due to the existence of
a phase gradient.
In our JJ-TB correspondence, the phase of each site is
interpreted as the superconducting phase of the respective
superconducting island, and Josephson currents appear as a
consequence of ﬁnite superconducting phase differences
between coupled superconducting islands. In order for these
ﬁnite superconducting phase differences to develop
spontaneously the JJ array has to be frustrated. The topic of
frustrated JJ arrays has been addressed since the late seventies
[11–13]. Recently, there has been a renewed interest in JJ
arrays [14–18] due to, among others, two particular reasons:
the direct analogy one can establish between these and fru-
strated models of classical XY spin chains [8, 19, 20], when
the temperature of the JJ chain is sufﬁciently low; and the
theoretical proposal of using JJ chains as the basic elements in
quantum computation [17, 18, 21].
Recently it has been shown that frustrated multiband
superconductors display chiral order parameters (with a
superconducting phase conﬁguration that breaks time-reversal
symmetry [22–32]). Some possible ways of experimentally
observing and identifying these chiral solutions have already
been proposed [33–36]. The interband interaction between
different condensates in a multiband superconductor has been
shown, both theoretically [37, 38] and experimentally [39], to
be analogous to an intrinsic JJ between distinct super-
conductors. In this analogy, a repulsive interband interaction,
of the kind thought to be present in sign-reversed two-band
superconductors [40, 41], is formally the same as a π-junction
between two superconducting islands. Recent experimental
evidence, based on the observation of in-gap states in iron-
based superconductors with non-magnetic impurities, sup-
ports the existence of a sign reversal between the super-
conducting phases of different bands of a multiband
superconductor [42, 43]. A JJ array becomes frustrated if an
odd number of repulsive interactions is present in a unit cell
(note that frustration can also be introduced in a JJ array by an
external magnetic ﬁeld). This can be achieved in two ways:
by explicitly introducing π-junctions or, following the
aforementioned analogy, introducing sign-reversed two-band
superconductors instead of the π-junctions [10]. Either way
the results are the same for both cases.
We perform in this paper numerical studies to char-
acterize frustrated JJ ladders with diagonal couplings and
open boundaries. We have found that, above a critical value
of the ratio between the intra-rung and inter-rung Josephson
couplings, edge currents start to develop at the outermost
squares of the ladders and propagate to the bulk as this ratio is
increased, and disappear after these edge currents extend to
the whole ladder. We explore the JJ ↔ TB correspondence
and show how one can decompose the JJ ladder state in the
allowed k-states of the bands of the TB model, and relate
these decompositions, for different values of the ratio, to their
respective current conﬁgurations. From the results obtained,
which show that the disappearance of edge currents occurs in
parallel with a gap opening between the TB bands, we sug-
gest that these two features are likely to be related, and not
independent, which could reﬂect a new topological origin for
these edge current states.
The remaining part of this paper is organized in the
following way. In section 2, we deﬁne our model Hamiltonian
for a frustrated JJ ladder and show how to translate it into the
corresponding TB model and how to write the super-
conducting state of the JJ array as a state of this TB model.
Section 3 addresses the case of open JJ ladders. The phase
diagram of the chiral edge currents versus the relative strength
Figure 1. Number Nec of squares in the chain with edge currents as a
function of t, the relative strength of the hopping constants deﬁned in
(9). In region A edge currents develop at the outermost squares,
which successively propagate to adjacent innermost squares as t is
increased, while persisting in the previous squares—regions B-C and
B-E for the chains with 6 and 11 squares respectively. So, for
instance, in region B (where =N 4ec ) the edge currents propagate to
the squares labeled B, but persist in those labeled A, and so on. A
further increase in t destroys the edge current states (the t intervals
above the sudden drops in the red dashed and blue solid curves).
Green dashed curve represents an extrapolation to an inﬁnite-sized
open chain, according to the ﬁtting expression - +a t b1 , with
a=2.184 and = -b 1.729, which has an asymptote at t=1
(vertical black dashed line). The ﬁtting agrees very well with our
numerical result for 11 squares.
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of the Josephson couplings is obtained. For different values of
this relative strength, we analyze the decomposition of the
superconducting state in terms of k-states of the TB chain. We
end section 3 addressing how the edge currents are dependent
on the condition of perfect ﬂat bands. Finally, we conclude in
section 4.
2. JJ ladder and the TB correspondence
We start by considering an inﬁnite and periodical Q1D JJ
ladder with diagonal couplings in the large capacitance limit
(see the diagram at the upper left corner of ﬁgure 1) with
energy given by
= +H H H , 11 2 ( )
å å f f= -
=
+H J cos , 2
j
N
l m
j l j m1
, 1
2
1 , 1,( ) ( )
å f f= -H J cos , 3
j
N
j j2 2 ,1 ,2( ) ( )
where + N 1 1, <J 01 is the inter-rung Josephson
coupling, >J 02 is the intra-rung Josephson coupling that
introduces frustration and which can be either a π-JJ between
the two superconducting islands of a unit cell or a repulsive
interband coupling between the bands of a two-band super-
conductor (one has a linear JJ chain in this case). We point
out that similar frustrated geometries have been considered in
the context of spin ladders, where different spin exchange
interactions take the place of the Josephson couplings [44–
47]. A local Josephson or interband current is deﬁned, in
energy units, as the derivative of (2) and (3) with respect to
the phases,
f f f=
¶
¶ = - + + +
j
H
J sin , 4i l i m
i m
i l i m, 1,
1
1,
1 , 1,( ) ( )
f f f=
¶
¶ = -j
H
J sin , 5i i
i
i i,1 ,2
2
,2
2 ,1 ,2( ) ( )
with = - j ja b b a. Given that fµ Dj sin( ), where fD is a
superconducting phase difference, currents are present when
f pD ¹ 0, , which is only possible if the system is
frustrated.
The energy expression (1) can be interpreted as the
expectation value of the energy of a one-particle state with
uniform density in a TB system. In second quantization
formalism the JJ array state can be written as the following
one-particle state
ååyñ = Æñf
= =
ce , 6
j
N
l
j l
1 1
2
i
,
j l,∣ ∣ ( )†
where Æñ∣ is the vacuum state, cj l,† is the creation operator at
site ( j l, ) and fj l, , in our JJ ↔ TB analogy, is the
superconducting phase of the superconducting island ( j l, )
(or of one of the bands of a two-band superconductor). This
yñ∣ state is not normalized, in order to preserve our JJ chain↔
TB chain correspondence. Using this notation the TB
Hamiltonian corresponding to expression (1) becomes
å å= - + +
=
+H t c c t c c
1
2
H. c. , 7
j
N
l m
j l j m j jTB
, 1
2
1 , 1, 2 ,1 ,2[ ] ( )† †
where the following substitutions,  -J t1 1 and
 - =pJ t te2 i 2 2, with >t t, 01 2 , are implied. Now Ji is
reinterpreted as a hopping parameter with J2 carrying a π
Peierls phase between the two sites of the unit cell, as
illustrated in ﬁgure 3(a). By computing y yá ñHTB∣ ∣ with the
above correspondences one recovers the energy expres-
sion (1). We change the representation to the k-space
with the Fourier transforms = å -c cej l N k kj k l,
1 i
,
† † and
= åc cej l N k kj k l,
1 i
, , where N is the number of unit cells and
= pk n
N
2 with = ¼ -n N0, 1, , 1. In this representation the
TB Hamiltonian becomes
å=H c c k cc12 , 8k k k
k
k
TB ,1 ,2
,1
,2( )( ) ( ) ( )† †
where the kernel is given by
⎛
⎝⎜
⎞
⎠⎟
 = - - +- + -
k
t
k k t
k t k2
cos cos
cos cos
, 9
1
( ) ( ) ( )
( ) ( ) ( )
where =t t
t2
2
1
, the relative strength of the hopping/JJ-coupling
constants, becomes the only relevant parameter.  k( ) can be
readily diagonalized and HTB becomes
å e e= ++ -H t a a b b , 10
k
k k k kTB 1 [ ] ( )† †
with e = -+ t k2 cos( ) (itinerant band), e = -- t (ﬂat band),
= +a c ck k k12 ,1 ,2( )† † † and = -b c ck k k
1
2 ,1 ,2
( )† † † .
3. Ladders with open boundaries
The knowledge of the TB eigenstates of the periodic ring
described in the previous section allows one to diagonalize
the same Hamiltonian with open boundary conditions. We
follow the usual recipe of treating an open chain of N unit
cells as a periodic chain of +N 2 unit cells with the condition
of zero wave function amplitude at the extra sites, accom-
plished by combining symmetric k-states,
å= - = +- =c c c N kj c
1
2
2
1
sin ,
11
k k k
j
N
j,1,open ,1 ,1
1
,1( ) ( )
( )
† † † †
where = p+k nN 1 with = ¼n N1, 2, , . The same procedure is
followed for ck,2,open
† . We write ak
† and bk
† as the same linear
combination of the new operators of the open chain as in (10).
The JJ array state yñ∣ in (6) becomes, in terms of ak† and bk†,
åy a añ = + + Æñ+ -N a b
1
1
, 12
k
k k k k∣ [ ]∣ ( )† †
åa = f f kjsin e e , 13k
j
i ij j,1 ,2( )[ ] ( )
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so the yñ∣ state is decomposed in k-states belonging to the two
bands of the TB model, with coefﬁcients a k . The total
energy of the chain is just the expectation value of the
Hamiltonian,
åy y a e a e= á ñ = + ++ -+ -E H
t
N 1
, 14
k
k kTB
1 2 2∣ ∣ (∣ ∣ ∣ ∣ ) ( )
which has to be equal to the value computed from (1).
We show below that a variation in the parameter t leads
to the appearance of edge currents in the JJ array and the
evolution of these currents implies different decompositions
of the JJ ladder state in terms of the allowed k-states of the
corresponding TB model. The procedure we adopt is as fol-
lows: (i) we ﬁrst minimize numerically the energy (1) with
respect to the superconducting phases in order to ﬁnd the
minimum energy conﬁguration; (ii) after ﬁnding the full set of
superconducting phases, we then calculate the coefﬁcients a k
in (13); (iii) we calculate the energy of the TB model by (14)
and check that it is consistent with the minimum energy
solution found in (1); (iv) ﬁnally the value of each current is
calculated using (4) and (5).
The Nec versus t phase diagram, where Nec is the number
of squares in a ladder with edge currents, is shown in ﬁgure 1
for the cases of ladders with six and eleven squares. In the
interval Ît 0, 0.5[ [ neither of the ladders has edge currents.
At t=0.5, both ladders enter in region A of the phase dia-
gram where edge currents develop at the outermost squares,
also labeled A at their representation at the top of ﬁgure 1.
Above t=0.809 (in region B), the edge currents penetrate
further into the ladder, covering now the ﬁrst and second
outermost squares, labeled A and B respectively. Above
t=0.905 one enters region C where the edge currents further
penetrate into the ladder, occupying squares A-B-C which, for
the case of six squares, already corresponds to the whole
ladder.
In the case of the ladder with six squares, the edge cur-
rents, with increasing t, are eventually destroyed at the right
edge of region C, as reﬂected by the sudden drop in the red
dashed curve in ﬁgure 1. The case where one has a perfectly
ﬂat band allows the existence of decoupled currents within
each square above this sudden drop (see ﬁgure 3(f)). How-
ever, the broadening of the ﬂat band drives these currents to
zero (see ﬁgure 5(f)). The chain with eleven squares is long
enough to allow further propagation of the edge currents, and
one has additional regions D and E, where the edge currents
also circulate within the respective D and E squares of the
ladder. One should keep in mind that when moving from a
region to the next, the edge currents persist in the corresp-
onding squares of the previous region. When the number of
squares in a chain is odd, the edge currents do not reach the
central square (since all states, in particular those with edge
currents, should be symmetric with respect to the center of the
ladder), so full coverage, in the chain with 11 squares, occurs
in region E of the phase diagram of ﬁgure 1. The dis-
appearance of the edge currents occurs at the right edge of
region E, where the sudden drop in the blue solid curve is
observed in ﬁgure 1.
In ﬁgure 1, we have introduced a ﬁtting curve giving the
centers of the plateaus for an open ladder in the limit of
inﬁnite squares (green dashed curve). The ﬁtting expression is
- +a t b1 with a=2.184 and = -b 1.729, that forces
an asymptote at t=1 (vertical black dashed line). The very
good agreement between the ﬁtting curve and the numerical
results for the 11 squares chain seems to validate our
assumption of an asymptote at t=1. The reason for an
asymptote for this particular t value is related to the energy
dispersion of the TB model, where t=1 is the transition
point where a gap opens between a lower ﬂat band and an
upper itinerant band.
Even though the range covered by the edge currents
changes discontinuously, at the transitions between regions in
ﬁgure 1, the current ﬂowing in each junction (directly related
to the superconducting phase difference across that junction,
see (4) and (5)) varies continuously, except at the t value
above which edge currents disappear. This is shown for a
chain with six squares in ﬁgure 2. When the phase difference
across one of the rungs is neither 0 nor π, both the rung and
the four junctions connected to it from below, in ﬁgure 2,
carry currents, that is, the phase difference across these
junctions, in absolute value, show the same behavior as the
respective rung. As one goes from region A to region B, the
second outermost rung develops a ﬁnite phase difference,
meaning that the edge currents, which were already present at
the outermost square, penetrate further into the second out-
ermost square. Then, when one goes from region B to region
C, the third outermost rung also develops a ﬁnite phase dif-
ference, and the edge currents penetrate into the respective
square. At the right end of region C, the phase differences of
the rungs jump to π, i.e. the edge currents disappear from the
chain, in agreement with ﬁgure 1. The chiral nature of the
edge currents implies that the JJ chain state remains the same
under an overall inversion of the currents at one or both of the
edges. This amounts to a four-fold degeneracy for each JJ
Figure 2. Absolute value of the superconducting phase difference
across the intra-rung junctions indicated by the arrows as a function
of t. Only half of the six squares chain considered here is depicted,
since the behavior of the other half is given by a reﬂection on the
center of the chain. Regions A, B and C, delimited by the vertical
dashed lines, are the same as in ﬁgure 1. At the end of region C, all
intra-rung phase differences jump discontinuously to π.
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chain state with edge currents. One needs only to take the
absolute values of the phase differences in the rungs, as in
ﬁgure 2, to infer the presence and extent of the edge currents.
Our main case of study hereafter will be an open ladder
with N=7 unit cells or, more exactly, rungs with π-junctions
(six squares). Figures 3(b)–(f) show the decomposition of yñ∣
in terms of the amplitudes of the a a= qa  ek k i k∣ ∣ coefﬁcients
for ﬁve values of t ( =t 0.45, 0.55, 0.85, 0.92, 1.2), along
with the respective current conﬁguration. We see that, with
the exception of the case of ﬁgure 3(f) where yñ∣ is exclu-
sively decomposed into k-states of the ﬂat band, only k-states
with odd n have ﬁnite a k∣ ∣ (see ﬁgures 3(b)–(e)). This can be
explained if one recalls that odd n harmonics are symmetric
with respect to the center of the chain, whereas even n har-
monics are anti-symmetric. Since the numerically obtained
minimum energy solutions for yñ∣ in the chains are also
symmetric with respect to their center, it follows that the
decomposition of yñ∣ will be such that all a k∣ ∣ in k-states with
even n are zero or, conversely, only a k∣ ∣ in k-states with odd
n can be ﬁnite.
For t=0.45 in ﬁgure 3(b), the k-states of the ﬂat band e-
(solid red line) do not participate in yñ∣ , the superconducting
phases fi l, are the same for every site and the system exhibits
no currents (one should remember that t controls the relative
strengths of t1 and t2, and a small t2 does not make the system
sufﬁciently frustrated as to induce a chiral solution for the
phase conﬁguration that yields currents, as will be the case for
higher values of t).
Vertical and diagonal inter-rung JJs, in the chain repre-
sentation of ﬁgures 3(b)–(f), favor a zero phase difference
Figure 3. (a) Correspondence between a two-leg ladder of JJs and a TB system. (b)–(f) Energy dispersion of the TB bands, one itinerant
(dashed blue curve e+) and one ﬂat (solid red line e-) for ﬁve increasing values of t. Superimposed on the bands, the amplitude a k∣ ∣ of the
coefﬁcients is indicated at the allowed k-states ( = pk n
8
with = ¼n 1, 2, ,7) according to the following notation: open orange squares
indicate zero amplitude for the coefﬁcients, meaning that they do not participate in the composition of yñ∣ in (12), and solid black circles
indicate occupied k-states with the relative value of their amplitude being given by its size. When a solid black circle is so small that it
becomes imperceptible, which is the case, for instance, of a +k∣ ∣ for = p p pk , ,38
5
8
7
8
in curve e+ of ﬁgure 3(e), it means that the amplitude of the
coefﬁcients is very small, almost negligible, but not zero. The respective currents conﬁguration is shown at the right of each plot.
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across the junctions in the energy minimization and, con-
versely, horizontal JJs favor a π phase difference (notice the
opposite signs in the t1 and t2 terms in (7)). With increasing t,
the effect of frustration eventually becomes strong enough as
to impose a compromise between these opposite tendencies
and originate chiral solutions where some phase differences
depart from 0 or π. Also, since the sites of the edge rungs of
the ladder, relative to the bulk rungs, have less vertical and
diagonal junctions ‘forcing’ a zero phase difference, it is
expected that chiral solutions should start to manifest at the
edges ﬁrst in the form of edge currents, which subsequently
propagate to the bulk of the chain with increasing t until
complete coverage is reached, as can be seen in the evolution
of the currents conﬁguration in ﬁgures 3(c)–(e). But let us
analyze each case separately for clarity.
Edge currents start to appear for >t 0.5 ( >t t2 1). A little
above this critical point, in ﬁgure 3(c), we can see the
emergence of chiral currents at the edge squares, which
coincide with the appearance of a small contribution in k-
states with odd n of the ﬂat band (solid red line e-) that grows
with t. For t=0.55 in ﬁgure 3(c) the chain is in region A of
ﬁgure 1. In this system edge currents are only present when
yñ∣ is composed by mixed contributions from k-states in both
bands.
With increasing t, the magnitude of the inner currents of
the outermost squares continuously increases, which in turn
relax more and more the constraint they put on a zero phase
difference between the sites of the second outermost rung. On
the other hand, since the strength of t2, relative to t1, is
increasing, a non-zero phase difference between the sites of
this rung becomes more energetically favorable. From the
combination of these two factors, above some t value (more
precisely above t=0.809), a compromise is reached and the
chiral solution propagates into the second outermost squares
as well, translating into an extension of the edge currents.
This can be seen in ﬁgure 3(d), where the edge currents ﬂow
now within the two outermost squares of each end of the
chain (the system is inside region B of the phase diagram of
ﬁgure 1). The k-states with odd n in the ﬂat band gain more
weight in the decomposition of yñ∣ , following the tendency
started in ﬁgure 3(c).
The process is now repeated: the currents in the second
outermost squares increase continuously with t and, since this
also means that t2 is getting higher, a smaller increment in t is
required in order to make the chiral solution propagate into
the third outermost squares, so now, for t=0.92 in
ﬁgure 3(e) (inside region C of the red dashed curve in
ﬁgure 1), the edge currents cover the whole ladder, starting at
both ends and penetrating into the center. The increments in t
required to propagate the edge currents to adjacent squares get
smaller as t is increased, which is why the width of the pla-
teaus in the phase diagram of ﬁgure 1 decreases as t is
increased.
Note once more that while the range of the edge currents
changes discontinuously as they propagate to more and more
squares, the values of the currents in each junction evolve
continuously with t (see ﬁgure 2). In this t evolution, brieﬂy
illustrated by the sequence in ﬁgures 3(c)–(e), k-states with
odd n in the ﬂat band e- (solid red line) become increasingly
dominant, in relation to the itinerant band e+ (dashed blue
curve), in the decomposition of yñ∣ . This behavior is expected
because, as t increases, the energy of the ﬂat band lowers and,
simultaneously, the energy of the itinerant band grows, so yñ∣
will transfer the weight in a +k∣ ∣ to a -k∣ ∣ as much as possible in
order to minimize its energy.
Above the upper limit for t where the maximum range for
these chiral edge currents is reached, as in ﬁgure 3(f), where
t=1.2 (above the sudden drop in the red dashed curve in
ﬁgure 1), the superconducting state no longer supports chiral
edge currents, whose existence always involves at least one
current ﬂowing in a rung, which is not the case now (there are
no horizontal currents in ﬁgure 3(f)).
The persistence of zigzag current loops within the
squares has a distinct origin from that of the edge currents in
ﬁgures 3(b)–(e). Indeed, one sees in ﬁgure 3(f) that yñ∣ is
decomposed in a combination of all degenerate and localized
k-states of the ﬂat band e- with different relative amplitudes,
which turn out to be arbitrary (within the limits set by the
norm of the JJ array state, y = N2∣ ∣ ), and no k-states of the
itinerant band e+ participate in yñ∣ . Additionally, one sees that
this is the only case where coefﬁcients from k-states with even
n also appear in the decomposition of yñ∣ , which is only
possible because they correspond to localized states that are
effectively decoupled from each other, so that the global
symmetry of the chain becomes a set of six local symmetry
conditions (one for each square). The localized states corre-
spond to ‘dimerized’ rungs, independent of each other and
with ﬁxed intra-rung phase differences f pD = (horizontal
phase differences in ﬁgures 2 and 3(f) are all π for t=1.2).
But, since these localized ‘dimers’ are independent, vertical
phase differences between adjacent rungs can take arbitrary
values, and these arbitrary vertical phase differences may or
may not produce inner currents in the squares, as seen in
ﬁgure 3(f). The energy contribution of the four inner currents
in a square cancel out by pairs (two currents ﬂowing in
opposite directions in a square of ﬁgure 3(f) have a π phase
difference which cancel the cosines in H1 in (2)), so they have
no effect on the total energy of yñ∣ .
Above t=1, a gap opens between e+ and e-. When the
bands separate, our numerical results show that edge currents
are not present, regardless of chain size. This is the reason
why in the Nec versus t phase diagram of ﬁgure 1 there is an
asymptote (vertical black dashed line) at t=1 limiting the
ﬁtting curve for an inﬁnite-sized chain (green dashed curve).
The fact that, for chains with 6 and 11 squares, states with
edge currents are destroyed below t=1 is a consequence of
their ﬁnite size. The longer chain, the closer the upper t limit
for the presence of edge currents gets to t=1.
The evolution of the six squares chain energy with t is
shown is ﬁgure 4. Linear behavior is observed if edge currents
are absent. For <t 0.5 (dark blue dashed curve), there are no
ﬁnite superconducting phase differences ( fD = 0) since
every site has the same phase. So t1 hoppings lower the
energy f- Dt cos1[ ( )] while t2 hoppings increase it
fDt cos2[ ( )], and the energy is given by = - +E t t24 71 2,
with 24 being the total number of t1 hoppings in the six
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squares (four per square) of the chain and 7 is the number of
t2 hoppings (one per rung).
For t 0.97 (light blue dashed curve to the right of
region C in ﬁgure 4), the superconducting phase difference
between the two sites of each rung is π (the energy is lowered
by the sum of all seven individual contributions pt cos2 ( ) of
the t2 hoppings) and, as we explained before, superconducting
phase differences between the pairs of sites in adjacent rungs
are arbitrary, but the energy contributions of the four inter-
rung t1 hoppings cancel in pairs (case of ﬁgure 3(f)), so the
total energy is just = -E t7 2.
As we go from region A to region B and then to region C
with increasing t in ﬁgure 4, where superconducting phase
differences in junctions that carry currents are neither 0 nor π,
and since the energy contributions of the junctions do not
cancel each other (as in the region given by the light blue
dashed curve for >t 1, for the reasons stated above), we see
that the energy proﬁle deviates more and more from a linear
behavior due to the edge currents that penetrate further and
further into the ladder.
3.0.1. Ladder with a quasi-flat band
In this subsection we will brieﬂy analyze the consequences
produced by a small change in the value of one of the t1
hoppings of the squares, as illustrated in ﬁgure 5(a). This
modiﬁcation is made with the objective of explicitly broad-
ening the ﬂat band e- of ﬁgure 3, turning it into another
itinerant band (or quasi-ﬂat band for high t values). Note that
with this modiﬁcation bands e- and e+ do no intersect for any
t value, as seen in ﬁgures 5(b)–(f).
In this case yñ∣ is always decomposed in mixed con-
tributions from the k-states with odd n of both bands, even
though these contributions are small or almost zero for e+ (see
blue dashed curves in ﬁgures 5(b)–(f)), regardless of the t
value. For t 0.5, as in ﬁgure 5(b), all sites have again the
same superconducting phase and there are no edge currents.
When t is above this critical point ( t 0.5) edge currents
appear and propagate faster than in the system of ﬁgure 3. For
t=0.55 in ﬁgure 5(c), edge currents already occupy the two
outermost squares at each end, as opposed to occupying only
the outermost one as in ﬁgure 3(c). When t=0.85, in
ﬁgure 5(d), the edge currents have already propagated to the
whole chain. The same behavior is seen in ﬁgure 5(e), but
with higher currents in the middle squares.
Once more, as t is increased and a gap opens between the
bands of the TB model the chain no longer supports edge
currents. This is observed in ﬁgure 5(f), where t=1.2. There
is, however, a noticeable difference between the current
conﬁgurations of ﬁgures 3(f) and 5(f): the arbitrary currents
ﬂowing in the four inner t1 hoppings of the squares seen in the
former are absent in the latter. In ﬁgure 3(f), arbitrary inner
currents appeared because yñ∣ was decomposed only in
localized states of the ﬂat band, whereas in ﬁgure 5(f), yñ∣ is
almost only written as a linear combination of k-states with
odd n of the solid red band e-, which is quasi-ﬂat. Therefore,
there are no localized states, so arbitrary currents inside the
squares are absent (even if yñ∣ was exclusively decomposed in
the quasi-ﬂat band), in the chain of ﬁgure 5(a).
The analysis of the system of ﬁgure 5, when contrasted
with that of the system of ﬁgure 3, allows one to draw two
important conclusions: the absence of edge currents in these
types of chains does not imply that yñ∣ is decomposed only in
k-states of one of the bands, as is the case in ﬁgures 3(b) and
(f), since there are also no edge currents in ﬁgures 5(b) and
(f), and yñ∣ , in both these cases, is decomposed in mixed
contributions of k-states with odd n in both bands (even
though they are small in the blue dashed band e+). This
implication seems only valid in the case where a ﬂat band is
present.
The other conclusion is that there is no qualitative dif-
ference in the decomposition of yñ∣ between ﬁgures 5(e) and
(f), and yet the edge currents disappear from one to the other,
which means that the appearance of edge currents are not to
be explained by qualitative changes in the decomposition of
yñ∣ . What changes from ﬁgure 5(e) to ﬁgure 5(f) is that a gap
opens between the bands of the TB system. The corresp-
onding disappearance of edge currents, also observed in
ﬁgures 3(e) and (f), seems to indicate that it is related to the
opening of the gap and may follow from some topological
argument.
4. Conclusions
In this paper, we considered a frustrated JJ ladder with
diagonal couplings and open boundary conditions. We found
they exhibit new phenomena, in particular the emergence of
what we designated as chiral edge currents. Upon deriving the
correspondence between the JJ chain and an analogous TB
model, we showed how one can write the state yñ∣ of the JJ
Figure 4. Energy, normalized by the hopping constant t1, as a
function of =t t
t2
2
1
for the chain with 6 squares, depicted at the top of
ﬁgure 1. Transitions between different regions are marked by a
change in color and curve style, which alternates between dashed
and solid. Regions A, B, and C are the same as those of the red
dashed curve in ﬁgure 1. Points labeled (b) through (f) give the
energy of the corresponding cases in ﬁgure 3. The explicit
expressions for the energy in the two linear regions is shown.
7
Supercond. Sci. Technol. 29 (2016) 095008 A M Marques et al
chain in terms of the allowed k-states of the TB bands (see
(12)). The energy of the chain can then be calculated as the
expectation value of the TB Hamiltonian (see (14)).
The appearance and propagation of edge currents from
the outermost squares to the bulk of the ladder as a function of
t is presented in the phase diagram of ﬁgure 1. With
increasing t, the edge currents disappear only after they reach
complete coverage of the whole ladder (except for the central
square in chains with odd number of squares, for symmetry
reasons). Since in ladders with larger sizes the edge currents
take longer to reach complete coverage, the upper limit of t
for the existence of edge currents changes with ladder size. In
the limit where the ladder length goes to inﬁnity, this upper
limiting t is shown, from a ﬁtting curve that agrees very well
with our numerical results for a ﬁnite-size ladder with eleven
squares, to tend asymptotically to t=1. This point is special
in the sense that it corresponds, in the TB model, to the point
where a gap opens between the TB bands, which seems to
suggest that the appearance/disappearance of edge currents in
this and similar frustrated Q1D arrays may in the future be
predicted as a consequence of some topological argument.
The decomposition of the JJ ladder state yñ∣ in the k-
states of the TB bands was carefully analyzed for different t
values, corresponding to different currents conﬁgurations, in
the case of the ladder with six squares in ﬁgure 3. With
increasing t, yñ∣ progressively goes from a linear combination
of only k-states in the itinerant band to a linear combination of
only k-states in the ﬂat band, when a gap opens between the
bands. In between these two limits, for the t values where
states with edge currents exist, yñ∣ has mixed contributions
from both bands. For >t 1, yñ∣ is a superposition of localized
states of the ﬂat band, which reﬂect the existence of inde-
pendent ‘dimerized’ rungs with a ﬁxed π superconducting
phase difference. Their independence translates into arbitrary
phase differences between adjacent rungs, which in turn lead
to the appearance of inner currents in the squares of the ladder
(see ﬁgure 3(f)), although of a different nature from the chiral
edge currents.
Figure 5. Same as in ﬁgure 3. The modiﬁcation in the value of the top t1 is highlighted in (a). Because of this modiﬁcation, both bands in (b)–
(f) are now itinerant, but the red solid band e- becomes quasi-ﬂat for >t 1, as in (f). Bands e- and e+ do not intersect [even in (b) and (c)].
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Finally, we studied the same six squares ladder as before,
but modiﬁed slightly the strength of one of the hoppings in
the unit cell (see ﬁgure 5(a)), therefore turning the ﬂat band
into another itinerant (quasi-ﬂat for high t values) band. Two
main changes in the behavior of the system were observed:
for all t values, yñ∣ is a linear combination of k-states of both
bands; additionally, for >t 1, yñ∣ is no longer a linear com-
bination of localized states, so the inner currents present in
ﬁgure 3(f) are absent in ﬁgure 5(f).
The existence of the edge current states addressed in this
paper poses an interesting question, whose answer is left open
for future work: motivated by the bulk-edge correspondence
stated in the introduction, are these edge current states a
consequence of some topological non-trivial invariant of the
bulk of the corresponding TB system, in the t range predicted
by our numerical results? Note that the respective TB system
is topologically trivial with respect to the winding number,
but the JJ array states in the classical limit map into a sub-
space of states of the TB Hamiltonian, and this restriction
could generate some non-obvious topological invariant. Or
should this topological invariant, if it can indeed be deﬁned,
as our analysis seems to indicate, be sought elsewhere, per-
haps not directly associated to the JJ ↔ TB correspondence?
Recently, a different kind of chiral current was found in
optical lattices of cold atoms with synthetic gauge ﬁelds [48–
51]. The behavior of these chiral currents when varying the
ratio of the hopping constants of the optical ladders resembles
that of type-II superconductors, given that a transition is also
observed between a ‘Meissner’ phase, where bosonic currents
circulate around the ladder to counteract the effect of the
magnetic ﬂux, and an ‘Abrikosov’ vortex phase, where a
vortex structure of circulating bulk currents spreads along the
ladder. Even though the chiral edge currents characterized in
this paper have a different origin than those observed in
optical lattices thus far, their observation in these kinds of
lattices, if built with a frustrated geometry similar to the one
studied here, should not be ruled out.
Several experimental groups have shown to be able to
manufacture and manipulate JJ arrays with different geome-
tries [17, 18, 21, 52–55]. The particular geometry considered
here, because of its intrinsic frustration, imposes that the
rungs should consist of sign-reversed two-band super-
conductors or, more feasibly, interconnected π-junctions [56–
59]. A scheme of a plaquette, the fundamental building block
of the JJ ladders, is depicted in ﬁgure 6. This scheme follows
closely the one experimentally realized by Binder et al [60]
(see ﬁgure 1(b) of this reference), apart from the replacement
of two of the junctions with π-junctions and the introduction
of the two crossed JJs shown in ﬁgure 6. The four red junc-
tions in ﬁgure 6 can represent, for instance, aluminum oxide
insulating layers between niobium superconductors [60] (Nb/
Al O2 3/Nb type junctions). It has been shown that the intro-
duction of an additional ferromagnetic layer between the
insulating layer and the superconductor can produce, above a
critical thickness, a π-junction [61–63]. The introduction of
these ferromagnetic layers is one way of producing the two π-
junctions represented by the black layers in ﬁgure 6. The
thickness and temperature of both the insulating and
ferromagnetic layers serves also as parameters that determine
the strength of the Josephson couplings [64, 65]. Therefore,
these parameters can be controlled and adjusted to yield the
desired J J2 1 ratio.
Some preliminary results, concerning the extension of the
present study to ﬁnite 2D JJ arrays, seem to show the same
qualitative behavior as the one described in this paper for
frustrated JJ ladders, that is, there is a t value above which
chiral edge currents appear and, with increasing t, these cur-
rents propagate from the surface to the center of the 2D JJ
array.
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We address the effect of nearest-neighbor (NN) interactions on the topological properties of the Su-Schrieffer-
Heeger (SSH) chain, with alternating hopping amplitudes t1 and t2. Both numerically and analytically, we show
that the presence of interactions induces phase transitions between topologically different regimes. In the particular
case of one-hole excitations in a half-filled SSH chain, the V/t2 versus t1/t2 phase diagram has topological phases
at diagonal regions of the phase plane. The interaction acts in this case as a passivation potential. For general
filling of the SSH chain, different eigensubspaces of the SSH Hamiltonian may be classified as topologically
trivial and nontrivial. The two-hole case is studied in detail in the large interaction limit, and we show that a
mapping can be constructed of the two-hole SSH eigensubspaces into one-particle states of a noninteracting
one-dimensional (1D) tight-binding model, with interfaces between regions with different hopping constants
and local potentials. The presence of edge states of topological origin in the equivalent chain can be readily
identified, as well as their correspondence to the original two-hole states. Of these states only some, identified by
us, are protected and, therefore, truly topological. Furthermore, we found that the presence of the NN interaction
generates a state where two holes occupy two consecutive edge states. Such many-body states should also occur
for arbitrary filling leading to the possibility of a macroscopic hole gathering at the surface (at consecutive edge
states).
DOI: 10.1103/PhysRevB.95.115443
I. INTRODUCTION
The SSH model of polyacetilene chains [1] is an extensively
studied 1D tight-binding model with alternate hopping con-
stants, which can support topologically protected edge states
[2]. When interactions are introduced in the SSH model, the
independent electron picture no longer holds and one cannot
determine a band structure from which the Berry phase could
be calculated. However, as we show below, in a half-filled SSH
chain (one electron per site) with NN interactions, one-hole
excitations can be treated as independent effective particles,
and one recovers the Berry phase. The effect of onsite inter-
actions on the topological excitations of a half-filled 1D chain
was already characterized numerically by Guo and Shen [3].
The possibility of topological phases in real materials taking
into account the presence of many-body interactions has been
first addressed by Niu and Thouless [4]. By interpreting a
1D chain as a cell of a larger supercell of equivalent chains,
one can employ the method of twisted boundary conditions
on the many-body wave function to find, after averaging over
all possible boundary conditions, a quantized Berry phase [5].
The method works as long as the system remains an insulator
as interactions are introduced. This approach was recently
followed in the case of interacting 1D chains with fractional
fillings where, due to the degeneracy of the ground state, a
topological phase characterized by a fractional Berry phase
was found [6,7].
In the context of SSH chains, different kinds of interactions
have been introduced and their effects characterized: Hubbard
interaction [8], impurity atoms at specific sites [9–11], spin-
orbit coupling [12], superconducting pairing terms [13], and
electron-electron (e-e) interactions between nearest neighbors
in periodic chains [14]. Hubbard and e-e interactions have
*anselmomagalhaes@ua.pt
also been studied in the context of polaron transport dynamics
[15–17]. Topologically protected edge states in similar 1D
optical lattices with onsite interactions [18], or with Zeeman
[19] and synthetic gauge fields [20], have also been studied.
The problem of two-body physics in 1D chains [21–25] has
attracted the attention of the community as of late and, in the
particular context of the SSH model, which is the focus of
this paper, there are some very recent papers that address the
problem of two-boson states (doublons) in the presence of
Hubbard interactions [26–28].
In this paper, we consider interactions in a fermionic
half-filled SSH chain and show how, for one-hole excitations,
the NN interactions are converted into local potentials at the
edge sites which, at critical strengths, reverse the topological
nature of the chain [11,26,27]. We further study two-hole
excitations and find that, in the limit of strong interactions,
the two-hole states available in a given eigensubspace can
be translated as one-particle states in an equivalent chain
with different sections, whose construction rules we detail,
where the interaction vanishes. Because of this, in all different
sections of this equivalent chain the usual topological charac-
terization, given by the Berry phase, can again be made, and
thus the possible presence of topological states can be readily
identified.
II. THE MODEL
We consider a spinless SSH model of an open chain with
interactions, depicted in Fig. 1(i),
H = − t1
N/2∑
j=1
(c†2j−1c2j + H.c.)
− t2
N/2−1∑
j=1
(c†2j c2j+1 + H.c.) + V
N−1∑
j=1
njnj+1, (1)
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FIG. 1. (i) Open SSH chain with alternating t1 and t2 hoppings,
represented by solid and dashed lines, respectively. (ii) Added onsite
potentials at the edges. (iii) When V → ∞ the system can be split
into two independent parts: the two edge sites and the rest of the chain.
The edge hoppings of this smaller chain switch from t1 to t2, so that
its topological nature, for fixed (t1,t2), is the inverse of (i). (iv) V/t2
vs. t1/t2 phase diagram of a one-hole state in an infinite open chain. In
region T, there are midgap topological edge states. In regions NT, there
are no edge states. In regions E, there are nontopological edge states
pinned around the impurities with energies above the conduction
bands (for V > t2) or below the valence bands (for V < −t2). In
regions T+E, there are both topological and nontopological edge
states. Points labeled (a)–(e) show the position on the phase diagram
of the corresponding cases in Fig. 2.
where j is the site number, nj = c†j cj is the electronic
occupation number, N is the number of sites, t1 and t2 are
the staggered hopping parameters of the chain, and V is the
NN Coulomb interaction.
A. One-hole states
Let us consider one-hole excitations in an half-filled chain
(one electron per site). Using the particle-hole transformation
c
†
j (cj ) → hj (h†j ), together with the fermionic anticommuta-
tion rules, the Hamiltonian in Eq. (1) becomes [apart from
a constant term given by V (N − 1 − 2), where N − 1 is the
number of links and 2 is the number of missing links for a hole
placed at a bulk site],
H = t1
N/2∑
j=1
(h†2j−1h2j + H.c.) + t2
N/2−1∑
j=1
(h†2jh2j+1 + H.c.)
+V (nh1 + nhN
)
, (2)
where nhj = h†jhj is the hole occupation number. The last
term shows how the NN interaction translates into an onsite
potential at the end sites, that is, in the one-hole Hamiltonian
the interaction becomes equivalent to an impurity (passiva-
tion) potential located at both ends, reflecting the different
coordination number of the end sites, as shown in Fig. 1(ii).
This edge potential V will change the relative position of
the energy of the topological edge states and, with increasing
V (more precisely for |V | > t2), new nontopological localized
states appear, pinned at the edge impurities [11,26,27], and
the topological nature of the chain is reversed, i.e., it goes
from topologically nontrivial to trivial, or viceversa. The phase
diagram of Fig. 1(iv) illustrates this behavior. The V = 0 line
gives the usual SSH topological characterization.
There is a simple qualitative picture to show why a strong
|V | changes the topological nature of the chain. In the absence
of impurity potentials at the edges, topological edge states are
present if the edge t1 hoppings are the long bonds (t1 < t2), and
absent otherwise. If we consider the |V | → ∞ limit, the chain
can be divided in two independent parts [9]: the edge sites
separate from the rest of the chain, as shown in Fig. 1(iii). The
edge hoppings of the new smaller chain switch from t1 to t2, so
the topologically nontrivial phase requires the t2 hoppings to be
now the long bonds—the dimerization of the chain is reversed
[11,29]. Numerically it is found that an effective dimerization
reversal occurs at |V | = t2, which is also the |V | value above
which localized impurity states appear (a similar description
can be found in section 2 of the appendix in Ref. [27]).
A concrete example of a chain with N = 100 sites was
studied. The phase diagram of Fig. 1(iv) was seen to hold for
this chain, apart from small finite-size effects. For different
combinations of parameters, in different regions of the phase
diagram, the energy levels are plotted in Figs. 2(a)–2(e). We
considered only negative values for V . The energy levels for
the symmetric positive V ’s are given by a reflection about the
zero energy level. A finite detachment of an energy level from
either of the bands was the criterion used for defining the edge
states.
The usual energy spectrum for an SSH chain in the
topological phase is recovered when V = 0, as in Fig. 2(a),
with its zero energy states (doubly degenerate green level).
By turning on a small V , the only effect will be to lower the
topological edge states close to the top of the lower band [see
Fig. 2(b)]. A further increase in V and the aforementioned
topological transition takes place: the topological edge state
disappears as it merges with the lower band and, at the same
time, impurity edge states appear below the lower band, as
becomes clear by contrasting Figs. 2(b) and 2(c), respectively,
a little before and after the topological transition. Continuing to
increase V only lowers the energy of the impurity edge states,
as in Fig. 2(d). If, one the other hand, the set of parameters falls
in one of the yellow regions in the phase diagram [see point (e)
in Fig. 1(iv)], as is the case of Fig. 2(e), both topological and
impurity edge states are present. These two kinds of edge states
appear simultaneously at the transition from a nontopological
blue region to a yellow region in Fig. 1(iv).
Examples of the spatial distribution of the wave function
of some of the edge states in the chain are shown in
Fig. 2(f). The bottom case is of an impurity edge state,
which is also the ground state. Both the top and middle cases
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FIG. 2. Energy spectrum for one-hole states of a chain with N =
100 sites for t1 = 0.4 and (a) V = 0, (b) V = −0.8, (c) V = −1.2,
(d) V = −1.6, and (e) t1 = 2.0 and V = −2.2, in units of t2 [see
corresponding labeled points in Fig. 1(iv)]. Green levels correspond
to topological edge states and red levels to the impurity edge states.
(f) Normalized probability amplitude distribution on the sites of the
chain of the edge states indicated by the arrows (edge states are doubly
degenerate, only one is shown here for each case).
concern topological edge states. The most important difference
between them is that the maximum in the probability amplitude
occurs at an edge site in the top case, and at the first inner sites
at both edges (i = 2,N − 1) in the middle case. This comes
as a consequence of the dimerization reversal, which occurs in
the middle case of Fig. 2(f), where |V | > t2. In the |V | → ∞
limit illustrated in Fig. 1(c), the wave function of the bottom
case of Fig. 2(f) would be completely localized at the edge
site and, in the middle case, the probability amplitude at the
edge sites would be zero, since the edge sites would become
independent of the chain.
The results derived here for one-hole states can be used to
describe other kinds of one-particle states. Consider the in-
troduction of an electron into an half-filled extended-Hubbard
chain [30–36] of spinfull electrons for U  V  t1,t2. This
condition ensures that the background is composed of one
electron per site. The introduction of another electron into
the chain creates a doubly occupancy. The effect of the e-e
interaction is again dependent on the position of the double
occupancy, that is, on the number of nearest neighbors: if it
is located at a bulk site, the energy is raised by 2V and if,
on the other hand, it is located at an edge site the energy
is raised by V (the effect is symmetric to the one-hole states
considered before). Note that both the spin configuration of the
background and of the introduced electron become irrelevant.
Then, after the constant U term, given the energy of the double
occupancy, is taken out, the problem can be treated, as before,
as the creation of a one-hole state in a background of spinless
electrons, with the introduction of an onsite potential −V at
the edges [the same as Fig. 1(ii), but with V → −V ].
Another example is the quantum Heisenberg XXZ model
[37] with staggered in-plane Heisenberg couplings. If we
define a particle creation as a spin-flip on a ferromagnetic
background, we can map this model, following standard tech-
niques [38], into a model of hard-core bosons in an SSH chain
with the Hamiltonian of Eq. (1), by substituting −Ji/2 → ti
and Jz → V , where J1, J2, and Jz are, respectively, the two
staggered in-plane couplings and the z component coupling.
B. Two-hole states
We have seen that for |V |  t1,t2, the chain gets effectively
shortened for one-hole states [see Fig. 1(iii)]. For two-hole
states, we define a new zero of potential, dropping the V (N −
1 − 4) energy constant of the states with two holes localized at
nonadjacent bulk sites (with four missing NN interactions in
comparison with the half-filled case). Relative to the new zero
of potential, there will be a subspace of states with potential en-
ergy V (with three missing NN interactions). In turn, there are
two different kinds of states in this subspace. One kind has one
hole localized at one of the edge sites and the other restricted to
the smaller inner SSH chain [orange dashed box in Fig. 3(a)].
These states have the form d†L(R),i → h†i+2h†1(N), i = 1,2...M
with M = N − 3, where d†L(R),i has one hole at h†1(N), the left
(right) edge. The other kind of states consist of two holes
localized at adjacent bulk sites, of the form f †i → h†i+2h†i+1,
i = 1,2...M . Two different examples are shown in Fig. 3(b).
In the |V |  ti limit considered, t1 and t2 can be regarded
as perturbations that lift degeneracies in the subspace of states
with energy V . By collecting all terms up to second-order, one
can construct an equivalent chain, as in Fig. 3(c), where each
two-particle state is regarded a site of this chain: d†L,i and f
†
i
states in Figs. 3(a) and 3(b) become, respectively, sites of the
dL and f chains in the equivalent chain. In what follows, we
will only consider the dL and f chains, which is sufficient
to establish the correspondence. Apart from small energy
corrections at the edge sites, the effect of the introduction
of the dR chain would be to make each energy state doubly
degenerate. Some onsite potential and hopping terms of our
second-order expansion are depicted in Figs. 3(d)–3(g). The
Hamiltonian of the equivalent chain writes as
H = HdL + Hf + HdL↔f + HV , (3)
HdL = −t1
M−1
2∑
j=1
(d†L,2j−1dL,2j + H.c.)
− t2
M−1
2∑
j=1
(d†L,2j dL,2j+1 + H.c.) +
t21
V
M−1∑
j=2
n
dL
j −
t21
V
n
dL
1 ,
(4)
Hf = t1t2
V
M−1∑
j=1
(f †j fj+1 + H.c.) +
2t21
V
M+1
2∑
j=2
n
f
2j−1
+ 2t
2
2
V
M+1
2∑
j=1
n
f
2j +
t21
V
(
n
f
1 + nfM
)
, (5)
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FIG. 3. (a, b) Two-hole states with potential energy V . In (a), one hole is localized at the left edge and the other at any of the sites within
the orange dashed box. In (b), two examples, with different inner hoppings, of two-hole states with the holes localized at adjacent bulk sites.
(c) The two-hole states in (a) and (b) are translated as sites in an equivalent chain, using second-order perturbation theory for V  t1,t2, and
can be divided in a (green) dL-chain, a (red and blue) f -chain, and a (brown) dR chain. (d) Hopping constant between dL,1 and f1 sites.
(e) Onsite potential at dL,2. (f) Hopping constant between nearest-neighboring f sites. (g) Onsite potential at f2. In (d) and (f), occupied sites
are not colored due to superposition.
HdL↔f = −t1d†L,1f1 +
t21
V
d
†
L,2f1 +
t1t2
V
d
†
L,2f2 + H.c. (6)
HV = V
M∑
j=1
(
n
dL
j + nfj
)
, (7)
where HdL , Hf , HdL↔f , and HV are, respectively, the
Hamiltonians of the dL chain, of the f chain, of their
interface, and the constant onsite potential attributed at each
site, explicitly introduced to keep the correspondence exact.
The potentials at sites dL,1 and dL,M are different from the
other sites. For dL,1, the intermediate virtual state in the
second-order corrections is h†2h
†
1, with energy 2V , so the
energy difference in the denominator is given by E =
V − 2V = −V , hence the minus sign in the last term in
Eq. (4). For dL,M , two second-order processes are present, one
mediated by h†Nh
†
1 with energy 2V , and the other by h
†
N−1h
†
2
with energy 0 (meaning E = V ), therefore canceling one
another. The complete Hamiltonian of the equivalent chain,
with the inclusion of the dR chain, would have two extra
terms written as HdL → HdR and HdL↔f → HdR↔f , with the
dL,i(fi) → dR,M+1−i(fM+1−i) substitutions. ndL1 and nf1 are
the occupation numbers of the dL and f chains, respectively.
Because this is the Hamiltonian for one-particle states, and
not one-hole states, the hopping terms have reversed signs.
The interface connects two chains with distinct topological
natures, since the f chain is trivial and the dL chain nontrivial
(the usual SSH chain with onsite potentials and mixed
edges).
We studied a concrete example of two-hole states in an
SSH chain with N = 20 sites and compared them to the
states present in the equivalent chain with 34 sites (both
the dL chain and the f chain have M = N − 3 = 17 sites).
The states of the SSH and equivalent chain are written,
respectively, as
|ψSSH〉 =
N−1∑
i=1
N∑
j=i+1
αijh
†
jh
†
i |∅ssh〉,
N−1∑
i=1
N∑
j=i+1
|αij |2 = 1,
(8)
|ψchain〉 =
M∑
j=1
(βjd†L,j + γjf †j )|∅chain〉,
(9)
M∑
j=1
(|βj |2 + |γj |2) = 1.
After finding the coefficients numerically, the mean occupation
for each site is given by 〈nj 〉 = 〈ψ |h†jhj |ψ〉. In the case of the
equivalent chain, we use the correspondences d†L,i |∅chain〉 →
h
†
i+2h
†
1|∅ssh〉 and f †i |∅chain〉 → h†i+2h†i+1|∅ssh〉. Note that 〈n〉 =∑N
j=1〈nj 〉 = 2.
For (V,t1,t2) → t(−14,1,0.2), where t is an arbitrary
energy constant, the energy spectrum for the SSH chain with
N = 20 sites, in the subspace of states with potential energy
V is shown in Fig. 4(a). Bands around E/t = −13 and E/t =
−15 correspond to itinerant bulk states of the hole confined to
the chain delimited by the orange dashed box in Fig. 3(a), that
is, bulk states in the corresponding d chains, while very narrow
bands around E/t = −14 and E/t ≈ −14.14 correspond to
itinerant bulk states for the bound states of Fig. 3(b), that
is, bulk states in the corresponding f chain. The appearance
of a gap between these narrow bands, E ≈ 0.14t ≈ 2t21
V
,
is explained by the alternating onsite potentials in the f
chain [see Eq. (5)]. Two impurity-like states (red levels with
E/t 
 −15.49 and E/t 
 −12.65), whose origin will be
discussed below, and two states of topological origin are found
(dashed green levels at E/t = −14, superposed with other
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FIG. 4. (a) Energy spectrum for two-hole states in a chain with N = 20 sites, in the subspace of states with potential energy V . Parameters are
(V,t1,t2) → t(−14, 1, 0.2). Each energy level is doubly degenerate. Red, dashed green, and orange levels represent, respectively, impuritylike,
topologically originated, and itinerant bulk states. There are two (doubly degenerate) topological states localized around E/t = −14, superposed
with a very narrow band of bulk states, shown in the zoomed region. (b) Probability amplitude squared at sites i of the equivalent chain for
the impuritylike (top) and one of the topological (bottom) states indicated by the arrows. The insets show how these states of the equivalent
chain translate in terms of mean occupation in the original SSH chain. Their corresponding degenerate states are given by a reflection about
the center of the chain. (c) For t2  t1  V , the diagonalization of the Hamiltonian written in the {|f1〉 , |dL,1〉 , |dL,2〉} basis of the equivalent
chain in Fig. 3(c) yields three different states at the interface, |0〉 = 1√2 (−1,0,1) and |±〉 ≈ 1√2+2t21 (1, ±
√
2t1,1), with energies E0 = 0 and
E± ≈ t
2
1
2V ±
√
2t1 (the onsite potentials at these new interface “sites”), considering t1 ≈ 1. The hoppings form these new “sites” to the f and
dL chains become renormalized. (d) Same as in (b), with (V,t1,t2) → t(−14,1,0.2), for the state of topological origin with a large weight on
|0〉, with zero energy [or at E/t = −14 in Fig. 4(a) when the constant potential V is considered]. (e) Same as in (a) but for the subspace of
zero potential energy. All states in the green bands have one of the holes localized at the first inner site, as in (h). (f)–(h) Mean occupation of
the two-hole states of topological origin indicated by the arrows. (f) One hole localized at the first inner site of each end. (g) One hole localized
at the first and another at the third inner site. (f) and (g) are not topologically protected, as they are buried in a continuum of other itinerant
states. (h) One hole localized at the first inner site, topologically protected, and another in an itinerant bulk state. States (g) and (h) are given
by a linear combination of two degenerate eigenstates. In all localized holes a decaying tail to the bulk is implied.
non-topological orange levels consisting of bulk states in the
f chain). In what follows, we need to differentiate states with
topological origin, but not topologically protected, from true
topological states that are robust against disorder, i.e., that
cannot couple and scatter into bulk states. Regardless of this
distinction, the topological origin of all these states stems from
the underlying SSH geometry present in the equivalent chain.
The set of parameters considered is enough to ensure that
one is, for all intended purposes, in the V  t1,t2 limit.
Therefore, one can construct the equivalent chain, using the
Hamiltonian in Eq. (3), and verify the correspondence between
its one-particle states and the two-hole states in the original
SSH chain. The energy spectrum of one-particle states in the
equivalent chain was found to match, apart from negligible
energy corrections, that of Fig. 4(a). The profiles of the top
impuritylike state (red level with E/t 
 −12.65) and of one
of the edge states with a topological origin (dashed green
level with E/t = −14), in the equivalent chain, are shown
in Fig. 4(b). The insets show how they translate in terms of
mean occupancy at the sites of the original SSH chain. The
state shown in the bottom inset has one hole localized at the
left edge and the other in a topological state with a decaying
tail from the right edge of the smaller inner chain [see orange
dashed box in Fig. 3(a)], which ends with a t2 hopping. But
is this state topologically protected, given that its energy, at
E/t = −14 [see Fig. 4(a)], is inside the narrow band of bulk
states of the f chain (superposed orange levels)? Even though
there is no gap separating it from the f bulk states, one can still
argue that it can be regarded as a topologically protected state.
This can be better understood by looking at the equivalent
chain in Fig. 3(c). The topological state is localized at the right
edge of the dL chain, while the others are bulk states of the f
chain. To perturbatively couple dL,M with any of the f sites
would require long-range hoppings which, for a dL chain larger
than only a few sites, becomes physically unrealistic. The same
reasoning applies to the introduction of local disorder, against
which this state is also protected. The profiles of each inset
reveal an almost exact agreement with the states of the original
chain, which confirms that the problem of one-particle states
in the equivalent chain captures the essential features of the
two-hole problem in the SSH chain, in the limit considered.
We mentioned the existence of two states of topologi-
cal origin for (V,t1,t2) → t(−14,1,0.2). Their energies are
quasidegenerate and so they are both represented by the green
level in Fig. 4(a) at E/t = −14. One of them, shown at the
bottom inset of Fig. 4(b), has a hole located at the right edge of
the orange dashed box in Fig. 3(a), which ends in a t2 hopping,
as expected. Since the left edge ends with a t1 hopping, how
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can a second state of topological origin be present at this edge,
given that t2 < t1? Suppose t2  t1  V . In this limit, terms
with t2 can be treated as a perturbation in the equivalent chain
in Fig. 3(c). Let us focus on the three sites at the interface,
which form the basis {|f1〉 , |dL,1〉 , |dL,2〉}, connected to the
rest of the chain by terms containing t2 [see dashed box in
Fig. 3(c)], and diagonalize them first. The Hamiltonian in this
basis is given by
H =
⎛
⎜⎝
t21/V t1 t
2
1/V
t1 −t21/V t1
t21/V t1 t
2
1/V
⎞
⎟⎠, (10)
where a constant onsite potential term, V ˆI , with ˆI the
identity matrix, was taken out. Diagonalization yields the
following eigenvalues and eigenvectors: E± ≈ t
2
1
2V ±
√
2t1 and
E0 = 0, with |±〉 ≈ 1√2+2t21 (1, ±
√
2t1,1), considering t1 ≈ 1,
and |0〉 = 1√
2
(−1,0,1). When t2 is turned on, these are the
three hopping possibilities available at the interface, as shown
in Fig. 4(c). Notice that |0〉 has no component in |dL,1〉, so
that for this case the dL chain effectively starts at the dL,2 site,
that is, the hopping at the left edge of this shorter dL chain,
now between |0〉 and |dL,3〉, is given by t2√2 , which allows for
the presence of a second state of topological origin, with the
profile of Fig. 4(d), which is not protected since it couples
to the f chain via |f2〉 when perturbations are introduced.
Furthermore, “sites” |±〉 can be readily identified as the origin
of the impuritylike states lying at the interface [red levels in
Fig. 4(a) with energies E/t 
 −12.65 and E/t 
 −15.49,
when the constant V is added]. Onsite potentials E± > |t2| at
|±〉 throw these two new left ends of the dL chain into the
nontopological sector in the phase diagram of Fig. 1(iv). Even
though (V,t1,t2) → t(−14,1,0.2) is still somewhat far from
the t2  t1  V limit, the above considerations are enough to
account, nonetheless, for the results obtained.
The states available in the zero potential subspace, which
yield the energy spectrum of Fig. 4(e), are composed of two
nonconsecutive bulk holes. Thus, as in Fig. 1(iii), the two
holes are confined to the inner chain with t2 hoppings at its
ends. Under these conditions, three additional kinds of states of
topological origin can be found in this subspace: one with one
hole localized at each end of the inner chain [see Fig. 4(f)],
another with the two holes localized at the edge and at the
first nonconsecutive site of the inner chain [see Fig. 4(g)], and
finally one with one hole localized at an edge of the inner chain
and one hole in an itinerant state at the bulk [see Fig. 4(h)].
Only this last one can be considered topologically protected, in
the following sense: while the states in Figs. 4(f) and 4(g) are
buried in a continuum of itinerant states around zero energy, the
states of the type of Fig. 4(h) form two bands (the itinerant hole
at the bulk gives the usual SSH energy spectrum, since the hole
at the edge has zero energy) energetically separated from the
others, as shown in Fig. 4(e). When disorder is introduced in a
state within one of these two bands, its effect will be to scatter
the bulk hole, while the edge hole remains unaffected, since it
is a common feature of all the states in that band. Therefore, the
edge hole of Fig. 4(h) is topologically protected. However, note
that we may think of other definitions of topological protection
of many-body states. In particular, a more severe definition
would be to require that the complete many-body state is
protected against disorder [18]. In this paper, we adopt the less
severe definition explained above. Note that throughout this pa-
per we consider as topologically originated all multihole states
where at least one hole is in a state with topological origin.
When the values of the hoppings are switched, (V, t1, t2) →
t(−14, 0.2, 1), one finds two different states of topological ori-
gin, both unprotected, and no impuritylike states. These states
have one of the holes localized at the left edge of the orange
dashed box in Fig. 3(a), since t1 < t2. Starting with t1 = 0, the
dL,1 and f1 sites are isolated, and both states of the equivalent
chain with one particle located in one of these sites have energy
V . Using the same reasoning as before, one takes now the
t1  t2  V limit, where t1 is a perturbation. As t1 is turned
on, the degeneracy of these states is lifted first, yielding new
states that are a symmetric and antisymmetric combination
of {|dL,1〉 , |f1〉}. Both these new states have a component in
|dL,1〉, which is linked to |dL,2〉 by t1√2 > t2, that is, one effec-
tively has two left edges that support two states of topological
origin, although unprotected due to the |f1〉 component.
Our results show that, for high enough V , two-hole states
of topological origin are present in the SSH chain in both the
t1
t2
≶ 1 regimes. This comes as a consequence of the mixed
edges of the smaller chain [see orange dashed box in Fig. 3(a)]
to which one of the holes is restricted.
III. CONCLUSIONS
The natural extension of our results would be the
characterization of topologically originated n-hole states,
with n > 2. As more holes are introduced into the chain, more
energy subspaces are available and one expects the appearance
of a cascade of topologically originated states distributed in
these subspaces, until n = N/2. From this point onwards, the
introduction of more holes decreases the energy subspaces
available and, therefore, the number of topologically
originated states present. Note that, for n = N − 1 holes
in the chain, one should recover the classical one-particle
energy spectrum of the SSH chain. For V  t1 > t2 and n 6
N/2 − 1, there should be a particular topologically originated
state at the zero-energy subspace with n holes localized at
every other site starting from the first inner site, as shown in
Fig. 4(g) for n = 2. A similar state should also be present for
V  t2 > t1 and n 6 N/2 in the V energy subspace, where
one of the nonconsecutive holes is at an edge site. One also
expects the correspondence between n-hole topological states
and one-particle states in equivalent chains to hold, whose
construction rules are specific to each case, following the
results drawn here for two-hole states [see Fig. 3(c)].
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We show how the presence of inversion symmetry in a one-dimensional (1D) lattice model is
not a sufficient condition for a quantized Zak’s phase. This is only the case when the inversion
axis is at the center of the unit cell. When the inversion axis is not at the center, the modified
inversion operator within the unit cell gains a k-dependence in some of its matrix elements which
adds a correction term to the usual Zak’s phase expression1, making it in general deviate from its
quantized value. A general expression that recovers a quantized Zak’s phase in a lattice model
with a unit cell of arbitrary size and arbitrarily positioned inversion axis is provided in this paper,
which relates the quantized value with the eigenvalues of a modified parity operator at the inversion
invariant momenta.
PACS numbers: 74.25.Dw,74.25.Bt
The topological characterization of 1D lattice models
relies on the calculation of the sum of the so-called Zak’s
phase1 γ over all occupied bands. (Non-)trivial models
yield γ = (pi)0 mod(2pi). These values of γ can be con-
firmed by calculating the Wannier centers for each band
and also by looking into the parity of the states at the
middle and edge of the bands. Essential to this latter ar-
gument is the fact that the inversion operation on Bloch
states of a 1D model, in what concerns the action within
the unit cell, can be represented by an unitary operator
pˆi which is independent of the unit cell and therefore is
independent of the Bloch state momentum k2.
Here we show that, in 1D models with k-dependent
inversion (I) symmetry within the unit cell, a correc-
tion term has to be added to the Zak’s phase in or-
der to preserve its quantization. This follows from the
fact that the inversion operator can not be written as
Πˆ |vj(k)〉 = Πˆ
( |k〉 ⊗ |uj(k)〉 ) = | − k〉 ⊗ pˆi |uj(k)〉 with pˆi
independent of k, where |vj(k)〉 is the eigenvector of band
j of a periodic chain, factorized as the product of a Bloch
plain wave |k〉 and the eigenstate |uj(k)〉 of the k-space
bulk Hamiltonian. More specifically, in these models, it
is never possible to choose a unit cell such that the in-
version symmetry maps each unit cell onto a single unit
cell, as is usually assumed3,4.
A convenient way to compute the Zak’s phase in band
j is through the Wilson loop,
Wj =
N−1∏
n=0
〈uj(−pi + n∆k)|uj(−pi + (n+ 1)∆k)〉 , (1)
where we have set the momentum increment to ∆k = 2piN ,
with N the number of sites in the periodic chain. In the
continuous limit (N → ∞, ∆k → 0), the Zak’s phase of
band j becomes
γj = i
∫ pi
−pi
dk 〈uj(k)| dk |uj(k)〉 (2)
= Arg
(
lim
N→∞
Wj
)
(3)
=
∞∑
n=0
δφn, (4)
where dk is the k derivative and δφn is the phase of ele-
ment n in the Wilson loop of (1). The above expressions
are quantized as γj = 0, pi, in the cases where there is
a k-independent pˆi, such as for the Su-Schrieffer-Heeger
(SSH) model5 shown in Fig. 1(a).
The condition for a k-independent pˆi is that the in-
version axis is at the center of the considered unit cell.
When there are several possible unit cells with differ-
ent positions for the inversion axis, as in the model of
Fig. 1(b), one usually chooses the unit cell where this
axis is centered [the first one in Fig. 1(b)] to compute
the Zak’s phase. There are models, however, where this
condition is not met for any choice of the unit cell, as
demonstrated in the case of Fig. 1(c). For the unit cell
considered there, the inversion operation within the unit
cell, about site C, is given by
pˆik |uj(k)〉 =
e
ik 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

uj,A(k)uj,B(k)uj,C(k)
uj,D(k)
 . (5)
This inversion operator is not Hermitian. Also, in consec-
utive k points the following relation holds, for infinitesi-
mal ∆k → dk,
pˆi†kpˆik+dk ' 1ˆ + idk
1 0 0 00 0 0 00 0 0 0
0 0 0 0
 , (6)
where 1ˆ is the identity operator. For models with k-
independent pˆi, this operator is hermitian and the second
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Figure 1. (a) Scheme of an inversion operation in a periodic
SSH chain. Both sites in a given unit cell have the same phase,
before and after the inversion. (b) Possible choices of unit cell
and inversion axes for a periodic t1t1t2 chain. Only unit cell A
has an inversion axis at its center. (c) Scheme of an inversion
operation in a periodic t1t1t2t2 chain. After the inversion is
performed, the A site in each unit cell gains an extra phase
factor of eik, relative to the other sites, as a consequence of
the inversion axis being to the right of the center. For this
model, no choice of unit cell has a centered inversion axis. (d)
Scheme of an inversion operation in a periodic t1t1t1t2 chain.
This model is the same as (c) but with one of the t2 hoppings
switched to t1. The represented choice of unit cell has now a
centered inversion axis.
term in the right hand side of (6) does not appear. Eigen-
states with opposite momenta are related by the inversion
operator within the unit cell as |uj(−k)〉 = eiθk pˆik |uj(k)〉,
for all k 6= 0, pi, where eiθk is an arbitrary phase factor
that we take out for convenience from now on since they
will appear as conjugate pairs in the Wilson loop2. Using
this last relation, together with (6), we arrive at
〈uj(k − dk)|uj(k)〉 ' 1 + iδφ, (7)
〈uj(−k)|uj(−k + dk)〉 = 〈uj(k)| pˆi†kpˆik−dk |uj(k − dk)〉
= 〈uj(k − dk)|uj(k)〉∗
− idk 〈uj,A(k)|uj,A(k − dk)〉
' 1− i(δφ+ dk|uj,A(k)|2), (8)
for dk < k < pi. In the last step we assumed, to lead-
ing order, 〈uj,A(k)|uj,A(k − dk)〉 ≈ |uj,A(k)|2. However,
different relations hold for the I-symmetric momenta
Λ = 0, pi, where |uj(−pi)〉 ≡ |uj(pi)〉,
〈uj(−dk)|uj(0)〉 = 〈uj(dk)| pˆi†dk |uj(0)〉
' 〈uj(dk)| pˆi†0 |uj(0)〉
− idk 〈uj,A(dk)|uj,A(0)〉 , (9)
〈uj(−pi)|uj(−pi + dk)〉 = 〈uj(pi)| pˆipi−dk |uj(pi − dk)〉
' 〈uj(dk)| pˆipi |uj(pi − dk)〉
+ idk 〈uj,A(pi)|uj,A(pi − dk)〉 ,(10)
where the modified parity operators in the unit cell have
the form
pˆi0 =
1 0 0 00 0 0 10 0 1 0
0 1 0 0
 , pˆipi =
−1 0 0 00 0 0 10 0 1 0
0 1 0 0
 . (11)
The modified parity of the corresponding eigenstates
is well defined, that is, pˆi0 |uj(0)〉 = P0 |uj(0)〉 and
pˆipi |uj(pi)〉 = Ppi |uj(pi)〉, with P0, Ppi = ±1.
The procedure now is to substitute (7-10) in the com-
putation of the Wilson loop in (3) to obtain the following
simplified expression for the Zak’s phase,
γj ' Arg(P0Ppi)−
∫ pi
0
dk|uj,A(k)|2, (12)
which is in general non-quantized due to the last term.
The last term in (10), with a positive sign, was disre-
garded as an infinitesimal surface term. In Fig. 1(d), we
show a similar model of a chain with four sites per unit
cell (we switched one of the t2 hoppings for another t1)
which has, as in Fig. 1(b), a given choice for the unit cell
where the inversion axis is centered, and therefore one
recovers the usual quantized Zak’s phase for this choice.
General case. We now generalize the previous results
for the case of an arbitrary unit cell, both in size and
morphology (regarding the hoppings parameters), of uni-
formly spaced sites with an inversion axis at an arbi-
trary position, as illustrated in Fig. 2. The position of
1 2 N-1 N
a
a
N
t1 tN-1ti-1 ti ti+1 ti+2
Figure 2. Unit cell of arbitrary size a and hoppings config-
uration. All N sites are uniformly spaced, with an intersite
spacing of a
N
.
site j is given by rj = (j − 12 ) aN , with j = 1, 2, ..., N .
The possible positions for the inversion axis are given
by rm = a(
1
2 +
m
2N ), with m = 0,±1, ...,±N indicating
its displacement from the center of the unit cell. Let us
first consider the usual case with the inversion axis at the
3center of the unit cell, that is, m = 0. This position co-
incides with the central site for N odd, but, for N even,
it corresponds to the middle point between the two con-
secutive sites nearest to the center of the unit cell. The
inversion operator within the unit cell is k-independent
and of the form
pˆi =

1
1
. .
.
1
1
 , (13)
yielding the usual quantized Zak’s phase.
A k-dependence in the inversion operator appears for
m 6= 0. When the inversion axis is at the right of the
center of the unit cell, m > 0, the general form of the
operator is given by
pˆik =

m×m︷ ︸︸ ︷
eik
. .
.
eik
1
. .
.
1︸ ︷︷ ︸
(N−m)×(N−m)

. (14)
The model in Fig. 1(c), with the inversion operator of (5),
corresponds to the particular case of N = 4 and m = 1.
On the other hand, when the inversion axis is at the left
of the center of the unit cell, m < 0, the general form of
the operator is given by
pˆik =

(N+m)×(N+m)︷ ︸︸ ︷
1
. .
.
1
e−ik
. .
.
e−ik︸ ︷︷ ︸
|m|×|m|

. (15)
If, in the model of Fig. 1(c), we choose site A instead of
C as the inversion center, it would correspond to N = 4
and m = −3. For any m 6= 0, the Zak’s phase is readily
obtained by a generalization of (12)
γj =

Arg(P0Ppi)−
∑m
s=1
∫ pi
0
dk|uj,s(k)|2, for m > 0,
Arg(P0Ppi) +
∑|m|−1
s=0
∫ pi
0
dk|uj,N−s(k)|2, for m < 0.
(16)
A pi-quantized Zak’s phase in each band, γ˜j , can still
be recovered by adding the correcting term to the usual
definition of the Zak’s phase [adding the sum term in (16)
to (2)] or, conversely, simply by looking at the parity of
the eigenstates at the I-symmetric momenta [the first
term in the right-hand side of (16)], that is, the eigen-
values of the modified pˆik operator at those points. The
expression for γ˜j is therefore given by
γj = i
∫ pi
−pi
dk 〈uj(k)| dk |uj(k)〉 , (17)
γ˜j =

γj +
∑m
s=1
∫ pi
0
dk|uj,s(k)|2, for m > 0,
γj −
∑|m|−1
s=0
∫ pi
0
dk|uj,N−s(k)|2, for m < 0.
,(18)
which agrees with
γ˜j = Arg(P0Ppi), (19)
for all m. We applied these corrected expressions for the
Unit cell Axis t = t2
t1
γ˜1 γ˜2 γ˜3 P
1
0 P
1
pi P
2
0 P
2
pi P
3
0 P
3
pi
A
1
0.5 0 0 0 + + - - + +
2 pi 0 pi + - + + - +
2
0.5 pi pi pi + - - + + -
2 0 pi 0 + + + - - -
B
1
0.5 0 0 0 + + - - + +
2 pi 0 pi + - + + - +
2
0.5 pi pi pi + - - + + -
2 0 pi 0 + + + - - -
C
1
0.5 pi pi pi + - - + + -
2 0 pi 0 + + + - - -
2
0.5 0 0 0 + + - - + +
2 pi 0 pi + - + + - +
Table I. Values of the corrected Zak’s phase γ˜j of band j,
calculated from (18), for each the three bands of the t1t1t2
model of Fig. 1(b), considering each inversion axis of each
unit cell for different t dimerizations. Bands are ordered by
decreasing energy, with 1 being the highest energy band and
3 the lowest energy band. The value of P jΛ, the parity value of
the eigenstate of band j at the I-symmetric momenta Λ = 0, pi
for the modified parity operator of the correspondent axis and
unit cell, is also provided. Signs ± stand for ±1. The values of
γ˜j are consistent with those calculated from (19) using these
tabulated modified parity values.
Zak’s phase to the three band model of Fig. 1(b). The
results are condensed in Table I. For all cases considered
there, we see a pi-shift only in the Zak’s phase of bands 1
and 3 when the dimerization is reversed (t = 0.5↔ t = 2,
with t = t2t1 ). These are the bands that loose a state
when the topological edge states appear, with symmetric
energies and localized at the gaps between bands 1/3 and
band 2. On the other hand, the Zak’s phase of all bands
shifts pi when one considers the other inversion axis in a
given unit cell for the same choice of hopping constants.
This comes as a consequence of the fact that
γ˜j,2 − γ˜j,1 =
N∑
s=1
∫ pi
0
dk|uj,s(k)|2 = pi, (20)
4where |uj(k)〉 is normalized and the indices 1 and 2 stand
for the different choices of inversion axis in a unit cell,
with axis 2 at the right of axis 1, as in Fig. 1(b).
The topological transition in the SSH model of
Fig. 1(a), where the Zak’s phase of both bands changes
pi when crossing t = t2t1 = 1, can also be understood from
the point of view of (20). In fact, in the SSH model, a
change in the dimerization, associated with an exchange
of the hopping parameters (t1 ↔ t2), is formally equiva-
lent to a change from one inversion axis to the other for
the same dimerization. This equivalence also holds for
the t1t1t2t2 model of Fig. 1(c).
Model t γ˜1 γ˜2 γ˜3 γ˜4 P
1
0 P
1
pi P
2
0 P
2
pi P
3
0 P
3
pi P
4
0 P
4
pi
t1t1t2t2
0.5 0 pi 0 0 + + + - - - + +
2 pi 0 pi pi + - + + - + - +
t1t1t1t2
0.5 0 0 0 0 + + - - + + - -
2 pi 0 0 pi + - + + - - - +
Table II. Same as in Table I for the t1t1t2t2 and t1t1t1t2 mod-
els. The unit cells and inversion axes considered are those of
Fig. 1(c) and Fig. 1(d), respectively.
The corrected Zak’s phases and modified parity val-
ues at the I-symmetric momenta for the two four bands
models of Fig. 1(c) and Fig. 1(d) are shown in Table II.
The presence of edge states which, similarly to the t1t1t2
model of Table I, is a consequence of the topological tran-
sition of the higher and lower energy bands (bands 1 and
4, respectively), was verified numerically for both cases.
For the inversion axis considered for the t1t1t1t2 model
of Fig. 1(d) one recovers γ˜j = γj , since the inversion axis
is centered (the same goes for the A1 entry in Table I).
The t1t1t2t2 model, however, is different from the others
consider here, in the sense that it has no unit cell with a
centered inversion axis. Therefore, the topological char-
acterization of models such as this is determined by the
modified Zak’s phase γ˜j .
Conclusion. We have studied 1D lattice models with
inversion symmetry and have shown that, when the in-
version axis is not at the center of a unit cell, the topo-
logical phase has a non-quantized Zak’s phase. We iden-
tified this deviation from a pi-quantized Zak’s phase with
a correction term that has to be included in its calcula-
tion. This correction term comes as a consequence of the
k-dependence of the inversion operator that acts within
the unit cell. A modified expression for the Zak’s phase,
yielding pi-quantized values regardless of the position of
the inversion axis within the unit cell, can be written
simply by adding the correction term to the usual defini-
tion of the Zak’s phase. The modified expression for the
Zak’s phase can therefore be used as a topological invari-
ant quantity for any 1D system with inversion symmetry.
Our results can be straightforwardly generalized to
quasi-1D models (such as diamond chains) and ribbons
with non-centered axes of inversion symmetry within the
unit cell.
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Chapter 6
A5 - Topological bound states in
interacting Su-Schrieffer-Heeger
rings
Topological bound states in interacting Su-Schrieffer-Heeger rings
A. M. Marques1, ∗ and R. G. Dias1
1Department of Physics & I3N, University of Aveiro, 3810-193 Aveiro, Portugal
(Dated: October 26, 2017)
We study two-particle states in a Su-Shrieffer-Heeger (SSH) chain with periodic boundary con-
ditions and nearest-neighbor (NN) interactions. The system is mapped into a problem of a single
particle in a two-dimensional (2D) SSH lattice with potential walls along specific edges. The 2D
SSH model has a trivial Chern number but a non-trivial Zak’s phase, the one-dimensional (1D)
topological invariant, along specific directions of the lattice, which allow for the presence of topo-
logical edge states. Using center-of-mass and relative coordinates, we calculate the energy spectrum
of these two-body states for strong interactions and find that, aside from the expected appearance
of doublon bands, two extra in-gap bands are present. These are identified as bands of topological
states localized at the edges of the internal coordinate, the relative distance between the two par-
ticles. As such, the topological states reported here are intrinsically many-body in what concerns
their real space manifestation, having no counterpart in single-particle states derived from effective
models. Finally, we compare the effect of Hubbard interactions with that of NN interactions to
show how the presence of the topological bound states is specific to the latter case.
PACS numbers: 74.25.Dw,74.25.Bt
I. INTRODUCTION
The interest in the topology of interacting systems has
been gradually increasing in recent years. The topolog-
ical characterization of its many-body states remains,
to a large extent, an open problem, given that in the
presence of interactions, topologically invariant quanti-
ties such as the Berry phase are, in general, ill-defined.
There is, however, a numerical approach which relies on
the method developed by Niu and Thouless1, where one
imposes twisted boundary conditions on the many-body
wavefunction of the ground state and then averages over
all possible ones to recover a well defined Berry phase,
γ = npi, where n can be integer2–6 or fractional7,8, de-
pending on the filling factor and model considered.
Two of the simpler ways to study many-body effects,
in interacting 1D topological systems, consist of charac-
terizing quasiparticle excitations at half-filling2,3,9–11 or
two-body states12–15. Here we focus on the latter case.
Recently it has been shown that interactions can drive
the appearance of bands of bound states (doublons), in
the energy spectrum as a function of the center-of-mass
momentumK16–26. Such bound states are expected to be
experimentally accessible in optical lattices27–32or in the
recently proposed topoelectrical circuits33,34. A distinct
feature of these doublons is that their wavefunction is
localized in the relative distance between its two compo-
nent particles, which is immune to dissociation for strong
interactions due to energy conservation.
In the context of SSH chains with open boundary con-
ditions (OBC), the introduction of a strong Hubbard
interaction produces midgap topological doublon edge
states, upon application of a gate potential to compen-
sate for a chemical potential shift at the edges13. Above a
threshold value, this edge potential shift is responsible for
an edge locking of bound states35–37. The ability to either
enhance or suppress this edge shift plays a crucial role in
state transfer of bound states38,39. In a previous paper40,
we considered instead the effects of NN interactions on
two-hole excitations at half-filling. We found some pecu-
liar edge states, classified either as impurity-like, topolog-
ically originated (but not protected) or topologically pro-
tected in specific subspaces41. Here, we extend this pre-
vious study to periodic boundary conditions (PBC), but
focus on two-electron states (and not two-hole states as
before). We show that, in the strong-interaction regime,
and besides the expected doublon energy bands, two ex-
tra doublon bands appear inside the gaps between the
itinerant bands. Their dependence on a finite difference
in the value of the alternating hopping constants is a
strong indicator of a decisive role being played by the
non-trivial topology of the SSH model42.
Indeed, we find that the original problem of two spin-
less fermions with PBC can be reduced, through a series
of exact mappings using center-of-mass coordinates, to
a one-particle problem in a topological chain with OBC
for any K. The open boundaries of the mapped chain
arise in the new spatial coordinate considered, the rela-
tive distance between the two electrons. For two specific
momentum values, K = 0 and K = pi, we show how
the extra bound states in the energy spectrum can be
identified with the topological edge states of the mapped
chains. As we will address in more detail below, even
though these extra bands of bound states have also ap-
peared recently in Ref. [43], their topological origin is not
discussed there, since they are characterized as analogs of
a band of bound states present when on-site interactions
are introduced. Here we show, on the other hand, that
qualitative different features arise in the bound states as
one changes from on-site to NN interactions. More specif-
ically, we explain why these topological bound states are
not present with on-site interactions, being instead a dis-
tinctive feature of strong NN interactions.
Contrary to the bound edge states in open chains la-
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2beled topological in recent literature13,15,39, where the
bound state is described as a single particle in a topo-
logical state of an effective model of the open chain, the
topological bound states in interacting SSH rings we re-
port here have no counterpart in single-particle states
and, thus, should be differentiated from those mentioned
above. The specificity of the topological bound states
found here comes from the fact that their localized be-
havior is not to be found at the edges of the original
chain (as it is periodic). Instead, these states are local-
ized in the internal distance between the two particles,
while extending spatially over the chain, making them
intrinsically many-body states.
The rest of the paper is organized as follows. In Sec-
tion II, we introduce the model of an SSH ring with NN
interactions and its respective mapping into a 2D SSH
lattice. In Section III, we study the mapped lattice for
K = pi and show the existence of topological states in
the presence of strong NN interactions. In Section IV, we
drop the NN interactions and introduce instead a Hub-
bard interactions to show that topological states are ab-
sent in this latter case. In Section V, we perform the
same analyses as in the Section III but now for K = 0,
and explicitly show the non-trivial topological nature of
the model through the calculation of the Zak’s phase.
Finally, in Section VI we conclude.
II. THE MODEL AND 2D MAPPING
We consider a spinless SSH model of a periodic chain
of N sites with NN interactions, depicted in Fig. 1(a),
H = −
N∑
l=1
(
tlc
†
l cl+1 +H.c.
)
+ V
N∑
l=1
nlnl+1, (1)
where l is the site number with N + 1 ≡ 1, tl = t1(t2)
for l odd (even) are the alternating hopping amplitudes,
nl = c
†
l cl is the number operator, V is the strength of the
NN interaction and the intersite spacing was set to a = 1.
Throughout the paper, we set t1 = 1 as the energy unit.
The problem of two interacting particles described by the
1D model of (1) can be mapped onto a single-particle
problem in a 2D lattice14,15,29,30,32,44,45 . In our case one
arrives at the 2D SSH model of Fig. 1(b), with one of
the particles of the original model placed along the x-axis
and the other along the y-axis, so that a single particle in
state |x, y〉 represents, in this 2D model, the global state
of the two particles. It is convenient to describe this sys-
tem in new coordinates, using instead the center-of-mass
R = x+y2 and relative r = x−y coordinates, together with
the center-of-mass K = kx + ky and relative k =
kx−ky
2
momenta17. For two non-interacting particles in a finite
SSH ring with N sites, one can take advantage of certain
symmetries of the states and of their periodicity [that is,
|x, y〉 ≡ |x± iN, y ± jN〉 with (i, j) ∈ N × N] to define
a fundamental domain and its boundary conditions in
the mapped 2D SSH lattice for each of the three distinct
cases: 1) two distinguishable particles (e.g., two opposite
spins), 2) two spinless fermions, and 3) two bosons. The
results are condensed in Table I, where one sees that the
mapped lattice becomes a torus in case 1), with PBC in
both the R and r directions, and a cylinder in cases 2)
and 3), with PBC in the R direction and OBC in the r
direction. In 3), the bosonic case, an additional renor-
malization of the hoppings constants connecting r = 0
and r = 1 sites is required, as we will show in Section IV.
Distinguishable particles
State
in xOy |x, y〉 = |x〉 ⊗ |y〉
in rOR |R, r〉 = |R+ r
2
〉 ⊗ |R− r
2
〉
FD
in xOy −x ≤ y < −x+N ∧ x−N ≤ y < x+N
in rOR 0 ≤ R < N
2
∧ −N < r ≤ N
Identifications R ≡ R+ N
2
∧ r ≡ r + 2N
Shape torus
Spinless fermions
State
in xOy |x, y〉a = 1√2 (|x, y〉 − |y, x〉)
in rOR |R, r〉a = 1√2 (|R, r〉 − |R,−r〉)
FD
in xOy −x ≤ y < −x+N ∧ x−N + 1 ≤ y ≤ x− 1
in rOR 0 ≤ R < N
2
∧ 1 ≤ r ≤ N − 1
Identifications R ≡ R+ N
2
Shape cylinder
Bosons
State
in xOy |x, y〉s = 1√2 (|x, y〉+ |y, x〉)
in rOR |R, r〉s = 1√2 (|R, r〉+ |R,−r〉)
FD
in xOy −x ≤ y < −x+N ∧ x−N ≤ y ≤ x
in rOR 0 ≤ R < N
2
∧ 0 ≤ r ≤ N
Identifications R ≡ R+ N
2
Shape cylinder
Table I. Mapping into a 2D SSH lattice for three different
two-particle systems of a non-interacting periodic SSH ring
with N sites. FD is short for fundamental domain. The
identifications discriminate the periodic directions.
The NN interaction with strength V in 1D is translated
into a potential wall at the sites along the r = ±1 lines
in the 2D SSH model.
Focusing for now on the two spinless fermions case,
same site occupation in 1D, that is, r = 0 in 2D, is for-
bidden (an infinite on-site potential wall due to Pauli’s
exclusion principle). Since we are considering identical
fermions and the two half-planes in Fig. 1(b) are inde-
pendent of each other, symmetric states with respect to
the r = 0 axis are equivalent, and so we use this symme-
try to define the fundamental domain of our problem in
the lower half-plane (see Table I). In the extended SSH
Bose-Hubbard model, a finite on-site Hubbard interac-
tion U introduces a finite potential wall at r = 0. The
interplay between these two types of walls, one for r = 0
due to U and the other for r = ±1 due to V , considerably
enriches the two-particle energy spectrum43, particularly
by the emergence of hybridized bound states.
3The red square with points labeled A through H in
Fig. 1(b) corresponds to the unit cell of the mapped sys-
tem that repeats in the r and R directions (the purple
square corresponds to the primitive cell, repeating in the
x and y directions). This unit cell has double the energy
bands (sites) of the primitive cell, which comes as a result
of a folding of the Brillouin Zone of the primitive cell. In
the new momentum coordinates, the Hamiltonian of the
2D SSH chain, for this choice of unit cell, is given by
H =

0 0 t1 t2e
−iK 0 0 t1eik t2e−i(K−k)
0 0 t1 t2 0 0 t1e
ik t2e
ik
t1 t1 0 0 t2 t2 0 0
t2e
iK t2 0 0 t1e
iK t1 0 0
0 0 t2 t1e
−iK 0 0 t2 t1e−iK
0 0 t2 t1 0 0 t2 t1
t1e
−ik t1e−ik 0 0 t2 t2 0 0
t2e
i(K−k) t2e−ik 0 0 t1eiK t1 0 0

. (2)
Upon diagonalization of this Hamiltonian, one finds the
energy spectrum of the system, as depicted in Fig. 2 for
t2 = 0.3t1. Information about the topological nature of
such 2D lattices is provided by the Chern number, defined
for each band as
C =
1
2pi
‹
BZ
dkF(k), (3)
where F(k) = ∇× A(k) is the Berry curvature, A(k) =
−i 〈ψ(k)| ∇k |ψ(k)〉 is the Berry connection and |ψ(k)〉 is
the eigenstate of the band.
In our case, the fact that the 2D SSH model has
time-reversal symmetry imposes that F(k) = −F(−k)46.
Therefore, the integral over the Brillouin zone of this
odd function vanishes, and so the Chern number is zero.
However, as has been shown in Ref. [47] for a system
of weakly coupled SSH chains, a trivial Chern number
does not necessarily imply a trivial topological insulator.
In this case, by turning on adiabatically the interchain
coupling, which changes the system from a series of inde-
pendent 1D chains to a 2D lattice, the topological nature
of the isolated SSH chains is not changed, as it does not
depend on the perpendicular direction of the interchain
couplings (that is, if the SSH chains are in the topologi-
cal phase, the existence of the correspondent topological
edge states is not affected by turning on the interchain
coupling). As such, the 2D SSH model of Fig. 1(b) can
be thought of as stacks of SSH chains with alternate in-
terchain couplings in both the x and y directions. The
idea, then, is to carry over the information provided for
each direction by the 1D topological invariant, given by
Zak’s phase, to the 2D lattice under consideration to de-
termine the possible presence of topological states48–50.
This method can be straightforwardly generalized to sys-
tems of higher dimensionality51. Such 2D systems with
trivial Chern number but non-trivial Zak’s phase along
certain 1D edges have also been referred to as weak 2D
topological insulators52–54 In the context of the 2D SSH
model considered here, the presence of topological edge
states has been recently linked to a non-trivial 2D Zak’s
phase55 (generalization of Zak’s phase to 2D lattices).
The results we find below are consistent with this find-
ing.
As shown in Table I, a periodic 1D chain with two
spinless fermions and finite size, when mapped onto
a 2D plane with one particle, unfolds as a strip with
open boundaries in the r direction, wrapped periodi-
cally in the R direction. This strip, the unit cell of this
mapped system, is illustrated for the N = 8 sites case in
Fig. 1(c). Notice that N is always even, with N = 2q
and q = 2, 3, ..., since one can only add or remove pairs
of t1 and t2 hoppings. The complete 2D mapping for
this case consists of a number of these strips, given by
#strips = q/2, which is integer for q even and half-integer
for q odd, forming a periodic cylinder shape around the
R direction (spanning over NR values for R, with NR
always even, since 0 ≤ R < N2 and R = x+y2 varies
in half-integer values). One notices that the V poten-
tial wall appears now at both ends of the strip. The in-
ternal distance between particles, along the r direction,
reaches a maximum, rmax = q, and then returns to one
[see Fig. 1(c)]. The number of strips and the strip it-
self increase as N increases, since rmax = 2#strips ∝ q
or, conversely, since the fundamental domain increases
with N in both the R and r directions (see Table I). If
we considered a bosonic system with an interaction U
instead of V , the mapped lattice of Fig. 1(c) would be-
come enlarged by the introduction of two extra sites with
potential energy U at r = 0 on both ends of the strip.
As we will demonstrate below, this enlargement of the
strip that occurs when one substitutes V with U plays a
crucial role in preventing the appearance of topological
bound states in the latter case.
Since K is a good quantum number along the periodic
R direction, one can Fourier transform the Hamiltonian
of the mapped system in this direction to find its en-
ergy dispersion for this case of spinless fermions, shown
in Fig. 3. Aside from the expected doublon bands, asso-
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y
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Figure 1. (a) Infinite and periodic SSH model. (b) 2D map-
ping of the model of (a) for two spinless fermions and NN
interactions, with one particle placed along each axis, r being
their internal distance and R the center-of-mass. Sites along
the r = ±1 lines have an on-site potential V and the r = 0
line is a forbidden region due to Pauli’s exclusion principle.
The purple square is the primitive cell and the red square
with sites labeled A through H is the unit cell that repeats
along the r and R directions. The light green region indi-
cates the mapped periodic strip of the N = 8 SSH ring with
two opposite spins and Hubbard interactions studied in Sec-
tion V. (c) Mapped strip of a finite periodic SSH chain with
N = 2q = 8 sites. The complete mapped system consists of
q/2 strips wrapped periodically in the R direction. r spans
over 1 ≤ r ≤ N−1 = 7 (see Table I), shown in parenthesis. In
the SSH ring, one has r ≡ N−r, which is why it is convenient
to span r from 1 to rmax = q and then back to 1, in order to
keep the correspondence between problems.
ciated with states localized around the r = 1 sites with
on-site potential V (dashed red curves), one sees two ad-
ditional bands of localized states (solid green curves) be-
tween the bands of itinerant states (shaded blue bands,
given by a 2D projection of the bands of Fig. 2). The
solid green bands of Fig. 3 correspond to the bands of
0
pi
2-
pi
0
-pi -2-
pi
2-
pi2
-pi
pi
-pi
k K
E/t1
Figure 2. Band structure of the 2D SSH model as a function of
K and k, the center-of-mass and relative momentum, respec-
tively, for t2 = 0.3t1. The system has a total of eight bands:
two around E/t1 = 2, two symmetric ones around E/t1 = −2
and two doubly degenerate bands around E/t1 = 0, with one
doubly degenerate band with E/t1 ≥ 0 and another one with
E/t1 ≤ 0.
d˜1 and d˜2 states in Fig. 2(b) of Ref. [43], for the set of
parameters used there.
If we isolate the 1D Hamiltonian of the strip [which is
an edge Hamiltonian obtained by cutting the bulk Hamil-
tonian of the 2D SSH lattice along the r direction56, with
the unit cell considered in Fig. 1(b)], we can calculate the
Zak’s phase for each K value from the bulk properties of
the strip as
γ(K) = −
∑
n∈occ
i
ˆ pi
−pi
dk 〈un(k,K)| d
dk
|un(k,K)〉 , (4)
where |un(k,K)〉 is the eigenstate of band n, “occ” de-
fines the set of occupied bands and γ(K) is defined up
to mod 2pi. To highlight the topological nature of the
in-gap states of Fig. 3, we will follow the following strat-
egy: i) first, we Fourier transform the Hamiltonian of
the strip in the R direction to get the 1D chain with
K-dependent hoppings given in Fig. 4(a), ii) second, we
consider the two inversion invariant center-of-mass mo-
menta, K = 0, pi, for which Zak’s phase is pi-quantized57,
and show how, for each of these momenta, the strip maps
into a 1D topological system that harbors topological
edge states for the set of (t2, V ) values considered.
III. K = pi
For K = pi in the spinless fermions case, the K-
dependence present in some of the inter-leg hoppings
5-pi 0 pi-pi2-
pi
2-
K
-2
0
2
4
E/t1
Figure 3. Energy spectrum of a strip, for the case of two spin-
less fermions, as a function of the center-of-mass momentum
in the continuum limit with parameters (t2, V ) = t1(0.3, 5).
Shaded blue regions correspond to the itinerant bands, given
by a 2D projection of the bands of Fig. 2, dashed red curves
are doublon bands localized around r = 1, that is, at the edge
sites of the strip with on-site potential V , and solid green
curves correspond to the bands of topological doublon edge
states. Vertical lines indicate the energy levels for the two in-
version invariant center-of-mass momenta, at K = 0, pi. The
red dot at the upper topological band at K = pi indicates the
state represented in Fig. 4(c) for a finite strip with N = 10.
translates into a minus sign (a pi flux across these hop-
pings). The basis of the two-leg ladder of Fig. 4(a), under
PBC, is given by ({|αi〉}), where α runs from A to H and i
is the unit cell index. An appropriate rotation in this ba-
sis, given by the following symmetric and anti-symmetric
combinations,
|±1,i〉 = 1√
2
( |Bi〉 ± |Ai〉 ), (5)
|±2,i〉 = 1√
2
( |Fi〉 ± |Ei〉 ), (6)
transforms the two-leg ladder into a system of two decou-
pled linear chains labeled “chain +” and “chain -”, shown
in Fig. 4(b). These linear chains correspond to two dif-
ferent choices for the unit cell in the t1t1t2t2 model that
we have recently studied58. We showed there how, due
to the fact that the two possible inversion axes in each
unit cell are never at its center [see Fig. 4(b)], a correc-
tion term has to be added to (4) in order to recover a
pi-quantized Zak’s phase51. The general expression for
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Fi,j
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Figure 4. (a) By Fourier transforming the Hamiltonian asso-
ciated with unit cell of Fig. 1(b) along the R direction, one
obtains a 1D two-leg ladder with K-dependent phases across
the colored hoppings, where the green and orange hoppings
have an extra phase factor of e−iK and eiK , respectively. (b)
Through the basis rotation given in (5) and (6), the two-leg
ladder is decomposed, for K = pi, in two decoupled chains
with renormalized hopping constants. (c) Spatial distribu-
tion of the topological bound state in the mapped two-leg
ladder and “chain +” of the original periodic SSH chain with
N = 10 sites and K = pi for the case of spinless fermions, with
energy given by the red dot in Fig. 3 and for the same parame-
ters considered there. The orange hoppings have a minus sign
(corresponding to a pi phase across these hoppings). In each
site, radius size and color indicate the relative amplitude of
occupation and phase, respectively. A degenerate topological
state is present at the right end of the two-leg ladder, that is,
at the right end of “chain -”.
the Zak’s phase has the form
γ˜(K) =

γ(K) +
∑
n∈occ
m∑
s=1
ˆ pi
0
dk|un,s(k,K)|2,
for m > 0,
γ(K)−
∑
n∈occ
|m|−1∑
s=0
ˆ pi
0
dk|un,M−s(k,K)|2,
for m < 0,
(7)
6where m = 0,±1, ...,±M , with M being the number of
sites in the unit cell, indicates the displacement of the
inversion axis, given by rm = a(
1
2 − m2M ), from the center
of the unit cell, while un,j(k,K), with j = 1, 2, ...,M ,
represents the j-component of |un(k,K)〉. Using (7), the
t1t1t2t2 model was shown be a topological insulator in
Ref. [58].
When t1 > t2, as we assume here, in an open t1t1t2t2
chain, topological states are present at the ends where the
end hopping is t1, followed by a t2 hopping [for example,
in “chain +” of Fig. 4(b), when the left end coincides
with a +1 site]. However, one should remember that our
original open system, aside from having the bulk form
described by the two-leg ladder of Fig. 4(a), is also ter-
minated on both ends by two sites with on-site potential
V [see Fig. 1(c)], with each of them subsequently becom-
ing the edge site of either “chain +” or “chain -”. The
full system, with these edge sites included, has the gen-
eral form of Fig. 4(c), where the two-leg ladder and the
“chain +” are depicted for the case of N = 10, along with
the spatial distribution of the topological state of higher
energy (red dot in Fig. 3) correspondent to “chain +”
(there is a degenerate state at the right edge of “chain
-”).
In the SSH model, an edge potential was shown to re-
verse the dimerization above a critical strength14,40,59,60,
by effectively separating the edge site from the rest of
the chain. In our t1t1t2t2 model, the effect of the edge
potential is similar. For example, at the left edge of the
“chain +” in Fig. 4(c), the strong potential (V = 5t1) iso-
lates the edge site at r=1, and the inner chain effectively
starts at r = 2, that is, the edge hopping of this inner
chain is t1 followed by a t2 hopping, which is the con-
dition for the presence of topological states for t1 > t2,
as mentioned above. Furthermore, without the NN in-
teraction V , the topological states would not be present
for any periodic chain of size N . This becomes clear if
one considers that: 1) for any N , both “chain +” and
“chain -” always have pairs of hoppings of the same type
at each end, as exemplified in the “chain +” for N = 10
in Fig. 4(c); 2) since N is even, to increase or decrease
N always involves the creation or destruction of pairs of
hoppings of the same type at the ends of these chains;
and 3) a sufficiently strong edge potential V is there-
fore required to effectively isolate a t1 hopping at specific
edges of the inner chains, thus allowing for the presence
of topological states.
IV. HUBBARD INTERACTION FOR K = pi
We consider now the effects of dropping the V term
and introducing instead a Hubbard interaction U in the
Hamiltonian of (1), which translates as an on-site poten-
tial at the sites across the r = 0 diagonal in Fig. 1(b).
There are two distinct cases that have to be considered
separately: i) the case of two distinguishable particles
(we consider two opposite spins), and ii) the case of two
identical bosons. The Hubbard term that substitutes
the NN interaction term in the Hamiltonian of (1) is
HU = U
∑
l nl↑nl↓ for the former case (with the cor-
responding introduction of a spin index in the hopping
term) and HU =
U
2
∑
l nl(nl − 1) for the latter case.
When we consider a system of two opposite spins, the
full 2D mapping produces a lattice periodic in both the r
and R directions with the shape of a torus (see Table I).
Instead of an open strip in the r direction, as in Fig. 1(c),
one has now a periodic strip, as shown for the N = 8 case
in the light green region of Fig. 1(b), where the ends of
this region are connected. Upon Fourier transforming the
respective Tight-binding Hamiltonian of this strip in the
R direction, as before, one arrives at the Hamiltonian of
the two-leg ladder with PBC of Fig. 5(a) for K = pi. The
effect of large interactions, U  ti, is to cut this ladder
along both r = 0 lines to produce an effective system
of four decoupled sites with energy of the order of U
and two equivalent two-leg ladders with OBC at both
ends. An equivalent basis rotation to that of (5) and (6)
transforms again each of these decoupled two-leg ladders
into the “chain +” and “chain -” of Fig. 5(b) without
the yellow end sites (the inner chains with the blue sites
only). Given that both “chain +” and “chain -” always
have pairs of consecutive hoppings of the same type at
each end, there can be no topological bound states in this
case, for the reasons explained above.
b
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Figure 5. Mapping of a finite periodic SSH chain with N = 8,
Hubbard interaction U and K = pi for: (a) states of two op-
posite spins, which becomes a strip with PBC, and top of (b)
two-boson states, which becomes a strip with OBC, where
the thicker edge hopping constants have an extra factor of√
2. Orange hopping constants have a minus sign. We dis-
tinguish between regions a and b to facilitate site indexation.
Under the basis rotation given by (5) and (6), the strip in (b)
separates into “chain +” and “chain -”, with t′i =
√
2ti
7Let us consider now a system of two identical bosons
for K = pi. For a general K, it is convenient to write the
states of the two-leg ladder of Fig. 5(a) as
|K, ru, β〉 = 1
N ′R
∑
R′
e−iKR
′ |R′, ru, β〉 , (8)
where u = a, b denotes the correspondent r region in
Fig. 5(a), R′ = 1, 2, ..., NR′ , NR′ = NR/2 is the num-
ber of different R′ values and β = t(b) gives the corre-
sponding site at the top (bottom) leg of the ladder. The
symmetrized bosonic states have the form
|K, ru, β〉s =
1√
2
(|K, ru, β〉+ |K,−ru, β〉), ru > 0. (9)
In the basis of these bosonic states, the system becomes
once more an open two-leg ladder, shown at the top of
Fig. 5(b) for K = pi. Notice that the edge hoppings are
renormalized, with an extra
√
2 factor, reflecting the fact
that states |K, 0u, β〉 are already symmetrized. For the
ru = 0 sites at the top leg of Fig. 5(a), the Tight-binding
equation is written as
H |pi, 0u, t〉s = t1(|pi, 1u, t〉+ |pi,−1u, t〉)
+ t2(|pi, 1u, b〉+ |pi,−1u, b〉)
=
√
2t1 |pi, 1u, t〉s +
√
2t2 |pi, 1u, b〉s , (10)
with equivalent relations holding for the sites of the bot-
tom leg at ru = 0.
Performing the basis rotation given by (5) and (6) for
this case of two identical bosons, one arrives at the “chain
+” and “chain -” of Fig. 5(b) with
√
2ti hoppings at the
edges. The reasons which justify the absence of topologi-
cal bound states in this bosonic case are not the same for
the U →∞ and U = 0 regimes. Similarly to the opposite
spins case, when U →∞ the edge sites of “chain +” and
“chain -” become decoupled and the pairs of consecutive
hoppings of the same type at the edges of the the inner
chains prevent the appearance of the topological states.
When U = 0, the problem becomes one of two non-
interacting bosons. Let us consider “chain -” for the case
of N = 8 shown in Fig. 5(b), which has isolated
√
2t′1
hopping constants at the edges. We have seen that the
condition for the existence of topological bound states
is to have isolated t′1 hopping constants at one or both
edges, for t′1 > t
′
2 (t1 > t2), as we have assumed through-
out the paper. However, the effect of the
√
2 factor at
the edges has to be taken into account, as it is responsi-
ble for driving the energy of the topological states out of
the gaps and into the energy bands, where they vanish.
This can be better understood if one considers the fully
dimerized limit of t′1 > 0 and t
′
2 = 0 on the “chain -”
of Fig. 5(b). The Hamiltonian describing the two sites
at each edge is Hedge =
√
2t′1σx, where σx is the first
Pauli matrix, with eigenenergies Eedge,± = ±
√
2t′1. In
the bulk, we have decoupled sites (at ru = 2) with E = 0
and three sites connected by a pair of t′1 hopping con-
stants (at ru = 3 and ra = 4). In the basis spanned by
the states {|ra = 3〉 , |ra = 4〉 , |rb = 3〉}, this bulk Hamil-
tonian is written as
Hbulk =
 0 t′1 0t′1 0 t′1
0 t′1 0
 , (11)
with eigenenergies Ebulk,0 = 0 and Ebulk,± = ±
√
2t′1.
One sees that the extra
√
2 at the edge hoppings is pre-
cisely the only factor for which edge and bulk energies
coincide, i.e., Eedge,± = Ebulk,±, and so the edge states
vanish as the bulk bands broaden with the introduction
of a finite t′2. Note that this absence of topological bound
states for U = 0 comes purely as a consequence of Bose-
Einstein statistics. One way to circumvent this limitation
would be to introduce r-modulated hopping constants,
t1(r) = t1,r↔r+1, with r ≥ 0, such that t1(0) 6= t1(r) = t1
for r > 0. Although it is not clear how this modula-
tion could be experimentally realized, its implementation
should in principle drive the appearance of topological
bound states in this non-interacting regime.
V. K = 0
Returning to the case of spinless fermions with NN in-
teractions, when K = 0 the hopping constants of the
two-leg ladder in Fig. 4(a) all have the same sign. If
we perform the same basis rotation as before, given by
(5) and (6), the bulk unit cell of our system becomes a
diamond chain plus two decoupled sites, as depicted in
Fig. 6(a). The two inversion axes of the diamond chain
(about the plus sites) are not at the center of the unit
cell, as was the case with the t1t1t2t2 model for K = pi.
This model of the diamond chain is peculiar, since it is
topologically non-trivial for both dimerizations and has
topological edge states regardless of the unit cell consid-
ered (for an open chain with an integer number of unit
cells). Looking at the unit cell of the diamond chain in
Fig. 6(a), one sees that a reversal in the dimerization
is equivalent to a vertical flip (pi-rotation) of the unit
cell, which does not affect the topological structure of
the model since all possible edge configurations for the
case of OBC are equivalent under a dimerization rever-
sal. Additionally, this equivalence between dimerizations
further translates into a topological equivalence between
all four possible choices of unit cell.
The energy spectrum of the periodic diamond chain is
shown in Fig. 6(b). The Zak’s phase calculated according
to (7) is indicated for each dispersive band and for each
inversion axis. As explained above, the effect of changing
from one inversion axis to the other, in the calculation of
the Zak’s phase, is equivalent to a dimerization reversal
for a fixed inversion axis. Therefore one sees that, re-
gardless of the dimerization considered, an open diamond
chain with an integer number of unit cells is always topo-
logically non-trivial for a midgap Fermi level, as the total
Zak’s phase of the two lowest energy bands is pi and the
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Figure 6. (a) Through the basis rotation given in (5) and (6),
the two-leg ladder in Fig. 4(a) is decomposed, for K = 0,
in a diamond chain with renormalized hopping constants
(t′i =
√
2ti) and two decoupled sites. Vertical dashed lines
labeled 1 and 2 indicate the two inversion axes for this
choice of unit cell. (b) Energy spectrum of the diamond
chain in (a) as a function of the relative momentum k for
(t′1, t
′
2) →
√
2t1(1, 0.3). There are two degenerate flat bands
around E/t1 = 0. Pairs of values α(β), with α, β = 0, pi, in-
dicate the Zak’s phase of the corresponding band calculated
from (7) and using inversion axis 1 and 2 in (a), respectively.
The degenerate flat bands have the same Zak’s phase and thus
their filling does not change the topological characterization
of the model.
flat bands have the same Zak’s phase61. In this diamond
chain, there is one topological state in each gap localized
at the edges that end with a single site [either a +1 or a
+2 site in Fig. 4(b)]. For any N in our original problem,
the mapped diamond chain ends with two sites at both
edges (either C and D or G and H sites) with on-site po-
tential V [as can be checked by mapping the N = 8 case
of Fig. 1(c) into the diamond chain], that is, the number
of unit cells is fractional. Using the reasoning followed
before for K = pi, the effect of a strong V is to isolate
the edge sites, making the chain effectively end with sin-
gle sites at both inner edges, which is the condition for
the presence of topological edge states. This way, doubly
degenerate topological states appear with energies inside
each of the gaps in Fig. 6(b) (see the topological in-gap
energy levels for K = 0 in Fig. 3).
The absence of topological bound states for K = 0,
when one drops the NN interaction term and considers
instead Hubbard interactions, follows from the same ar-
guments exposed in Section IV for K = pi both for the
opposite spins and bosonic cases, that is, when U → ∞
the terminations of the longer inner diamond chain do
not support edge states and, when U = 0 (the non-
interacting bosonic case), the renormalization of the edge
hopping constants is responsible for driving the energy of
the edge states into the bulk energy bands.
VI. CONCLUSIONS
In this paper we have studied two-particle states in pe-
riodic Su-Schrieffer-Heeger chains with nearest-neighbor
and Hubbard interactions. This problem of two particles
in a one-dimensional system was mapped into a problem
of a single particle in a two dimensional lattice. In the
limit of strong nearest-neighbor interactions, for the case
of two spinless fermions, the energy spectrum as a func-
tion of the center-of-mass momentum was found to have,
apart from the expected energy bands of doublon states,
two extra in-gap energy bands of localized states, ab-
sent when the nearest-neighbor interaction is either sup-
pressed or substituted with a Hubbard interaction for the
cases of opposite spins or identical bosons. The states of
these extra bands were identified as two-body topological
states that exhibit localized behavior at the edges of the
internal coordinate, namely the distance between the two
particles, while retaining an extended behavior over the
external spatial coordinate of the periodic chain. Since
this internal coordinate is specific to many-body systems,
these topological bound states are truly many-body, in
the sense that they have no single-particle counterpart.
Optical lattices appear as natural candidates for the
observation of the topological bound states described
here. Upon loading two ultracold bosonic atoms into
an optical lattice with tunable hopping constants ti and
repulsive on-site interaction U , the experimental creation
and manipulation of bound states in this Bose-Hubbard
model has been realized27,31,32. To detect these topolog-
ical bound states, the introduction of a nearest-neighbor
interaction term V in an optical lattice loaded with ei-
ther bosonic or fermionic atoms is required62, which has
proven to be experimentally more challenging than the
introduction of the U term. Additionally, one has to be
in the V  t1, t2 limit for any of the two-particle systems
considered in this paper (spinless fermions, opposite spins
and identical bosons, with arbitrary values for U in the
two latter cases). The implementation of the extended
Hubbard model on an optical lattice, with both on-site
and off-site (in particular nearest-neighbor) interactions,
has been achieved recently63, which strongly suggests the
possibility of a near future detection of the topological
bound states studied in this paper.
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Chapter 7
Conclusions
A relatively broad spectrum of topics was addressed throughout this thesis. Starting from
the characterization of frustration effects in multicomponent superconducting systems, we
progressively leaned toward the study of topological phases in many-body systems. In the
following, aside from some general considerations concerning the overall structure and logic
that guided our reasearch, we highlight some of the key novelties of our results as well as
indicate some possible research avenues they leave open for future work.
One of the central concepts of this thesis is that of frustration. We have seen how its
presence in multicomponent superconducting systems can induce, for an appropriate tuning of
the relevant parameters of the system, characteristic ground state solutions that would be
absent otherwise: the appearance of spontaneous chiral supercurrents that break time-reversal
symmetry in A1, which also manifest themselves as edge supercurrents gradually spreading to
the bulk of the Josephson junction (JJ) chain with frustrated unit cells in A2. By mapping
the JJ chain in A2 into an equivalent tight-binding (t-b) chain, we wrote the global JJ state
as a t-b state with uniform density, through a linear combination of the allowed k-states of
the open chain. The opening of a gap between the energy bands of the t-b chain was seen
to coincide with the disappearance of the edge supercurrents, which led us to suggest that
they could be topologically originated. If that is the case, the definition of a new topological
invariant, such that it would only yield non-trivial values in the parameter interval where
edge supercurrents are present, remains an open question, but it should be directly related
to the presence of frustration in the JJ model considered, given that the edge supercurrents
are absent otherwise. From some unpublished results, we know that the same qualitative
effects occur for open 2D JJ lattices with frustrated unit cells. More concretely, as the same
ratio t as that used in A2 is increased, supercurrents are seen to appear at the edge of the 2D
lattice, progressively propagating into the bulk strip by strip until its eventual destruction.
This indicates that our results, obtained for 1D frustrated JJ chains, should be generalizable
to 2D and 3D JJ systems.
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Throughout A2 we assumed a uniform density in the amplitude of the superconducting
elements of the chain. It would be interesting to see the effects of relaxing the constraint of
uniform density. In particular, one could modulate the amplitude δi of each superconducting
element such that it would match the amplitude distribution of the first harmonic (with a
positive sign in each site) of the itinerant band. If we recover the expression for the internal
Josephson coupling, Jij = Vijδiδj [see below (1.5) in the Introduction], we see that a variation
of δi directly affects Jij and therefore, according to out JJ↔t-b, the values of the hopping
constants of the chain (remember Jij → tij). However, Jij also has a dependence on the
value of the interband coupling Vij , which can be tuned to exactly counteract the variation
of δi. In a JJ, the normal-state tunneling resistance Rn, on which the critical current Ic
depends [1, 2], takes the place of Vij , since in this case Jij = ~Ic2e [see (1.2) at the Intro-
duction]. In these circumstances, the solution of the superconducting phases configuration
(and, therefore, of the supercurrents configuration) is the same as that of A2. Under these
conditions, one expects the JJ state to correspond directly, in its t-b formulation, to that
first harmonic to which it was modulated but only in the parameter region with no chiral
edge supercurrents (since one has zero phase on every site of the first harmonic, that is, no
supercurrents in corresponding JJ state). In the parameter region where edge supercurrents
are present, and even though the amplitude distribution still corresponds to that of the first
harmonic, the non-trivial phase gradients between edge sites break this direct correspondence
and, once more, the JJ state should become a linear combination of the k-states available,
that is, the occupation of k-states other than the first harmonic should increase gradually,
solely as a consequence of the superconducting phase gradients. The number of k-states over
which the JJ state is decomposed would provide us, in this case, with a clear criterion to
distinguish between JJ states with and without chiral supercurrents, at least in the parame-
ters region where the first harmonic of the itinerant band is the lowest energy state (given
that for t > 1, where t is the ratio defined in A2, the flat band becomes the lowest energy band).
The existence of mappings or dualities between different physical problems - a recurring
motif of this thesis - provides us with alternative ways of describing a given physical model
and, at the same time, contribute to the generalization of the physical concepts at play, often
by grouping these different problems into “classes” or “families”. A common feature of A2,
A3 and A5 is the development of mapping techniques that enable one to simplify and enrich
the study of the original model. One of the most relevant advantages of the mappings we
performed, particularly felt in A3 and A5, is that they allow for a topological characterization
of the mapped models that can then be reverted back to the original models. The crux of this
method is that it allows us to map interacting systems into non-interacting ones, typically by
converting the interactions into local potentials at specific sites or along specific directions of
the mapped model. When this method is available for a given model under study, it provides
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us with a practical way of tackling the problem of topological classification of interacting
systems.
A3 was devoted to the study of one- and two-hole excitations in a half-filled Su-Schrieffer-
Heeger (SSH) with nearest-neighbor (NN) interactions and open boundary conditions. For
one-hole excitations, the problem was seen to become the usual independent-particle SSH chain
with detuned edge potentials. More interesting states were found, however, when two-hole
excitations were studied in the large interactions limit. In the subspace around energy V ,
where V is the strength of the NN interactions, we have three distinct types of edge localized
two-hole states:
• States we named “impurity-like”, as they are mainly localized, on the mapped chain,
around the edge sites that have local potentials detuned from the rest of the chain, which
act as local impurities (see top of Fig. 4(b) in A3 [3]).
• States of topological origin but not topologically protected, as small perturbation can
make these states scatter into the itinerant states of the band in which they are buried
[see Fig. 4(d) in A3].
• Topologically protected two-hole states, with one hole localized at one edge and the
other in a topological state localized at the other edge of a smaller inner chain [see
bottom of Fig. 4(b) in A3]. Even though these states are within the same energy band
as the previous ones, it is shown in A3 that they cannot be perturbatively coupled to
the itinerant states of that band, which guarantees their topological protection.
Within the zero potential energy subspace, two other distinct groups of localized states were
found:
• States where the two holes are either localized at opposite edges or at non-consecutive
sites of the same edge [see Figs. 4(f) and (g) in A3, respectively]. The localized behavior
of each hole is reminiscent of the zero energy topological edge states in SSH chains of
independent particles. However, these two-hole states are not topologically protected
since they are buried in a continuum of itinerant bulk states on which they scatter under
perturbations.
• Two-hole states where one of the holes is in an itinerant bulk state and the other in a
topological edge state [see Fig. 4(h) in A3]. Due to the kinetic energy contribution of the
itinerant hole in these two-hole states, they actually form a band energetically separated
from the other bands. These states are partially topologically protected, in the sense
that, while perturbations can cause the bulk hole to scatter within the states of the
band, they have no effect, on the other hand, on the topological edge hole common to
all states in that band.
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In an overview of A3, we can identify some interesting new features that were analyzed there.
i) We have shown the existence of topological two-hole states, that is, a particular case of
topological many-body states, of which there are not many examples in literature. ii) We
suggest that the concept of topology based on a univocal characterization of the system as a
whole should be refined, in order to encompass distinct topological classifications of distinct
energy subspaces of the system, each to be independently examined [4]. This generalization of
the concept of topological states is expected to be particularly relevant for systems such as
the one we studied, i.e., many-body systems in the limit of large interactions, where cascades
of well separated energy subspaces are present. iii) We introduce the concept of partially
protected topological many-body states. We believe this comes naturally when dealing with
many-body states, given that one should not automatically assume these states to have a
global and collective description that includes all particles. Instead, the different particles
composing a many-body state can present different behaviors, regarding their topological
nature, spatial profile, etc., even though their correlations form a global state (that is, they are
not truly independent of one another). Following this reasoning, partial topological many-body
states should be recognized as a type of topological states with a weaker form of topological
protection, in contrast to the usual topological states where the whole state is protected. iv)
In close relation to the previous point, we also introduce in A3 the concept of topological bands,
to account for partially topological many-body states where the non-protected part of the
states corresponds to particles in itinerant states forming energy bands. In all states of these
topological bands, the partially localized topological component is robust to perturbations.
We see that, when compared to topological studies in independent particles systems,
many-body systems present a plethora of new phenomena whose understanding requires new
theoretical approaches which are bound to test the limits of the established topological notions,
making them more precise and richer in the process.
Paper A4, which is concerned with the generalization of Zak’s phase to inversion-symmetric
systems with non-centered inversion axes within the unit cell, has perhaps the most self-
contained results of the papers composing this thesis. Nevertheless, future work based on
these results is left open. An obvious way to delve deeper into the subject of A4 would be to
extend the results obtained there to 2D lattices with inversion symmetry. The topological
invariant of these 2D systems is called the Chern number, and is defined as
C =
∑
n∈occ
− 12pi
‹
BZ
dSBn(k), (7.1)
Bn(k) = ∇×An(k), (7.2)
where n is the band index, “occ” defines the set of occupied bands, S is the surface of the
Brillouin Zone spanned over the k = (k1, k2) momentum directions, Bn(k) is the Berry
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curvature, An(k) = −i 〈un(k)| ∇k |un(k)〉 is the Berry connection and |un(k)〉 is the eigenstate
of band n with momentum k. The expression for the Chern number in (7.1) can also be cast
as an integral of the Zak’s phase [5],
C =
∑
n∈occ
− 12pi
˛
C
dkjγn(kj), (7.3)
γn(kj) = i
˛
L
dki 〈un(k)| d
dki
|un(k)〉 , (7.4)
where L is the span of kl in the Brillouin Zone and γn(kj) is the Zak’s phase calculated along
the line of the Brillouin zone given by a fixed kj . Notice that the Zak’s phase in (7.4) is
the usual expression without the corrective term of the generalized expression established in
A4. As such, one expects the corrective term of the Zak’s phase to carry over directly to the
Chern number through (7.3), leading to a generalized Chern number yielding quantized values
for all inversion-symmetric 2D lattices, including the cases where inversion axes do not cross
the center of the 2D unit cell in the real-space i-direction, whose correspondent momentum
direction ki (assuming orthogonal i and j directions) is that over which the Zak’s phase is
calculated. This close relation between the Zak’s phase and the Chern number is clearly
indicative of a possible extension of the results in A4 to 2D lattices with inversion-symmetry.
In A5, the last paper presented here, we studied two-particle states in periodic SSH chains
with and without interactions. By assigning the position of each particle to a different direction
- such that one particle lies along the OX axis and the other along the OY axis -, the global
two-particle state is defined by its (x, y) coordinates in the XOY plane. In other words, the
problem of two-particles in a 1D chain can be exactly mapped into a single-particle problem in
a 2D lattice. Under this mapping, the on-site Hubbard interaction U becomes a local potential
U at all (x, y) sites placed along the y = x line (or the r = 0 line, where r = x − y is the
relative distance between the particles) and, in turn, the NN interaction V becomes a local
potential V at all (x, y) sites placed along the y = x± 1 lines (or the r = ±1 lines). When only
V is considered we showed, using center-of-mass coordinates, that, in the energy spectrum
as a function of the center-of-mass quasimomentum K, two bands of localized states, aside
from the expected doublon bands with the energy of the order of V [6], appear inside the
gaps between itinerant bands. These extra bands were seen to correspond, in A5, to bands
of topological doublon states, with their localized behavior being manifested at the edges of
the internal coordinate r, over which our system has open boundaries. The most distinctive
feature of these topological many-body states is that, in contrast to those found for instance
in A3, where localized behavior manifests itself at the edges of the real-space coordinate of
the chain as in typical topological states, they are localized in what can be understood as an
internal Hilbert space defined over the r direction. We propose that this unusual behavior
regarding the localized properties of such topological states could serve as an unambiguous
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signature of intrinsically many-body topological states.
Our work can be extended to n-particle states, with n > 2, in the same interacting SSH
rings. Using the techniques detailed in A5, this problem can be mapped into a problem
of a single-particle living in an n-dimensional lattice. The effect of the interactions on this
mapping, while being qualitatively the same (that is, they still translate as local potentials),
becomes more complex, with the appearance of multiple potential walls at the sites belonging
to different d-dimensional surfaces, with 1 ≤ d ≤ n− 1. As the dimensionality of the problem
is increased, several energy subspaces are expected to be present in the large interaction limit,
and intrinsically many-body topological states of the kind shown in A5 may be available in
some of these subspaces.
In an overview of A3 and A5, we can say that our work has also contributed to the
expansion of the already long zoology of topological states to include many-body states in
interacting systems. We hope that our results may serve as an encouragement for further
studies to be carried out in the topology of interacting systems, as there are still several
questions that remain unanswered in this field.
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