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Exciton Condensates and Free Carriers in Microcavities and Coupled Quantum
Well Structures
by Thomas Taylor
This thesis examines a series of eﬀects associated with condensation in excitonic
systems, and in particular in systems of microcavity exciton polaritons and indi 
rect excitons. A proposal is presented for a terahertz laser based on a microcavity
system, in which a polariton condensate is formed, stimulating the terahertz tran 
sition from the 2p exciton state. An associated fundamental eﬀect is predicted, in
which the threshold to lasing is dependent on the statistics of the pump photons.
The potential of hybrid Bose Fermi systems for the study of coherent many body
phenomena is demonstrated, by modelling the eﬀects of interaction between an
excitonic condensate and a two dimensional electron gas. The fermionic subsys 
tem of electrons is ﬁrst considered, and it is shown that a phase transition to
superconductivity may exist due to pairing mediated by virtual excitations of the
condensate, analogous to the phonon mechanism in conventional superconductors.
The system is modelled within BCS theory, and the gap equation is solved numer 
ically to yield the critical temperature. The complementary eﬀects of the electron
gas on the bosonic condensate are also studied; the eﬀective interaction between
the constituents of the condensate may be strongly modiﬁed, aﬀecting the su 
perﬂuid properties of the condensate, and leading to the appearance of a roton
minimum in the dispersion of elementary excitations. In fact, the dispersion may
be modiﬁed to the extent that the roton gap closes, creating an instability in the
system   it is shown that this instability may be manifested as a transition to a
supersolid phase.Contents
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xiChapter 1
Introduction
The ﬁrst experimental observation of a pure Bose Einstein condensate (BEC) oc 
curred over ﬁfteen years ago, yet this beautiful demonstration of quantum coher 
ence on macroscopic scales continues to generate intense interest. The subtleties
of this phase and its links to other spontaneously coherent eﬀects in many real
systems are still not fully understood, especially when considering the generalisa 
tion of BEC to fermionic, strongly interacting, nonequilibrium or low dimensional
systems. The richness of the phenomena associated with condensation ensures
that research will continue to be stimulated by the study of this eﬀect.
While the observation of BEC in cold atom systems is now routine, it is only rel 
atively recently that condensation has been demonstrated in solid state systems.
These systems present new opportunities and challenges; signiﬁcantly higher criti 
cal temperatures and interesting new eﬀects have been demonstrated, encouraging
the development of applications of this quantum eﬀect, however the speciﬁcs of
these systems complicate the interpretation of experiments in terms of BEC.
In particular, exciton and exciton polariton condensates are extremely interesting
from both the fundamental and practical points of view, and work in these ﬁelds
1has now moved beyond the simple demonstration of condensation, to considering
the properties of condensates in these systems and the implications of complexities
not considered in the textbook description of BEC. This has already led to a rapid
advance in understanding and many novel observations and proposals, however
the relative immaturity of this area promises much more, as the theory of these
systems in particular is further developed.
One example of this advance is in the physics of hybrid Bose Fermi systems, in
which a mixture of particles with bosonic and fermionic statistics are present. In
cold atom systems, Bose Fermi mixtures have been studied in order to simulate
other condensed matter systems, or to examine completely new regimes. Excitonic
systems1 demonstrate many advantages over atomic systems, and have enormous
potential both as highly controllable laboratories for understanding of fundamental
questions, and as systems which have widespread potential application. Combined
with the associated ability to tailor interactions, these systems are ideal for the
study of exotic eﬀects due to mixed Bose Fermi statistics.
1.1 Thesis outline
The work in this thesis considers both fundamental and application motivated
topics: an exciting application of condensation in microcavity systems is proposed,
and the potential of excitonic Bose Fermi systems to exhibit sought after low
temperature quantum eﬀects in the solid state is also demonstrated.
In the remainder of this introductory chapter, the general physics of excitons and
1Excitonic is used in this thesis to encompass both systems of excitons and exciton-polaritons.
2exciton polaritons will be discussed, and the systems in which they are studied will
be examined in more detail, in order to prepare for the particular eﬀects studied
later. Condensation will then be considered in general terms, leading on to the
observation of condensation and associated eﬀects in excitonic systems.
The second chapter demonstrates a new and important application of microcavity
systems: the possibility of terahertz lasing from a compact device, which would
be a major advance when compared to bulky far infrared lasers or quantum cas 
cade lasers. The quantum theory developed also implies an interesting associated
fundamental eﬀect: that the laser threshold is dependent on the statistics of the
pump.
The remainder of the thesis considers a particular class of excitonic system, in
which a bosonic condensate interacts with free carriers, i.e. a Bose Fermi mixture.
The interactions between the diﬀerent components lead to complex and interest 
ing eﬀects in both the bosonic and fermionic subsystems. In chapter three the
fermionic subsystem of free carriers is considered   electrons in a two dimensional
electron gas (2DEG). It is shown that interaction with a condensate of excitons
or exciton polaritons may, remarkably, lead to superconductivity, and furthermore
superconductivity in which the critical temperature scales with the condensate
density. This implies the possibility of observing high temperature superconduc 
tivity in a suitably designed system, which would be a signiﬁcant breakthrough in
the understanding of non conventional superconductivity.
Chapters four and ﬁve then examine the complementary aspect of these systems:
the eﬀect of the interaction with free carriers on the excitonic condensate and on
its superﬂuid properties. Firstly, it is shown in chapter four that for relatively
3strong Bose Fermi coupling, the dispersion of excitations of the condensate may
be qualitatively altered, developing a roton minimum due to the change in the
eﬀective excitonic interaction. This is interesting from a fundamental point of
view, however it is more interesting when considering that the roton minimum
may become lower in energy than the ground state, leading to an instability in the
system. Hence in chapter ﬁve this possibility is examined and shown to herald a
phase transition to a supersolid phase, an exotic quantum phase which has been
widely studied only relatively recently.
Finally, the thesis is concluded by summarising and discussing the implications of
this work, and how it could be extended.
1.2 Excitons and exciton-polaritons
An exciton is a Coulomb bound electron hole pair, and the elementary excitation
of a semiconductor. The idea of an exciton as a neutral quasiparticle was ﬁrst in 
troduced by Frenkel [1], in the context of low dielectric constant organic materials.
In these sorts of materials, excitons have a relatively small size and large binding
energy, and are called Frenkel excitons. Excitons in semiconductors have a larger
size, extending over many lattice spacings, and a smaller binding energy, and are
also eponymously named Wannier Mott excitons, after the two scientists who ﬁrst
discussed excitons in semiconductors [2, 3].
In semiconductors, Wannier Mott excitons2 may be created optically, due to the
absorption of an optical photon by a valence band electron, which is excited to
2Henceforth just referred to as excitons.
4the conduction band, leaving behind a hole   a region of excess positive charge
compared to the normal state of the valence band. Coulomb attraction may lead
to binding of the electron and hole, and an exciton state which is therefore lowered
in energy compared to the unbound state. The background potential of the crystal
lattice can be neglected when considering these excitons, employing the usual
eﬀective mass approximation to describe excitons as free particles with parabolic
dispersion, but with ﬁnite lifetime, due to the possibility of recombination of the
electron and hole [4].
In the systems studied in this thesis, excitons are conﬁned in one direction, and
hence behave as quasiparticles free in two dimensions, with quantised energies and
associated quantum numbers in the third dimension. This is achieved by conﬁning
excitons in quantum wells (QWs), which are quasi 2D potential wells, created
by layering a semiconductor, such as GaAs, between a diﬀerent semiconductor
with a wider bandgap, such as AlGaAs. As a consequence of this conﬁnement,
momentum conservation in an optical transition needs to be satisﬁed only in the
QW plane direction, and not along the direction of conﬁnement. Hence QW
excitons couple to photons with the same in plane wavevector k  and arbitrary
transverse wavenumber kz, making the QW exciton more optically accessible than
in bulk materials.
As mentioned already, excitons are usually created optically; this coupling to the
light ﬁeld is normally weak, and its inﬂuence on the exciton can therefore be
neglected or treated as a perturbation. However, increasing the coupling between
the exciton state and a resonant light ﬁeld, at some point the normal modes of
the system cease to be given by the exciton and photon modes. Instead, strong
5coupling leads to anticrossing of the two dispersion relations and new mixed light 
matter modes: exciton polaritons3 [5].
1.3 Microcavity exciton-polaritons
In order to achieve strong coupling between QW excitons and a light ﬁeld, the
light ﬁeld must normally be conﬁned in the direction of exciton conﬁnement. This
is realised using a microcavity, an optical Fabry P´ erot resonator with a scale in
the conﬁnement direction on the order of the wavelength of light. The light ﬁeld
is conﬁned using distributed Bragg reﬂectors (DBRs), which create a stop band
for transmission by alternating layers of high and low refractive indices, each with
an optical thickness of λ/4. The DBRs act as high reﬂectance mirrors for wave 
lengths within the stop band, the centre of which is at the wavelength λ. Hence
when two DBRs sandwich a region with an optical thickness a multiple of λ/2,
a cavity resonance is formed at λ. There is a one to one correspondence between
the incidence angle of light on the microcavity, and each resonant mode with in 
plane wavenumber k , allowing straightforward measurement of the cavity mode
or polariton in plane wavenumber. Fig. 1.1 shows a schematic of the microcavity
system   note that the QW is placed at a maximum of the cavity mode, in order
to maximise the exciton photon coupling strength.
By tuning the cavity mode to be in resonance with the exciton transition, the
strong coupling regime can be reached, where the polariton is formed as a new
eigenmode of the system. In order to achieve strong coupling, the exciton photon
3The exciton-polariton is henceforth simply referred to as the polariton.
6Figure 1.1: Schematic of a semiconductor microcavity.
coupling must dominate over the exciton and photon decay rates. If the coupling
strength
g >
       
γe − γc
2
        , (1.1)
where γ−1
e , γ−1
c are the exciton, photon lifetimes, then anticrossing occurs between
the exciton and photon modes, which is the signature of strong coupling [6].
The energy dispersion relation is given by
EU,L(k) =
1
2
(EX(k) + EC(k)) ±
 
 (k)2 + 4g2 , (1.2)
and is plotted in Fig. 1.2, for three values of the detuning,  (0), the diﬀerence
in energy between the bare photon and exciton modes, with parabolic dispersion
relations EC, EX, respectively. The two branches of the dispersion relation may
be observed as two resonances in the reﬂection or transmission spectra, and the
splitting between these resonances is called the vacuum ﬁeld Rabi splitting, 2g.
7Figure 1.2: Dispersion of polaritons for (a) negative, (b) zero and (c) positive
detuning between the bare photon and exciton modes, showing the upper and lower
polariton branches. Dashed lines indicate the bare exciton and photon dispersions.
Plotted for a GaN microcavity with typical parameters from [6, 8].
The lower polariton branch has an unusual shape, far from parabolic, which acts
as a trap in reciprocal space, and results in the interesting and unique nonlinear
dynamics of polaritons [7].
At low densities excitons, and therefore polaritons, have been shown to be good
bosons, i.e. they obey Bose Einstein statistics, and satisfy bosonic commutation
relations:
 
ak,ak′
 
=
 
a
†
k,a
†
k′
 
= 0 ,
 
ak,a
†
k′
 
= δkk′ − O
 
na
d
B
 
, (1.3)
8where d is the dimensionality of the system, aB is the Bohr radius, and n is the
concentration. Hence excitons can be considered good bosons when the exciton
interparticle spacing is much larger than its Bohr radius: n ≪ a
−d
B . When this
relation is no longer satisﬁed, the fermionic nature of the constituents making
up the exciton becomes important. At a certain density, a system of electrons
and holes undergoes a transition from bound excitons, to an electron hole plasma
[9]. This insulator metal transition is called the Mott transition [10], and can
be understood as occurring due to an increase of screening in the system, which
prevents Coulomb binding of pairs, or due to ﬁlling of the phase space.
The bosonic nature of polaritons can be demonstrated by observing ﬁnal state
stimulation, where the presence of N particles in a ﬁnal state enhances the scat 
tering rate into that state by a factor of N + 1. This eﬀect is important for
formation of a condensate of polaritons, in assisting relaxation of polaritons to the
ground state of the system, with zero in plane wavevector. The eﬀect was ﬁrst ob 
served in 1998 [11], in a CdTe based experiment where polariton populations were
generated by pumping the microcavity non resonantly. This non resonant pump 
ing generates hot carriers which may then relax in energy to the lower polariton
branch by emission of acoustic phonons. This process is an incoherent excitation
of polaritons, and therefore may be used to examine spontaneous development of
coherence in polariton systems, in contrast to resonant pumping, where coherence
of polaritons is inherited from the pumping laser.
Stimulated scattering of polaritons has also been observed in parametric ampliﬁ 
cation experiments [12], where the lower polariton branch is pumped resonantly
at the so called ‘magic angle’, leading to coherent parametric scattering to signal
9and idler states, where the signal state is the lowest energy region of the dispersion
relation. Large ampliﬁcation of a probe pulse which creates a seed population in
the ground state is then observed, due to bosonic stimulation of the pump to signal
transition. Stimulated scattering may also be observed without a seed pulse: by
continuously pumping the pump state, a threshold power can be reached at which
the transition to the signal state is itself enough to provide the seed population
[13]. The ability to eﬃciently generate coherent populations of ground state po 
laritons was a crucial advance in the physics of microcavity polaritons, and will be
examined in more detail below.
Microcavity polariton systems are very accessible experimentally, when compared
to other solid state systems used to study quantum phases [14]. The distribu 
tions in time for both real and reciprocal space, as well as other properties of
the polariton gas, can be measured directly due to the one to one correspondence
between cavity polaritons and emitted photons. The light eﬀective mass of the
exciton polariton results in high critical temperatures for quantum degeneracy,
and structural disorder is also a less signiﬁcant problem when compared to other
systems, due to the extended coherence inherited from the photon.
The ﬁeld of microcavity polaritons is growing quickly, due to the potential of polari 
tons for use in both fundamental and applied research, and has generated intense
interest as an interdisciplinary ﬁeld with aspects of quantum optics, photonics and
condensed matter physics [15]. Quantum phases and macroscopic quantum coher 
ence may be investigated in a variety of diﬀerent ways, due to the control possible
over all aspects of the system. Potential applications range from ultralow threshold
lasers operating at room temperature [16] and terahertz lasers, as discussed later,
10to even the development of a whole new class of optoelectronic devices utilising
the polariton spin for information transfer [17, 18]   spinoptronic devices [19].
1.4 Cold exciton gases
While polaritons may exhibit quantum eﬀects up to high temperatures, the com 
paratively high mass of the exciton means low temperatures are required to reach
the regime of quantum degeneracy in systems of excitons. However, the exciton
mass in typical semiconductors is still only of the order of the free electron mass,
hence these low temperatures, in the few Kelvin range, are readily reached using
standard helium refrigeration techniques.
In order to reach these temperatures within a gas of weakly interacting excitons,
the exciton lifetime must be long enough to allow photoexcited excitons to cool
towards the lattice temperature. By conﬁning electrons and holes in separate QWs
(in coupled QW structures, using an applied electric ﬁeld perpendicular to the QW
plane), the exciton lifetime can indeed be extended to the point where excitons
can eﬃciently thermalise and cool within their lifetime, allowing formation of cold
exciton gases, which do not rely on the light ﬁeld for coherence properties. The
lifetime is extended due to the spatial separation of electrons and holes, which
reduces the overlap of their wavefunctions and therefore the likelyhood of recom 
bination. Like polaritons, indirect excitons have been studied as an example of
spontaneous coherence and condensation in the solid state, as will be discussed in
the next section.
Fig. 1.3 shows a schematic of the band structure for indirect excitons. Note the
11Figure 1.3: Energy diagram for a schematic coupled QW structure, where an
electric ﬁeld is applied in the z direction, perpendicular to the QW planes.
ﬁxed orientation of the exciton dipole (perpendicular to the plane of the QWs),
which results in a repulsive interaction between excitons, favourable for BEC [20].
This repulsive interaction is also beneﬁcial in preventing the formation of electron 
hole droplets [21], and in resulting in eﬀective screening of the disorder potential
intrinsic to the structure [22]. Indirect excitons also have a larger Bohr radius and
dipole moment, and the latter property is particularly important when considering
interaction with electrons, since increasing the exciton dipole moment increases the
exciton electron interaction strength.
121.5 Condensation and coherence
One of the major driving forces in the study of excitons and polaritons in recent
years has been the attempt to observe and understand macroscopic quantum phe 
nomena in these complex solid state systems [23, 14]. As mentioned earlier, exci 
tons and polaritons in the low density regime behave as weakly interacting bosons,
and hence may macroscopically occupy a single state, as occurs in a Bose Einstein
condensate (BEC). However, there is still much debate regarding the terminol 
ogy of exciton and particularly polariton condensates [24, 25], and the diﬀerences
compared to an equilibrium system such as a cold atom BEC. This section will
examine the generalities and speciﬁcs of condensation and coherent phenomena in
excitonic systems.
1.5.1 Bose-Einstein condensation
The concept of BEC was ﬁrst introduced as a phase transition in a system of non 
interacting bosons. This was later extended for a system of weakly interacting
bosons by Bogoliubov [26], and is now usually viewed in this context, since most
of the interesting phenomenology arises as a result of interactions.
There are numerous deﬁnitions of BEC, all equivalent in the ideal case, however
the central idea is that there is macroscopic occupation of a single particle state,
χ0(r) = |χ0(r)|e
iθ , (1.4)
with an associated order parameter Ψ(r) =
√
N0χ0(r), which is non zero in the
13BEC state, where N0 is the condensate occupation number. The transition to
BEC is a thermodynamic phase transition, occurring in a system with a deﬁned
temperature, and an example of spontaneous coherence, where long range spatial
coherence, or oﬀ diagonal long range order [27, 28], is established at the transition,
accompanied by the breaking of gauge symmetry.
The pure BEC state was ﬁrst observed in trapped cold atom gases at extremely
low temperature [29, 30], as was demonstrated by interference measurements of
initially separated BECs, which showed that the BECs exhibited spatial coherence
across the entire condensate.
1.5.2 Superﬂuidity
Superﬂuidity is usually considered as the ﬂow of a ﬂuid without dissipation, or
metastable ﬂow. This example of spontaneous coherence was ﬁrst observed in
helium 4 in 1938 [31, 32]. The eﬀect was quickly associated with BEC by F.
London [33], and although helium 4 is a strongly interacting system, it is generally
agreed that superﬂuidity occurs due to a ﬁnite fraction of the ﬂuid being in a BEC
state.
A clearer demonstration of superﬂuidity in, for example, helium 4 is the Hess 
Fairbank eﬀect [34], also known as nonclassical rotational inertia. The analogue of
the Meissner eﬀect in superconductivity [35], this is an equilibrium eﬀect where the
moment of inertia of a rotating ﬂuid is decreased reversibly upon passing through
the transition to superﬂuidity.
Landau was successfully able to describe superﬂuidity phenomenologically using a
14two ﬂuid model, and without the assumption of BEC [36]; however superﬂuidity is
generally understood as occurring due to the existence of phase coherent paths in
the ﬂuid, which follows from the deﬁnition of BEC. This can be seen in the equation
for the superﬂuid velocity, below which a ﬂuid may ﬂow without dissipation:
vs(r) =
~
m
∇θ(r) , (1.5)
where θ is the phase, as introduced in Eq. 1.4.
Landau’s two ﬂuid model for superﬂuidity introduced two types of quasiparticle
excitations in a superﬂuid: the phonon, a quantised sound wave, and the roton,
which takes its name from the original idea that it corresponded to quantised rota 
tional motion or vortices. These two quasiparticles correspond to diﬀerent regions
of the characteristic dispersion relation of elementary excitations, introduced phe 
nomenologically by Landau. The idea of a roton was expanded by Feynman [37],
and indeed in superﬂuid helium 4, a strongly interacting system, a roton minimum
is observed [38]. The dispersion relation of the elementary excitations of super 
ﬂuid helium was later reconstructed using neutron scattering data, and is plotted
in Fig. 1.4. In 1946, Bogoliubov was able to derive the phonon like part of the
dispersion relation assumed by Landau, using a many body theory and assuming
BEC [26].
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Figure 1.4: Dispersion of the elementary excitations of superﬂuid liquid helium,
showing the linear phonon part at low wavevectors and the roton minimum at
higher wavevector. Plotted using inelastic neutron scattering data from [39].
161.5.3 Two-dimensional excitonic systems
In general, the critical temperature for the transition to BEC satisﬁes
Tc ∼
n2/d
m
, (1.6)
where d is the system dimensionality. It is therefore clear that the critical temper 
ature for BEC may be greatly enhanced (or the critical density greatly reduced)
for bosons such as excitons and polaritons, which have low mass compared to the
mass of an atom.
An inﬁnite and uniform 2D system of bosons of course does not have a BEC phase
transition at ﬁnite temperatures in the thermodynamic limit [40, 41], however in
trapped or ﬁnite systems the density of states is modiﬁed such that a BEC or
quasi BEC phase is recovered for ﬁnite temperature [42].
On the other hand, the Berezinsky Kosterlitz Thouless transition is a topological
phase transition unique to 2D systems, which is driven by formation of vortices [43,
44]. It is thought that in a ﬁnite 2D system, both a BEC phase and a BKT phase
should be present [45]. Both these phases display macroscopic phase coherence,
however apart from the nature of the transition, the phases diﬀer in the nature
of coherence in the system   in the BKT phase there is a power law decay of the
phase correlation function, while in the BEC phase there is instead long range
order, where the ﬁrst order spatial coherence tends to a ﬁnite value. It is expected
that for the small system sizes in typical excitonic experiments a ﬁnite size BEC
phase transition will occur at a higher temperature than the BKT transition [46].
17The possibility of polaritons forming a condensate was ﬁrst suggested in 1996
[47], in the form of a polariton laser, which would emit coherent light from a
macroscopically occupied state, and which would have a very low threshold when
compared to a conventional laser. Polariton lasing was indeed observed not long
after in CdTe [11] and GaAs [48] based devices. Importantly, the eﬀect has also
even been demonstrated at room temperature in a GaN based device [49], in which
the large exciton binding energy ensures stability of the exciton even at these high
temperatures.
The question then asked was whether a BEC of polaritons could be observed in
these systems, which are intrinsically nonequilibrium, with polariton decay due
to imperfect light conﬁnement balanced by pumping. A polariton laser does not
require thermal equilibrium of the polaritons which occupy the ground state and
form the condensate, and therefore BEC as a thermodynamic phase transition
is not a sensible description in this case. Polariton lasers in general operate in
the kinetic regime, in which the lifetime is short compared to the thermalisation
time, and the polariton gas is therefore not in thermal equilibrium with a deﬁned
temperature [50]. There is however still macroscopic occupation of a coherent
state, and the lack of equilibrium does not prevent observation of a high degree of
spatial coherence in polariton condensates [51].
BEC of polaritons was ﬁrst claimed in 2006 [52] and later in other systems up
to room temperature [53, 54, 55], where it was shown that the polaritons could
reach thermal equilibrium. The idea is then that since polaritons are in ther 
mal equilibrium, the transition to a condensed state is thermodynamically driven
and the condensate may be described by a steady state Bose Einstein distribution
18Figure 1.5: The sharp threshold observed in emission from the lower polariton
ground state with increase in pumping power, as the condensate threshold is
crossed   from [52].
peak, superimposed on a thermal Boltzmann distribution [56]. Fig. 1.5 shows the
threshold in population of the lower polariton dispersion at zero in plane wavevec 
tor. For systems with a spin degree of freedom, such as excitons and polaritons,
spontaneous coherence is also evidenced through the spontaneous buildup of the
polarisation degree [57]   a spontaneous symmetry breaking in the system. This
may be presented as evidence for a BEC phase transition, and was observed in
2008 [54].
However the polariton gas is not in thermal equilibrium with the lattice, or with
the higher energy exciton states which coexist at the same spatial regions as the
condensate. This presents a signiﬁcant diﬀerence with the case of a cold atom
condensate, where the whole system has a single deﬁned temperature. It is also
argued that since the polariton condensate inherits its coherent properties from the
photonic component, BEC is a misleading term for polariton condensates. Indeed,
it has been shown that VCSELs exhibit many of the same coherent features as a
polariton condensate, and that spontaneous symmetry breaking is even observed
in the weak coupling photon lasing regime of a microcavity [58]. The question of
19whether BEC has been demonstrated in polariton systems is essentially a question
of deﬁnition, and in this thesis the term polariton condensate refers simply to a
macroscopically occupied coherent state of polaritons, disregarding the kinetics of
formation, or other subtleties such as the degree of thermalisation. The nonequi 
librium nature of polaritons, while complicating interpretation of experiment, also
provides an opportunity to observe a multitude of interesting eﬀects, such as pat 
tern formation [59], and other phenomena associated with superﬂuidity discussed
below.
Indirect excitons in coupled QW structures have also been shown to form a conden 
sate state [60, 61, 62]. The long lifetime of these indirect excitons allows thermal
equilibrium between the exciton gas and the lattice to be reached. It has been
more diﬃcult to show spontaneous coherence in indirect exciton systems than for
a polariton system, due to heating sources and the inﬂuence of disorder in these
systems, however recent experiments have shown that spontaneous coherence does
indeed emerge at low temperatures [63]. Systems of dipoles display long range
interactions and have been shown to exhibit a range of exotic phenomena [64].
The ﬁxed dipole of the indirect exciton also enables simple control using electric
ﬁelds, compared to the polariton, which has a very small dipole moment. Many
interesting phenomena have been observed in cold exciton systems, such as the
macroscopic order and pattern formation seen in Fig. 1.6.
Since the demonstration of condensation in exciton and polariton systems, much
work has moved on to consider the transport properties in these systems. Polariton
superﬂuidity has been claimed in a resonantly excited polariton condensate, evi 
denced by suppression of scattering from a defect [65, 66], while other interesting
20Figure 1.6: Images of the photoluminescence in (a) 2D and (b) 3D, of a coupled
QW structure, showing pattern formation and the macroscopically ordered exciton
state   from [23].
properties such as quantised vortices [67, 68], and linearisation of the dispersion
relation [69] have also been observed. The question of whether these phenomena
justify the term superﬂuidity can again be debated, emphasising the uniqueness
of nonequilibrium polariton systems [70]. The variety and complexity of the phe 
nomena demonstrated in these systems makes them an extremely interesting test 
ing ground for nonequilibrium eﬀects, and allows the observation of macroscopic
quantum eﬀects not possible in any other system, such as direct imaging of the
macroscopic quantum wavefunction [71].
1.6 Hybrid Bose-Fermi systems
The ability to produce excitonic condensates has been widely demonstrated, and
emphasis has moved on to the study of phenomena speciﬁc to these condensates,
and the ways in which the advantages of excitonic systems may be exploited in
applications. This in part mirrors the development of the cold atom community,
21where much research in recent years has studied applications, for example in quan 
tum information, and more complex systems, such as Bose Fermi mixtures [72].
The hybrid Bose Fermi systems considered in this thesis are designed to allow
interaction between fermionic and bosonic subsystems, which are however spatially
separated. The fermionic subsystem consists of a gas of carriers trapped in a QW, a
2DEG, while the bosonic subsystem is a exciton or polariton condensate, conﬁned
in a separate QW or QWs. Systems containing both polaritons and free carriers
have been previously studied, and shown to interact eﬃciently in order to assist
polariton relaxation [73, 74].
The two subsystems may each exhibit diﬀerent quantum eﬀects as a result of their
statistics. Both fermionic and bosonic systems may in some sense condense, and
exhibit superﬂuid eﬀects, implying superconductivity for charged fermions such
as electrons. A bosonic system may also show further ordering, in a transition
from a superﬂuid to a supersolid phase [75], an exotic crystalline yet superﬂuid
phase, which may have been observed in liquid helium [76]. A system combining
both a condensate and a 2DEG thus presents an extremely interesting solid state
laboratory in which one may investigate a variety of quantum eﬀects   in principle
even the superconducting and supersolid phases. The mutual interaction between
the condensate and the ﬁlled Fermi sea of the 2DEG (the electron exciton interac 
tion) inﬂuences the behaviour within each subsystem, allowing further control of
the parameters of the phase space, to reach regimes not possible in the absence of
interaction.
221.6.1 Screening
In the remainder of this section, the relevant interactions within the systems stud 
ied will be considered in more detail. Firstly, to estimate the interaction between
the diﬀerent components in a Bose Fermi system, one must consider how to ac 
count for the screening induced in systems of mobile charges, which acts to limit
the range of the Coulomb interaction. The theory of screening in electronic systems
is complex, and approximations are necessary in order to account for screening in a
tractable way. Screening in a weakly interacting electron gas is normally accounted
for by deﬁning a wavevector and frequency dependent eﬀective interaction
Veﬀ(q,ω) =
V (q)
ǫ(q,ω)
, (1.7)
where V (q) is the bare Coulomb potential in Fourier space, and ǫ(q,ω) is the
dielectric response function obtained in the random phase approximation. Ad 
ditional approximations are then made where necessary in order to simplify the
problem further.
The next sections study the interactions present in the systems of free carriers
(electrons) and excitons, which are considered in this thesis. The aim is not to
produce accurate quantitative predictions of the screened interactions in these sys 
tems, but to capture the approximate behaviour in a relatively simple way. For
example, the eﬀects due to mismatches in the dielectric constants of the diﬀerent
layers in the systems are neglected, which as a ﬁrst approximation seems sensi 
ble. Other work has been published examining in detail the eﬀect of this kind of
mismatch in the systems considered here, and shows that neglecting this eﬀect is
23indeed a reasonable ﬁrst approximation [77].
In this thesis, two interaction regimes will be distinguished within the systems
considered. In the weak coupling regime, screening is accounted for within the
component of interest, the electronic component, and a weak coupling theory is
followed to calculate the eﬀective electron electron interaction, neglecting the ef 
fect of electrons on the condensate. However, it will also be shown later that
increasing the Bose Fermi interaction, coupling may induce qualitative changes to
the condensate excitation spectrum, which requires a self consistent treatment of
the interactions between and within components.
1.6.2 Electron-electron interaction
The bare Coulomb potential in Fourier space for electrons in a 2DEG is given by
[78]
V (q) =
e2
2ǫrǫ0A
1
|q|
, (1.8)
where A is the sample area, and ǫr is the relative dielectric constant of the material.
Screening in the 2DEG may then be accounted for by using Eq. 1.7. The full
Lindhard dielectric function is often then simpliﬁed further by taking the static
approximation (ω → 0), which for a 2DEG results in the Yukawa potential:
VC(q) =
e2
2ǫrǫ0A
1
|q| + κ
, (1.9)
24where κ is the two dimensional Thomas Fermi screening wavevector [78], given by
κ =
mee2
2π~2ǫrǫ0
(1 − e
−π~2ne/mekBT) , (1.10)
and ne, me are the electron 2D concentration and eﬀective mass, respectively.
1.6.3 Electron-exciton interaction
In the systems considered in this thesis, the 2DEG and excitonic condensate are
spatially separated, located in QWs separated by a distance L. The exchange
interaction is ruled out in general due to the diﬀerence in the eﬀective masses of
an electron in a 2DEG compared to an electron in an exciton, therefore only the
direct interaction is considered.
The matrix element of the direct interaction between excitons and electrons reads:
VX(q) =
 
Ψ
∗
X(Q,re,rh)Ψ
∗(k,r1)V (r1,re,rh)Ψ
∗
X(Q,re,rh)Ψ
∗(k,r1)dr1dredrh ,
(1.11)
where r1,re,rh correspond to the 2D coordinates of the 2DEG electron, the exciton
electron and the exciton hole respectively. The 2DEG electron is described by a
plane wave while the electrons and holes in the condensate are assumed to be in
the 1s bound state with plane wave centre of mass motion:
Ψ(q,r1) =
1
√
A
e
ikr1 , (1.12)
Ψ
∗
X(Q,re,rh) =
 
2
πA
Ue (ze)Uh (zh)
aB
e
iQ RXe
−rX/aB , (1.13)
25where RX = βere+βhrh, rX = re−rh are the in plane coordinates of the centre of
mass of the exciton, and the relative coordinate of electron and hole in the exciton.
Ue (ze) and Uh (zh) are the normal to the QW plane electron and hole envelope
functions, respectively. The exciton may also possess a dipole moment d, which
can be intrinsic to the structure, because of spatial separation of electrons and
holes in coupled QWs, or, in the case of microcavities, be induced by an internal
piezo electric ﬁeld or an externally applied electric ﬁeld. To account for all these
possibilities, one can consider the layers of electrons and holes in the exciton shifted
in the z direction with respect to the position of the centre of mass by a distance
l = d/e.
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Figure 1.7: The exciton electron interaction matrix element, normalised by the
sample area. Parameters are taken as those realistic for a GaN based system,
while the exciton is assumed to have a dipole separation of 4 nm.
26The exciton electron matrix element, VX, is then given by
VX(q) =
ede−qL
2ǫrǫ0A
 
βe
 
1 + (
βeqaB
2 )2 3/2 +
βh
 
1 + (
βhqaB
2 )2 3/2
 
(1.14)
+
e2e−qL
2ǫrǫ0qA
 
1
 
1 + (
βeqaB
2 )2 3/2 −
1
 
1 + (
βhqaB
2 )2 3/2
 
,
where βe,h = me,h/(me + mh), with me,h being the eﬀective masses of electrons
and holes, and d being the dipole moment of the exciton in the normal to the
QW plane direction. This potential is plotted in Fig. 1.7, which shows that the
potential attains its maximum at zero exchanged momentum, due to the dipole
interaction.
1.6.4 Exciton-exciton interaction
The exciton exciton interaction is in general diﬃcult to calculate [79], however an
approximate expression may be derived assuming excitons are present in the sys 
tem as an exciton or polariton condensate, and neglecting the wavevector and spin
dependence of the interaction, as is widely done in the description of exciton and
polariton condensates [80, 59, 81]. The dipole dipole interaction is normally much
smaller than the short ranged exchange interaction between excitons, and there 
fore is also neglected. Under these approximations the exciton exciton interaction
matrix element is given by [82]
U =
6a2
BEbX4
A
, (1.15)
27where Eb is the exciton binding energy. As mentioned earlier, this interaction
is repulsive, which results in a linearisation of the excitation spectrum of the
condensate.
28Chapter 2
Vertical cavity surface emitting ter-
ahertz
In chapter one, microcavity systems were considered as both a laboratory for
many interesting optical and condensed matter phenomena, and in terms of the
possible applications, such as the polariton laser. In this chapter a novel and
potentially important application of microcavity systems is presented, in which
the system demonstrates terahertz (THz) lasing, in addition to polariton lasing
from a macroscopically occupied polariton ground state [83].
In technological and scientiﬁc terms, coherent sources of THz radiation are highly
sought after, due to the fact that THz radiation is non ionising and able to pen 
etrate a wide variety of non conducting materials. The potential applications are
diverse, and include use in industrial quality control [84], medical imaging [85],
security [86] and spectroscopy [87]. However, the utilisation and development of
applications of THz radiation has been severely limited by the diﬃculty of produc 
ing reliable, eﬃcient, cheap, and compact THz sources, which sit at the interface
between electronic devices able to generate lower frequency radiation, and opti 
29cal devices operating at higher frequencies. The THz sources which are currently
used, such as quantum cascade lasers [88, 89], cannot yet bridge all the diﬃcul 
ties to enable their widespread utilisation. A major fundamental problem for a
device producing THz radiation is the long time for spontaneous THz emission,
compared to the lifetime of the excitation. This may be enhanced by the Purcell
eﬀect, in devices where the emitter is enclosed within a THz cavity [90], how 
ever this enhancement also adds to the bulk, complexity and therefore cost of the
device.
Recent work has proposed using microcavities to generate THz radiation, where
the ﬁnal state in a THz transition is a condensate of exciton polaritons. In this
system, bosonic stimulation of the transition may lead to enhancement of the THz
emission [91, 92, 93]. The THz transition utilised is in this case the transition from
the upper to the lower polariton branch, and would be accompanied by polariton
lasing from the lower polariton branch.
However, this dipole transition is not optically allowed, since the upper and lower
polaritons have the same parity, and therefore an electric ﬁeld is required in order to
hybridise the upper polariton with a diﬀerent exciton state, such that the transition
becomes allowed. This proposed system would operate in the waveguide geometry,
which while conﬁning THz radiation in the vertical direction perpendicular to the
cavity, requires further conﬁnement in the form of a lateral THz cavity to achieve
emission in a single direction.
The alternative microcavity based THz system studied here instead utilises an
optically allowed transition from the 2p exciton state to the lowest energy polariton
state, formed by the 1s exciton and cavity photon. The 2p exciton state cannot
30be optically excited through absorption of a single photon, due to optical selection
rules, however two photon excitation of this state has already been demonstrated in
GaAs quantum well structures [94, 95]. By pumping the 2p exciton state, radiative
decay may then populate the lower polariton ground state, accompanied by the
emission of THz photons at zero wavevector [96], and hence in a vertical direction.
If this population is fast enough compared to the decay of lower polaritons, then a
threshold to condensation may exist, leading to stimulation of the THz transition.
This system is an improvement on the previous proposals due to the fact that the
transition is optically allowed, in the vertical direction, and the whole structure is
microscopic, with no need for a THz cavity. Recent work has studied the absorption
of THz radiation by the lower polariton branch, showing that this indeed leads to
the excitation of 2p excitons [97]. An interesting associated fundamental eﬀect is
also shown to occur in this system: the calculated threshold is dependent on the
statistics of the pump used to populate the 2p exciton state.
2.1 System design
Fig. 2.1 shows a schematic of the system considered. As shown, the emission from
the microcavity is perpendicular to the microcavity plane, in the vertical direction
  as is the case in a vertical cavity surface emitting laser. The microcavity Bragg
mirrors are transparent to THz radiation. No waveguides are needed and the THz
transition is optically allowed, hence no additional electric ﬁeld is necessary.
The 2p exciton state is excited by two photon absorption, using a laser in the
optical range, with frequency half that of the 2p exciton state. 2p excitons may then
31Figure 2.1: (a) Schematic of the polariton dispersion relation, showing the lower 
polariton (LP) and upper polariton (UP) branches, as well as the 2p exciton state
with frequency ωp. The pump frequency, ωa, is half that of the 2p exciton state,
as discussed in the text. (b) The structure considered in this work: a semicon 
ductor microcavity consisting of an active layer containing quantum wells (QWs)
sandwiched between two distributed Bragg reﬂectors (DBRs). The structure is
pumped vertically, i.e. in the direction perpendicular to the microcavity plane,
and the resulting THz emission from the cavity is in the same direction.
32decay to the lower polariton branch, formed by the 1s exciton and cavity photon.
This transition is accompanied by emission of a THz photon, and acts as a pump for
the polariton ground state. If this process is eﬃcient enough compared to the lower
polariton lifetime, then the polariton ground state may become macroscopically
occupied, leading to polariton lasing. This also has the eﬀect of stimulating the
THz transition to a macroscopically occupied bosonic ﬁnal state, which results
in a threshold behaviour in the 1s state population, and hence also in the THz
emission from the microcavity (since, in the ideal case one THz photon would be
emitted for each 1s polariton created, and hence also for each photon emitted by
the polariton laser).
2.2 Quantum model
The laser is modelled by considering the density matrix describing the system,
which is composed of the 2p exciton state, the lower polariton 1s ground state,
and optical and THz photonic modes. It is assumed that the upper polariton
state is signiﬁcantly higher in energy than the 2p exciton state, and thus can be
neglected.
The starting point is then the Liouville von Neumann equation for the total density
operator of the system,
i~
∂ρ
∂t
= [H,ρ] , (2.1)
where H is the total Hamiltonian of the system   comprising the 2p and 1s states
and the classical reservoir, which in turn consists of the optical and THz photon
modes.
33The usual approximations are then applied in order to obtain the master equation
in Lindblad form for the reduced density matrix. The Liouville von Neumann
equation is ﬁrst converted into an integral over time, and a partial trace is taken
over the reservoir R. The Born approximation is made, which assumes weak
coupling between the subsystem and reservoir, and that the reservoir is therefore
not aﬀected by this interaction. This allows the total density matrix to be written
as a product state, ρ = ̺ ⊗ ̺R. Next the Markov approximation is made, which
assumes the system has no memory (the system evolves slowly compared to the
correlation time of the reservoir) and the ﬁnal approximation is the rotating wave
approximation, which restricts the transitions considered to those which conserve
energy.
The equation for the reduced density matrix is then
d̺
dt
=
i
~
[̺,Hc] + L̺ , (2.2)
where now the Hamiltonian Hc simply describes the coherent evolution of the
system, i.e. the free propagation and polariton polariton interaction. Polariton 
polariton interactions are neglected here since they simply result in a renormal 
isation of the condensate energy. The Lindblad superoperator L describes the
dissipative excitation and relaxation processes, due to interaction of the quantum
subsystem with the classical reservoir of photonic modes   the pump mode and the
THz emission mode.
The Lindblad superoperator may be written in terms of the dissipative part of the
34Hamiltonian, which can further be divided into two contributions:
Hd =
 
i
(H
+
i + H
−
i ) . (2.3)
H
+
i describes the creation of an excitation in the quantum subsystem (and thus
annihilates an excitation in the classical reservoir), while H
−
i governs the reverse
process. The subscript index i numerates the diﬀerent dissipative processes in the
system.
The Lindblad superoperator can therefore be written as [98, 99]
L̺ =
δ( E)
~
 
i
 
2
 
H
+
i ρH
−
i + H
−
i ̺H
+
i
 
−
 
H
+
i H
−
i + H
−
i H
+
i
 
̺ − ̺
 
H
+
i H
−
i + H
−
i H
+
i
  
, (2.4)
where δ( E) accounts for energy conservation, and in realistic calculations should
be taken as an average inverse broadening of the states in the system, δ( E) = ζ−1.
In the particular system considered here, the terms contributing to the dissipative
part of the Hamiltonian can be written as
H
+
1 = gp
†a
2 , (2.5)
H
−
1 = gp(a
†)
2 , (2.6)
H
+
2 = Gp
†sc , (2.7)
H
−
2 = Gps
†c
† , (2.8)
where p and s denote annihilation operators of the 2p exciton and the lowest energy
351s polariton states, respectively, a is the annihilation operator for laser photons
exciting the 2p exciton state, and c is an annihilation operator for THz photons
produced by the 2p → 1s transition. The constants g and G deﬁne the strengths
of the two photon excitation of the 2p state and 1s → 2p THz transitions, respec 
tively. Phonon assisted relaxation of the 2p exciton to the 1s state is neglected,
since this process is forbidden due to orbital momentum conservation.
For a density operator which obeys Eq. 2.2, one can evaluate the evolution of the
average value of an arbitrary operator  A  = Tr(̺A), using ∂t A  = Tr(∂t̺A).
The coherent part does not contribute to the kinetics, so that
∂t A  =
1
~ζ
[Tr(̺[H
−;[A;H
+]]) + Tr(̺[H
+;[A;H
−]])] ,
=
2
~ζ
ReTr(̺[H
−;[A;H
+]]) . (2.9)
In order to obtain rate equations for the occupancies of the 2p and 1s states, the
substitutions A = p†p or A = s†s are made, giving
dNp
dt
= Tr
 
p
†p
d̺
dt
 
=
2
~ζ
Re{Tr
 
̺[H
−;[p
†p;H
+]]
 
} ,
= Wg
 
1
2
 (a
†)
2a
2  −  p
†p(2a
†a + 1) 
 
+ WG
 
 s
†sc
†c  −  p
†p(s
†s + c
†c + 1) 
 
, (2.10)
where Wg = 4g2/~ζ and WG = 2G2/~ζ. The equation for the polariton mode
occupancy Ns =  s+s , is analogous to that for Np, and the occupancy of the
pumping mode Na =  a+a  is simply deﬁned by the intensity of the external
pump.
36To simplify these equations, a mean ﬁeld approximation is made, so that the
fourth order correlators may be factorised into products of second order correlators.
For example  p+pa+a  ≈  p+p  a+a  = NpNa. However, the correlator  a+2a2 
may be written in terms of the second order coherence function as
 a
+2a
2  = g
(2)(0)N
2
a . (2.11)
The THz mode occupancy, is taken as Nc = 0, since there is no conﬁnement of the
THz mode. Therefore the equations of motion for the occupation numbers of the
2p and 1s states read
dNp
dt
= −
Np
τp
+ Wg
 
g(2)(0)
2
N
2
a − Np(2Na + 1)
 
− WGNp (Ns + 1) , (2.12)
dNs
dt
= −
Ns
τs
+ WGNp (Ns + 1) , (2.13)
where the possibility of decay of 2p excitons through non radiative processes is
included, with an associated lifetime τp. The (radiative) lifetime of the 1s state is
also added, and is denoted τs.
Perhaps surprising is the dependence of the 2p state population on the second
order coherence function of the exciting light. For a coherent laser pump, the
statistics are Poissonian and g(2)(0) = 1, however in the case of a thermal pump,
g(2)(0) = 2. The dependence of two photon optical processes on the second order
coherence of light has been previously discussed by Ivchenko [100].
The time dependent solutions may be obtained through the use of a standard
solver in MATLAB, however in order to demonstrate a threshold behaviour one
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Figure 2.2: Occupation of the p  and s states (left axis) and terahertz generation
rate (right axis) in the steady state, as a function of pumping mode occupancy.
The subscript 1 or 2 refers to the value of g(2)(0) taken. Wg = 1,WG = 10,1/τs =
1000,1/τp = 5000, in units of Wg.
38need only consider the steady state for a given pumping power. The steady state
solutions for the 2p and 1s state occupations are easily obtained through solution of
a quadratic equation for Np and are plotted in Fig. 2.2. A threshold behaviour can
be observed in the 1s state occupation with increasing pumping power, and hence
also in the THz emission rate, which is proportional to the s state occupation.
The occupations are plotted for the diﬀerent photon statistics mentioned above,
and show that the pumping threshold is higher for a coherent pump. This can
be understood as being due to stimulated two photon emission, which enhances
losses from the 2p state.
The threshold occurs when the 2p state population is large enough, in order that
transitions to the 1s state are in balance with its losses due to ﬁnite lifetime. Once
the occupation of the 1s state is of order one, the THz transition is stimulated,
leading to a rapid buildup of the population and accompanying THz emission.
The criterion Ns ∼ 1, is satisﬁed when Np ∼ 1/WGτs, and hence the terahertz
generation rate is given by
T = WGNp(Ns + 1) =
Ns
τs
, (2.14)
and therefore shows the same threshold behaviour with pumping intensity as Ns, as
can also be seen in Fig. 2.2. This threshold to THz lasing occurs with the threshold
to polariton lasing, for which the emission is in the optical range. Therefore the
emission from the polariton laser may act as a visible signal of the THz generation.
392.3 Summary
In this chapter, a proposal has been presented for a microcavity THz laser, which
emits in the vertical direction from a microscopic cavity and therefore could be
easily scaled in power output (by tiling a series of microcavities). The frequency
of THz emission could be tuned by altering the detuning between the exciton
resonance and the photonic mode of the microcavity, which is usually done by
varying the cavity width with position, in wedged structures. The laser would also
have a very low threshold, given by the threshold of the microcavity to polariton
lasing, while in the ideal case the microcavity would emit a single THZ photon
for every optical photon, allowing high eﬃciencies to be achieved. The use of
GaN  or ZnO based microcavities would even allow room temperature operation,
a signiﬁcant advantage in terms of the potential for general application.
The system has been modelled using a master equation approach to derive the
equations of motion for the relevant state occupations. A threshold to THz lasing
has been shown to exist, and interestingly this threshold is predicted to be sensitive
to the statistics of the pump.
My contribution to the work presented in this chapter consisted of working on
the derivation of the rate equations using the master equation approach, solving
the rate equations generally and in the steady state, and generating the presented
ﬁgures.
40Chapter 3
Light mediated superconductivity
Superconductivity is an extraordinary example of an eﬀect of the quantum world
manifested at macroscopic scales, being equivalent to a superﬂuid of charged
bosons, with a macroscopic order parameter associated with their condensation.
The most obvious eﬀect of the phase transition to superconductivity is the com 
plete loss of electrical resistance, and hence the ability of the material to act as a
perfect conductor. However a superconductor is not simply a perfect conductor,
and it is the Meissner eﬀect, the expulsion of magnetic ﬁeld from the interior as
the phase transition is crossed, i.e. perfect diamagnetism, which is usually taken
to characterise the superconducting state.
As a macroscopic quantum phenomenon, superconductivity usually requires low
temperatures, so that the thermal energy does not dominate over the other en 
ergy scales in the system. However, there have been sustained and intense eﬀorts
towards extending this quantum eﬀect to higher and higher temperatures. Until
relatively recently, it was believed that an upper limit for observation of supercon 
ductivity existed at around 30 K, however the discovery of cuprate superconduc 
tivity [101] showed that conventional superconductivity was only a subset of that
41which could occur. This discovery was extremely interesting from the fundamental
point of view, as it quickly became clear that BCS theory could not adequately
describe this new class of superconductors. It was also a great leap forward for the
application of superconductivity, which could now be observed in systems cooled
using liquid nitrogen, rather than costly and diﬃcult liquid helium. Cuprate super 
conductivity generated huge excitement due to the idea that materials may even
exist in which the phase transition occurred above room temperature. However,
the further extension to higher temperatures has not occurred, and a theoreti 
cal description of the high temperature superconductors is still lacking. Indeed,
theoretical and experimental work on superconductivity has split into numerous
branches, with signiﬁcant current research on heavy fermion [102], cuprate [103],
organic [104] and iron based [105] materials, as well as work attempting to ﬁnd
completely new systems in which superconductivity may be observed. It is within
this ﬁnal branch that the work presented in this chapter resides.
In this chapter, a hybrid Bose Fermi system is studied; the system is designed in
order to modify the electron electron interaction such that formation of Cooper
pairs and superconductivity may occur. The Bose Fermi coupling is assumed to
be weak, and the system is described using BCS theory, with a bosonic exciton
or polariton condensate mediating the electron electron interaction. The excita 
tions of this condensate are then analogous to the phonons which mediate the
electronic pairing interaction in conventional low temperature superconductors.
In the ﬁrst section, the history of superconductivity will be discussed, describing
the construction of the microscopic BCS theory, which was successfully applied
to describe conventional phonon mediated superconductivity. The most obvious
42generalisation in the application of this theory is to relax the assumption of the
phonon as the mediating boson. BCS theory will then be applied to the speciﬁcs of
the system studied here, demonstrating the possibility of high critical temperatures
in exciton and polariton systems.
3.1 The theory of superconductivity up to 1957
Superconductivity was famously ﬁrst observed by H. K. Onnes in 1911, in experi 
ments studying the electrical resistance of mercury at low temperatures [106]. In
1933 the Meissner eﬀect was observed [107]   an equilibrium eﬀect perhaps more
surprising than the abrupt loss of resistance observed by Onnes   where a weak
magnetic ﬁeld is expelled from a superconducting material as it passes through the
superconducting transition. This perfect diamagnetism is not simply the behaviour
that would be expected of a perfect conductor, which would exclude magnetic ﬁeld
in the superconducting state, but which would actually trap any ﬁeld present on
passing from the normal to superconducting state.
The experimental observation of superconductivity came well before the theoretical
tools existed to explain the microscopic mechanism. The collective nature of su 
perconductivity required the application of many body quantum mechanics, while
in the early years after the discovery of superconductivity, quantum mechanics was
not a well understood theoretical framework.
The ﬁrst phenomenological theory of superconductivity was constructed by the
brothers F. and H. London and published in 1935 [108]. They began with the as 
sumption that electrons in a superconductor accelerate uniformly in response to an
43electric ﬁeld, i.e. the existence of a supercurrent. From this they derived a second
equation relating the supercurrent density to the magnetic ﬁeld in a superconduc 
tor, which successfully yields the Meissner eﬀect. The London theory predicts a
penetration depth of a magnetic ﬁeld into the bulk of a superconductor, however
this was shown to underestimate real penetration depths. This led Pippard to
generalise the London equations by assuming that the current response was non 
local, i.e. depended on the ﬁeld over a ﬁnite volume, with a radius representing the
spatial extent of the superconducting wavefunction, the coherence length [109].
F. London later stated the idea that superconductivity was an example of a macro 
scopic quantum state, however, theorists struggled to apply quantum mechanics to
superconductivity as a collective many body eﬀect. It was also not until 1950 that
theoretical work was able to phenomenologically describe the macroscopic proper 
ties of the superconducting state. This theory was constructed by Ginzburg and
Landau [110], and was based on Landau’s theory of second order phase transitions,
which states that there is a complex order parameter describing the ordering, or
loss of symmetry, upon moving across a phase transition of this type. The order
parameter is zero in the normal state, and increases continuously into the ordered
state. Expressing the free energy in terms of this order parameter and minimis 
ing with respect to its variation leads to the Ginzburg Landau equations, which
contain information about the form of the order parameter. It was later shown
that Ginzburg Landau theory is actually a limiting form of the full microscopic
BCS theory, valid close to Tc [111]. This leads to the interpretation of the order
parameter as a macroscopic wavefunction of condensed Cooper pairs.
A highly signiﬁcant experimental discovery was made in 1950 with work demon 
44strating the dependence of the superconducting critical temperature on the isotope,
and hence on the nuclear mass [112, 113]. This was a clear indication of the role of
the lattice in superconductivity, or the role of interaction of electrons with phonons
in a quantum mechanical picture, and an important step towards a sought after
microscopic theory of superconductivity. The isotope eﬀect was implicitly pre 
dicted in a work of H. Fr¨ ohlich, in which a Hamiltonian for the electron phonon
interaction was constructed [114].
The phenomenological Ginzburg Landau theory is an extremely successful and
useful theory for studying the macroscopic properties of superconductors, however
it should strictly only be applied close to the critical temperature, and it was not
clear what the order parameter corresponded to physically. The phenomenological
theory also depended on a number of parameters, which could not be determined
from ﬁrst principles, and is not applicable for length scales less than the coherence
length, as Pippard’s work demonstrated. For these reasons and in order to under 
stand the origins of superconductivity, a microscopic theory was a major goal for
many of the top theorists working in condensed matter.
3.2 BCS theory
The breakthrough came in 1957 with the publication of the microscopic Bardeen 
Cooper Schrieﬀer theory, or BCS theory [115, 116]. Many of the ingredients of the
theory had been developed over the preceding years, such as the existence of an
energy gap of order kBTc between the ground state and the excited states of the
superconductor, widely assumed theoretically, and shown to exist by measurement
45of the exponential dependence of the speciﬁc heat below the transition [117].
By the mid 1950s, progress had been made in understanding the outline of a possi 
ble mechanism of superconductivity. Building on work by Fr¨ ohlich [118], Bardeen
was able to show how an attractive interaction between electrons might arise. This
work was carried out with D. Pines, and resulted in the so called Bardeen Pines
potential, which provides a model eﬀective interaction between electrons close to
the Fermi surface, mediated by phonons, which is attractive provided the energy
exchanged is small [119]:
V (q,ω) =
e2
ǫ0(q2 + κ2)
 
1 +
ω2
q
ω2 − ω2
q
 
, (3.1)
where κ denotes the Thomas Fermi screening wavenumber, q is the exchanged
(phonon) wavenumber, ~ω the exchanged (phonon) energy, and ~ωq the phonon
dispersion.
The mathematics of the many body theory was still out of reach, however signif 
icant progress was made in 1956, when Cooper was able to show the existence of
an instability for pairs of electrons close to the Fermi surface, on top of a ﬁlled
Fermi sea [120]. Cooper considered a pair of electrons in time reversed momentum
states: a spin singlet pair state, for electrons with equal and opposite momenta.
He showed that for a pair close to the Fermi surface, a bound state exists at an
energy lower than the ﬁlled Fermi sea, for an arbitrarily small attractive interac 
tion. This is despite the fact that the kinetic energy of electrons (∼ EF) is much
larger than the binding energy. The instability can be understood naively by con 
sidering that electrons on top of a ﬁlled Fermi sea may only scatter to states in
46a quasi two dimensional shell, due to the Pauli principle; there is then a general
result which says that in two dimensions, a bound state exists for any attractive
interaction [121].
The remaining problem was to account for the collective nature of the supercon 
ducting state; knowing that there exists an instability for a single electron pair, it
is not clear how this leads to the macroscopic occupation of a new ground state.
The calculation of Cooper provided a clue, since it showed that the instability
occurred only between pairs with conjugate momenta; BCS therefore incorporated
this into the eﬀective model Hamiltonian.
The BCS Hamiltonian may be derived using a Fr¨ ohlich transformation of the
electron phonon Hamiltonian, which eliminates the ﬁrst order electron phonon
coupling [118]. The model Hamiltonian is given by
HBCS =
 
k,σ
ξkc
†
kσckσ +
 
k,k′
Vkk′c
†
k↑c
†
−k↓c−k′↓ck′↑ , (3.2)
where ξk = εk −  , εk = ~2k2/2m∗, and   is the chemical potential. c
†
kσ, ckσ are
second quantised electron creation and annihilation operators respectively, obeying
the usual fermionic anticommutation relations. Vkk′ is the potential between pairs
with initial momenta k′,−k′ and ﬁnal momenta k,−k. The second summation is
restricted to states within an energy ~ωD of the Fermi surface, where ωD is the
Debye frequency, which deﬁnes the cutoﬀ in the phonon spectrum.
The successful solution begins with an ansatz for the superconducting ground
47state, as devised by Schrieﬀer:
|ΨBCS  =
 
k
(uk + vkc
†
k↑c
†
−k↓)|0  , (3.3)
where uk,vk are parameters, satisfying the normalisation condition u2
k + v2
k = 1,
and |0  is the ﬁlled Fermi sea. This coherent ground state is not an eigenstate
of the number operator, i.e. it is not number conserving (since phase and number
are conjugate variables). The method of solution is equivalent to a mean ﬁeld
approach, where the average value of the number is ﬁxed, but not the number
itself   hence the system is in the grand canonical ensemble and energy is measured
relative to the chemical potential. A mean ﬁeld approach turns out to be extremely
accurate, due to the large size of Cooper pairs compared to the inter electron
spacing, and therefore their highly overlapping nature.
In order to determine the parameters uk and vk, BCS used a variational approach,
minimising the expectation value of the Hamiltonian in the ground state. This
leads to the following self consistency condition, the gap equation:
 k = −
 
k′
Vkk′
 k′
2E′
k
, (3.4)
where  k is the gap function, and Ek =
 
ξ2
k +  2
k is the quasiparticle excitation
energy, with the characteristic gap which leads to superconductivity. As already
mentioned, the gap function can be shown to be equal to the order parameter in
the Ginzburg Landau theory of superconductivity, aside from a numerical factor.
48To simplify the problem further, BCS then used the following model potential:
Vkk′ =

 
 
−V if |ξk|,|ξ′
k| < ωD ,
0 otherwise ,
(3.5)
which is justiﬁed by Cooper’s work showing that the phonon mediated interaction
may be attractive over a certain frequency range, with a cutoﬀ given by the cutoﬀ
in the phonon spectrum. For this choice of potential, the gap equation, Eq. 3.4,
is satisﬁed for a gap function which is equal to a constant where the potential is
negative, and zero otherwise. Hence the gap equation may be simpliﬁed to
1 =
V
2
 
k
1
Ek
. (3.6)
Replacing the momentum sum by an integral over energy gives
1 = NV
  ~ωD
0
dξ
 
 2 + ξ2 = NV sinh
−1
 
~ωD
 
 
, (3.7)
where N is the density of states at the Fermi surface, in the normal state. Then
assuming weak coupling, NV ≪ 1, gives
  ≈ 2~ωDe
−1/NV . (3.8)
For ﬁnite temperatures, the gap equation may be generalised using the Fermi
function f(Ek) = (eEk/kBT + 1)−1:
 (ξ,T) = −
  ∞
−∞
U(ξ − ξ′) (ξ′,T)tanh(E/2kBT)
2E
dξ
′ , (3.9)
49where U(ξ) = NV (ξ) is now a general arbitrary dimensionless potential. The
critical temperature Tc can then be determined as the temperature at which the
gap function at zero energy goes to zero. For the BCS potential this gives
kBTc = 1.13~ωDe
−1/NV . (3.10)
Shortly after, Bogoliubov published an alternative approach [122], convenient for
studying the excitations of the system, in which the Hamiltonian is diagonalised
using a so called Bogoliubov transformation, where the quasiparticle excited states
(known as bogolons in general) are a combination of electron and hole states.
In summary, the BCS mechanism shows that superconductivity arises due to the
existence of a new ground state, a coherent many body state of Cooper pairs, which
in some sense condense. These pairs are not strictly bosons, due to their highly
overlapping nature, however the BCS state is a state of ODLRO of Cooper pairs,
hence the interpretation of superconductivity as superﬂuidity of charged Cooper
pairs. The physical picture for this mechanism in conventional superconductors is
roughly as follows: an electron, moving in the lattice of ions in a metal, induces
a distortion in the ion positions, due to the attractive Coulomb interaction. The
response of the lattice is slow compared to the motion of the electron, due to the
diﬀerence in mass, hence at a later time when the electron has moved a large
distance away, the induced polarisation is still present and able to cause attraction
of a second electron. This process creates an eﬀective attractive interaction, for
electron pairs which are separated by a large distance (or time), and therefore do
not experience direct Coulomb repulsion   this is described as a retarded interaction
50due to the time delay in the eﬀective interaction. However the interaction at short
times is still repulsive, limiting the critical temperature [123].
3.3 Exciton mediated superconductivity
BCS theory was extremely successful in explaining superconductivity in the con 
ventional superconductors, where the phonon mediates the pairing interaction be 
tween electrons. However the BCS mechanism does not assume a particular form
for the pairing interaction, only that it is attractive for pairs of electrons close to
the Fermi surface. Considering Eq. 3.10, it is clear that the critical temperature
in this case could be increased by increasing either the prefactor, or the denom 
inator of the exponent. In this scheme (with a BCS like potential), this means
increasing the energy range over which an attractive interaction exists, increasing
the strength of the attractive interaction V , or increasing the density of states at
the Fermi surface, N.
The existence of an alternative mechanism of superconductivity, where pairing
is mediated by excitons, was ﬁrst proposed by Little [124], and then extended
by Ginzburg [125] and Allender, Bray and Bardeen [126], who considered layered
metal insulator structures. The idea was that the critical temperature could be
raised due to an increase in the eﬀective cutoﬀ of the attractive pairing interaction,
orders of magnitude greater compared to the phonon case. Attraction between
electrons would occur via creation and annihilation of virtual excitations of the in 
sulating semiconductor layer. However the probability of creating virtual excitons
in the semiconductor layer is very low due to the large energy cost, and excitonic
51superconductivity was never observed. The recent progress in demonstration of
condensation in the solid state, allows instead the consideration of systems of real
excitons, and an attractive electron pairing interaction due to the presence of an
excitonic condensate.
3.4 Condensates and superconductivity
The ability to produce excitonic condensates allows one to consider designing sys 
tems in which the attractive electron electron interaction occurs not through in 
teraction of electrons with the lattice, but instead through interaction with a
condensate, where the condensate excitations replace phonons as the mediating
boson. This may then even allow engineering of the electron pairing interaction,
such that the phase transition to superconductivity occurs at a high temperature.
The ﬁrst system considered is a microcavity system in which the electron electron
interaction is modiﬁed due to the presence of a polariton condensate in the lower
polariton ground state. In this structure, schematically illustrated in Fig. 3.1, a
single n doped QW containing a 2DEG is sandwiched between two undoped QWs,
where a polariton condensate is formed. These QWs are embedded in a microcav 
ity, at a maximum of the conﬁned light ﬁeld, ensuring stability of the polariton
condensate up to high temperatures (for example up to room temperature in a
GaN microcavity, as reported in [55]). The delocalised nature of microcavity po 
laritons means that the excitons from both QWs are part of a single condensate,
surrounding the 2DEG and maximising the interaction of the condensate with
it. This allows higher densities of polaritons to be generated in the system while
52remaining in the strong coupling regime; indeed the density could be increased
further by repeating this basic unit. However, the necessity of continuous pump 
ing in order to maintain the polariton population is a disadvantage of this system,
due to the heating caused by the pump.
Figure 3.1: The model microcavity structure considered, with an n doped QW
surrounded by two undoped QWs where a polariton condensate is formed.
A simpler system may also be considered, in which there is no microcavity, but
instead the 2DEG is placed in close proximity to a coupled QW structure, where
indirect excitons are excited. This requires low temperatures in order to maintain
a condensate, however an advantage of this system is that indirect excitons have
an eﬀectively ﬁxed dipole moment, which enhances the interaction with electrons.
The two cases are very similar, and one may switch between them simply by
changing the dispersion relation and the Hopﬁeld coeﬃcient X, which is equal to
one in the case of indirect excitons, and 1/
√
2 for the polariton system. The square
53of the Hopﬁeld coeﬃcient gives the excitonic fraction.
The Hamiltonian for the systems which are studied in this chapter is given by [127]
H =
 
k
 
Eel (k)σ
†
kσk + Eex (k)a
†
kak
 
+
 
k1,k2,q
 
VC (q)σ
†
k1+qσ
†
k2−qσk1σk2
+ X
2VX (q)σ
†
k1σk1+qa
†
k2+qak2 + Ua
†
k1a
†
k2+qak1+qak2
 
. (3.11)
The electronic annihilation operators are denoted σk and the excitonic ak, while
Eel (k) and Eex (k) denote the in plane dispersion relations of electrons and exci 
tons (or polaritons), respectively. VC, VX are the electron electron and electron 
exciton interaction matrix elements, respectively, and U is the exciton exciton (or
polariton polariton) interaction matrix element.
3.4.1 Eﬀective interaction
In BCS theory, the repulsive Coulomb interaction between electrons is not in 
cluded, due to Cooper’s work showing that the ground state is unstable to forma 
tion of Cooper pairs for an arbitrarily small attractive interaction, and previous
work by Fr¨ ohlich, and Bardeen and Pines, showing that the second order phonon
mediated attraction can overcome the direct repulsion, due to the retardation
eﬀect. Their starting point was therefore the assumption of this attractive inter 
action for the pairs of electrons considered by Cooper. In this work however, it is
necessary to demonstrate that the second order interaction mediated by the con 
densate is able to overcome the repulsive interaction; therefore the direct screened
Coulomb interaction, given by Eq. 1.9, is included.
54For the electron exciton interaction matrix element, Eq. 1.14 is used. The screening
between these two components   due mainly to the barrier layer(s) separating
the condensate from the 2DEG   is therefore neglected. The exciton exciton (or
polariton polariton) matrix element is given by Eq. 1.15.
BCS theory is followed, by transforming the Hamiltonian of the system into the
form of the BCS Hamiltonian, Eq. 3.2, resulting in an eﬀective interaction potential
for pairs of electrons [127]. The ﬁrst step is to make a mean ﬁeld approximation
for the excitonic part of the Hamiltonian, where the existence of a condensate is
assumed, with occupation number N0, so that for example a
†
k+qak ≈  a
†
k+q ak +
a
†
k+q ak , and  ak  ≈
√
N0Aδk,0.
The condensate part is then in a biquadratic form so may be diagonalised using a
Bogoliubov transformation:
ak = ukbk − vkb
†
−k ; a
†
−k = ukb
†
−k − vkbk , (3.12)
where bk are annihilation operators of the elementary excitations of the system
(bogolons). The resulting Hamiltonian is very similar in structure to the electron 
phonon Hamiltonian, where phonons have been replaced by bogolons, the elemen 
tary quasiparticle excitations of the condensate:
H = Hel +
 
k
Ebog (k)b
†
kbk +
 
k,q
M (q)σ
†
kσk+q
 
b
†
−q + bq
 
, (3.13)
where Hel denotes the unchanged terms describing propagation and direct inter 
55action of electrons. Ebog (k) denotes the bogolon dispersion, given by
Ebog(k) =
 
˜ Eex(k)( ˜ Eex(k) + 2UN0A) , (3.14)
where ˜ Eex(k) ≡ Eex(k) − Eex(0). M (q) is the renormalised bogolon electron
interaction strength, given by
M(q) =
 
N0AX
2VX(q)
 
Ebog(q) − ˜ Eex(q)
2UN0A − Ebog(q) + ˜ Eex(q)
. (3.15)
The Hamiltonian Eq. 3.13 can be expressed as H = H0 + HM, where H0 =
Hel +
 
k Ebog (k)b
†
kbk and HM =
 
k,q M (q)σ
†
kσk+q
 
b†
-q + bq
 
. Then a unitary
Fr¨ ohlich transformation is made:
H
′ = e
−SHe
S = H + [H,S] +
1
2
[[H,S],S] + ... , (3.16)
where S is determined perturbatively in order to satisfy HM + [H0,S] = 0, and
hence eliminate the ﬁrst order electron bogolon coupling. The transformed Hamil 
tonian is given by
H
′ ≈ H0 +
1
2
[HM,S]
= H0 +
 
k1,k2,q
VA (q,ω)σ
†
k1σk1+qσ
†
k2+qσk2 , (3.17)
and an eﬀective electron Hamiltonian may ﬁnally be written:
Heﬀ =
 
k
Eel (k)σ
†
kσk +
 
k1,k2,q
Veﬀ (q,ω)σ
†
k1σk1+qσ
†
k2+qσk2 , (3.18)
56where Veﬀ (q,ω) = VC (q) + VA (q,ω), and
VA(q,ω) =
2M(q)2Ebog(q)
(~ω)2 − Ebog(q)2 . (3.19)
This equation agrees with similar expressions obtained in the study of a Bose Fermi
mixture of atomic gases [128, 129].
The eﬀective electron electron potential is composed of the repulsive Coulomb
part, and the (sometimes) attractive bogolon mediated part. Importantly, the
condensate induced attraction between electrons, VA increases linearly with the
condensate occupation, N0, which is directly linked to the pumping power. Hence
the attractive pairing interaction, and therefore the BCS gap, is optically con 
trolled, which is a signiﬁcant advantage over earlier proposals for exciton mediated
superconductivity. The attractive part of the eﬀective interaction, VA, is plotted
in Fig. 3.3 as a function of wavevector for ﬁxed frequency. The parameters used
throughout this chapter are collected in Appendix A.
The wavevector dependence is then removed by taking an average over the Fermi
surface:
U0 (ω) =   VA(ω) +   VC =
AN
2π
  2π
0
[VA (q,ω) + VC (q)]dθ. (3.20)
where N = me/π~2 is the energy density of states of the 2DEG at the Fermi
surface. This average over the 2D Fermi surface is depicted in Fig. 3.2, and is taken
in order to follow the approach used in BCS theory, where wavevector dependence
is not taken into account since the interaction is assumed to be isotropic. Note that
U0 is a dimensionless quantity, due to the density of states factor. It is assumed
that the potential depends only on the magnitude of the wavevector, and in this
57Figure 3.2: Fermi surface average in two dimensions. The vector q = k1 − k2
is the exchanged wavevector between the interacting electron pair, and hence is
equal to the phonon wavevector. k1,k2 are the initial and ﬁnal wavevectors of the
scattered electron, which both lie on the Fermi surface.
case the Fermi surface average is equivalent to that found by ﬁxing one wavevector
(say in the negative x direction), and letting the other vary over the whole surface.
In two dimensions the average of the Coulomb part VC may be calculated analyt 
ically, giving
  VC =
Ne2
2πǫrǫ0
π − 2arctan
 
2kF √
κ2−4k2
F
 
 
κ2 − 4k2
F
, (3.21)
where the substitution q2 = 2k2
F(1 + cosθ) has been made (see Fig. 3.2) and
then the average performed over θ. The temperature dependence of the screening
wavevector κ is neglected, which is a good approximation for large 2DEG densities.
  VC is then simply a dimensionless positive constant.
While the average of the Coulomb part may be calculated analytically, the average
of VA(q,ω) must be found numerically, which necessitates dealing with the poles
58Figure 3.3: Eﬀective electron electron potential as a function of θ for two diﬀerent
energies (where q2 = 2k2
F(1 + cosθ)). The potential is symmetric about θ = π,
as may be seen in the left hand plot, where the inset shows the existence of two
poles. For small energies, the potential is attractive over a wide range of θ, while
repulsion dominates with increasing energy. The smoothed potential with no poles
is shown as a purple dashed line in the right hand plot.
where (~ω)2 = Ebog(q)2, for each ω. These poles are of ﬁrst order, and may there 
fore be removed analytically, leaving a smoothed integrand to be easily integrated
numerically. This is done by deﬁning
f(θ) = (θ − θ0)VA(q(θ),ω) , (3.22)
so that
  VA =
AN
2π
   2π
0
f(θ) − f(θ0)
θ − θ0
dθ + f(θ0)ln
2π − θ0
θ0
 
, (3.23)
where f(θ0) = limθ→θ0 f(θ). The argument of the integrand is now a smoothed
function without poles, as is shown in Fig. 3.3 for example, while the second term
comes from a simple analytical integration of the leftover term f(θ0)/(θ − θ0).
Fig. 3.4 shows this averaged potential, U0, for the microcavity system, for diﬀer 
59Figure 3.4: The eﬀective electron electron interaction potential U0 for diﬀerent val 
ues of the condensate density, which is indicated on the plots in units of 1012 cm−2.
The potential is attractive when the density of the condensate is high enough
to overcome Coulomb repulsion, leading to Cooper pairing in the 2DEG. The
Coulomb repulsion   VC is shown as a red line in (a).
60ent values of the condensate density. For large enough densities, the potential is
attractive over a range of frequencies from zero, corresponding to long time scales.
The peculiar shape of the potential is due to the shape of the polariton potential.
In Fig. 3.5, U0 is plotted for the case of an exciton condensate. In this case, the
potential is more similar to a simple well, as taken by BCS. Compared to the
potential for the microcavity system, it is more attractive at long time scales,
however the attraction exists over a smaller energy range. As in the polariton
case, the potential becomes repulsive at high frequencies, corresponding to short
time scales.
3.4.2 The gap equation
Having obtained the dimensionless eﬀective electron electron potential, the gap
equation must be next be solved:
 (ξ,T) = −
  ∞
−∞
U0 (ξ − ξ′) (ξ′,T)tanh(E(ξ′)/2kBT)
2E(ξ′)
dξ
′ . (3.24)
This equation must be solved iteratively for the gap function, for a number of
temperatures, in order to determine the critical temperature for superconductivity,
Tc. With the approximation of a constant well for the potential, the gap equation
is easily solved, as was seen earlier, however for a general potential, ﬁnding the
solution is more diﬃcult, and constituted the bulk of the work required in order
to calculate critical temperatures. The gap equation was solved using MATLAB
and exploiting the fact that the gap equation is equivalent to a convolution of the
potential U0 with the gap function normalised by the temperature dependent part
61Figure 3.5: The eﬀective electron electron interaction potential U0 for the case of
an exciton condensate. In the lower plot, a zoom of the upper plot is shown. The
densities are labelled as in Fig. 3.4.
62and the quasiparticle energy. Each iteration of the gap function can therefore be
computed relatively quickly using an inbuilt convolution function.
The gap equation is a non linear integral equation, an example of a Hammerstein
integral,
 (ξ,T) =
 
K(ξ,ξ
′)f[ξ
′, (ξ
′)]dξ
′ . (3.25)
It has been shown that for a wholly negative (attractive) potential, a unique and
non zero solution exists [130, 131], however the existence of a unique solution in the
case of a potential which is repulsive for some values of its argument has not been
demonstrated mathematically [132]. A solution may be found by substituting an
initial value for the gap function in the right hand side of the equation (for example
equal to a positive constant), and using this to calculate the left hand side, which
is taken as the input for the next iteration. Using this method it can be shown that
the BCS approximation is actually a very good approximation, when compared to
the numerical solution [133].
However, for a general potential with repulsive regions as well as attraction, one
cannot be sure that this method will converge to give a unique physical solution.
Indeed the numerical solutions often exhibited instabilities for certain parame 
ter ranges, with the solution having discontinuities in temperature for example.
Therefore an approximate analytical solution is desirable, in order to compare to
the numerical results.
633.4.3 Bogoliubov potential
An approximate solution may be found for step valued potentials, such as a model
potential known as the Bogoliubov potential [134, 135], which introduces repulsive
regions either side of the attractive region in the BCS potential, as shown in
Fig. 3.6. For this type of potential, the gap equation can be linearised by assuming
the gap function is also a stepped function, to produce an approximate analytical
solution for the critical temperature [133]:
kBTc ≈ 1.13~ωD exp
 
−
 
V0 −
VC
1 + IVC
 −1 
, (3.26)
where I = ln(ωC/ωD). Comparing this equation to Eq. 3.10, it is clear that
the addition of repulsive regions introduces a correction to the BCS case, which
however tends to zero with VC. Numerical calculation of the gap function shows
that the approximation as a stepped function is reasonable, when compared to the
BCS approximation.
Figure 3.6: The model potential known as the Bogoliubov potential, where repul 
sion is introduced on top of the BCS potential.
Numerical solution of the gap equation gives the gap function as a function of
64energy, for a ﬁxed temperature. Therefore the critical temperature may be found
by constructing the full temperature dependence of the gap function   obtained by
solving the gap equation iteratively for number of diﬀerent temperatures   to ﬁnd
the temperature at which the gap becomes equal to zero. However the convergence
of the iterative method slows as the critical temperature is approached, a general
phenomena known as critical slowing down. Therefore while it is relatively easy to
calculate the gap function at zero temperature, it is much more computationally
intensive to reconstruct the whole temperature dependence, in order to ﬁnd the
critical temperature. An approximate solution using the Bogoliubov potential
is then useful as a quick method for calculation of Tc, and may be compared
qualitatively to the gap function at zero temperature.
In BCS theory there is a linear relationship between the critical temperature and
the gap at zero temperature, given by the universal relation
2| (0,0)|
kBTc
= 3.53 . (3.27)
This is a weak coupling result, and the ratio increases with an increase in coupling,
up to a maximum of 4, where BCS theory is no longer applicable and the Eliashberg
equations must instead be solved [136]. The relation is obtained assuming a BCS
potential, and therefore a constant gap function, so is not directly applicable to
this case, however there should nevertheless be an analogous relationship, allowing
qualitative comparison of the two quantities. This is useful, since in some cases
iteration of the gap equation does not converge to give a unique, well behaved
numerical solution. However, in most cases the solution does indeed converge, and
demonstrates the same trends as the approximate calculation of Tc [133]. This
65supports the use of this numerical solution, and the solutions found for parameters
which do lead to convergence.
For the system containing an exciton condensate, an appropriately constructed
Bogoliubov potential may be used to ﬁnd an approximate value for the critical
temperature. For the polariton potentials, the method may be extended, con 
structing a three step potential [133].
3.4.4 Excitonic potential
Fig. 3.7 shows an example of the gap function calculated numerically for the mi 
crocavity system, exhibiting the same qualitative temperature dependence as the
gap function calculated with the BCS potential. Calculation of a series of crit 
ical temperatures in this manner allows the demonstration of increasing critical
temperature with density.
Numerically calculated critical temperatures for exciton and polariton systems
are shown in Fig. 3.8. It can be seen that the critical temperature is strongly
dependent on the condensate density, and increases to very high temperatures.
These critical temperatures are not realistic since the condensate will collapse
once strong coupling is lost, and since approximations have been made assuming
a relatively low temperature. However, these calculations demonstrate that the
mechanism is robust and extremely promising as a system for realisation of high
temperature superconductivity, and for demonstration of superconductivity in a
novel system.
66Figure 3.7: The gap function at zero energy calculated numerically, as a function
of temperature, for a density N0 = 1.75×1012 cm−2. Parameters are those relevant
to the microcavity case.
Figure 3.8: The critical temperature of superconductivity as a function of the
condensate density.
673.5 Summary
In this chapter, BCS theory has been applied to a model of non conventional super 
conductivity in which the electron pairing interaction arises due to the interaction
of a 2DEG with an exciton or polariton condensate. It has been shown that the
presence of a condensate may lead to eﬀective attraction and pairing of electrons,
and therefore superconductivity in the solid state system, with enhanced critical
temperatures which may even extend to above room temperatures in microcavity
systems.
The main assumption made in this work is that the application of BCS theory
is valid, i.e. that the coupling between the two subsystems is weak enough to
be described using the mean ﬁeld BCS theory, a single parameter theory which
does not account for the properties of the condensate directly, or for any changes
induced in the condensate by the 2DEG. Going beyond weak coupling theory, the
Eliashberg equations [137] must be solved to ﬁnd the critical temperature, which
is not a straightforward task [138].
The aim of this work is not to produce an accurate prediction of the critical tem 
perature in a realistic system, but to demonstrate that the critical temperature
may be optically controlled, and that high temperature superconductivity may be
possible in these layered systems. The observation of superconductivity in such a
system, at any temperature, would be a major discovery, allowing study of this
macroscopic coherent phenomena in a precisely controllable setting. The Bose 
Fermi system containing a condensate of indirect excitons is likely to simpler to
realise experimentally than a microcavity system, and the ﬁxed dipole moment is
68also advantageous in leading to enhanced coupling to the 2DEG. Organic based
polariton systems or dipolariton systems may be able to overcome the latter dis 
advantage however, and would allow study at high temperatures.
My contribution to the work presented in this chapter mainly consisted of extensive
work on the calculation of the eﬀective interaction potential and the numerical
solution of the gap equation. This work was performed using MATLAB, and in
close collaboration with Fabrice Laussy   who worked on the same aspects of the
work using Mathematica, in order that we could be conﬁdent in the results we
obtained independently. I also worked on the extension of the work to the exciton
case, and assisted Fabrice Laussy with construction of the analytic, approximate
solutions to the gap equation.
69Chapter 4
Rotons in a hybrid Bose-Fermi sys-
tem
The previous chapter demonstrated the great potential of hybrid Bose Fermi sys 
tems for the observation of superconductivity, a macroscopic quantum eﬀect of a
fermionic system. In this chapter, the eﬀect of the Bose Fermi coupling on the
bosonic component of the system is studied, and in particular the eﬀects on its
coherent superﬂuid properties. It is shown that coupling between the two subsys 
tems may lead to a signiﬁcant qualitative change in the excitation spectrum of the
condensate, due to modiﬁcation of the eﬀective interaction [139].
The particular bosonic subsystem considered will be a coupled QW structure in
which a condensate of indirect excitons is created. As discussed earlier, in the low
density regime, systems of excitons may undergo condensation to a macroscopic
coherent state. A condensate of indirect excitons may be described as a weakly
interacting Bose gas, with repulsive interactions and hence an excitation dispersion
relation which is linear at small momenta, and parabolic at large momenta, as
derived by Bogoliubov in the general case [26]. The strong ﬁxed dipole of indirect
70excitons allows eﬃcient coupling with a 2DEG   the fermionic component in the
hybrid Bose Fermi system   which may modify the eﬀective interactions within the
condensate to such an extent that the dispersion ceases to be Bogoliubov like. For
this reason, the weak coupling theory used in the previous chapter is not suitable,
and the eﬀective interaction should be calculated by properly taking into account
the eﬀects in both subsystems. The excited states of interest for superconductivity
are those states with wavevectors comparable to the Fermi wavevector; at these
high wavevectors the excitation dispersion is essentially parabolic, while the eﬀect
studied in this chapter is observed at relatively low wavevectors.
In this chapter, a diagrammatic approach is applied in the random phase approxi 
mation (RPA), to ﬁnd the eﬀective interactions   including higher order processes
which create virtual excitations in one or both of the subsystems. This approach
accounts for screening eﬀects, in addition to the renormalisation of the excitation
spectra and changes in the eﬀective interactions between and within each compo 
nent.
4.1 Eﬀective interaction
In the random phase approximation, the eﬀective interaction between electrons in
an electron gas is given by [78]
Veﬀ(q,ω) =
V (q)
1 − Π(q,ω)V (q)
=
V (q)
ǫ(q,ω)
, (4.1)
71where Π(q,ω) and ǫ(q,ω) are the polarisation function and dielectric function,
derived self consistently in the RPA, and V (q) is simply the bare Coulomb poten 
tial in Fourier space. The RPA was introduced for the electron gas by Bohm and
Pines [140], and consists of taking all the ﬁrst order corrections to the Coulomb
potential within many body perturbation theory, as well as the subset of higher
order processes which can be obtained as combinations of ﬁrst order corrections
(often called ring diagrams due to their depiction in Feynman diagrams).
This may be generalised to other systems as can be seen by considering a diagram 
matic approach, which can be used to justify the RPA more generally [141, 142].
In the system studied here, processes involving both components must be included;
for instance excitons may interact directly, or through the creation of virtual ex 
citations in either of the two subsystems (the electronic or excitonic components).
Thus the eﬀective interaction between excitons (labelled component 2), may be
written
V
eﬀ
22 = V22 + Π1V
2
12 + Π2V
2
22 + Π
2
1V
2
12V11 + 2Π1Π2V
2
12V22 + Π
2
2V
3
22 + ... (4.2)
This equation in diagrammatic form is shown in Fig. 4.1. The equations for the
eﬀective electron exciton and electron electron interactions may be written analo 
72Figure 4.1: The eﬀective exciton exciton interaction represented diagrammatically
in the random phase approximation. Excitations of the 2DEG are shown as loops,
while excitations of the condensate are indicated by black dots.
73gously:
V
eﬀ
12 = V12 + Π1V11V12 + Π2V12V22
+ Π
2
1V
2
11V12 + Π
2
2V12V
2
22 + Π1Π2V11V12V22 + Π1Π2V
3
12 + ..., (4.3)
V
eﬀ
11 = V11 + Π1V
2
11 + Π2V
2
12
+ Π
2
1V
3
11 + 2Π1Π2V11V
2
12 + Π
2
2V
2
12V22 + ... (4.4)
These three equations may then be combined in matrix form as
V
eﬀ = V   (I + ΠV + (ΠV)
2 +    ) = V   (I − ΠV)
−1 , (4.5)
where I is the 2 × 2 identity matrix. Note the second equality comes from the
expression for a convergent geometric series. The matrices V,Π are given by
V =



V11 V12
V12 V22


, (4.6)
Π =



Π1 0
0 Π2


. (4.7)
The bare electron electron interaction, VC = V11, is described by the standard 2D
Coulomb potential, Eq. 1.8, the bare exciton electron interaction, V12, is given by
Eq. 1.14, while the exciton exciton matrix element, V22, is given by Eq. 1.15. The
74polarisation operator for the electron subsystem in the RPA is given by [78]
Π1(q,ω) =
 
k
fk−q − fk
~(ω + iδ) + Eel
k−q − Eel
k
, (4.8)
and for the condensate subsystem [143]
Π2(q,ω) =
2N0AEex
q
(~ω)2 − (Eex
q )2 , (4.9)
where Eel(q),Eex(q) are the bare electron and exciton dispersion relations, respec 
tively, and fk is the Fermi Dirac distribution.
The static approximation is applied for the electron subsystem (ω+iδ → 0), which
implies [78]
Π1(q,ω) =
Amel
π~2 (e
−π~2nel/kBTmel − 1) . (4.10)
The eﬀective exciton exciton interaction then reads
V
eﬀ
ex−ex (q,ω) =
 
V22 +
Π1V 2
12(q)
1−Π1V11(q)
 
((~ω)2 − (Eex(q))2)
(~ω)
2 − (Eex (q))
2 + 2N0A(q)Eex (q)
 
V22 +
Π1V 2
12(q)
1−Π1V11(q)
  . (4.11)
4.2 Excitation spectrum
The poles of this eﬀective potential determine the dispersion of the collective modes
of the system, which is therefore given by
(~ω)
2 = (E
ex (q))
2 + 2N0A(q)E
ex (q)
 
V22 +
Π1V 2
12 (q)
1 − Π1V11 (q)
 
. (4.12)
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Figure 4.2: Dispersion of the elementary excitations of the condensate, showing a
roton minimum. Plotted for parameters of the GaAs based coupled QW structure
studied in [60], assuming that a third n doped QW is grown at a distance L from
the coupled QW structure. The dipole separation l = 12nm, ns = 1 × 1011cm−2
and nel = 4 × 1012cm−2.
Figs. 4.2, 4.3 show plots of the dispersion for diﬀerent values of the condensate
density, and separation between the QWs. In some cases the appearance of a
roton like minimum is observed, for some non zero wavevector. The energy of
this roton minimum scales inversely with the exciton concentration, which may of
course be optically controlled.
The position and depth of the roton minimum are dependent on the strength of the
exciton exciton interaction, which in turn depends on the separation and on the
exciton concentration. At some critical value of the concentration or separation,
the energy of the roton minimum is equal to that of the condensate at q = 0,
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Figure 4.3: Plots of the dispersion illustrating the variation with concentration for
L = 12nm (other parameters as in previous ﬁgure).
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Figure 4.4: Phase diagram of the system   the exciton BEC is unstable above the
phase boundary surface and stable below. Plotted for the same structure as the
previous ﬁgure.
i.e. the roton gap has collapsed. This is manifested as a transition in the system:
beyond this point the exciton condensate is unstable and eventually collapses due
to escape of excitons towards the roton minimum. The nature of this transition
will be investigated in the next chapter.
4.3 Phase transition and ﬁnite temperatures
Fig. 4.4 shows the phase diagram for the system, which illustrates that the exci 
ton condensate may collapse at relatively low exciton densities, before the Mott
transition is reached.
78If the superﬂuid condensate phase exists at T = 0 then it can also be found for
ﬁnite temperatures up to the Berezinsky Kosterlitz Thouless critical temperature,
TBKT. At temperatures above TBKT, thermally excited vortices may form in the
system and support local order. While below TBKT, bound pairs of vortices exist,
which stabilise the phase to a power law decay in distance and support a ﬁnite
superﬂuid density, ns. The critical temperature can be found using the formula of
Kosterlitz and Nelson [144]:
kBTBKT =
π~2ns (TBKT)
2M
, (4.13)
where M is the exciton mass. ns is given by
ns = n − nn (TBKT), (4.14)
where n = N0/A is the total concentration of excitons, and nn is the normal
fraction concentration, which can be estimated as in [42, 145, 146] to be
nn (T,n) =
~2
2πMkBT
  ∞
0
q3e~ω(q)kBT
(e~ω(q)kBT − 1)
2dq. (4.15)
where E(q) = ~ω(q) is the renormalised dispersion of elementary excitations, given
by Eq. 4.12.
The transcendental Eq. 4.13 is solved numerically using MATLAB to carry out
the numerical integration and zero ﬁnding. Fig. 4.5 shows the dependence of
the critical temperature on n and L. For large separations, L, the dependence
on concentration is linear, as would be expected for a conventional gas of inter 
7920
22
24
26
28
30
1
1.5
2
2.5
3
3.5
0
0.5
1
1.5
2
 
L (nm)
n (x1010 cm−2)
 
T
B
K
T
(
K
)
Figure 4.5: Dependence of the BKT critical temperature on concentration and
QW separation. Plotted for parameters as in previous ﬁgures.
80acting bosons. However, for small separation the dependence is non linear: for
small concentrations the critical temperature increases, then decreases at larger
concentrations, mirroring the change in strength and sign of the exciton exciton
interaction.
4.4 Summary
In this chapter, the complementary aspect of the Bose Fermi systems considered
in the previous chapter was studied, i.e. the eﬀect of the 2DEG on the bosonic
component. However, a diﬀerent approach was taken in order to calculate the
eﬀective interaction within the bosonic component. This was necessary since the
inter component coupling is in this case strong enough to qualitatively alter the
spectrum of excitations of the condensate.
A system of indirect excitons has been considered, since their ﬁxed dipole mo 
ment allows strong interaction with the 2DEG, compared to the weaker polariton 
electron interaction. However, recent works have demonstrated the formation of
‘oriented polaritons’ [147] and ‘dipolaritons’ [148] in specially designed microcav 
ity structures, which have greatly enhanced dipole moments, and therefore should
interact more eﬃciently with a 2DEG.
The appearance of a roton minimum in the dispersion of excitations is an inter 
esting fundamental eﬀect, observed in superﬂuid helium due to strong interactions
in the system. It is also interesting due to the possibility that the roton gap may
go to zero as the Bose Fermi coupling is increased; this possibility is studied in
the next chapter, examining the state of the bosonic subsystem when the zero
81wavevector condensate is no longer the lowest energy state.
My contribution to the work presented in this chapter consisted of checking the
diagrammatic derivation of the eﬀective exciton exciton interaction, which was
obtained by Ivan Shelykh; calculating this interaction and the excitation spectrum;
and calculating the phase boundary and critical temperatures.
82Chapter 5
Exciton supersolidity
In the previous chapter, the possibility of formation of a roton minimum in the
spectrum of excitations of an exciton condensate was demonstrated, in a hybrid
Bose Fermi system. If the energy of the roton minimum, at ﬁnite wavevector,
moves below that of the ground state at zero wavevector, then the ground state of
the system ceases to be the zero wavevector condensate, and one would expect the
system to undergo a transition to occupy the new ground state. In this chapter, this
new ground state is modelled, and shown to exhibit the properties of a supersolid
phase.
It has previously been suggested that a superﬂuid to supersolid phase transition
may occur due to the appearance of a roton like instability in a superﬂuid system
[149, 150, 151, 152]. Therefore the hybrid Bose Fermi system of indirect excitons
interacting with a 2DEG seems a promising system for observation of the super 
solid phase [153]. In the ﬁrst section of this chapter, the supersolid phase will be
discussed in general, before the speciﬁc system is modelled.
835.1 Supersolidity
Originally predicted in 1969 [154, 155], a supersolid is a system in which order
in real and reciprocal spaces, in the form of a crystalline lattice, coexists with
superﬂuid behaviour [75, 156]. Over forty years after the theoretical prediction,
Kim and Chan published work which claimed to evidence the supersolid phase
in 4He by observation of non classical rotational inertia in torsional oscillator ex 
periments at low temperature [76, 157]. This stimulated other experimental work
using diﬀerent techniques, which complicated the theoretical picture, but which
were also presented as providing further evidence for the supersolid phase. Re 
cently, evidence has been presented for a transition to the supersolid phase in cold
atom systems [158], due to the closing of a roton gap in the superﬂuid phase [159].
There has been much debate as to whether the experimental ﬁndings of the last
decade constitute a ‘discovery’ of supersolidity (in recent work [160], Davis and
coworkers claim to have ruled out the possibility of a supersolid phase transition
in 4He), however in principle the supersolid phase may be present in any system
of interacting bosons, such as an exciton condensate. Indeed a recent theoretical
paper by Parish et al. [161] studies the possibility of supersolidity in an excitonic
system of asymmetrically populated bilayers.
To recall, the system studied is composed a layer of indirect excitons situated close
to a layer containing a 2DEG. This may be realised in a structure of three parallel
quantum wells (QWs), one containing a 2DEG, and the other two containing a
BEC of spatially indirect excitons, or a metal layer may be deposited in place of
the third QW containing the 2DEG. The two subsystems are spatially separated
84but close enough to allow eﬃcient Coulomb interaction. The spatial separation
presents an advantage over the system considered by Parish et al. in that higher
densities are possible due to protection from the phase space ﬁlling eﬀect. The spin
of the exciton is accounted for here, by diﬀerentiating between the exciton states
which are coupled to light, with spin projections of +1 and −1 on the structure
growth axis.
5.2 Condensate description
An exciton condensate may be described by a factorised Hartree Fock ansatz [20]:
Ψ±(r1,...,rN,t) =
 
i
ψ±(ri,t) , (5.1)
which, in the limit of large number of particles N, leads to the following mean
ﬁeld energy with a nonlocal interaction potential:
H± = N±
 
drψ
∗
±(r,t)
 
−
~2
2mex
∇
2 (5.2)
+
1
2
 
dr
′  
V
eﬀ
ex−ex(r − r
′)ntot(r
′,t) + αn∓(r
′,t)
  
ψ±(r,t) .
ntot(r,t) = n+(r,t)+n−(r,t) = N+|ψ+(r,t)|2 +N−|ψ−(r,t)|2, and V eﬀ
ex−ex(r) is the
spin isotropic exciton exciton interaction potential. The exchange interaction is
modelled phenomenologically by introducing the constant α. The corresponding
85time dependent Gross Pitaevskii (GP) equations read
i~
∂ψ±(r,t)
∂t
= −
~2∇2
2mex
ψ±(r,t) (5.3)
+
 
V
eﬀ
ex−ex(r − r
′)ntot(r
′,t)dr
′ψ±(r,t) + αn∓(r,t)ψ±(r,t) .
The expression for the eﬀective exciton exciton was derived in the previous chapter,
and is given by Eq. 4.11. The expression previously taken for the bare exciton 
exciton interaction matrix element, V22, is that generally used when modelling
polariton and exciton condensates. However, in coupled QW structures, the inter 
action is modiﬁed due to the ﬁxed relative orientation of dipole excitons   leading
to a diﬀerent form for the interaction [162, 163]:
V22(q) =
e2lξ
ǫ0ǫrA
, (5.4)
where l is the exciton dipole separation in the normal to the QW plane direction,
and ξ accounts for the reduction of dipole dipole repulsion due to electron hole
pair correlations in the exciton condensate [164].
The eﬀective exciton exciton interaction is in general a time dependent, retarded
interaction, however in order to obtain a non retarded GP equation (5.3), this
dependence is removed by averaging the potential over a frequency range [0,ωd],
where ωd = Eb/~ is the exciton dissociation frequency. The resulting potential
is plotted in Fig. 5.1 for diﬀerent values of the separation between the electron
and exciton subsystems, L. The corresponding condensate excitation spectrums,
given by Eq. 4.12, are plotted in the top part of Fig. 5.1. It can be seen that
86Figure 5.1: The excitation spectrum (top) and eﬀective exciton exciton interaction
potential (bottom) for three values of the exciton electron layer separation L. The
exciton mass, mex = 0.21me, and the average exciton density nex = 1×1011 cm−2.
87for small separations the potential becomes attractive in some range of q > 0,
and a roton instability develops in the excitation spectrum. The presence of the
2DEG alters the dispersion of excitations due to a change in the character of the
eﬀective exciton exciton interaction, which by the creation of virtual excitations
in the 2DEG, may become attractive for some q. It is known that condensation
is in general unstable to attractive interactions, and therefore the onset of this
attraction may simply cause collapse in real space, however it will be shown that
for a range of parameters the supersolid phase is the ground state of the system.
5.3 The supersolid phase
As mentioned, the existence of a roton instability has been connected with the
possible existence of a supersolid phase. This possibility is investigated by numer 
ical minimisation of the Hamiltonian (5.2), using the imaginary time propagation
method to determine the ground state for a two dimensional box, with periodic
boundary conditions and realistic parameters. As a ﬁrst step, the exciton spin is
neglected, assuming α = 0 and considering a single component condensate.
In Fig. 5.2 the results of the minimisation are illustrated as density proﬁles of
the exciton condensate in real and reciprocal space. For large separations, the
excitation spectrum does not cross below the zero energy axis, i.e. there is no
roton minimum or there is a positive roton gap. In this case the ground state is
a homogeneous superﬂuid, as shown in Figs. 5.2(a) and (b) for L = 30nm. As
the separation is decreased, the roton gap is reduced until a critical separation
where the roton gap disappears. For a separation of L = 18nm, the ground
88Figure 5.2: Examples of density proﬁles of the exciton condensate in real space
(left column) and reciprocal space (right column, density in logarithmic scale).
The ﬁgures (a), (b) show the homogeneous ground state for separation L = 30nm,
and the ﬁgures (c), (d) depict the supersolid ground state for L = 18nm, charac 
terised by periodicity in both real and momentum spaces. The orientation of the
supersolid lattice is chosen spontaneously. (e), (f) A metastable state with lattice
imperfections, corresponding to a local energy minimum. In momentum space,
such a state is characterized by concentric rings.
89state is completely changed, as shown in Figs. 5.2(c) and (d). In real space the
ground state is characterised by a triangular lattice, where the orientation is chosen
randomly in a spontaneous symmetry breaking process. Note that this symmetry
breaking is additional to that which occurs in determination of the condensate
wavefunction. In reciprocal space, side peaks are observed corresponding to the
lattice wavevectors. The lattice constant of the pattern is determined by the value
of the wavevector at the roton minimum. Decreasing the separation further to
L = 14nm, the minimisation procedure leads to collapse of the wavefunction into
a single point of the numerical grid, indicating breakdown of the model. In order
to obtain the correct ground state of the system, one would need to include higher
order eﬀects which would prevent the condensate density from growing without
bound. It is not surprising that collapse is encountered, since this is generally the
case for a nonlinear Schr¨ odinger equation with attractive nonlinearity [165].
Figs. 5.2(e) and (f) show another type of solution produced by the minimisation
procedure, for L = 18nm, but with diﬀerent initial noise to that which leads to
the solutions shown in Figs. 5.2(c) and (d). These solutions are characterised by a
crystal structure with dislocations, and are not true ground states, but metastable
states at local minima of the energy. They are interesting from an experimen 
tal point of view, since they would be likely to be observed, perhaps even more
so due to the disorder potential present in real samples. In reciprocal space,
these distorted supersolid states are characterised by concentric rings around zero
wavevector, as shown in Fig. 5.2(f).
90Figure 5.3: Numerically determined spectra of a weakly perturbed condensate in
three diﬀerent regimes: (a) noninteracting exciton condensate, (b) condensate in 
teracting through a local (momentum independent) potential, and (c) supersolid
condensate in the presence of coupling with an electron gas, interacting through
an eﬀective potential V eﬀ
ex−ex (with parameters as in Figs. 5.2(c),(d)). In cases (a)
and (b) the parabolic and Bogoliubov spectra are obtained as predicted theoreti 
cally. In case (c) the spectrum is distorted as a result of interference of branches
starting from diﬀerent k components of the ground state in the momentum space,
corresponding to the vertical lines. The density is shown in a logarithmic intensity
scale.
5.4 Excited states
It is also interesting to investigate the inﬂuence of the supersolid transition on a
weakly excited system. Fig. 5.3 shows the spectra of perturbed ground states al 
lowed to evolve in time according to Eq. (5.3). The spectra is obtained by Fourier
transformation of the wavefunction ψ in space and time. Fig. 5.3(a) shows the
91spectrum for a noninteracting exciton condensate, which is parabolic as expected.
In Fig. 5.3(b) a q independent interaction potential is present, equivalent to a re 
pulsive contact interaction in the absence of a 2DEG. The spectrum is the expected
Bogoliubov spectrum of excitations, linear for small wavevectors, and parabolic at
larger wavevectors. Fig. 5.3(c) corresponds to the more interesting case of the
full wavevector dependent interaction V eﬀ
ex−ex, in the supersolid regime. The spec 
tra here is blurred, due to interference of multiple branches starting from diﬀerent
points in the momentum space. These correspond to the momentum space compo 
nents of the ground state, which are visible as vertical lines. Despite this blurring,
the excitation branches do appear linear close to their origins, indicating a ﬁnite
superﬂuid fraction.
The two component case is now returned to, with ﬁnite exchange interaction α.
Fig. 5.4 shows the real space distribution of excitons in the parameter range leading
to the supersolid phase. The two spin components are coloured diﬀerently, showing
the domains of spin polarisation formed, analogous to ferromagnetic domains. The
boundaries between these domains are stochastic and change depending on the
initial numerical noise.
5.5 Summary
In this chapter, the existence of an exotic quantum phase transition in a hybrid
Bose Fermi system has been studied. The system considered is composed of in 
direct excitons interacting with an electron gas. Indirect excitons have been con 
sidered due to their large ﬁxed dipole moment, which allows eﬃcient interaction
92Figure 5.4: Calculated density distribution of the excitonic condensate in the su 
persolid regime, demonstrating a ferromagnetic domain structure. The interaction
constant α is chosen in such a way that for q = 0 the interaction of excitons with
opposite spin is 10% stronger than the interaction of excitons with parallel spins.
The +1 and −1 spin components are shown in green and orange, respectively.
93with electrons, such that the eﬀective interaction within the exciton condensate is
fundamentally altered, acquiring an attractive nature in contrast to the repulsive
dipole interaction in an isolated exciton condensate. The prediction of this super 
solid phase of excitons may be comparatively easy to observe, when compared to
the complications in the interpretation of experiments with superﬂuid helium.
The new ground state was studied by numerical solution of the Gross Pitaevskii
equation for the condensate wavefunction, accounting for the spin degree of free 
dom phenomenologically. Experimental detection of an exciton supersolid may be
achieved by angularly resolved photoluminescence, which would give access to the
characteristic diﬀraction pattern in the Fourier spectrum of excitations, shown in
Fig. 5.3, (d) and (f).
My contribution to the work presented in this chapter consisted mainly of gener 
ation of the eﬀective exciton exciton interaction potential for the various cases of
interest.
94Chapter 6
Conclusion
This thesis has examined a series of quantum coherent eﬀects in microcavity and in 
direct exciton systems. The study of condensation in these systems is an extremely
interesting subject in its own right, due to the peculiar nature of excitonic sys 
tems compared to other condensed matter systems: excitonic systems demonstrate
many unique complexities compared to the picture of Bose Einstein condensation
of cold atoms, but are also highly accessible and controllable systems, due to the
coupling to the light ﬁeld.
This makes these systems particularly useful for exploitation of condensation and
quantum coherent eﬀects in applications, up to and above room temperature. The
polariton laser has great potential as an application of microcavity systems, due
to the ultralow threshold this laser may achieve, while there are also many appli 
cations which may arise from the manipulation of polariton condensates in infor 
mation processing   using optical integrated circuits where information is encoded
in the polariton spin, and the nonlinearity of polaritons is exploited in elements
such as switches and transistors.
Chapter two of this thesis considered a useful potential application of condensa 
95tion in microcavity polariton systems, where a polariton condensate stimulates a
terahertz transition in order to overcome the general obstacle of slow spontaneous
emission in terahertz transitions. The terahertz transition is given by the decay
of a 2p exciton to a condensate at the bottom of the lower polariton branch; the
2p exciton must be excited using two photon pumping in order to conserve orbital
angular momentum, and for a threshold population terahertz lasing may occur
simultaneously with polariton lasing. The study of this application also led to the
prediction of an associated fundamental eﬀect: the dependence of the threshold to
the statistics of the pump.
The rest of the thesis considered the interaction of an excitonic condensate with
a gas of carriers in hybrid Bose Fermi systems. These systems have only recently
begun to be studied, but allow the consideration of a number of diﬀerent bosonic
and fermionic eﬀects within a single system, while enabling the exploitation of
Bose Fermi coupling in order to tune the interactions and parameters within each
component. A hybrid Bose Fermi system may be considered from two complemen 
tary viewpoints; ﬁrstly studying the eﬀect of interaction with a condensate on a
fermionic component of electrons   and in particular the inﬂuence on the transport
properties of this subsystem. Controllable modiﬁcation of the transport properties
may be useful as a way of harnessing the coherent properties of excitonic conden 
sates in information processing, using the charge degree of freedom rather than
spin.
Chapter three examines Bose Fermi systems from this point of view and shows that
in fact interaction with an excitonic condensate may induce a pairing interaction
in a 2DEG, leading to superconductivity. The electronic component is modelled
96using BCS theory, and an eﬀective electron electron interaction derived which may
be attractive and which scales with the condensate density, allowing optical control
of the critical temperature for superconductivity.
The remaining two chapters then studied the complementary perspective, that is
the eﬀect of interaction with a 2DEG on an excitonic condensate. The eﬀective
interactions within the system were modelled fully in the random phase approxima 
tion, and it was shown that the exciton exciton interaction may become attractive
due to higher order scattering processes involving virtual excitations of the 2DEG.
This results in the appearance of a roton minimum in the dispersion of excitations
of the condensate, with a gap to the ground state energy which is dependent on
the condensate density and separation between the condensate and 2DEG. A nat 
ural question is then what occurs when the roton gap disappears; this question
was examined using the Gross Pitaevskii equation to obtain the new condensate
ground state, which was shown to be a supersolid phase.
The thesis as a whole has demonstrated the potential of hybrid Bose Fermi systems
for the study of macroscopic quantum eﬀects; these systems have hardly been
studied and the experimental realisation of such a system would be extremely
interesting, and would likely lead to the observation of eﬀects which have not yet
been considered theoretically.
The main original results of this thesis can be summarised as follows:
• the proposal of terahertz lasing from a microcavity system, demonstrating
signiﬁcant advantages over existing terahertz lasers;
• the demonstration of the potential of hybrid Bose Fermi systems for obser 
97vation of unconventional superconductivity;
• the prediction of a qualitative change to the dispersion of elementary exci 
tations in a superﬂuid exciton condensate interacting with a 2DEG;
• the prediction of a transition to the exciton supersolid phase in this system.
98Appendix A
Parameters used in Chapter 3
Parameter Meaning Value
ǫr Relative permittivity 7
βe Electron reduced mass 0.22
0.22+1.25 ≈ 1.15
βh Hole reduced mass 1.25
0.22+1.25 ≈ 0.85
L Distance between wells 5 nm
κ Screening wavenumber ≈ 1.2 × 109 m−1
mx Exciton mass (0.22 + 1.25)m0
mc Photon mass 10−5m0
X Hopﬁeld coeﬃcient (exciton weight) 1/
√
2 [1]
2g Rabi splitting 45 meV [0]
kF Fermi wavevector 5 × 108 m−1
aB Exciton Bohr radius 1.98 × 10−9 m
Eb Exciton binding energy 32 meV
l Dipole separation 4 nm [12]
Table A.1: Parameters used in numerical calculations, where m0 is the vacuum
electron mass. In square brackets, the value for the exciton case when the parame 
ter diﬀers from the polariton case, otherwise parameters have been taken the same
for comparison.
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