Asynchronous event-triggered control (AETC) is a control strategy proposed for wireless networked implementations whose sensor nodes have limited energy supplies. Local thresholds allow the sensors to sample and to transmit local measurements independently of each other. AETC uses only one bit for each measurement transmission while still guarantees stability and predesigned performance of the closedloop. In this paper, we extend the previous work on AETC, and study the stability and L2-performance of periodic asynchronous event-triggered control (PAETC) for implementations with disturbances. In PAETC, the local event-triggered conditions are verified periodically at every sampling time. A dynamic controller is introduced to the PAETC framework, and the decision to transmit the controller outputs is also included in the asynchronous event-triggered mechanism to save network bandwidth. The developed theory is illustrated in a numerical example.
I. INTRODUCTION
In many digital control applications, the control task consists of sampling the output of the plant, transmitting the samples to a centralized controller over a (wireless) network, computing controller outputs, and transmitting these to the actuators over the (wireless) network. Typically, such a control task is executed periodically. While the periodic implementation can satisfy the control requirements, and is preferred because it is easy to design and establish, this periodic implementation may be very wasteful in the use of resources. Typical resources being over utilized in periodic implementations are the energy supplies in the sensor nodes, particularly in wireless settings, and the (wireless) network bandwidth. In wireless networked control systems (WNCSs), the sensor nodes may require energy supply from portable batteries, because of restricted spatial locations. These batteries have limited capacities, and are often difficult to replace. Therefore, it is of great importance to reduce the bandwidth use on WNCSs, which may also reduce the use of energy at the sensors enlarging their life-time.
There is a large body of literature on event-based strategies that precisely aim at reducing the use of communications in feedback control loops, e.g. [3] [7] [8] [11] [13] . Our present work is mostly inspired by [3] , [6] , and [7] . The work in [3] provides a periodic *This work is partly funded by China Scholarship Council (CSC). The authors are with the Delft Center for Systems and Control, Delft University of Technology, 2628 CD Delft, The Netherlands A.Fu-1, M.Mazo@tudelft.nl decentralized event-triggered implementation. In this implementation, the sensors sample the output of the plant and verify the local event-triggered conditions periodically. If these conditions are satisfied, a sample will be transmitted to the controller, which computes the actuation signal and verifies the local event-triggered conditions to decide if the output should be transmitted to the actuators. The sensors, controller and actuators only wake up periodically to run this procedure, thus potentially saving a lot of energy. However, this implementation assumes that samples (of measurements and actuation signals) are transmitted exactly without consideration of quantization errors. The work of [6] provides an implementation with a zoomed quantizer for systems with disturbances. The zooming depends on the system states and is employed to have a better trade-off between accuracy and saturation. However, this work does not analyze the L p -gain performance and the triggering mechanism of the transmissions were time triggered. Our previous work in [7] presents an asynchronous event-triggered control (AETC) implementation incorporating quantization, and in [5] TDMA Schemes for this AETC are proposed. In this AETC mechanism, a global threshold is employed, dependent on the current sampled state in the controller, which each sensor employs in its local event-triggering condition. Therefore, each sensor can verify the condition and transmit the samplings independently of each other and the shared threshold serves as a coordination mechanism. Employing such a shared threshold, only one bit is needed for the transmission of the samples, which indicates wether the error crossed the threshold and the sign of such error (like in a ∆-sampling scheme [9] ). This mechanism could also largely reduce energy consumption, however the previous references do not address neither systems with disturbance, nor systems with output maps different than the identity or dynamic controllers. We include all those effects in our current extension of [7] .
Inspired by the aforementioned pieces of work, we propose a PAETC strategy that incorporates quantization in a zooming fashion, similarly to [6] and [7] . In this strategy, all nodes of the implementation (sensors, controller and actuators) share a global threshold, computed and broadcasted by the controller at the violation of some conditions. From this global threshold each sensor and actuator computes a local threshold. Sensors wake up periodically, sample the outputs of the plant, and verify if local event-triggered conditions are satisfied. The sensor nodes that violate their local conditions send a packet to the controller indicating how many times the local error crossed the local threshold and the sign of the error. The controller wakes up periodically to receive all these packets, computes the controller outputs and verifies the transmitting conditions. The packets sent from controller to actuators have the same structure as the packets from sensors to controllers. Then the controller executes the threshold update mechanism.
II. NOTATION AND PRELIMINARIES
We denote the positive real numbers by R + , the natural numbers including zero by N. | · | denotes the Euclidean norm in the appropriate vector space, when applied to a matrix | · | denotes the l 2 induced matrix norm. A matrix P ∈ R n×n is said to be positive definite, denoted by P > 0, whenever x T P x > 0 for all x = 0, x ∈ R n . A function α: R + → R + belongs to class K(α ∈ K) if: α is a continuous function, α(0) = 0 and s 1 > s 2 ⇒ α(s 1 ) > α(s 2 ). A function α: 
with the given controller:
where ξ p (t) ∈ R np and ξ c (t k ) ∈ R nc denote the state vector of the plant and controller respectively; y(t) ∈ R ny and v(t k ) ∈ R nv denote the output vector of the plant and controller respectively; w(t) ∈ R nw denotes an unknown disturbance. After each sample is acquired, local event conditions (to be defined later) determine wether measurements or actuation signals must be sent through the network, that is, at each sampling time t k := kh, where k ∈ N, h > 0 denotes the sampling interval, the i-th output of the plant y(t k ) and i-th output of the controller v(t k ) are sampled and updated as:
where q(x) denotes the quantized signal of x. By a modified asynchronous event-triggered mechanism based on [7] , the sensors and controller decide locally if the sampled output should be transmitted, which determines the latestŷ(t k ) andv(t k ).
We also introduce a performance variable z ∈ R nz given by
where
n ξ = n p + n c + n y + n v , is a constructed state;C and D are some matrices of appropriate dimensions. Assume this control system implementation has all its controller, sensors and actuators distributed on a large physical scale, meanwhile, none of them are co-located. Information from different components is exchanged though a network. We assume that the sensors are smart enough to do simple computations.
Some additional preliminaries are provided in the following: Definition 1. (Uniform global pre-asymptotic stability (UGpAS)) [2] Consider a hybrid system H on R n . Let A ⊂ R n be closed. The set A is said to be • uniformly globally stable for H if there exists a class-K ∞ function α such that any solution φ to H satisfies |φ(t, j)| A ≤ α(|φ(0, 0)| A ) for all (t, j) ∈ dom φ; • uniformly globally pre-attractive for H if for each ε > 0 and r > 0 there exists T > 0 such that, for 
then A is a uniformly globally pre-asymptotically stable set for H.
The system (1) (2) (5) is said to have an L 2 -gain from w to z smaller than or equal to γ, if there is a function δ :
The L 2 -gain from w to z of the system (1) (2) (5) is guaranteed to be smaller than or equal to γ, if there exists a Lyapunov function candidate V for this system and there exist ρ > 0 such that
where τ is the elapsed time since the last sampling time,
III. PROBLEM DEFINITION
Define two new vectors:
with n u = n y + n v . The update of the signalsû(t k ) is given by:
, i ∈ {1, · · · , n u }. Thus, in practice one only needs to send sign(û i (t k−1 ) − u i (t k )) and m i (t k ) from the sensors to the controller. A transmission occurs only when the following condition is satisfied:
The local thresholds are computed as
where θ i , i ∈ {1, · · · , n u } are pre-designed distributed parameters satisfying |θ| = 1 and η(t) is a global threshold. Therefore, only log 2 (m i (t k )) + 1 bits are needed at each transmission for the output update. The update mechanism of η(t k ) is established in the controller. We discuss the design of the η(t k ) update mechanism in Section IV.
indicating the occurrence of events. The element γ l J , with l ∈ {1, · · · , n u } is equal to 1, if l ∈ J , otherwise, γ J equal to 0. Furthermore, we use the notation Γ j = Γ {j} . Define:
We can conclude that
. The local event-triggered condition (8) is reformulated as a set membership:
.
Define J c := {1, · · · , n u } \ J . And thus, (3) (4) can be rewritten asû
An impulsive system model of the asynchronous event-triggered implementation (1) (2) (5) is given by
and in which y (t k ) := diag(e 1 y (t k ), · · · , e ny y (t k )) v (t k ) := diag(e 1 v (t k ), · · · , e nv v (t k )),
represents the quantization error after output updates and e i y (t k ), e j v (t k ) ∈] − 1, 1[, ∀i ∈ {1, · · · , n y }, ∀j ∈ {1, · · · , n v }; Θ y := θ 1 · · · θ ny T , Θ v := θ ny+1 · · · θ nu T .
Compared with [3] , in which ξ(t + k ) = J J ξ(t k ), here we consider an additional quantization error ∆ J ( y (t k ), v (t k )).
We focus next on the stability and L 2 -gain of the impulsive system (12) . From Lemma 9 in [7] , to guarantee that a system applying AETC is uniformly global asymptotical stable (UGAS, see [10] ) when w = 0, one sufficient condition is that η(t) is a monotonically decreasing sequence with lim t→∞ η(t) → 0. However, this mechanism is not robust against disturbances when η(t) is arbitrarily small (see [6] ). Inspired by [2] , we set a lower bound for η(t k ), as η min for the η(t) update mechanism. With this η min , the system state converges to a stable set instead. The main problem we solve in this paper follows: Problem 1. Design an update mechanism for η(t k ) such that some closed set around the origin A is a UGpAS set for (12) when w = 0, and the L 2 -gain from w to z is smaller than or equal to γ.
IV. STABILITY AND L 2 -GAIN ANALYSIS
Let us consider a Lyapunov function candidate for system (12) of the form
where x ∈ R n ξ , τ ∈ [0, h], and P : [0, h] → R n ξ ×n ξ . The function P is chosen such that it satisfies the Riccati differential equation
in which M := (I − γ −2DTD ) −1 ; G :=B T P + γ −2DTC , withC andD defined in (5),Ā andB defined in (12) .
The following two lemmas are intermediate results from the proof of Theorem III.2 in [3] .
Lemma IV.1. Consider the impulsive system (12), the Lyapunov function candidate (13) with P chosen as (14), if ρ > 0, γ 2 > λ max (D TD ), then for all x ∈ R n ξ and τ ∈ [0, h], the following inequation holds:
Proof. See the proof of Theorem III.2 in [3] .
Consider the Hamiltonian matrix:
where H 11 :=Ā + ρI + γ −2B MD TC , H 12 := BMB T , H 21 := −C T (γ 2 I −DD T ) −1C , H 22 := −(Ā + ρI + γ −2B MD TC ) T , and introduce the matrix exponential
Define matrixS satisfyingSS T := −F −1 11 (h)F 12 (h). Lemma IV.2. Consider the impulsive system (12) , the Lyapunov function candidate (13) with P chosen as (14), and that Assumption 1 holds. If γ 2 > λ max (D TD ) and ∃P (h) > 0 satisfying I −S T P (h)S 0, then for τ ∈ [0, h], P (τ ) 0; and P (0) can be expressed as:
At time t + k , the controller executes the threshold update mechanism, which is designed as
where η min is the designed minimum threshold; < ∞ is a design parameter. The vector of variables available at the controller ξ (t k ) is defined as:
The scalar µ :∈]0, 1[ should be designed such that, after the execution of the threshold update mechanism (19), if η(t + k ) = η min , the following inequation holds:
Observe that (20) is always satisfied for sufficiently small µ, since ∀t, η(t k ) ≥ η min .
Lemma IV.3. Consider the impulsive system (12) with threshold update mechanism (19). Assume all the hypotheses in Lemma IV.2 hold. If there exist matrix P (h) 0, scalars > 0, β 1 > 0, β 2 > 0 and Ji > 0, J ⊆ {1, · · · , n u }, i ∈ {1, · · · , n u } such that the bilinear matrix inequality (BMI):
holds, wherẽ
From event condition (10), we have
From the hypotheses, particularly (21) together with the result from Lemma IV.2, we have that (21) implies
Since β 1 > 0, β 2 > 0 and Ji > 0, J ⊆ {1, · · · , n u }, i ∈ {1, · · · , n u }, by applying the S-procedure (see e.g. [1] ) from (22 -26), one can conclude that
Define a solution set X as ∀t ∈ R, ξ(t) ∈ X ⊆ R n ξ .
Theorem IV.4. Consider system (12) , triggering mechanism (19). If the hypotheses of Lemma IV.1 and Lemma IV.3 hold, then ∃¯ > , is calculated from (21), s.t.
is a globally pre-asymptotically stable set for the impulsive system (12) when w = 0; the L 2 -gain from w to z of (12) is smaller than or equal to γ. More over, an upper bound of¯ can be calculated by¯ = max{|J J | + |∆ J |, ∀J }.
Proof. Define a new Lyapunov function candidate W = max{V − λ¯ 2 η 2 min , 0} for system (12) and (19), where λ = max{λ max (P (τ )), ∀τ ∈ [0, h]}. By definition,
According to the threshold update mechanism (19) together with (20), ∀ξ(t k ) ∈ B, η(t k ) = η min . Therefore, ∀x ∈ B,
Thus, as all the hypotheses in Lemma IV.1 and Lemma IV.3 hold, one has
(30) From (30), one can deduce that
Combine (29) and (31), one has
(32) According to Theorem II.2, the L 2 -gain from w to z of (12) is smaller than or equal to γ. According to Theorem II.1, A is a uniformly global pre-asymptotically stable set for the impulsive system (12) when w = 0. Which ends the proof.
V. NUMERICAL EXAMPLE
We illustrate our results in a Batch reactor model, which can be found in [4] [12] . By numerical calculation, Assumption 1 is satisfied. Given h = 0.05, the controller is obtained as: Given ρ = 0.1, γ = 11, z = ξ 1 p + w, by solving (21), = 616.45. Given µ = 0.75, η min = 0.001, thus the stability set A = {x|x ∈ X , |x| ≤ 5.85}. Given ξ(0) = 1 −1 −1 1 0 0 0 0 0 0 T , the simulation results of system with and without disturbances are shown in Fig 1 and 2 respectively. Fig  1 shows that, the system state converges to the set A, however A is very conservative. The inter-event intervals are mostly between 0.05 and 0.5 seconds, while the maximum interval is around 1.2 seconds. Hence, the output transmissions are dramatically reduced. The maximum m i (t k ) is 5, while most of the times, m i (t k ) equals 1 or 2. Fig 2 shows the results when w is a sine wave. The performance variable z can follow w properly, with a bounded norm ratio. Compared with the undisturbed situation, the inter-event intervals are smaller, but still, most of the times bigger than h; the maximum bits per packet are the same.
VI. CONCLUSION AND FUTURE WORK
We have presented an extension to the work of [3] on periodic event-triggered control to include quantization of the variables exchanged through the network, namely actuation commands and measurements. Quantization of these signals is addressed by means of a zoom in/out mechanism, inspired by our previous work [7] and the work of [6] . This approach lets us exchange very few bits every time that an event triggers a transmission. In the near term we plan to provide bounds on the maximum amount of bits that may be needed to exchange after an event is triggered. Such a bound will also allow us to design actual implementations for wireless systems and demonstrate the results on physical experiments. How to reduce the conservatism of the estimate of the attractive set A, how to compute µ, the analysis of the robustness of the considered mechanism against packet dropouts, and the system performance under particular noise characteristics are also parts of future work.
