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Abstract
There have been significant advances in the computer vision field during the last decade.
During this period, many methods have been developed that have been successful in solv-
ing challenging problems including Face Detection, Object Recognition and 3D Scene Re-
construction. The solutions developed by computer vision researchers have been widely
adopted and used in many real-life applications such as those faced in the medical and
security industry. Among the different branches of computer vision, Object Recognition
has been an area that has advanced rapidly in recent years. The successful introduction of
approaches such as feature extraction and description has been an important factor in the
growth of this area. In recent years, researchers have attempted to use these approaches
and apply them to other problems such as Content Based Image Retrieval and Tracking.
In this work, we present a novel system that finds correspondences between people seen in
different images. Unlike other approaches that rely on a video stream to track the movement
of people between images, here we present a feature-based approach where we locate a
target’s new location in an image, based only on its visual appearance.
Our proposed system comprises three steps. In the first step, a set of features is extracted
from the target’s appearance. A novel algorithm is developed that allows extraction of fea-
tures from a target that is particularly suitable to the modelling task. In the second step,
each feature is characterised using a combined colour and texture descriptor. Inclusion
of information relating to both colour and texture of a feature add to the descriptor’s dis-
tinctiveness. Finally, the target’s appearance and pose is modelled as a collection of such
features and descriptors. This collection is then used as a template that allows us to search
for a similar combination of features in other images that correspond to the target’s new
location.
We have demonstrated the effectiveness of our system in locating a target’s new position in
an image, despite differences in viewpoint, scale or elapsed time between the images. The
characterisation of a target as a collection of features also allows our system to robustly
deal with the partial occlusion of the target.
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Chapter 1
Introduction
1.1 Introduction
A common problem in computer vision is to detect and locate a target object in an image
or to find correspondences between objects that appear in different images. The solutions
to these problems have been extensively used in applications such as Simultaneous Local-
isation and Matching (SLAM), image alignment for super-resolution, image stitching and
object recognition.
Human beings are good at detecting and locating objects in images, even in cases where
the images are cluttered. An example is the “Where’s Wally?” book series [26] in which,
given a picture of Wally as shown in Figure 1.1 (a), the reader is asked to find the new
location of him in very cluttered and crowded images such as the one shown in (b). Even
though Wally is partially occluded in some of the images and may appear at an unknown
scale or orientation and there are many examples of other characters that look similar to
Wally, a human reader is still be able to locate his new position relatively easily. Designing
an automatic computer vision system to perform the same task, on the other hand, is much
harder.
The problem of locating a target object is easiest if the target object is rigid and is viewed
from approximately the same direction in both images. In this case, a common approach
is to detect distinctive feature points, such as corners and blobs, and describe their local
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(a) (b) (c)
Figure 1.1: In the “Where’s Wally?” book series [26], given the picture of Wally as shown
in (a), a human reader can find its new location in a cluttered scene such as the one in (b).
The actual position of Wally is shown in (c).
neighbourhood using a feature descriptor. A successful implementation of this approach
is SIFT [40], which extracts a 128-dimensional feature descriptor using a technique that is
invariant to scale changes, rotations and translations. Because only a small neighbourhood
is used in forming the descriptor, it is resistant to partial occlusions.
The problem is much more difficult if the target object is non-rigid and can deform between
observations or if it is viewed from completely different directions in the two images. In
this case the feature point approach does not work well because the distortion of the object
increases the variability of the feature descriptors and also because the extracted feature
points are in any case not the same. For this situation, it is more effective to characterise an
object by a combination of its texture and colour.
1.2 Statement of the problem
In this thesis we are concerned with matching people in images that are taken from different
viewpoints or taken at different times. Consider a scene which is being monitored by a
network of cameras which may or may not have overlapping fields of view. The scene
itself could be a room where the background is stable or could be an outdoor space where
the background may be varying. As people move around this scene they move in and out
of the view of different cameras.
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Now consider that a person has been identified as a target of interest. It is a relatively simple
task for the human eye to track this person as he moves from the view of one camera to
another. In doing so the human eye will use visual cues such as the target’s face (if visible),
his clothes or his skin colour. In situations where one of these cues is not visible for a
period of time, such as the case where the target’s face is not visible, the human eye can
still track the movement of this person using for example the colour of his outfit. However
as the number of cameras increases, the task of locating the target becomes more difficult
as the human eye has to scan through more camera images to determine the new location
of the target.
In this thesis, we investigate whether it is possible to develop a fully automatic system in
which, after a target person has been identified in one image, his new location in a different
image can be found. For example, in Figure 1.2 (a), we have defined the lady in pink as
our target person by drawing a bounding box around her. The aim is now to find her new
location in the second image (b). It is desirable for our system to be robust in dealing with
various types of occlusion. This could include partial occlusion, where part of the target
is hidden behind another object, or self occlusion, where part of the target is missing from
the view, because of its relative position towards the camera. In many situations there may
be other people present in the image whose clothing are similar to that of the target. For
example, if we are looking for a person in a pink shirt and white trousers, the system should
not confuse the target with another person wearing pink shirt and blue trousers or someone
who is wearing white shirt and pink trousers. Finally the system should be able to identify
the target in different images even when the background is very different to that in the
original image as is the case in Figure 1.2.
1.3 Principles underlying our approach
The system that we will present in this thesis, comprises three main steps. In the first
step, each image is segmented into numerous patches. If we consider people’s clothes to
consist of a collection of homogeneous regions (e.g. shirts, trousers, skirts, bags, shoes),
then the aim of the segmentation step is to divide the image into homogeneous patches,
where some of these patches correspond to people’s outfits. As colour is an important cue
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(a) (b)
Figure 1.2: (a) First image with the target person identified within the red bounded box. (b)
Second image where the target person has to be located.
in locating tracking and locating a target, our system operates on colour images. Beside
the requirement for these patches to correspond to homogeneous regions, we also require
them to be found in a scale-invariant manner. That is, since people may appear at different
distances to the camera, we require the patches to correspond to the same part of a person,
no matter how far he is from the camera. In addition, each patch extracted on a person
should not contain any element of the background. This is because people are likely to
appear against different backgrounds and any inclusion of such regions within the patch,
will reduce the reliability of any future matching step.
In the second step, each patch is characterised using a distinctive descriptor. To this end
we make use of both colour and the texture within each patch to characterise it. The colour
descriptor should be invariant to changes in light intensity as people are quite likely to be
view under different illumination by different cameras. The texture descriptor, on the other
hand, has to be invariant to scale change. Invariance to large rotations however, is less
desirable as we would like to retain the distinction between a horizontal striped pattern and
a vertical one. Finally, the texture descriptor has to be translation invariant in order to retain
its robustness when dealing with partial occlusion or self-occlusion of clothes and surface
deformation.
In the final step, the system finds the correspondence between the target person in both
images using the patches and the descriptors computed in the previous two steps. More
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specifically, given a target person identified by a bounding box in the first image, and all
the patches and corresponding descriptors in the second image, the system has to find the
new location of target person in the second image. In solving this search problem, the
system should make use of the fact that the individual patches corresponding to the same
target person, will undergo similar scaling and translation changes. It could also make the
normally valid assumption that the target person in both images is in the upright position
and therefore the relative vertical location of most parts belonging to him should be the
same. At the same time the system should be robust enough to deal with partial or even
full occlusion of some patches corresponding to the target person. Such occlusions could
be either due to the target turning around, or the target moving behind an object, where in
either case some parts may disappear from the view of cameras.
1.4 Outline of the Thesis
In Chapter 2, we give an overview of the various methods that have recently been developed
for detecting, identifying and tracking people as they move within the views of cameras. In
Chapter 3, we review existing approaches to feature extraction and present the FEUDOR
algorithm, which uses integral images to efficiently extract homogeneous octagonal regions
that correspond approximately to people’s clothing. State of the art texture and region
descriptors are discussed in Chapter 4 in which we also present a novel combined texture
and colour descriptor. This descriptor uses a Gaussian Mixture Model to characterise the
colours present in an image patch. These colours are then used to form a histogram of
colour edges of certain orientation to jointly characterise the colour and texture of the image
patch.
This is followed by Chapter 5, where we introduce our overall system for finding corre-
spondences between people in different images. In this chapter we model the appearance
of a target person, identified in the first image via a bounding box, as a collection of homo-
geneous regions. Using these regions, a set of hypotheses is formed in the second image.
We present a pruning procedure to reduce the number of possible hypotheses we need to
consider. An appearance likelihood score is also proposed that allows the system to find
the best hypothesis that matches the target person in terms of both appearance and pose.
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Finally, in Chapter 6, an overall conclusion of this thesis is given along with the an outline
of possible future work.
1.5 Statement of originality
The following aspects of this thesis are believed to be original:
1. the FEUDOR algorithm presented in Chapter 3, which extracts scale and rotation
invariant homogeneous octagonal features.
2. the extension of the integral image method to calculate sum of the pixels within an
octagonal shaped region, presented in Chapter 3.
3. the CT-descriptor, proposed in Chapter 4, which uses Gaussian Mixture Models, to
jointly characterise colour and texture of an image patch using a histogram of colour
edges of specific orientations.
4. the human and appearance model introduced in Chapter 5, to characterise the appear-
ance of a person as a collection of homogeneous regions
5. the matching procedure proposed in Chapter 5, which finds correspondences between
people seen in different images and which can deal with partial and self occlusion of
some parts of a target person.
Chapter 2
Literature Review
Finding correspondences between people viewed in different images, is the main focus of
this thesis. Within the computer vision research community, there are two groups that have
been working on solving similar problems. The first group has focused on detecting and
tracking people through the view of a single camera. The solutions proposed so far make
extensive use of video information in that, people are matched in consecutive frames which
means that their change in position is small and can be well-described by a motion model.
Our problem differs from this approach, since we are trying to find correspondences be-
tween people in images which may have been taken at very different time instances. Also,
the images may be taken by cameras with non-overlapping fields of view. In either case, the
new location of a target person and the background it appears against could be significantly
different between images.
The second group has focused on the problem of people re-identification. In this problem,
the people present in images are normally assumed to be isolated from the background be-
forehand. In this way the problem reduces to finding the best characterisation of people’s
appearance in an view-point and illumination invariant manner such that finding correspon-
dences between people, as seen between cameras with non overlapping fields of view, is
possible. As people have been isolated beforehand, this method typically achieves scale
invariance by rescaling the isolated people to a fixed predetermined size.
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The problem we aim to solve is also slightly different to this one. In our problem, only the
target person in the first image is pre-identified, we thus have to search the entire image for
its new location. In doing so, we do not have any information regarding the target’s new
scale. More so, for our problem we wish to develop a method that allows us to deal with
situations such as partial occlusion of some parts of the target’s body in new images.
In the following we give an overview of the various methods that have been developed
recently to solve both the human detection and tracking problem and also the people re-
identification problem.
2.1 Human detection and tracking
Detecting and tracking people within the view of a single camera or between views of
different cameras is a well-researched area of the computer vision field. A common ap-
proach has been to use background subtraction to detect moving people present in the
image [27, 6, 22]. By using appearance and motion models, movement of people within
an image or between different images is then tracked. Some researchers have modeled
human’s appearance as a collection of loosely-connected limbs [18, 31, 54, 46]. Such a
model is then used to determine whether a collection of limb-like structures within an im-
age constitutes the presence of a human or not. More recently there have been successful
attempts to train classifiers to detect people within images [14]. Both of these methods
have been incorporated in systems that track multiple people within the view of a single
camera [52, 15].
2.1.1 Modeling human as an assembly of parts
In the work of [31], a human is represented as an assembly of rectangular parts correspond-
ing to limbs and torso. Rectangular parts are extracted from the image by first detecting
the edges present and then identifying the set of edge elements that form parallel line seg-
ments. The next step is to combine these candidate segments into an assembly-of-parts
representing a human being. However as the brute force method is time consuming, the
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authors propose building such assemblies sequentially. This is done by first learning a hu-
man model from training data and then given a set of body parts, an assembly-of-parts is
formed by incrementally adding into the assembly, the body parts which comply with the
human model.
In [20] the concept of pictorial structure and matching such structures to images was intro-
duced. A pictorial structure is a collection of parts that can be arranged in a deformable
configuration. A virtual spring-like connection between certain pairs of parts is also as-
sumed. In [18, 19], people were modeled using a tree graph structure, with the nodes cor-
responding to body parts such as the head, torso and limbs. It was shown in [18], that given
a model of a person and a collection of parts in an image, it is possible to find the globally
optimal configuration of parts that corresponds to the model using dynamic programming.
In [52], Ramanan et. al. use an assembly-of-parts model to track multiple people through-
out a video sequence. This system starts by learning the appearance of each person. This
step is done by looking for bar-shaped objects within each frame which could potentially
correspond to a torso. Each potential bar is represented by a colour histogram which is
then clustered across time to find similar looking torsos throughout the video. These clus-
ters are then used as templates to find the potential tracks for the body parts throughout the
whole video. After finding the estimated location of the torsos, the system then searches
for candidate lower and upper arms and legs at nearby locations. The system can deal with
tracking of multiple people, if they have different torso colour representations. This will
result in a separate torso track for each target throughout the video.
2.1.2 Human detector based methods
Following the success of the SIFT [40] algorithm, where it was shown that the distribution
of the local gradient orientations can provide a good characterisation of an object’s appear-
ance, Dalal and Triggs [14] introduced the Histogram of Oriented Gradients (HOG) method
for detecting human in images. In this method, each image is scanned with a window of
fixed size, where each window is divided into a number of overlapping cells. The local 1-D
histogram of gradient orientations is then computed within each cell. The concatenation
of these histogram entries form the human descriptor. From training images, a series of
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such descriptors are extracted and are used for training a classifier using a Support Vector
Machine (SVM). This classifier is then used to detect human in new images. By scanning
the detection window on an image pyramid, human can be detected at different scales.
In [15], Ess et. al. developed a system to track pedestrians through busy streets. This system
uses two calibrated cameras mounted on a mobile platform. The system uses a variety of
human detector algorithms such as that proposed by [14], to determine the location of
people in each frame. Information extracted from the calibrated cameras is then used to
discard any false positives, to estimate the ground plane and also to localise the 3D position
of any pedestrian. A colour histogram is extracted from the bounding box surrounding each
person and is combined with a motion model to track the movement of people between
frames.
2.1.3 Background subtraction based methods
In [6], a system for labeling humans in video sequences is introduced. The system starts
by performing background subtraction on each image sequence. Any foreground pixels
are then clustered into blobs. Each blob is represented by a colour correlogram and also a
colour histogram. Use of these two descriptors makes the system resilient in dealing with
partial occlusions. The colour correlogram is used for finding the corresponding matches
in other image sequences. The colour histogram is used for dealing with cases where two
blobs merge into one and the system has to determine the relative location of each blob.
2.2 Person re-identification
Person re-identification addresses the problem of finding correspondences between people
seen by a network of cameras with possibly non-overlapping fields of view. In this problem,
it is generally assumed that the people viewed by the cameras have been isolated by utilising
pre-processing steps such as background subtraction [66, 17] or human detection [5]. The
appearance of a person is then characterised using a combination of various colour and
texture descriptors. The person re-identification task would then become equivalent to
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finding the best possible matches from a library of people (that have been seen by various
cameras at different points in time) for any given query person.
2.2.1 Background subtraction based methods
In the work of [66], Yu et. al., use a background subtraction method to obtain the silhouettes
of moving people within a video frame. To characterise a silhouette, the concept of path-
length is introduced. The path-length, is defined as the length of the shortest path from the
top of the head to each pixel. The colour and the path-length of each pixel is combined
to form a descriptor vector. A kernel density estimation method is then used to obtain the
probability density function of the descriptor vectors. The appearance is also characterised
using a second colour descriptor, which is the ranked R, G, B values. This is calculated by
first forming the cumulative histogram of the colours in each channel. The colour rank of
a pixel, is the percentage value of the cumulative histogram for each colour channel. The
similarity between two silhouettes is then calculated using Kullback-Leibler divergence.
Farenzena et. al. [17], use a background subtraction method to extract moving people. For
each person, they first calculate the axes of symmetry and asymmetry which helps in iso-
lating meaningful parts of a person such as those corresponding to the head, torso and the
lower body. For each part three different types of descriptor is computed. The first de-
scriptor is the HSV colour histogram, where the contribution of each pixel belonging to the
person is weighted by its distance to the vertical symmetry axis. To compute the second
descriptor, a set of elliptically shaped regions of uniform colour are extracted using the
MSCR [21] algorithm. The area, centroid, second moment matrix and the mean colour of
each elliptical region forms the second descriptor. The third descriptor is formed by the
HSV histogram of a set of high entropy patches extracted from each person. A distance
measure is then introduced that uses all of the descriptors belonging to each part to find the
best match for a target person.
2.2.2 Body part detector method
In [5], Bak et. al. uses a Histogram of Oriented Gradient (HOG) based technique, similar
to that of [11], to detect human silhouettes in an image. Next, a body part detector, which
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follows a similar methodology to the human detector and has been trained to detect 5 body
parts, is used to find the silhouettes corresponding to the 5 parts. Each part is characterised
using the covariance descriptor proposed by [57]. This descriptor is computed by first
converting the pixels within the silhouettes into a 11-dimensional space consisting of the
position, colour values in each channel, gradient magnitude and the gradient orientation of
each colour channel. The covariance of this space forms the descriptor. To match silhou-
ettes, a spatial pyramid matching scheme, similar to that proposed by [35] is employed.
Here the distance between two silhouettes is calculated as the sum of the distances between
the covariance descriptors of coarse to fine scale. The coarse scale corresponds to the entire
body and the finer scales corresponds to segments within each body part.
2.2.3 Cascade of descriptors method
In [4] a target person is characterised using grids of region descriptors. Each grid, seg-
ments the target into a different number of sub-rectangles of equal size. Grids of coarse
rectangle size describe global information, whereas grids of finer size describe more lo-
cal information. Now, given the collection of grids of region descriptors, their proposed
system performs an exhaustive search in the second image to find potential matches to the
target. This is done by performing a dense scan, using rectangular windows of varying size,
proportional to that of the target’s bounding box. A pruning technique is used to discard
regions of low similarity by considering the difference between the proportion of edges in
the two regions.
To speed up the detection process in the second image, a cascade approach is used. At
each stage, a finer grid is used and only the best candidates go through to the next stage of
the cascade. The similarity between the target and the potential match is calculated as the
sum of the distances between corresponding sub-rectangles. To deal with partial occlusion
and object deformations, only the k most similar objects are used in the calculation of the
distance (k is determined experimentally).
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2.2.4 Face-detection based methods
Sivic et. al. [56] proposed a fully automatic system to find and label people present in
repeated photographs of the same scene. Given the first image of a sequence, the system
employs a face detection algorithm to find all the people present in the photo. It then
estimates the relative position of the torso and hair with respect to the detected faces and
computes a Gaussian Mixture based colour descriptor for each of these three parts. The
relative position of the torso and hair is estimated from a set of training data. Furthermore,
a prior shape probability is calculated from the training data that describes the relative
position of each part with respect to a reference part (chosen to be the centre of the face).
Given a second image, the system calculates the posterior probability of each pixel belong-
ing to each part extracted from the first image. It then combines this information with the
prior shape probability and by utilising the generalized 2D distance transform (similar to
that of [18]) it finds the best configuration of parts for each person.
2.3 Summary and discussion
The methods described in Section 2.1 have achieved success in human detection and track-
ing, however, we believe they are not suitable to solve our particular problem. The back-
ground subtraction based methods, are heavily dependent on the performance of the initial
background subtraction step. In cases where the background is varying, the clustering of
foreground pixels could be inaccurate and may lead to inaccurate matching between im-
ages. Furthermore, the appearance model is computed for the entire person. In cases where
a target is partially occluded (for example the target’s legs are hidden behind an object),
the appearance model will change significantly which will again lead to degradation of the
matching process. Methods that model human as a collection of limbs, may become in-
accurate when several limbs are not visible in the image. Pedestrian detection using HOG
descriptors requires a large amount of training data. It was pointed out in [23] that the per-
formance of the HOG method is dependent on the variability of persons and background
present within the training set.
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The systems developed by [15] and [52] have the benefit that they do not require target
initialisation. This is due to their ability to detect people using human detection algorithms.
However there are some limitations associated with both systems. The system developed
by [15] requires the images to be taken by a set of calibrated cameras, which is usually
not the case for scenes monitored by networks of cameras such as CCTV. Furthermore, this
system seems to only track people within the view of a single camera. It is not obvious how
the system will cope when people move between the views of different cameras or whether
it would be successful in matching people between two frames with large time differences.
The method of [52] requires between 50-100 frames as training set for initialising their
target people, so would be ineffective when using only two images for the correspondence
finding process.
Among the person re-identification systems discussed in Section 2.2, the background sub-
traction based methods are reliant on the accuracy of the background subtraction method.
In addition, for our problem, we do not have the knowledge regarding the location of the
people present in the second image, thus such systems are not suitable for our purpose.
The method of Sivic et al. [56], and in general any method that employs a face detection
algorithm, will require the face to be visible in the image, which might not always be the
case.
The method of [5] has shown relatively good performance in terms of retrieving a query
person from a library of people. The system proposed by [4] is to the best of our knowledge,
the only system that attempts to solve the same problem as us. In their paper, they show that
their system performs well in finding correspondences between people present in different
image. However in their system, they still use information obtained from multiple frames
in order to accurately localise the targets new position.
Chapter 3
Feature Extraction
3.1 Introduction
Extracting features from an image is an important component of many approaches for deal-
ing with various computer vision tasks including object recognition, 3D scene reconstruc-
tion and image retrieval. Generally speaking, features are distinctive regions that can be
reliably extracted from an image. Comparing images on the pixel level, not only is com-
putationally expensive due to the redundant nature of the information present, but is also
unreliable due to the presence of image noise. Feature extraction provides the tool to rep-
resent an image using only a relatively small number of local features.
For reliable matching of features between images, it is normally necessary for the features
to be well localised, distinctive and repeatable: that is, similar features should be extracted
from different views of the same object. In object recognition and image retrieval tasks,
feature extraction is often followed by the formation of a descriptor based on the image in
a neighbourhood of the feature. In Chapter 4, we will discuss various types of descriptors
that could be used to characterise a feature.
Features are often designed to be invariant to a combination of translation, scale, rotation or
affine transformations. However, there is a trade-off between the degree of invariance and
the discriminative power of the feature. As the degree of invariance increases, more patterns
resemble each other and as a result the discriminative power of the feature diminishes.
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Thus, in choosing the level of invariance, one has to keep the application of the feature in
mind.
To deal with the appearance of objects at different scales in different images, scale invari-
ance has now become a necessity for most computer vision tasks such as object recognition
and image retrieval. Rotation invariance is required for instances where either the objects
appearing in the image are rotated or the camera taking the image is allowed to freely rotate.
Since local projective deformations can be approximated by an affine transformation, in-
variance to full affine transformation is required when the viewing angle of a scene by two
cameras is significantly different. For smaller differences in viewing angle, invariance to
similarity transformations provides a sufficient approximation of the local transformations.
Broadly speaking, current feature extraction algorithms can be divided into three cate-
gories:
1. Corner Detectors: the corner is one of the most widely used features. It corresponds
to a single well-defined point in the 3D space and thus can be consistently and ac-
curately extracted. The most widely used algorithm of this type is the Harris corner
detector [28]. This method is not scale invariant however it is later improved by [44]
to enable the extraction of features in a scale and affine invariant manner.
2. Blob Detectors: blobs are approximately circular regions in an image. They are not as
well localised in an image as a corner, but their scale is better defined. The Difference
of Gaussian (DoG), Speeded Up Robust Features and the Hessian-Laplace [39, 7, 44]
detectors are examples of such algorithms. The general approach is to utilise the
second derivative of an image (or an approximation of it) to identify blob-shaped
regions.
3. Region Detectors: the features extracted using this method correspond to homoge-
neous, and often irregularly shaped, regions within an image. The most successful
algorithm of this type is Maximally Stable Extremal Regions [42] which extracts
regions of arbitrary shape that are either darker or brighter than their surroundings.
All of the methods named above operate on intensity images. However, some recently
developed features utilise the full information available in a colour image. Maximally
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Stable Colour Regions [21] is an example of one of such algorithms. A brief discussion
regarding the effect of using colour images for feature extraction is given in 3.2.4.
In this chapter, we develop an algorithm to extract features that correspond to homogeneous
regions in an image. People’s clothing can be generally viewed to be homogeneous, thus
such an algorithm would be particularly suitable for our general application of matching
people in different images. In this way we can find correspondences between people in
different images using features that have been extracted on their clothing.
In our application, variations in the distance between an observed person and the cameras,
make it essential for the features to be invariant to scaling. Since fixed cameras normally
preserve the vertical axis, invariance to arbitrary affine transforms is less important and may
even be a disadvantage. A person is also likely to appear against different backgrounds,
therefore to ensure reliable matching between features from different images, it is important
for the features not to contain any elements of the background. This is specially important
if the entire support region of a feature is used for computing a descriptor.
The structure of the rest of this chapter is as follows. First we give an overview of the state
of the art in feature extraction in section 3.2. We will explain the main ideas behind some of
the feature extraction algorithms. These include the algorithms that will later be used as a
benchmark for comparison with our proposed algorithm, FEUDOR. The motivation behind
developing FEUDOR and the general algorithm is explained in detail in section 3.3. We
evaluate the performance of FEUDOR compared to other algorithms using two different
methodologies in section 3.4. This is followed by a summary of this chapter in 3.5.
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3.2 Literature review
3.2.1 Corner detectors
3.2.1.1 Harris-Laplace detector
The Harris corner detector was introduced in [28] and has been very widely used as a
feature detector. The detector, uses the second moment matrix to identify points at which
the signal changes in two directions. Mikolajczyk and Schmid [44], extended the work
of [28] to allow corners be extracted at multiple scales. This is achieved by defining the
scale-adapted second moment matrix as:
ϒ(x,σI,σD) = σ2D×g(x,σI)∗
[
I2x (x,σD) Ix(x,σD)Iy(x,σD)
Ix(x,σD)Iy(x,σD) I2y (x,σD)
]
(3.1)
where
Ix(x,σD) =
(
∂
∂x
g(x,σD)
)
∗ I(x) (3.2)
g(x,σ) =
1
2piσ2
e−
x2+y2
2σ2 (3.3)
In this expression Ix and Iy denotes the image derivative in the x and in the y direction,
x = (x,y)T denotes the position of a pixel in the image, g(.) denotes the Gaussian kernel
used in computing the derivative, σD denotes the scale at which the derivative is computed
and finally σI denotes the scale at which the local derivatives are averaged. Such a matrix
encodes the local gradient distribution for any point in the image. The eigenvectors of this
matrix describes the two orthogonal directions in which the signal changes in the neigh-
bourhood of a point x in the image. The corresponding eigenvalues represent the strength
of these changes. Therefore by choosing points at which both eigenvalues are large, this
matrix enables the extraction of points at which the signal changes significantly in both
directions. Such points could correspond to location of corners or T-junctions. It is shown
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in [28], that the explicit computation of the eigenvalues is not necessary. It is possible to
instead compute the following cornerness measure:
cornerness= det(ϒ(x,σI,σD))−λ trace2(ϒ(x,σI,σD)) (3.4)
where λ is a fixed constant which [28] recommends to set at 0.4. Corner points are then
chosen as those at which (3.4) attains a local maximum in space. The next stage of this
algorithm is to determine automatically the characteristic scale of the local structure [37].
This is done by evaluating the Laplacian of the Gaussian function (LoG) for each extracted
point for a set of scales σn:
|LoG(x,σn)|= σ2n |Ixx(x,σn)+ Iyy(x,σn)| (3.5)
where
Ixx(x,σn) =
(
∂ 2
∂x2
g(x,σn)
)
∗ I(x) (3.6)
where Ixx and Iyy denotes the second derivative of the image in the x and y direction. The
characteristic scale is then chosen as the scale at which (3.5) attains a maximum over scale.
In the simplified version of this algorithm, a corner is chosen as a feature point if its char-
acteristic scale (3.5), is the same as the scale at which it was originally extracted (3.4). The
final features extracted using this algorithm are invariant to both scale and rotation.
This algorithm can be extended further to make the features affine invariant as well. An
iterative affine adaptation method was proposed by [37]. In this method, given a point
and its characteristic scale, the shape of the local structure is estimated using the second
moment matrix. The affine region described by this matrix is then normalised into a circular
one. This process is repeated until the eigenvalues of this matrix become equal.
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3.2.2 Blob detectors
3.2.2.1 Hessian-Laplace detector
The Hessian-Laplace detector was first proposed by [44]. The general outline of the al-
gorithm for the Hessian-Laplace detector are very similar to that explained in 3.2.1.1 but
differs in the way the initial feature points are extracted. In the Hessian-Laplace methods,
for each point in the image the scale adapted Hessian matrix is computed as:
H(x,σD) =
[
Ixx(x,σD) Ixy(x,σD)
Ixy(x,σD) Iyy(x,σD)
]
(3.7)
At each scale, the candidate feature points are chosen as those for which the determinant of
the corresponding Hessian matrix attains a maximum. As the second derivatives give strong
responses on blobs and ridges, a points which attains a maximum for the determinant of
Hessian corresponds to the presence of a blob-like structure. Having extracted candidate
feature points at various scales, the value of the Laplacian of the Gaussian function (3.5),
is evaluated for a set of scales. Only those features for which the characteristic scale is the
same as the scale they were originally extracted at are kept. The features extracted using
this method are both rotation and scale invariant. By following an iterative affine adaptation
method as described in 3.2.1.1, these features can become affine invariant as well.
3.2.2.2 Difference of Gaussian detector
Lowe [39], proposed using Difference of Gaussian (DoG) function as a way of approxi-
mating the Laplacian of Gaussian to extract blob-like features from an image. The DoG
function for image I at location x is defined as:
∆(x,σ) = (g(x,kσ)−g(x,σ))∗ I(x) (3.8)
To extract blob-like features, this algorithm starts by convolving the image with Gaussian
functions of different scales. These smoothed images are then pairwise subtracted from
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each other to generate a DoG response map. The points for which their response (3.8),
is at an extremum compared to their neighbours in the current, lower and the higher scale
are then chosen as the initial set of candidate features. The characteristic scale of each
feature is the scale at which that point is extracted. To localise each candidate feature, the
Taylor series expansion of the scale-space function ∆ is evaluated at each feature point and
the location of the extremum is determined by quadratic interpolation using the method
proposed by [10]. Features for which the value of ∆ at the corresponding location and
scale is below a certain threshold are then discarded. Furthermore, points that are located
near the edges are then discarded using a method similar to that described by Harris [28].
In other words only candidate features at which the principal curvature is strong in both
direction are kept as final features.
3.2.2.3 Speeded Up Robust Features (SURF)
The SURF feature extractor [7] uses a similar concept to that of the Hessian-Laplace detec-
tors. For every pixel in the image, it computes the determinant of the scale adapted Hessian
matrix. However, unlike the Hessian-Laplace method, it also uses the determinant of the
Hessian matrix for the scale selection process. In other words, a candidate feature point
is one that the corresponding determinant of the Hessian, attains a maximum in both scale
and space. However the advantage of SURF is the way it evaluates the Hessian matrix.
Instead of using the Gaussian kernel of varying scale and convolving it with the image, it
approximate the Hessian using a box-type filter. The convolution of such filter with the
image can then be performed very efficiently using integral images [63]. The candidate
features are then interpolated in scale and space similar to the procedure outlined for the
DoG features.
3.2.3 Region detectors
3.2.3.1 Maximally Stable Extremal Regions (MSER)
Matas et. al. [42] proposed the use of Maximally Stable Extremal Regions for feature
extraction. A MSER is a set of connected components of pixels in which every pixel
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within the set is either brighter or darker than any pixel outside the boundary of the set.
MSERs are extracted by thresholding an intensity image, with the threshold value ranging
from 0 to 255. The sets of connected components present during each level of thresholding
is tracked. An extremal region is detected if the area of the connected component does
not change as the threshold value increases. MSER features are invariant to scale change
and also monotonic transformations of the intensity values. By fitting an ellipse to each
extracted MSER, it can detect regions that are affine invariant. The extraction of MSER
features is very efficient and can be done in near linear time.
3.2.3.2 Maximally Stable Colour Regions (MSCR)
Forssen [21] extended the concept of maximally stable regions to RGB colour images and
developed the MSCR algorithm. This algorithm starts by agglomaratively clustering neigh-
bouring pixels in the image using the chi-squared distance:
κ2 = Σ3k=1
(ωk(x)−ωk(y))
(ωk(x)+ωk(y))
where x and y denote two neighbouring pixels and ωk represents the pixel value of the
colour band k. Similar to MSER, where the threshold value ranged from 0 to 255, here a
threshold value δth(t) is chosen for each thresholding step, t, according to the inverse χ2
cumulative distribution function. For each threshold value δth(t) the neighbouring pixels
which their corresponding distance is below this value are clustered together. A stable
regions is detected when the change of area of the cluster relative to the change in the
threshold value is smaller than that in the previous threshold step. Finally an ellipse is
fitted to the binary mask of each cluster so that the representation is affine invariant.
3.2.4 Discussion and summary
Most of the algorithms discussed above have been successfully used in various computer
vision tasks and each have their strength and weaknesses. The corner detector algorithms
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have been widely used in camera calibration and 3D scene reconstruction. This is mainly
due to the good localisation of corners. However, as corners appear on the borders of
objects, the regions surrounding them contain elements of the background. This makes
them less useful in tasks such object recognition.
The blob-detectors have found particular success in object recognition, as the scale of a blob
is better defined than that of a corner. Although localisation of a blob is not as accurate
as that of a corner, a robust descriptor is able to handle slight variations in localisation.
The region-detectors have the benefit of detecting both blob-shaped and irregularly shaped
regions, which could prove beneficial in object recognition applications.
As these methods extract different and complementary types of features, they are frequently
used in conjunction with one another in computer vision applications. By doing so, a vari-
ety of features can be extracted from the entire image which would make the performance
of the underlying system independent of the image content.
As we mentioned at the beginning of this chapter, most feature extraction algorithms oper-
ate on intensity images. To give an indication of how using colour images can be beneficial
in extracting features, we have shown the outputs of the MSCR and MSER algorithm for
the same scene in Figure 3.1. Both MSER and MSCR follow a similar methodology in ex-
tracting features. However, MSER uses only intensity images, whereas MSCR uses colour
images. In (a) we can see that MSER has not extracted any features corresponding to a
person’s pink shirt or another person’s gray shorts (the person in the centre of the image).
In contrast in (b), MSCR has extracted features corresponding to both of these items of
clothing. This demonstrates the advantages of using colour images for extracting features,
specially for our application, were we aim to characterise a person using his appearance.
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(a) (b)
Figure 3.1: Features extracted using (a) MSER and (b) MSCR algorithm. MSER and
MSCR both follow a similar methodology in extracting features, however, MSER has not
extracted features that correspond to some to people’s clothing as it operates on only inten-
sity images.
3.3 FEUDOR: Feature Extraction Using Distinctive Oc-
tagonal Regions
3.3.1 Introduction
The goal of our application is to find correspondences between people in different images,
based on their clothing. People’s appearance could generally be viewed as a collection of
homogeneous regions. In this thesis we define a region to be homogeneous if it is distinctive
compared to its surrounding. For example, a blue region on a white background or a black
and white striped region on a gray background are considered to be homogeneous.
The aim of this section is to develop an algorithm that extracts features corresponding
to homogeneous regions within an image. As a result, the terms feature and region may
be used interchangeably in the rest of this thesis. A feature suitable for our application
should have the following properties. It should be extracted in a scale invariant manner,
so that it can deal with changes in scale between images. The features should not contain
any element of the background, as any inclusion of such regions will degrade the future
matching process. Finally, features should correspond to homogeneous regions such as
people’s clothing.
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We believe, however, that most existing feature extraction algorithms are unsuitable for our
application. The algorithms described in the previous section, have been designed to have
good localisation and high repeatability. On the other hand, in our application, it is more
important for a feature to correspond to a homogeneous region than it being repeatable or
well localised. Thus, for our application, the often used criteria of repeatability and good
localisation are not necessarily the most appropriate measures.
To illustrate this point, assume a feature is extracted in two different views of a scene, one
corresponding to the front of a striped shirt as viewed by one camera whereas the other
corresponding to the back of the same shirt viewed by a different camera. As these two
features do not correspond to the same part of an object, they are not repeatable. However,
both features can potentially encompass a similar region and therefore could be reliably
matched to one another.
Among the different types of algorithms we have described, the corner detectors are par-
ticularly unsuitable as the support region of a corner often includes elements of the back-
ground, thus degrading the accuracy of any future matching step. The region detectors,
have the benefit of extracting arbitrarily shaped regions, but they tend to only extract re-
gions that contain a uniform colour. For example for the person on the left in Figure 3.1
with a striped shirt, both MSER and MSCR have extracted individual features correspond-
ing to the white stripes and the black stripes. However, none of them has extracted any
feature that corresponds the entire striped shirt. In our application this is a major disadvan-
tage, as a striped shirt could be an important visual cue in locating a target person, whereas
a simple white stripe is not as important a cue.
The blob detectors can, in some cases, extract features corresponding to people’s cloth-
ing. However, they are designed in such a way as to eliminate features corresponding to
elongated regions due to their poor localisation. This is unsuitable for our application as
people’s legs and also their torso, when they appear close to a camera, are often elon-
gated. We would like to have features corresponding to such parts, even though they may
be poorly localised.
In Figure 3.2, we have shown examples of the features extracted by MSER and SURF for
a scene containing several people. In (a) the features extracted using MSER are shown.
We can see that MSER has been successful in extracting features corresponding to uniform
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(a) (b)
Figure 3.2: Features extracted using (a) MSER (b) SURF algorithm.
regions. However, when the region becomes slightly non-uniform, such as the bag of the
lady in blue at the bottom of the image, no feature is extracted. In (b) we have shown the
features extracted using SURF. Here we can see that the SURF features usually contain
elements of the background . Also, SURF has not extracted many features corresponding
to elongated regions. We consider both of these to be major disadvantages in a feature
extraction algorithm for our application.
3.3.2 The FEUDOR algorithm
Assume that on a large homogeneous region, such as the dotted region shown in Figure 3.3
(a), we have chosen a smaller arbitrary seed region, such as that enclosed by the blue circle.
We can represent the colour of this region with a Gaussian distribution with a certain mean
and variance. Now, let us assume that we grow this region in small steps, such that in each
step, a new ring shaped region is added to the original one (the green ring).
If the ring shaped region belongs to the same homogeneous region, it will have similar
distribution parameters to that of the smaller region. However, if the ring shaped region is
outside the boundary of the homogeneous region (the red ring), it will have a very different
mean and variance to that of the initial region. In fact, at the boundary of the homogeneous
region, the difference in the distribution parameters of the ring shaped region to that of the
initial region is at its greatest. FEUDOR follows this methodology to extract homogeneous
regions that are distinctive compared to their surroundings.
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To extract such features, FEUDOR starts by sampling the entire image with concentric oc-
tagons of increasing size. In other words, for each pixel position x within the image, it as-
sociates m octagons of size α ik , Ω(α ik,x), where k is the diameter of the smallest octagon,
α determines the sampling density in the scale space and 0 ≤ i < m. Each octagon is also
associated with an annular region Γβi (x) = Ω(βα
ik,x)−Ω(α ik,x), where β determines
the amount of background surrounding each octagon. For clarity, we drop the explicit de-
pendence on x and on the algorithm constants α , β and k such that Ωi = Ω(α ik,x) and
Γi = Ω(βα ik,x)−Ω(α ik,x). A diagram depicting this construction of octagons is shown
in Figure 3.3 (b). Now, for each Ωi and Γi in the image, the asymmetric dissimilarity
measure M is defined as:
M(Γi,Ωi) =
1
|Γi| ∑u∈Γi
(ω(u)−µ (Ωi))T (ω(u)−µ (Ωi))
=
1
|Γi| ∑u∈Γi
ωT (u)ω(u)−2(µ (Γi))Tµ (Ωi)+(µ (Ωi))2 (3.9)
where µ (Ωi) is the mean colour value within the region Ωi, µ (Γi) is the mean colour value
within Γi, ω(u) is a 3× 1 column vector containing the colour values of any pixel u and
|Γi| denotes the size of the region Γi in pixels. Equation (3.9), in effect, calculates the mean
square deviation of the pixel values within the annular region Γβi (x) with respect to the
mean value of the pixels within the octagonal region Ω(α ik,x). Thus M(Γi,Ωi) gives a
measure of how dissimilar Γi is to the mean of Ωi. Note that M(Γi,Γi) is the variance of
colour values within the region denoted by Γi. We now define the dissimilarity ratio as:
D(Γi,Ωi) =
M(Γi,Ωi)
M(Ωi,Ωi)
×M(Ωi,Γi)
M(Γi,Γi)
(3.10)
FEUDOR features are octagonal regions Ωi for which D attains a maximum in both scale
i and space, x within a 3× 3× 3 neighbourhood. The two terms used in the definition of
D (3.10), give high responses to different types of regions. The first term, M(Γi,Ωi)M(Ωi,Ωi) , gives a
high response when the inner octagon is more uniform than the outer region, whereas the
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(a) (b)
Figure 3.3: (a) The dotted region denotes the homogenous region we wish to extract. We
can start by considering an initial region (the blue circle), and grow this region in steps,
by including annular regions (green ring). Only at the boundary of the homogenous region
does the colour distribution of the outer annular region (red ring) differs from the inner
region (blue and green region). (b) In the FEUDOR algorithm, for each pixel in the image
we associate m concentric octagons. For each octagon Ωi, we calculate the dissimilarity
ratio (3.10) between Ωi and the annular region surrounding it Γi.
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second term M(Ωi,Γi)M(Γi,Γi) , gives a high response when the outer region is more uniform than the
inner octagon. By combining this two terms together in the definition of D, we aim to get
a high response on both these cases.
We illustrate the behaviour of D (3.10), using two synthetic images. In Figure 3.4 (a),
we have shown a uniform white square surrounded by a gray square. In (b)-(d) we have
shown the responses of different terms for a manually chosen point at the centre of the
white square. The response of the first term in (3.10) is shown in (b). Here the maximum
peak, as expected, corresponds to the octagon that fits inside of the white square. In (c) the
response of the second term is shown and the maximum peak corresponds to the octagon
that completely encloses the white square. Finally in (d) the response of D is shown and
the two observed peaks correspond to the peaks for the individual terms. In this example
using only one of the terms in the definition of D would have sufficed to extract the white
square.
In Figure 3.5 (a) we show a more complex example, here a chequered square on a uniform
gray background with the different responses shown in (b)-(d). In (b) the first term has only
attained one peak, corresponding to the black square at the centre of the image. The second
term, shown in (c), has also attained only one peak corresponding to the octagon enclos-
ing the chequered square. Here we see that using only one of the terms in the definition
of D would have been insufficient to extract both these relatively homogeneous regions.
However, by combining the two responses, we extract two peaks corresponding to both the
inner black square and also the chequered square, as shown in (d).
In Figure 3.6, we have demonstrated two examples of regions extracted by FEUDOR from
a real image. The blue octagons in the left image represent the concentric octagons centred
on a manually selected pixel. Variations of D as the diameter of the octagons increases has
been shown on the right. The red octagons are ones at which D peaks in the scale space.
Here we can see instances at which variations of D as a function of scale has achieved mul-
tiple peaks which corresponds to features being extracted at multiple scales. For example,
in the top image, we can see that the we have extracted three octagons.
The smallest extracted octagon corresponds to a small section of the painting where there
is a change in colour. The second octagon corresponds to the entire painting. Here, the
painting has been viewed as a distinctive region as it is surrounded by a more uniform
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(a)
(b) (c)
(d)
Figure 3.4: A synthetic test image, (a), showing the response of the individual terms in
(3.10): (b) the first term, (c) the second term and (d) the product of the two terms for a
manually chosen point in the centre of the white square.
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(a)
(b) (c)
(d)
Figure 3.5: A synthetic test image, (a) showing the response of the individual terms in
(3.10): (b)the first term, (c)the second term and (d) the product of the two terms for a
manually chosen point in the centre of the chequered square.
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(a) (b)
Figure 3.6: (a) Concentric octagons (blue) centred on a pixel.(b) variation of D (3.10) as
the diameter of the octagons increases. The red octagons in (a) identify the diameters at
which D has a local maximum.
region relative to it. The final octagon has been extracted because any further expansion of
the octagon will contain elements of the light blue wall. Here, the dark blue wall and the
painting at the centre of it have been treated as one homogeneous region. Inclusion of the
light blue wall or the map to the right, will make this region less homogeneous, thus at the
boundary, this larger octagon is considered to be distinctive and homogeneous.
3.3.3 Deleting features extracted on self-similar surfaces
A self-similar surface is one that possesses similar characteristics when viewed at different
scales; examples are surfaces with a uniform colour or a homogeneous scale-independent
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texture. We have observed that a large number of features are extracted on such surfaces
due to the presence of many spurious peaks in D especially when the region size, |Ωi| is
small. To eliminate these spurious features, we construct a statistical hypothesis to test
whether a region Ωi is different to Γi, the annular region surrounding it.
We assume that the three colour components within Ωi are independent and Gaussian with
mean µ (Ωi) and diagonal covariance Σ(Ωi). A similar assumption is made for Γi.
We now consider the distance between the colour distributions of Ωi and Γi. The distance
measure used here is :
d(Ωi,Γi) = ||µ (Ωi)−µ (Γi)||2+ ||Ψ(Ωi)−Ψ(Γi)||2 (3.11)
where Ψ =
√
diag(Σ). This distance is derived in Appendix A and can be regarded as the
“work needed” for converting the distribution of Ωi to that of Γi.
For the region Ωi, the sample mean and the sample diagonal standard deviation follows
the distribution µˆ (Ωi) ∼ N(µ (Ωi), 1|Ωi| Σˆ(Ωi)) and Ψˆ(Ωi) ∼ N(Ψˆ,
1
2×|Ωi| Σˆ(Ωi)) [32], with
similar expressions holding for Γi.
Under the null hypothesis that Ωi and Γi have the same colour distribution, we have that
∆µˆ (Ωi,Γi), (µˆ (Ωi)− µˆ (Γi))∼ N(0, 1|Ωi| Σˆ(Ωi)+
1
|Γi| Σˆ(Γi)) (3.12)
and
∆Ψˆ(Ωi,Γi), (Ψˆ(Ωi)− Ψˆ(Γi))∼ N(0, 12×|Ωi| Σˆ(Ωi)+
1
2×|Γi| Σˆ(Γi)) (3.13)
If we make the assumption that the variance within each colour channel is equal, then:
ϑ−21 ×||∆µˆ (Ωi,Γi)||2 ∼ χ2(3) (3.14)
and
ϑ−22 ×||∆Ψˆ(Ωi,Γi)||2 ∼ χ2(3) (3.15)
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where ϑ 21 =
1
3×
(
1
|Ωi|M(Ωi,Ωi)+
1
|Γi|M(Γi,Γi)
)
, ϑ 22 =
1
3×
(
1
2×|Ωi|M(Ωi,Ωi)+
1
2×|Γi|M(Γi,Γi)
)
,
M is the trace of the covariance matrix as defined in (3.9) and χ2(3) is a Chi-squared dis-
tribution with 3 degrees of freedom.
If ||∆µˆ (Ωi,Γi)||2 and ||∆Ψˆ(Ωi,Γi)||2 had the same variance, ||∆µˆ (Ωi,Γi)||2 +
||∆Ψˆ(Ωi,Γi)||2 would have been χ2(6) distributed. Although this is not the case here,
but since var(||∆Ψˆ(Ωi,Γi)||2)≈ 12var(||∆µˆ (Ωi,Γi)||2), we make an approximation that:
ϑ−2×
(
||∆µˆ (Ωi,Γi)||2+ ||∆Ψˆ(Ωi,Γi)||2
)
∼ χ2(6) (3.16)
and the value of ϑ 2 = 6× (ϑ 21 +ϑ 22 ) is obtained by multiplying the moment generating
functions corresponding to ||∆µˆ (Ωi,Γi)||2 and ||∆Ψˆ(Ωi,Γi)||2 and gathering the second
order terms.
We accept a candidate feature, Ωi, if the probability that d(Ωi,Γi) exceed their observed
value is less than a threshold p= 0.01 under the null hypothesis. An example of the features
extracted on self-similar surfaces in Figure 3.7. In (a) we have shown some of the many
features extracted on a wall with a uniform colour and also on a brick wall. We can see
the that some of these features do not correspond to any distinctive regions. In (b) we have
shown the features that remain following the procedure described here. We can see that the
only features left are those that are dissimilar to the regions surrounding them.
3.3.4 Eliminating edge responses
The dissimilarity ratio, D, gives high response in proximity of the object edges in an image.
To clarify this point, consider any of the smaller octagons showed in Figure 3.8 (a). Here,
the extracted octagon are very uniform on the inside and the annular region surrounding it
is dissimilar to it. Now if we consider an octagon one pixel to the left of it, the inner region
will become less uniform than before, as it now contains some brown pixels, which will
result in a lower D response. The octagon which is one pixel to the right, will still have a
very uniform inner region, but the outer region has now become less dissimilar as it now
contains more black pixels than before. This would again result in a lower D response.
Similar situation happens to octagons of higher and lower scale.
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(a) (b)
Figure 3.7: (a) A sample of octagons extracted on a homogeneous surface using the al-
gorithm described in 3.3.2.(b) Only octagons that are dissimilar to their surrounding have
been extracted using the method described in 3.3.3.
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Since we only look for maxima in a 3×3×3 neighbourhood, most octagons which are at
least bounded by an object edge on one side, will attain a maximum in D. This is because
neighbouring octagons of the higher scale will always include more of the background in
their inner region and the octagons of the smaller scale will always include more of the
object itself in their outer annular region. Both these cases will lead to a lower D than that
of an octagon which has at least one edge on the boundary.
Extracting all these octagons close to the edges of an object is redundant, as they all repre-
sent the same homogeneous region. We therefore wish to modify our algorithm such that
it only extracts octagons that are bounded by edges on at least two sides. For this we make
use of the following observation.
If we assume that an octagon Ωi has been extracted at location x with size K = α ik near an
edge such that this octagon is only bounded on one side, then there exists another octagon
of size αK corresponding to the same region, closer to the edge boundaries of that region
and with a higher value of D. Such an octagon must exist at a distance (α−1)K2 from the
point x in the direction perpendicular to the orientation of the edge.. The orientation of the
edge can be found by looking at the orientation of the gradient of the Measure M(Ωi,Ωi)
at the neighbourhood of x.
Therefore, to ensure that we extract octagons that are bounded on at least 2 sides, we only
keep the octagons that are not only maximum in a 3×3×3 neighbourhood of immediate
location and scale, but also posses a higher value of D to any octagon within the distance
(α − 1)K2 in the scale above perpendicular to the direction of the edge at that pixel. In
Figure 3.8 (a), we have shown several octagons that have been extracted adjacent to the
edge of a region. However following the edge elimination procedure, the only octagons
left are the ones which are bounded by edges on at least two sides (b).
3.3.5 Integral images for octagonal shapes
The use of integral images was introduced by Viola and Jones [63] to evaluate some simple
features useful in face detection. Using integral images, sum of the pixel values within any
rectangle, can be calculated with 2 additions and 2 subtractions. Given an image I, with
pixel coordinates u = [uv]T , the corresponding integral image, S(x), is defined as:
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(a) (b)
Figure 3.8: (a) A sample of octagons extracted close to an edge using the algorithm de-
scribed in 3.3.2.(b) Following the procedure described in 3.3.4, only the octagons that are
bounded by edges on both sides are kept.
S(x) = ∑
x≤u,y≤v
I(u) (3.17)
To calculate D(Γi,Ωi) (3.10), we need to calculate M for two octagonal regions. In essence
we need to evaluate the mean values and mean squared values of the pixels within each the
octagonal shaped regions: Ω(α ik,x) and Ω(βα ik,x). This computation can be done very
efficiently using integral images. To find the sum of the pixels within an octagonal region,
we additionally define R(x), the Right integral image as the sum of the pixels within the
upper right triangle and L(x), the Left integral image as the sum of the pixels within the
upper left triangle (as shown in Figure 3.9):
R(x) = ∑
u≤x≤v+u−y
I(u) (3.18)
L(x) = ∑
y−v+u≤x≤u
I(u) (3.19)
Then, the sum of the pixels within an octagon with corners denoted by a,b,c, . . . ,h can be
found with only eleven addition/subtraction as follows:
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Figure 3.9: L(x), R(x) and S(x) denote the upper left triangle, upper right triangle and
the left rectangle sum integral images respectively. The name order of the corners of an
octagon used in (3.20) is shown on the right.
Pa,b,...,h = S(a2)+R(a3)−R(b4)−L(c2)−S(d1)+L(d2)+S(e) (3.20)
+R(e4)−R(f4)−L(g3)−S(h3)+L(h3) (3.21)
where subscripts 1, 2, 3, 4 denote the pixels immediately to the left, upper-left, up and
upper-right side of a corner pixel. The sum of the pixels within an annular region Γi can be
found by simply subtracting the corresponding values for Ω(α ik,x) and Ω(βα ik,x) from
each other.
3.3.6 FEUDOR algorithm in steps
Here we present the complete FEUDOR algorithm in steps:
1. For an input image I, and the image containing the squared pixel values I2 calculate
the L, RandS using (3.19),(3.18) and (3.17).
2. For each pixel in the image, associate m octagons of size α ik, 0≤ i< m.
3. For each octagon also associate an annular region of size βα ik−α ik centred on the
same pixel.
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4. For each octagon and its associated annular region, use (3.20) and (3.9) to evaluate
(3.10).
5. Perform a search in the scale-space and only keep octagons that their dissimilarity
ratio D, (3.10), is maximum in a 3×3×3 neighbourhood.
6. Delete octagons that have been extracted on self-similar regions using the procedure
outlined in 3.3.3.
7. Delete octagons that are not bounded by at least two sides using the procedure de-
scribed in 3.3.4.
In our implementation, we have set k= 5 pixels, β = α = 4
√
2 and m is chosen such that the
largest octagon covers at most a quarter of an image. The entire feature extraction process
for a 800× 600 image, implemented using MATLAB on an Intel Pentium D (2.72 GHz
with 3GB RAM) takes about 30 seconds.
3.3.7 Expanding octagons
The octagons extracted using FEUDOR are scale and rotation invariant. However, because
of their symmetrical shape, they do not fully enclose non-circular regions. As a result on
elongated regions, FEUDOR extracts a large number of octagons, lining the boundaries of
such regions as shown in Figure 3.10. It is therefore desirable to modify the FEUDOR
algorithm such that it extracts a single elongated octagon on such structures. A direct
advantage of extracting elongated features is the potential reduction in the total number of
features extracted from an image. Such a reduction would help in speeding up the next
steps of our system (i.e. characterising and matching octagons between images).
A direct way of achieving this is to construct the scale space in a way such that we allow
for the octagons to have different axis length. In other words for each pixel in the image
we calculate the dissimilarity ratio not only for symmetrical octagons but also elongated
horizontal, vertical, diagonal and anti-diagonal octagons of suitable size. However due to
the high dimensionality of this scale space, the evaluation of the dissimilarity ratio and also
conducting search to find the maxima in scale and space would be very time consuming. In
the following we propose a method of extracting elongated features from images.
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Figure 3.10: On elongated regions, FEUDOR extracts a large number of octagons, lining
the boundaries of the region. It is desirable to have one single elongated octagon per region.
3.3.7.1 Expanding octagons by sequentially scaling each side
In this method, we start by using the symmetrical octagons extracted by FEUDOR as start-
ing points. Then for each octagon we start by extending the length of opposing sides of the
octagons sequentially. The aim here is to perform a sequential search in a 1-dimensional
scale and space (keeping the other 7 scale dimensions constant) in order to maximise the
original dissimilarity ratio obtained by the symmetrical octagon.
For example, assume that an octagon Ω(α pk,x) has been extracted. We scale the hori-
zontal axis of this octagon by α l, p− 2 ≤ l < m in the positive horizontal direction. The
adjacent diagonal and anti-diagonal axes of this octagon are also scaled accordingly. We
then compute the dissimilarity ratio, (3.10), between each of these extended octagons and
an annular octagonal region surrounding it. The horizontal scale at which the dissimilarity
ratio attains a maximum is chosen as the horizontal scale of the octagon. We then proceed
similarly for all the other 7 directions and after a few iterations we should arrive at a local
maximum point in the scale space.
In Figure 3.11 we have shown how this procedure works on a synthetic image. Consider
an octagon extracted on the lower blue square in (a). This symmetric octagon is shown
in black. According to the procedure, we extend the horizontal axis of this octagon, while
keeping all other axes constant. These extended octagons are shown in green. We then eval-
uate the dissimilarity ratio between these green octagons and a annular region surrounding
them. The length at which the ratio achieves the maximum is chosen as the horizontal axis
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of this octagon. We then proceed to the next direction, the diagonal direction at 45◦ , and
follow the same steps. In this direction any increase in the axis of the octagon does not
improve the ratio and therefore the octagon is unchanged. For the vertical direction the
extension of the octagon results in another maximum in the ratio function. This proce-
dure should be repeated for all other directions for a few iterations. However any further
extension of the octagon sides does not improve the dissimilarity ratio and therefore the
algorithm converges quickly in this case.
3.3.7.2 Discussion
Although the procedure described above worked well in synthetic images and also in well
structured images, we faced problems in applying this method to real images. There were
in general two type of situations which caused problems in expanding the octagon.
1. The symmetrical octagons can only be extended at discrete 45◦ orientations. This
would be fine if the structures in the image always appear at these orientations, how-
ever if they are oriented at any other direction, there will be problems in extending
the octagons. An example of this situation is shown in Figure 3.12 (a). Here the
original octagon is at the corner of a near vertical elongated structure. However the
fact that the structure is not completely vertical causes the maximum of the ratio
function to appear at the current octagon scale. This is because any further extension
of the octagon in the vertical downwards direction will result in inclusion of non-
homogeneous elements in the inner octagon which results in the deterioration of the
dissimilarity ratio.
2. A second more serious problem is encountered when deciding the new axis length of
the octagon. In the method described in 3.3.7.1, we have opted for the scale which
gives the maximum response in D. However as shown in Figure 3.12 (c) such a
strategy does not always result in expanding the octagon to the preferred length. In
this example, our preferred choice is for the octagon’s right horizontal axis length to
stay the same, but the maximum ratio is obtained when the octagon is extended up
to the edge of the black region. A similar situation is actually faced when searching
for a maxima in the scale space for symmetric octagons. There, we choose octagons
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(a) (b)
(c) (d)
(e) (f)
Figure 3.11: Sequentially extending the axes of an octagon: (a) We start with a symmetric octagon
shown (black). We extend the octagon in the positive horizontal direction (green). The extended
octagon at which the dissimilarity ratio is maximum is shown in red. (b) Change of the dissimilarity
ratio as the horizontal diameter of the octagon is extended. (c)-(f) similarly the new octagon is
extended in different directions to maximise the dissimilarity ratio.
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which give a local, but not necessarily global, maximum in the scale space of D. In
other words we allow for octagons to be extracted at multiple scales. The problem we
are facing here is similar. There is no obvious way of deciding automatically which
maximum we should choose. We should therefore allow for multiple peaks when
expanding octagons. However this is not computationally feasible as the number of
octagons that need to be expanded could rise dramatically.
3.3.7.3 Summary
On elongated regions, FEUDOR extracts a large number of octagons tiling the boundaries
of the region. The number of extracted octagons could be reduced in such cases by al-
lowing FEUDOR to extract elongated octagons as well. This would be beneficial for our
application since in this case we have to compute a descriptor for a smaller number of oc-
tagons. The reduced number of extracted octagons would also result in a smaller search
space for similar octagons between different images. This would result in an increase in
the matching speed and also a decrease in the potential number of false positive matches.
Expanding the octagons in different directions was one possible solution. However, during
the course of this research, we realised that such a method does not always perform as
expected. The expansion procedure performs poorly when the structures in the image are
not at discrete 45◦ angles, or when there are several peaks in the response of D (3.10).
In Chapter 5, section 5.3.2, we present a different solution to this problem. There, for a
given set of octagons, we form a cluster from those which look similar to each other in
appearance. Thus, for a arbitrarily shaped region, we extract a cluster of octagons corre-
sponding to it which eliminates the need to expand the octagons to fit elongated region.
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(a) (b)
(c) (d)
Figure 3.12: (a) This example shows the problem faced in expanding the octagon a tilted structure.
Here, any further expansion of the octagon in the downward direction will result in the inclusion of
non-homogeneous regions within the inner octagon which in turn lowers the dissimilarity ratio D,
shown in (b). Image in (c) and the corresponding dissimilarity ratio in (d) depicts the case where
we face multiple peaks in D when expanding an octagon. The octagon shown in black is the one we
wish to extract, however the highest peak corresponds to the octagon in red.
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3.4 Experimental results
As discussed in 3.1, one of the characteristics of a good feature is its repeatability. That
is, given two images of the same scene, the extracted features should correspond to simi-
lar regions. Mikolajczyk [47] proposed a method for evaluation of the feature extraction
algorithms in terms of repeatability. In the current state of the art, this method has been
widely accepted as the standard procedure. In the following, we will give a overview of
this method, and will evaluate the performance of our algorithm in dealing with changes in
the viewing angle using this procedure.
As previously discussed, for our particular application, it is more important for the features
to correspond to people’s clothing than be repeatable. We have therefore created a new data
set comprised of images with people present in them. We compare the performance of our
algorithm with the other state of the art methods on this data set to determine how well they
extract features that correspond to people’s clothing.
3.4.1 Repeatability results on Mikolajczyk’s data-set
In [47], Mikolajczyk proposed using the overlap area as a measure of correspondence be-
tween two features. That is, given two images of a scene which are related by the homog-
raphy H, two regions are deemed to correspond if the overlap error is below a threshold
ε0:
1− Eφa∩E(HTφbH)
Eφa∪E(HTφbH)
< ε0
where φa and φb are corresponding features in the two images, Eφ is the elliptical region
corresponding to a feature and is defined by xTφx = 1 and the threshold ε0 is chosen to
be 40% [47]. The ratio between the number of corresponding regions and the smaller of
the number of regions in the pair of images is chosen as the repeatability score. Only the
regions that are present in both images are considered in this score.
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Figure 3.13: A selection of images from the Graffiti scene [47].
Figure 3.14: Repeatability score for the Graffiti Scene (Change in View Point) using Miko-
lajczyk’s procedure.
In Figure 3.14 we have shown the result of the repeatability score using the procedure de-
scribed above for the Graffiti scene using the software provided by Mikolajczyk (a selection
of the images belonging to this scene is shown in Figure 3.13 ).
Here we can see that MSER performs the best in terms of dealing with the change in view-
ing angle. Although for smaller viewing angle, the difference between the repeatability of
MSER and FEUDOR is 12%, this difference increases substantially as the viewing angle
increases. This better performance of MSER is partly due to the affine invariant nature
of the regions extracted and also partly to the nature of Graffiti scene images, which con-
tain sharp contrasting edges. Compared to SURF, which like FEUDOR is only scale and
rotation invariant, we can see that FEUDOR performs better for smaller viewing angles,
however this superiority vanishes as the viewing angle increases above 20◦.
.
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3.4.2 Repeatability results on the People data-set
In the repeatability score defined by Mikolajczyk, great importance has been put on the
localisation of the extracted features. That is, two features are deemed repeatable only if
they appear on, more or less, the same part of an object. However, for our application of
using features to match people, this requirement is not necessary.
For a feature to be useful for our application, it is more important for it to correspond to a
certain part of a person’s outfit (i.e. shirt or trousers etc.) than where exactly it has been
extracted from. Furthermore, it is critical for the feature not to encompass any elements
of the background as in two images it is very likely that the background is different and
thus any inclusion of it in the feature, will corrupt the descriptor and the proceeding the
matching process.
In this part we will explain our methodology used to compare the performances of various
feature extraction algorithms. The aim here is to evaluate the usefulness of existing methods
in extracting features which could potentially correspond to people’s clothes. In other
words, assuming we have an image of an area that is populated with people, we wish to
evaluate how many features can be extracted from these images that actually correspond
to people’s outfit. To this end, we create a database of images of people in which we have
manually identified the boundaries of regions corresponding to people’s clothes.
Overall there are 234 manually extracted regions within our database. Some representative
examples are shown in Figure 3.15. Because very small regions do not normally include
enough colour or texture information for reliable matching, we restricted the extracted
regions to those having a minimum width and breadth of 10 pixels. We have compared
the performance of FEUDOR with those of MSCR [21], DoG [39], SURF [7] and Hessian
Laplace [44].
The evaluation criteria we use is based on the percentage of these 234 regions which have
been correctly identified by the extracted features. Now the question arises of what con-
stitutes a region being identified by a feature. This question becomes even more important
when we note that except MSCR, all other algorithms extract circular regions which means
they can not completely cover an elongated region such as a pair of trousers. To overcome
this problem we first define a feature to be corresponding to a region, if 1) more than t f
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(a) (b)
Figure 3.15: (a) Two examples of the images in our data set. The boundaries of the regions
corresponding to people have been highlighted. (b) Images made by overlaying the features
extracted using FEUDOR.
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FEUDOR MSCR SURF Hessian Lap. DoG
% Regions Identified 87.4 71.3 17.5 12 8
Average Number of Features 2400 2500 820 2600 3600
Table 3.1: Comparison of the performance of various algorithms in terms of %regions
identified with t f = tr = 60%
of the area of that feature is within the region and 2) the feature is in the proximity of the
edges of the boundary. That is, if we enlarge the feature by 10% in each direction, the
boundaries of the feature will cross at least two opposing edge of the region.
Condition 1 ensures that we ignore features that are much bigger than the actual region
to be identified, while compensating for the fact that the manual selection of the bound-
ary might not be exact and therefore we allow some margin of error by requiring only a
partial overlap. Condition 2 ensures that we are only considering features that are a true
representation of the colour and the texture of the region to be identified. To clarify our
point, consider the case where we wish to identify a black and white chequered shirt. It
is possible to extract features that only correspond to the white squares and black squares
separately. While these features do cover the entire region, each of them does not however
provide a true representation of the texture or the colour of the shirt. However, a feature
which covers both black and white squares does in fact provide a true representation of the
shirt’s texture.
Now, we can define a region being identified by a set of features as one where the set
of features overlapping a region cover at least tr of the area of the region. Finally the
percentage regions identified can be defined as the ratio between the identified regions to
the overall number of regions.
The results of our experiments with t f = tr = 60% is shown in Table 3.1. As we can
see, FEUDOR identifies the highest number of regions followed by MSCR. The other fea-
ture extraction methods perform very poorly. This shows that although algorithms such as
DoG or Hessian Laplace have shown good performance in terms of repeatability for object
recognition tasks, they are not generally suitable for our particular application.
We have also evaluated how the performance of FEUDOR and MSCR varies as we change
the threshold for feature and region overlap. In Table 3.2 we have shown the percentage of
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t f = 0.5 t f = 0.6 t f = 0.7 t f = 0.8
tr = 0.5 95 / 80 91 / 77 83 / 75 63 / 69
tr = 0.6 94 / 76 87 / 71 77/ 67 55 / 60
tr = 0.7 87 / 67 81 / 64 68 / 60 46 / 47
tr = 0.8 81 / 56 70 / 50 55 / 43 31 / 29
Table 3.2: Percentage regions identified by FEUDOR vs. MSCR for different values of t f
and tr
the regions identified for different pairs of t f and tr. We can see that as we increase either
t f or ti the overall percentage for both methods decreases, however FEUDOR outperforms
MSCR except for t f = 0.8. This lower performance for FEUDOR was however expected
as it can only extract octagonal features with discrete sizes whereas MSCR is more flexible
in terms of shape of features it extracts.
3.4.3 Discussion
We can compare the performance of FEUDOR with other algorithms from two aspects.
First, in terms of the widely accepted criterion of repeatability. On the Mikolajczyk’s data
set, we showed that the repeatability of FEUDOR is similar to, and in some cases better than
that of SURF. Both of these algorithms extract features that are scale and rotation invariant.
On this data set, MSER outperformed both of these method. This better performance is
partly due to the affine invariant nature of the MSER algorithm and also partly due to the
nature of the Graffiti scene, which contains many strong contrasting edges.
During the course of this chapter, we have argued that for our application, repeatability
is not a good criteria for comparing different methods. Rather, the ability to extract fea-
tures that correspond to people’s clothing is a better measure. To this end, we compared
the performance of various feature extraction algorithms in terms of how they perform in
extracting features that correspond to people’s clothing. In our experiments we found that
FEUDOR outperforms most of the existing algorithms, with MSCR being the next best
algorithm.
Both FEUDOR and MSCR show good performance in terms of identifying regions with
uniform colour. However, MSCR has the advantage of extracting regions with irregular
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shape and/or small size. The main difference between these two methods is how they deal
with textured regions. FEUDOR can identify a textured region, irrespective of its colour or
pattern as long as the region surrounding it is significantly less textured. In contrast, MSCR
can only identify a textured region, if the colours within the region are very similar to one
another.
In Figure 3.16 we have shown three textured regions. For each image, the boundary of
the textured region is highlighted in blue. In column (a) and (b) the features extracted by
FEUDOR and MSCR respectively are shown. In the top image pairs, we can see that both
MSCR and FEUDOR have extracted features corresponding to the textured region. We can
also see that since the colours within the region are similar, features extracted by MSCR
are a good representation of the entire region.
In the the other two image pairs, MSCR has failed to extract any feature that can charac-
terise the entire region. In fact, in the middle image pair, MSCR has only extracted features
corresponding to the black and white stripes individually, whereas FEUDOR has extracted
an octagon corresponding to the entire region, and several smaller octagons corresponding
to the white stripes. However, FEUDOR has failed to extract any octagons corresponding
to the black stripes as the width of the stripe is smaller than the minimum octagon diameter
it can extract. A similar situation can be seen in the bottom image, where again MSCR
has only extracted features corresponding to some of the stripes, whereas FEUDOR has
extracted octagons corresponding to the individual stripes as well as to the entire region.
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(a) (b)
Figure 3.16: (a) Octagons extracted by FEUDOR (b) Ellipses extracted by MSCR.
3.5 Summary
In this chapter we introduced FEUDOR, which extracts distinctive octagonal regions which
look different to their surroundings. FEUDOR features are efficient to compute using in-
tegral images. These features are scale and rotation invariant. One of the main advantages
of FEUDOR is that each feature does not contain significant elements of the background.
This would be very beneficial in matching features which corresponds to regions on differ-
ent backgrounds. Another advantage of FEUDOR over other algorithms, is that it operates
on colour images which means that it uses the full information available within a colour
image in order to extract distinctive features.
In this chapter we argued that for our particular application of using features for matching
people’s clothing, it is more important for the features to correspond to something im-
portant (i.e. people’s shirt) than it being well-localised or repeatable. However we still
compared the repeatability of FEUDOR features using the standard methodology proposed
by Mikolajczyk. We showed that FEUDOR performs better than SURF for small viewing
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angles, but still cannot match the performance of MSER specially in dealing with very wide
viewing angles.
We then proceeded to compare the performance of different feature extraction algorithms
in terms of number of extracted features which could potentially correspond to people’s
clothing. We showed that on our novel data set, FEUDOR features have the highest per-
centage of features which correspond to people’s clothing. This puts us in a good position
to go forward with our work in developing a robust descriptor to characterise the colour
and texture of each extracted feature.
Chapter 4
Colour and Texture Descriptor
4.1 Introduction
Characterising regions of interest in order to find correspondences between images in wide-
baseline matching tasks is an active area of research within the computer vision community.
The approaches taken by researchers can be generally divided into two groups.
In the first group, the aim is to describe the texture of a region by extracting and character-
ising its pattern. This characterisation has been achieved by various methods such as using
global transforms to identify dominant patterns [25, 41, 51, 55], using a vocabulary of tex-
tons to represent texture [36, 13, 62, 29, 61] and using scale-invariant fractal properties of
textures [65, 60].
Approaches in the second group make no attempt to form an explicit texture descriptor but
instead characterise the local structures of a region. The SIFT descriptor [40] is the most
successful descriptor of this type. The SIFT descriptor introduced the idea of dividing a
region of interest into a grid of uniformly spaced cells and characterising each cell individ-
ually. Following the success of SIFT, a number of different methods have been developed
that follow the same grid-based approach. The main difference between such methods is
on how each individual cell is characterised.
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Although most of the widely used descriptors operate on intensity images, in recent years
there have been efforts to improve the distinctiveness and robustness of descriptors by
utilising the information available within colour images [59, 58].
Our aim in this chapter is to develop a region descriptor that can be successful in char-
acterising and matching people’s clothing as viewed by widely separated cameras. More
specifically, we wish to find correspondences between people viewed by different cameras
based on the colour and texture of their clothes. For this application we assume that in
each image captured by a camera, the regions corresponding to people’s clothing can be
localised using a feature extraction or a segmentation algorithm such as the FEUDOR al-
gorithm presented in Chapter 3. We also note that such regions are often small in size (e.g.
25×25 pixels) such that no more than one feature can be extracted from them. Therefore,
the entire region is used as the support for computing the descriptor.
The structure of the rest of this chapter is as follows. In 4.2 we give an overview of a number
of recently developed colour and texture descriptors. The focus of this literature review is
mainly on three types of descriptors namely the texture, region and colour descriptors.
We next turn our attention to developing a descriptor suitable for our application and we
describe two methods that we have developed during the course of this research. In 4.3
we present a descriptor which is based on the Fourier Signature of textures. Next we
introduce our second method which is a combined texture and colour descriptor in 4.4.
This is followed by a summary in 4.5.
76 CHAPTER 4. COLOUR AND TEXTURE DESCRIPTOR
4.2 Literature review
4.2.1 Review of texture descriptors
4.2.1.1 Global transform-based descriptors
Global transform-based descriptors attempt to characterise the pattern of a texture using
transformations such as the Fourier, Gabor and Wavelet transforms. The general approach
here is to transform the entire image into the transform domain and then use the transforma-
tion coefficients or some functions of them as a way of characterising the patterns present
in the image.
A translation, scale and rotation invariant texture descriptor was proposed in [55]. By trans-
forming the image into the Fourier domain, translation invariance was achieved. Scale in-
variance was achieved by extracting a circular region of the Power Spectral Density (PSD),
centred on the (0,0) frequency, containing 80% of the overall energy. By applying absolute
Zernike moments [33] to the extracted region, 20 rotation and scale invariant features were
extracted. These along with the mean and standard deviation of the input texture image
formed the texture descriptor.
In [68], an affine invariant texture descriptor was developed using Fourier transform. In
their method, the PSD of the texture image was first transformed into the log-polar domain.
In this domain, a rotation or change in scale of the original image are converted into shifts.
A signature based on the affine invariant moments of this spectrum was then formed. The
statistics of this signature formed the texture’s descriptor.
Manjunath and Ma [41], proposed using Gabor transform to characterise a texture. A Gabor
wavelet transform with 4 scales and 6 orientations was applied to the texture image. The
mean and standard deviation of the magnitude of the transform coefficients were used as
the descriptor. However, this method was not scale or rotation invariant. This method was
further extended in [25] and a scale invariant and a rotation invariant texture descriptor was
described. This was achieved by summing the Gabor filters with different orientations at
each scale to introduce a rotation invariant Gabor filter family. Similarly, Gabor filters with
different scales were added up at each orientation to achieve a scale invariant filter family.
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The mean and standard deviation of the magnitude of the transform coefficients (using the
new filters) formed the scale invariant and rotation invariant texture descriptor.
Pun and Lee [51], developed a scale and rotation invariant texture descriptor using Discrete
Wavelet Packet Transform (DWPT). To cope with scale and rotation changes, the textured
image was converted into the log-polar domain. By doing so, scale effects in the image
were eliminated and the rotation effect turned into a row-shift in the log-polar domain.
To deal with the row-shift, an adaptive row-shift invariant wavelet packet transform was
introduced and applied to the log-polar image. Average energy of the resulting wavelet
coefficients at each sub-band was then computed to form energy signatures. The proposed
descriptor consisted of the 96 signatures with the highest energy.
4.2.1.2 Texton-based descriptors
In texton-based descriptors, a set of patterns which commonly occur in textured images are
learned from training images. This set is then used to characterise a new texture image.
In [36], Leung and Malik proposed a method of describing the characteristics of a textured
surface using textons. In this method, the response of each pixel neighbourhood to a set of
filter banks (48 filters consisting of first and second derivative of Gaussians at 3 scales and
6 orientations along with 8 Laplacian of the Gaussian and 4 Gaussian filters) was evaluated.
Therefore each pixel in the texture image was mapped into a 48 dimensional vector in the
feature space. K-means clustering was then performed in this feature space resulting in a
set of cluster centres which were called textons.
A vocabulary of textons was learned from a set of training images. For describing a new
texture, the filter response of each pixel was assigned to its nearest texton. The histogram
of textons was then used as the descriptor. To deal with change in illumination and viewing
angle, the textons were learned from a set of registered training images (20 training images
per class with varying view point and illumination) such that each point on the surface of
the texture was mapped onto the same pixel in all the images. For each class of texture, the
filter responses of all such images were concatenated before the clustering was performed.
Cula and Dana [13], improved this method by eliminating the need for registered training
images. They used the same filter banks as [36], however textons were extracted from each
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training image individually and a histogram of textons was then formed. The collection
of texton histograms belonging to each class was then projected into a lower dimensional
space using PCA which formed the texture class descriptor.
Varma and Zisserman [62] introduced rotationally invariant textons. They used a filter bank
consisting of 38 filters (first and second order Gaussian at 6 orientations and 3 scales along
with one Gaussian and one Laplacian of Gaussian filter). However to achieve invariance
to rotation, only the maximum filter response was recorded among the filter which had the
same scale but different orientations. In this way 8 rotationally invariant filter responses
were extracted from each texture image, from which textons were extracted. The histogram
of these rotationally invariant textons formed the texture descriptor. The distance between
two histograms was measured using the χ2 distance measure.
Hayman et al. [29], extended the method described in [62], by using Support Vector Ma-
chine (SVM) to classify textures. Furthermore, they showed how the methods based on
extracting textons were not capable of classifying textures of different scale accurately.
They subsequently showed that including textures of different scale in the training data
improves the classification rate significantly.
In [61], the need for using filter banks was questioned. Instead, the raw pixel values of the
N×N neighbourhood of each pixel were used to form a N2 dimensional vector (instead of
a 8 or 48 dimensional vector from responses to the filter banks). Clustering and extraction
of textons was performed on this feature space. The classification results obtained using
this method, even with using neighbourhoods as small as 3× 3, was shown to be better
than those shown in [36] and [62]. Rotation invariance can be achieved in this method, by
looking at a circular rather than a square neighbourhood. The circular neighbourhood is
then rotated by the angle of the local orientation, before forming the feature vector.
4.2.1.3 Fractal-based descriptors
Fractal-based features have been successful in characterizing texture as they can be made
invariant under bi-Lipschitz transformation (which encompasses perspective transform and
surface deformation). In [65], texture is characterised using a Multi Fractal Spectrum
(MFS) vector. In this method, a texture image is divided into non-overlapping squares
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of side l. Within each square three measures, γi are computed (these measures include:
mean intensity value, energy of the gradient and the Laplacian). The assumption is that the
moments of these measures varies with radius according to the power law γi ∝ lκ . There-
fore κ is calculated using a line-fitting technique and the MFS vector is computed from κ
via Legendre transform.
In [60], Varma and Garg used the 38 filter banks used previously in [62], to calculate 8
measure responses, γi for squares of length l. They make the similar assumption that γi
and l vary according to the power law. However they find both the log-gradient and the
log-intercept using a line-fitting technique. The distribution of this gradient and intercept
for different measures is used to form their descriptor vector.
4.2.1.4 Other methods
Mellor et.al. [43] proposed to use the responses of each pixel within an image to the fil-
ters of the form f (r) = rα to extract a set of phase-based descriptors. These phase-based
descriptors are designed to be invariant to scale, rotation and change in contrast. The dis-
tribution of these phase-based descriptors form the final texture descriptor.
In [48], the Local Binary Pattern (LBP) was introduced. In this method each texture was
characterised using the distribution of relative patterns of the pixel intensities within local
pixel neighbourhoods. In other words, given a local pixel neighbourhood, a 1 is assigned to
any pixel whose intensity value is higher than that of the centre pixel and 0 otherwise. This
sequence of 1s and 0s are treated as a binary number and converted to integer values. The
histogram of these integer values forms the texture descriptor. In effect, LBP characterises
a texture using the histogram of micro-patterns such as edges, lines, corners, spots etc.
In [34], Lazebnik et.al. eliminated the use of textons for characterising texture. Instead,
they proposed using feature extraction algorithms to extract affine invariant features from
the texture image. These features were then characterised using region descriptors. Clus-
tering was then performed on these affine invariant descriptors to obtain a more compact
representation of the texture image. A signature comprised of the cluster centres and their
relative size was then used as the texture descriptor. Signatures of different textures were
then matched using Earth Mover’s Distance [53].
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4.2.2 Review of region descriptors
In the previous section, we have given an overview of methods that aim to describe textures
by extracting their patterns and characterising them. In this section we will discuss two
methods which have shown good performances in many object recognition tasks. These
methods describe a region of interest by characterising its local structure.
4.2.2.1 The SIFT descriptor
In [40], Lowe introduced the SIFT descriptor. After the extraction of a feature at its char-
acteristic scale, the neighbourhood of the feature is divided into a regular square grid. For
every grid cell, a histogram of quantised gradient orientations is formed. The contribution
of each gradient to this histogram is weighted by its magnitude. Because this descriptor
depends only on the intensity gradient of the image, it is invariant to a constant intensity
offset. Also, by normalising the histograms, it achieves invariance to changes in inten-
sity power. It was shown in [45], that SIFT outperforms some other region descriptors in
wide-baseline matching tasks.
4.2.2.2 The SURF descriptor
The SURF descriptor was introduced in [7] by Bay et.al. This descriptor follows a grid-
based approach similar to that of the SIFT. Following the extraction of a feature, its neigh-
bourhood is divided into square sub-regions. In each sub-region, responses to a set of
Haar-like horizontal and vertical wavelets are evaluated at regularly spaced sample points.
These wavelet responses (along with the absolute value of the responses) are summed in-
dividually for each grid and together they form the SURF descriptor. It was shown in
[7] that SURF descriptor performs comparably to the SIFT descriptor in object recognition
tasks. However it benefits from significant reduction in computation time, by using integral
images to compute the Haar-like wavelet responses.
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4.2.3 Review of colour descriptors
4.2.3.1 On colour spaces
In the early 20th century, experiments were carried out to see if a test colour can be recre-
ated using a combination of three monochromatic colours [64]. It was observed that the
entire human colour perception range can be covered, by fixing the chromaticity of the
three colours and just adjusting the brightness. The Red, Green and Blue could be an ex-
ample of the three colours used in the experiment. However, it became apparent that to
recreate some colours, some chromaticities needed to have negative weighting. In order to
avoid these negative weighting, a new colour space was created, which was called XYZ.
In this colour space, every test colour could be created by a positive weighted combination
of the three new colour coordinates. Furthermore X and Z were designed in such a way
that they do not contribute to the luminance, i.e. the luminance was defined by only Y .
The relationship between the RGB coordinates and the XYZ coordinate systems is given
by [16]:

X
Y
Z
 =

0.49 0.31 0.2
0.17697 0.81240 0.01063
0.00 0.01 0.99


R
G
B

Unlike the RGB and XYZ colour spaces, the Lab space was designed to approximate human
vision. The Lab space is derived from the XYZ space according to the following definition.
If we denote Xn, Yn and Zn to be the reference white point values in the XYZ coordinate
system, then:
L = 116× f
(
Y
Yn
)
−16
a = 500×
[
f
(
X
Xn
)
− f
(
Y
Yn
)]
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b = 200×
[
f
(
Y
Yn
)
− f
(
Z
Zn
)]
where
f (x) =
 x
1
3
1
3 × (296 )2+ 429
x≥ 0.008856
otherwise
(4.1)
The L channel represents the lightness of colour and can be viewed to be roughly logarith-
mic. The non-linear definition of Lab are designed to mimic the non-linear response of the
human eye. Thus, uniform changes in colour perception corresponds to uniform changes
in in values of the three elements of the Lab space. As a result, the Euclidean distance can
be used to measure the relative perceptual difference between two colour patches.
The HSV (Hue, Saturation, Value) space, is another colour space that attempts to make the
colours defined in the RGB space more perceptually relevant [49]. The points in the HSV
space are the cylindrical-coordinate representation of the points in the RGB space. Hue is
the attribute that tells a human whether a colour is red, green, yellow etc. Saturation is
the colourfulness of a colour relative to its brightness. Value is the relative brightness of a
colour.
4.2.3.2 The Hue histogram and the HueSIFT descriptor
In [59], Van de Weijer and Schmid , proposed using the Hue histogram to represent the
colour of an image patch. Since in the HSV space, the hue is unstable around the grey
axis, they proposed weighting the contribution of Hue to this histogram by the inverse
of saturation. In this way a more robust histogram is achieved. The Hue histogram is
invariant to scale and shift of light intensity. In addition, they proposed concatenating the
Hue histogram to the SIFT descriptor in order to make this descriptor more distinctive.
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4.2.3.3 The OpponentSIFT descriptor
The opponent colour space is defined as:

O1
O2
O3
 =

R−G√
2
R+G−2B√
6
R+G+B√
3

where R, G, and B are the three channels in the RGB space. Here, the channel O3 contains
intensity information whereas O1 and O2 contains colour information. O1 and O2 are in-
variant with respect to shift in light intensity. In [58], it was proposed to compute SIFT
from these two opponent colour channels separately as a way of improving the distinctive-
ness as well as including the colour information to the SIFT descriptor. It was shown in
[58] that in general OpponentSIFT gives a better performance in object recognition tasks
compared to other methods that combine the SIFT descriptor with a colour descriptor.
4.2.3.4 C-SIFT descriptor
In [3], it was proposed to compute SIFT from colour invariants. To this end, C-SIFT
computes the SIFT descriptor from normalised opponent colour channels: O1O3 and
O2
O3
. In
this way, C-SIFT is invariant to scaling of light intensity, but it is not invariant to a shift in
light intensity.
4.2.4 Discussion and summary
Among the descriptors mentioned above, the texton-based methods are not intrinsically
scale-invariant. They can achieve scale invariance if images of different scales are included
in the training phase. The fractal-based approaches, are scale invariant and are able to cope
well with surface deformations. However as pointed out in [65], fractal based characteri-
sation of a region is only accurate when applied to images with high resolution. However
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for our application, the image patch we would like to characterise (which could for ex-
ample correspond to a person’s clothing) typically occupies only a small area within the
entire image. Therefore any method which relies on the availability of high-resolution is
not suitable.
The method proposed in [34], requires several well-localised features to be extracted from
the texture in order to be able to characterise it. However, in our application, a typical
patch that we may wish to match, is itself the output of a feature extraction or segmentation
algorithm such as FEUDOR and therefore we can assume that at most one feature can be
extracted from it. Under such assumption this method reduces to characterising the image
patch using a region descriptor such as SIFT.
The grid-based descriptors, such as SIFT, are not translation-invariant. In fact, the SIFT
algorithm achieves translation invariance by first localising an interest point using a feature
extraction algorithm and then characterising the region around that point. As a result grid-
based approaches are not suitable for characterising regions which might undergo partial
occlusion or surface deformation.
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4.3 Fourier signature-based texture descriptor
4.3.1 Introduction
Most of the texture descriptor that we discussed in 4.2, require a large input image patch.
In addition, some of the methods require extensive training data to learn common patterns
in an image. Both of these limitations make such descriptors unsuitable for our application.
In our application, an image patch that we have to characterise could be as small as 25×25
pixels. We therefore wish to develop a texture descriptor that is capable of representing the
patterns in an image patch, even when the patch is small.
Our proposed algorithm uses Power Spectral Density (PSD) obtained from performing 2D
Fourier transform on a texture image to characterise its appearance. Some properties of
Fourier transform make it a useful tool for characterising texture. For example, the PSD of
an image is translation invariant. In addition, if H is a 3×3 matrix representing the affine
transformation between two images in the projective coordinates, then their 2D Fourier
transform in related by the upper leftmost 2× 2 minor of H−T [8]. A subset of such
transformations is change in scale, under which a scale change of the image will result
in stretching/compression of the PSD.
4.3.2 Scale selection
In Figure 4.1 (a), we have shown the PSD of an image together with the PSDs of the same
texture but with different isotropic scaling. In this figure, the relative scale of the input
images are unchanged as would be the case for a target viewed at different distances. An
important observation from this figure is that the general shape of the PSD, ignoring parts
of the PSD with little or no power, is largely unchanged. Therefore we aim to extract this
informative part from the rest of the PSD regardless of the scaling of the texture image.
From here onwards we refer to this process as scale selection. To achieve this, we consider
Ωr, a circle of radius r centred at the (0,0) frequency in PSD. We then define:
Pr = Σi∈Ωr pi (4.2)
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and
Rr =
Pr
pir2
, 1≤ r ≤ N
2
(4.3)
where, pi is the value of the pixel i within the circle Ωr. As the Ωr expands, Rr peaks at
frequencies where most of the image power is concentrated before asymptotically falling
towards a noise level. We are interested in the part of the PSD with the highest power
density. The cut-off frequency could then be defined as the frequency at which Rr has its
maximum value. In order to ensure that circle Ωr encloses the tails of the power distribu-
tion, the cut-off frequency, fc as:
fc = {r |Rr ≤ argmax(R)×0.5} (4.4)
If Rr never falls to 50% of its maximum value, we set fc =N2 . The spectrum within the
circle Ω fc is the part of the PSD that we are interested in. However, extracting such a circle
will only make this scale selection process invariant to isotropic scaling. To be able to deal
with anisotropic scaling we additionally define the spatial covariance matrix C fc :
C fc =
∑i∈Ωc f pixix
T
i
∑i∈Ωc f pi
(4.5)
where xi = (xi,yi)T is the coordinates of the pixel i. The eigenvalues and eigenvectors of
the covariance matrix C fc define an ellipse centred on the (0,0) frequency and containing
part of the PSD within the circle Ω fc , such that xTCx = 1. We multiply the axes of this
ellipse by a factor of 3 to make sure it encapsulates most of the variation present within
the circle Ωr. By extracting an ellipse from the PSD, we make the scale selection process
invariant to anisotropic scaling. We will refer to spectrum within the bounding box of the
ellipse C fC as the scale-selected PSD.
In Figure 4.1 (b) we have shown how R changes for a texture at different scales. The cut-off
frequency, fc, is denoted with a red star in each case. As shown in (c) the scale-selected
PSD look similar to each other.
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(a)
(b)
(c)
Figure 4.1: An isotropically scaled image is shown in the top row, along with the corre-
sponding (a) PSD (b) variations of R (4.3) (c) scale-selected PSD. Despite different scal-
ings, the scale-selected PSDs look similar.
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(a)
(b) ‘
(c)
Figure 4.2: An anisotropically scaled image is shown in the top row, along with the corre-
sponding (a) PSD (b) variations of R (4.3) (c) scale-selected PSD. Despite different scal-
ings, the scale-selected PSDs look similar.
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An example of the scale selection process for an anisotropically scaled texture is shown in
Figure 4.2. As shown, the texture has only been scaled in the x-direction. This translates
into stretching/compression in the x-direction of the PSD as well. By extracting the part
of the PSD that is within the bounding box of the ellipse, our algorithm can deal with the
horizontal or the vertical scaling of the input image. In (c) we can see that despite the
anisotropically scaling in the horizontal direction, the PSD extracted following the scale
selection process look similar.
It is possible for Rr to attain maxima at more than one value of r. For example a PSD which
contains high power concentration both at a low frequency and a high frequency, will give
rise to two peaks in Rr (e.g. Figure 4.1 (b)). However, the squared term in the denominator
of the definition of Rr penalises power concentration in higher frequencies, thus unless the
high frequency component is the dominant one within the PSD, the maximum peak will
occur at the lower frequency.
It is possible to select both peaks (or the furthest peak) and compute the descriptor for the
PSD within the corresponding ellipses. However we have chosen not to follow this path as
higher frequency components are more likely to be lost when the texture is down sampled
(e.g. Figure 4.1 first column). This will in turn affect the robustness of our descriptor in
dealing with scale change. Through experimentation we have confirmed this view as well.
No improvement in classification result was achieved when we allowed for multiple peaks
to be selected per PSD.
4.3.3 Descriptor
Having performed scale-selection on the PSD of the texture image, we now need to find
a way of describing it. Our proposed descriptor comprises three components. The first
component is the scale-selected PSD, re-sampled onto an 8× 8 grid. The information
within this grid encapsulates the general shape of the scale-selected PSD.
The second component is introduced to improve the performance of the descriptor in deal-
ing with slight changes in orientation. Although we have argued that invariance to large
rotations is not desirable in our application, we do need the descriptor to be resilient to
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small rotations of a texture. To achieve this we use another property of the Fourier trans-
form where a rotation of an image results in a similar rotation in the frequency domain. If
we convert the PSD into polar coordinates, the change in rotation in the image will then
result in a shift along the θ -axis in the polar coordinate system.
We could then convert the scale-selected PSD, into polar coordinates (we refer to this spec-
trum as the Polar PSD). By doing so, the difference in orientations of two similar textures
will result in a relative shift along the θ -axis. This relative shift can be determined by
finding the peak of the auto-correlation function between the two Polar PSDs. Circularly
shifting one of the Polar PSDs along the θ -axis by the appropriate amount compensates for
the change in orientation.
To avoid the computational complexity associated with calculating the auto-correlation
function between the Polar PSDs of two textures, we took a different approach. After
converting the scale-selected PSD into polar coordinates, we re-sampled it into an 8× 8
grid and then rearranged this grid along the θ -axis, in decreasing order of power. By do-
ing so, the information along the radial axis which is invariant to rotation is preserved,
while information along the θ -axis which could be shifted in the event of texture rotation
is eliminated.
The third component of the descriptor is included to improve the distinctiveness of our
descriptor. During experimentation we observed that our descriptor is capable of differen-
tiating between textures with different patterns. However it is not capable of differentiating
between textures which do not posses any visible pattern nor between those textures that are
negatives of each other. We therefore appended a 16 bin histogram of the intensity values
of the texture to our descriptor. By doing so we are in effect describing a texture based on
its pattern and intensity distribution. Thus our proposed descriptor has 64+64+16 = 144
elements.
In Figure 4.3 the steps taken in extracting the descriptor for two textures are shown. Even
though the textures are in fact two patches extracted from a single texture image, it can be
seen that a slight change in direction of the weaves has caused a slight rotation in the PSD
which has resulted in the position of the dominant frequency within the 8×8 scale selected
PSD to be different between the two textures. The two Polar PSDs differ by a circular shift
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along the horizontal (i.e. θ ) axis which can be seen in (d). However, rearranging the Polar
PSD along the horizontal axis, as shown in (e), discards this discrepancy.
4.3.4 Experimental results
We have evaluated the performance of our algorithm by conducting texture classification
and texture retrieval experiments. We have used the Brodatz database [9], which contains
112 texture images. Many researchers have used the full Brodatz set (i.e. treating each
texture as a unique class) to evaluate the performance of their algorithm in dealing with
scale change. However the descriptions in [9] make clear that many textures have in fact
been photographed at different scales and/or lighting conditions. Thus, for evaluation pur-
poses we have used the description of each texture image in [9] as guidance and chosen 89
images which we believe are unique (we have excluded textures: D6, 13, 14, 16, 21, 22,
25, 29, 31, 32, 36, 39, 41, 42, 50, 54, 56, 67, 81, 89, 99 and 106).
For texture classification and retrieval, each 640× 640 texture image was divided into 16
non-overlapping sub-images. To evaluate the performance with regards to scale changes,
each texture was isotropically scaled by 0.5, 0.75, 1, 1.5 and 2 (creating a database of
89×16×5 = 7120 textures).
4.3.4.1 Texture classification
To classify textures, the descriptor for each texture class was modeled as a multi-variate
Gaussian distribution. The log-probability of a query texture q with descriptor vector xq
belonging to a class i (with mean descriptor vector µ i and the covariance matrix Σi) was
then calculated as:
lq,i = (xq−µ i)TΣ−1i (xq−µ i)+ ln|Σi|
For training, 8 sub-images of each texture at the original scale were used to calculate µ i
and Σi. As the number of training data were limited, Σi was assumed diagonal and was
92 CHAPTER 4. COLOUR AND TEXTURE DESCRIPTOR
Figure 4.3: (a) PSD (b) scale-selected PSD (c) 8×8 scale selected PSD (d) Polar PSD (e)
8×8 re-arranged Polar PSD for two patches of the same texture
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Figure 4.4: Mean retrieval accuracy as the number of retrieved images increases
calculated by computing the intra-class variance of the descriptor vector for each class and
then taking the average over all classes.
To minimise the effect of the training images, we randomly selected 200 sets of 8 training
samples at original scale for each class. We then discarded the training samples along
with their scaled versions (which were not included in the training) from the database.
The remaining 89× 8× 5 = 3560 textures were used for the evaluating the classification
accuracy. The mean classification accuracy over the 200 experiments was 83.4%±1.4.
4.3.4.2 Texture retrieval
In this experiment, each of the 7120 textures was used as a query image. The 79 clos-
est textures to the query image were then retrieved. The retrieval accuracy is defined as
#correct match
#overall retrievals . The average retrieval accuracy (i.e. average of retrieval accuracies
among all classes) was found to be 68.56%. This experiment was repeated with an increas-
ing number of images retrieved at each stage. The average retrieval accuracy as the number
of retrievals increases is shown in Figure 4.4.
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SNR 100 10 5 2.5 1.7
Class. Acc.(%) 97.8 97.8 96.7 80.9 70.2
Table 4.1: Classification accuracy as the SNR of the image changes
Type of scaling: No scaling Isotropic Anisotropic
Class. Acc.(%) 97.79 95.81 95.63
Table 4.2: Classification accuracy for isotropic and anisotropic scaling of 34 textures
4.3.4.3 Noise robustness
This experiment was designed to evaluate the performance of our algorithm in dealing
with image noise. In this experiment we chose a subset of 34 Brodatz textures. Each
texture image was divided into 16 sub-images, 8 of which were used for training and then
discarded. The remaining 272 textures were replicated to make 6 texture databases, where
each database had a unique SNR. Table 4.1 shows how the classification accuracy varies as
image SNR increased. To calculate the SNR, we first normalise each texture image to have
unit power. We then added white Gaussian noise of increasing variance to the image.
4.3.4.4 Invariance to anisotropic scaling
To evaluate the performance of our method in dealing with anisotropic scaling we chose
a subset of 34 Brodatz textures. The 34 textures were the union of the textures used in
[51] and [68] for classification experiments. Each texture was divided into 16 sub-images,
8 of which were used for training. The remaining 272 textures were used to create three
databases. The first database, contained the 272 test images with no scaling. The second
database consisted of the isotropically scaled versions of the test images. Each original
image was scaled by 0.5, 0.75, 1, 1.5 and 2 thus giving us a set containing 272×5 = 1360
images. The third database consisted of images which were anisotropically scaled, where
each original image was scaled by 0.5, 1 and 2 in both x and y direction. This gave us a
database containing 272× 3× 3 = 2448 images. The average classification accuracy was
evaluated for each database and the results are shown in Table 4.2. It can be seen that classi-
fication results haven’t suffered significantly by including images which are anisotropically
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Our Method Method of [51] Method of [68]
95.8% 88.6% 87.9%
Table 4.3: Comparison of the classification result using 34 Brodatz textures
Figure 4.5: Two examples of the textures within the Brodatz database, where the sub-
images have different orientations
scaled in the database. This clearly shows the robustness of our algorithm to this type of
transformation.
4.3.5 Discussion
In this section we proposed a scale invariant texture descriptor based on the Fourier trans-
form and the PSD of the texture image. During experimentation we showed that this algo-
rithm, as designed, is capable of dealing with anisotropic as well as isotropic scaling and is
also robust to additive noise.
We evaluated the performance of this algorithm in terms of classification and retrieval on
the Brodatz database. The highest classification results obtained on this database, to the
best of our knowledge, were reported in [43, 34, 67] (94.5%, 89% and 88% respectively).
The results obtain by our algorithm is at 83.4%. In all three papers, the results obtained
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were based on using a database of textures at their original scale only. In our experiments
however, we have evaluated the performance using images at multiple scales.
As shown in Figure 4.5, some of the sub-images used in the classification experiment,
although from the same image class, appear in varying orientations. As we mentioned
before, our algorithm by design is not rotationally invariant, therefore it fails to classify
such textures. Excluding these textures from the testing database should further improve
the classification result.
Among the other algorithms that follow similar methodology as us for the evaluation of
scale invariance, our method yields the best result (as shown in Table 4.3). Its worth noting
that 25 textures were used for classification in [51] and 20 textures in [68] whereas our
database consisted of 34 textures (the union of the two texture sets used by [51, 68]). Even
so, we outperformed both methods by more than 7%.
In our experimentations, the training database consisted solely of images at their original
scale. Despite this, our algorithm was successful in classifying scaled textures, even those
which are scaled by 0.5 (resulting in a 80×80 texture image). The ability to classify texture
at smaller scales is one of the strong points of this algorithm.
Our algorithm can be implemented very efficiently using the FFT and integral images.
Extraction of the descriptor for a 160× 160 image patch takes around 9ms in MATLAB.
In contrast, extraction of the descriptor for a similar patch using methods such as [34] can
take a few seconds (with C++ implementation).
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4.4 A Gaussian mixture-based colour and texture descrip-
tor
4.4.1 Introduction
Even though our proposed Fourier transform based descriptor does a good job in charac-
terising the patterns present in texture, it has certain limitations which make it less than
ideal for our particular application. A problem with this descriptor and also most of the
other state of the art texture descriptors is that they require large image patches in order
to compute the descriptors reliably. Our Fourier based texture descriptor can be computed
from texture patches as small as 80×80 pixels, but in our application we need to cope with
patches that are even smaller than this. We need a texture descriptor which is robust enough
to extract information from patches as small as 25×25 pixels. We have found experimen-
tally that the performance of our Fourier-based descriptor degrades when the image patch
is smaller than 40×40 pixels.
Another shortcoming of our proposed descriptor is inherent to the nature of the Fourier
Transform (and any global transform based method). For images, the Fourier Transform
is applied to intensity images and therefore it discards any information relating to the pat-
tern’s colour. Consider a texture which consists of vertical blue and white stripes along
with horizontal red and white stripes. The Fourier coefficient part of our descriptor will
recognise the horizontal and vertical striped patterns of the texture. However this charac-
terisation is insufficient to make a distinction between this texture and one which consists
of horizontal blue and white stripes and vertical red and white stripes.
Even the inclusion of a colour histogram to our descriptor would not alleviate this problem.
This example highlights the need for a descriptor which is robust enough to be computed
from small image patches and is also capable of jointly characterising the colour and texture
present within an image patch. In this section, we describe our method for jointly charac-
terising the colour and texture of a region of interest. We begin by discussing our choice of
colour descriptor and then explain how we extend this to capture texture information.
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4.4.2 Colour descriptor
As discussed in section 4.2.3.1, colour distances in the Lab space, approximately corre-
spond to human perception. Therefore we have chosen to operate in this colour space for
our proposed descriptor. We model the colour distribution within a region, as a mixture
of Gaussians. If we consider that the colour of pixel i in the Lab space is given by the
vector xi = [Li,ai,bi]T , then the probability distribution x within a region is represented by
a mixture of N Gaussians as:
f (x) = ΣNj=1α j f j(x) (4.6)
where f j(x)∼ N(µ j,Σ j) and α j is the weight coefficient for the distribution for f j(x).
To make our descriptor invariant to intensity scaling, we take the following approach before
converting an image patch from RGB to the Lab space. If we assume that all pixel values
are in the range [0,1], we first divide the values in each channel by the mean across all
channels. This is followed by a scaling by factor of 13 to make sure all pixel values are
again in the range [0,1]. Any pixel value which is greater than 1 is forced to take the value
of 1.
4.4.3 Texture descriptor
A descriptor solely characterising the colour distribution is not distinctive enough to differ-
entiate between textures. In order to improve the distinctiveness of our descriptor we wish
to combine the colour information obtained using the mixture of Gaussians with the tex-
ture information present in a region. In the following we describe our proposed combined
colour and texture descriptor.
We characterise the texture within a region as the distribution of oriented edges with dif-
ferent colours. As the most common patterns on people’s clothing can be approximated
as a collection of stripes with varying orientations, we consider eight edge orientations
quantized in 45◦ increments as shown in Figure 4.6. Given a centre pixel i within a 3× 3
neighborhood and an edge of orientation t, the pixels coloured in dark grey belong to the
set uit and those coloured in dotted grey belong to the set v
i
t .
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Now, the presence of an edge of orientation t can be defined as the occurrence in which the
pixels within the set uit have the same colour as the pixel i while the pixels within v
i
t have
a different colour to the pixel i. The pixels coloured in white are ignored when calculating
the value of our descriptor, thus making it robust to slight variations in edge orientation.
To formulate this definition let us denote Cij as the probability of pixel i belonging to the
mixture j:
Cij =
f j(xi)
ΣNj=1 f j(xi)
(4.7)
and also denote E it, j as the probability of pixel i lying on an edge of orientation t and
belonging to the mixture j. This probability can be written as:
E it, j =Πk∈uitC
k
j ×Πk∈vit (1−C
k
j) (4.8)
then the normalised colour-edge distribution is given by:
Et, j =
ΣiE it, j
Σt, jΣiE it, j
(4.9)
denotes the probability of an edge having orientation t and belonging to the mixture j. The
8N dimensional vector Et, j, along with the coefficients of the means and the covariance
matrices of the Gaussian mixtures, form our combined colour and texture descriptor. As
we are only looking for the distribution of edges, our descriptor is scale invariant.
In Figure 4.7, we have illustrated how the ouput of our colour-texture descriptor would
look like for a synthetic image. Here we have assumed that the five colours present in the
image have been extracted correctly using the Gaussian Mixture model. We can see that
in the vetical edge-orientation component of our descriptor, the green colour is dominant
followed by the black and blue. The black and blue colour are the only colours with vertical
edge components as captured in the descriptor. Similarly, the blue and red are only colours
with diagonal edges and black and yellow are the ones with anti-diagonal edges. The final
descriptor is the concatenation of the distributions of these colour edges.
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Figure 4.6: 8 different edge orientations used in calculating the distribution of oriented
colour edges. Pixels in dark gray and dotted gray correspond to the sets representing dif-
ferent sides of an edge. To improve the robustness of our descriptor to small variations of
edge orientation, the white pixels are not used in the calculation of our descriptor
Figure 4.7: An illustration of the proposed combined colour and textrue descriptor. The
descriptor is the distribution of edges with different colours. Here, the green, blue and
black are the only colours which have vertical edges, which is characterised in the vertical
component of the descriptor. Similarly, for example. the blue and black are the only colours
with anti-diagonal edges as captured in the descriptor.
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4.4.4 Distance measure
In this section we will explain the distance measure used for matching two descriptors.
Kullback-Leibler (KL) divergence is a widely used measure for evaluating the similarity of
one probability distribution to another. To measure the distance between two colour-edge
distributions, we use the symmetric version of the KL divergence D(p||q)+D(q||p) [12].
We can think of our colour-edge distribution as a four dimensional histogram. One di-
mension for the discrete distribution of the edge orientations and three dimensions for the
continuous distribution of colour. We now formulate the problem of matching two colour-
edge distributions as finding the KL divergence between the two joint distributions p(t,x)
and q(t,x) where t represents the edge distribution and x represents the colour distribution.
Using the definition of the KL divergence we can show that:
D(p(t,x)||q(t,x)) = D(P(t)||Q(t))
+ ΣtP(t)D(p(x|t)||q(x|t)) (4.10)
In the context of our problem, the first part of (4.10) is the KL divergence between the
two edge orientation marginal distributions (regardless of the colour). Whereas the second
part will be the KL divergence between the colour distributions corresponding to each edge
orientation (characterised by a mixture of Gaussians), weighted by the probability of that
edge. While there is a closed form solution for the KL divergence between two Gaussians,
there is no such expression for evaluating the KL divergence between two mixture of Gaus-
sians. In [30], it was shown that the following formula provides a good approximation for
the KL divergence between two mixture of Gaussians. If we consider f (x) = ΣNi=1αi fi and
g(x) = ΣMi=1βigi to denote two mixture of Gaussians, then the variational approximation for
the divergence between these two distributions is given by:
Dvar( f ||g) = ΣNi=1αi
ΣNj=1α je
−D( fi|| f j)
ΣMk=1βke−D( fi||gk)
(4.11)
where fi ∼ N(µ fi,Σ f i) and gi ∼ N(µ gi,Σgi) are two d-dimensional Gaussian distributions
and
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D( fi||gi) = 12 [log
|Σgi|
|Σ fi|
+Tr(Σ−1gi Σ fi)−d
+(µ fi−µ gi)TΣ−1gi (µ fi−µ gi)] (4.12)
4.4.5 Implementation details
In our method we have chosen not to make any distinction between edges with different po-
larities i.e. a black-white vertical edge is treated the same as the white-black vertical edge.
We therefore add up pairs of edge distribution with opposite orientation before normalising
in (4.9). This reduces the dimensions of {Et, j} from 8N to 4N.
The choice for the number of mixtures is dependent on the data set being used. However
in our case, experimental results showed that while using less than 3 mixtures considerably
worsened the performance of our algorithm, use of more than 5 mixtures did not result
in any substantial improvement. We have therefore chosen to use N = 5 mixtures. Each
Gaussian has a 3 coefficient mean vector and a 3 coefficient diagonal covariance matrix.
The overall descriptor vector has therefore 4×N+6×N = 50 elements.
4.4.6 Experimental results
In this section we describe the framework used to evaluate the performance of our descrip-
tor compared to other state of the art descriptors. Our evaluation data set [2] consists of
47 different classes of shirts, where each class corresponds to a shirt with a unique colour
and/or texture. These shirts are square image patches extracted from photos of people taken
under different scaling, lighting and pose. Overall there are 250 shirts in our database giv-
ing an average of 5 shirts per class. The size of the shirt patches ranges from 15× 15 to
120× 120 pixels with a median size of 40× 40 pixels. A selection of shirt patches in our
data base is shown in Figure 4.8.
We assessed the performance of our algorithm in terms of retrieval accuracy. For each
shirt, we retrieved all relevant shirts belonging to the same shirt class. The accuracy of this
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procedure was measured using the Precision-Recall methodology. The recall and precision
are defined as
recall =
#correct matches
#correspondences
(4.13)
precision=
#correct matches
#correct matches+#incorrect matches
(4.14)
For comparison we have used the following region descriptors: SIFT, LBP, HueSIFT and
OpponentSIFT (using the implementation of [1]) which have been shown to perform well
in terms of characterising an interest region [45, 58]. We have also compared our algorithm
with the Hue histogram [59] and the mixture of 5 Gaussians in the RGB and the Lab space.
The precision vs. recall performance for all these algorithms is shown in Figure 4.9.
4.4.7 Discussion
From the graph in Figure 4.9 we can see that in terms of precision vs. recall, most of the
grid-based methods perform poorly. The LBP texture descriptor has outperformed both
SIFT and OpponentSIFT methods, which shows the unsuitability of a grid based approach
in dealing with our database. In particular, SIFT performs the worst as it lack any transla-
tion invariance and does not contain any colour information in its descriptor vector. Among
the other SIFT based methods, HueSIFT performs much better than OpponentSIFT. This
better performance arises from the difference in the construction of their respective de-
scriptor vectors. In HueSIFT, a Hue colour histogram is appended to the SIFT descriptor,
while in OpponentSIFT, the descriptor consists of the SIFT descriptor derived from two of
the colour channels. While OpponentSIFT fails due to its lack of translation-invariance,
HueSIFT, offsets this shortcoming by utilising the Hue histogram present in its descriptor.
This figure also shows that colour information is an important cue in retrieving correct
shirts belonging to each class. It also demonstrates the superior performance of Gaussian
mixture based methods compared to the Hue histogram. We also see that extracting the
Gaussian mixtures in the Lab space gives much better result than extracting the mixtures
in the RGB space. Finally we observe that using the distribution of oriented colour edges,
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Figure 4.8: A selection of images from our Shirts data set, where the patch sizes vary from
15×15 pixels to 120×120 pixels.
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Figure 4.9: Precision vs. Recall for the entire shirt database
slightly improves the performance on this database. The improvement was expected to
be small because many shirts in our database have no particular pattern (i.e. have uniform
colour) and therefore use of a combined colour and texture descriptor would not give a
significant improvement.
However to demonstrate the improvement obtained by using the combined colour and tex-
ture descriptor, we look at the retrieval performance when the query images are restricted to
textured shirts (keeping the entire database for the retrieval task). The performance of our
descriptor under such circumstances is shown in Figure 4.10. This figure clearly shows that
by combining the texture information with the colour information, we can achieve better
results in terms of retrieval accuracy compared to just using colour information.
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Figure 4.10: Precision vs. Recall for textured shirts
4.5 Summary
In this chapter, we described a novel descriptor to characterise the texture and colour of an
image patch (such a patch could for example correspond to a person’s shirt). We started
by giving an overview of the various texture, region and colour descriptors developed by
other researchers. We argued that many of the state of the art descriptors are unsuitable
for our particular application. This could either be because such descriptors may require
a large image patch to operate on, or that they are not fully scale invariant. Whereas in
our application, image patches could be as small as 25×25 pixels and also the descriptor
should be fully scale invariant.
Some region descriptors such as SIFT have shown excellent performance in many object
recognition tasks. However such grid-based descriptors are not translation or scale invari-
ant. In fact, they can only be invariant to such transformation if the regions they operate
on, have been extracted in a translation and scale invariant manner. However, in our ap-
plication, there is no guarantee that the regions corresponding to people’s clothing can
be extracted using well-localised feature extraction algorithm such as DoG [39] or the
Hessian-Laplace [44] method.
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We also highlighted that most descriptors operate on intensity images and thus ignore the
information conveyed by the the colour of an image. Although there have been efforts
to include this colour information in the descriptor, these have mostly be concentrated on
appending a colour descriptor to the region/texture descriptor.
We initially proposed a Fourier Transform based descriptor. Here we used the Fourier co-
efficients to characterise the patterns present in the image. However we observed that such
a descriptor, although it performed comparably to many state of the art texture descriptors,
would not satisfy our need in robustly describe small image patches.
We then introduced our Gaussian Mixture based combined colour and texture descriptor.
This descriptor starts by modeling the colour of an image patch with a mixture of Gaus-
sians. It then forms a distribution of oriented colour edges to jointly encapsulate both the
colour and texture of the image patch. This descriptor is both translation and scale invari-
ant. We compared the performance of our descriptor with other state of the art region and
colour descriptors. On our Shirts data set, we showed that our Gaussian Mixture-based
descriptor outperforms other state of the art descriptors.
Chapter 5
Finding Correspondences between
People in Different Images
5.1 Introduction
In Chapter 3, we developed the FEUDOR algorithm which efficiently detected homogenous
octagonal regions within an image. In experiments we showed that in images with people
present in them, some of the extracted features correspond to people’s clothing. In Chapter
4, we introduced a Gaussian mixture-based combined colour and texture descriptor. This
descriptor provides a good characterisation of image patches such as those corresponding
to people’s clothing. In this chapter we show how we can use these two methods to find
correspondences between people in different images.
The general problem we aim to solve in this chapter is to develop a system, that given
two images of a scene with a number of people present in them and given that a person in
the first image has been identified as our target (via a bounding box), it finds the location
of the same person in the second image. There are no constraints on the two images, in
that, they could be taken at significantly different time instances or that the images could
be taken from significantly different view points or correspond to different scenes. The
only constraint is on the person that has to be in the upright position and that he has to be
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visually similar in both images, i.e. the target should be wearing the same outfit in both
images.
There are also certain circumstances that our system should be able to handle robustly.
The most important one is how our system deals with occlusion, more specifically part-
occlusion and self-occlusion. Part-occlusion happens when part of the target person is
hidden behind another object. For example, a person walking behind a bench could have
part of his legs being occluded from the view of a camera. Self-occlusion happens when
one part of the body is occluding another part from the view of a camera. This is quite
likely to occur in scenarios where people are viewed at different time instances by different
cameras. For example, a person’s face could be self occluded if he is being viewed from
behind by a camera. Finally, the target could appear at different distances to the camera, as
a result the system should be able to deal with reasonable changes in the target’s scale in
the image.
To solve our general problem we take the following approach. We model the appearance
of a target as a collection of homogeneous regions. Such regions could correspond to
meaningful parts of a person, such as the hair, face, shirt, trousers etc. We use the FEUDOR
algorithm to extract these homogeneous regions from each image. FEUDOR features are
particularly suitable for this application as they are extracted in a scale invariant manner
and that they are designed to correspond to homogeneous regions such as people’s outfit.
Any extracted feature that is located within the target’s bounding box, is assumed to belong
to the target. In practice, there might be some features within the bounding box that do not
belong to the target, in which case our system has to be able to deal with them so that they
do not degrade the matching process. These features are then characterised using a colour
and texture descriptor such as that developed in Chapter 4. The collection of features along
with their corresponding descriptors form the target’s appearance model. We also model
the target’s pose by considering the relative location of features with respect to each other.
The next step is to consider the FEUDOR features and their corresponding descriptor in
the second image. For each target feature in the first image, we find a number of candidate
features in the second image. Each combination of these candidate features will form
a possible hypothesis regarding the new location of the target. By evaluating how well
individual candidate features as well as collections of candidate features match our target’s
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appearance and pose model we can evaluate how likely is it for a hypothesis to correspond
to the new location of the target in the second image. We can then choose the most likely
hypothesis as our best estimate of the target’s new location.
We illustrate our matching procedure with a simplified example in Figure 5.1. In (a) we
have shown our target person. Each target feature is shown with a different colour. For
simplicity we have assumed that the target features correspond to the head, torso and lower
body. For each target feature we find a set of corresponding candidate features in the second
image shown in (b). As some of these feature correspond to the same region, we group the
features that are similar in appearance and location with each other. The resultant clusters
are shown with a red bounding box. Given the set of all clusters in the second image, we
then generate a set of hypotheses which is shown here with a green bounding box. By
using a pruning technique we only consider the hypotheses that are likely to correspond to
a human being. During the matching step we aim to find the hypothesis that is most likely
to correspond to our target person.
The structure of the rest of this chapter is as follows. In Section 5.2, we describe the model
we use for characterising the appearance of our target. In sections 5.3 and 5.4 we describe
the method we use for finding correspondences between individual parts belonging to our
target. Next, in 5.5, we discuss how we form hypotheses for the possible locations of the
target in the second image and how we determine the new location of the target. This is
followed by 5.6, were we demonstrate with examples how our overall system copes with
finding the new location of the target under various circumstances.
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(a)
(b)
Figure 5.1: Given a target person shown in (a) we would like to find its new position in (b).
The features corresponding to the same target cluster are shown with similar colours. The
features that correspond to the same region in the image are grouped together and shown
within a red bounding box. The set of hypotheses that we have to evaluate are shown within
the green bounding box.
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5.2 Our human model
5.2.1 The fundamentals
We model the appearance of a target T as a collection of NT regions, T = {φ iT , i= 1 : NT}.
A region, φ iT , could be a feature extracted using FEUDOR or a collection of such features
grouped together. These region could potentially (but not necessarily) correspond to areas
such as the target’s hair, shirt, trousers etc. Since the appearance of each region is an
important cue in locating the target in another image, we also associate with each region its
descriptor ζ iT .
The relative location and size of each region is also an important cue in solving our problem.
However, we have to incorporate this information into our model in such a way that it adds
to the robustness of our model. To clarify this, consider the case where a person is facing
the camera straight on and we have extracted a feature that corresponds to his shirt. When
the person turns sideways, the horizontal width of his shirt would change, but the vertical
height will approximately stay the same. Thus, including the horizontal width of the feature
into our model would make our model less capable of matching people under different view
points. Furthermore, consider a person carrying a bag. It is quite likely for this person to
move his bag from one side of his body to another. In this situation, the horizontal location
of the bag has changed while its vertical position is quite likely to have remained relatively
unchanged. The same situation could happen if a person is viewed from the front and the
back by different cameras.
To have a model which is capable of dealing with such variations in people’s appearance,
we refrain from including any information regarding the horizontal location or width of the
regions into our model. To this end, for each region we also associate its vertical centroid’s
position, liT , and its vertical spatial height σ
i
y,T as shown in Figure (5.2). We also associate
with the target, its bounding box bT which has the vertical spatial height σbTy,T .
By ignoring all horizontal spatial information in our model, it is possible to have a collec-
tion of regions that are arbitrarily far apart from each other. As such a collection is quite
unlikely to correspond to a human in an upright position, during the matching process we
require any collection of regions to have a width to height ratio of at most 1 : 2.
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Figure 5.2: We include the vertical centroid’s position liT and the vertical height σ
i
y,T of
each feature in our human model.
5.2.2 Transformation of the human model between images
Suppose that we have a target, T = {φ iT , i= 1 :NT} in the first image and we have identified
a collection of regions in the second image as a possible hypothesis for the target’s new
location. We denote this hypothesis by H = {φ iC, i= 1 : NT}. We also assume that φ iT and
φ iC are corresponding matches in both images.
We would now like to estimate the transformation that maps T onto H. Since we are
ignoring any horizontal spatial information in our model, we can assume that T and H
are related to one another through a vertical scaling factor γ and a vertical offset value h.
These parameters can be estimated by minimising the cost of aligning the upper and lower
edges of the transformed target regions with that of the corresponding candidate regions.
We achieve this by using a least square estimation and defining the cost function as:
e=
1
2
×
NT
∑
i=1
[
γ(h+ liT +
σ iy,T
2
)− (liC+
σ iy,C
2
)
]2
+
[
γ(h+ liT −
σ iy,T
2
)− (liC−
σ iy,C
2
)
]2
(5.1)
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We can alternatively minimise the cost of aligning the centres of the transformed targets
regions and the corresponding candidate regions. In this way, the cost function is defined
as:
e=
1
2
×
NT
∑
i=1
[
γ(h+ liT )− (liC)
]2
(5.2)
We can combine both of these cost functions such that we estimate the parameters to min-
imise the cost associated with aligning both the edges and the centres of the transformed
targets and their corresponding candidate regions. This cost function is given as:
e =
1
2
×
NT
∑
i=1
[
γ(h+ liT +
σ iy,T
2
)− (liC+
σ iy,C
2
)
]2
+
[
γ(h+ liT −
σ iy,T
2
)− (liC−
σ iy,C
2
)
]2
+
[
γ(h+ liT )− (liC)
]2
(5.3)
In this thesis we use (5.3) to estimate the values of γ and h.
5.3 Detecting body parts in the first image
5.3.1 General approach
The starting step in our system’s matching process is to use the features extracted on our
target person to characterise its appearance. To achieve this we first have to identify the tar-
get by drawing a bounding box around him. Any feature that is located within the bounding
box is then considered to belong to the target. After this step, it is not unusual for a large
number of octagons (typically around 100) to be extracted. This is often the case, when the
target appears at a close distance to the camera.
In Figure 5.3 (a), we have shown an example where our target, the person in the red jacket,
is identified by a bounding box. Around 80 octagons have been identified to be correspond-
ing to this person. It can be seen that a large number of these octagons actually correspond
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(a) (b)
Figure 5.3: a) In this image the target is identified using a bounding box, shown in red. The
octagons located within the bounding box are shown in green. b) The octagons in green are
the ones we wish to cluster. However, we also tile the space between the two octagons with
octagons of similar size shown in blue. In this way we make sure we only cluster octagons
that belong to the same part of the target person.
to similar parts of body, such as the head, jacket and trousers. We faced a similar prob-
lem in Chapter 3, where the FEUDOR algorithm extracted a large number of octagons on
elongated regions.
The approach that we considered in that chapter to overcome this problem, was to expand
each side of the octagon sequentially until the entire region is enclosed by an expanded
octagon. We argued that, as we can only expand an octagon at discretised 45◦ angles,
the expansion algorithm does not perform well when the structure is not elongated in that
direction. As a result, we did not include the expansion process in the final FEUDOR
algorithm.
In this chapter, on the other hand, we are only faced with a relatively small number of
features (compared with the overall number of features present in the image) which can be
grouped into a very small number of parts. To characterise the appearance of each part,
and also to reduce the computational cost of the matching process, we can group similar
octagons, so that we end up with a small number of clustered regions which provide a good
representation of the overall target. The details of our clustering algorithm are explained in
the next section.
116 CHAPTER 5. FINDING CORRESPONDENCES BETWEEN PEOPLE
5.3.2 Clustering similar octagons
Given a set of octagonal features, we would like to cluster the features that look similar to
each other. To this end, we use the descriptor associated with each octagon and cluster two
octagons if the distance between the corresponding descriptors is less than a threshold dth.
We repeat this process for all possible pairs of octagonal features. The threshold value dth
is obtained experimentally from the Shirts Database used in Chapter 4.
In clustering the octagons, we would also like to take into account the relative spatial loca-
tion of the clusters as well. As an example, consider the situation where a person with dark
hair is wearing a dark pair of trousers. The octagons extracted on both regions may have
similar colour and texture, however they belong to different parts of that person’s body.
Performing clustering on these features will result in combining these octagons into one
cluster, which would be an inaccurate representation of the person.
To overcome this problem, when considering whether we should cluster two octagons, we
tile the space between them in the image, with octagons of similar size. The tiling is done
along the line that joins the centres of the two octagons. The size of the tiling octagons
increases linearly with distance such that the smallest tiling octagon has the same size as
the smaller of the two original octagon and the largest tiling octagon has the same size as
the larger of the two octagons.
Two octagons are clustered if only 1) the distance between their descriptors is less than dth
and 2) the distance between every tiling octagon’s descriptors and the original octagons’
descriptors is less than dth. In Figure 5.3 (b), an example of this tiling process is shown.
The original pair of octagons that potentially belong to a common cluster are shown in
green. The octagons that have been used to tile the space between the octagons are shown
in blue.
5.3.2.1 Descriptors and distances
In Chapter 4 we developed a combined colour and texture descriptor which uses the his-
togram of colour edges of certain orientations to characterise the pattern of an image patch.
From this point onward we refer to this descriptor as the CT-descriptor. In that chapter, we
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(a) (b)
Figure 5.4: (a) and (b) show two descriptors made of mixture of two 1-D Gaussians. In
(a) both mixtures have the same mean and variance, but different mixing probability. In
(b), the mixtures have the same mixing probability and variance but different mean. The
distance between the two descriptors (calculated using the measure (4.10)) is 1.325 in (a)
which is less than that in (b), which is 3.
also showed that a distance based on the KL Divergence (4.10) could be used to match any
two CT-descriptors. However, we believe that this distance has some deficiencies that will
make it unsuitable for our clustering step.
We illustrate this point with an example. Assume, for simplicity, that the descriptors we
want to match are composed of a mixture of two 1-D Gaussians, as shown in Figure 5.4.
In (a), we have shown the case where the two descriptors have exactly the same mean and
variance, but very different mixing probabilities. In (b), the two descriptors have the same
mixing probabilities but slightly different means.
Surprisingly, the distance between the two descriptors (calculated using the measure (4.10))
is 1.325 in (a) which is less than that in (b), which is 3. If we try to relate this finding to the
context of our CT-descriptor, this observation will mean the distance measure of (4.10) will
find two regions with the same colour but very different texture, more similar than those
with the same texture but with slightly different colour. Thus the distance measure (4.10),
is not a good distance to use for our clustering and matching step. In the following we
describe our distance measure used for the clustering step.
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5.3.2.2 Matching Gaussian mixtures using the Earth Mover’s Distance
In [53], Earth Mover’s Distance (EMD) was introduced as a method of calculating the dis-
tance between two signatures or distribution. This method operates by finding the minimum
work needed to transform one distribution into another. Intuitively, one of the distributions
can be viewed as a mass of earth distributed in space, and the other as a number of holes
in the same space. The EMD finds the minimum work required to fill the holes with the
earth. The minimum work is found by formulating this problem as a linear programming
problem and solving it accordingly. To relate this framework to our work, we start by first
explaining the procedure by using two colour-only descriptors (comprised of only Gaus-
sian mixtures) as an example. We then extend this example to show how we use the EMD
framework to compute the distance between two CT-descriptors.
In our context, the formulation could be put as follows. Assume f (x) = ΣNi=1αi fi(x) and
g(x) = ΣNj=1ρ jg j(x) are two Gaussian mixtures defined as in 4.6. Given a suitable ground
distance D ={di j}, where di, j is the distance between the i− th mixture of f and the j− th
mixture of g, the EMD finds the flow, v = {vi j}, between fi and g j that minimises the
overall work needed
Work( f , g, v) =
N
∑
i=1
N
∑
j=1
di jvi j (5.4)
The EMD is then defined as:
EMD( f ,g,D) =
∑Ni=1∑
N
j=1 di jvi j
∑Ni=1∑
N
j=1 vi j
(5.5)
5.3.2.3 A new distance measure for similarity of Gaussian distributions
In [38], EMD was used to find the similarity between two Gaussian mixtures, where the
KL-divergence (4.12) was used as the ground distance measure. However, as discussed
in 5.3.2.1, KL-divergence is not a good measure of similarity between the distribution of
the colour edges given by the CT-descriptor. We therefore propose to use the following
distance measure instead of the KL-divergence.
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Given two Gaussians distributions fi(x)∼ N(µ i,Σi) and g j(x)∼ N(µ j,Σ j) , where Σ is a
diagonal covariance matrix, the distance between these two distributions is given by:
di j = ||µ i−µ j||2+ ||
√
diag(Σi)−
√
diag(Σ j)||2 (5.6)
The derivation of this distance is given in Appendix A. This distance can be regarded as
the work that is required to transform the distribution fi to the distribution g j. As a result
this distance fits in well with the EMD framework. Furthermore, as the Gaussian Mixtures
are computed in the Lab space, the Euclidean distance between the means and variances of
two Gaussians, approximately corresponds to their perceptual distance.
In the case of using the CT-descriptor, our descriptor can be viewed as a distribution E =
{Et, j|t |t = 1, . . . ,4, j = 1, . . . ,N}, where each bin in this 4N distribution corresponds to the
probability of edge t having the colour j. Thus, two descriptors E1 and E2 are viewed as
similar if they have the same edge orientation distribution and at the same time have the
same colour distribution for each edge orientation. We apply the EMD framework, in a
similar way to [50], in two steps and by using D = {di, j} as the ground distance defined
in (5.6). In the first step, for each edge orientation t, we calculate the EMD between the
corresponding colour distributions and sum these to give:
EMD1(E1,E2,D) =
4
∑
t=1
EMD(E1t ,E
2
t ,D) (5.7)
where Et = {Et, j|t | j = 1, . . .N}. Following this step, for each t, either one or both of the
colour distributions will have zero weight left. For each descriptor, we group all these
remaining distribution together and call them Eˆ1 and Eˆ2, where Eˆ = {E j|t j−∑Ni=1 vi|t, j|t |t =
1, . . . ,4, j = 1, . . . ,N} and vi|t, j|t is the flow between the i− th colour of E1 and the j− th
colour of E2 for the orientation t.
We now compute the EMD between these two remaining distributions. This time, however,
we will include a penalty term in our ground distance to penalise matching colours that
belong to different orientations. The penalty term is devised in a way that matching colours
between orientations that are very different (e.g. horizontal to vertical or diagonal to anti-
diagonal) are penalised more heavily than orientations that are more similar (e.g. horizontal
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to diagonal or vertical to diagonal). If t = 1, 2, 3, 4 corresponds to the horizontal, diagonal,
vertical and anti-diagonal orientations respectively, the penalty function F = { fti,t j} for
matching a colour with orientation ti to a colour with orientation t j is given by:
fti,t j 1 2 3 4
1 0 4 8 4
2 4 0 4 8
3 8 4 0 4
4 4 8 4 0
The values of the penalty function were determined experimentally. The new ground dis-
tance is called D′ = {d′i|ti j|t j} and is defined as:
d′i|ti, j|t j = di j+ fti,t j (5.8)
The overall distance between the two CT-descriptors is then defined as:
δ (E1,E2) =
[
4
∑
t=1
EMD(E1t ,E
2
t ,D)
]
+EMD( ˆE1,Eˆ2,D′) (5.9)
5.3.3 Some examples
In this section, we give some examples of how the clustering algorithm performs in prac-
tice. In Figure 5.5 (a), we have identified the person in the red jacket as our target. The
Octagons extracted on this person is shown in (b). We can see that most of the extracted
octagons correspond to the target’s jacket and trouser. In (c) we have shown a template of
this person obtained following the clustering step. Here, the pixels belonging to the oc-
tagons that have been clustered together are shown with the same colour. We can see that
correct clusters have been extracted on this person’s head, jacket, trousers and shoes.
We also observe that the output of the clustering step is not always perfect. In this example,
we have got an outlier cluster, which corresponds to the person’s background within the
bounding box. Furthermore, there are a few single octagons which have not been clustered
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(a) (b) (c)
Figure 5.5: (a) The Target person identified by a bounding box. (b) All the features within
the bounding box which we assume belongs to the target. (c) Template of the person
following the clustering step.Pixels of the same colour correspond to pixels within octagons
which have been clustered together.
with any other octagon. A possible explanation could be that some of these octagons cor-
respond to areas such as where the arm connects to the torso, The texture of this regions
is slightly different from the region corresponding to the torso itself as it contains a dark
vertical edge which makes the algorithm not to cluster this octagon with the rest of the
octagons on the torso region.
A similar example is given in Figure 5.6. Here, for the target person shown in (a), the
extracted octagons are shown in (b). We can see the majority of these octagons correspond
to the target’s outfit. The output of the clustering step is shown in (c). For clarity, the convex
hull of the octagons that have been clustered together are shown in different colours. Here,
we can again observe that we have some clusters which correspond to meaningful parts of
the target’s outfit such as the jacket and trousers. But we also have outlier clusters, on the
background and also some clusters that correspond single octagons.
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(a) (b) (c)
Figure 5.6: (a) The Target person identified by a bounding box. (b) All the features within
the bounding box which we assume belongs to the target. (c) The convex hull of the clusters
obtained following the clustering step.
5.4 Detecting body parts in the second image
5.4.1 General approach
The output of the clustering step, is a collection of clusters representing our target T =
{ϕ iT , i = 1 : NT}, where each cluster ϕ iT , is defined by its centroid, its vertical spread and
also a descriptor ζ iT , (such as CT-descriptor) characterising its appearance. Our aim is to
use this collection of clusters and find the new location of the target in the second image.
To achieve this, we start by finding a set of possible matches for each cluster in the second
image. Formally, assume that OC = {φqC |q= 1 : NL} is the set of NL octagons extracted in
the second image.
For each octagon, we denote by ζ qC its corresponding descriptor. The matches for the cluster
ϕ iT is defined as {φqC |δ (ζ iT ,ζ qC) < dth}, where δ is the distance measure defined in (5.9)
and dth is the distance threshold obtained from training data such as the Shirts Database
and is the same as that used for clustering octagons in 5.3.2.
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(a) (b)
Figure 5.7: (a) A cluster belonging to the target is shown by the green bounding box.
(b) The octagons that are a possible match to the target cluster are shown in red. These
matches are then clustered together so that the octagons that are similar to each other are
grouped together. The octagons that have been clustered together are shown with the green
bounding boxes.
For each cluster in the first image, it is quite likely that many of its matches in the second
image, correspond to similar image regions. We therefore cluster all the possible matches
of each target cluster in a similar manner to 5.3.2, so that we end up with a number of
candidate clusters. We denote the set of candidate clusters for the target cluster ϕ iT as
QiC = {ϕ i,aC |a = 1 : Mi} where Mi is the number of candidate clusters found for the target
cluster ϕ iT .
This process is illustrated in Figure 5.7. In (a) the green bounding box corresponds to the
cluster representing the features extracted on a person’s trousers. In (b) the octagons for
which their descriptor is within a distance dth from the target’s cluster is shown in red. As
can be seen, many octagons correspond to the same region in the image. We follow the
clustering procedure of 5.3.2 and group together clusters that look similar to each other.
Each cluster of octagons is bounded by a green box in (b).
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5.5 Detecting assembly of parts
5.5.1 General approach
So far in this chapter we have shown that given a target, we can characterise its appearance
by a collection of clusters, where each cluster corresponds to different parts of his clothing.
We also showed that we can find a set of candidate clusters for each target cluster in the
second image. Now given the set of all candidate clusters we have to find the assembly of
clusters, if any, that is most likely to correspond to our target in terms of both appearance
and pose. The brute force method of finding this correspondence is to evaluate every pos-
sible hypothesis, comprised of a combination of candidate clusters, until we find the best
possible correspondence.
Checking for every possible hypothesis could be a very time consuming procedure. Even
allowing only 5 clusters per target in the first image and only 10 candidates per cluster in the
second image, would require evaluating nearly 10 million hypotheses. In the following, we
first present our approach for calculating a correspondence likelihood for each hypothesis,
which denotes how well a hypothesis matches the target in terms of appearance and pose.
We then present our approach in reducing the number of hypothesis we need to check in
order to find the best possible hypothesis.
5.5.2 Correspondence likelihood
We would like to compute a likelihood that relates how well the target T = {ϕ iT , i= 1 : NT}
and a hypothesis Hr = {ϕ iC | i= 1 : NT} correspond to each other. In our notation we have
assumed that the candidate cluster ϕ iC = {ζ iC, liC, σ iy,C, biC} is a match to the target cluster
ϕ iT = {ζ iT , liT , σ iy,T , biT}. Here, bi is the bounding box representing the shape of each cluster.
We could calculate a transformation, τHr (a scaling followed by a translation) using the
method outlined in 5.2.2, that maps the target onto the hypothesis Hr.
The overall likelihood of hypothesis Hr corresponding to target T can be viewed in terms of
two independent likelihoods: 1) the appearance likelihood and 2) the pose likelihood. The
appearance likelihood could be viewed as how well the hypothesis’s descriptors matches
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the target’s descriptors. Assuming that descriptors for individual clusters in both T and Hr
are independent random variables then the appearance likelihood can be quantified as:
p(ζT |ζHr) =
NT
∏
k=1
p(ζ kT |ζ kC) ∝
NT
∏
k=1
e−
δ (ζkC ,ζ
k
T )
η (5.10)
where η is a scaling factor to be chosen experimentally. Here we have assumed that the
distance between two descriptors follows an exponential distribution.
The pose likelihood can be viewed as how well the location of individual clusters of the
hypothesis match their corresponding target clusters following the transformation τHr . The
pose likelihood between individual corresponding clusters can be seen as the amount of
overlap in the vertical direction between biC and τHr(b
i
T ). Again, if we assume that the
location of individual clusters are independent random variable then the pose likelihood
will be given by:
p(piT |piHr) =
NT
∏
k=1
p(pibkT |piτHr (bkC)) ∝
NT
∏
k=1
bkT ∩ τHr(bkC)
bkT ∪ τHr(bkC)
(5.11)
where pi denotes the pose of a target or hypothesis. The numerator in the equation (5.11),
denotes the vertical intersection between the two bounding boxes and the denominator
denotes the union of the bounding boxes in the vertical direction. Finally, the likelihood of
hypothesis Hr corresponding to the target T is given as:
p(T |Hr) = p(ζT |ζHr)× p(piT |piHr) (5.12)
5.5.2.1 Dealing with occlusion and erroneous clusters
The correspondence likelihood formula (5.12), is only applicable when none of the target
clusters are missing in the second image. However it is quite likely that some target clusters
will be occluded in the second image, which could result in erroneous clusters to be chosen
as possible matches. Similar situations could happen if a cluster corresponding to the
background is located within the target’s bounding box. Such a cluster is quite likely not
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to be found close the target’s new location in the second image and thus a set of erroneous
clusters may be found as possible matches.
If by coincidence any of these erroneous clusters are chosen as part of a possible hypothesis,
they would degrade the accuracy of the transformation τ between the two images which
would result in a lower correspondence likelihood for that hypothesis. Thus, we should
include a mechanism in our system that enables it to deal with occlusion of some parts
as well as accidental inclusion of the erroneous clusters in the target’s set of clusters, by
generating hypotheses where some clusters are classified as missing.
We deal with this problem by noting that clusters belonging to the background are usually
small compared to the rest of the target and that smaller clusters belonging to a target
are more likely to be fully occluded than the bigger clusters. We associate a likelihood,
denoted by ν(ϕ iT ), with each target cluster, which quantifies the probability of it being
viewed/matched correctly in another image. Our choice for the likelihood is simply the
ratio of the vertical spread of a cluster to the overall spread of the target’s bounding box. By
doing so, we are implicitly expecting smaller clusters to be occluded in an image. Formally:
ν(ϕ iT ) =
σ iy,T
σbTy,T
(5.13)
The refined correspondence likelihood would now become:
p(T |Hr) ∝
NT
∏
k=1
[
p(ζ kT |ζ kC)× p(pibkT |piτHr (bkC))×ν(ϕ
k
T )+(1−ν(ϕkT ))
]
(5.14)
In a situation where one or more clusters are occluded in the second image, or they are
misplaced following the transformation, the only term contributing to the correspondence
hypothesis would be the (1−ν(ϕ iT )) term. Another issue is that we would like, in general,
to favor hypotheses with higher number of clusters. If we do not take this into account, we
might end up with having a hypothesis containing very few clusters achieving high like-
lihoods. In the extreme, we should have a correspondence score of zero for a hypothesis
which considers all clusters to be occluded. We therefore add another term to our corre-
spondence score, which takes into account the likelihood of a hypothesis being possible.
We can view the likelihood of a hypothesis as the percentage of the target that the clusters
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within the hypothesis can explain. Mathematically, if we assume Hr to be a hypothesis
containing Mr clusters and NT −Mr missing clusters, the likelihood of this hypothesis is
defined as:
p(Hr) ∝
∑Mri=1σ
i
y,T
∑NTi=1σ
i
y,T
(5.15)
The final correspondence likelihood, is given by:
p(T |Hr) ∝
NT
∏
k=1
[
p(ζ kT |ζ kC)× p(pibkT |piτHr (bkC))×ν(ϕ
k
T )+(1−ν(ϕkT ))
]
× p(Hr) (5.16)
This is formula which we will use for the remainder of this thesis to calculate the corre-
spondence likelihood for different hypothesis.
5.5.3 Pruning the hypotheses
So far we have shown that given a target T and a hypothesis Hr we could calculate the
correspondence likelihood which shows how likely it is for the hypothesis to be the target’s
new location in an image. In order to find the target’s new location, we have to calculate
this likelihood for all possible hypotheses, and the one with the highest likelihood would be
our best estimate of the new location. However, as discussed before, a brute force method
of evaluating all possible hypotheses is not practical due to the large number of cases we
have to check.
To reduce the number of hypotheses, we make the assumption that at least two clusters
belonging to the target are visible in the second image. This is an acceptable assumption
as trying to find a target’s new location using only one cluster could lead to a large number
of false positives. Given this assumption we then consider all possible pairs of candidate
clusters and calculate the transformation τ that would map the corresponding pair of target
clusters onto this pair of candidate cluster hypothesis. Following this step, we could discard
hypotheses which would result in a negative scaling factor. This action is justified as we
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have assumed that the target would be in a relative upright position in both images and as a
result the scaling factor should always be positive.
Next, we map the entire target clusters onto each hypothesis using the computed trans-
formations. For each mapping, the transformed bounding box of the target is computed.
We could again discard any hypothesis that would lead to a bounding box with a width to
height ratio of more than 1 : 2 or those which would result in a bounding box bigger than
the image. Considering that our application is restricted to locating human in images, our
assumptions here are acceptable.
At this point we are left with a number of hypotheses which have a reasonable chance of
corresponding to a human like structure. Each hypothesis contains a pair of candidate clus-
ters and also a transformed bounding box associated with it. For each of these hypotheses,
we check to see if any other candidate cluster is located within its bounding box. Given
this new collection of candidate clusters, we could generate new hypotheses containing all
possible combinations of the clusters within the box. This approach, could lead to a larger
number of hypothesis to be constructed which could be computationally expensive. This
is especially the case, if the transformed bounding box is rather large and as a result it
encompasses many candidate clusters.
To overcome this deficiency we propose to use a method which enables us to construct
only one hypothesis for a given initial hypothesis. To achieve this, we start by comput-
ing the correspondence likelihood 5.16 for the initial hypothesis, using only the original
pair of clusters. We then greedily add new clusters to our original hypothesis in a way
that maximises 5.16. This is done by considering all candidate clusters corresponding to
a target cluster ϕ iT , that are within the transformed bounding box and have a vertical over-
lap of at least 60% with the transformed target cluster, τHr(ϕ iT ). We then only add the
candidate cluster that results in the highest correspondence likelihood into our hypothesis.
In calculating the correspondence likelihood after adding a candidate cluster, we do not re-
evaluate the transformation parameters. We continue this procedure for every set of clusters
which is located within the bounding box and corresponds to a different cluster in T in a
sequential manner. After going through all possible clusters, we would only be left with
one hypothesis that has maximised 5.16 using the clusters within the transformed bounding
box.
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Formally, assume that our original hypothesis Hr = {ϕ iC | i = 1 : 2}, and we assume from
here onward that ϕ iC is a match to ϕ
i
T . We denote by bT as the target’s bounding box
that encapsulates all its clusters. The target’s transformed bounding box is given by bHr =
τHr(bT ). We denote the collection of candidate clusters within the transformed bounding
box as G= {GiC |3≤ i≤ NT} where GiC = {ϕ i,aC |a= 1 : NGiC ∧ ϕ
i,a
C ∈ bHr ∧
ϕ i,aC ∩τHr (ϕ iT )
ϕ i,aC ∪τHr (ϕ iT )
≥
0.6}. Here GiC is the collection of candidate clusters that are within the bounding box and
are possible matches to ϕ iT and NGiC is the number of clusters in G
i
C.
ϕ i,aC ∩τHr (ϕ iT )
ϕ i,aC ∪τHr (ϕ iT )
≥ 0.6 is
used to denote the candidate clusters that have a vertical overlap of at least 60% with the
transformed target cluster. Note also that it is possible for GiC to be empty for some target
clusters.
For each GiC, we define an updated hypothesis as H
u,a
r = Hr ∪ϕ i,aC and calculate the cor-
respondence likelihood p(T |Hu,ar ) using 5.16. The cluster ϕ i,aC that gives the highest like-
lihood is then added to the hypothesis permanently. In other words Hr = Hr ∪ϕ i,a
∗
C where
a∗ = argmax
a
(p(T |Hu,ar )). We repeat this process until we have gone through all possible
candidate clusters and are left with one hypothesis which gives the highest correspondence
likelihood .
In Figure 5.8 we have shown the steps described above using an example. In (a) the target
person is identified by the blue bounding box. The bounding box for each target cluster is
shown in cyan. The pair of clusters used to calculate the transformation between the two
images is shown in red. Based on the transformation obtained from the pair of clusters
in both images, the location of the transformed bounding box is calculated in the second
image. The width of this box is set to be half of the height. Any candidate clusters which
are located within this transformed bounding box is found and is shown in cyan. We apply
our likelihood maximisation step using these sets of clusters and find those which gives the
maximum correspondence likelihood. The final set of cluster which will now form a new
hypothesis are shown in red in (c). The one-to-one correspondence between the clusters of
each image is shown with a red line.
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(a) (b)
(c)
Figure 5.8: (a) Target is identified via a blue bounding box. The target clusters (blue)
and the pair of clusters for calculating the initial transformation (red) are shown. (b) The
transformed bounding box (blue), the pair of candidate clusters used for calculating the
transformation (red) and the candidate clusters located within the transformed bounding
box (cyan) are shown. (c) The correspondence between individual clusters in both images
is shown with red lines.
CHAPTER 5. FINDING CORRESPONDENCES BETWEEN PEOPLE 131
5.6 Results and discussions
5.6.1 Examples of matching people between images
In this section, we give examples of how our system performs in matching people in differ-
ent images. In all the figures shown, the target is identified in the image to the left, and its
new location in the corresponding image on the right has to be found.
5.6.1.1 Examples with change in scale or view point
In Figure 5.9, top row, the lady in pink has been chosen as our target. On the corresponding
right image, we have shown the location of the hypothesis with the highest likelihood score.
As shown, the best hypothesis does indeed correspond to the new location of the target in
the second image. These two images have been taken from different view points and at
different times, and the target has appeared at significantly different scales. Despite this,
our system has located her new position in the second image correctly. The clusters which
have been identified as possible matches in terms of both appearance and pose have been
shown via a red bounding box in both images with the one-to-one correspondences shown
with red lines. Similar examples can be seen in Figure 5.10. In all these examples, the
actual clusters that are located within the bounding box are not shown to avoid clutter. In
both figures, our system has done well in finding the target’s new location.
In Figure 5.10, top row, the person in the striped green shirt is our target. Again, the
hypothesis with the highest likelihood is the one that correctly corresponds to the target’s
new location. However in this case, we can see the projected bounding box is not of the
correct scale. This is because for this hypothesis, some of the candidate clusters do not
exactly match the target clusters. For example, the clusters corresponding to the black
bag and the blue jeans, are correctly matched to each other. On the other hand clusters
corresponding to the green striped shirt are not correctly identified in the second image.
This is because in the second image, the clusters that correspond to the shirt itself, have been
wrongly grouped with the clusters which correspond to the shirt and part of the background
in the step described in 5.4. However, since the resulting cluster is quite similar to the
corresponding target cluster, the hypothesis has achieved the highest likelihood score.
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5.6.1.2 Examples of occlusion handling
In Figures 5.11 and 5.12 we have shown examples of how our system deals with scenarios
where part of a target is occluded. In top row of Figure 5.11, the girl in the gray top is our
target. On the corresponding right image we can see that the target is partially occluded i.e.
her entire lower body is hidden behind a structure. In this image, the hypothesis with the
highest likelihood is in fact the girl’s actual new location. The system has managed to locate
her new position by matching clusters belonging to her hair and her handbag which are
visible in both images. Similar examples can be seen in the middle and bottom row where
our system has located the target’s new position correctly despite partial occlusion. In both
cases, the highest scoring hypothesis corresponds correctly to the target’s new location.
In the top row of Figure 5.12, we have shown an example where our system does not find
the new location of the target correctly. Here the target is partially occluded behind a crowd
in the left image. The hypothesis with the highest likelihood is shown in the corresponding
right image.
By looking at the individual cluster matches, we can see that the system has correctly
matched clusters that correspond to the unique upper-body of the target. However, for the
occluded lower-body, the lower body of a person in front of the target is chosen as the
possible match. Although, this cluster isn’t the correct match for the corresponding target
cluster, the collection of candidate clusters shown in the right image agree in appearance
and pose with that of the target in the left image. Thus the likelihood score for this particular
hypothesis has become the highest for this image. In fact, the top four highest likelihoods
for this particular pair of images, has the upper-body identified correctly but has the lower
body matched to the people in front of the target.
In the middle row of the same figure, we can see the hypothesis that should have been cho-
sen by our system as the best match but was ranked as the 5th highest by our system. This
hypothesis includes the upper-body of the person as a possible match but has considered
the lower body as missing. Classifying the lower part of the body as missing will result in
a penalty in the calculation of the correspondence likelihood which is why this hypothesis
has achieved a lower score than that shown in the top row.
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The behaviour of our system in dealing with this example is not unexpected. The highest
ranking hypothesis includes matches to both the upper and lower body of the target. Even
though the lower body matches belong to a different person, the appearance of it looks
rather similar to that of the target. Therefore the collection of upper and lower body clusters
in this image agrees in appearance and pose with that of the target. If, for example, the
people in front of the target were wearing a different colour of trousers, the system would
have probably chosen the current 5th ranked hypothesis as the best match.
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Figure 5.9: Matching examples with change in scale or viewpoint: the target person is
identified in the left image via a bounding box. The location of the hypothesis with the
highest likelihood score in the second image is shown on the right.
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Figure 5.10: Matching examples with change in scale or viewpoint: the target person is
identified in the left image via a bounding box. The location of the hypothesis with the
highest likelihood score in the second image is shown on the right.
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Figure 5.11: Matching examples with occlusion handling: the target person is identified
in the left image via a bounding box. The location of the hypothesis with the highest
likelihood score in the second image is shown on the right.
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Figure 5.12: Matching examples with occlusion handling: the target person is identified
in the left image via a bounding box. The location of the hypothesis with the highest
likelihood score in the second image is shown on the right.
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5.6.2 Performance evaluation
To evaluate the performance of our proposed system we created a database of 56 people
extracted from 8 images. Each image pair, corresponds to a scene with people present in it,
where the people appeared at different locations in the two images. The ground truth was
extracted by manually selecting 28 people who were present in both images of a pair.
To measure the performance of our system, we took the following approach. For each per-
son in the database, all other 7 images were searched and the correspondence likelihood
was calculated for all the possible hypotheses. These hypotheses were then ranked accord-
ing to their likelihood. A hypothesis is considered as a correct match to our target person,
if it appears in the correct pair of an image and it conforms with the ground truth.
In this evaluation we have assumed that each target person selected in one of the images,
is definitely present in one of other 7 images. As such, performance evaluation methods
such as ROC curves or Precision-Recall graphs are not applicable. Instead, we followed the
evaluation procedure used by [24], which plotted the Cumulative Matching Characteristic
curve for the correct matches. This curve plots the precision (4.14), versus the ranking
of the correct matches and is shown in Figure 5.13. From this figure we can see that the
hypothesis with the highest correspondence likelihood, correctly corresponds to the target’s
new location in around 70% of the cases. In addition, the top two hypotheses, correspond
to the new location of the target with 78% accuracy.
The 4 pairs of images used for our evaluation are shown in Figure 5.14. Here, each row
corresponds to a different pair of images and each column corresponds to a different time
instance of the same scene. The people that have been chosen as targets are shown via
bounding boxes.
5.7 Summary
In this chapter we investigated how we could use the methods developed in Chapters 3
and 4 to develop a system that finds correspondences between people in different images.
We started by proposing to model a target person as a collection of homogeneous regions
such as those obtained by clustering features extracted using the FEUDOR algorithm. We
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Figure 5.13: The Cumulative Matching Curve for our database of 56 targets.
characterised the appearance of a target as a collection of these region’s descriptors. We
argued that in modeling the pose of a person, we should only consider the vertical spatial
information as the horizontal spatial information varies significantly as the person rotates
about the vertical axis.
The target clusters were used to find locations of candidate clusters in a different image.
These candidate clusters were used as seed points to generate a set of hypotheses for the
possible new locations of the target in the image. We proposed a quick method of pruning
the hypotheses to a manageable number for computational consideration. In developing
this method we made use of the fact that the relationship between the new and old location
and pose of the target can be approximated using a simple transformation which includes
a vertical scaling followed by a translation. We showed that this transformation can be
calculated using a least squares approach.
We then developed a method of evaluating each hypothesis, called the correspondence
likelihood, which measured how likely it is for each hypothesis to correspond to the target’s
new location. This likelihood depends on both the similarity of the appearance of the
hypothesis to the target and also how well the pose of the hypothesis agrees with the pose
of the target. The correspondence likelihood was designed in a way such that the system can
deal with occlusion of some target clusters as well as deal with the inclusion of erroneous
clusters in the target’s appearance model.
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Figure 5.14: Each row shows a different pair of images used in our performance evaluation
5.6.2. For each pair of images, the people chosen as targets are shown via a bounding box.
In total, we have hand-labeled 28 unique individuals giving us a database of 56 targets.
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We evaluated the performance of our system on a database of 56 target people extracted
from 4 pairs of images. We showed that on this database, the hypothesis with the highest
correspondence likelihood, correctly located a target’s new position with70% accuracy.
Additionally we showed that the top two hypotheses correspond to the new location of a
target with nearly 78% accuracy.
We also show some examples of how our system deals with matching people under varying
scale, view points and occlusion. We showed that in general, as long as the target’s ap-
pearance is rather distinctive, our system is capable of finding its new location in different
image. We also showed that our system is capable of dealing with occlusion of some parts
of the target. For example in the case where the lower body of a target was hidden behind a
structure, our system managed to locate its position in a new image taken from a different
angle.
Chapter 6
Conclusion
We started this thesis with the aim of developing a system that, given a manually chosen
target person in one image, was capable of finding his new location in different images
where he is present. On a top level, our developed system models the appearance and pose
of a target person as a collection of homogeneous regions that may correspond to particular
parts of their clothing/body such as hair, shirt, trouser etc. It then searches in the second
image for a collection of regions that correspond in terms of appearance and pose with that
of the target.
In more detail, our system operates in three steps. Initially, each image is divided into a
collection of homogeneous regions called features. The assumption here is that different
parts of a person’s appearance such as hair, jacket, trousers, bags can be viewed as being
homogeneous in terms of colour and texture. Therefore, a properly designed algorithm that
extracts features corresponding to homogeneous regions, would have a number of features
extracted on the appearance of any person present in the image.
Designing such a feature extraction algorithm was the content of the work presented in
Chapter 3. In this chapter, we developed the FEUDOR algorithm, which uses integral im-
ages to efficiently find scale-invariant octagonal regions that differ from their surroundings
and correspond to homogeneous regions within an image. We chose to extract octago-
nal regions as they better approximate circular regions. Beside the novelty underlying the
FEUDOR algorithm itself, a novel contribution in this thesis is the extension of the integral
images approach to allow it to operate on octagonal shaped regions.
142
CHAPTER 6. CONCLUSION 143
We also created a new data set to test the suitability of FEUDOR features for our particular
application. This data set, comprised of images with people present in them. For each
person we manually outlined the boundaries corresponding to different parts of a person’s
clothing such as shirt or trousers. We then evaluate the overall percentage of the clothing
which was covered by our features under a certain testing methodology. The performance
of the FEUDOR, along with other state of the art feature extraction algorithms were tested
on this data set. We showed that FEUDOR outperforms other methods and has the highest
percentage of clothing covered by its extracted features.
In the second step, each extracted feature is characterised in terms of its colour and texture.
In Chapter 4, we developed the CT-descriptor which is a novel combined colour and texture
descriptor. This descriptor operates by first identifying main colours present in an image
patch using the Gaussian Mixture Model method. It then constructs a histogram of colour
edges of certain orientations to jointly characterise colour and texture. To demonstrate the
suitability of the CT-descriptor for our application, we created the Shirts data set. This data
set is comprised of images of people’s clothing taken under different scale and illumination
conditions. With experimentation we showed that our proposed CT-descriptor outperforms
other state of the art descriptors in terms of precision-recall on our data set.
In the final step, the system combines the outputs of the previous steps to find the location
of the target in a new image. The underlying procedure for this was outlined in Chapter 5.
In this approach we first modeled the appearance of a target as a collection of homogeneous
regions. These regions where obtained by clustering the FEUDOR features extracted on the
target in the first image. The appearance of the target was characterised by a set of clusters
and their corresponding descriptors. The pose of the target was characterised by the relative
location of the cluster. For each target cluster, we found a set of candidate clusters in the
second image which served as seed points for the possible new location of the target.
Multiple hypotheses are then generated by grouping multiple candidate clusters together.
A hypothesis pruning procedure was introduced which drastically reduces the number of
possible hypotheses generated. To find the best possible hypothesis, we developed the
correspondence likelihood score, which measures how likely it is for each hypothesis to
correspond to the target. This likelihood takes into account the similarity between the
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appearance and pose of the hypothesis to that of the target. Our correspondence likelihood
measure is designed to handle the occlusion of some clusters between images.
To evaluate the performance of our proposed system, we constructed a database of 56 target
people present in four pairs of images. We showed that on this database, we can correctly
locate a target’s new position with 59% accuracy using the most likely hypothesis generated
by our system. The top two hypotheses correspond to a target’s new position with around
70% accuracy.
6.1 Future directions
6.1.1 The FEUDOR algorithm
In Chapter 3 we discussed that on elongated regions, due to the symmetric nature of the
FEUDOR features, we extract a large number of features. During the course of our research
we experimented with expanding each side of an octagon, extracted on a elongated region,
sequentially until its contains the entire region. However, we observed that unless the
region itself is oriented in discretised 45◦ angle, the expansion process does not work that
well.
A possible solution could be to use the initial octagons as seed points and then cluster
these octagons in such a way to maximise (3.10) for each cluster. In doing so, and for the
purposes of efficiency, we can make use of the fact that (3.10) can be computed for any
polygon which has its side at discrete 45◦ angles.
6.1.2 Region descriptor
The CT-descriptor developed in Chapter 4, provides a good description of both colour and
texture of an image patch. However a potential problem with this descriptor is the efficiency
with which it is computed and matched. For our system to have real-world application, we
need to be able to compute and match the descriptors very efficiently.
A possible avenue to follow is to compute the descriptor in a way that utilises integral
images. For example, one could experiment with using the mean and variance of the first
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order derivatives in both directions of an image patch as a descriptor. Calculating the statis-
tics of a patch’s derivatives can be implemented efficiently in the same way as FEUDOR
computes the the colour statistics of an image patch.
6.1.3 Matching process
In our matching algorithm, we foresee two areas that we believe have the most potential
for improvement. The first is how we generate a hypothesis based on the candidate clus-
ters found within the transformed bounding box in 5.5.3. The hypothesis generated by
following the method outlined in that section, is not necessarily the optimal hypothesis.
A possible approach is to formulate the problem of finding the optimal hypothesis from
a given set of candidate clusters as one of dynamic programming, where we have to find
the alignment between the target clusters and those candidate clusters located within the
transformed bounding box.
We also have to find a way of dealing with the imperfections of the clustering step. As
shown in several examples in Chapter 5, the output of the clustering step tends to always
leave some octagons ungrouped, even though there are clusters which contain similar look-
ing octagons. We do not believe that the output of this step can be changed in a way that it
always give perfect results. A better approach we believe, is to allow many to one mappings
in the hypothesis generation step. In other words, we allow for one candidate clusters to
correspond to multiple target clusters and vice-versa. We also have to modify the pose and
appearance likelihood accordingly to take into account this many to one mapping.
6.2 Summary
In this thesis, we developed a system that is capable of finding correspondences between
people in different images. This system, uses FEUDOR features to extract regions within
the image that correspond to people’s clothing. It then uses a combined colour and texture
descriptor to characterise the appearance of each region. We introduced a novel method
of characterising a target person as a collection of homogenous parts. By doing so, our
system is capable of finding the target’s new location in a new image despite partial and
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self-occlusion, change in view-point and change in scale. In our experiments we showed
that our system is capable of correctly locating a target’s new position in 70% of the times.
Appendix A
In this appendix we show how we derived the ground distance measure used to calculate
the similarity between two Gaussian distribution used in the section 5.3.2.3.
We propose to measure the similarity between two Gaussians, by computing the work
needed to convert one distribution into another one. We can view this work in a similar way
as the EMD formulation. In that, we assume one Gaussian distribution, is a distribution
of earth, spread in space, and the other Gaussian is a hole in the same space. Different
means can be viewed as different earth/hole centres and different variances can be viewed
as earth/hole having different height/depth.
We start with the simple case of having two 1-D Gaussians with the same variance but
different means. If we denote these two Gaussians by f1(x) = N(µ1,σ2) and f2(x) =
N(µ2,σ2), then the work needed to convert f1 into f2 would simply be the work needed to
align the respective means. Mathematically:
W =
∫ +∞
−∞
(µ1−µ2)2 f1(x)dx= (µ1−µ2)2 (A.1)
Here, f1(x)dx is the amount of earth to be moved and (µ1−µ2) is the moving distance.
Now, for the case where we have two 1-D Gaussians, this time with the same mean, but
with different variances, we can also derive a formula for the work required. Without
loss of generality we can denote f1(x) = N(0,σ21 ) and f2(x) = N(0,σ
2
2 ) and assume that
σ1 > σ2, λ = σ2σ1 then we have:
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W =
∫ +∞
−∞
(1−λ )2× x2 f1(x)dx=
(
σ1−σ2
σ1
)2
×
∫ +∞
−∞
x2 f1(x)dx (A.2)
=
(
σ1−σ2
σ1
)2
×σ21 = (σ1−σ2)2 (A.3)
For the case where the two Gaussians have different means and variances, we can view the
total work, as a two step process. In the first step, we calculate the work required to align the
means and the second step, we calculate the work needed to compensate for the difference
in variance. Thus for the general case of f1(x) = N(µ1,σ21 ) and f2(x) = N(µ2,σ
2
2 ) the total
work will become:
W = (µ1−µ2)2+(σ1−σ2)2 (A.4)
In the following we prove that the above result is the optimal work required in the 1D case.
To this end, we first show that the optimum mapping, g, of the points on f1 to f2 needs to
be monotonic:
x2 > x1⇒ g(x2)> g(x1)
where x1 and x2 are points on the distribution f1 and g(x1) and g(x2) are the corresponding
points on the distribution f2. The unit work of taking a small amount of earth from x1→
g(x1) and x2 → g(x2) is (g(x1)− x1)2 +(g(x2)− x2)2. If we interchange the destinations
g(x1) and g(x2), the change in work will become:
(g(x2)− x1)2+(g(x1)− x2)2− (g(x1)− x1)2− (g(x2)− x2)2
= 2(x2− x1)(g(x2)−g(x1))> 0
As the change in unit work is positive, this shows that the original mapping of x1→ g(x1)
and x2→ g(x2) is optimal. As a result of the monotonicity the mapping can be defined as:
g(x) = µ2+
σ2
σ1
(x−µ1) (A.5)
APPENDIX A. 149
The resultant work is now given by:
∫ +∞
−∞
(
µ2+
σ2
σ1
(x−µ1)
)2
f1(x)dx = E
((
µ2+
σ2
σ1
(x−µ1)
)2)
(A.6)
= (µ1−µ2)2+(σ1−σ2)2 (A.7)
For Gaussians of a higher dimension we believe similar results can be established, as long
as both Gaussians have diagonal covariance matrix.
We can derive a similar formula to that of (A.4) for the 2-D case where the Gaussians
have same mean but different covariance matrix. Without loss of generality, we as-
sume that our two Gaussian are denoted by f1(x,y) = N(0,
[
σ2x,1 0
0 σ2y,1
]
) and f2(x,y) =
N(0,
[
σ2x,2 0
0 σ2y,2
]
) and that λx =
σx,2
σx,1 < 1 and λy =
σy,2
σy,1 > 1. Then the work needed to
transform f1(x) into f2(x) is given by:
W =
∫∫ +∞
−∞
[
(1−λx)2 x2+(1−λy)2 y2
]
f1(x,y)dxdy (A.8)
=
∫∫ +∞
−∞
(1−λx)2× x2 f1(x,y)dxdy+
∫∫ +∞
−∞
(1−λy)2× y2 f1(x,y)dxdy (A.9)
=
∫ +∞
−∞
(1−λx)2× x2× f1(x)×
[∫ +∞
−∞
f1(y)dy
]
dx (A.10)
+
∫ +∞
−∞
(1−λy)2× y2× f1(y)×
[∫ +∞
−∞
f1(x)dx
]
dy (A.11)
=
∫ +∞
−∞
(1−λx)2× x2× f1(x)dx+
∫ +∞
−∞
(1−λy)2× y2× f1(y)dy (A.12)
= (1−λx)2×σ2x,1+(1−λy)2×σ2y,1 (A.13)
= (σx,1−σx,2)2+
(
σy,1−σy,2
)2 (A.14)
where, we have assumed that we can write f1(x,y) = f1(x) f2(y).
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If we generalise from the results we have obtained in above, the distance between two
Gaussians f1(x) = N(µ 1,Σ1) and f2(x) = N(µ 2,Σ2), where the covariance matrices are
diagonal is given by:
W ( f ,g) = ||µ 1−µ 2||2+ ||
√
diag(Σ1)−
√
diag(Σ2)||2 (A.15)
where diag(.) is a vector containing the diagonal elements of a matrix.
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