1 Introduction this regime n sources feed into the queue the queueing resources bu er and bandwidth are scaled accordingly: B nb and C nc, respectively. Under this scaling and fairly general conditions on the input process, for general b, the steady-state over ow probability decays exponentially in n. Contribution. In discrete time, the derivation of asymptotically exact expansions for the many-sources regime relies on the fact that there is a unique epoch, say t ? 2 N, at which (with overwhelming probability) the over ow occurs, see e.g. 16] . Put di erently, the asymptotics of the stationary over ow probability coincide with the probabilityofover ow at t ? (given that the system started empty at time 0). Importantly, this reasoning does not apply to continuous time: there the probabilitymassaround the most likely epoch does contribute to the asymptotics. This makes the derivation of exact asymptotics in continuous-time more involved. In this paper we nd exact asymptotics of the over ow probability in queues with many Gaussian sources. The techniques used rely on earlier results by Piterbarg & Prisyazhnyuk 23] . In addition to the asymptotics of the stationary workload, we also deal with transient probabilities, i.e., the probability that the bu er level exceeds nb at some speci c`time horizon' T. It is noted that if T >t ? , then the asymptotics of the stationary and transient probabilities are identical. Also, as can be expected, if T <t ? , then most likely epochof over owisT itself. We will rigorize these ideas in this paper.
Organization. The organization of this paper is as follows. In Section 2 we set up the framework for our analysis: wegive a model description, we list the necessary assumptions, and we discuss relevant preliminaries. Section 3 is an overview of the results of this paper: the exact asymptotics for the transient and steady-state over ow probabilities. Section 4 presents the asymptotics for the practically important special cases of FBM input and Integrated Gaussian input. Section 5 gives the proofs of our results.
Model description and preliminaries
In this section we set up the framework for our analysis: we specify the tra c model and list the assumptions. We also motivate the relevance of our study, and relate our results to previous work.
Tra c model
Let ( ) ( i (t)) t2R be a centered Gaussian stochastic process with stationary increments, continuous sample paths a.s., with (0) = 0 and the standard deviation function (t):= p Var( (t)): By i ( ), i =1 ::: n,we denote a sequence of i.i.d. copies of ( ). In this paper we consider a uid queue fed by the superposition of n i.i.d. sources 1 ( ) ::: n ( ), where i ( ) describes the cumulative amount of tra c generated by i-th source, i =1 ::: n, in time interval 0 t]. We assume that the queue has a constant drain rate C.
In classical papers on uid queues, tra c is usually modeled as a stationary alternating on-o process see e.g. 2] , where the on-and o -times are assumed to be exponentially distributed. The analysis of queues with Gaussian input is motivated by a central limit theorem type of argumentation. Under heavy tra c environment parameterization, large number of on-o sources maybewell approximated by a Gaussian process with the same covariance function as the covariance function of the generic on-o source, see 7, 14] cf. also 1]. A technical drawbackisthatthe Gaussianity of the input processes in principle allows`negative tra c' this is however of minor impact, see for instance 1].
Given the applications in communication networks, the following special cases of ( ) play an important role:
Fractional Brownian motion (FBM) case: (t) = B H (t), where B H ( ) is the fractional Brownian motion with Hurst parameter H 2 (0 1) that is, ( ) is a centered Gaussian process with stationary increments, continuous sample paths, (0) = 0 a.s., and variance function 2 (t)=t 2H .
Integrated Gaussian (IG) case: (t) = R t 0 Z(s)ds, where Z( ) is a centered stationary Gaussian process with continuous covariance function R(t)=C ov(Z(s + t) Z(s)).
The FBM case is motivated by statistical analyses of network traces, where self-similarity and long range dependence property were observed, e.g. 15] . The relevance of the IG case is motivated in 8, 14, 26] , see also survey 9].
Assumptions
In this paper we make the following assumptions on the standard deviation function of the generic process ( (t)) t2R .
A1
The function ( ) is`sublinear': lim t!1 (t)=t =0 A2 The function ( ) 2 C 2 ( 0 1)) is strictly increasing and strictly concave A3 The function behaves as a polynomial for small t: for some constant A 0 > 0 and >0 lim t#0 2 (t) t = A 0 :
To short the notation, if ( (t)) t2R satis es A1-A3,thenwe will write ( ) 2 A1-A3.
Preliminaries
Assuming that there the is Q(0) = 0 uid in the queue at time t = 0, the transient probability distribution that at time T > 0 the amount of uid in the queue Q(T) exeeds threshold B has the following representation: In this paper we examine another asymptotic regime, namely the regime in which the number of sources grows large. We rescale the bu er threshold and link capacity with the number of sources: B nb and C nc. This regime, introduced in the seminal paper by Weiss 27] , leads itself to asymptotic analysis. It turned out that under very general conditions the stationary over ow probability n decays exponentially in n, where the decay rate I(b c)isgiven by 
Exact asymptotics
In this section we present the results of this paper. Proofs are provided in Section 5. Our results consist of the exact asymptotics of (2.1) and (2.2) as n !1. The asymptotics of the transient probability n (T ) strongly depends on the play between value of the time horizon T and the optimizing argument t ? in (2.3). We therefore distinguish between three cases: (1) T >t ? , (2) T = t ? , (3) T <t ? . The stationary probability n coincides with the case T >t ? (as it can be interpreted as T 1). it su ces to prove that for each b c > 0
has a unique root t ? and ( ) is strictly increasing. In case (2) the most likely epoch of over ow (in the-in nite-horizon system) t ? and the time horizon T coincide. Therefore, on 0 T]over ow will occur most likely at time T: It can be expected that, given over ow in the in nite-horizon system, half of the probability mass will be before T. This heuristically explains the following result (cf. Theorem 3.2). As motivated above, the asymptotics of the stationary over ow probability n coincides with case (1): T >t ? .
Theorem 3.5 Let ( ) 2 A1-A3, and T >t ? . Then, for n !1, n (T ) n : Due to (2.5), the above results implies that, for T t ? , the transientover ow probability n (T ) is asymptotically proportional to n 1= ;1 exp(;nm 2 (t ? )=2) (as a function of n).
This type of asymptotics also holds in the stationary regime, i.e., for n . Notice that this is essentially di erent from the discrete-time asymptotics (2.4), which are of the form n ;1=2 exp(;nm 2 (t ? )=2). Noticing that 2 (0 2], this qualitative argument con rms the evident property that the over ow probabilities in continuous-time are larger than in discrete time. In fact, our continuous-time result gives insight into the probabilityof excursions between the gridpoints exceeding nb. For T <t ? , the transientover ow probability n (T ) resembles n 1= ;1=2 exp(;nm 2 (t ? )=2) for 0 < 1, and n ;1=2 exp(;nm 2 (t ? )=2) for 1 < 2:
4 Special cases
In this section we consider two speci c, practically relevant, input processes: fractional Brownian motion (FBM) sources and integrated Gaussian (IG) sources.
Fractional Brownian motion sources
In the following propositions we give the exact asymptotic both for n (T ) and n as n !1for uid queues fed by superposition of many FBM sources. It is easily seen that assumptions A1-A3 are met, with 2H and A 0 1: It is straightforward to derive (m p n) as n !1:
Integrated Gaussian sources
In this section we focus on the IG input process. Recall that in this case ( ) has the following form (t)= In the following proposition we present the exact asymptotics of transientover ow probabilities for IG input processes ( ) satisfying IG1-IG3. The results are in terms of the covariance function R( ).
R t 0 Z(s)ds, where Z( ) is a centered stationary Gaussian stochastic process with covariance function R( ). Wemake the following assumptions on R( ):
We use the notation _ 2 (t)and 2 In order to prove that A1 is satis ed it su ces to show that lim t!1 2 (t)=t 2 =0. In view of (4.8) (0) In this section we present the proofs of Theorems 3.2-3.5. In the following by the attached bar wealways mean the standardized process, that is X(t)=X(t)= X (t) for some Gaussian process X( ). Moreover let Wewillnow present the basic idea behind our proof. By a number of simple transformations we translate the probabilities n and n (T )into the framework of Theorem 5.1. We will focus on the transient probabilities n (T ) the stationary probabilities n are treated similarly. Observethat The idea of the proof of Theorem 3.4 is analogous to the proof of Theorem 3.2 and thus we present only the main steps of argumentation. We de ne the process T ( ) as follows: 
Proof of Theorem 3.5
Since for each T > 0, n 0wehave n (T ) n , then it is enough to showthat lim sup n!1 n = n (T ) 1 for some T >t ? .
Note that, using the same argumentation as in the proof of Theorem 3.2, n = P sup t2 0 
