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Other studies have undertaken empirical analyses of bike sharing ridership determinants. 1 Buck and Buehler (7) study daily bike sharing ridership in Washington, D.C. at the station level, 2 finding that total population, the supply of bike lanes, and the number of liquor license holders (a 3 measure of retail destinations) are positively associated with ridership, while the percentage of 4 households without access to a car is, in contrast with theory and intuition, negatively associated 5 with ridership. Daddio (8) also examines Washington, D.C. at the station level including, among 6 other variables, the distance from the ridership-weighted average center of the bike sharing 7 system, one measure of the effect of the bike sharing station network. Daddio (8) finds that this 8 variable has a strong significant association with ridership -the farther from the system center, 9 the lower ridership levels are. This variable might not fully reflect access to a network of bike 10 sharing stations, however; for example, two stations equidistant from the system center could 11 have different concentrations of nearby bike sharing stations. Hampshire and Marla (9) study 12 trip generation and attraction factors in Barcelona and Seville, Spain at an hourly, "sub-city 13 district" level, finding that the number of bike stations within a district, population density, and 14 labor market size are strong indicators of trip generation and attraction. Although the study uses 15 a fine temporal scale, each observation represents the arrival rate or departure rate for a given 16 hour and district, not necessarily an individual station; thus, it is unclear whether the relationship 17 between the number of bike sharing stations in a district and departure rate suggests a network 18 effect, or simply the aggregation of more locations from which trips are made. 19 Finally, Maurer (6) combines empirical analysis of existing bike sharing ridership in 20
Minneapolis/St. Paul, MN with the weighted sum raster approach applied to Sacramento, CA. 21
The regression analysis incorporates 16 independent variables, collected at the station level, and 22 is refined to maximize total model R 2 ; significance of individual variables was not emphasized. 23 As a result, some independent variables have counterintuitive coefficients. The number of total 24 jobs has a negative coefficient, suggesting, contrary to theory and intuition, that dense 25 employment centers would be poor locations for bike sharing. The total jobs variable may be 26 offset partially by retail jobs and high-income jobs variables in some cases. Similarly, the total 27 population variable has a negative but not significant relationship with ridership. Finally, the 28 presence of bikeways has a negative but not significant relationship with ridership. These 29 counterintuitive results might be attributable to multicollinearity among the variables and a large 30 number of independent variables relative to the number of observations (n=65). Maurer does not 31 include a network effects variable, but acknowledges the importance of network effects among 32 bike sharing stations and recommends careful consideration of the complex interactions among 33 stations (6). 34
The current project builds upon these methodologies and addresses the following 35 limitations of the previous studies: 1) the lack of an empirical analysis of input variables; 2) the 36 study of European systems, which might be less applicable to communities in the U.S. than 37 studies of other operational U.S. systems; 3) the analysis of only a single system; 4) limited 38 measures of bike sharing station network effects; and 5) the inclusion of variables with 39 relationships to ridership that are counterintuitive or in conflict with theory. 40 This section defines the variables tested in the regression analysis, discusses the process of 29 compiling the regression dataset, addresses data quality, consistency and limitations, and 30 presents descriptive statistics of the data. 31
METHODOLOGY
The natural log of first season monthly average rentals, by station, served as the 32 dependent variable. The natural log was selected, rather than directly using monthly average 33 rentals, in order to help linearize the variable, to improve the continuity of a discrete count 34 variable, and to address the positive skew of the monthly average rentals variable (10). The 35 independent variables address a variety of demographic, built environment, and transportation 36 network factors, collected for all three cities so that a consistent dataset could be created across 37 the systems. The system-specific factors are the same for all stations within a given system, and 38 are included to account for attributes specific to each city or system that could not be accounted 39
for by the other variables. 40 Table 1 presents definitions of all variables considered for the regression analysis. 41
Unless otherwise specified, variables are based on a 400-meter buffer around each bike sharing 42 station to account for a catchment area of users likely to walk to the station. 43 Developing a multi-city dataset presented several challenges in gathering comparable variables 2 across the three systems. This section discusses 1) the approach used in preparing each group of 3 variables for the regression dataset, 2) concerns regarding the quality and consistency of the data, 4 and 3) potential implications of the data concerns for the model. A custom geoprocessing 5 toolbox was created to speed the compilation of the regression dataset; the tools were used for all 6 variables except the system-specific factors. 7 8
Bike Sharing Rentals 9
Bike sharing station rental data were collected from the bike sharing operators. on a monthly basis; where data were available regarding the opening date of a station, that 17 information was taken into account in the monthly average as well. 18
The temporal nature of the rental data presents some challenges, however. Because the 19 three systems launched at different times and two of the systems, Nice Ride MN and Denver B-20
Cycle, closed their systems for the winter, it was not possible to use data from precisely the same 21 time period. After system launch, ridership of bike sharing systems tends to increase over time 22
as awareness of the system grows and more users are able to become long-term members. Using 23 only data during the period of overlap among the three systems (April through September) would 24 exclude the first six months of Capital Bikeshare's operations, when ridership was relatively low 25 and would thereby overstate average monthly ridership in that system. On the other hand, 26
including only the first seven months of operation for each system would understate Capital 27
Bikeshare ridership by including only the months of October through April, which might 28 generate lower ridership than the milder months following the launch of the other two systems. 29
Faced with these concerns, this project uses the first full season (or year) for each system, to best 30 reflect the ongoing pattern of operations. Rental levels for Capital Bikeshare might still be 31 slightly overstated relative to the other two systems, since the average includes months toward 32 the end of the first year, giving the Capital Bikeshare system more time to attract riders and grow 33 membership. 34 35
Census Block-Level Data 36
The Population, Jobs, High-Income Jobs, and Retail Jobs variables were collected from 2010 37
Census and Longitudinal Employer-Household Dynamic data at the Census Block level. The 38 data were aggregated to the 400-meter buffer surrounding each station with a sum weighted by 39 the proportion of the area of the intersection of the buffer and each Census Block to the entire 40 area of each intersected Census Block. Because of the fine spatial granularity of the Census 41
Blocks, each 400-meter buffer intersects multiple Census Blocks; many Census Blocks are 42 entirely contained within a buffer (see Figure 1) . Because of this fine scale, the Census Block 43 aggregation process accurately reflects conditions within 400 meters of the bike sharing station. 44
The 2010 date of the Census data also accurately reflects conditions during the 2010-2011 period 45
represented by the station ridership data. Finally, the use of a single data source helps to ensure 46 TRB 2013 Annual Meeting
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consistency across the three cities, and makes this analysis readily scalable to include other cities 1 and bike sharing systems. 2
Figure 1 Nice Ride MN Station Buffers, Census Blocks (left), and Census Tracts (right). 3
Census Tract-Level Data 4
The Alternative Commuters, Median Income, Non-White Population, Low-Vehicle Households, 5
Bachelor's Degree, and Graduate Degree variables were collected from 2010 Census data at the 6 Census Tract level. The data were aggregated to the 400-meter buffer surrounding each station 7 with a mean weighted by the proportion of the area of the intersection of the buffer and each 8
Census Tract to the sum of the areas of each intersected Census Block. Like the Census Block-9 level data, these variables reflect the 2010-2011 ridership data period well and are consistent 10 across the three cities; however, the coarse spatial granularity of the data result in proportional 11 averages that might be less reflective of the actual conditions in the 400-meter buffers 12 surrounding the bike sharing stations (see Figure 1) . Furthermore, using an average introduces 13 the issue of census tracts with zero or extremely low values of the variables. To address this 14 issue, some unpopulated areas and other outliers were removed from the data -for example, the 15 Census Tract covering the National Mall in Washington, DC was removed from the dataset; 16 however, review of every Census Tract was not possible given resource constraints and 17 limitations on local knowledge, so some outlying values may remain. 18 19
Built Environment Factors 20
The built environment factor data for the Colleges and Parks variables were collected as 21 polygons and intersected with the station buffers to determine whether a college or park fell 22 within 400 meters of a bike sharing station. 23
The shapefile for colleges was collected from a single dataset, enabling a consistent data 24 collection methodology across the three cities. Colleges were identified by reviewing the 25 attributes and searching for appropriate terms (e.g., "college," "university"). The data do not 26 differentiate among institutions based on size of student population, type of institution 27 (community college, four-year institution, or major research university), or whether students are 28 predominantly residents or commuters, all factors which could influence bike sharing ridership. 29
The parks shapefiles were gathered from government agencies (where available) or from 30
Open Street Map data, screened for parks and recreational facilities. Although the shapefiles 31 appear to be consistent with the expected locations of parks based on a review of Google Maps 32 for each city, the different sources of park shapefiles introduce the possibility of inconsistencies 1 among the cities in the comprehensiveness of data or the types of facilities included. of the independent variables have the expected relationship with bike sharing rentals (see Table  18 2). The station network variables were all significantly correlated with ridership at the 1% level, 19
as were the majority of the other independent variables tested. Only the Park and DN Flag 20 variables do not show a significant correlation with ridership. 21 
TABLE 3 Multivariate Regression Results of Preferred Models (n=265) 1
Discussion
2
All independent variables in the preferred regression expressed the theoretically expected sign, 3 and all are statistically significant at the 1% level, except Retail Jobs which is significant at the 4 5% level in Model 1 and Bachelor's Degree, which is significant at the 10% level in Model 2. 5
The values of adjusted R 2 for the models, 0.802 for Model 1 and 0.754 for Model 2, compare 6 favorably with those of the single-city bike sharing ridership models, which range from 0.62 to 7 0.787 (6),(7),(9). For comparison, Model 3 includes the dummy variables for Denver and DC; 8 because the Precipitation Days variable is a proxy for these dummies, it is correlated and 9 therefore excluded from Model 3. 10
Although the Bikeways variable is significant in Model 1, it relies on the presence of 11 another variable differentiating observations from the three systems, likely because the Nice 12
Ride MN system has a relatively high coverage of bikeways, but relatively low per-station 13 ridership (see Figure 2) , while the other systems have a positive relationship between Bikeways 14 *, **, and *** indicate statistical significance at the 10, 5, and 1 percent levels, respectively.
Coefficient p-Value Standard Error
and ridership. When system-specific "dummy" variables, such as DC Flag were included in 1 preliminary model specifications, they showed statistical significance, suggesting that additional, 2 city-or system-specific factors, such as operating season, membership and rental costs relative to 3 incomes, and local bike culture, might also influence bike sharing ridership. These Flag 4 variables are included in Model 3. 5
The Bikeways variable only becomes significant and positive when included with the 6 Precipitation Days variable, which is specific to each system and is the same for all stations 7 within a system. In this sense, the Precipitation Days variable acts as a rough ordinal variable 8 only, since there are only three possible values across the entire dataset. This effect of the 9
Precipitation Days variable in Model 1 is large relative to the other variables, but is offset by a 10 large constant term. With the combined effects of the other variables, Model 1 does a better job 11 of estimating station-level ridership within the three input systems; however, Model 1 is highly 12 sensitive to the Precipitation Days variable, and will likely not yield reasonable results if applied 13 to cities with Precipitation Days values different from those in the three input systems. Model 2 14 was developed to avoid this sensitivity to the Precipitation Days variable and other city-specific 15 effects. It still has a relatively high R 2 and contains the other independent variables, but is more 16 applicable to other contexts than Model 1. 17
The other independent variables are more robust than the Bikeways variable. Both 18
Population and Retail Jobs are positively correlated with ridership -the more population or retail 19 jobs are concentrated in the 400-meter buffer surrounding a station, the higher the ridership at 20 that station tends to be. Total Jobs and High-Income Jobs were also tested in a variety of model 21 specifications, but Retail Jobs was consistently more significantly related to ridership. The 22
Retail Jobs variable could capture the effect both of high employment density (employees 23 commuting by bike sharing) and of a high concentration of attractive retail destinations 24 (shopping, entertainment, or leisure trips by bike sharing). 25
The Alternative Commuters, Median Income, and Graduate Degree variables were also 26 positively correlated with ridership -the higher the proportion of commuters traveling by modes 27 other than driving, or the higher the median income or education of populations surrounding a 28 bike sharing station, the higher the ridership at that station tends to be. TRB 2013 Annual Meeting Paper revised from original submittal.
SUGGESTIONS FOR FURTHER RESEARCH 1
The experience of conducting this study suggests several directions for further research. First, as 2 bike sharing ridership data become available for more U.S. systems, researchers should expand 3 this analysis to include a more diverse range of systems in terms of size and context -research 4 on small towns and suburban areas is notably lacking. Furthermore, as systems mature, ridership 5 data can also be collected across a longer period. Using data beyond the first season of operation 6 would help researchers to more accurately estimate the equilibrium level of ridership. 7
Second, the spatial scale at which the demographic and built environment variables are 8 compiled could be refined. This study used 400-meter buffers for every variable except the 9 network effects variables; however, different spatial scales could be more relevant for different 10 variables. Researchers should test variables at other scales (e.g., Population within 3200 meters, 11
or Retail Jobs within 1600 meters) to examine both local station characteristics and measures of 12 the wider bike sharing environment. 13
Third, researchers could further refine the network effects variables. The current study 14 uses a simple, linear buffer at a variety of distances to capture the number of bike sharing 15 stations near a given station. Researchers could improve these variables by using network 16 analysis to account for the actual street network that pedestrians and cyclists must travel to reach 17 a bike sharing station. Bikeways and bike friendly streets could even be included in this variable 18 as weights or impedances to the network travel. These improvements would more accurately 19 reflect the accessibility of a given station to a surrounding pedestrian walkshed and to a network 20 of other bike sharing stations. 21
Finally, ridership should be explored from a longitudinal or time series perspective. The 22 use of a panel dataset, such as the one analyzed in the current project, precludes the exploration 23 of several interesting variables that have temporal components. Observations could be broken 24 down to the station-month or station-day level for longitudinal analysis. Researchers could then 25 explore issues such as the time since system launch, which might explain upward trends in 26 ridership as users adopt the program, or seasonality, including time of year, heating degree or 27 cooling degree days, and precipitation. These improvements would certainly increase the data-28 intensiveness of an already data-hungry process, but would present opportunities to study 29 additional ridership determinants, produce more accurate ridership estimates, and potentially 30 explore relationships that affect not only bike sharing ridership, but bicycling in general. 31
Longitudinal analysis would also allow researchers to explore the effects of expansions in the 32 system, such as the installation of new stations, the expansion or relocation of existing stations, 33 or the addition or removal of bikes within the system. 34 35 ACKNOWLEDGMENTS 36
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