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1. Introduction
The notion of duality plays a fundamental role in plane projective geometry. Roughly
speaking, it can be stated as follows: any result (referring to points and lines) has a dual
result obtained by replacing every reference to “point” with “line” and vice versa. For
instance, to the statement “any two lines are incident to a unique point” corresponds the
dual one “any two points are incident to a unique line”. In the same way, for a projective
plane curve C the existence of bi-tangent lines appears, by means of duality, through the
presence of ordinary double points. Also, inflexion points appear through cusps in the
dual curve.
Given a projective plane curve C defined as the set of zeros of a homogeneous polyno-
mial F (x, y, z), a classical way to compute a defining equation of the dual curve consists
of adding three variables u, v, w and then eliminating the variables x, y, z in the ideal
I(F, u− ∂xF, v − ∂yF,w − ∂zF ). But due to the number of involved variables the elim-
ination promises to be very coarse grained, and there is really no hope for this method
to handle more than very low degree curves.
Another method is given in Volcheck (1997), it consists first of computing the degree
of the dual curve by using the so-called Puiseux expansions at the singular points of the
curve, and then interpolating the equation of the dual curve (as a bivariate polynomial
obtained after dehomogenization) at a list of points whose number is fixed according to
the computed degree. Let us note that computing Puiseux expansions requires in general
an extension of the field of coefficients of the curve.
The method we present in this paper can be described as follows: we first dehomogenize
F with respect to z to obtain a polynomial f(x, y). We add a new indeterminate u
and eliminate y by computing the discriminant of the polynomial f(x + uy, y) with
respect to y. We then take the factor of multiplicity 1 in the squarefree factorization
of the computed discriminant and perform on it a suitable change of variables before
homogenizing. The computation of the required discriminant is achieved by using a well
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controlled interpolation process. One feature of our method is that no extension of the
field of coefficients of the curve is required.
1.1. outline of the paper
The paper is structured as follows: in Section 2 we give a review on duality for pro-
jective plane curves. In Section 3 the main theoretical result for the method we present
is given. Section 4 deals with the details of the different steps of the algorithm. In this
section we also answer some technical questions such as computing the linear components
of the curve, bounding the degree of the dual (needed for interpolation) and choosing the
interpolation points. Computational examples and some remarks concerning implemen-
tation are given in Section 5.
2. Basic Properties of the Duality
In this section we recall some basic properties of the duality for plane algebraic curves.
We refer to Walker (1978), Fulton (1989) and Seidenberg (1968) for any background on
algebraic curves.
Let K be a commutative field of characteristic zero and K its algebraic closure. Recall
that two non-constant homogeneous polynomials F and G with coefficients in K are
associated if there exists λ ∈ K such that G = λF . This is clearly an equivalence relation
on the set of homogeneous polynomials which is moreover compatible with multiplication.
We denote by H(K) the multiplicative semi-group of classes of homogeneous poly-
nomials with coefficients in the field K. The semi-group H(K) is in fact nothing but
the free commutative semi-group generated by the classes of irreducible homogeneous
polynomials.
Let F (x, y, z) be a squarefree element of H(K) and let us consider the rational map
defined in the projective plane P2K by
P2K −→ P2K
m 7−→ (∂xF (m) : ∂yF (m) : ∂zF (m)).
This map sends the projective curve C(F ), defined in P2K by the equation F = 0, to
a subset of P2K whose closure is a projective curve called the dual curve of C(F ) and
denoted by Cˆ(F ).
To the curve Cˆ(F ) there corresponds a unique squarefree element Fˆ ∈ H(K) such that
Cˆ(F ) = C(Fˆ ). Moreover, it is easy to verify that the duality operation commutes with
factorization, i.e. Fˆ = Fˆ1Fˆ2 whenever F = F1F2.
According to this last fact and to the fact that H(K) is a free semi-group we can
define the duality operation as an endomorphism, denoted by σ, of H(K) in the following
way: if F is any element of H(K) having F s11 . . . F srr as squarefree factorization then
σ(F ) = Fˆ = Fˆ1
s1
. . . Fˆr
sr .
The following result is classical and can be found, for instance, in Fulton (1989).
Lemma 2.1. The duality homomorphism σ is involutive and sets invariant linear poly-
nomials. On the other hand, for any projective transformation T and any F ∈ H(K) we
have
σ(F ) ◦ (tT )−1 = σ(F ◦ T ).
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3. Theoretical Results
The concern of this section is to present the theoretical arguments lying behind the
method we present for the computation of the dual curve. We first recall some definitions
and basic results on algebraic curves that will be used in the sequel.
Let C(F ) be a plane projective curve. The zeros of the ideal I(F, ∂yF ) are called the
critical points of the curve, and their projections on the (x : z) projective line are called
the critical values. Let us remark that all the singular points of the curve are critical.
Let C(G) be another projective plane curve andm = (α : β : γ) be a common point with
C(F ) which is not contained in a one-dimensional common component of C(F ) and C(G).
Without loss of generality we may suppose that γ = 1. Then the intersection number of
C(F ) and C(G) at this point is usually defined to be the multiplicity of (α : β : γ) as zero
of the ideal I(F,G). In other words, it is the dimension, as finite dimensional K-vector
space, of the localization ring (K[x, y]/I(f, g))(α,β) at the maximal ideal I(x−α, y− β),
where f(x, y) = F (x, y, 1) and g(x, y) = G(x, y, 1). This number will be denoted by
I(F,G,m).
It is a classical fact that I(F,G,m) ≥ pq where p (resp. q) is the multiplicity of m as a
point of the curve C(F ) (resp. C(G)), and the equality holds if and only if the two curves
have no common tangent line at this point. On the other hand, if f and g are monic with
respect to y and α is a root of multiplicity v of the resultant Resy(f, g) then
v =
∑
β
I(f, g, (α, β))
where β ranges over all the common roots of f(α, y) and g(α, y).
One particularly important case of intersection number is the so-called Milnor number
of a singular point m, denoted µ(F,m), which is defined as the intersection number of
the curves C(∂xf) and C(∂yf) at m.† In fact it is easy to see that at any singular point
of the curve C(F ), the curves C(∂xf) and C(∂yf) have no one-dimensional component.
Therefore, the Milnor number is well defined for any singular point.
When f(α, y) = (y− β)nf1(y) with f1(β) 6= 0 then we have the following relation (see
e.g. Leˆ, 1973):
I(F, ∂yF,m) = µ(F,m) + n− 1. (1)
The following theorem is the main result which we use to compute the dual of a
projective plane curve. It is a generalization and a more precise formulation of a result
given in Gonza´lez-Vega and El Kahoui (1996) and El Kahoui (1997). We have found a
similar result in Oka (2000), but there the curve is assumed to be irreducible and without
critical points at infinity.
Theorem 3.1. Let C(F ) be a plane projective curve given by a squarefree polynomial F
and suppose that F has no linear factors. Let u be a new indeterminate, G(u, x, y, z) =
F (x+ uy, y, z) and g(u, x, y) = G(u, x, y, 1). Then the following properties hold:
(i) the discriminant of g with respect to the variable y factors in the form
Discy(g) = c(u)`(u, x)
∏
i
(x− αi + βiu)pi+µi−1 (2)
†Here we keep the assumption γ = 1. When it is not the case then we choose another homogeneous
coordinate of m which is not zero, we dehomogenize with respect to the corresponding variable and then
we consider the curves defined by the derivatives of F with respect to the remaining variables.
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where the ((αi, βi), pi, µi)’s are the singular points, in the affine plane z = 1, of
the curve C(F ) with their multiplicities and Milnor numbers, c(u) is the content of
Discy(g) as a polynomial in the variable x, and `(u, x) is squarefree and prime with
any (x− αi + βiu).
(ii) If h(u,w) = udeg(`)`(−u−1,−u−1w) then its homogenization H(u, v, w) is a defining
polynomial of the dual curve of C(F ).
Proof. Let f(x, y) = F (x, y, 1) and write f = fd+· · ·+f0 where each fi is homogeneous
of degree i. Let [(α1, β1), p1, µ1), . . . , ((αs, βs), ps, µs)] be the list of the singular points,
in the affine plane z = 1, of the curve C(F ) with their multiplicities and Milnor numbers.
Then the singular points, with their multiplicities and Milnor numbers, in the affine plane
z = 1 of the curve C(G), viewed over an algebraic closure of K(u), are given by the list
[(α1 − β1u, β1), p1, µ1), . . . , ((αs − βsu, βs), ps, µs)].
On the other hand, let
f(x, y) =
∑
j≥pi
hj(x− αi, y − βi)
be the Taylor expansion of f at the singular point (αi, βi). Then the Taylor expansion
of g at the singular point (αi − βiu, βi) writes as
g(x, y) =
∑
j≥pi
hj((x− αi + βiu) + u(y − βi), y − βi)
and hpi((x − αi + βiu) + u(y − βi), y − βi) is its homogeneous term of smallest degree.
Since the coefficient associated to ypi in this last polynomial is hpi(u, 1) 6= 0 one has
g(αi − βiu, y) = (y − βi)pig1(y) with g(βi) 6= 0.
From this and according to the relation (1) it follows that
I(g, ∂yg, (αi − βiu, y)) = µi + pi − 1
and then the discriminant of g with respect to y factors as
Discy(g) = c(u)`(u, x)
∏
i
(x− αi + βiu)pi+µi−1
where c(u) is the content of Discy(g) as a polynomial in the variable x.
The fact that `(u, x) is squarefree and prime with any x − αi + βiu will be a direct
consequence of (ii).
(ii) Let us prove that Fˆ divides H. For this let (α : β : 1) = (α, β) be a point, in the
affine plane z = 1, of the curve C(F ) satisfying the following conditions:
(1) ∂xf(α, β) 6= 0, ∂yf(α, β) 6= 0,
(2) fd(−∂yf(α, β), ∂x(α, β)) 6= 0.
First let us remark that only finitely many points of the curve C(F ) do not fulfil these
conditions. Indeed, the polynomial F is squarefree and has no linear factor (specially
those of the form y − bz and x− cz). Thus the ideals I(F, ∂xF ) and I(F, ∂yF ) are zero-
dimensional. On the other hand, if fd(−∂yf(x, y), ∂x(x, y)) has infinitely many solutions
then the polynomial fd(−y, x) has a common factor with Fˆ = σ(F ). Since fd is the
product of linear factors we deduce that σ(F ) has a linear factor and by-product; this
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linear factor also divides F according to the fact that the duality homomorphism σ sets
invariant linear polynomials.
Let a = −(∂yf(∂xf)−1)(α, β), (α′, β′) = (α − aβ, β) and ga(x, y) = g(a, x, y). The
coefficient of ga associated to yd is
fd(a, 1) = ∂xf(α, β)−dfd(−∂yf(α, β), ∂x(α, β)) 6= 0.
This means that ga undergoes no drop in its degree with respect to y and then its discrim-
inant with respect to y is nothing but the specialization, Discy(g)(a, x), of Discy(g)(u, x)
at the value a.
On the other hand, a direct computation shows that
ga(α′, β′) = 0
∂y(ga)(α′, β′) = a∂xf(α, β) + ∂yf(α, β) = 0
and so Discy(g)(a, α′) = 0. As the point (α′, β′) is non-singular in the curve defined by
ga (because it is so for (α, β) as a point of C(F )) it turns out to be that
`(a, α′) = 0
as well. Now let us express α′ in terms of the partial derivatives of F .
Using the Euler formula for homogeneous polynomials we get the relation
α∂xF (α, β, 1) + β∂yF (α, β, 1) + ∂zF (α, β, 1) = 0,
which gives, after dividing by ∂xF (α, β, 1), the relation
α′ = −(∂zF (∂xF )−1)(α, β, 1).
We then have `(−(∂yF (∂xF )−1)(α, β, 1),−(∂zF (∂xF )−1)(α, β, 1)) = 0, and if we let
h(u,w) = udeg(`)`(−u−1,−u−1w)
and H(u, v, w) its homogenisation, we get
H(∂xF (α, β, 1), ∂yF (α, β, 1), ∂zF (α, β, 1)) = 0.
The polynomial H vanishes at all but finitely many points of the dual curve, and thus
it is a multiple of σ(F ).
Let us now prove that H and Fˆ are equal up to a constant. For this we shall find a
projective transformation which sends these two polynomials into two equal ones up to
a constant.
Let s, t be parameters and consider the change of coordinates T defined by
x = x+ sz
y = y + tz
z = z
If F1 = F ◦ T is the polynomial obtained from F after the change of coordinates T then
we know from Lemma 2.1 that σ(F1) = σ(F ) ◦ (tT )−1.
On the other hand, we have G1 = G ◦T = F ((x+ sz)+u(y+ tz), y+ tz, z) and taking
into account the invariance of resultants under translation of roots we get
Discy(G ◦ T ) = Discy(G)(x+ sz, z).
110 D. Bouziane and M. El Kahoui
We can thus choose s and t in such a way that
deg(Fˆ1) = degz(Fˆ1),
deg(Discy(G1)) = degx(Discy(G1)).
To simplify the rest of the proof we suppose that these conditions are already ful-
filled for Fˆ and Discy(G). In this case the polynomial Discy(g)(u, x) is nothing but
Discy(G)(u, x, 1) and so it is primitive as a polynomial in the variable x.
Let us prove that degx(`) ≤ deg(Fˆ ). On the one hand we have
r + degx(`) +
∑
i
µi + pi − 1 = d(d− 1),
where r is the sum of intersection numbers of C(F ) and C(∂yF ) at the points in the line
at infinity z = 0. Let us recall here that I(F, ∂yF,m) ≥ µ(F,m) + p(F,m) − 1 for any
point m of multiplicity p(F,m) and Milnor number µ(F,m).
On the other hand, it is a classical fact that
deg(Fˆ ) = d(d− 1)−
∑
j
(µ(F,mj) + p(F,mj)− 1)
where the above sum takes into account all the singular points of C(F ) in the projective
plane. This gives degx(`) = degz(H(x, y, z)) ≤ deg(Fˆ ) = degz(Fˆ ), and then Fˆ equals H
up to a constant, since Fˆ divides H and H is primitive as a polynomial in the variable
z. In particular, the polynomial H, and so `, is squarefree.
Now we go back to prove that ` is prime with any x−αi+ βiu. In fact, if x−αi+ βiu
divides `(u, x) then w+αiu+βiv divides H(u, v, w). By duality we deduce that z+αix+
βiy divides F (x, y, z), and this contradicts the fact that F has no linear factors. 2
According to the previous theorem we can compute the dual of a curve C(F ) in the
following way: after removing the linear factors of F we consider the remaining factor,
say F1, and compute the discriminant Discy(f1(x + uy, y)) where f1(x, y) = F1(x, y, 1).
We then take the factor of multiplicity 1 in the squarefree decomposition of Discy(f1(x+
uy, y)), remove its content as a polynomial in x and perform on the remaining polynomial
the transformations specified in Theorem 3.1 to finally get the equation of the dual curve.
This method, at least in its actual presentation, is nowhere near practical. This is
mainly due to the costly computation of Discy(f(x+uy, y)). In fact for a given squarefree
degree d polynomial F the polynomial f(x+uy, y) has degree d with respect to y and its
coefficients with respect to this variable are in general polynomials of degree d in terms
of the variables u and x. In such a situation, a direct computation, within a reasonable
time and space, of the discriminant Discy(f(x+ uy, y)) is possible only for small degrees
(up to 5 or 6).
To overcome this drawback we opt for an indirect method provided by interpolation
for computing Discy(f(x+ uy, y)). But then we need to compute the degree of the dual
curve before achieving this task. This concern, among others, will be the aim of the next
section.
4. The Algorithm
In this section we describe our algorithm for the computation of the dual of a plane
curve C(F ) given by a squarefree polynomial F . Roughly speaking, the algorithm consists
mainly in the three following steps:
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• Compute and remove in F the linear factors.
• Compute, or merely bound, the degree of the dual curve.
• Interpolate `(u, x) through suitably chosen values of u.
This section is divided into four subsections, the first three describe the main steps and
the last one gives a precise pseudo-code description of the algorithm.
4.1. computing the linear factors
The main idea we use to compute the linear factors of the squarefree polynomial F
is the following: any non-singular point lying in a linear component of the curve C(F )
is an inflexion point. Thus, in order to compute the linear factors of F we only need to
compute the defining polynomial of the one-dimensional component of the curve which
consists of inflexion points.
Let us recall that the Hessian of F is the polynomial H defined as the determinant of
the matrix 
∂2x2F ∂
2
xyF ∂
2
xzF
∂2xyF ∂
2
y2F ∂
2
yzF
∂2xzF ∂
2
yzF ∂
2
z2F
 .
It is a classical fact that a non-singular point m of C(F ) is an inflexion if and only
if H(m) = 0 (see e.g. Seidenberg, 1968, p. 68). Therefore, by computing the greatest
common divisor R of F and H we obtain a factorization of F in the form
F = RF1
where R is a product of linear factors and F1 has no linear factor. This solves the question
of computing the linear factors of the polynomial F .
4.2. computing the degree of the dual curve
Let F ∈ K[x, y, z] be a homogeneous squarefree degree d polynomial having no linear
factors, and let f(x, y) = F (x, y, 1).
Suppose that we have found a value η ∈ K of u such that g(η, x, y) has degree d with
respect to y and its discriminant Discy(g(η, x, y)) keeps the factorization given by (2), i.e.
the roots αi−ηβi are pairwise distinct, the polynomial `(η, x) is squarefree and does not
have any αi − ηβi as root. In this case, the squarefree factorization of Discy(g(η, x, y))
gives a bound of the degree of the dual curve. Indeed, if
Discy(g(η, x, y)) = L(x)
∏
j
δ
qj
j
where L is squarefree and qi ≥ 2 then we have the bound
deg(Fˆ ) ≤ d(d− 1)−
∑
j
qj
and the equality holds in the case where the curve has no critical points in the line at
infinity z = 0.
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Thus the question of bounding the degree of the dual curve can be reduced to find
a value η of u such that the discriminant of the polynomial g(η, x, y) with respect to
y keeps the factorization (2) after specialization. This will be accomplished by giving
explicitly the geometric conditions on the curve that should be fulfilled in order to have
such factorization of the discriminant.
Definition. An affine plane curve C(f) is said to be in the generic position with respect
to the projection on the x-axis if the following conditions hold:
(i) deg(f) = degy(f),
(ii) two distinct critical points of C(F ) have distinct x-coordinates,
(iii) at any singular point (α, β) the vertical line x− α = 0 is not tangent to the curve
C(f),
(iv) at any inflexion point (α, β) the line x−α = 0 is not tangent to the curve C(f), i.e.
∂2y2f(α, β) 6= 0.
The conditions of the previous definition are closely related to the factorization of
the discriminant given by (2). Indeed, the first condition means in our case that the
discriminant of f(x + ηy, y) with respect to y is obtained by substituting η to u in the
polynomial Discy(g). The second one means that the multiplicity of any root α of the
discriminant is due to only one critical point of the curve (there is no superposition
of multiplicities). The third condition means simply that any singular point (α, β) of
multiplicity p and Milnor number µ confers to α the multiplicity µ + p − 1 as a root
of the discriminant. Finally, the fourth condition expresses the fact that only singular
points can generate multiple roots of the discriminant. In other words, among the curves
defined by f(x + ηy, y), with η ∈ K, those which are in the generic position are exactly
the ones whose discriminant with respect to y satisfies the desired factorization. Before
explaining how the generic position is obtained we need to recall the following notion.
Definition. Let A be a commutative ring with identity and p, q be two polynomials in
A[y]. We say that p and q have a well-defined gcd over A if there exist polynomials r,
p1, q1, u, v ∈ A[y] such that p = p1r, q = q1r and up1 + vq1 = 1.
We turn now to explaining how the generic position is obtained. Of course in this
concern it is no matter to completely specify the critical points of the curve. In particular,
no irreducible factorization of the discriminant will be needed, but merely a factorization,
obtained by using a well-controlled univariate polynomial gcd’s computation, that enables
us to handle, at the same time, all the critical points having the same multiplicity. More
precisely we have the following.
Proposition 4.1. Let f ∈ K[x, y] be a squarefree polynomial of degree d. Then the
following are equivalent:
(i) the curve C(f) is in the generic position,
(ii) the polynomial f is of degree d with respect to y, and its discriminant with respect
to y factors as
Discy(f) = L
∏
i
δqii
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such that:
(1) the polynomials L and the δi’s are squarefree and pairwise co-primes,
(2) for any i the polynomials f and ∂yf , viewed as polynomials in y with coefficients
in the tower K[x]/I(δi), have a well-defined gcd given by a polynomial of the
form (y − φi(x))i,
(3) for any k + l ≤ i the polynomial δi divides ∂k+lxkylf(x, φi(x)).
Proof. First let us point out that it is always possible to factor the discriminant Discy(f)
as
Discy(f) = L(x)
∏
i
δi(x)qi
such that:
— the polynomials L and the δi’s are squarefree and pairwise co-prime,
— over any tower K[x]/I(δi) the polynomials f and ∂yf have a well-defined gcd given
by a monic polynomial of degree i.
An efficient way to carry out this decomposition is to use subresultant theory (see e.g.
Collins, 1967; Loos, 1982; Gonza´lez et al., 1990; Ducos, 2000; Lombardi et al., 2000;
von zur Gathen and Luking, 2000).
Let Srd−1, . . . ,Sr0 be the subresultant sequence of f and ∂yf , viewed as polynomials
in y with coefficients in K[x], and write
Sri(y) = sriyi + sri,i−1yi−1 + · · ·+ sr0.
The polynomial sr0 is nothing but the discriminant of f with respect to y.
Using the properties of the subresultant sequence the desired factorization is then
achieved in the following way: we factor the discriminant as
Discy(f) = L(x)θ(x)
where L is squarefree and θ has all its factors of multiplicity ≥ 2.
Let δ be the maximal squarefree factor of θ and let us perform the following gcd’s
computations:
Φ1 = δ
Φ2 = gcd(Φ1, sr1) δ1 =
Φ1
Φ2
Φ3 = gcd(Φ2, sr2) δ2 =
Φ2
Φ3
Φ4 = gcd(Φ3, sr3) δ3 =
Φ3
Φ4
...
....
The previous gcd’s computations show in particular that the pairs (δi, sri) are co-primes
and so the polynomials f and ∂yf have a well-defined gcd, over the tower K[x]/I(δi),
which is nothing but the subresultant Sri. To make this last polynomial monic with
respect to y we first compute a Be´zout identity uδi + vsri = 1 of the pair (δi, sri) and
take fi = vSri + uδiyi.
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As soon as the desired factorization is obtained we can check whether the curve is in
the generic position using once again gcd’s computations. Indeed, the second condition
of the generic position, namely the fact that above any root of Discy(f) lies exactly one
critical point, reduces to verify that each fi equals (y +
ci(x)
i )
i where ci is the coeffi-
cient of degree i − 1 of fi. The fourth condition, meaning that only singular points can
confer multiple roots to the discriminant, is expressed by requiring each ∂xf(x,− ci(x)i )
to be a multiple of δi. Finally, the third condition relative to the non-existence of vertical
tangent lines at the singular points means that the roots of δi must be the projections of
singular points of multiplicity i+ 1. This is expressed by requiring ∂k+l
xkyl
f(x,− ci,j(x)j ) to
be a multiple of δi,j for any k + l ≤ i. 2
The algorithm induced by the proof of the previous proposition is an improvement of
the one given in Gonza´lez-Vega and El Kahoui (1996) and El Kahoui (1997). It consists of
trying, one after the other, several values of u by performing the computations indicated
in the proof until a good one is found. It is very easy to implement, and it runs very
efficiently. In general, the first value tried is okay, i.e. the curve C(f) is already in the
generic position. From the theoretical complexity point of view, it is proven in Gonza´lez-
Vega and El Kahoui (1996) that no more than d4+1 values of u will be tried, and hence
the algorithm is polynomial.
4.3. the interpolation step
We turn now to the last step which consists of interpolating the polynomial `(u, x). If
N is the computed bound of the degree of the dual curve then we need to find N + 1
values ηi of u and compute for each ηi the polynomial `(ηi, x). A first value is given by
the one computed for ensuring the generic position and bounding the degree of the dual
curve. The other values will be chosen in such a way that g(ηi, x, y) is of degree d, i.e.
fd(ηi, 1) 6= 0, and `(ηi, x) is squarefree. To find such points suppose that we have the
degree of `(u, x) with respect to x. Then a given point η, with fd(η, 1) 6= 0, sets squarefree
the polynomial `(η, x) if and only if the degree of the polynomial of multiplicity 1 in the
squarefree decomposition of Discy(g)(η, x) equals degx(`). Thus, the problem is reduced
to compute the degree of ` with respect to x.
Proposition 4.2. Suppose that the curve C(f) is in the generic position and let Discy(f)
= L(x)
∏
i δ
qi
i with qi ≥ 2. Then degx(`) = deg(L).
Proof. Let η be a value of u such that Discy(g)(η, x) drops in degree. Since Discy(g) =
c(u)`(u, x)
∏
i(x− αi − βiu) this drop occurs for the polynomial `.
On the other hand, according to Be´zout theorem the curve C(g(η, x, y)) has exactly
d(d−1) critical points in the projective plane. Thus the drop in degree for the discriminant
means that a critical point has escaped to infinity.
Since the critical points at infinity of the curve C(g(η, x, y)) are the zeros of the ideal
I(fd(x+ ηy, y), ∂xfd(x+ ηy, y), ∂yfd(x+ ηy, y)) the only possibility is that one of these
critical points has more multiplicity than expected. According to equality (1) x must
be a factor of the polynomial fd(x + ηy, y). Thus a drop in degree, with respect to x,
for the discriminant is always a consequence of a drop in degree, with respect to y, for
f(x+ ηy, y).
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Now if C(f) is in the generic position then there is no drop in degree for the discrimi-
nant. Moreover, the fact that in this case the polynomial L(x) = c(η)`(η, x) is squarefree
gives the equality deg(L) = degx(`(u, x)). 2
4.4. description of the algorithm
We are now able to give a pseudo-code description of our algorithm.
Algorithm 1
Input : A homogeneous polynomial F ∈ K[x, y, z] of degree d.
Output : A squarefree homogeneous polynomial H defining the dual of the curve C(F ).
Begin
– Compute the squarefree part F1 of F .
– Compute Hess(F1) and R = gcd(F1,Hess(F1)), and let F1 = RF2.
– Set f2(x, y) = F2(x, y, 1), find an integer η such that C(f2(x+ ηy, y)) is
in generic position.
– Compute the squarefree factorization
Discy(f2(x+ ηy, y)) = L(x)
∏
i
δi(x)qi
and let degx = deg(L), N = deg(F2)(deg(F2)− 1)−
∑
i qi deg(δi).
– Set listpoints := [η], listvalues := [L(x)], j = 0.
While length(listpoints) < N + 1 Do
If deg(f2(x+ jy, y)) = deg(f2) and j 6= η Then
Compute the squarefree decomposition
Discy(f2(x+ jy, y)) = Lj(x)
∏
i
δi,j(x)qi,j ;
If deg(Lj) = degx Then
listpoints := listpoints ∗ j; listvalues := listvalues ∗ Lj ; j := j + 1;
Else
j = j + 1;
EndIf
Else
j := j + 1;
EndIf
EndWhile
– Compute the polynomial `(u, x) that interpolates the values of listvalues
at the points of listpoints and compute its content c(u) with
respect to the variable x and let ` :=
`
c(u)
.
– Set h(u,w) = udeg(`)`(−u−1,−u−1w) and H(u, v, w) its homogenization.
– Return (R(u, v, w)H(u, v, w));
End
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By analysing step by step the previous algorithm the following facts arise:
(i) No extension of the ground field K is involved,
(ii) gcd’s computation is the basic algebraic operation used in the algorithm. Moreover,
the number of gcd’s computations and the maximal degree of the involved polyno-
mials are polynomially bounded in terms of the degree of the input polynomial.
This shows that the algorithm is polynomial and requires no extension of the ground
field.
5. Examples
For experimentations we have used Maple 7 under Windows on a Pentium III 450 MHz
PC with 256 MB of memory.
Example 5.1. (A Curve with Only Cusps as Singularities)
f1(x, y) = 410758000 y10 + 3675936000 y9 + (14842948128 + 4876704800x2)y8
+(35672346720 + 40221704736x2)y7
+(144200298960x2 + 56631319416 + 22368706168x4)y6
+(157736155248x4 + 62216277552 + 293846693472x2)y5
+(−214424844608x6 + 372561260544x2 + 441926174880x4 + 48046216608)y4
+(301123992312x2 − 884758182360x6 + 637162982856x4 + 25833771288)y3
+(151574198724x2 + 501921852714x4 − 1357241390076x6
− 3078456772105x8 + 9283318551)y2 + (−914862298896x6 + 205578664200x4
+43451514288x2 + 2018032380− 6425445718692x8)y
+5431439286x2 + 201803238− 9127158539954x10
− 3212722859346x8 − 228715574724x6 + 34263110700x4.
The curve C(f1) has degree 10 and 26 cusps (it is a projective transformation of a curve
given as an example in van Hoeij (1994). For curves of degree 10 this is the largest number
of cusps according to the Plu¨cker formulae. It has no other singularities.
For this curve the running time computation is 72 s. The first step, namely computing
the linear factors of f1, shows that it has no such factors. The second step, which consists
of putting the curve in the generic position and finding a bound on the degree of the
dual curve, takes 11 s. The algorithm returns
x = x+ y
y = y
as the linear change of coordinates that ensures the generic position, and 12 as the bound
for the degree of the dual. Thus, we need 13 points of interpolation in order to compute
the equation of the dual. The rest of the time is mainly taken up by the interpolation
step, and 15 potential interpolation points have been tried in order to find the 13 needed
points. The algorithm finds a degree 12 curve as the dual.
Example 5.2. (The Klein Quartic) The Klein quartic is given by the equation
xy3 + yz3 + zx3 = 0.
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Using our algorithm the dual of Klein quartic curve is computed within less than 1 s and
we find a degree 12 curve given by the equation
−27 z10x2 + 4x9z3 − 42x5zy6 − 27x10y2 + 4x3y9 + 282x7z2y3 − 27 z2y10
+ 282x2z3y7 − 651x4z4y4 − 42x6z5y − 42xz6y5 + 282x3y2z7 + 4 z9y3 = 0.
Applying our algorithm to this last equation we find, as expected, the Klein quartic as
dual in just under 80 s.
We have also tried our algorithm for some non-singular curves of degree 10. Note that
in such cases the expected degree of the dual curve is 90. For the examples we have tried
the computation time is around 1000 s. As far as we know there is actually no algorithm
which is able to handle such cases.
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