The advances of digital arithmetic techniques permit computer designers to implement high speed application specific chips. The currently produced digital circuits have demonstrated high performance in terms of several criteria, such as, high clock rate, short input/output delay, small silicon area, and low power dissipation. In this paper, we implement several sinusoidal generation methods to optimize their performance and output using advanced digital arithmetic techniques. In this paper, the implementations of advanced digital oscillator structures with and without pipelining are proposed. The synthesis results of the implementation with pipelining have proven that it is superior to other sinusoidal generation methods in terms of the maximum frequency and signal resolution. Hence, this method is used in the design of the proposed digital oscillator chip.
Introduction
A sinusoidal oscillator can be designed using analog or digital components. The sinusoidal parameters such as the frequency, amplitude and phase, are easier to control in digital oscillators than in analog ones. On the other hand, the amount of harmonic distortion in digital oscillators is higher than that in analog ones. This is obviously attributed to the resulting quantization error and digital arithmetic round-offs.
Digital sinusoidal oscillators are used in many applications, including communications, music synthesis, control, radar, and several digital signal processing applications. As the design and fabrication of digital integrated circuits are getting very systematic and relatively simple, the choice of the digital approach for sinusoidal oscillators has become very desirable.
The development of high speed digital signal processing units is very important in the implementation of real-time applications. This paper uses advanced digital arithmetic techniques along with advanced hardware design techniques to produce high-speed, high-frequency and digital oscillator chips. The organization of the paper will be as follows. Section 2 presents the motivation for this work, Section 3 discusses some of the approaches used in the design of digital oscillators, Section 4 introduces the number representation used, Section 5 presents some digital oscillators found in the literature, Section 6 analyses the oscillators used, Section 7 gives the implementation and results, and Section 8 concludes the paper.
Motivation
In the fields of communications, digital signal processing, and digital image processing, which are known to be computationally intensive, the performance of an implementation is decided by the efficiency of the critical arithmetic operations. Like most DSP applications, the performance of a digital oscillator is highly dependent on the efficiency of the multiplication unit. In other words, the optimization of the multiplication algorithm is critical in the implementation of the digital sinusoidal oscillators; especially, when the design is based on recursive algorithms.
In this paper, we will work on two issues to implement an efficient digital oscillator. In the first, we will device a methodology to implement a very fast multiplier, a critical component of the digital oscillator. In the second, we propose pipelined implementation of the entire design to enable a fast clock rate.
where T S is the time interval between consecutive samples of the generated sinusoidal signal, and f the desired frequency. The value of T S determines the maximum frequency of the digital oscillator chip, that is   s f  1 s T . The generated sinusoidal signal is represented in a discrete form with a number of samples per cycle that is given by 2π N 
 Combining (6) and (7), the number of samples can also be expressed as
The above equations show that the frequency of the generated sinusoidal signal has a linear relationship with the maximum frequency of the digital oscillator.
Fixed-Point Number Representation and Fraction Manipulation
Some of the commercially available digital signals processing units have no hardware support for floating-point arithmetic, usually called Floating Point Unit (FPU), due to the cost limitation. Instead, they use software emulation for the implementation of floating-point operations. This can significantly limit the rate at which iterative real-time applications can execute. The cost of digital operations and the simplicity of the arithmetic design are highly affected by the choice of the numbering representation system. The fixed-point number representation is typically used when the hardware cost, speed, and hardware complexity are considered in the implementation of DSP processing units [3] .
It should be noted that any digital arithmetic operation using fixed-point representation can be performed as integer digital arithmetic operation. This significantly improves the execution speed of the digital signal processing units and alleviates the software complexity due to software emulation used for implementing floating-point operations. On the other hand fixed-pint arithmetic suffers from the quantization error due to the finite-precision representation. However, in most digital signal processing application, such as digital oscillators and digital filters, the data and coefficients can be scaled to reduce the effect of the quantization error on the accuracy of the implemented systems [11] .
In this study, we have chosen the sign-magnitude fixed point number representation for the implementation of the digital oscillator. It has been shown that the hardware implementation of sign-magnitude fixed point number representation is required less area compare to 1's complement or 2's complement [11] . This can be clearly seen that only one inverter is required to generate a negative number.
The format of the number representation, which is shown in Figure 1 , is composed of a sign bit, I bits for the integer part, and F bits for the fraction part.
The number of fraction bits determines the upper and lower bounds of both the frequency range and the total harmonic distortion of the implemented oscillator as will be shown later.
Digital Arithmetic Techniques and Related Work
The multiplication is a basic arithmetic operation in almost all digital signal processing applications. Digital signal processing systems require hardware multipliers to implement DSP algorithms efficiently. The speed of the multiplier directly impacts the speed of the digital processing units [12] [13] [14] .
There are many fast multipliers in the literature that can be used in the design of an efficient digital oscillator [11, [15] [16] [17] [18] . Regardless of the multiplication method, the basic operation of a multiplication algorithm is the addition. In this section we consider the most common adder structures. To further optimize the addition operations of a multiplication, multi-operand addition techniques are used [19] .
Carry Save Adder (3:2 Adder/3:2 Counter)
The Carry Save Adder (CSA) is classified as a redundant number system adder. The CSA Adder is used to add more than two numbers-binary vectors-together, say x, y, and z, and generate two binary numbers-vectorssuch that
. This addition can be done in O(1) time, since the carry bits are saved in the C vector and no carry propagation is required. The result of the multi-operand addition can be obtained by adding the finial binary vectors   S C together using a conventional number system adder like the carry look-ahead adder.
The full adder (FA) can be thought of as a 1-bit CSA, as shown in Figure 2 [14, 19] .
4:2 Compressor
The "4-2 carry-save module" was proposed in [20] . It contains a combination of FA cells, which are interconnected to generate the output signal faster than the traditional CSA Adder, 3:2 Adder. The structure actually compresses five bits (input signals) into three bits (output signal); however, it is connected in such a way that four of the inputs are coming from the same bit position and one from the preceding bit position (known as carry-in, C in ). The output of such a 4:2 Compressor consists of one bit in the succeeding bit position (known as carry-out, C out ) and two output bits in the same bit position. The basic 4:2 Compressor structure is depicted in Figure 3 .
This Compressor is widely used in a multiplier unit, since it compresses four partial product bits into two bits, and produces one carry bit. The structure of the compressor reduces the number of partial product bits by one half at each stage. The speed of such a 4:2 Compressor is represented by the speed of three XOR gates in series [15, 21] .
Multiplier Design
The digital arithmetic multiplication techniques can be divided into three stages: partial products generation stage, partial products summation stage, and the final addition stage. In this section we explain different implementations for the second stage. The second stage is the most critical in the determination of the overall speed of the multiplier. In this stage we can use one of multi-operand addition techniques (Linear tree, Wallace tree, and Compressor tree) to design a multiplier with the minimum area and a low latency. The final stage; however, is an addition using one of the fastest conventional adders, such as the carry look-ahead adder [11] .
Array of Full Adder (FA)
In the multiplier, an array of FA's is used to add the partial products. The multiplier (X) and multiplicand (A) are CS unsigned integers with the same word-length, n bits. The product requires 2n bits to be represented, as shown in (9) (We refer to such multiplication by n-by-n multiplication).
Linear Carry-Save Adder (CSA) Tree
The multiplier generates partial products using the modified Booth's recoding algorithm proposed in [14] . The generated partial products are summed up using Linear Carry-Save Adder Tree (LCSAT) as shown in Figure 4 .
In each level, we generate two bits of the final product result. The Carry Look-ahead Adder (CLA) is used in the final stage to generate the remaining bits of the result [11] .
Wallace CSA Tree
In the multiplication operation, the addition of the partial products is the most time consuming process. We present a multi-operand addition technique to handle the procedure of repetitive addition, which is referred to as the Wallace tree, illustrated in Figure 5 . A Wallace Tree is composed of (3, 2) counters [14] . It achieves the highest degree of parallelism with a delay that grows with
. Traditionally, Wallace Trees were not embraced by designers, because they are much harder to design and layout due to their irregular structures [11, 14] .
Compressor Tree
The 4:2 Compressor Tree has a more regular structure than the ordinary CSA tree. It is made of "3:2 Counter" counters, as the partial products are added up in the form of a binary tree. The compressor structure can be extended to the wanted number of partial products by creating a new structure or combining some existing ones.
In [16] [17] [18] , the proposed algorithms differentiate between the fast and the slow inputs and outputs of the 3:2 CSA counter. Moreover, the 4:2 Compressor adders were used in the partial product summation tree, so as to reduce the delay of the parallel multipliers.
Digital Oscillator Analysis and Related Work
The most common methods to generate sinusoidal signals are the recursive methods using a second-order difference Equation (1). It has been shown in [1-10] that using recursive method, it is difficult to generate a given desired frequency, and this difficulty increases as the desired frequency is reduced where the sensitivity and round-off errors increase by reducing the frequency. Many of recursive digital oscillators have been proposed in literature to increase the range of frequency that can be generated and to reduce the effect of round-off errors. These digital oscillators can be classified into the following:
The direct-form oscillator is a single output oscillator that generates a sinusoidal signal using a second-order difference Equation (1) suffers from a round-off quanti-zation error. The use of recursive methods increases the impact of this error on the output accuracy in the worst case, the quantization errors may accumulate to undesired levels, leading to major discrepancy between the generated output and the ideal output.
To improve the output signal generated from the direct-form oscillator is a single output oscillator, the feedback circuit of the first or second order is used to reduce the effect of the round-off error and increase the number of samples of the generated sinusoidal signal. The feedback circuit has improved the generated sinusoidal signal by reducing the amount of noise in the generated signal [3] .
The Multiple-Output Direct-Form Digital Oscillator generates sine and cosine waveforms, namely
, with a stable amplitude and fixed phase shift π 2 e . The multiple-output direct-form digital oscillator suffers from a round-off quantization error; the round-off error can be reduced by using a second order error feedback as shown in [4] .
The combined digital oscillator depends on combining both oscillators that are capable of generating both the real (cosine) and imaginary (sine) components of the sinusoidal signal  j . It should be emphasized that each oscillator in the combined digital oscillator can generate sinusoidal signals independently from the other oscillator. In other words, the amplitude and frequency of each oscillator output can be designed separately.
The combined digital oscillator is capable to generate sinusoidal signals with lower frequencies compared to the multiple-output direct-form oscillator. This implies that the generated signal from the combined digital oscillator has more samples than the generated signal from individual multiple-output direct-form oscillator. It should be emphasized that the multiple-output direct-form oscillators that are used to build the combined digital oscillator have no error feedback circuits [5] .
An enhancement on structure of combined digital oscillator has been introduced in [6] as shown in The complex digital oscillator with integrator structure consists of two digital integrators and two multipliers, arranged in a closed-loop fashion proposed in [7] . The gains for the integrators and multipliers coefficient values have been equivalently distributed over the whole structure of the digital oscillator to increase the frequency resolution and simplify the implementation of the structure. The proposed structure has a quantization error that is less than that of the direct-form digital oscillator. The real and imaginary components (the cosine and sine) of the signal  j are generated. The linear relationship between the generated frequency of sinusoidal signal and the maximum operation frequency of digital oscillator chip has been proven in [10] , the combined digital oscillator of the multiple-output direct-form oscillator is proposed. The generated frequency values are expressed by:
where clk f represents the maximum operating frequency. It is shown in (12) that the generated frequency and the maximum frequency are linearly related.
Hardware Implementation and Results
The digital oscillator structures discussed in the previous section is described in VHSIC hardware description language (VHDL) [22, 23] . To validate the functionality of these oscillators, we have simulated their implementations using the Mentor Graphic simulation tool Model Sim [24] . After simulation, we synthesized the structures using the Xilinx synthesis tool. The Synthesis process takes the conceptual VHSIC Hardware Description Language (VHDL) design definitions, and generates the logical or physical representation for the targeted silicon device. The FPGA implementation using VIRTEX-5 family was chosen for the synthesis process [25] .
The Use of Pipelining
Pipelining is an advanced hardware technique that, in most cases, significantly improves the performance of digital arithmetic units. The cost of pipelining is usually embedded in the inter-stage buffers (registers). The performance gain is attributed to the large throughput obtained by breaking up the computation path over multiple logic stages with shorter latencies. This enables a faster clock rate but at the expense of a higher hardware complexity [26, 27] .
Synthesis Parameters
The following synthesis metrics are considered. Tables (LUTs) and Flip-Flops. This grid is arranged into slices.
The Sign-Magnitude Multiplier Implementation and Synthesis Results
The multiplication algorithms have been studied in details for four fast multiplier schemes in terms of the maximum combinational path delay and the number of slice LUTs. Tables 1 and 2 summarize the results for different multiplier schemes. The synthesis results (Figure 7) show that the Com- pressor tree and the Wallace tree multipliers are superior to the other multipliers in terms of the maximum combinational path delay for large number of bits. It is also shown that the Compressor tree multiplier slightly outperforms the Wallace Tree multiplier. Figure 8 shows that increasing the number of bits results in an increase in the number of slice LUTs. This increase is due to the need for a larger input/output look-up table when the number of bits is increased. Approximately all multiplier schemes require almost the same number of slice LUTs.
The Compressor tree multiplier has been used in implementing all the digital oscillator structures. It outper- forms all other multiplier schemes in terms of the maximum combinational path delay without a significant increase in the number of slice LUTs. The next section presents some digital oscillator implementation using the Compressor tree multiplier.
Digital Oscillator Implementation and Synthesis Results
The implementation of the four recursive digital oscillators mentioned earlier is presented in this section. Some digital oscillator structures are implemented with a second-order error feedback as proposed in [3] . The error feedback is introduced to alleviate the quantization error and increase the number of samples per cycle. This will be further explained in the simulation section.
To distinguish between the digital oscillator structures, we give name them as follows.  Single-output oscillator: It produces a single output.
If feedback is employed, it will be called "singleoutput oscillator with feedback", and if pipelining is employed it will be preceded by the word "pipelined". The main structure of this oscillator was proposed in [3] .  Multiple-output oscillators: They are based on the digital oscillator structures proposed in [5] . This oscillator can also be constructed with error feedback or without error feedback and with or without pipelining.  Basic combined oscillator: It is based on the oscillator proposed in [6] . This oscillator can be constructed using two symmetric multiple-output oscillators.  Basic complex oscillator and advanced complex oscillator: They are based on the oscillators proposed in [7, 9] , respectively. Similarly, if pipelining is used these digital oscillators will be called "basic complex pipelined oscillator" and advance complex pipelined oscillator, respectively.  Advanced combined oscillator: It is it constructed using a single modified multiple-output oscillator structure, arranged with a finite-state machine [10] . This oscillator can have the same variations as in the basic digital oscillator.
The pipeline structures for all the digital oscillators mentioned earlier are proposed in this paper. The digital oscillator structures with pipelining are compared with the digital oscillator structures without pipelining for all digital oscillator combinations. The digital oscillator structures are implemented with different word-size: 8, 16, and 32 bits. Figure 9 shows the value of maximum frequency for different digital oscillator structure types with different word sizes. From these results, we can deduce the following.  As number of bits is increased, the maximum frequency of each of the digital oscillator structures is decreased.  The pipelined oscillator structures have higher maximum frequency than the non-pipelined structures.  Considering the pipelined versions of all digital oscillator structures (except the basic and advanced digital oscillator), the maximum frequency of the digital oscillator without error feedback is slightly higher than that of the digital oscillator with error feedback. Figures 10 and 11 show the number of slice register and the number of fully used bit slices for different oscillator structures, and for different number of bits, respectively. Figures 10 and 11 imply the following.  Both the number of fully used bit slices and the number of slice registers show the same behavior for the different oscillator structures.  As the number of bits is increased, the number of fully used bit slices of all digital oscillator structure types increases. This is also true for the number of slice registers.  All pipelined oscillator structures have higher numbers of fully used bit slices than the non-pipelined oscillator structures. This is also valid for the number of slice registers. This is a natural consequence of the use of pipelining, as it requires extra inter-stage registers. Figure 12 shows the number of slice LUTs versus the different oscillator structure and for different number of bits. We can deduce the following.  As number of bits is increased, the number of slice LUTs of all digital oscillator structures is increased. This is also valid for the number of slice registers.  The pipelining does not affect the number of slice LUTs in all oscillator structure for all word sizes.  The number format is (s, 1, 7) , that is, seven bits for the fraction part, one bit for the integer part, and one bit for the sign.  The multiplier coefficient 2cos is determined using 2 . The generated number of samples is less than the expected theoretical number of samples due to the quantization error. Figure 14 shows the sinusoidal signal generated by the single-output direct-form digital oscillator with 2 nd level error feedback. The sinusoidal signal has a number of samples that is approximately equal to theoretical umber of samples. The sinusoidal signal generated by the advanced combined digital oscillator is shown in Figure 15 . The multiple-output direct-form digital oscillator is used to generate a sinusoidal signal with the following parameters:  Multiplier coefficient 2cos : It is computed using cos 7   . The theoretical value for both , 
Conclusions
We have utilized advanced architecture and arithmetic techniques to implement digital oscillator.
The synthesis results have shown that the pipelined uctures are superior in terms of the maximum frequency when compared with the non-pipelined ones. This has led to a significant enhancement of the generated sinusoidal signal in terms of the frequency and number of samples per cycle.
The simulation results of osci ave own that the combined digital oscillators proposed in [10] have produced sinusoidal signals with a large number of samples in comparison with the other digital oscillators. This makes the combined digital oscillator structure proposed in [10] the preferable digital oscillator structure among all digital oscillator structures.
It is to be noted that our work is sensitive to th etic algorithms used. Thus, if faster arithmetic algorithms are proposed, new implementations for digital oscillators should be devised.
