This paper considers TCQ and LDPC codes for the quadratic Gaussian Wyner-Ziu problem. After TCQ of the source input X, LDPC codes are used to implement Slepian-Wolf coding of the quantized source input Q(X)
Introduction
Wyner-Ziv coding [l] refers to lossy source coding with side information (SCSI) at the decoder. It is more general than the Slepian-Wolf coding [2] problem of lossless SCSI. Driven by a host of emerging applications (e.g., sensor networks), distribut.ed source coding, Le., Slepian-Wolf coding, Wyner-Ziv coding and various other forms of multiterminal source coding [3], has recently become a very active research area ~ 30 years after Slepiau and Wolf laid its theoretical foundation in 12).
Wyuer-Ziv coding usually suffers rate loss when compared to lossy coding of source X when the side informat,iou Y is available at both the encoder and the
decoder (see for example the binary Wyner-Ziv p r o h lem in [l] and the code design for this problem in [4]).
One exception is when X and Y are jointly Gaussian with AISE measure. There is no rate loss' with Wyner-'Work supported by the NSF, ARO and ONR 'Pradhan et 01. 151 recently extended the no rate loss con-0-7803-8104-1/03/$17.00 02003 IEEE Ziv coding in this quadratic Guassian case we consider, which is of special interest in practice hecause many image and video sources can he modeled as jointly Gaussian (after mean subtraction).
Because we are introducing loss/distortion to the source with Wyner-Ziv coding, source coding is needed to quantize X. Usually there is still correlation remaining in the quantized version .Q(X) and the side information Y , channel coding (e.g., Slepian-Wolf coding) should he employed to exploit this correlation to reduce the rate from H ( Q ( X ) ) to H ( Q ( X ) I Y ) . Thus, Wyner-Ziv coding is a source-channel coding problem.
There is quantization loss due to source coding and binning loss due to channel coding. In order .to reach the Wyner-Ziv limit, one needs to employ both source codes (e.g., TCQ [6] ) that can get close to the ratedistortion function and channel codes (e.g., turbo [7] or LDPC codes [8]) that can approach the SlepianWolf limit. In addition, the side information Y can he used in jointly decoding and optimally estimating X at the decoder to help reduce the average distortion E[d(X,X)], especially at low rate.
[9] first outlined some constructive mechanisms for quadratic Gnassian Wyner-Ziv coding using a pair of nested lattice codes. Servetto [lo] proposed explicit nested lattice constructions based on similar sublattices for the high correlation case. Research ontrellis-based nested codes as a way of realizing high-dimensional nested lattice codes has just started recently [4, 11, 12, 131.
Source and channel codes of about the same dimension are utilized in nested lattice [lo] To avoid the compression inefficiency of bo due to the suboptimality in estimating LLR(boJY), we employ 2-D TCVQ to make the rate of bo fractional when the target bit rate is low (e.g., one his). In this case, bo is directly transmitted without compression.
With bo available at the decoder, the coset index sequence C of all samples is known. Thus operation of the Codeuronl Estimator can be sample based instead of block based. In Section 3, we will look deeper into TCQ, extract key information from it, and combine it with the side information Y at the decoder. Q ( X ) -X and Z are independent Gaussian random variables [9] . 1% know, however, that Q(X) -X is not Gaussian unless Q ( X ) is optimal in the sense that the resulting source code approaches the ratedistortion performance.. This is because the Gaussian source is the hardest to compress. Thus; although TCQ is an efficient quantization technique, Q ( X ) -X is not Gaussian, especially at low rate. Usiiig results developed in Sect~ion 3 again, we describe a powerful and universal method of performing optimal estimation in Section 5.
TCQ [6]
is the source coding counterpart of TCbl. It can be thought of as being a type of vector quantization because of the expanded signal set it uses. Since we are concerned with SWC-TCQ, ECTCQ is more relevant to us. It is stated in [19] that for ECTCQ, uniform thresholds with centroid codewords at the decoder are near optimal. This leads us to the uniformthreshold quantizer. Let the quantized version of the input sample zi be q?, where c, E {0, 1 , 2 , 3 } is the coset index. Fig. 2 shows the eight codewords of the quantizer en.coder for a 2-hit TCQ. It is a challenging task to achieve good Wyner-Ziv coding performance a t low rate because as the rate becomes scarce, it is imperative to explore the memory in the trellis indices for compression and to perform optimal estimation at the joint decoder. Toward this end, we first look into f(XlQ(X) = &): the conditional PDF of X given that z, is quantized to q> by a low rate TCQ. Note that f ( X l Q ( X ) = q>) is needed to compute the centroid E [ X I Q ( X ) = q$] in the quantizer decoder. From Fig. 3 , we clearly observe the non-Gaussian shape of f ( X l Q ( X ) = 4 2 ) for boundary cells of a 2-bit TCQ. Characteristics like this can be shared by both the encoder and the decoder using a look-up table that stores the TCQ input-output pair { z z : q > } , based on the training data X N N(0,u;). 
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In (1) we have set z, to ' w, and the PDF f i ( z -yi) to f i ( w , , -y,) when z, E A,. -This approximation is n=l accurate only for large N . Our experiments show that the SNR gain of N=5000 over N=1000 is only 0.02 dB. Thus we set N=1000 throughout our simulations. 
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Practical Slepian-Wolf code design
The goal of Slepian-Wolf coding is to achieve the 
