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1. Parte introductoria
1.1 Objetivo del proyecto 
El objetivo del este proyecto es la implementación de un router de bajo coste económico para ser
utilizado en una red SOHO (Small Office-Home Office). 
Una red SOHO es una red de área local pensada para ser utilizada en oficinas pequeñas. Una de las
particularidades de este tipo de redes es que tienen un número reducido de ordenadores conectados
a ella. Otra característica de estas redes es que las comunicaciones se canalizan a través de un único
router de banda ancha que, además de los servicios clásicos de encaminamiento de tráfico, también
ofrece otros servicios de red como por ejemplo,  la asignación dinámica de direcciones IP a los
clientes conectados, la gestión de impresoras de red, la gestión de telefonía sobre IP (VoIP) o más
antiguamente, la gestión de los modem-fax. 
Las especificaciones de la funcionalidad requerida del router SOHO de este proyecto vienen de una
necesidad real. Se desea crear una red SOHO en un despacho de l'Escola d'Enginyeria de Terrassa,
en donde se dispone de dos  ordenadores de sobremesa,  una impresora  laser y  un  scanner con
conexión USB. Los ordenadores deben poder acceder a los servicios de impresión y  scanner a
través  de  la  red.  Además,  se  desea  que  el  router SOHO proporcione  acceso  a  la  red  local  a
dispositivos inalámbricos autorizados como ordenadores portátiles o teléfonos móviles actuando
como un router wifi.
El router SOHO implementado en este proyecto hace las funciones de acces point, dando servicio
de DNS y DHCP, además de ofrecer servicio de impresión, scanning, cortafuegos y un sistema para
controlar las copias de seguridad del sistema.  
Como se describe más adelante en esta memoria, se ha escogido una Raspberry Pi con sistema
operativo Linux para la implementación y configuración del  router SOHO. Esta combinación de
“hardware” y “software” permiten que los costes de material y licencias no sean elevados.
A partir de ahora se trata de que la Raspberry Pi gestione y organice los trabajos dirigidos a la
impresora y al escáner, proporcione las direcciones IP a los equipos conectados en la red privada
PIA (detallada  más  adelante)  mediante  el  servicio DHCP y  dé  soporte  al  servicio  de  nombres
conocido como DNS. 
Además, el servidor configurado cuenta con funcionalidad firewall de protección contra intrusiones
maliciosas en la red permitiendo así la comunicación solamente con los puertos deseados. Por otra
parte, dispone también de un mecanismo de  backup de sistema, que dado el caso en que éste se
Configuración de una red SOHO 4
colapse por completo, se puede recuperar posteriormente toda la configuración almacenada en un
disco duro USB conectado a la Raspberry Pi. 
Por último, en el caso de que el router SOHO pueda disponer de acceso a la red pública,  utilizando
una  IP  pública  suministrada  por  los  servicios  informáticos  de  la  Universitat  Politècnica  de
Catalunya,  se  podría  acceder  desde  el  exterior  a  la  red  privada  PIA mediante  el  protocolo  de
interconectividad remota basada en VPN (Virtual Private Network, por sus siglas en inglés) o Red
Privada Virtual, donde la Raspberry Pi gestionaría este acceso desde la red pública a los servicios
privados. Esto significa que permite el acceso a los servicios de la red SOHO a cualquier máquina
autorizada conectada a Internet. 
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1.2 Motivación personal
A lo largo de una carrera universitaria se estudian muchos temas. Muchos pequeños mundos en los
que cualquier estudiante tiene que darse cuenta en si realmente la materia que está escuchando de su
profesor le interesa tanto que podría pasarse una tarde entera leyendo y aprendiendo sobre ella. 
En  un  grado  universitario  como  Enginyeria  de  Sistemes  Audiovisuals los  temas  que  se  han
aprendido  han  sido  de  una  variedad  considerable;  desde  la  Electrónica  básica,  hasta  las
Transformadas  de  Fourier,  pasando  por  el  electromagnetismo  o  la  programación  en  'C'.  Pero
personalmente a mi, hubo un tema que me interesó en seguida nada más comenzar la materia de
Fonaments de xarxes telemàtiques: como podía ser que dos computadoras separadas físicamente la
una de la otra pudieran comunicarse por órdenes de sus respectivos usuarios o incluso más todavía
de manera totalmente autónoma. Fue allí donde aprendí junto con mis compañeros los cimientos de
las redes de comunicación y su arquitectura y aunque fue una asignatura de las más teóricas de la
carrera le tengo un muy buen recuerdo a mis primeros pings entre dos máquinas virtuales. 
En el siguiente curso académico le seguía una asignatura que gozaba de muy mala fama entre sus
alumnos por su extrema dificultad. Era la malvada  Serveis i aplicacions telemàtiques que no era
más que la continuación de Fonaments de xarxes telemàtiques pero desde el punto de vista de la
comunicación entre procesos en una misma y distinta máquina. No diré que fue una asignatura
sencilla, pero sin querer ser arrogante, con un poco de esfuerzo y dedicación superé la materia. Ya
entonces la gente que pasaba por mi lado empezaban a mirar con caras raras esas pequeñas ventanas
negras con letras verdes en la pantalla de mi ordenador. Tanto fue en aumento mi interés por las
redes y el mundo GNU/Linux que quise hacer la asignatura optativa de Comunicacions multimèdia,
donde aprendí cómo enviar un flujo de audio/vídeo y transmitir los datos comprimidos generados
por un proceso en el lado servidor hasta un cliente que espera la recepción de dichos datos.
El destino me brindó la oportunidad de poder realizar un trabajo de final de grado ya que existía una
necesidad de remodelación de la arquitectura de red en el despacho de dos de los profesores que he
tenido  en  mi  estancia  en  la  universidad.  Así  que  era  la  guinda  al  pastel  después  de  las  tres
asignaturas de redes cursadas hasta ese momento.
La cuestión radica en que no tengo suficiente. He querido realizar mi proyecto de final de carrera
sobre este mundillo llamado Linux, me quedé con las ganas de realizar otra asignatura optativa
sobre redes en la Escuela de Barcelona, estoy estudiando seguridad informática por mi cuenta y
todo ello con el fin de algún día no pasarme toda una tarde aprendiendo sobre la materia, sino para
poder dedicarme una jornada laboral entera disfrutando de ello.
Configuración de una red SOHO 6
1.3 GNU/Linux. Historia del software libre.
A priori muchos usuarios pueden pensar que éste es un sistema operativo complicado, y que se
disponen de alternativas más sencillas y ampliamente utilizadas tanto en el mundo laboral como en
el mundo de la informática a nivel de usuario, pero lo que generalmente no sabe un usuario medio
es que los entornos de GNU/Linux disponen de una comunidad internacional de desarrolladores que
también ayudan ante cualquier problema con el sistema, además de tener una herramienta mucho
más potente, versátil, estable y segura.
Cierto es que al principio de adentrarse en el mundo Linux hay que dedicarle un poco de tiempo, ya
que la curva de aprendizaje es más pronunciada, pero nada que un individuo no pueda afrontar con
algo de  tiempo,  sin  olvidar  que  un  usuario  novel  tiene  que  dedicarle  un tiempo parecido  para
manejarse con soltura en sistemas Windows o Mac IOS.
Una de las razones por las que decidí meterme de lleno en este mundo del software libre es por la
filosofía, la manera de hacer y la ética asociadas al proceso de desarrollo de los programas. Por esta
razón voy a  hacer una pequeña introducción de historia del desarrollo del proyecto GNU/Linux.
Según parece ser, la historia comienza cuando Richard Stallman, un joven estudiante y programador
de software del Laboratorio de Inteligencia Artificial del Instituto de Tecnología de Massachusetts
(MIT)  encontró  un  fallo  importante  en  la  impresora  que  utilizaban  en  dicho  laboratorio.
Frecuentemente el papel se atascaba durante la impresión y por consiguiente los trabajos posteriores
quedaban “atrapados” en un hilo eléctrico. Los programadores al ir a buscar el documento que
querían imprimir perdían mucho tiempo en ir a buscar unos folios que no quedaban nunca escritos
físicamente.
Ante este problema,  Stallman quiso hacerse con los drivers para poder subsanar  los problemas
técnicos  de  la  impresora,  pero  la  compañía  que  les  había  vendido  el  dispositivo  se  negó   a
facilitarles el código, ya que en esa época y después de varios años se empezaba a tener en cuenta
como valor activo no sólo el hardware sino también el software.
Stallman quedó tan consternado por este acontecimiento que decidió iniciar el proyecto GNU, cuya
finalidad era crear un sistema operativo basado en Unix (Desarrollado por Ken Thompson y Dennis
Ritchie en los laboratorios Bell en 1970) compatible con éste y los estándares POSIX, que fuese
totalmente libre y dispusiera de las licencias necesarias para su distribución. 
Así  pues  en  1983 Richard  Stallman inició  su  proyector  que  lo  denominó GNU (del  acrónimo
recursivo GNU “GNU 's not Unix”) en donde se empezó a gestar parte de este sistema operativo. A
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Stallman  se  le  atribuyen  los  logros  de  haber  programado  el  editor  de  texto  GNU Emacs,   el
compilador GCC y el depurador GDB.  
Ya en 1985 Stallman creó la FSF (Free Software Foundation, por sus siglas en inglés) y la GNU
GPL (General  Public  License,  en  inglés)  para  poder  disponer  de un marco político-legal  y  así
distribuir software libre sin que las empresas corporativas pudieran apropiarse del código generado.
Fue también inventor del concepto, aunque no del término de Copyleft, en clara oposición a los
derechos  de  autor  promovidos  por  Copyright,  y  así  asegurar  el  hecho  de  que  todo  el  trabajo
realizado para el proyecto GNU quedara siempre en manos de los programadores y de la comunidad
de usuarios.
A principios de los años 90, el proyecto GNU disponía de un 90 por ciento del total del código
necesario para poder ser implantado en una máquina, aunque carecía de un elemento fundamental:
el kernel.
El kernel es el encargado de unir la capa de hardware y la de software para que ambos puedan
trabajar conjuntamente y así gestionar la memoria del ordenador, la utilización de la CPU de los
procesos  en  ejecución  o  hacer  que  podamos  interactuar  fácilmente  con  los  periféricos  que  se
encuentren conectados a nuestra computadora.
En 1991 un estudiante de la universidad de Helsinki, Linus Benedict Torvalds, empezó a programar
en lenguaje 'c' un emulador de terminal para poder ser usado en su computadora con procesador
386. Al principio su idea era simplemente desarrollarlo como afición, independiente del sistema
operativo pero no portable ya que sólo lo programaba para su computadora personal. Finalmente
Linus Torvalds entendió que había programado un kernel para un sistema operativo. 
Las  primeras  versiones  del  núcleo  fueron  publicadas  bajo  su  licencia  personal  con  la  única
restricción al uso comercial, y finalmente quedó adherida en la licencia GNU GPL. Él mismo dijo
en una entrevista que haber publicado el código fuente bajo GNU GPL es la mejor cosa que ha
hecho en su vida. Así al unir el proyecto de GNU de Richard Stallman y el núcleo del sistema Linux
de Linus Torvalds había nacido por completo el sistema operativo GNU/Linux. Éste, a menudo se le
denomina simplemente Linux por comodidad, aunque por respeto y valoración del trabajo realizado
por las dos partes principales se le debería llamar GNU/Linux. 
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Tux, la mascota de GNU/Linux
La filosofía de software libre contiene una serie de leyes o normas, denominadas libertades, las
cuales hacen diferenciar este software del software privativo e incluso del  open source o código
abierto. Estas leyes son las siguientes:
-  Libertad  0:  poder  ejecutar  el  programa  con  cualquier  propósito  ya  sea  privado,  educativo,
público, comercial, militar, etc.
-  Libertad 1:  Estudiar y modificar el programa para lo que es imprescindible poder acceder al
código fuente.
- Libertad 2: Distribuir el programa de manera que se pueda ayudar al prójimo.
- Libertad 3: Distribuir las versiones modificadas por cada uno, para lo que también es necesario
acceder al código fuente.
Estos son, pues, los cuatro requisitos que necesita un código para poder ser considerado software
libre.  Además,  generalmente  puede  ser  descargado  gratuitamente  o  aportando  una  donación
voluntaria,  aunque  no  es  un  condición  indispensable  y  puede  ser  que  un  individuo  encuentre
software que requiera de una donación económica para su descarga. 
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1.4 La red privada PIA
Antes de dar comienzo con definiciones, ficheros de configuración, descargas de paquetes y demás
conviene mostrar y explicar qué dispositivos forman parte de esta red y cómo se ha diseñado y
conectado cada dispositivo. 
Como elementos fijos se tienen los siguientes:
- Dos ordenadores de sobremesa con conexión a Internet (corresponden a los ordenadores de
los profesores)
-  Un  impresora  láser  con  conexión  USB y  Ethernet.  Debe  proporcionar  las  tareas  de  
impresión a la red PIA.
- Un escáner con conexión USB. Conectado y gestionado por el router podrá proporcionar 
los servicios de escáner a los ordenadores conectados a la red PIA.
- Disco duro con conexión USB para la realización de copias de respaldo (backups)
- El propio router SOHO sobre la Raspberry PI
Se debe mencionar que el router también actúa como punto de acceso wifi dando entrada a la red a
otros dispositivos como ordenadores portátiles o teléfonos móviles.
En la arquitectura de red prediseñada, existen dos opciones, donde el hecho de que la Raspberry
disponga o no de una dirección IP pública cambia sustancialmente el esquema de red.  La primera
figura muestra un esquema de la red privada PIA cuando el  router SOHO tiene acceso directo a
Internet. 
Se pueden aprecian las conexiones al exterior de los dos equipos de sobremesa que ya se encuentran
en el despacho TR2.118, además de la conexión con IP pública del servidor Rpi.  Éste último factor
es determinante dado que permite al servidor gestionar las conexiones de usuarios autorizados a
través del daemon Openvpn accediendo desde Internet. 
También, el  hecho de disponer de una IP pública hace que la máquina pueda redireccionar los
paquetes internos hacia el exterior proporcionando acceso a Internet a los ordenadores portátiles y
teléfonos  móviles  conectados.  En la  figura,  el  ordenador  etiquetado  como “cliente  conectado”
podria acceder a Internet a través del router además de a los servicios internos de la red PIA.  Los
dispositivos de almacenamiento, impresión y escáner continúan igualmente conectados vía USB.
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En el segundo caso donde no se dispone de conexión del servidor Rpi a la red pública, el acceso a la
red pública desde la red privada o bien el acceso a los servicios internos desde el extrerior, no es
posible o bien se debería implementar sobre una de las máquinas que están situadas en el despacho
TR2.118, que daría en ese caso acceso a los demás dispositivos de la red. Así pues, todo el trafico
entrante y saliente quedaría redirigido hacia una de esas dos máquinas, cumpliendo la función de
gateway. Para poder acceder a la Raspberry Pi desde el exterior, con esta segunda opción debería
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implementarse “dnat” en la máquina que desempeñara la función de puerta de enlace. Se muestra a
continuación mediante un esquema la segunda opción de arquitectura de red:
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2. Desarrollo del trabajo realizado
2.1 Selección del hardware
Para poder llevar a cabo el proyecto de la implementación de la red SOHO, se precisa del uso de
una small computer board, es decir de una computadora completa implementada en un circuito  de
tamaño reducido. Generalmente estas placas no suelen superar los 50 euros por lo que se convierten
en una buena opción para gestionar una red local con un coste contenido con algunos servicios
añadidos.  A continuación  se  muestran  algunos  de  los  modelos  disponibles  en  el  mercado  y
finalmente el modelo seleccionado, una Raspberry Pi.  
2.1.1 Análisis de opciones disponibles 
Dentro del mundo de los ingenieros y más concretamente de los ingenieros en telecomunicaciones y
de informática, es muy fácil entablar conversación sobre el modelo de mini-pc que ha sido utilizado
en este proyecto, la Raspberry Pi, aunque no es el único modelo que se podría haber utilizado para
llevar a cabo este proyecto. Se detalla un pequeño resumen de las posibilidades en las que trabaja la
industria de la tecnología, además de las capacidades y de los componentes de cada una de ellas.
Estas son las diferentes posibilidades :
- Raspberry Pi: esta es sin duda la placa de tamaño reducido más conocida del mercado. Además
de disponer  de  varios  años  de  experiencia  y  dedicación  a  la  producción  de  mini  ordenadores,
también goza de buena reputación en el mundo de la creación de herramientas y aplicaciones por
parte de desarrolladores. Algunas de sus características más destacables son:
Chip Broadcom BCM 2836
CPU ARM Cortex-A7, cuatro núcleos a 900 MHz
GPU VideoCore IV a 250 MHz
RAM 1 GB
Vídeo In Cámara CSI
Vídeo Out HDMI 1.4
Audio Out Jack de 3.5 mm, HDMI
USB Cuatro conectores 2.0
Almacenamiento memoria Micro SD
Conexión a red Ethernet 10/100 Mbit/seg
    
-  Raspberry Pi  zero:  un  mini-ordenador  que desde  su lanzamiento  en  noviembre  de  2015 ha
gozado de un claro inconveniente: la dificultad para la adquisición de una de ellas. Aunque la oferta
Configuración de una red SOHO 13
fue muy por debajo de la demanda, la Pi Zero no deja a nadie indiferente, pues un usuario puede
obtener  una  con  tan  sólo  5  dólares.  De  dimensiones  muy  reducidas  y  características  nada
despreciables para tan bajo precio, estos son algunos de sus componentes:
System on Chipset Broadcomm BCM2835
CPU ARM11 mono core a 700 MHz, 1GHz overclock
GPU  VideoCore IV
RAM 512 MB
Almacenamiento micro SD
Vídeo mini HDMI, vídeo compuesto
USB 1 micro USB para datos
GPIO 40 pin sin conector
Alimentación 5V vía micro USB
Dimensiones 65mm x 30mm x 5mm
-  Jaguar One: el mayor atractivo de esta placa es su compatibilidad con arquitecturas x86 y la
posibilidad de instalar Windows 8 o 10 como sistema operativo. Con un precio un tanto elevado,
sobre unos 80 dólares americanos, estos son algunos de sus rasgos:
CPU Intel Atom Z3735G
RAM 1GB
Almacenamiento 16 GB MMC(Multimedia Card)
Vídeo HDMI 1.4
USB 3 x USB 2.0
GPIO 4 pins
Alimentación 5v a 2A
Dimensiones 101 mm x 64 mm x 1,6 mm
-Orange Pi: un clon muy fiel a la tradicional Raspberry Pi con un muy buen precio de 10 € y unas
características envidiables. Dispone de alternativas y soporte para 4k. Se detallan a continuación
algunas de sus características más destacables: 
CPU ARM A7 Quad Core (1.2 Ghz)
GPU Mali400MP2
RAM 512 MB
Almacenamiento Micro SD (Máx. 64 GB)
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Vídeo HDMI
USB 4 x USB 2.0
GPIO 40 pins
Alimentación 5v 2A DC, USB no proporciona corriente
Otros SATA 2.0, Gigabit Ethernet
- Odroid-C2: sin lugar a dudas, la gran competidora de la Raspbery Pi. Dispone de características
que incluso mejoran la potencia de la marca de la frambuesa y un precio tan sólo de 5 dólares
superior al de la Raspberry. Permite sacar vídeo 4k y dispone de puerto infrarrojos.
CPU ARM A53 Quad Core (1.5 GHz)
GPU Mali450 
RAM 2 GB (4 x 512 MB)
Almacenamiento Micro SD 
Vídeo HDMI 2.0
USB 4 x USB 2.0
GPIO 40 pins
Alimentación 5v 2A DC
Otros Gigabit Ethernet, módulo infrarrojos
Odroid-C2: la competidora de Rpi
- Hummingboard-Gate: de las más conocidas junto a las Raspberry pi y de las más completas, eso
sí  pagando  casi  el  doble  por  una  de  ellas  que  por  la  placa  escogida  en  este  proyecto.  Cada
Hummingboard adquirida puede configurarse con el SBC (Small Board Computer, por sus siglas en
inglés) que se necesite e incluso con el sistema operativo precargado en la SD. Sus prestaciones más
destacables son:
CPU ARM A9 hasta Dual Core (1.5 GHz)
RAM 2 o 4 GB 
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Almacenamiento Micro SD 
Vídeo HDMI
USB 4 x USB 2.0
GPIO 26 o 36 pins (dependiendo del modelo)
Alimentación 5 USB o de 7-36 V.
- Beaglebone Black: el mayor atractivo de esta placa reside en su envidiable precio de 45 € y una
muy buena  comunidad  activa  aunque  se  encuentra  muy  lejos  de  la  de  Rpi.  Se  resalta  lo  más
destacado de ella: 
CPU ARM A8 hasta Dual Core (1.5 GHz)
RAM 512 MB 
Almacenamiento Memoria interna 4 GB 
Vídeo HDMI 2.0
USB 1 x USB 2.0
GPIO 2 x 46 pins
-  Cubieboad5:  ofrece sobretodo potencia.  Contiene un procesador de 8 núcleos,  posibilidad de
integrar una batería y mucha conectividad, ya que además de las conexiones más comunes ofrece
BT 4.2, SATA 2.0 y salida de audio S/PDIF.  
CPU ARM A7 de 8 núcleos 
GPU Mali450 
RAM 2 GB 
Almacenamiento Memoria interna 8 GB 
Vídeo HDMI
USB 2 x USB 2.0
GPIO 70 pins
Alimentación 5v 2.5 A DC
Otros Gigabit Ethernet, interfaz SATA 2.0
- UDOOx86: la placa miniPC más potente jamás creada, entorno a las 10 veces más potente que la
Raspberry Pi modelo 3. Es muy buena elección para montar y configurar un ordenador por menos
de 80 € además de ser compatible con cualquier sistema operativo de 64 bits, como Linux x86,
Android o Windows 7 , 8.1 o Windows 10. A continuación se detalla más sobre ella:
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SoC Intel Braswell
CPU Intel Braswell Quad Core (2.5 GHz)
GPU Intel HD Graphics Gen 8 LP
RAM 2, 4 ó 8 GB
Almacenamiento Tarjeta MMC hasta 32 GB soldada en placa,
ranura micro SD
Vídeo HDMI
USB 3 x USB 3.0
GPIO 20 pins
Otros Gigabit Ethernet
Aun así existe algún otro modelo que no se ha explicado con más detalle en la lista previa ya que
son placas diseñadas para objetivos que desde un principio carecen de relación con el proyecto aquí
presentado. Una de ellas por ejemplo es “Chirimen” una placa desarrollada por Mozilla y que viene
con el sistema operativo Firefox OS preinstalado en su tarjeta de memoria. Está destinada sobretodo
a la nueva tecnología Internet of things o Internet de las cosas y gracias al uso del sistema operativo
Firefox es posible cambiar variables del propio hardware de la máquina usando programas escritos
en HTML, CSS o Javascript.
Por último destacar la también muy interesante Pine64, una placa que por tan sólo 14 euros, dispone
de 4 núcleos a 64 bits, con 1 GB de memoria RAM y tarjeta Gigabit Ethernet. 
Después  de  haber  podido  comparar  tantas  alternativas  en  cuanto  a  placas  seria  del  todo
comprensible que cualquier usuario con ganas de adentrarse en este mundo se preguntara qué placa
debe comprar para un supuesto trabajo como el que aquí se presenta. 
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2.1.2 Opción elegida: La Raspberry Pi
Finalmente,  y tras analizar varios modelos de placas de tamaño reducido se ha decidido por la
adquisición de una Raspberry Pi. La gran potencia que prometen todos sus componentes y el precio
de venta la  convierten en una firme candidata  para realizar  un servidor  access point.  El punto
negativo que presenta la placa escogida es la falta de una antena Wi-Fi integrada pero presenta
varias ventajas ya que goza de buenos resultados en cuanto a fiabilidad, dispone del respaldo de una
fundación que lleva años fabricando y mejorando sus placas (concretamente desde 2006), y a un
precio más que razonable por los componentes que constituyen el dispositivo. Pero sobre todo lo
que ha hecho decantar la balanza en cuanto a este producto es la numerosa y activa comunidad
internacional existente, ya que en numerosos foros se dispone de una gran ayuda y es ahí donde
Raspberry no dispone de competidor.
Así pues, en los modelos Raspberry Pi2 se puede elegir básicamente entre dos modelos: el A y el
modelo B. Hasta el momento del inicio del proyecto, el modelo más potente era el B+, pero con
motivo del lanzamiento de un nuevo chip integrado por parte Broadcom, que traía incorporada una
CPU de cuatro núcleos a 900 Mhz y 1GB de RAM a 450 MHz, Raspberry pi se decidió lanzar al
mercado  la  Raspberry  Pi2  modelo  B.  Este  ha  sido  entonces  el  hardware  seleccionado,  ya  que
además tiene el mismo precio que una  Pi B+.
Además de las características descritas en el anterior apartado, de entre las que destaca su unidad de
procesamiento quad core, el giga-byte de memoria RAM o sus 4 puertos USB, resaltan los 12 watts
de potencia eléctrica, que hace que no suponga un incremento sustancial en el consumo eléctrico. 
También cabe destacar su ligero peso de tan solo 45 gramos o su modestas dimensiones de 85.6 x
56.5 mm.  
En el momento de adquirir el material, se optó por conseguir también material adicional para el
correcto funcionamiento de la máquina:
-  Placa de plástico:  para la protección de la placa y sus posibles usos posteriores, se optó por
conseguir una caja protectora transparente. El precio ronda los 5 €.
-  Tarjeta  de  memoria:  micro  SD  (Toshiba)  con  8  GB  de  4  €  para  guardar  todos  los  datos
requeridos,  des  de  el  sistema  operativo  a  cualquier  archivo  que  se  desee  escribir  o  leer.  Las
alternativas son tarjetas de 2 o 4 GB teniendo un precio muy próximo también a los 4 euros, lo que
no supone una ventaja conseguir una tarjeta de menos memoria. En el momento de la compra de la
tarjeta,  ésta  lleva  incorporado  un  adaptador  SD  para  poder  introducirla  en  la  ranura  de  los
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ordenadores personales y poder realizar directamente la copia de archivos.
- Fuente de alimentación: se optó por adquirir el transformador que en la salida entrega la mayor
potencia posible para el modelo. Este valor es de 12  watts  y deberá alimentar por USB un disco
duro,  como  también  debe  gestionar  una  impresora  y  un  escáner.  Esta  fuente  puede  ahorrar
preocupaciones en cuanto a alimentación eléctrica. La fuente de alimentación va conectada a la
placa mediante un cable USB – micro USB.
-  Cable de red Ethernet:  por último, para el desarrollo del proyecto se tenido que conectar la
Raspberry a ordenadores personales mediante el protocolo de comunicaciones SSH, ya que como se
verá más adelante se paró por completo el servicio de sistema gráfico y por tanto se enviaban todas
las órdenes a la placa mediante comandos. Ello requiere de un cable de red RJ45 para poder realizar
la comunicación interactiva con la Raspberry Pi.
- Antena Wi-Fi: por otra parte el departamento de Enginyeria Telemàtica de la UPC (Entel) facilitó
una antena Logilink modelo WL0150 USB para la conexión  Wi-Fi con la placa. Después de la
configuración  pertinente,  la  comunicación  se  puede  llevar  a  cabo  a  través  de  cable  o  de  la
tecnología  Wi-Fi.   Algunas  de las  especificaciones  técnicas  de  la  antena más  relevantes  son el
circuito integrado Ralink RT5372, los protocolos Wi-Fi soportados (IEEE 802.11n, IEEE 802.11g,
IEEE 802.11b),  encriptación compatible WEP, WPA, WPA2, rango de frecuencias: 2412-2483.5
MHz, velocidad de datos de hasta 300 Mbps y el conector USB 2.0 (compatible con USB 1.1). 
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2.2 El sistema operativo
Como definición, un sistema operativo es un programa o conjunto de programas, que generalmente
se ejecuta en modo privilegiado, aunque parte de él puede estar funcionando en espacio de usuario.
La tarea principal es la de administrar y gestionar el hardware así como de proveer de servicios a los
diferentes procesos que se ejecutan en una máquina. 
2.2.1 Posibles sistemas operativos compatibles
Después de que se haya comentado en apartados anteriores la parte más tangible de la máquina, es
decir el hardware y sus accesorios, es hora de centrarse en el software. 
Como ya es conocido en el mundo de la comunidad linuxera existen diferentes distribuciones, ó
ramas por así decirlo, dentro de lo que es propiamente dicho un sistema operativo basado en Unix.
Así pues, cada una de estas ramas se centra en uno o en varios aspectos como puede ser la sencillez
de uso, la estabilidad del sistema, el gestor de paquetes o la inclusión de muchas herramientas para
el testeo y hacking en la red como es Kali Linux. 
Pues bien, ocurre lo mismo en el mundo de las Single Board Computers donde varias distribuciones
disponen de sus versiones para los mini ordenadores, además de contar con la versión del gigante
del software privativo Microsoft Windows ®.
A continuación se listan las diferentes opciones de sistemas operativos basados en kernel Linux:
- Ubuntu Mate: Canonical, la empresa que está detrás del proyecto Ubuntu presentó la versión con
el escritorio Mate, un derivado de GNOME desktop. El código está destinado a sacar el máximo
provecho de la Raspberry 2, y como buena discípula de Debian, Ubuntu Mate viene por defecto con
el gestor de paquetes apt-get. Existe una versión más enfocada al cloud como es Ubuntu Snappy
Core,  dejando  de  lado  el  gestor  de  paquetes  apt-get  y  sin  dependencias  para  mayor  seguridad
informática. Como indica su nombre, Core, es una versión minimalista de la más que conocida
distribución para PC's Ubuntu. Para acabar con el apartado de Ubuntu cabe destacar que se puede
instalar  la  última versión de Ubuntu,  la  16.04 LTS,  aunque con alguna restricción en cuanto a
escritorios disponibles. 
- Moebius: esta distribución Linux está centrada en aportar el mínimo de paquetes necesarios, tanto
es así que no incorpora el sistema gráfico. De gran ligereza y mínimo tamaño, unos 33 MB, está
orientado sobre todo a proyectos de programación y robótica. 
-  Arch Linux ARM:  aunque no se trata de la mejor manera de adentrarse en el  mundo de las
Raspberry Pi utilizando Linux, hay que señalar la importancia de esta distribución dentro del mundo
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de los sistemas operativos. Esta opción ligera, pues su descarga son 224 MB, nos ofrece un control
absoluto sobre nuestro sistema aunque requiera de ciertos conocimientos. Esta opción caracterizada
por  tener  muchos  aspectos  que  se  pueden  personalizar,  dispone  además   de  una  de  sus  más
conocidas facetas, una distro rolling-release, es decir constantemente este software se actualiza con
pequeños paquetes y no hace falta esperar a una nueva versión del sistema operativo ya que en todo
momento estaremos a la última de sus novedades.
Arch Linux para procesadores ARM
-  Pidora: esta opción, que proviene del nombre Pi y de la muy conocida distribución Fedora, da
como resultado una distribución optimizada  para nuestra  máquina  con procesador  ARM. Viene
configurada con muchas herramientas para sacar partido a nuestro mini ordenador aunque también
es  una  distribución  ligera,  sobre  unos  500  MB.  Con  un  buen  resultado  gracias  en  parte  a  su
escritorio 'xfce',  no tendría que dar demasiados problemas su proceso de instalación, aunque de
todas maneras en la página web oficial de Pidora se dispone incluso de vídeos explicativos.
Logotipo de Pidora
En cuanto a las posibles distribuciones no Linux que se pueden instalar en una Raspberry se tienen
las siguientes opciones:
- Risc OS: basado en un núcleo propio distinto al de los habituales kernels de Linux o Windows,
este sistema operativo fue diseñado por una compañía  británica denominada  Acorn Computers y
que cerró sus puertas en el año 2000. El código fuente dispone de licencia Open Source y se diseñó
para computadoras con procesadores ARM.
- FreeBSD/ARM: FreeBSD es un potente sistema operativo derivado de BSD, la versión UNIX®
que  fue  desarrollada  en  la  Universidad  de  California,  en  Berkeley.  Así  pues  existe  la  rama
compatible  para  sacar  todo el  provecho de este  sistema operativo en microprocesadores  ARM,
donde unos de los aspectos más destacables es el empeño de los desarrolladores en que su código
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sea utilizable para cualquier propósito que desee el usuario.
- NetBSD/ARM: de igual manera que la opción anterior, NetBSD también proviene de la familia
Unix® y tiene también su versión para las placas de Raspberry Pi. El principal foco de atención de
NetBSD es la interoperabilidad entre sistemas operativos y la portabilidad de código entre distintas
arquitecturas, sin dejar de lado la distribución libre.
- Windows 10 IoT: esta es sin duda la opción más privativa de todas las que se exponen en la lista
de posibles sistemas operativos. Windows 10 IoT, que con sus siglas de Internet of Things deja claro
cual es su objetivo, tiene en su versión para Raspberry Pi a un software para el lado servidor que
carece  de  entorno  gráfico  y  donde  no  existe  la  posibilidad  de  instalar  software  propio  de  la
compañía Microsoft®. Además, para iniciar la instalación requiere darse de alta en una cuenta y
aceptar la licencia de uso.   
Por último existe también una opción para los indecisos o para esa gente que quiera ojear varias
distribuciones  y  así  poder  escoger  una  con más  criterio.  Se  trata  de  NOOBS,  una  interfaz  de
arranque  del  sistema  con  varias  distribuciones  listas  para  cargar,  algunas  de  ellas  detalladas
anteriormente y otras interesantes en caso de querer configurar un media center como es el caso de
la distribución OpenElec.
Interfaz gráfica de NOOBS
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2.2.2 El sistema operativo: Raspbian
Finalmente, para este proyecto se ha decidido utilizar la distribución Raspbian que en el siguiente
apartado se verá como se ha instalado desde cero y algunas  de sus características.  Una de las
razones principales para la adopción de esta alternativa ha sido que se trata de una distribución que
proviene de Debian, siendo ésta una opción muy famosa en la comunidad Linux. 
Otra de las razones, quizá la de mayor peso, ha sido que Raspbian goza de buenos resultados para la
gente que no dispone de muchos años de experiencia,  además de ser  una opción estable,  muy
completa y con mucha ayuda disponible desde los demás usuarios de Internet.
Interfaz gráfica de Raspbian
Así pues, Raspbian es un código de software libre y es el recomendado para iniciarse en el mundo
de las placas de bajo coste Raspberry Pi. Como se ha mencionado anteriormente, proviene de la
conocidísima distribución Debian, que ha diseñado una rama optimizada para trabajar bajo placas
Rpi, y que junto con el nombre de la marca de la frambuesa dan nombre a Raspbian. Cabe destacar
que esta distribución dispone de más de 35000 paquetes precompilados para su instalación. 
Seguramente, su punto flaco sean los más de 900 MB de tamaño que deben bajarse de la página
oficial de Raspbian para finalizar la descarga.
Corporativamente,  este  sistema operativo no está  unido a  la  comunidad Raspberry,  sino que el
mantenimiento proviene de un pequeño equipo de desarrolladores que aman el hardware de Rpi. 
Raspberry + Debian
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2.2.3 La puesta en marcha: instalación del sistema operativo y servicios
Ahora sí, es hora de adentrarse de lleno en los primeros pasos que se siguieron para la configuración
completa del equipo.  
Obviamente el primer paso ha de ser descargar el sistema operativo, que puede encontrarse en la
página web oficial de Raspberry “https://www.raspberrypi.org/”. Una vez situados en la página web
se pueden escoger entre dos versiones distintas del sistema operativo:
- Raspbian Jessie (full): esta es la versión que viene con todos los paquetes necesarios incluidos en
la instalación. De todas maneras, si una vez instalado se desea tener la versión ligera bastaría con
ejecutar una serie de comandos linux apt-get remove 'nombre_paquete'. 
-  Lite version:  Lite  es  la  versión más ligera  de Raspbian que  un usuario  puede descargar.  La
principal diferencia es que no incorpora entre otros, el servidor de ventanas X, tan conocido en el
mundo GNU/Linux. Del mismo modo que en el  anterior caso, utilizando los comandos  apt-get
install se puede llegar a convertir la recién descargada versión Lite en una versión full.
Una vez se escoge la versión de Raspbian que más interesa, ésta puede ser descargada vía torrent,
algo que no se ha investigado en este trabajo. La otra opción es bajar un archivo '.zip' directamente
desde la web. Una vez la descarga finaliza con éxito es posible instalar el sistema operativo en la
tarjeta de memoria micro SD.
En el momento de insertar la tarjeta de memoria en la computadora personal (con el adaptador
pertinente en caso que corresponda) no deberían existir problemas para formatearla, pues ya viene
por defecto con dos particiones:
- Boot partition: es la partición que contiene el boot loader, es decir el trozo de código responsable
de iniciar el sistema en la máquina.
-  System partition:  en  esta  porción  de  memoria  es  donde reside  la  carpeta  entera  del  sistema
operativo. Por defecto las distribuciones Linux, montan los archivos en el directorio root (/).
Así pues, una vez introducida la tarjeta de memoria en nuestro PC, se tira el siguiente comando para
conocer donde ha sido montada la tarjeta micro SD:
host~$ df -h
La salida estándar que se puede ver en la terminal se muestra en la siguiente imagen:
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Comando df -h
Así pues se procede a comprobar que la tarjeta ha sido montada en el directorio /dev con el nombre
de mmcblk0. Los caracteres que siguen, p1 y p2, hacen referencia a partición 1 y partición 2, que
quedan relacionadas con la partición boot y la partición para el sistema operativo respectivamente. 
Una vez esto, el usuario está en disposición de poder instalar el sistema operativo en la tarjeta micro
SD. Para ello se utiliza el comando 'dd'. Dicho comando es de la forma: 
host~$ dd if=arhivo_sistema_operativo of=dispositivo_destino 
bs=tamaño_bloque 
Donde:
if: se escribe el path completo donde se encuentra el sistema operativo previamente descargado.
of: se  especifica el  dispositivo donde va a ser  instalado el  sistema operativo descrito  en en el
parámetro 'if'.
bs: hace referencia  al  tamaño en  paquetes  que  son transferidos  al  dispositivo 'of'.  Cuanto  más
pequeño es el número 'bs' más seguridad se tiene de transferir correctamente el sistema operativo,
aunque obviamente el traspaso de información tomará mayor tiempo. 
Antes de iniciar el proceso de volcado de información mediante el comando 'dd', hay que tener en
cuenta una consideración dependiendo del tipo de formato de archivo que vaya a ser transferido:
- Archivos '.img': si el archivo seleccionado para la instalación es una archivo .img (image) sólo se
especificará el nombre del dispositivo seleccionado, omitiendo el número de partición(siguiendo
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con el caso de la fotografía anterior nunca se escribirá p2).
Así pues en este caso, el comando sería de la forma: 
host~$ dd if=/download/route/2015-01-31-wheezy-raspbian.img 
of=/dev/mmcblk0 
-  Archivos '.zip':  en el  caso de querer  transmitir  un fichero con extensión .zip,  el  nombre del
dispositivo será el nombre completo, incluyendo el número de partición.
Aquí, el comando quedaría como el del ejemplo:
hostl~$ dd if=/download/zip/2015-01-31-wheezy-raspbian.zip 
of=/dev/mmcblk0p2 
Cabe destacar también que el comando 'dd' no dispone de ningún mecanismo para la visualización
del progreso de la transmisión de datos. Se recomienda instalar desde los repositorios oficiales el
paquete 'pv' mediante: 
host~$ sudo apt-get install pv
Que genera una pequeña barra  de progreso en la  terminal conforme el  proceso 'dd'  evoluciona
correctamente. 
Finalmente el comando que se ejecutó para la instalación de Raspbian fue:
host~# dd if=/home/xavi/mi_casa/uni/PFG/2015-11-21-raspbian-
jessie.img | pv | dd of=/dev/mmcblk0 
Se puede apreciar que el valor del parámetro 'if' es el directorio completo donde se encontraba en
ese momento la descarga del sistema operativo. Se concatenó mediante una pipe con el programa
'pv' para la visualización del progreso y en la sección 'of' se introdujo el dispositivo seleccionado
para la instalación, sin incluir el número de partición al estar transmitiendo un archivo '.img'.
Nota: después de varios intentos con el anterior proceso se decidió no incluir el parámetro 'bs', pues
dejaba el proceso iniciado por 'dd' en estado zombie o “colgado”. El resultado final, fue igualmente
satisfactorio.  Adicionalmente, se recomienda a todo usuario que desee instalar un sistema operativo
sobre una tarjeta micro SD que la “desmonte” de su actual sistema de ficheros y proceda a la
instalación. Para tal caso, sírvase el comando:
host~$ sudo umount /dev/mmcblk0
Una vez realizado el paso anterior, la tarjeta de memoria debe expandirse, ya que al instalar el
sistema operativo, éste sólo ocupa la memoria necesaria y no deja libre parte de ella para poder
almacenar nuestros programas y ficheros. Para ello se necesita un teclado, una pantalla y un mouse
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(aunque éste último no es estrictamente necesario) para poder acceder a una sesión en Raspbian. Se
introduce el usuario que por defecto es 'pi' y el password que también por defecto es 'raspberry'. 
El siguiente paso es tirar vía terminal el siguiente comando:
rpi~$ sudo raspi-config
Que devuelve una interfaz como la mostrada en la siguiente imagen:
Interfaz de raspi-config
Una vez en esta pantalla ha de seleccionarse la segunda opción “expand_rootfs” y confirmarse
apretando la tecla 'intro'. La máquina ha de mostrar un mensaje de confirmación y seguidamente
reiniciar la computadora para que los cambios surtan efecto. 
Cuando la sesión está lista para su uso, se abre una terminal con la intención de poder asignarle una
dirección IP de rango privado a la interfaz de red 'eth0' de la Raspberry. Para lograr este paso, se
puede  hacer  primeramente  de  manera  manual  y  si  las  pruebas  realizadas  son  satisfactorias  se
configurará de manera predeterminada como más adelante queda explicado. Para la configuración
manual se utiliza el siguiente comando: 
rpi~$ sudo ifconfig eth0 10.10.10.1
Así pues, una vez la computadora tiene especificada una dirección IP y también pueden añadirse
ficheros  e  instalar  programas  es  el  momento  para  empezar  a  instalar  algunos  de  los  servicios
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requeridos en la máquina. 
Antes de proceder a la instalación de los servicios se tienen que realizar dos pasos previos. 
El  primero es  mediante 'iptables'.  El  comando 'iptables' es  ampliamente utilizado no sólo para
interceptar o filtrar paquetes de red sino también para realizar traducciones de direcciones de red
privadas a otras de rango público. Se lanza el siguiente comando: 
host~# iptables -t nat -A POSTROUTING -o wlan0 -s 10.10.10.0/24 -j
MASQUERADE
A continuación se especifican los parámetros utilizados en el anterior comando:
- t: especifica la tabla donde se hace efectivo el comando lanzado, en este caso NAT (Network
Address Translation, por sus siglas en inglés).
-  A: es la primera letra de la palabra inglesa  append.  Fuerza la concatenación de una regla en la
cadena especificada, que en este caso es  postrouting.  Sin entrar en más detalles, esta cadena se
encuentra después de que la ruta de decisión haya sido hecha.  
- o: interfaz de red de salida del paquete.
- s: rango de direcciones IP origen.
-  j: especifica el objetivo de la regla, es decir, qué hacer si el paquete entrante coincide con esa
misma regla.  En el  caso  que  se  explica  se  realizan  traducción de  direcciones  IP en  la  cadena
postrouting  que es  equivalente  a  hablar  de  SNAT  (Source  Network  Address  Translation o
Traducción de direcciones origen). En este caso, la dirección IP pública es supuestamente dinámica
y nuestro proveedor de servicios de internet la sustituye en función de sus políticas de empresa. Es
por esto, que añadiendo la palabra “masquerade”, se recogerá la dirección IP pública de ese preciso
momento y se traducirá a la del dominio privado, en este caso a una del rango 10.10.10.0/24.  
El segundo paso necesario para la instalación de paquetes en la Raspberry Pi tiene que ser que el
ordenador personal des de el que se trabaja pueda enrutar paquetes de red hacia internet. Para ello,
se deben modificar algunas características del kernel. El comando para conseguir dicho objetivo es:
host~# echo 1 > /proc/sys/net/ipv4/ip_forward
Que escribe un 1, es decir que habilita al fichero especificado la habilidad para enrutar paquetes
TCP/IP.
Por último también ha de modificarse un parámetro del kernel de la Rpi mediante el comando route:
rpi~# route add default gw 10.10.10.10
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El anterior comando envía todo el tráfico de red saliente de la máquina Raspberry Pi a la máquina
con dirección IP 10.10.10.10. El portátil  desde donde se ha trabajado durante el  proyecto tiene
asignada esa dirección y así pues, es el receptor por defecto de todos los paquetes enviados por la
Rpi.
Ahora  sí,  las  dos  máquinas  están  configuradas  correctamente  para  que  la  Raspberry  Pi  pueda
alcanzar Internet y así instalar los servicios necesarios. El proceso anteriormente descrito se realizó
cada vez que se tuvo que instalar cualquier otro paquete en la Rpi. 
Aunque cronológicamente se instalaron varios servicios al mismo tiempo, se detallará el proceso de
instalación de los diferentes programas a medida que se avanza en los diferentes capítulos de esta
memoria. El primer servicio a instalarse en la máquina es el protocolo de comunicaciones remotas y
encriptadas SSH . La instalación supone el siguiente comando:
rpi~$ sudo apt-get install ssh
Una vez finaliza la instalación, ha de iniciarse el servicio mediante: 
rpi~$ systemctl start ssh.service
Seguidamente se lanza el siguiente comando para permitir que el servicio esté en marcha cada vez
que la máquina arranca:
rpi~$ systemctl enable ssh.service
Raspbian Jessie viene por defecto con el administrador de sistema “Systemd”. Si se desconoce el
uso de los comandos 'systemctl' se puede utilizar la sintaxis tradicional de “SysVinit”:
rpi~$ /etc/init.d/ssh start
Para seguidamente lanzar: 
rpi~$ sudo update-rc.d ssh defaults
Lo que  causa  el  inicio  de  SSH y  el  arranque  del  programa,  respectivamente  cada  vez  que  se
enciende la máquina. 
A partir de este momento es posible acceder a la Raspberry Pi lanzando el siguiente comando desde
el ordenador personal del que se está trabajando:
host~$ sudo ssh -l pi 10.10.10.1
Donde el parámetro 'l' indica el usuario(en este caso pi) que desea acceder al host. 
También puede utilizarse la variante:
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host~$ sudo ssh pi@10.10.10.1
Nota: para la comodidad del trabajo diario se ha procedido a la creación de un alias específico que
evita cada vez la necesidad de escribir el comando anterior. El alias se puede crear a partir de:
host~$ alias pi=”ssh -l pi 10.10.10.1”
De esta manera, con el alias creado cada vez que se desea acceder a la máquina Raspberry basta con
escribir el siguiente comando y posteriormente introducir la contraseña:
host~$ pi
Una vez conseguido el paso anterior, se accede al archivo de configuración de interfaces de red vía 
SSH desde la computadora personal de trabajo:
rpi~$ sudo nano /etc/network/interfaces
(Nótese que se puede utilizar cualquier otro editor de ficheros como pico o vim).
En el fichero se deben introducir las siguientes líneas:
auto eth0 
iface eth0 inet static 
  address 10.10.10.1
  netmask 255.255.255.0 
  broadcast 10.10.10.255 
  gateway 10.10.10.10 
  dns-nameservers 8.8.8.8 8.8.4.4 
Que asignan la dirección IP privada 10.10.10.1 con máscara 255.255.255.0 a la interfaz de red eth0.
Si de desea se puede asignar cualquier otro rango de direccionamiento privado. Este rango viene
recogido, más abajo, en el apartado DHCP. 
Las líneas de configuración para el fichero /etc/network/interfaces se detallan a continuación:
-  auto  etho: provoca  que  la  interfaz  de  red,  en  este  caso  'eth0',  se  “levante”  como  se  dice
coloquialmente  o ponga en  marcha  durante  el  proceso  de arranque del  sistema por  los  scripts
ejecutados del comando 'ifup'. Las interfaces son levantadas por el sistema en el orden descrito en el
fichero. 
- iface eth0 inet static: por convención se escribe la palabra 'iface' y seguidamente la interfaz física
a  procesar. A continuación sigue el nombre de la familia de la dirección que la interfaz utilizará.
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Para el caso de conexiones TCP/IP se utiliza, como en el caso que nos ocupa, inet. Existe soporte
también para IPV6 o para el antiguo protocolo de red IPX. La palabra static, como sugiere, provoca
la asignación de los parámetros que le siguen de forma estática, es decir que no cambiarán cuando
la máquina vuelva a iniciarse.
- address: determina la dirección IP.
- netmask: describe la máscara utilizada por el rango de direcciones.
- broadcast: se escribe la dirección broadcast para el envío de paquetes a toda la red.
- gateway: especifica el gateway utilizado por defecto. 
- dns-nameservers: hace referencia a la dirección IP de los servidores de nombres para la máquina. 
Una vez finalizado el punto anterior se deben realizar dos configuraciones más, que poco tienen que
ver con el trabajo en sí, pero no por ello carecen de importancia. 
El primer asunto tiene que ver con los permisos de ejecución de los dos usurarios que figuran en el
sistema operativo Raspbian. Por defecto, éstos dos usuarios son “pi” y el usuario “root”. Ésta última
cuenta de usuario posee un absoluto control del sistema, es decir, mediante la introducción de la
contraseña root, un usuario es capaz de leer, escribir y ejecutar cualquier archivo de la computadora.
Pues bien, si no se realizan los cambios pertinentes el usuario “pi” no requiere de ese password y
por lo tanto, puede ejecutar cualquier cambio en la máquina sin tener que introducir la contraseña.
Esto  significa  que  cualquier  persona podría  realizar  todo tipo  de  cambios  en  el  sistema sin  el
consentimiento del propietario. Para pedir la contraseña que dota al usuario de privilegios root ha de
modificarse el archivo /etc/sudoers. El proceso se detalla a continuación:
rpi~# visudo /etc/sudoers 
El editor “visudo” es un editor de texto que invoca al editor de texto que se tenga por defecto en la
máquina. La configuración de este archivo se realiza mediante visudo ya que un error en este paso
supondría la inutilización de gran parte del sistema. Así pues, una vez se cierra el archivo, visudo
chequea que no hayan errores de sintaxis. En el caso de encontrarlos, el programa visudo devuelve
por pantalla tres opciones: volver a abrir el editor donde se marca el error cometido, cerrar sin
guardar los cambios o cerrar guardando los cambios (no recomendado).  
Cuando se accede al fichero se puede leer una línea como la siguiente:
pi ALL=(ALL) NOPASSWD: ALL
Lo que significa que el usuario 'pi' está habilitado en todos (ALL) los hosts (razones históricas de
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Unix) para poderse intercambiar a todos (=ALL) los usuarios y que no requiere de ningún password
(NOPASSWD)  para  cualquier  comando  del  sistema  (:ALL)  que  desee  ejecutar.   Para  tomar  la
configuración deseada, es decir que el sistema siempre pida la contraseña para ejecutar cualquier
comando  como  usuario  root,  se  ha  cambiado  en  la  anterior  línea  del  fichero  la  palabra
“NOPASSWD” por “PASSWD”. Por tanto la línea queda definida de la siguiente manera:
pi ALL=(ALL) PASSWD: ALL
La explicación anterior toma el mismo significado para el siguiente caso, con dos distinciones. La
primera corresponde al hecho de que al principio de la línea se puede observar el símbolo ('%') lo
que indica que no se trata de un usuario sino de un grupo del sistema. La segunda diferencia radica
en que para que se pueda ejecutar cualquier comando como usuario perteneciente al grupo 'sudo',
hay que validar la contraseña.  
%sudo   ALL=(ALL:ALL) ALL
También en el mismo fichero se observó la siguiente línea:
root    ALL=(ALL:ALL) ALL
Donde toma el mismo significado que en el caso del grupo sudo, pero este caso detalla los permisos
de ejecución para el usuario root.
Otro  aspecto  a  tener  en  cuenta  antes  de  comenzar  con la  configuración de  los  servicios  es  la
asignación de los llamados locales. 
Los locales se usan en computadoras Linux para la asignación del idioma predeterminado en el que
el sistema interactuará con el usuario. Si no está seleccionado el idioma deseado, los programas que
soporten multi-idioma mostrarán sus opciones por defecto en inglés. Para tal caso existe una manera
de solucionar este aspecto mediante los siguientes comandos, aunque es un método del que no se
han obtenido resultados exitosos:
export LANGUAGE=es_ES.UTF-8
export LANG=es_ES.UTF-8
export LC_ALL=es_ES.UTF-8
locale-gen es_ES.UTF-8
dpkg-reconfigure locales
El comando export se utiliza para que el valor de una variable de entorno sea accesible para todos
los procesos del sistema.  El significado de las variables de entorno anteriores son:
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- LANGUAGE: idioma en el que se muestran algunos de los mensajes del sistema.
- LANG: determina el idioma que se aplica al usuario.
-  LC_ALL: contiene el idioma y la forma para mensajes del sistema, formato de hora, símbolo
monetario, etc.
A continuación se detalla el significado de los dos últimos comandos:
- locale-gen: genera los locales para el sistema.
- dpkg-reconfigure locales: como el nombre sugiere, reconfigura los locales del sistema.
Nota: se cree que el anterior proceso no funciona correctamente ya que antes de generar los locales
mediante el comando locale-gen como se detalla anteriormente, se tiene que haber descomentado la
línea “ca_ES.UTF-8 UTF-8” que se encuentra en el fichero  /etc/locale.gen,  en el caso de utilizar
Raspbian. (Para otras distribuciones Linux, el archivo puede llamarse /etc/locale.conf).
Para la solución a la configuración de los locales se debe editar el siguiente archivo mediante: 
rpi~$ sudo nano /etc/default/locale 
Al abrir el fichero la siguiente línea ya se encuentra escrita:
LANG=ca_ES.UTF-8
Y donde además hay que añadir:
LC_ALL=ca_ES.UTF-8
LANGUAGE=ca_ES.UTF-8
Con las anteriores líneas y guardando los cambios en el fichero queda configurado correctamente el
locale  en la máquina.
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2.2.4 Arrancar sin interfaz gráfica
En el momento en que un usuario,  ya sea novel o avanzado utiliza su computadora a diario,  a
menudo lo  quiere  hacer  de  una manera  interactiva,  sencilla  y  visual.  Ello  conlleva  seleccionar
elementos con el dispositivo mouse, abrir navegadores web con sus respectivas opciones y menús
en colores o abrir editores de texto donde seleccionar una herramienta u otra es tan sencillo como
un simple clic. 
Todo ello no sale en balde, pues la unidad de procesamiento gráfico tiene que estar procesando
muchos  datos  en  todo momento,  lo  que  se  acaba  traduciendo  en  un  consumo considerable  de
recursos y de memoria. 
En el caso de trabajar con una Raspberry Pi2 model B, como en este proyecto, la memoria RAM de
la que se dispone es de 1 GB, y es buena elección trabajar sin el servidor X de ventanas o servidor
gráfico.  Más aún cuando se trata  de un servidor  donde el  trabajo  más habitual  pasa por  el  de
configuración de ficheros que se realizan mediante editores de texto vía terminal y en donde no se
necesitan menús desplegables. 
La eliminación del servidor gráfico en Linux de modo predeterminado pasa por el hecho de cambiar
el  runlevel  o  nivel  de  ejecución  del  sistema.  Para  explicarlo  de  manera  rápida  y  sencilla  los
runlevels  determinan  qué  procesos  y/o  servicios  se  ejecutan  de  manera  automática,  ya  que  al
configurarlos de manera manual se ejecutan a posteriori durante el inicio del sistema. El nivel de
ejecución queda determinado por un número entero comprendido entre 0 y 6. La siguiente tabla
muestra la relación entre el nivel de ejecución, el número que lo define y algunos de sus aspectos:
Número runlevel Aspectos destacados
0 Apagar el sistema
1 Mono-usuario
2 Full multi-usuario (por defecto)
3-5 Igual que runlevel 2
6 Reiniciar el sistema
Los niveles de ejecución del dos al cinco son idénticos aunque es comúnmente utilizado el tres con
el modo consola de texto, es decir, sin el servicio que proporciona la interfaz gráfica de usuario, y el
cinco con todos los componentes gráficos que el usuario requiere.
Por  defecto,  cuando  se  instala  el  sistema operativo  el  nivel  de  ejecución  seleccionado  en  una
distribución Debian es el 2. Sin embargo, en Raspbian el runlevel predeterminado es el 5. Se puede
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saber en qué nivel de ejecución se encuentra la máquina lanzando el siguiente comando:
rpi~$ runlevel
La respuesta al comando es el carácter 'N' seguido del número de nivel de ejecución del sistema en
ese momento. La razón de la aparición de la letra 'N' es porque es la letra inicial de la palabra none
informando al usuario que no han habido cambios en cuanto a runlevels desde el inicio del sistema.
Hasta hace pocos años el proceso de inicio del sistema predeterminado era SysVinit, teniendo un
directorio especifico  para cada  nivel  de ejecución.  Dicho directorio se  encuentra  en /etc/rcX.d,
donde 'X' ha de substituirse por cada número de nivel de ejecución. Es decir cada nivel de ejecución
tiene en el sistema SysVinit un directorio específico como el que se muestra en el siguiente ejemplo:
/etc/rc0.d /etc/rc1.d /etc/rc2.d /etc/rc3.d  
/etc/rc4.d /etc/rc5.d /etc/rc6.d
Accediendo a cualquiera de los anteriores directorios se pueden visualizar los diferentes scripts, que
son enlaces simbólicos a los  scripts residentes en /etc/init.d.  El código residente en este último
directorio es el ejecutado durante el arranque del sistema en uno de los posibles nivele de ejecución.
Estos enlaces simbólicos son de la forma:
K | S + nn + [string]
Dónde la  primera  letra  define  si  el  script tiene  que  pararse  (kill)  ó  ejecutarse  (start).  Los  dos
siguientes  caracteres  son  números  comprendidos  del  01  al  99,  que  indican  la  prioridad  en  la
ejecución del  script.  Así,  por ejemplo,  el  proceso  S01php se ejecuta antes  que S02apache.  Por
último, string contiene el nombre del servicio.
Como ya se ha mencionado anteriormente,  Raspbian viene por defecto con el administrador de
sistemas  systemd  y el  funcionamiento durante el arranque poco tiene que ver con el  tradicional
SysVinit que todavía “vive” en muchas computadoras de hoy en día.
Con este nuevo sistema, el gestor trata de arrancar ficheros .target, en castellano podría traducirse
como objetivos, y tienen un propósito muy cercano a los ya tradicionales  runlevels pero con un
comportamiento un tanto diferente. Este tipo de fichero no se enumera, sino que queda denominado
por el sistema y su función es la de servir un propósito específico. Algunos targets quedan activados
al recibir la herencia de otras unidades, lo que hace que se activen todos los servicios que provienen
del fichero del cual se reciben los procesos que deben ser ejecutados.
Y  eso  es  precisamente  lo  que  ocurre  en  la  máquina  Raspberry  Pi  tal  y  como  ha  quedado
configurada.  Por  defecto,  cuando el  sistema arranca,  lo  hace  a  través  de  runlevel5.target. Esto
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significa que lo hace en modo multi usuario y con el sistema gráfico en funcionamiento.
Pero de hecho, lo que realmente ocurre es que el sistema operativo busca su fichero “objetivo” por
defecto que no es otro que /etc/systemd/system/default.target como su nombre en inglés sugiere.
Así  pues,  mediante  un  pequeño  comando  podemos  redireccionar  en  qué  estadio  arrancará  la
máquina. Es similar a realizar una comparación con los runlevels de SysVinit : 
rpi~$ ln -s /lib/systemd/system/runlevel3.target/
etc/systemd/system/default.target 
A su vez el fichero runlevel3.target apunta a otro fichero desde donde recoge qué servicios y en qué
modo van a cargarse en dicho fichero. Esto se puede saber fácilmente con el comando:
rpi~$ ls -l /lib/systemd/system/runlevel3.target
Que nos muestra información un tanto más detallada sobre el fichero en cuestión. En la salida 
estándar por terminal vemos una imagen como la siguiente:
Salida del comando ls
Como  se  observa  en  la  anterior  imagen  la  terminal  muestra  por  la  pantalla  que  el  fichero
/lib/systemd/system/runlevel3.target apunta a  /lib/systemd/system/multi-user.target,  una unidad que
arranca el sistema en modo multi usuario sin la interfaz gráfica. Si se quisiera iniciar el servicio
gráfico, se debería apuntar con un enlace simbólico a graphical.target.  
Dado que estos ficheros quedan relacionados mediante enlaces simbólicos, veamos exactamente
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qué contiene el archivo multi-user.target:
rpi~$ more /lib/systemd/system/multi-user.target 
[Unit]
Description=Multi-User System
Documentation=man:systemd.special(7)
Requires=basic.target
Conflicts=rescue.service rescue.target
After=basic.target rescue.service rescue.target
AllowIsolate=yes
A continuación se detalla brevemente el contenido del fichero:
- Description: se trata de una pequeña reseña sobre la unidad. Más todavía, es lo que se muestra a
la salida estándar del comando systemctl status.
- Documentation: la redirección al usuario para documentarse sobre la unidad.
- Requires: la unidad detallada en la sección se procesa junto con otro fichero .target. Si uno o más
procesos detallados en el fichero basic.target no logra arrancar, la unidad no se activará.
-  Conflicts:  es la oposición al apartado anterior de  requires. Puede ser entendido como unidades
negativas o unidades que no pueden ser cargadas durante el proceso de ejecución de  multi-user
target. 
-  After:  define el orden cronológico en el que las unidades se ejecutan. La unidad empezará su
ejecución una vez los  targets  especificados en  after hayan sido cargados.  After,  al  contrario de
Requires, no activa específicamente una unidad.
-  AllowIsolate:  permite,  o  no,  que una unidad pueda ser  controlada  por  el  comando  systemctl
isolate. Se recomienda que esta opción quede configurada con yes, solamente en el caso en el que la
unidad vaya a ser tratado como si de un runlevel se tratase.
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2.3 Configuración de Rpi en Access Point.
Un punto de acceso inalámbrico también conocido como WAP (Wireless Acces Point, por sus siglas
en  inglés)  en  un  dispositivo  que  interconecta  inalámbricamente  a  un  determinado  número  de
máquinas en una red de computadoras. En muchas ocasiones, el dispositivo que actúa como access
point está conectado a otras redes para poder enrutar paquetes de información.
2.3.1 El servicio Hostapd
Como se ha apuntado anteriormente, un punto de acceso inalámbrico es un dispositivo de red donde
su función principal es la interconectar dispositivos Ethernet o tarjetas de red inalámbricas en una
red de computadoras. A continuación se detallan algunas características: 
- Son máquinas que actúan de intermediarias entre un host y una red local o Internet.  
- Facilitan la conexión de varios equipos sin la necesidad de estar unidos mediante cable.
- Permiten la comunicación inalámbrica y no inalámbrica de un dispositivo con una red.
- Son los encargados de crear la red, están siempre a la espera de nuevos clientes a los que dar
servicios.
Una de las funciones de un  access point es la de almacenar información de los dispositivos que
están conectados a él y compartirla con el resto de usuarios de la red. Normalmente un punto de
acceso también puede ser conectado a una red cableada, y así permitir la transmisión de datos de
una red wireless una red cableada. 
El hecho de que un punto de acceso sirva a los distintos clientes de direcciones IP y de servidor de
nombres  hace  que  el  servicio  Hostpad  quede  estrechamente  ligado  a  DHCP  para  facilitar
direccionamiento lógico y a DNS para la translación de nombres de dominio a direcciones IP y
viceversa. 
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2.3.1.1 Configuración de Hostapd
Antes de comenzar con la instalación del software, se recomienda conectar en el puerto USB la
antena Wi-Fi. Una vez conectada, probablemente se tendrá que reiniciar la computadora ya que
existe un problema con el chip que maneja los dispositivos USB en la Raspberry Pi. Este chip,
controla  además  de  los  cuatro  puertos  USB,  la  tarjeta  Ethernet,  con  lo  que  se  le  pide  más
rendimiento del que fue pensado en su diseño y desarrollo. No obstante, cabe la posibilidad de que
la máquina reconozca la antena Wi-Fi como dispositivo hot-plug, aunque también es cierto que no
se recomienda conectar al sistema ningún periférico en caliente, ya que podría llegar incluso a dañar
el hardware. 
En  la  siguiente  imagen  se  muestra  el  comando  utilizado  y  la  manera  que  tiene  el  sistema de
reconocer a la antena Wi-Fi: 
Ejemplo del comando lsusb
El hecho de que un ordenador o dispositivo actúe como punto de acceso requiere de la instalación
de un paquete para que esa computadora realice las tareas de access point. Este paquete puede ser
fácilmente descargado de los repositorios oficiales con el comando:
rpi~$ sudo apt-get install hostapd
Con esta descarga se obtiene un  daemon  de espacio de usuario que mediante una configuración
adecuada, hace que el equipo actúe como un punto de acceso a la red y posee además mecanismos
de autenticación.  
Una vez finalizada la descarga se inicia la configuración del servicio. Para ello es conveniente abrir
el siguiente archivo de configuración:
rpi~$ sudo nano /etc/hostapd/hostapd.conf
En él se deben especificar los siguientes valores:
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logger_syslog=-1 
logger_syslog_level=1 
logger_stdout=-1 
logger_stdout_level=1 
interface=wlan0 
ctrl_interface=/var/run/hostap-wlan0 
driver=nl80211 
country_code=ES 
ssid=PIA 
wpa_passphrase=XXXXXXXXX 
hw_mode=g 
channel=6 
wpa=2 
auth_algs=1 
macaddr_acl=0 
wpa_key_mgmt=WPA-PSK 
wpa_pairwise=TKIP 
rsn_pairwise=CCMP 
Aquí se detalla el significado de los anteriores parámetros:
Los cuatro primeros parámetros listados determinan la cantidad de detalle del fichero  .log  donde
quedan redireccionados los detalles del proceso de logging.
- logger_syslog 
- logger_syslog_level 
- logger_stdout 
- logger_stdout_level
Los posibles valores para las variables anteriores corresponden con el número entero comprendido
entre 0 y 4. Se especifica también el significado de cada uno de ellos:
0 = depuración detallada
1 = depuración estándar
2 = mensajes informativos
3 = notificaciones
4 = advertencias
- interface: contiene el nombre de la interfaz de red que se ha de configurar. Es por tanto por donde
se recibirán las peticiones de los distintos clientes. 
- ctrl_interface: directorio donde se encuentra el fichero socket.
- driver: nombre del controlador de dispositivo utilizado por el chipset. En este caso el nl80211.
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- country_code: código referente al país donde se encuentra la máquina. Las iniciales 'ES' 
corresponden a España. 
- ssid: nombre de la red que se crea mediante este proceso. Este nombre será visible por los 
usuarios que se encuentren dentro del radio de cobertura.   
- wpa_passphrase: la contraseña que permite a los clientes autenticarse en la red PIA. 
-  hw_mode: configura el modo operativo o de funcionamiento de la interfaz de red y los canales
disponibles  que  emite.  Los  valores  en  los  que  emite  la  antena  dependen  en  gran  medida  del
hardware, pero siempre dentro de un rango dividido en a, b, g. Estos valores son:
- 802.11a: equivale a una frecuencia de 5 GHz pudiendo transmitir hasta 54 mega bits por 
segundo.
-  802.11b: de los tres,  éste es el  estándar  más lento.  Utiliza la  banda de los 2.4 GHz,  
repartiendo datos a 11 Mbit/seg. 
- 802.11g: es la suma de los dos estándares anteriores. Por un lado utiliza la banda de 2.4 
GHz con una tasa de  54 Mbit/seg.
- channel: especifica el canal de la frecuencia por la que se emite. Debe ser compatible con el modo
seleccionado en el apartado anterior, hw_mode.
-  wpa:  sistema para  la  protección contra  intrusismo en  las  redes  inalámbricas.  El  número dos
especificado como valor de la variable, fuerza a utilizar WPA2.
Nota: el sistema WPA2, requiere por norma, de la utilización del estándar 802.11n. Esto conlleva a
asegurarse de que la opción ieee80211n, esté habilitada, es decir igual a 1. 
-  auth_algs:  este carácter,  que debe estar acorde con el valor anterior, especifica el sistema de
protección a usar:
- 1 = wpa
- 2 = wep
- 3 = (ambos)
-  macaddr_acl:  controla  el  filtrado  de  las  direcciones  MAC.  Estas  direcciones  pueden  ser
fácilmente falsificadas, por lo tanto esta variable incrementa el nivel de seguridad.
Los posibles valores son:
- 0 = aceptada a menos que se encuentre en la lista de negaciones.
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- 1 = denegada sino se esta en la lista de aceptaciones.
- 2 = utilización de un servidor externo RADIUS (las listas de aceptaciones y negaciones son
previamente buscadas)
- wpa_key_mgmt:  gestiona qué algoritmo de control de llaves se utiliza durante el proceso de
autenticación de clientes. Este puede ser WPA-PSK, WPA-EAP o ambos. 
- wpa_pairwise: controla la encriptación de datos en el protocolo de seguridad WPA.
- rsn_pairwise: en este caso se controla la encriptación de datos en WPA2. Los valores disponibles
en este caso también proceden para la opción wpa_pairwise anterior: 
- CCMP = Son las siglas Counter Mode CBC-MAC Protocol y es el estándar definido para 
ser utilizado con WPA2. Sustituye a TKIP.
- TKIP = Temporal Key Integrity Protocol fue el primer algoritmo de cifrado de datos tras la
desaparición  del  estándar  WEP.  Puede  ser  usado  con  WPA2  por  temas  de  retro  
compatibilidad.
Nota: en  el  caso  de  que  se  vayan  a  conectar  a  la  red  privada  clientes  con sistema operativo
Windows®, es  recomendable deshabilitar  la  opción de CCMP en  wpa_pairwise ya que existen
diversos problemas con los drivers de Microsoft®, aunque se debe destacar que la conexión ha sido
exitosamente testeada con Windows® 8.1 PRO sin realizar ningún cambio. 
Por último para la configuración de Hostpad es necesario revisar el siguiente fichero: 
pi~# nano /etc/default/hostapd 
Una vez en el fichero se debe buscar la línea:
DAEMON_CONF=“”
Y se añade el siguiente archivo:
DAEMON_CONF=“/etc/hostapd/hostapd.conf”
Donde  simplemente  se  “informa”  al  proceso  Hostapd  de  cual  es  el  fichero  de  configuración.
Cuando se ha finalizado con la edición de los archivos de configuración recargamos el servicio
mediante:
pi~# systemctl restart hostapd.service
O mediante el tradicional método de SysVinit que aun es soportado por el sistema operativo:
pi~# /etc/init.d/hostapd restart  
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En el momento en que se instala el servicio Hostapd en una máquina es en principio para que actúe
de manera similar a un  router. Si no se desea este comportamiento basta con especificar en los
parámetros de DHCP otra dirección IP en la opción gateway.
Así en el momento en que el servidor pi debe enrutar paquetes se le debe habilitar esta acción. Para
hacerlo de manera que solamente se ejecute en la sesión actual se tiraría el comando:
pi~# echo 1 > /proc/sys/net/ipv4/ip_forward
El problema de reenviar un 1 (activar) el reenvío de paquetes en el fichero ip_forward, es que si la
máquina reinicia, por defecto este valor volverá a estar desactivado.
Existen varias maneras de asignar esta opción como true. Una de ellas es editar un pequeño script
que se ejecute al inicio de la puesta en marcha del sistema operativo. Con systemd es más sencillo y
se trata únicamente de tirar  un comando y seguidamente configurar un fichero.  El comando es
mediante sysctl,  que gestiona y automatiza configuraciones  referentes  al  kernel  en el  directorio
/proc/sys en tiempo real.
Así el siguiente comando es totalmente equivalente a redireccionar el valor 1 con “echo”.
pi~# sysctl -w net.ipv4.ip_forward=1
Donde se puede cambiar el separador '/' por puntos. La opción '-w' es de write y al tirar el comando
se ejecuta por defecto aunque no se especifique dicho parámetro. 
Una vez esto, para conseguir que este valor esté siempre activo, se edita el siguiente archivo:
pi~# nano /etc/sysctl.conf
Y se descomenta la línea:
net.ipv4.ip_forward=1
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2.3.2 El protocolo DHCP
Hablar del servicio Hostapd no tiene sentido sin mencionar el protocolo DHCP. Sus siglas que en
inglés son Dynamic Host Configuration Protocol o protocolo dinámico de configuración de host, es
precisamente un protocolo que asigna parámetros de red y direcciones IP a las computadoras que se
encuentran  en  su  radio  de  abastecimiento.  Se  entiende  por  asignación  dinámica,  que  una  vez
programado el  comportamiento  del  protocolo,  no hace  falta  la  intervención humana durante  el
proceso de asignación. 
Todo ello  se  establece  mediante  una  comunicación que sigue  el  modelo cliente-servidor  y que
utiliza los puertos 67 y 68 de UDP, donde la computadora demandante (cliente) solicita al proveedor
(el servidor) que le asigne dichos parámetros. Entre éstos se encuentran la dirección IP del servidor
de nombres DNS, la puerta de enlace, la dirección broadcast, la máscara de red o el tiempo máximo
de espera del protocolo ARP además de la propia IP que se le asigna al cliente. Existe también la
versión para el direccionamiento de IPv6.
En cuanto a la asignación de direcciones IP, el protocolo DHCP soporta tres modos: 
-  asignación  manual:  una  dirección  IP en  particular  queda  asignada  por  el  administrador  del
sistema a un dispositivo de red  concreto,  quedando relacionada con una dirección MAC. Muy
utilizado cuando se requiere de un control sobre los clientes.  
-  asignación automática: el servidor asigna de manera permanente una IP seleccionada de entre
una cantidad posible de direcciones al cliente. Suele utilizarse cuando el número de clientes en la
red no varía demasiado. 
-  asignación dinámica: es el único modo donde se permite la reutilización de direcciones IP. El
protocolo DHCP asigna una dirección a una máquina de red por un periodo de tiempo limitado, o
cuando el host cliente decide liberarla. 
Esquemáticamente el proceso se realiza de la siguiente manera:
1. El cliente manda un mensaje  DHCPDISCOVER des de la dirección 0.0.0.0,  ya que no tiene
asignada en ese momento ninguna dirección IP, a la dirección broadcast 255.255.255.255, es decir a
todos las computadoras de la red. La intención es ser contestado por los servidores disponibles de la
red.
2. A continuación, los servidores que contesten (podría haber más de uno que no lo haga porque así
ha  sido  programado)  lo  hacen  con  un  mensaje  DHCPOFFER,  especificando  la  dirección  IP
disponible para ser asignada y los demás parámetros de red. Precisamente el servidor contesta en
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modo  unicast al  cliente  con la  dirección IP que  ofrece,  a  menos  que  el  cliente  especifique  lo
contrario en el mensaje enviado previamente.  
3. En ese momento el cliente envía otro mensaje DCHPREQUEST  utilizando la IP del servidor que
mejor se adapta a las necesidades del cliente. Implícitamente, declina el ofrecimiento de los otros
servidores.
4. Si el servidor finalmente puede procesar la petición contesta con un último mensaje de aceptación
DHCPACK.
Existen otros mensajes en el protocolo DHCP, que se describen a continuación:
- DHCPNAK: mensaje con doble propósito. Por una parte puede ser utilizado por el servidor para
indicar que la concesión ha finalizado. Por otra, el cliente puede enviarlo al servidor para indicarle
un error de configuración de red.
- DHCPDECLINE: el cliente anuncia al servidor que la dirección ya está siendo utilizada.
- DHCPRELEASE: la dirección IP queda liberada por parte del cliente.
-  DHCPINFORM: se  solicita,  por  parte  del  cliente,  información  sobre  los  parámetros  de  red
aunque no se asignará ningún parámetro.  
Proceso DHCP
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2.3.2.1 Instalación y configuración DHCP
Una vez se ha hecho una reseña sobre el protocolo DHCP es hora de describir su implementación
completa en el servidor Rpi.
Obviamente se empieza por la descarga e instalación del servicio escribiendo el comando:
rpi~$ sudo apt-get install isc-dhcp-server
Cuando la  instalación del  paquete finaliza,  se puede comenzar  por  el  paso más simple,  que es
informar al sistema de dónde se encuentra el fichero principal de configuración, además de ciertos
aspectos sobe el servicio:
rpi~# nano /etc/default/isc-dhcp-server 
Cuando se visualiza el fichero, las siguientes líneas han de comenzar sin el símbolo '#':
DHCPD_CONF=/etc/dhcp/dhcpd.conf 
DHCPD_PID=/var/run/dhcpd.pid 
A continuación, se especifica cual es la interfaz de red por la que se el servidor debe liberar las
peticiones de los clientes:
INTERFACES=“wlan0” 
Una buena idea es, antes de comenzar con las configuraciones, crear una copia de seguridad, ya que
en caso de crear una mala configuración siempre se podrá volver al fichero inicial. El comando para
copiar es 'cp':
rpi~$ sudo cp /etc/dhcp/dhcpd.conf /etc/dhcp/dhcpd.backup 
Ahora sí, se abre con el editor de texto  el principal fichero de configuración de DHCP mediante:
rpi~# nano /etc/dhcp/dhcpd.conf
Nota: hay que tener muy en cuenta, que a diferencia de otros ficheros de configuración, en éste
todas las líneas deben terminar con punto y coma.
Así, por orden de aparición en el archivo, se debe descomentar primeramente la siguiente línea:
# ddns-update-style none;
Que quedará descomentada suprimiendo el carácter '#'. La línea anterior informa que el sistema no
actualizará el servicio de DNS, cuando DHCP libere una dirección IP a un nuevo cliente. 
A continuación se crea el nombre de dominio que un usuario debe utilizar cuando desee resolver un
host vía DNS:
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option domain-name "telematics.net"; 
El siguiente parámetro es la configuración del tiempo de liberación de una IP por defecto y del
tiempo máximo que un cliente puede pedir para una dirección:
default-lease-time 600;
max-lease-time 7200; 
Se debe descomentar la siguiente línea en caso de que el servidor que se configura sea el servidor
autoritativo de esa zona:
authoritative; 
En caso de querer crear un archivo “.log” especifico para DHCP y que no se muestren los registros
en /var/log/syslog, como es este caso, se descomenta la siguiente línea: 
# log-facility local7; 
Con la anterior línea descomentada, se edita el fichero /etc/rsyslog.conf y se añade lo siguiente:
local7.* /var/log/dhcp.log 
Como consecuencia del carácter '*' se enviarán todos los registros generados por el daemon DHCP
al archivo /var/log/dhcp.log
Ahora se declaran propiamente los parámetros de la red para el dominio telematics.net:
subnet 10.10.10.0 netmask 255.255.255.0 { 
range 10.10.10.11 10.10.10.50; 
     option broadcast-address 10.10.10.255; 
     option routers 10.10.10.1;  
     option subnet-mask 255.255.255.0; 
     option domain-name-servers 10.10.10.1; 
        host xavi { 
              hardware ethernet 00:71:cc:2f:36:87; 
              fixed-address 10.10.10.4; 
   } 
        host juanjo { 
              hardware ethernet 00:1b:11:c6:98:b5; 
              fixed-address 10.10.10.6; 
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        } 
        host jose { 
              hardware ethernet 00:1b:11:c6:98:be; 
              fixed-address 10.10.10.7; 
        } 
} 
En la declaración se puede observar que el rango disponible para la asignación dinámica, estipulado
en el parámetro range,  comprende desde la dirección .11 a la .50, lo que significa que las demás
direcciones, desde la .2 (la .1 es para la propia interfaz) hasta la .10, y de la .51 a la .254 quedan en
disposición de poder ser asignadas manualmente por el administrador del sistema. 
Se explican con más detalle los parámetros de la declaración de la red: 
- subnet: define la dirección IP de la red. Le sigue el parámetro netmask que especifica la máscara
utilizada en la propia red. Puede asignarse cualquier rango privado de direcciones. Estos son:
- Des de 10.10.10.1 hasta 10.255.255.254
- Des de 172.16.0.1 hasta 172.31.255.254
- Des de 192.168.0.1 hasta 192.168.255.254
Nota: se ha tenido en cuenta que la dirección X.X.X.0 es la dirección de red y que X.X.X.255 es la
dirección broadcast. 
- range: muestra los valores mínimo y máximo para los que el servicio asignará direcciones IP a los
distintos clientes.
- option broadcast-address: dirección broadcast de la red.
- option routers: informa al cliente de la dirección IP del router. 
- option subnet-mask: la máscara de la red
- option domain-name-servers: la IP para resolver peticiones DNS.
En la primera versión de la arquitectura de red,  el servicio de impresión fue configurado para estar
conectado mediante una conexión Ethernet con el servidor pi. En tal caso había que especificar otro
rango de direccionamiento para la comunicación con la impresora y la redirección de los trabajos.
Esa  red  fue  creada  en  el  fichero  /etc/dhcp/dhcpd.conf  con  rango  192.168.10.0/24,  pero  fue
comentada con los respectivos símbolos '# ' ya que finalmente el dispositivo queda conectado por
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cable USB y por lo tanto no requiere de una dirección IP. 
No hay que olvidarse de que cualquier cambio realizado en los archivos de configuración conlleva a
recargar el servicio: 
rpi~# systemctl restart isc-dhcp-server.service
Además hay que tener en cuenta que para poder asignar direcciones a los clientes, la interfaz de red
de la Raspberry Pi debe tener una dirección IP del mismo rango de direccionamiento del que se va a
entregar a los clientes, ya que en caso contrario, servidor y clientes no podrían comunicarse por
encontrarse en redes lógicas distintas. El proceso para asignar una dirección IP estática a la interfaz
wlan0 pasa por editar el siguiente archivo:
rpi~# nano /etc/network/interfaces
Primeramente, se descomenta la siguiente línea para permitir la conexión del dispositivo una vez el
sistema está en marcha:
allow-hotplug wlan0 
Una vez esto se debe añadir el siguiente bloque:
iface wlan0 inet static
  address 10.10.10.1
  netmask 255.255.255.0
  broadcast 10.10.10.255
  dns-nameservers 127.0.0.1
Donde:
- iface wlan0 inet static: se refiere que a ser asignada una dirección de red de manera estática a la
interfaz de red wlan0. 
- address: la dirección IP asignada a la tarjeta de red.
- netmask: la máscara de red.
- broadcast: la dirección broadcast para la red a la que pertenece la interfaz.
- dns-nameservers: la dirección IP de los servidores para la traducción de direcciones IP a nombres
de dominio. El hecho de asignar la dirección de  localhost  significa que la Rpi tratará primero de
resolver la petición des de su memoria caché, siendo así la respuesta mucho más rápida. En caso de
no ser  posible  comunicará con los  forwarders,  como se verá más adelante.  Otra  alternativa  es
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redireccionar todas las consultas al servidor de nombres de la UPC o a los servidores públicos de
Google con direcciones IP 8.8.8.8 y también 8.8.4.4.
Cabe destacar también que para poder trabajar con protocolo SSH cómodamente desde el ordenador
personal, es una buena idea asignar de manera estática una dirección IP a la interfaz de red Etherntet
que va a estar conectada durante el tiempo que dura el trabajo a la máquina Raspberry Pi. En las
versiones modernas de las distribuciones Linux, existe un servicio denominado Network-Manager
que aboga para que las comunicaciones de red sean más fáciles de configurar para el usuario novel
proporcionando una pequeña interfaz gráfica. Esto puede llevar a que dicho servicio dificulte en
algunos casos una comunicación entre distintas máquinas. 
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2.3.3 El servicio DNS.
Para dar a conocer en modo básico como funciona Internet, se explica la agenda telefónica a modo
de símil. 
Cuando una persona cualquiera se dispone a llamar por teléfono, no suele acordarse de muchos
números por lo que acude a la agenda y desde ahí habilita la llamada a la persona con la que se
desea hablar. A su manera, Internet funciona de una manera parecida gracias al protocolo DNS, que
traduce nombres de dominio a direcciones IP y viceversa, aunque el usuario final no vea en su
computadora este proceso. Por ejemplo, la mayoría de usuarios alcanzan la página web de Google a
través  de  www.google.com,  es  decir  escribiendo  precisamente  este  nombre  de  dominio  y  no
mediante la dirección IP 216.58.211.227, que es realmente la dirección IP  de uno de sus servidores.
Al principio, durante los primeros años de Internet, en todas las computadoras tipo Unix, había un
fichero cuyo path era /etc/hosts que contenía todas las entradas para los demás ordenadores y que
estaba mantenido por InterNic, una organización gubernamental que se encargaba de actualizar y
gestionar los nombres de dominio y las direcciones IP hasta mediados del año 1998. En ese año,
este rol pasó a manos de la ICANN (Internet Corporation for Assigned Names and Numbers, por
sus siglas en inglés). 
El problema llegó con el boom de Internet, donde el fichero ya no podía albergar todas translaciones
de la red de redes, además de no ser escalable, puesto que cada vez aparecían más redes y de mayor
tamaño. 
La solución fue el  sistema de nombres de dominio (DNS, por sus siglas en inglés, Domain Name
System) que es un sistema jerárquico de translaciones IP-nombres de dominio para computadoras
conectadas por redes IP, ya sea Internet o una red privada. 
El espacio de nombres de DNS se divide jerárquicamente en dominios, que están clasificados según
el nivel de profundidad de éstos. Los niveles son:
-  primer nivel: controlado por organizaciones gubernamentales, agencias especiales o países. En
este nivel se encuentran los conocidos '.com', '.edu',  '.org'  o en el caso de por ejemplo de Gran
Bretaña el dominio es '.uk'. 
- segundo nivel: este nivel está controlado por compañías o entidades privadas. Un ejemplo sería el
dominio .upc.
Existe además el nivel root o raíz, que se invoca añadiendo al final en la dirección un punto final. 
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A su vez los dominios están subdivididos en zonas, que sin entrar en detalles son partes del dominio
delegadas  administrativamente.  Cada  zona  está  gestionada  por  un  único  servidor  de  nombres
primario.   
En el mundo de Internet existen muchos servidores 'www' de páginas web, muchos servidores de
correo electrónico, pero el usuario se conecta a un servidor u otro, gracias al hecho de que los
nombres de dominio están separados por el primer y el segundo nivel. A modo de ejemplo, puede
entenderse como los nombres de las personas que se componen de nombre, apellido1 y apellido2.
Árbol jerárquico DNS
En la imagen se aprecia como están separados los niveles de los nombres de dominio. Por debajo 
del nivel root corresponde a los TLD o top level domain, y como por debajo se encuentran los 
dominios controlados por entidades privadas. Cada entidad privada puede disponer de sus 
correspondientes servidores de páginas web o de correo electrónico ya que quedan definidos 
separadamente por los niveles superiores. Una vez explicado esto se entiende mejor la estructura de 
una URL. Supóngase la URL ”http://www.rpi.com/index.html”. La estructura que sigue es como se 
explica en la tabla:
http :// www rpi com / index.html
protocolo separador servidor compañía TLD separador recurso
Como puede verse, la estructura de una URL se escribe de manera inversa a la jerarquía del árbol 
DNS, comenzando por el protocolo web que se utiliza, el servidor de la compañía al que el usuario 
desea conectarse, el nombre de la compañía seguidamente del dominio de primer nivel, y por último
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el archivo que ha de ser descargado como página principal y que será visualizado por el cliente. 
Nótese, que no se escribe el punto final referente al nivel root, para la facilidad del usuario 
corriente, quedando todo referenciado por defecto a este nivel. En algunos casos la URL puede 
contener el directorio desde donde se descarga un archivo.
En el proceso de peticiones DNS se destacan tres componentes básicos:
-  cliente: el proceso que se ejecuta en la parte del usuario envía una petición DNS al servidor
“preguntando” sobre la dirección IP de un determinado nombre. Hay dos tipos de queries:
- iterativas: en una petición iterativa, el servidor de nombres responde con la dirección IP 
del siguiente servidor al que ha de ser preguntado para obtener la respuesta final. Son las  
peticiones que se realizan los servidores entre sí.
- recursivas: normalmente los clientes realizan este tipo de peticiones habilitando un flag, 
donde el servidor realizará todas las peticiones necesarias a otros servidores de nombre para 
hallar la respuesta y comunicarla finalmente al cliente. Normalmente, es el tipo de petición 
utilizada por los clientes.
- servidor: el servidor contesta a las peticiones DNS de los clientes pudiendo actuar como servidor
recursivo para una serie de nodos o redes IP, pero no para otros. Normalmente se suele disponer de
dos servidores para cada zona, uno maestro y otro esclavo. Se distinguen los siguientes tipos de
servidores:
- maestros o primarios: disponen de una base de datos que relaciona los nombres con las 
direcciones IP.
- esclavos o secundarios: obtienen los datos a través de la sincronización con los servidores 
primarios. Esta sincronización queda definida por el administrador.
- recursivo: no disponen de la base de datos en su disco duro, sino que cuando reciben una 
consulta,  la redirigen a los servidores correspondientes,  almacenando la respuesta en la  
memoria caché, para agilizar respuestas futuras. 
 En caso de ser un  servidor recursivo, puede cachear las respuestas en memoria por un tiempo
determinado. Con el uso del caché, hay dos posibles tipos de respuestas:
 - respuesta autoritativa:  el servidor responde directamente a la petición ya que es la fuente
para esa zona.
-  no autoritativa: el servidor responde con una respuesta almacenada en la cache. Esta  
Configuración de una red SOHO 53
respuesta es válida durante un tiempo, que lo determina el administrador del sistema en un 
registro SOA, como se detalla más adelante.
Para entender mejor el proceso de petición DNS, se explica un ejemplo. Un cliente desea obtener la
dirección IP de la página “www.linux.com”. Para ello, primero mira el sistema operativo comprueba
si la petición está almacenada en la memoria caché, aunque normalmente los clientes no almacenan
direcciones. Entonces, se dirige al servidor de nombres que tiene asignado (para este ejemplo se le
llama servidor1), y en caso de ser servidor autoritativo de la zona, contesta directamente al cliente. 
En caso de no ser autoritativo de la zona, el servidor1 realiza una petición al servidor  root  para
averiguar qué dirección tiene el servidor autoritativo del dominio “.com” (para el ejemplo se le
llama  servidor2).  Una  vez  el  servidor  “raíz”  le  contesta  con  la  dirección  IP del  servidor2,  el
servidor1 contacta con el servidor2 enviando una query para conocer la IP del host www.linux.com.
El servidor1 contesta finalmente al cliente. 
Pasado  un  tiempo  desde  la  petición  a  “www.linux.com”  el  cliente  desea  volver  a  obtener  la
dirección IP. En ese caso, siempre y cuando el servidor1 haga cache de las respuestas y el tiempo
transcurrido desde la primera petición sea menor que el definido en TTL, el servidor1 contestará al
cliente sin tener que hacer consultas iterativas.
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2.3.3.1 Pasos para la configuración de DNS
Para el servicio de la traducción de nombres existen otras posibilidades, como lo son por ejemplo
dnsmasq, un software sencillo de configurar, sobretodo para redes de tamaño pequeño como lo es
telematics.net, pero finalmente se ha optado por  BIND (Berkeley Internet Name Domain, por sus
siglas en inglés) por distintas razones: 
- Es un estándar de facto en el protocolo DNS
- Software DNS más utilizado en Internet 
- Multitud de opciones configurables
- Paquete muy conocido en el mundo de las redes 
Para su instalación basta con utilizar el comando:
pi~$ sudo apt-get install bind9
El número nueve, que sigue al nombre del paquete informa sobre la versión del mismo, ya que
versiones anteriores como bind4 o bind8 tuvieron un gran número de agujeros de seguridad.
Con  el  paquete  ya  instalado,  se  accede  al  directorio  /etc/bind,  donde  se  encuentran  todos  los
ficheros de configuración para el servicio. 
El hecho de configurar un servidor de nombres, hace que en algunos momentos la máquina se
comporte como servidor al tener que resolver una petición y en otros casos como cliente cuando
tenga que redireccionar consultas a otros servidores. 
Así pues primeramente se edita el fichero para la parte cliente:
pi~# nano /etc/resolv.conf
donde se le añade la siguiente línea:
nameserver 127.0.0.1
Lo que hace que antes de enviar una petición a otro servidor, la máquina mire en su propia memoria
cache, ya que así se indica con la dirección localhost o de la propia máquina. 
En el momento que la configuración cliente está lista, se procede a configurar la parte servidor. El
primer archivo que se configura es  named.conf,  que es el principal archivo de configuración que
levanta el servicio. Involucra además a otros dos ficheros detallados más adelante. Se abre el editor
con el comando:
pi~# nano /etc/bind/named.conf
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Y se añaden los siguientes parámetros:
include “/etc/bind/named.conf.options”;
zone “telematics.net”{ 
type master;
file “/etc/bind/db.nettelematics”; 
};
En las líneas anteriores se añaden dos ficheros para la zona administrativa “telematics.net”, donde la
máquina 'pi' actúa como servidor master o primario.
Nota: se ha de tener muy presente que la adición de los ficheros en  named.conf deben quedar
especificados con el nombre de directorio completo. 
El siguiente archivo a configurar es  db.nettelematics, el cual define los parámetros de la zona de
red. Se abre enviando el comando:
pi~# nano /etc/bind/db.nettelematics
Con el editor abierto se añade:
$TTL 60000 
@ IN SOA pi.telematics.net. root.pi.telematics.net. (
2016031701 ; Serial 
10 ; Refresh 
36 ; Retry 
12 ; Expire 
0 ; Negative Cache TTL
)
@ IN NS pi
pi IN A 10.10.10.1
juanjo IN A 10.10.10.6
jose IN A 10.10.10.7
printer IN CNAME pi
scanner IN CNAME pi 
Se explican a continuación los parámetros del fichero anterior:
- TTL: se asigna la cantidad de tiempo para el cual un registro de recurso puede hacer caching y así
resolver una petición. Un valor igual a cero supondría no hacer  caching,  teniendo que usar este
valor con precaución ya que puede llegar a sobrecargar la red de peticiones. 
-  nombre del servidor de la zona: especificado como  pi.telematics.net. o  root.pi.telematics.net.
(nótese que ésta última forma contiene todo el dominio completo hasta llegar al servidor root).  El
carácter '@' hace referencia precisamente al nombre del servidor, donde más abajo se observa que el
nombre es pi, siendo el servidor de nombres (NS), y que tiene adjuntada la dirección 10.10.10.1 de
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tipo Internet (IN), es decir IPv4 de 32 bits. 
-  serial: contiene una cifra codificada como YYYYMMDD, y se le añade al final el número de
versión del fichero. Sirve, simplemente para tener un control de las actualizaciones del fichero.
-  refresh: cada cuánto tiempo, en segundos,  un servidor esclavo actualizará la información del
servidor primario.
- retry: define el tiempo en segundos, en el cual el servidor secundario intentará volver a contactar
con el servidor master en caso que la comunicación entre ellos haya fracasado.  
- expire: solamente utilizado por el servidor esclavo. Indica el tiempo, también en segundos, en el
que el  slave dejará de responder de manera autoritativa a las peticiones de zona si el tiempo ha
sobrepasado el valor marcado en expire y no se ha contactado con el servidor master.
-  negative cache: almacena el tiempo de cache para resoluciones incorrectas. Supóngase el caso
que el navegador web no puede mostrar la página a causa de una mala resolución. Este resultado no
puede ser guardado en memoria cache, ya que la siguiente ocasión, el servidor volverá a resolver
incorrectamente la petición.
Finalmente se configuran las direcciones (A = address) IP para los  hosts Juanjo y Jose del tipo
Internet. También se asigna la dirección de la impresora y del escáner como CNAME. Esto significa
que el usuario final no ve directamente el dispositivo, sino que contacta con el servidor Raspberry y
éste redirecciona los trabajos al dispositivo adecuado. 
A continuación, en el siguiente fichero se configuran los aspectos genéricos para el servidor:  
pi~# nano /etc/bind/named.conf.options
Lo primero que se hace es añadir una lista de acceso permitida mediante:
acl goodclients { 
10.10.10.0/24;
localhost;
localnets;
};
La access client list comparte la misma idea que el sistema de permiso de los ficheros pero al nivel
de red. En este caso se permite el acceso a las máquinas con direccionamiento comprendido en el
rango 10.10.10.0/24, en donde localnets fuerza ese comportamiento.
Se  permite  también  a  las  interfaces  donde  el  servicio  bind9  se  está  ejecutando  mediante  el
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parámetro  localhost.  Esto  significa,  que  acepta  peticiones  de  la  dirección  127.0.0.1  y  de  la
10.10.10.1.
Continuando con el fichero se añade:
options {
directory “/var/cache/bind”; 
recursion yes;
allow-query { goodclients; };
dnssec-enable yes;
dnssec-validation yes;
auth-nxdomain no; # conform to RFC1035
# forwarding the queries to.. 
forwarders { 
8.8.8.8; 
8.8.4.4;  
};
forward only;
listen-on-v6 { any; }; 
Los parámetros anteriores se explican a continuación:
- directory /var/cache/bind: directorio donde se almacenan las peticiones en memoria caché. 
- recursion: con la palabra 'yes' se permite el comportamiento de recursión al servidor.
- allow-query { goodclients; }: se aceptan peticiones de la lista de acceso 'goodclients'.
-  dnssec-enable: indica que se ejecuta un servicio DNS seguro, el cual utiliza el protocolo TSIG
para la transferencia de zonas y la actualización de la base de datos.
- dnssec-validation: permite a los usuarios recuperar la información DNS de una forma segura. 
- auth-nxdomain: configurado como no, el servidor no responde de manera autoritativa.
-  forwarders: las  direcciones  IP de  los  servidores  a  los  que  'pi'  debe  preguntar  en  peticiones
iterativas.
En  el  directorio  /etc/bind/,  se  encuentran  también  dos  archivos,  que  aunque  ya  vienen
preconfigurados con la descarga del  paquete bind9, se explica brevemente para qué sirven:
- db.local: mantiene la información relativa a la interfaz loopback propia del sistema. Esta interfaz
utiliza la dirección 127.0.0.1.
- db.root: en este fichero está presente la información sobre los servidores de nombres root. 
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Otra respuesta que tiene que dar el servicio de nombres es el de traducción inversa o reverse lookup,
es decir, el de responder con nombre de dominio a una petición sobre una determinada IP. Para ello
lo primero es añadir al fichero /etc/bind/named.conf las siguientes líneas:
zone “10.10.10.in-addr.arpa” {
type master;
file “/etc/bind/db.10.10.10”;
}; 
Que indican al sistema qué archivo hay que consultar en caso de una consulta inversa. Una vez esto,
en el directorio /etc/bind, ha de ser incluido el archivo db.rango_de_dirección_red en orden inverso.
A modo genérico si  una dirección IP está  compuesta  por A.B.C.D, el  fichero se nombra como
db.C.B.A. Para el caso de la red con dominio telematics.net, el fichero es db.10.10.10 y el contenido
es el siguiente:
$TTL 1
@ IN SOA pi.telematics.net. root.pi.telematics.net. (
2016081201; serial
28; refresh
14; retry
3600000; expire
0; negative cache ttl
)
@ IN NS pi.telematics.net.
1 IN PTR printer.telematics.net.
1 IN PTR scanner.telematics.net.
6 IN PTR juanjo.telematics.net.
7 IN PTR jose.telematics.net.
Donde, los parámetros que quedan definidos entre los paréntesis, tienen el mismo significado que el
explicado en el caso del archivo /etc/bind/db.neettelematics.
En la traducción inversa se utiliza el registro “PTR”. Así pues para la conocer el nombre de dominio
a partir de la IP, ha de girarse la dirección (7.10.10.10) a la dirección real que aunque en este caso
no varia demasiado es 10.10.10.7.
Con toda la configuración realizada es hora de comprobar si toda la sintaxis es correcta. Esto se
puede hacer con el comando:
pi~$ sudo named-checkconf
Si el comando no devuelve por la terminal ningún error, es hora de restablecer el servicio a través
de systemd con:
pi~$ sudo systemctl restart bind9.service
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2.4 Establecimiento de un servicio de red de escáner
En algunas situaciones, tales como un pequeño despacho, el departamento de una oficina o incluso
en un hogar requiere del uso compartido de un solo escáner que debe ser accesible por todos los
ordenadores de la red para su uso.  Para ello,  el  servidor pi se encarga de centralizar todas las
peticiones de escaneo de los distintos clientes mediante un servicio.
2.4.1 ¿Qué es sane?
Para  que  un  usuario  pueda  escanear  páginas  con  su  dispositivo  de  escaneo  hace  falta  que  un
software controle ese proceso. Para ello se ha decidido instalar SANE que sus siglas en inglés
significan  Scanner  Access  Now  Easy,  algo  así  como  acceso  sencillo  al  escáner.  Este  paquete
proporciona una API, es decir un conjunto de subrutinas, protocolos y herramientas, que permiten
acceder a un escáner conectado a través de USB y que está compartido en una red de computadoras.
Este  software  está  compuesto  por  un  frontend,  definido por  un programa para  el  usuario y un
backend  compuesto por los drivers.  No se disponen de alternativas en cuanto al  backend de sane
para sistemas operativos Linux, pues existe otro software llamado TWAIN únicamente compatible
con sistemas Windows® y MAC iOS®. La principal diferencia entre TWAIN y SANE es que el
primero no separa claramente el frontend del backend. 
De esta manera, sane proporciona una interfaz donde se pueden seleccionar las opciones para el
escaneo. Tales opciones definen por ejemplo el área de escaneo, el color o la resolución. De estas
opciones, algunas son presentadas como “muy conocidas” y es sencillo que puedan interactuar con
la interfaz gráfica. Por ejemplo para seleccionar el área de escaneo el usuario lo configura mediante
un recuadro que puede agrandar o disminuir, cosa que se traduce en un valor que será enviado al
backend.  
Una  clara  consecuencia  de  la  separación  entre  frontend y  backend es  la  implementación  del
escaneado a través de la red. Una máquina servidor ejecuta el servicio  saned y de esta manera
gestiona las peticiones de escaneo. Por otra parte en las máquinas cliente, se ejecuta además del
frontend, el controlador o backend que se conecta al servidor, enviándole las opciones de escaneo
deseadas por el usuario. A su manera el daemon saned actúa como un frontend local, y simplemente
envía los datos de la petición al escáner local.  
Existe  también  en caso necesario,  soporte  para los  controladores  de escáneres  que permiten el
escaneo de múltiples hojas de manera sucesiva. 
Como alternativas al frontend xsane se encuentran por ejemplo “Simple scan” una interfaz enfocada
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a la sencillez y el escaneo rápido por parte del usuario basado en GNOME y que viene por defecto
en la  distribución Ubuntu.  Otra  opción es “gscan2pdf”,  que entre  otras  cosas  permite  salvar  el
documento escaneado en memoria como archivo pdf.  También se dispone de “Gimp”.  Muchos
usuarios de Linux lo conocerán por ser un editor de imágenes, pero combinándolo juntamente con
el plugin “quitesane”, se convierte en una potente aplicación para el escaneo. 
Por lo que respecta al proyecto sane se cuenta también con “kooka” para escritorios “kde” o de
“scanimage”, aunque éste último funciona en modo texto. 
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2.4.1.1 Cómo instalar sane en el lado servidor
Para poder comenzar a trabajar con la configuración de sane, primeramente se deben instalar los
siguientes paquetes:
pi~$ sudo apt-get install sane sane-utils libsane-extras
Para lo que se describe un poco de información con respecto a ellos:
- sane: contiene la parte de backend para el escaneo. 
- sane-utils: una API y librerías. Utilidades para el escáner.  
- libsane-extras: otra interfaz de programación de aplicaciones. Contiene otras utilidades extras.
En el caso de utilizar un escáner de la compañía HP, es muy recomendable instalar el siguiente
paquete, el cual permite y mejora la comunicación entre sistemas GNU/Linux y dispositivos de la
conocida marca de tecnología.
pi~$ sudo apt-get install hplip
Cuando la instalación del programa ha finalizado, el sistema operativo crea de manera automática el
usuario “saned” y lo añade al grupo scanner. 
Para empezar con la configuración se abre con el editor nano el siguiente archivo:
pi~$ nano /etc/default/saned 
En él solamente hay que buscar la línea:
RUN=yes
Y cambiarla por: 
RUN=no
Al cambiar la anterior línea, se consigue que el sistema de administración SysVinit no gestione el
servicio. 
Nota:  por motivos  logísticos  se  ha  borrado  el  archivo  saned.target  que  se  encuentra  en  el
directorio /etc/systemd/system, con lo que se consigue que “systemd” ya no gestione este demonio.
El  proceso queda ejecutado por el súper  daemon “inetd”, bajo el usuario  root,  que por motivos
obvios de seguridad se ha intentado cambiar aunque sin éxito tras ejecutar los comandos:
pi~# chown -hR saned:saned /usr/sbin/saned
Que cambia el usuario dueño y grupo del archivo /usr/sbin/saned
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Aunque  no  ha  sido  posible  cambiar  el  usuario  que  ejecuta  el  proceso,  se  continua  con  la
configuración a través del siguiente archivo:
pi~$ nano /etc/sane.d/saned.conf 
En él hay que asegurarse que la siguiente línea es como sigue:
data_portrange = 10000 - 10100
Acto seguido se buscan las líneas:
# Access list
# A list of host names, IP addresses or IP subnets (CIDR notation)
# nthat are permitted to use local SANE devices. IPv6 addresses   
# must be enclosed in brackets, and should always be specified in 
# their compressed form. The hostname matching is not case-       
# sensitive.
Bajo estas líneas se añade la dirección de red con su máscara. Todos los usuarios conectados a dicha
red se les permite escanear:
10.10.10.0/24 
Si se prefiere, puede no escribirse la dirección y de red y añadir los hostname tal y como se indica
en las líneas comentadas del fichero.
Durante la instalación del paquete sane, se debería haber añadido automáticamente la siguiente línea
en el archivo /etc/services. Para averiguarlo, se abre el archivo haciendo coincidir únicamente la
línea buscada mediante un patrón. Esto se consigue con el comando: 
pi~$ cat /etc/services | grep sane 
Que si la línea fue añadida durante la instalación, el comando anterior muestra por pantalla:
sane-port 6566/tcp sane saned # SANE network scanner daemon
En el caso de que el último comando no devuelva nada, se edita el fichero con nano:
pi~$ sudo nano /etc/services
Con el fichero abierto, se ve una lista de todos los servicios con su correspondiente número de
puerto. Lo único que hay que hacer es introducir, a poder ser en el lugar que corresponde dentro de
la lista, la línea que se debería haber añadido durante la instalación.  
Con todo el servicio configurado y una vez el escáner está conectado en el puerto USB, se tira el
siguiente comando, donde el sistema debería reconocer el dispositivo conectado:
pi~# sane-find-scanner 
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Que con los permisos de root, nos devuelve:
found USB scanner (vendor=0x03f0 [HP], product=0xb111 [Photosmart 
5520 series]) at libusb:001:005
found USB scanner (vendor=0x148f [Ralink], product=0x5372 [802.11 
n WLAN]) at libusb:001:004
Y efectivamente, se comprueba que en la primera línea el sistema ha reconocido un escáner de la
compañía HP modelo Photosmart.
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2.4.1.2 Configuración del cliente
Obviamente, la configuración del servidor no es suficiente para poder escanear con éxito puesto que
falta la configuración de la parte del cliente. Para ello, desde la computadora cliente y una vez se
hayan instalado los mismos paquetes que en el caso del servidor, se instala también sólo en el caso
cliente la interfaz gráfica para que el usuario pueda escanear. Para ello se escribe:
host~# apt-get install xsane
Interfaz gráfica xsane
La configuración para el lado cliente es rápida y sencilla pero se deben seguir los siguientes pasos.
Se abre primeramente el archivo:
host~# nano /etc/sane.d/net.conf 
Con el archivo abierto se buscan las líneas:
# saned hosts
# Each line names a host to attach to. If you list “localhost”    
# then your backends can be accessed either directly or through   
# the net backend. Going through the net backend may be necessary 
# to access devices that need special privileges. localhost
# The saned server in telematics.net network
A continuación de las anteriores líneas se añade la dirección IP del servidor al que se redireccionan
los trabajos y des del el que se recibirán los documentos escaneados. 
10.10.10.1
Una vez esto el cliente sólo debe invocar al programa “xsane” para empezar a escanear.
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2.5 Servicio de impresión en red
De la misma manera que en el caso del escaneo, en una pequeña red privada de computadoras
puede aparecer la necesidad de compartir un solo dispositivo de impresión, o incluso redirigir los
trabajos de impresión de una impresora a otra. Para ello se requiere de un software controlado por
un servidor.
2.5.1 CUPS: Common User Printing System
CUPS (Common Unix Printing System,  por sus siglas en inglés) es un sistema de impresión de
código abierto para sistemas operativos de tipo Unix. Compuesto por una colar de impresión y un
planificador, permite que una computadora actúe como servidor, transformando y reenviando datos
en formato que la impresora reconozca para ser imprimidos.  
Este  sistema  utiliza  el  Internet  Printing  Protocol (IPP)  para  la  gestión  de  las  impresoras,  las
solicitudes y las colas de impresión. Este protocolo es un estándar de impresión en red, y al estar
basado  en  IP,  puede  ser  utilizado  localmente  en  la  misma  red  o  a  través  de  Internet  para
comunicarse con impresoras remotas. También permite la autenticación y cifrado y el control de
acceso, lo que lo convierte en un protocolo eficaz y seguro. 
Para la exploración de impresoras de red y opciones de impresión se utiliza el código PostScript
Printer Description, que son unos archivos de texto plano con las características de las impresoras.
De esta manera, funcionan de una manera similar a los controladores de los dispositivos y pueden
ser configurados por el usuario. 
El sistema de impresión también provee de los tradicionales comandos de impresión, aunque existe
una interfaz en forma de aplicación web para la casi totalidad de la configuración del servicio. 
Logotipo de CUPS
Se detallan a continuación algunos aspectos a destacar sobre CUPS:
Configuración de una red SOHO 66
- admite la agrupación y detección de impresoras dinámicamente.
- sustituye el comando “lpr” con su propio comando y los controladores de impresora LDP con sus
propios controladores de impresora.
- es similar al servicio de impresión “LP” en que se utiliza el formato  PostScript como idioma
subyacente para descripciones de páginas.
- contiene una interfaz web escribiendo http://localhost:631 en un navegador web.
- Estándar de facto en impresión hoy en día. Otras alternativas son LPR y LPRng.
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2.5.1.1 Instalación desde cero de CUPS
Como es habitual, para poder disfrutar del servicio de impresión en la máquina se debe instalar con
mediante el comando apt-get:
pi~$ sudo apt-get install cups
Esta instalación, a diferencia de otras, puede requerir de más tiempo ya que en el proceso se instalan
también un gran número de drivers para la multitud de marcas y modelos de impresoras. Cuando la
instalación finaliza, el daemon arranca automáticamente. 
Por defecto, CUPS hace uso del grupo “lpadmin” para determinar quien está autorizado a gestionar
la impresora. Esto significa que se debe añadir el usuario pi de la máquina Rpi al grupo. Para ello se
escribe:
pi~$ sudo usermod -a -G lpadmin pi
Donde: 
- G: añade el usuario 'pi' al grupo 'lpadmin'
-  a: sin añadir este parámetro, se borrarían los demás grupos a los que pertenece el usuario pi.
Siempre se utiliza conjuntamente con la opción '-G' la opción '-a' (append) para añadir grupos al
usuario. 
Para empezar con la configuración, se abre el archivo:
pi~$ sudo nano /etc/cups/cupsd.conf 
Viendo el archivo por partes, la primera cosa a hacer es asegurarse que las dos siguientes líneas no
empiezan con el carácter '#' y que por tanto no están comentadas:
Listen *:631
Listen /var/run/cups/cups.sock 
Donde básicamente las líneas informan que la máquina escucha por todas las interfaces de red en el
puerto 631. En la segunda línea se especifica el path completo donde se encuentra el fichero socket
para la comunicación con otros dispositivos.
Ahora se configura quién puede acceder al servidor de impresión:
# Restrict access to the server…
<Location />
Order allow,deny
allow 10.10.10.*
</Location>
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Se ha configurado de tal manera que se permite acceder al servidor, y por tanto imprimir, a todo
aquel usuario que este conectado a la red privada PIA. 
También se configura quien puede manejar la configuración de las páginas de administración para
CUPS:
# Restrict access to the admin pages…
<Location /admin>
Order allow,deny
allow 10.10.10.4
allow 10.10.10.6
allow 10.10.10.7
</Location>
Esta configuración sólo permite el acceso a las páginas de administración a los usuarios habituales
del despacho TR2.118. Es exactamente la misma lista de direcciones IP permitidas para acceder a
los archivos de configuración:
# Restrict access to configuration files…
<Location /admin/conf>
AuthType Default
# Require user @SYSTEM
Order allow,deny
allow 10.10.10.4
allow 10.10.10.6
allow 10.10.10.7
</Location>
Una vez la configuración está realizada, se restablece el servicio con el comando:
pi~$ sudo systemctl restart cups.service 
Seguidamente, se abre un navegador web, por ejemplo:
pi~$ firefox &
Y se escribe en la barra de URL:
10.10.10.1:631 
La  dirección  IP  anterior  se  escribe  siempre  y  cuando  se  acceda  a  la  máquina  des  de  una
computadora distinta a la Raspberry Pi y estando conectado a la misma red local. Cuando se haya
cargado la página en el navegador, se mostrará la página principal como se muestra a continuación:
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Desde las pestañas de la parte de arriba, se selecciona con un clic la pestaña  administration,  que
seguidamente de entre un listado de opciones se escoge “add a printer” o añadir una impresora.
Esta opción devuelve la siguiente interfaz:
Gracias  al  protocolo  IPP utilizado  por  CUPS,  el  daemon reconoce  la  impresora  conectada  y
simplemente se añade con un clic. Damos en la opción continue y se ve la siguiente pantalla:
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Aquí basta con rellenar el campo name con el nombre con el que se quiera identificar al dispositivo,
se puede incluir también una breve descripción y señalar dónde reside la impresora ya que se podría
tener más de una en red. Es importante marcar la opción de compartir la impresora mediante el clic
en Share this printer. Se hace clic con el mouse en continue.
La última pantalla de instalación de la impresora en el servidor CUPS donde se repasan las opciones
seleccionadas en las pantallas anteriores y donde se selecciona de entre una lista el driver que más
conviene al aparato de impresión del que se dispone. Si se prefiere se puede cargar un archivo PPD
mediante la opción navega. 
Por  último se selecciona  la  opción  add printer y  la  impresora  queda configurada  para  el  lado
servidor.
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2.5.1.2 Configuración de clientes
Como en los demás servicios se configura la parte  servidor pero también es necesaria la parte
cliente. Para la parte cliente la configuración es sencilla ya que se basa en la aplicación web. 
Antes  de todo,  dependiendo de  la  distribución que  utiliza  el  cliente,  podría  ser  que  no tuviera
instalado CUPS. Se averigua con “dpkg”:
host~$ dpkg -l cups
O si se prefiere directamente se lanza el comando para la instalación. En caso de estar ya instalado
el sistema informa que no hay cambios a realizar y por el contrario instalará el paquete:
host~$ sudo apt-get install cups
Una vez el paquete ha sido instalado, se abre un navegador web como en el caso servidor:
host~$ firefox &
En la barra URL se indica lo siguiente:
localhost:631
Que se conectará a la propia máquina en el puerto de CUPS que es el 631 como así se especifica.
Con  ello  se  visualiza  la  página  home  de  CUPS  y  acto  seguido  se  selecciona  la  pestaña  de
administración. Cuando se intenta entrar el sistema pide el usuario y la contraseña del host des del
que se trabaja. Con ello se muestra la pantalla de administración. Se hace clic en la opción “add
printer”:
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En la  barra  de  connection  se  especifica  el  protocolo  utilizado,  la  dirección IP del  servidor,  el
directorio donde residen las impresoras y por último el modelo que ha asignado en el lado servidor.
A modo genérico la conexión queda:
ipp://IP_SERVIDOR/ printers/MODELO_IMPRESORA 
Se alcanza la siguiente pantalla mediante la opción continue:
Del mismo modo que en el lado servidor, esta página pide la confirmación de los parámetros de
nombre, descripción y localización para el dispositivo impresora. Se visualiza además el tipo de
conexión al servidor. En esta ocasión es importante habilitar la gestión del color. Con continue se
llega a la última pantalla:
Donde se da a conocer el driver utilizado para la impresora, y del mismo modo que en el lado
servidor, se puede escoger la opción de seleccionar un archivo PPD.
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2.6 Servicio web de documentación
Cuando un usuario se conecta a Internet, lo que sucede realmente es que se conecta a un ordenador
que está a la escucha de peticiones web. Una vez recibe una consulta, el ordenador que permanece a
la escucha sirve el contenido solicitado en forma de página web. El servidor pi dispone de servicio
web para consultas referidas a la configuración del propio servidor pi. 
2.6.1 El servicio apache
Apache es un servidor HTTP de código abierto multiplataforma, lo que significa que es compatible
con  sistemas  operativos  tipo  Unix  (BSD,  GNU/Linux)  Windows  y  Mac  iOS.  Destaca  por  su
robustez,  seguridad  y  rendimiento  y  es  el  servidor  web  más  utilizado  del  mundo  desde  su
lanzamiento en 1996 en comparación con su gran alternativa, el IIS (Internet Information Server,
por sus siglas en inglés) de la propiedad de Microsoft®. 
Este software es de código abierto siendo su uso y descarga totalmente gratuitos. Implementa el
protocolo  HTTP/1.1  y  es  mantenido  por  una  comunidad  de  desarrolladores  que  junto  con  la
supervisión de la Apache Software Foundation dan lugar al proyecto HTTP server. 
A lo  largo  de  los  años  desde  que  fue  lanzado  al  uso  del  público  se  han solucionado  algunas
vulnerabilidades de seguridad aunque éstas sólo pueden ser aprovechadas por usuarios locales y no
remotamente. Tan solo, en algunas ocasiones se pueden accionar remotamente o explotar de manera
local por usuario malévolos en situaciones donde PHP interviene como módulo de Apache.
A modo de curiosidad Apache debe el nombre a que en el origen de la implementación de este
software  se  optó  por  un  nombre  que  tuviera  la  connotación  de  algo  fuerte  y  firme  sin  ser
necesariamente violento. El símil fue con la última tribu en rendirse ante el gobierno de los Estados
Unidos. Además Apache en un principio solamente consistía en unos parches aplicados al servidor
NCSA, y en lengua inglesa un servidor parcheado (a patchy server) suena igual que Apache Server. 
El servidor  goza de gran aceptación en la red y utilizado sobretodo para albergar páginas  web
estáticas y dinámicas en servidores de la World Wide Web. Prueba de la gran acogida de la que
dispone entre programadores y desarrolladores de páginas web es que muchas aplicaciones web se
diseñan asumiendo que la implementación irá acompañada del servidor Apache.
Incluso en el mundo del software privativo, este servidor es redistribuido como parte de paquetes
disponibles para la descarga, como es el caso de Oracle o el sistema operativo Mac OS X que
integra Apache como parte de su servidor web. En varias distribuciones BSD y GNU/Linux es el
servidor por defecto.   
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Logotipo de Apache Server
En muchas ocasiones se utiliza Apache para compartir archivos de una manera segura y confiable
desde un ordenador personal  hacia  Internet.  El  usuario que tiene  instalado este  software en  su
máquina puede compartir archivos colocándolos en el  path  raíz de Apache, para ser compartidos
desde ese mismo directorio. 
Al tratarse de una arquitectura modular, Apache consta de un núcleo core y de varios módulos que
aportan funcionalidades al servidor web. De entre ellos, por ejemplo, podemos encontrar módulos
en cuanto a transmisiones seguras vía TLS, páginas dinámicas en varios lenguajes de programación
como pueden ser Python, PHP, Perl o Ruby o otros como la compresión transparente de datos que
se envían al cliente.  Este software es el encargado de aceptar o denegar peticiones, de acuerdo a las
políticas de privacidad establecidas, de los clientes que desean acceder al contenido de las páginas
web disponibles en un servidor. Todo ello engloba varias funcionalidades, como son:
- Atender eficientemente a las peticiones HTTP, que en muchos casos pueden llegar a ser de una
cantidad considerable.
- Restricción de lectura a los archivos que no se desea exponer al público.
- Manejar la autenticación de usuarios y filtrado de peticiones.
- Gestión de errores e información al cliente por páginas no encontradas.
- Redirección a los archivos de registro de las peticiones recibidas, errores producidos. En 
consecuencia toda la información útil para el usuario o gestor del servidor. 
- Soporte a las comunicaciones encriptadas utilizando el HTTPS.
Además Apache también permite realizar un Host Header basado en direcciones IP o en nombres,
es decir, poder disponer de varios servidores web en una misma máquina física. De este modo, en
un mismo host que tiene la misma dirección IP, se redireccionan las consultas web a los diferentes
puertos que tenga la máquina, dependiendo del número de páginas web que abastezca una posible
máquina.
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2.6.2 Creación de una web mediante Dokuwiki
Dokuwiki es una herramienta de software que se utiliza para la creación de páginas web del tipo
wiki. A diferencia de la páginas web convencionales, las páginas wiki tienen la peculiaridad de que
los usuarios pueden crear, añadir o eliminar contenido desde el mismo navegador web. 
Este  programa  open source y escrito  en lenguaje PHP está  destinado a equipos de trabajo y a
pequeñas y medianas empresas para el uso compartido de fuentes de conocimiento. El hecho de que
la información se almacene en archivos de texto plano hace que carezca de bases de datos y deriva
en una simplificación en cuanto a requerimientos y dependencias.  Algunas de las características
más destacadas son:
- Gestión ordenada mediante  namespaces de la información mostrada. Esta definición equivale a
una carpeta en un sistema de ficheros, mientras que un pagename sería igual a un archivo. 
- Corrector ortográfico.
- Opción de compartir contenidos del disco duro.
- Múltiples idiomas disponibles para la interfaz.
- Posibilidad de configurar la apariencia de la página mediante temas.
- Gestión de usuarios.
- Disponibilidad de descarga de plugins desde la página web oficial de Dokuwiki.
Para la instalación se requiere de un servidor con soporte para PHP que aunque existen alternativas
se procede a la instalación de Apache2 con el comando:
pi~$ sudo apt-get install apache2
Con el proceso de instalación del paquete es creado el directorio /var/www en el cual se almacena
todo el  contenido que quiera ser compartido.  Una vez el  paquete para el  servidor  web ha sido
descargado se debe instalar el software para Dokuwiki, desde la página web:
pi~$ firefox https://download.dokuwiki.org/ &
En la página web se clica a la opción download,  y directamente se descarga la  última versión
disponible. El archivo descargado es del tipo “tgz” con lo que hay de descomprimirlo mediante el
siguiente comando en caso de no disponer de interfaz gráfica:
pi~$ tar -xzvf nombre_paquete_doku.tgz
El anterior comando crea una carpeta en el mismo directorio donde se encuentra el paquete “tgz”
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descargado con nombre muy parecido al  fichero original.  Se mueve el  contenido de la  carpeta
descomprimida al directorio de Apache:
pi~$ mv nombre_dokuwiki /var/www 
La instalación de Dokuwiki en el  servidor se lleva a cabo con una conexión web mediante un
navegador  a  la  dirección  127.0.0.1  o  localhost.  Para  ello  hay que  configurar  los  dos  archivos
principales de Apache:
pi~$ sudo nano /etc/apache2/apache2.conf 
En  donde  hay  que  asegurarse  que  las  líneas  del  fichero  son  como  las  que  se  muestran  a
continuación: 
<Directory /> 
        Options FollowSymLinks 
        AllowOverride None 
        Require all denied 
</Directory> 
<Directory /var/www> 
        Options Indexes FollowSymLinks 
        AllowOverride None 
        Require all granted 
</Directory> 
Con la configuración anterior se niega el acceso al directorio root del sistema  pero se permite a los
clientes del servidor web visualizar el contenido de /var/www.
El segundo archivo a tener en cuenta es el correspondiente a la configuración del host virtual que
actúa  como  una  máquina  servidor  real  pero  mediante  software.  Para  ello  se  abre  el  siguiente
archivo:
pi~$ sudo nano /etc/apache2/sites-enabled/000-default.conf
Con el archivo abierto por el editor se configura en la primera línea el puerto de escucha:
<VirtualHost *:80>
Que por defecto viene con el valor de 80, es decir el puerto de escucha de http y se deja configurado
con este valor. Se puede mover al puerto 8080, por ejemplo, para más seguridad ante intrusiones no
deseadas en la red.    
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Es importante también definir el directorio donde se encuentra el contenido que mostrará el servidor
web. Para ello, a mitad del archivo se busca una línea como la que sigue:
DocumentRoot /var/www/
Como se  ha  mencionado anteriormente  el  contenido a  mostrar  por  el  servidor  se  almacena en
/var/www. A continuación, se añade el directorio donde se encuentra Dokuwiki:
DocumentRoot /var/www/html
Con la configuración finalizada, hay que restablecer el servicio:
pi~$ systemctl restart apache2.service
A continuación, se abre un navegador web desde una computadora con acceso al servidor pi:
host~$ firefox &
Y se escribe en la barra de URL la dirección del servidor y el recurso que se desea visualizar:
http://192.168.10.1/install.php
El navegador muestra una interfaz donde hay que configurar de una manera muy sencilla el nombre
de la dokuwiki, en este caso Telematics Wiki, el nombre de usuario administrador y su contraseña.
Se recomienda dejar seleccionada la habilitación de ACL (Access Control Lists) es decir listas para
permitir el acceso a unos usuarios deseados.  
Con  la  configuración  de  Dokuwiki  realizada,  es  recomendable  borrar  el  archivo  “install.php”
aunque no es obligatorio. Se continua la instalación clicando el botón “continue with configuration”
y en  donde  aparece  la  interfaz  web  de  la  Dokuwiki  creada.  A partir  de  aquí,  hay  que  añadir
contenidos mediante la sintaxi Markdown que se detalla a continuación. 
En  el  supuesto  caso  de  querer  borrar  Dokuwiki  del  sistema  basta  con  teclear  los  siguientes
comandos:
pi~$ cd /var/www/html
pi~$ sudo rm -rf dokuwiki 
Para  el  acceso  desde una  máquina  cliente  (con acceso  al  servidor)  al  contenido Dokuwiki  del
servidor basta con abrir un navegador web y teclear la dirección:
http://192.168.10.1/dokuwiki
En  el  caso  de  disponer  solamente  de  un  de  un  document  root,  no  es  obligatorio  especificar
dokuwiki, pues el navegador devuelve el único documento disponible. 
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A continuación el servidor pide el nombre de usuario autorizado y la contraseña. 
Siempre y cuando se accede a Dokuwiki como usuario administrador se dispone de derechos para la
gestión de usuarios y permisos de lectura y escritura. En cuanto a los primeros, y una vez se ha
accedido a  la  web como usuario  root,  basta  con acceder  al  menú gráfico principal  de la  parte
superior derecha y clicar en la pestaña de “Admin”. 
Menú de configuración
En el momento en que se visualiza la nueva página se debe ir a la opción “User Management”
donde aparece una tabla con los usuarios creados anteriormente y en la parte inferior de dicha tabla,
un menú para la sencilla tarea de creación de un usuario. Se rellena el nombre de usuario, nombre
real, contraseña y una dirección de correo electrónico. 
Para conceder permisos de lectura y escritura a los diferentes clientes que pueden acceder a la
página web hay que dirigirse, como en el caso anterior a la opción “Admin”. De la lista de tareas, se
selecciona “Access Control List Management”. Una vez en esta pantalla se escribe el usuario al que
se desea configurar sus permisos en la barra de introducción de texto. Acto seguido, mediante el
ratón se asignan los derechos de none (ninguno), read (lectura) o write (escritura). También pueden
modificarse los permisos según grupos de usuarios.  
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2.6.2.1 La sintaxis Markdown
Markdown es una sencilla herramienta para la adición de texto plano en páginas web. Además de
poder añadir  contenido permite darle formato,  es decir  convertir  los caracteres a negritas, crear
listas y más funciones para acabar traduciéndolo todo a HTML.  
La facilidad de utilización de este lenguaje, tanto en el momento de escribirlo como de leerlo hizo
que creciera rápidamente sobretodo en entornos de edición de texto con formato como podría ser el
envío de correo electrónico. Originalmente desarrollado en Perl por Aaron Swartz para convertirse
en una alternativa a HTML, fue traducido con posterioridad a multitud de otros lenguajes como
Python, Ruby o Java.
La manera de conseguir el formato de texto es mediante la inclusión de caracteres tanto antes como
después de las palabras que serán visualizadas, en este caso por el servidor web. Así pues se recoge
una lista de algunos métodos utilizados durante la redacción del texto que se muestra en Telematics
Wiki mediante la sintaxis Markdown:
- Para la escritura de texto resaltando algunos aspectos puede situarse los caracteres delante y detrás
de  las  palabras  para  conseguir   **negritas**,  //cursivas//  o  _subrallado_.  Por  supuesto  pueden
combinarse entre ellas. 
- Para la adición de subíndices basta con añadir  los tags <sub> subíndice </sub>. De igual manera
ocurre con los <sup> superíndices </sup>
- El tachado de una o más palabras requiere del uso de la etiqueta del: <del> borrado </del>   
- Si se desea forzar el salto de línea, aún cuando ésta no llega al final se antepone '\\'.
En cuanto a los enlaces, éstos pueden ser de dos tipos:
-  enlaces externos:  palabra o grupo de palabras que clicando con el  mouse  redirigen al  
usuario  a  una  página  de  Internet. Se  añade  un  enlace  externo  con  
[[ www.pagina_web_deseada.dominio | palabras_enlace_mostradas ]].
-  enlaces internos:  funcionan igual  que los enlaces externos,  pero redireccionan a una  
página  mostrada  en  el  mismo  Dokuwiki  ofrecido  por  el  servidor.  Se  debe  incluir  
[[ telematics:pagename | palabra_enlace_mostrada ]].
- En la inclusión de ficheros gráficos como por ejemplo fotografías, se han de cargar previamente.
Se consigue con el menú de dokuwiki clicando en “media manager” y seleccionando un archivo
mediante “file browser” para después realizar un “upload”. Con el fichero cargado se añade al texto
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donde se desea visualizar la fotografía {{telematics:foto_a_mostrar.png}}]]
- La adición de notas al pie de página se consiguen con la escritura del doble paréntesis '(('. Por
ejemplo: ((esta sería la nota a pie de página)).
- Un texto siempre va separado por temas y secciones. La pequeña interfaz gráfica de Dokuwiki
proviene la manera de añadir una sección. Estas están clasificas por número siendo nueve el número
más alto y el de tamaño de letra mayor. Gráficamente se consiguen secciones añadiendo caracteres
igual '='  antes y después del título.
- Podemos añadir un bloque de texto resaltado en un recuadro. En el caso de la documentación de
Telematics Wiki ha sido utilizado para los comandos utilizados para la configuración del serviodor.
Un bloque resaltado se consigue con las etiquetas <code> texto_a_resaltar </code> 
- Para crear  listas  en Dokuwiki  se disponen de dos alternativas que se pueden encontrar  en el
pequeño menú de Dokuwiki del modo editor. La primera opción es una lista ordenada, es decir, se
ordenan los diferentes ítems según un número entero y gráficamente se consigue añadiendo un
asterisco '* ' antes de cualquier elemento de la lista. En el caso de una lista sin ordenar se añade un
guión '-' delante de cada palabra y como resultado cada elemento de la lista estará precedido por un
pequeño recuadro en la vista de la página web.
-  Existe  la  posibilidad  de  añadir  pequeños  emoticonos  que  expresan  una  emoción  asociada  al
contenido. Dokuwiki los denomina smileys y funcionan exactamente igual que al escribir un texto
plano. Algunos ejemplos son :-) para expresar sonrisa, :-/ para símbolo de preocupación o ^_^ para
expresar felicidad por algún hecho en concreto.
- Para conseguir el efecto de dialogo entre dos personas, Dokuwiki ofrece la posibilidad de uso de
las citas, donde las palabras que uno de los dos oyentes articula están comenzadas por  el carácter '|'
y el segundo interlocutor por ' || '. Se consigue añadiendo el carácter '>' o '>>' durante la edición de
la página web. Las citas han sido utilizadas en la redacción de la página web para distinguir las
líneas originales de un fichero de configuración por las que han de ser añadidas o sustituidas.  
- La creación de tablas para organizar el contenido en Dokuwiki es un aspecto sencillo de elaborar.
Se añaden filas o columnas mediante la adición o sustracción de caracteres que delimitan la tabla.
Gráficamente las tablas se construyen de la siguiente manera:
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^ Encabezado1 ^ Encabezado2 ^ Encabezado3 ^
|  Fila1 Col. 1    |  Fila1 Col. 2   |  Fila1 Col. 3    |
|  Fila2 Col. 1    |  Fila2 Col. 2   |  Fila2 Col. 3    |
Hay que tener  en  cuenta  que  todos  los  delimitadores  de  la  tabla  estén  alineados  ya  que  si  no
Dokuwiki no muestra la tabla correctamente. 
- Por último durante la instalación de Dokuwiki, se descargan también unos plugins que en el caso
de añadir código de programación es muy útil para resaltar las diferentes palabras clave. Ha sido
utilizado el plugin “highlight” para el código Bash, ya que se muestra todo el script del sistema de
backups para ficheros del sistema. 
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2.7 Sistema de Backup
Un sistema de backup o de respaldo no es más que la copia de todos y cada uno de los archivos y
directorios en un dispositivo de almacenamiento que el usuario considere que deben salvarse en
caso de que el sistema falle y no puedan ser leídos.  
2.7.1 Tipología de backups
En  muchas  ocasiones  puede  ocurrir  que  el  sistema  operativo,  ya  sea  Windows®,  Mac  iOS o
cualquier distribución de Linux, tenga un fallo importante y deje de leer algún archivo o incluso
más aun sea imposible iniciar el sistema y deje al usuario sin acceso a sus documentos. Por otra
parte cabe también la posibilidad de que no sea el código, sino cualquier módulo de hardware el que
quede estropeado y por tanto deje la computadora sin poder ser utilizada. 
Por todo ello es muy recomendable realizar cada cierto tiempo un respaldo de ficheros de todo el
sistema o de todos aquellos directorios que sean importantes para el usuario. Así pues, se trata de
guardar regularmente una copia de los datos en un dispositivo, generalmente en la nube o en una
memoria flash de gran capacidad y así poder restablecer el sistema en el estado previo antes de un
eventual fallo.  
Para crear un backup existen tres modalidades distintas que se explican a continuación cada una de
ellas con sus ventajas e inconvenientes:
-  Backup completo:  esta es la modalidad más básica de las tres, y como su nombre indica, se
realiza una copia de todos y cada uno de los ficheros seleccionados en un dispositivo destino. La
principal ventaja es que se disponen de todos los archivos completos cada vez que se ejecuta un
respaldo, permitiendo un tiempo mínimo de restauración de los datos. Por otra parte, el tiempo de
realización del backup es más grande que en otras alternativas y por supuesto, ocupa más cantidad
de memoria, puesto que se obtiene una copia exacta de todos los documentos.  Es por eso que
solamente se realizan respaldos completos cada cierto periodo de tiempo configurado por el usuario.
Cabe destacar que un backup completo siempre ha de ser realizado, incluso cuando se opta por una
de las dos siguientes opciones. 
- Backup diferencial: puesto que no hace falta, salvo especificación concreta, una copia exacta de
todos los datos, se puede programar un respaldo diferencial. Esta segunda alternativa, realiza por
primera vez una copia exacta (o completa) de todos los datos que deban respaldarse. Una vez esto,
cada vez que se ejecute un proceso de backup se copiarán solamente aquellos archivos que hayan
sido modificados desde la primera copia exacta.  
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- Backup incremental: esta alternativa consigue reducir el tiempo y la cantidad de memoria de los
backups diferenciales  y por  supuesto  también  de  los  completos,  generando una  copia  desde  el
último proceso de backup sea del tipo completo o diferencial. Una manera de implementarlo es a
través de los metadatos de fecha y hora asociados a los archivos, y la segunda variante se trata de
realizar una función hash a los archivos y comparar la salida de ésta para comprobar si el contenido
ha sido modificado.
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2.7.2 La herramienta rsync
Rsync es una herramienta de software libre con numerosas opciones para sistemas de tipo Unix y
Microsoft Windows® para la copia eficiente de datos que pueden estar comprimidos y cifrados.
Además  permite  la  copia  recursiva  de  directorios  así  como  vínculos,  permisos,  dispositivos  y
grupos. Existen otras opciones como puede ser “Simple backup”, que directamente se descarga de
los repositorios oficiales. Esta herramienta cuenta con una amigable interfaz gráfica, y aunque es
una buena opción a nivel de usuario medio, no dispone de un elevado nivel de configuración como
puede ser rsync. Una opción similar a rsync es “Unison” pero se descarta para este proyecto por ser
un repositorio de terceros y por el hecho de que rsync es la herramienta utilizada por defecto en
algunas de las distribuciones Linux. 
En  cuanto  a  la  copia  de  datos,  puede  realizarse  localmente  dentro  de  una  misma  máquina  o
mediante una conexión SSH o RSH a otra computadora de la red en uno de los diferentes modos de
trabajo:
-  localmente: se  copian  los  archivos  entre  un  punto  de  montaje  y  otro  dentro  de  la  misma
computadora.
-  remotamente:  indica que la copia de ficheros no toma como origen y destino el mismo  host.
Mediante el famoso algoritmo delta-transfer, reduce la cantidad de datos enviados a través de la red
enviando solamente aquellos archivos que no se encuentran en la máquina destino. Tiene a su vez
dos maneras de trabajar:
-  modo  daemon:  donde escucha en el  puerto 873/TCP.  Puede ser ejecutado de manera  
independiente o mediante el super demonio inetd.
-  shell remota:  rsync se ejecuta en una  shell  remota una vez ha finalizado el proceso de  
logging vía SSH.
La opción para invocar a rsync por línea de comandos es muy simple y toma la siguiente forma:
rsync [OPCIONES] ORIGEN_DATOS DESTINO_DATOS
De entre las opciones se destacan algunas por su importancia:
-  r: aplica recursividad al origen de los datos.
-  delete:  borra los archivos  en destino que no se encuentran en el  origen.  Muy útil  cuando se
requiere una copia exacta del sistema de ficheros entre dos máquinas.
- n: aplica una prueba sin ejecutar cambios. 
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- v: incrementa la verbosidad.
- z: aplica compresión a los datos.
- a: una opción idéntica a -rlptgoD. Veamos cada opción por separado:
- l: copia los enlaces simbólicos como tales. 
- p: preserva los mismos permisos.
- t: actualiza las fechas de modificación de los archivos. Sin esta opción se fuerza a que el 
siguiente respaldo sea completo por no haber cambiado la fecha de modificación. 
- g: preserva los grupos del archivo. 
- o: preserva el propietario (owner) del fichero.
- D: preserva los archivos de dispositivos especiales.  
Cuando se invoca a rsync mediante línea de comandos hay que tener en cuenta la manera en que se
nombran al directorio origen y al directorio final:
rsync -a dir1/ dir2
En el caso anterior, añadiendo el separador '/' al final del directorio origen, se ordena la copia de los
archivos de dir1 en dir2. Si no se especifica el separador, la copia final tomaría la siguiente forma:
dir2/dir1/archivos
Si se observa la manera en que rsync realiza la copia de seguridad de los archivos de la Raspberry
pi, se verá que la primera copia realizada es un backup completo, es decir, una copia exacta de todos
los ficheros entre origen y final. 
En el siguiente respaldo, pues aunque el script de rsync está situado en el directorio /etc/cron.daily
existe una política para los días a generar un backup, los archivos ya no son la copia exacta sino que
son hard links o enlaces duros a los correspondientes ficheros de la primera copia.  
Un enlace, enlace duro o hard link es un archivo que apunta directamente al mismo sitio del disco
duro donde reside el fichero original. Esto es así ya que cada archivo y carpeta tiene asociado un
número entero, llamado inodo. El inodo contiene la información de:
- Permisos de archivo o carpeta.
- El propietario y grupos pertenecientes al archivo o directorio.
- La ubicación del archivo en el disco duro.
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- La fecha de creación.  
Los  respaldos  funcionan  con  enlaces  duros  ya  que  al  acceder  al  contenido  de  un  archivo,
supongamos del respaldo del día 5, en realidad se accede a la información de un archivo creado el
día 1. 
La herramienta rsync utiliza el inodo para verificar si la fecha de modificación de un archivo ha
variado y así crear un enlace duro. En caso de que un archivo en cuestión sea borrado del sistema
conlleva a que el enlace ya no apunte al archivo, pues no existe unidad a la que apuntar. Esa es la
principal diferencia entre el enlace duro y enlace simbólico. En los primeros, se puede acceder al
contenido de la información mientras existan enlace que apuntan al fichero. Así pues, en el sistema
de backup cuando un archivo ha sido borrado no se crea un enlace y en caso contrario se crea otro
enlace que sigue apuntando al fichero.  Los enlaces simbólicos trabajan de la misma manera que los
conocidos accesos directos, apuntado al archivo original para el que han sido creados y no al inodo.
De esta manera, en  sym link  no hereda los metadatos de permisos de ejecución o propietario del
archivo como sí lo hace el hard link, además de quedar el enlace “roto” en caso en caso de que se
elimine el fichero al que apuntan.  
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2.7.3 La programación en lenguaje Bash
En este apartado se pretende realizar una pequeña reseña sobre las instrucciones básicas, o quizá no
tan básicas, para poder entender un script un código generado en Bash. 
Bash es en esencia un intérprete de comandos para el sistema operativo GNU también denominado
la shell. Una shell de Unix es por tanto el programa que ejecuta las instrucciones y también un
lenguaje de programación.  Cuando un comando es lanzado por la terminal la shell interpreta el
comando y produce una serie  de resultados  en la pantalla para ser vistos por el  usuario.  Estos
mismos comandos pueden pertenecer a una serie de comandos escritos en un texto plano, en donde
serán ejecutados línea a línea.
Nota: la explicación que se detalla a continuación tiene relación con el apartado “2.6.4 Programa
para backups y explicación”. Las palabras clave de los diferentes ejemplos han sido resaltados con
negrita. 
Los  comandos  de  Bash,  frecuentemente  admiten  parámetro  o  opciones  que  especifican  de  una
manera más concreta el comportamiento del comando al que hacen referencia. Suelen ser de la
forma:
comando -opciones [ STRING | FICHERO]
Donde STRING y FICHERO son opcionales pero no pueden ser utilizados conjuntamente. 
Por ejemplo:
ls -l /home/usuario
El anterior comando muestra con más detalle el contenido del directorio donde se almacenan los
archivos del usuario “usuario”.  
Para declarar una variable en Bash, no difiere mucho de otros lenguajes, salvo que no hay que
explicitar el tipo de variable. El ejemplo del código de backup trae una declaración de variable en
las primeras líneas:
LOGFILE=/var/log/rsyncbkup/rsyncbkup.log
En la asignación anterior la variable “LOGFILE” toma el path asignado al otro lado del símbolo '='.
Cabe  mencionar  que  el  código  Bash  es  case-sensitive,  es  decir,  no  es  lo  mismo  la  variable
“LOGFILE” que la  variable  “logfile”.  Es  importante  no dejar  espacios  entre  los  términos y el
símbolo “igual” para evitar errores de compilación.
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Para referirse o mostrar el contenido de una variable se antepone el carácter “$” al nombre de la
variable. Con el comando “echo” seguido de la variable se muestra el valor de una variable:
host~$ echo $VARIABLE
Las funciones  se  ejecutan explicitando “function”  y seguidamente el  nombre de  la  función.  El
código de dicha función queda entre corchetes. En resumen, un ejemplo sería:
function nombre_función() {
aquí se redacta el 
código de la función
}
Los paréntesis quedan vacíos por no disponer la función de parámetros de entrada. Para invocar a
una función simplemente se llama por su nombre.
El comando unset borra la variable y su contenido.
Las órdenes iterativas, como por ejemplo “for” son de la forma:
for variable in lista
do
código que se repite
done
En el caso del bloque “for” encontrado en el script, se asocia la variable conf_file con todos los
archivos del directorio /etc/backup.d. La condición “if” en lenguaje Bash, básicamente presenta la
siguiente forma:
if [ condición ]; then
primera parte código
elif [ otra condición ]; then
segunda parte código
fi
En donde las condiciones pueden tomar diferentes formas dependiendo de las expresiones que se
comparen. Por ejemplo en la comparación de ficheros o de variables tipo string: 
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Expresión Significado
[-a FICHERO] True si el archivo existe
[-d FICHERO] True si existe y es un directorio
[-z STRING] True si la longitud de STRING es cero
[-n STRING] True si existe y modficado desde última lectura
[STRING1 == STRING2] Verdadero si son iguales
En el código de  backup, se puede apreciar una sintaxis criptográfica basada en “&&” y “||”. El
significado del primer símbolo toma el mismo valor de “AND” y el segundo de “OR”. Se toma el
siguiente ejemplo:
[-z “$VARIABLE1”] && VARIABLE1=4;
En el anterior ejemplo, siempre y cuando el valor de VARIABLE1 sea nulo, es decir, no disponga
de un valor asociado, se le asociará el valor 4. Es decir, la segunda parte de la expresión solamente
se ejecutará siempre y cuando la primera se haya ejecutado con éxito previamente. 
A diferencia del caso anterior, en la expresión propuesta a continuación solamente se ejecutará la
segunda parte, siempre y cuando la primera no se haya ejecutado. Si la primera fuera ejecutada, no
se no asigna el valor 4 a la variable: 
[-z “$VARIABLE1”] || VARIABLE1=4; 
Algunos comandos más básicos pero no por ello menos importantes son: 
- cd: de las iniciales change directory, se utilizan para cambiar el directorio actual del sistema.
-  ls: de la  contracción  list,  muestra  los  archivos  de un  path en concreto.  A menudo puede ser
requerido que el contenido mostrado por “ls” sea de una forma concreta, como por ejemplo en el
siguiente caso extraído del script de backup: 
ls -ld $DEST_DIR/backup_[0-9][0-9][0-9][0-9]-[0-9][0-9]-[0-9[0-9]*
En él se muestra el directorio tomado por la variable “DEST_DIR” seguido de backup y todos los
archivos que sean de la forma de una fecha en formato YYYYMMDD, tomando como referencia
cualquier número comprendido entre 0 y 9. El asterisco final implica que el fichero puede contener
cualquier tipo de carácter al final, sin importar la longitud.
- mkdir: de la contracción make directory crea una carpeta en el directorio actual si no se especifica
otro.
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-  rm:  es  el  diminutivo  de  remove  y  como  sugiere  el  nombre,  borra  un  archivo  o  directorio.
Normalmente remove va acompañado de dos parámetro:
- r: indica recursividad y se utiliza para eliminar también todas las subcarpetas.
- f: fuerza la eliminación de los contenidos.
- echo: muestra una línea de texto por la salida estándar a no ser que sea redirigida. En el caso del
script se puede observar varias líneas semajantes a:
 variable2=$(echo $variable1 | cut -f3 -d "-")
En ellas se redirige el valor de la variable1 (mediante una pipe, que queda representada por “|”) al
comando “cut”. Este comando busca el delimitador que sigue al parámetro “-d” y asigna el valor de
la tercera parte (-f3) a la variable2. 
-  date:  imprime o configura la fecha actual del sistema. El resultado puede ser asignado a una
variable.
- basename: toma en cuenta únicamente el elemento más pequeño de un directorio. Éste puede ser
un archivo final o una carpeta alojada dentro de otra carpeta.
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2.7.4 Programa para backups y explicación
En este apartado se presenta el código que gestiona las políticas de respaldo de fichero con sus
correspondientes comentarios para facilitar la comprensión. 
Igual que todos los programas, este software también se basa en un fichero de configuración. Para la
visualización de dicho archivo se teclea en la terminal:
pi~$ less /etc/backup.d/home_backup.conf
Que muestra por pantalla:  
# BKNAME for log info 
BKNAME="local-home" 
# Enable backup 
ENABLED="yes" 
# Operation mode (time | event) 
OPERATION="time" 
# backup DESTINATION DIR (not finished with /) 
DEST_DIR=/backups/home 
# Local or Remote (via ssh) 
REMOTE_IP="" 
REMOTE_USER="" 
# Directory to be backuped
BACKED_UP_DIR=/home 
# Succesive number of consecutive backups (one per day) to keep 
SLIDING_WINDOW=7 
# Save a backup per week during three last weeks? 
BACKUP_PER_WEEK="yes" 
# If BACKUP_PER_WEEK == "yes", which day of week? 
# Values: Mon, Tue, Wed, Thu, Fri, Sat, Sun 
DAY_O_W="Sun" 
# Save a backup per month? 
BACKUP_PER_MONTH="yes" 
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# Which day? be careful!!!not all the months has 31 days.. 
DAY_O_M=1 
El anterior archivo auto explicado con los comentarios añadidos queda muy relacionado con el
código  que  gestiona  las  políticas  de  backup del  sistema  mediante  el  repaso  de  los  diferentes
parámetros . El código que se ajunta a continuación dispone de una copia en el directorio /home/pi/
para su lectura y edición. Existe también otra copia en /etc/cron.daily ya que el sistema ejecuta el
siguiente script cada día: 
#!/bin/bash
# By j3o <j3o@mylist.upc.edu>
# vim: set ts=4 sw=4 tw=0 noet :
# Code created by Juanjo Alins Delgado. Some changes applied and comments from 
Xavi Rubio Carbó. 
PID=$$                    # getting PID of the script itself
DEBUG=1                   # just a variable equals 1
# log command to log info
LOG="log"                 # case sensitive.. 
LOGOPTIONS=""             
LOGFILE=/var/log/rsyncbkup/rsyncbkup.log # that's the path of logfile
# unsets the variable, in fact it deletes the value of the variable
function reset_vars() {
unset OPERATION
unset ENABLED
unset BKNAME
unset DEST_DIR BACKED_UP_DIR
unset REMOTE_IP REMOTE_USER SSH_CMD
unset SLIDING_WINDOW
unset BACKUP_PER_WEEK DAY_O_W
unset BACKUP_PER_MONTH DAY_O_M
unset LAST_SNAPSHOT LINK_DEST_DIR
}
function log() {
   local opt message now machine     # creates local variable opt, message, now 
          and machine
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   opt=$1                            # first parameter
   message="$*"                      # the rest of parameters
   now=$(LANG=C date "+%a %b %d %T") # LANG=C --> the default locale; date  
    comments see below the function. 
   machine=$(hostname)
# message redirection with current time and PID to rsyncbkup.log
   echo "$now $machine rsyncbkup6[$PID]: " $message >> $LOGFILE    
}
# %a abbreviation days of week. Sunday = Sun (in the configurated locale)
# %b abbreviation for the months. January = Jan (in the configurated locale)
# %d number day of month --> 28
# %T hour, same as %H %M %S
# source command loads functions files to the current script, so you can use the
functions that are created inside the file invoked by source
# continue command breaks the current iteration and forces loop to begin the 
next condition
# inside the loop it looks for the parameters to do something depending on the 
conf_file parameters
for conf_file in /etc/backup.d/*
do
  reset_vars                           # calls the reset_vars function.
  source $conf_file                    # loads the variables in 
/etc/backup.d/home_backup.conf 
  if [ "$ENABLED" == "no" ] then 
                log "" "Skipping backup. ENABLED=NO in $conf_file" # output 
to /var/log/rsyncbkup/rsyncbkup.log
                reset_vars
                continue
  elif  [ "$ENABLED" != "yes" ]; then  # any case different from yes or no
                log "" "Skipping backup. Error in $conf_file: ENABLED value  
        incorrect"
                reset_vars
                continue
  fi
                                      # Backup final directory (It doesn't end 
     with '/'!!)
  if [ -z "$DEST_DIR" ]; then         # true if the length of DEST_DIR is zero
                log "" "Skipping backup. Error in $conf_file: DEST_DIR is not 
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defined"
    reset_vars
    continue
  fi
                                        # Directory to be backuped
    if [ -z "$BACKED_UP_DIR" ]; then    # true if the length of BACKED_UP_DIR is
 zero
                log "" "Skipping backup. Error in $conf_file: BACKED_UP_DIR not 
defined"
    reset_vars
    continue
  fi
  if [ -z "$OPERATION" ]; then          # true if the length of OPERATION is 
 zero
    log "" "Skipping backup. Error in $conf_file: OPERATION is not defined"
    continue 
  else
                       # neither time or event
                if [ "$OPERATION" != "time" -a "$OPERATION" != "event" ]; then 
                        log "" "Skipping backup. Error in $conf_file: OPERATION 
           value error: \"$OPERATION\""
                        continue
                fi
  fi
# ---------------------------------------------------------------------------
# that section is for remote backup. Don't care for the pi server
  if [ -n "$REMOTE_IP" ]; 
    if [ -n "$REMOTE_USER" ]; then
      SSH_CMD="${REMOTE_USER}@${REMOTE_IP}"
    else
      SSH_CMD="$REMOTE_IP"
    fi
  fi
# ---------------------------------------------------------------------------
                                               # Successive number of backups 
  [ -z "$SLIDING_WINDOW" ] && SLIDING_WINDOW=7 # if SLIDING_WINDOW is not 
  assigned, assign '7'.
  if [ "$BACKUP_PER_WEEK" == "yes" ]; then
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    [ -z "$DAY_O_W" ] && DAY_O_W="Sun"         # if DAY_O_W is not assigned, 
  assign 'Sun'.
# like an array. Mapping day with number. 
    DTON=([Mon]=1 [Tue]=2 [Wed]=3 [Thr]=4 [Fri]=5 [Sat]=6 [Sun]=7)  
    DAY_O_W=${DTON[$DAY_O_W]}                  # returns the number of the day
    [ -z "$DAY_O_W" ] && DAY_O_W=0             # in case of some error it 
  assigns '0'
  else
    DAY_O_W=0
  fi  
  if [ "$BACKUP_PER_MONTH" == "yes" ]; then
    [ -z "$DAY_O_M" ] && DAY_O_M=1             # if DAY_O_M is not assigned, 
  assign '1'.
  else
     BACKUP_PER_MONTH="no"                     # assign "no" to backup per month
  fi
        if [ "$DEBUG" == "1" ] then            # then it shows you information
        echo "BKNAME $BKNAME"
        echo "OPERATION $OPERATION"
        echo "DEST_DIR $DEST_DIR BACKED_UP_DIR $BACKED_UP_DIR"
        echo "REMOTE_IP $REMOTE_IP REMOTE_USER $REMOTE_USER SSH_CMD $SSH_CMD"
        echo "SLIDING_WINDOW $SLIDING_WINDOW"
        echo "BACKUP_PER_WEEK $BACKUP_PER_WEEK DAY_O_W $DAY_O_W"
        echo "BACKUP_PER_MONTH $BACKUP_PER_MONTH DAY_O_M $DAY_O_M"
        fi
  if [ ! -d "$DEST_DIR" ]; then           # if the $DEST_DIR doesn't exist
     mkdir -p "$DEST_DIR" || exit -1      # creates it or returns exit code 
   1(unsuccessful, general error). -p 
   create parent               
                                          # directory as needed
  fi 
  LAST_SNAPSHOT=$(ls -ld $DEST_DIR/backup_[0-9][0-9][0-9][0-9]-[0-9][0-9]-[0-
9[0-9]* 2> /dev/null | tail -1 | awk {'print $9'})
  [ "$DEBUG" == "1" ] && echo "LAST_SNAPSHOT $LAST_SNAPSHOT"  # if debug equals 
 1 then show last_snapshot
  LINK_DEST_DIR=$LAST_SNAPSHOT                                
  [ "$DEBUG" == "1" ] && echo "LINK_DEST_DIR $LINK_DEST_DIR"
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# Note: ls -ld shows the info about permissions, owner and links,so 'awk' only 
prints date of file
  if [ "$OPERATION" == "event" ]; then
          if [ -d "$LAST_SNAPSHOT" ]; then           # if LAST_SNAPSHOT 
  directory exists
            if ! [ -f $LAST_SNAPSHOT/md5sum.txt ]; then    # if not exist 
LAST_SNAPSHOT/md5sum file
                      BKD=$(basename $BACKED_UP_DIR) # BKD=home; basename 
returns the smallest part 
of the directory without /
                      here=$(pwd)                    # current directory
                      cd $LAST_SNAPSHOT/$BKD         # change directory to 
  LAST_SNAPSHOT/home
                      MD5SUM=$(tar -cf - .  | md5sum ) # compress the current 
    directory(LAST_SNAPSHOT/home)
and generates md5sum 
                      echo "$MD5SUM" > $LAST_SNAPSHOT/md5sum.txt # writes the 
md5sum result to the file
                      MD5SUM=''                      # clear the variable
                      cd $here                       # return the original 
directory
               fi
                      LAST_SNAPSHOT_MD5SUM=$(cat $LAST_SNAPSHOT/md5sum.txt) 
                      log "" "$LAST_SNAPSHOT md5sum $LAST_SNAPSHOT_MD5SUM"  # if
exists it invokes the function log and shows md5sum file 
             fi
                                                                                
# Compute md5sum of source directory
                      here=$(pwd)                        # current directory
                      cd $BACKED_UP_DIR                  # change directory to 
    the directory has to be backed up 
(which is /home)
                MD5SUM=$(tar -cf - . | md5sum )    # compress and md5sum of home
                log "" "$BACKED_UP_DIR md5sum $MD5SUM" # display the md5sum 
    information
                cd $here                               # come back to the 
   previous directory
                if [ "$MD5SUM" == "$LAST_SNAPSHOT_MD5SUM" ]; then  # if md5sum  
    equals to md5sum of last snapshot it means no changes happened
                                                                   # No change 
                                         in filesystem: skip backup
                        log "" "Skiping backup of $BACKED_UP_DIR because no 
change: md5 $MD5SUM"
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                        continue
    fi          
  fi
  DATE_FMT="+%Y-%m-%d_%u"   # format options to display the date
  NOW=$(date $DATE_FMT)     # date with the previous options
  BKP_NAME=backup_$NOW      # name for the backup file
                            # Format for the date:
                            # %Y=year
                            # %m=month (01..12)
                            # %d=day of month (e.g., 01)
                            # %u=day of week (1..7); 1 is Monday
  [ ! -d "$LINK_DEST_DIR" ] && ="" || LINK_DEST_OPT="--link-dest=$LINK_DEST_DIR"
# if exist last snapshot or LINK_DEST_OPT is #full, then the LINK_DEST_OPT 
equals to --link-dest=_$LINK_DEST_DIR
  [ -n "$SSH_CMD" ] && RSYNC_OPT="-e ssh" && BACKED_UP_DIR="$SSH_CMD:
$BACKED_UP_DIR" # -n nonempty string
  eval $LOG $LOGOPTIONS \"Now running: rsync -av --delete $RSYNC_OPT 
$LINK_DEST_OPT $BACKED_UP_DIR $DEST_DIR/$BKP_NAME\"
  rsync -av --delete $LINK_DEST_OPT $BACKED_UP_DIR $DEST_DIR/$BKP_NAME > 
$DEST_DIR/files_$NOW.txt
# rsync -av --delete --link-dest=$LINK_DEST_DIR /home /backups/home/backup_d'ara
> /backups/home/files_d'ara.txt
# -av: archive and verbosity
# --delete extraneous files from dest dir
  eval $LOG $LOGOPTIONS \"Now running: mv $DEST_DIR/files_$NOW.txt $DEST_DIR/
$BKP_NAME/files.txt\"
  mv $DEST_DIR/files_$NOW.txt $DEST_DIR/$BKP_NAME/files.txt # change the name 
from files_$NOW.txt to files.txt. Also moves into the directory named by the 
current BKP_NAME
  if [ "$OPERATION" == "event" ]; then   # if event, output the md5sum value 
                                     to /backups/home/bkp_d'ara/md5sum.txt
    eval $LOG $LOGOPTIONS \"Now running: echo "$MD5SUM"  $DEST_DIR/
$BKP_NAME/md5sum.txt\"
    echo "$MD5SUM" > $DEST_DIR/$BKP_NAME/md5sum.txt
  fi
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  # Delete old backup files :(
  # Number of current backup's
  TOTAL_BKUPS=$(ls -ld $DEST_DIR/backup_[0-9][0-9][0-9][0-9]-[0-9][0-9]-[0-9[0-
9]* 2>/dev/null | wc -l) # wc=word counter(-l = lines)
                                      # Number of backup dirs suitable to be 
deleted (out of sliding window)
  N=$((TOTAL_BKUPS - SLIDING_WINDOW)) # N=number_backups - 7; SLIDING_WINDOW=7
  [ $N -lt 0 ] && N=0                 # in case N value is less than zero, then 
                                  N=0
  # Sundays save counter
  sundays=3
  # Reverse listing
  for bkup_dir in $(ls -dr $DEST_DIR/backup_[0-9][0-9][0-9][0-9]-[0-9][0-9]-[0-
9[0-9]* 2>/dev/null | tail -$N) # see in the screen the newest to oldest backups
  do
    A=$(basename $bkup_dir)                       # A=backup_date_daynumber; 
                                            example--> backup_2016-09-14_3
    filename_date=$(echo $A | cut -f2 -d "_")     # filename_date=date;    
     example--> 2016-09-14
    dow=$(echo $A | cut -f3 -d "_")             # dow(day of week); example--> 3
    year=$(echo $filename_date | cut -f1 -d "-")  # year;  example --> 2016
    month=$(echo $filename_date | cut -f2 -d "-") # month; example --> 09
    day=$(echo $filename_date | cut -f3 -d "-")   # day; example --> 14
    echo "A $A"
    echo "dow $dow"
    echo "filename_date $filename_date"
    echo "year $year"
    echo "month $month"
    echo "day $day"
    if [ $dow -eq $DAY_O_W -a $sundays -ne 0 -a "$BACKUP_PER_WEEK" == "yes" ]; 
then  # -eq->equals; -ne->not equal; -a:true if exist
      # Don't delete last three sundays backup files
      eval $LOG $LOGOPTIONS "$A dont deleted because dow is $dow and sundays is 
$sundays"
      ((sundays--))    # sundays -1. If sundays=0, it means there are 3 sunday  
             saved backups                                          
      continue         # resumes the iteration                                  
    elif [ $day -eq $DAY_O_M -a "$BACKUP_PER_MONTH" == "yes" ]; then
      # Dont delete it 'cause first day of month backup
      eval $LOG $LOGOPTIONS "$A dont deleted because is first day of month"
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      continue         # resumes the iteration                                  
    else               # any other case deletes the file                        
      eval $LOG $LOGOPTIONS "Deleting backup file $bkup_dir"                    
      rm -fr $bkup_dir # -r:recursive; -f:force
    fi
  done  
done
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2.8 Firewall security
Un sistema de cortafuegos es una manera de proteger una red contra intrusiones no deseadas. Este
puede ser implementado mediante hardware, es decir por una máquina física, o por un software.
2.8.1 El concepto de Firewall 
Un  cortafuegos  o  firewall  es  un  dispositivo  que  forma  parte  de  una  red  y  que  puede  ser
implementado mediante hardware o software. La tarea principal de este elemento es tanto permitir,
denegar,  filtrar  y  gestionar  la  totalidad  del  tráfico  entrante  y  saliente  de  una  red  hacia  otra
cualquiera. 
Un sistema de protección de cortafuegos siempre debe ser colocado en la entrada (y al  mismo
tiempo salida)  de  una  red  hacia  donde se  comunica  con  el  exterior.  Así,  con un  firewall bien
configurado no se tendrían que tener problemas de intrusiones por parte de usuarios de Internet que
no disponen de un acceso autorizado en la red que se desea proteger. 
Mediante  una  serie  de  normas  o  reglas  debidamente  configuradas,  se  puede  denegar  la
comunicación entre dos máquinas, que utilicen un protocolo en concreto o que provengan de una
dirección IP y no de otra, permitiendo al mismo tiempo el tráfico que sí cumplen con los parámetros
configurados. Entremedio de esta comunicación el dispositivo cortafuegos intercepta los mensajes y
verifica que todos los paquetes cumplen con las reglas establecidas.
Esquema gráfico de un cortafuegos
En un sistema firewall las funcionalidades básicas existentes son: 
- Administración del acceso de los usuarios a los servicios internos de un red.
- Registro y redireccionamiento a los archivos “.log” de las conexiones entrantes y salientes. 
- Filtrado de comunicaciones en base a las direcciones IP de las máquinas remotas.
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- Filtrado de las conexiones dependiendo del protocolo utilizado como por ejemplo TCP, UDP,
ICMP o  en  base  al  número  de  puerto  asociado.  Se  recuerda  que  SSH  utiliza  por  defecto  el
puerto 22. 
-  Control  del  número  de  conexiones  en  un  instante.  Tiene  por  objetivo  evitar  un  ataque  de
denegación de servicio.
- Detección de puertos en escucha de ciertas aplicaciones, que se traducen en vulnerabilidades.
A través de las funcionalidades que aporta  un sistema firewall,  éste  al  recibir  peticiones puede
aplicar tres reglas básicas, que son:
- allow: autorización de la comunicación.
- deny: denegación de los paquetes entrantes o salientes. 
- drop: redirección o descarte de la información recibida sin aviso alguno al emisor.
Con todo, existen por defecto dos maneras de configuración o políticas de privacidad aplicadas por
parte de la persona responsable de administrar la red:
- Permitir el acceso a la red siempre y cuando no esté prohibido.
- Todo el tráfico queda denegado si no está explícitamente aceptado.  
La segunda manera de configurar un firewall es la más restrictiva pero a la vez la más segura, ya
que por defecto no pasará ningún tipo de tráfico a no ser que el administrador lo autorice.
Normalmente, la manera de actuar de los  hackers  consiste en el envío aleatorio de paquetes de
información para ser contestados por máquinas que estén conectadas. Una vez la máquina víctima
se ha detectado, se buscan agujeros de seguridad o puntos débiles del sistema para poder acceder a
los datos del servidor albergado en la red. Además, en una gran parte de los casos, las máquinas que
son atacadas están permanentemente encendidas y conectadas a Internet pero no controladas por un
usuario, con el agravante de que no cambian frecuentemente la dirección IP. 
En  ningún  caso  debe  considerarse  como  suficiente  la  implementación  de  un  firewall para  la
protección de una red. Si bien es cierto que un cortafuegos es un elemento necesario, la seguridad
informática abarca más campos que deben ser estudiados debidamente. Más aun teniendo en cuenta
que un sistema cortafuegos tiene sus propias limitaciones pues un usuario interno puede borrar
contenidos de las máquinas internas de la red o introducir  dispositivos de memoria a través de
puertos USB e infectar así a las computadoras con software malicioso.
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2.8.2 La herramienta ufw
La implementación de un sistema de cortafuegos requiere el conocimiento de la utilización de los
comando  Linux  iptables. Éstos,  aunque  muy  útiles,  suelen  ser  dificultosos  y  complicados  de
configurar sobre todo para usuarios noveles. 
Por este motivo, la compañía que está detrás de la distribución Ubuntu, la sudafricana Canonical
Ltd.,  desarrolló  un  sistema  de  cortafuegos  de  software  sencillo  de  instalar  y  configurar.
Precisamente ufw son las siglas para  Uncomplicated Firewall que traducido sería cortafuegos no
complicado. 
Con el  software ufw,  añadir  reglas es sencillo  ya que la  sintaxis  toma palabras  que se pueden
entender semánticamente. Aunque existen variantes y parámetros que se pueden acompañar con
otros, todas ellas son de la forma:
ufw [comportamiento] [número_de_puerto]/[protocolo_de_transporte] 
Y solamente hace falta cambiar la palabra escrita entre corchetes por los posibles valores que puede
tomar cada una de ellas. El parámetro 'comportamiento' puede tomar los dos siguientes valores:
- allow: permite la comunicación 
- deny: rechaza la petición
El número de puerto y el protocolo utilizado definen un servicio alojado en la máquina, aunque si se
prefiere puede ser sustituido por el nombre del servicio. Si se desea también se puede permitir o
rechazar el acceso a una dirección IP en particular, se puede definir un rango de puertos o también
de direcciones.
Para borrar una norma configurada basta con lanzar por terminal:
sudo ufw delete [comportamiento] nombre_protocolo 
Para instalar el paquete se debe escribir en una terminal:
pi~$ sudo apt-get install ufw
Este paquete proporciona un front-end mediante el cual se pueden configurar vía comandos de texto
un  firewall en  el  servidor.  En el  momento  de  ser  instalado este  software  en  la  máquina  viene
inactivo por razones obvias. Se puede comprobar utilizando:
pi~$ sudo ufw status
Donde en la pantalla deberían verse unas líneas como las siguientes:
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Status: inactive
Las dos únicas reglas predefinidas son:
sudo ufw default allow outgoing 
Que permiten todo el tráfico saliente de la red gestionada por el servidor. La segunda regla denega
toda comunicación dirigida a la red:
sudo ufw default deny incoming 
La configuración de este paquete no resulta nada complicada,  pero hay que tener en cuenta un
detalle que queda solucionado con un único paso.
Actualmente el protocolo de direccionamiento es IPv4 a la espera de la implantación mayoritaria de
la versión IPv6. Se puede estar atento a peticiones que lleguen al servidor para el nuevo protocolo o
sólo para el actual. Se ha decidido que el comportamiento sea sólo en IPv4 ya que por el momento
la utilización de la  versión 6 es aun muy minoritaria.  Para ello  se substituye un parámetro del
archivo:
pi~# nano /etc/default/ufw 
Una vez con el editor en marcha se busca la siguiente línea:
IPV6=yes
Y simplemente se cambia el valor por:
IPV6=no
Con este valor cambiado, está todo listo para empezar a añadir las reglas que se necesitan en la red
privada PIA. Como se detalla en el apartado anterior, donde quedan listados los aspectos básicos de
los cortafuegos, se ha optado por una configuración de denegación de cualquier comunicación y
solamente se habilitan los puertos necesarios. La configuración queda de la siguiente manera:
Se permite el acceso con protocolo SSH:
pi~$ sudo ufw allow 22/tcp 
Se permiten peticiones de DNS a través del puerto 53:
pi~$ sudo ufw allow 53/tcp 
Los puertos 67 y 68 referentes a DHCP quedan habilitados:
pi~$ sudo ufw allow 67/udp 
pi~$ sudo ufw allow 68/udp 
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Se acepta toda comunicación con protocolo HTTP:
pi~$ sudo ufw allow 80/tcp 
El puerto 631 es utilizado para el servicio de impresión CUPS:
pi~$ sudo ufw allow 631/tcp 
Se habilita el puerto para el escaneo a través de saned:
pi~$ sudo ufw allow 6566/tcp 
El siguiente puerto es por donde escucha el servidor pi para comunicaciones mediante el servicio
Openvpn que fue cambiado del 1194 al puerto 11194: 
pi~$ sudo ufw allow 11194/udp 
Por último se permite el tráfico de cualquier host con dirección IP del rango de telematics.net:
pi~$ sudo ufw allow from 10.10.10.1 to 10.10.10.255 
Cada vez que se añade una regla al servicio, si el sistema la acepta se visualiza en la terminal “Rules
updated”.
Nota: finalmente la impresora queda conectada vía USB. En el caso de conectarla a través de la red,
habría  que tener  en cuenta habilitar  la  comunicación con la  dirección IP que se le  asignase al
dispositivo.
Una vez se ha configurado el software correctamente es hora de activar el  comportamiento del
cortafuegos. Para ello:
pi~$ sudo ufw enable 
Una  vez  configurado,  el  servicio  ufw  no  puede  ser  recargado  mediante  reload,  si  no  que
directamente ha de volver a iniciarse. Para reiniciar el servicio con normalidad en el propio sistema
se envía por terminal el siguiente comando:
pi~# /etc/init.d/ufw restart 
Y se recibe por pantalla:
[ ok ] Restarting ufw (via systemctl): ufw.service
Que como puede comprobarse el servicio queda gestionado por systemd. Para asegurase de que esto
es así basta con lanzar:
systemctl -t service | grep ufw 
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La respuesta por parte del sistema es como la que sigue:
ufw.service loaded active exited LSB: start firewall
Para que el servicio se ejecute cada vez que la computadora arranca el sistema, se lanza: 
systemctl enable ufw.service 
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2.9 Openvpn
Con el propósito de poder acceder a los servicios de una red privada aun sin estar físicamente
conectado a ella apareció el concepto de red privada virtual. Es el mecanismo utilizado por muchas
empresas  para conectarse a  las  distintas  delegaciones internacionales  cifrando sus  paquetes  que
viajan a través de Internet.
2.9.1 La red privada virtual
Aunque no se trata de una tecnología nueva, el cambio en la manera de trabajar de muchos usuarios
y sobretodo el  auge en la consciencia sobre la privacidad de los datos generados ha puesto de
manifiesto la necesidad de implantar una solución en la manera que tiene la gente de comunicarse a
través de la red.
Como concepto  una  red  privada  virtual  (o  Virtual  Private  Network en  lengua  inglesa)  es  una
tecnología propia de las redes de computación en la que se permite la comunicación de manera
totalmente segura entre dos máquinas remotas que se encuentran separadas por la red de redes. Un
ejemplo proviene del mundo empresarial,  donde muchas compañías internacionales disponen de
varias sedes, a menudo separadas por varios miles de kilómetros. Así pues, para la comunicación
dentro de la misma empresa resulta imprescindible que la información atraviese Internet, pudiendo
ser interceptada por ataques maliciosos como Man in the Middle.
La solución a este problema pasa por implantar una red privada virtual. De esta manera los datos
viajan cifrados por Internet desde el emisor hasta el receptor y únicamente ellos pueden visualizar la
información. Técnicamente esta solución es una red WAN (Wide Area Network, en inglés) o una
red de área amplia, donde se unen varias redes locales, aunque los dispositivos no estén situados en
una misma ubicación. 
Otros ejemplos donde el uso de una VPN es una herramienta útil es en el caso de que un usuario se
conecte a través de una red Wi-Fi pública. Estas redes normalmente carecen de mecanismos de
control y los datos transmitidos son más vulnerables a ser interceptados. También puede ser útil en
caso de querer evitar la censura que se aplica en algún país o región puesto que VPN interconecta
dos redes y se accede al contenido de la red deseada como si el cliente estuviese dentro. 
A esta tecnología se le suele llamar frecuentemente tunneling, puesto que un protocolo de red queda
encapsulado dentro de otro protocolo.   
Para poder implementar un red privada virtual hace falta como mínimo:
-  autenticación de usuarios: se debe verificar la identidad de los usuarios que van a realizar la
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comunicación y denegar por tanto el acceso al contenido a los demás. Es la respuesta a:  ¿Quién
está detrás del emisor del mensaje? ¿Quién recibe la información? 
- encriptación de datos: toda la información que se transmite ha de quedar cifrada. Esto significa
que  los  datos  que  viajan  a  través  de  Internet  quedan  codificados  de  tal  manera  que  si  son
interceptados  por  una  persona  que  no  es  el  receptor,  los  datos  son  ilegibles.  Se  hace  uso  de
algoritmos de cifrado como  Data Encryption Standard (DES),  Triple  DES (3DES) y  Advanced
Encryption Standard (AES). 
-  gestión de claves: la identificación y el cifrado se realiza mediante claves públicas y privadas.
Conlleva a que un usuario tiene que firmar un paquete para ser enviado y por tanto no se puede
negar la procedencia del mismo.
- acceso controlado: mecanismos para controlar qué contenido es permitido y a qué usuarios.
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2.9.2 Generando las claves
Como en todos los casos antes de proceder a la configuración del servicio, éste debe ser descargado
e instalado. Para ello se es lanza por terminal:
pi~$ sudo apt-get install openvpn
Con el paquete ya instalado en la computadora, primeramente se ha de configurar un archivo. Acto
seguido se puede proceder a la generación de claves. El archivo a editar es:
pi~# nano /usr/share/easy-rsa/vars 
Donde se buscan las siguientes líneas:
export_KEY_SIZE=1024
Y se reemplazan por:
export_KEY_SIZE=2048
Que cambia el tamaño el tamaño de las claves privadas y del parámetro Diffie-Hellman como se
verá posteriormente. También puede utilizarse un tamaño de 4096 bits aunque comporta un mayor
tiempo de autenticación. 
Con el cambio anterior realizado, se buscan las siguientes líneas. Se sustituye el valor que viene por
defecto en el archivo por el que corresponde con la entidad que emite los certificados. Se ponen los
valores de la máquina que encargada de generarlos, que en este caso es la propia máquina pi:
export KEY_COUNTRY=”ES”
export KEY_PROVINCE=”BARCELONA”
export KEY_CITY=”Barcelona”
export KEY_ORG=”Telematics”
export KEY_EMAIL=”xavirubiocarbo@gmail.com”
export KEY_OU=”UPC”
El significado de cada una de las variables anteriores es:
KEY_COUNTRY= Las  dos  primeras  iniciales  en  mayúsculas  del  país  donde  se  encuentra  el
servidor.
KEY_PROVINCE= Nombre de la provincia.
KEY_CITY= Nombre de la ciudad.
KEY_ORG= Nombre de la organización.
KEY_EMAIL= cuenta de correo electrónico del responsable de la configuración.
Configuración de una red SOHO 109
KEY_OU= nombre de la empresa. 
A continuación, se pueden cargar todos los valores anteriores como variables de entorno del sistema
mediante el  comando “export”  seguido del nombre de la variable.  Para no tener  que repetir  el
proceso tantas veces como variables se tienen se puede realizar con el comando:
pi~$ source ./vars
Que carga los valores anteriores del archivo vars como variables de entorno.
Nota: una  variable  de  entorno  es  una  variable  del  sistema  en  donde  cualquier  proceso  puede
acceder al valor de dicha variable.
Con  el  paso  anterior  realizado  se  ejecuta  el  siguiente  comando  con  la  intención  de  eliminar
cualquier otra clave que hubiera sido generada en el sistema:
pi~$ ./clean-all 
Una vez no quedan claves previas en el sistema, se generan los parámetros Diffie-Hellman:
pi~$ ./build-dh 
El protocolo Diffie-Hellman es utilizado para intercambiar las claves entre emisor y receptor de
manera segura.  Generar los parámetros Diffie-Hellman aportan la manera de acordar las claves
simétricas que serán utilizadas para el cifrado de la sesión. 
Cuando finaliza la ejecución del script previo se genera en el directorio /usr/share/easy-rsa/keys el
archivo dh2048.pem.
Ahora se procede a a crear el certificado y la clave privada de la propia autoridad certificadora.
Cuando una entidad certificador emite claves, ella misma ha de verificar su propia identidad. En
este caso la autoridad de certificación es la misma máquina Raspberry. Para generar certificado y la
clave privada de la entidad certificadora se lanza el siguiente script:
pi~$ ./build-ca 
La finalización del script anterior comporta la creación de los siguientes archivos en el directorio
/usr/share/easy-rsa/keys:
ca.crt: es el certificado público de la autoridad certificadora.
ca.key: este archivo debe mantenerse oculto y es la clave privada de la autoridad de certificación. 
Una vez esto, se deben crear las claves para el servidor openvpn. Se utiliza el comando seguido del
nombre del servidor:
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pi~$ ./build-key-server pi 
Durante el proceso de ejecución del  script la terminal lanza una serie de preguntas a las que se
contesta con el valor por defecto ya que se ha añadido previamente el valor en el archivo vars. Una
vez finalizado, se crean los siguientes ficheros:
pi.key: es la clave privada del servidor. Este fichero no debe estar en disposición de nadie. 
pi.crt: corresponde al certificado público del servidor.
pi.csr: este  archivo  es  la  petición  de  certificado  que  se  envía  a  la  autoridad  de  certificación.
Mediante el archivo .csr la autoridad de certificación puede realizar el certificado correspondiente al
servidor. 
Una vez se han generado las claves necesarias en el lado servidor, se trasladan todos los ficheros al
directorio propio donde residen los archivos de configuración de los distintos programas. El proceso
es el siguiente:
Se lanza desde el directorio /usr/share/easy-rsa:
pi~$ mkdir keys  
Que crea una carpeta llamada “keys”.
Se mueven todas las claves a la nueva carpeta:
pi~# mv *.key *.crt *csr ./keys
Una vez todas las claves están dentro de “keys”, se traslada ésta última carpeta al directorio de
configuración:
pi~# mv keys/ /etc/openvpn
A continuación la autoridad certificadora puede generar las claves para cada cliente que se va a
conectar. 
pi~$ ./build-key [cliente] 
Donde debe sustituirse la palabra “cliente” por el nombre del cliente. La ejecución del script genera
de  nuevo los  tres  ficheros  ya  mencionados  para  la  generación  de  las  claves  del  servidor,  con
extensión .key, .crt y .csr.
En este caso, donde la máquina Rpi es el servidor openvpn y la autoridad certificadora al mismo
tiempo, se debe realizar una copia remota de las claves del cliente a la máquina cliente. Esto se
consigue mediante el comando: 
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host~$ scp nombre_usuario@IP_remota:ejemplo.txt /directorio/local 
Que copia el archivo ejemplo.txt desde una máquina remota a la computadora local.
host$ scp ejemplo.txt nombre_usuario@IP_remota:/directorio/remoto 
El comando anterior copia el archivo ejemplo.txt desde el ordenador local al host remoto.
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2.9.3 Configuración del servidor
En este punto se detalla la configuración del archivo que dictamina el comportamiento del servidor.
Durante la instalación del paquete Openvpn, este archivo se descarga en forma de plantilla lista para
su edición. Con este motivo, se copia la plantilla al directorio de configuración del servicio:
pi~# cp /usr/share/doc/openvpn/examples/sample-config-
files/server.conf /etc/openvpn
Con el archivo copiado en el directorio de configuración, se procede a editarlo. Sólo se detallan las
partes del archivo que han de ser editadas dejando sin explicación detalles para sistemas Windows®
o parámetros que no se configuran para el servidor pi. Se observan las líneas comentadas del fichero
y seguidamente el parámetro a configurar:
pi~# nano /etc/openvpn/server.conf
Se define en qué puerto escucha el servidor. Por defecto el puerto reservado para Openvpn es el
1194, pero se ha cambiado para incrementar la seguridad y confidencialidad:
# Which TCP/UDP port should OpenVPN listen on?
# If you want to run multiple OpenVPN instances
# on the same machine, use a different port
# number for each one. You will need to
# open up this port on your firewall.
port 11194 
El protocolo de transporte utilizado es UDP:
# TCP or UDP server? 
proto udp
Para la conexión virtual se crea dispositivo “tun” punto a punto. La diferencia más notable es que
“dev tap” simula una conexión Ethernet y por tanto hay que encapsular tramas Ethernet dentro de
tramas IP de la  conexión virtual  para encapsular  al  mismo tiempo dentro de paquetes IP.  A la
práctica  es  más  sencillo  implementar  un  dispositivo  virtual  con  “dev  tun”  ya  que  trabaja  con
paquetes IP:
# “dev tun” will create a routed IP tunnel,
# “dev tap” will create an ethernet tunnel.
# Use “dev tap0” if you are ethernet bridging
# and have precreated a tap0 virtual interface
# and bridged it with your ethernet interface.
# If you want to control access policies
# over the VPN, you must create firewall
# rules for the the TUN/TAP interface.
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# On non-Windows systems, you can give
# an explicit unit number, such as tun0.
# On Windows, use “dev-node” for this.
# On most systems, the VPN will not function
# unless you partially or fully disable
# the firewall for the TUN/TAP interface.
dev tun
A continuación se especifica el directorio donde se encuentran las claves del propio servidor y de la
autoridad certificadora. Si no se especifica ningún otro directorio, el  daemon busca los archivos
en /etc/openvpn más el path descrito:
# Any X509 key management system can be used.
# OpenVPN can also use a PKCS #12 formatted key file
# (see “pkcs12” directive in man page)
ca keys/ca.crt
cert keys/pi.crt
key keys/pi.key  # This file should be kept secret 
Tal y como se indica en el  comentario anterior escrito en el archivo server.conf,  es sumamente
importante mantener en secreto el archivos pi.key ya que es la clave privada del servidor.
De la misma manera que se especifica las claves del servidor, se hace lo mismo para el archivo que
contiene los parámetros Diffie-Hellman. Como puede comprobarse, el directorio es idéntico al caso
anterior:
# Diffie hellman parameters.
# Generate your own with:
# openssl dhparam -out dh1024.pem 1024
# Substitute 2048 for 1024 if you are using
# 2048 bit keys.
dh keys/dh2048.pem
Se especifica a continuación la dirección de red privada para las comunicaciones mediante VPN. El
servidor  toma la  primera  dirección  de  dicha  red,  mientras  que  las  demás  direcciones  IP están
disponibles para ser asignadas a los clientes:
# Configure server mode and supply a VPN subnet
# for OpenVPN to draw client addresses from.
# The server will take 10.0.0.1 for itself,
# the rest will be made available to clients.
# Each client will be able to reach the server
# on 10.0.0.1. Comment this line out if you are
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# ethernet bridging. See the man page for more info 
server 172.16.1.0 255.255.255.0 
En caso de reinicio del servidor VPN, éste consulta el archivo “ipp.txt” para mantener un registro de
la asociación cliente-dirección IP que estaba asignada. Este archivo es del tipo:
pi, dirección_IP_cliente1
pi, dirección_IP_cliente2
# Maintain a record of client ↔ virtual IP address
# associations in this file. If OpenVPN goes down or
# is restarted, reconnecting clients can be assigned
# the same virtual IP address from the pool that was
# previously assigned.
ifconfig-pool-persist ipp.txt 
Se  indica  la  dirección  local  física  que  se  encuentra  detrás  del  servidor  VPN.  A través  de  los
dispositivos virtuales, las consultas se redirigen a la red especifica:
# Push routes to the client to allow it
# to reach other private subnets behind
# the server. Remember that these
# private subnets will also need
# to know to route the OpenVPN client
# address pool (10.8.0.0/255.255.255.0)
# back to the OpenVPN server.
push "route 10.10.10.0 255.255.255.0" 
Se determina  el  número máximo de  clientes  que  pueden estar  conectados al  mismo tiempo al
servidor de la red privada virtual:
# The maximum number of concurrently connected
# clients we want to allow.
max-clients 10 
En el  siguiente punto se especifica el  usuario y grupo que ejecutan el  servicio.  Se utiliza este
usuario y grupo ya que carecen de directorio home y de shell para ejecutar comandos, con lo que si
alguien consigue escalar privilegios a través de estos usuarios no puede mantener un control de la
máquina.
# It's a good idea to reduce the OpenVPN
# daemon's privileges after initialization.
# You can uncomment this out on
# non-Windows systems.
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user nobody
group nogroup 
Con los  dos  siguientes  parámetros  si  el  servidor  OpenVPN reinicia  la  conexión,  no  tiene  que
analizar de nuevo las claves ni reabrir el dispositivo “tun”:
# The persist options will try to avoid
# accessing certain resources on restart
# that may no longer be accessible because
# of the privilege downgrade.
persist-key
persist-tun 
Seguidamente se especifica un archivo que mantiene información sobre las conexiones de cada
momento y que se va reescribiendo cada minuto:
# Output a short status file showing
# current connections, truncated
# and rewritten every minute.
status openvpn-status.log 
El fichero donde se redireccionan los registros del daemon. Si se desea cambiar el fichero, basta con
especificar la palabra log seguida del nombre deseado con la extensión .log:
# By default, log messages will go to the syslog (or 
# on Windows, if running as a service, they will go to 
# the “\Program Files\OpenVPN\log” directory). 
# Use log or log-append to override this default. 
# “log” will truncate the log file on OpenVPN startup, 
# while “log-append” will append to it. Use one 
# or the other (but not both). 
log openvpn.log 
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2.9.4 Configuración del cliente
En cuanto al fichero para la configuración del cliente openvpn, no difiere en exceso del archivo para
el servidor ya que comparten varios parámetros. Aún así se detalla la edición de este archivo. Para
ello hay que instalar el paquete también en el lado cliente:
host~$ sudo apt-get install openvpn
Se toma la plantilla que viene en el directorio usuario y se traslada al  path  de configuración del
servicio: 
host~$ cp /usr/share/doc/openvpn/examples/sample-config-
files/client.conf /etc/openvpn 
Una vez copiado el archivo, se añaden parámetros mediante el editor nano:
host~$ sudo nano /etc/openvpn/client.conf 
En primer lugar se especifica que la máquina actua como cliente:
# Specify that we are a client and that we
# will be pulling certain config file directives
# from the server.
client
Se  hace  servir  un  dispositivo  virtual  para  la  comunicación.  Ha  de  ser  del  mismo  tipo  que  el
declarado en el lado servidor. 
# Use the same setting as you are using on
# the server.
# On most systems, the VPN will not function
# unless you partially or fully disable
# the firewall for the TUN/TAP interface.
;dev tap
dev tun
Protocolo de transporte utilizado para la comunicación. También deber ser el mismo valor que el
especificado en el lado servidor. 
# Are we connecting to a TCP or
# UDP server? Use the same setting as
# on the server.
;proto tcp
proto udp 
Se debe incluir la dirección IP y el puerto del servidor al que se conecta el cliente:
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# The hostname/IP and port of the server.
# You can have multiple remote entries
# to load balance between the servers.
;remote my-server-2 1194
remote 192.168.10.1 11194 
Se  intenta  resolver  de  manera  indefinida  la  dirección  IP o  hostname  del  servidor  OpenVPN
mediante el siguiente comando:
# Keep trying indefinitely to resolve the
# host name of the OpenVPN server. Very useful
# on machines which are not permanently connected
# to the internet such as laptops.
resolv-retry infinite 
Los clientes, en principio, no necesitan atar la conexión a un puerto especifico ya que se les asignan
puertos dinámicos para el retorno de paquetes:
# Most clients don't need to bind to
# a specific local port number.
nobind 
Se menciona el usuario y grupo que ejecutan el proceso. En ningún caso es buena idea hacerlo
correr con el usuario “root” por evidentes riesgos de seguridad:
# Downgrade privileges after initialization (non-Windows only)
user xavi       
group xavi 
En caso de que la conexión se restablezca no se deberá volver a leer las claves ni volver a reabrir el
dispositivo virtual:
# Try to preserve some state across restarts.
persist-key
persist-tun 
En caso de reenviar paquetes duplicados, estos no serán enviados:
# Wireless networks often produce a lot
# of duplicate packets. Set this flag
# to silence duplicate packet warnings.
Mute-replay-warnings
Se especifica a continuación el  directorio donde se encuentran las claves pública y privada del
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cliente y el certificado de la autoridad certificadora: 
# SSL/TLS parms.
# See the server config file for more
# description. It's best to use
# a separate .crt/.key file pair
# for each client. A single ca
# file can be used for all clients.
ca /etc/openvpn/ca.crt
cert /etc/openvpn/xavi.crt
key /etc/openvpn/xavi.key 
Verificación de que el certificado del servidor es del tipo ns-cert-type. Previene ataques Man in the
Middle:
# Verify server certificate by checking
# that the certicate has the nsCertType
# field set to “server”. This is an
# important precaution to protect against
# a potential attack discussed here:
# http://openvpn.net/howto.html#mitm
# To use this feature, you will need to generate
# your server certificates with the nsCertType
# field set to “server”. The build-key-server
# script in the easy-rsa folder will do this.
ns-cert-type server 
Activación de la compresión LZO para la transmisión de datos. Solamente se configura en el lado
cliente si en el lado servidor no ha sido especificado:
# Enable compression on the VPN link.
# Don't enable this unless it is also
# enabled in the server config file.
comp-lzo 
Grado de detalle del estado de la conexión en el fichero de registro:
# Set log file verbosity verb 3 
Configuración de una red SOHO 119
3. Conclusiones
En primer lugar, se debe destacar que los objetivos iniciales del proyecto han sido alcanzados en su
totalidad.  El router SOHO implementado en este proyecto hace las funciones de acces point, dando
servicio de DNS y DHCP, además de ofrecer servicio de impresión,  scanning,  cortafuegos y un
sistema para controlar las copias de seguridad del sistema.  Se ha incluido un servidor web utilizado
para  proporcionar documentación “on-line” sobre la configuración de todo el sistema; tanto de los
servicios que corren en el router como de la configuración de los programas clientes para acceder a
estos servicios. 
La  red  SOHO  servida  por  el  router implementado  está  ya  funcionando  y  dando  servicio  sin
interrupción a los ordenadores de sobremesa y a los dispositivos móviles inalámbricos autorizados
que se conectan a la red PIA.
Tras realizar el montaje y la configuración de un punto de acceso mediante un dispositivo  small
board computer se pueden analizar ciertos aspectos. 
Se ha podido comprobar  que la  Raspbery Pi es  una buena opción para implementar  un  router
SOHO que sirva a una red privada de un tamaño pequeño y donde se da acceso a varios servicios,
como es el caso del servicio de impresión o de escaneo entre otros. Además es una solución viable
económicamente ya que los costes asociados a este small board computer no son elevados. 
Es importante destacar la importancia de poder utilizar un sistema operativo como GNU/Linux en
un proyecto de estas características. Este sistema operativo se ha posicionado en el primer lugar
como sistema de desarrollo para protocolos de comunicaciones y servicios de red. En la actualidad
existen una cantidad enorme de programas de comunicaciones de software libre sobre Linux que
permiten implementar un  router SOHO de funcionalidades avanzadas y altas prestaciones a un
coste muy contenido, especialmente si se combina la Raspberry Pi con Linux. 
Para tener una idea comparativa, un router SOHO de altas prestaciones con características técnicas
similares que el router implementado en este proyecto tiene un precio aproximando de 270 €.
Un punto a tener en cuenta es que el sistema configurado en la Rpi gestiona el tráfico interno de la
red provocado por la comunicaciones intrínsecas a la red PIA, aunque los datos salientes a Internet
de las dos máquinas que provocan más tráfico no son redirigidos a través de la placa Raspberry Pi,
ya que ellas dos disponen de dirección IP pública. Esto supone tener en cuenta la adquisición de una
placa de mayor gama y/o rendimiento en caso de gestionar  un tráfico como el  generado en el
despacho TR2.118. Por ejemplo, se podría utilizar la nueva Raspberry Pi Model B con una CPU de
1.2GHz 64-bit quad-core ARMv8 y soporte interno para wifi 802.11n,  a un precio de 40 €.
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