In this paper, we discuss several algorithms for scheduling divisible workloads on heterogeneous systems. Our main contributions are (i) new optimality results for single-round algorithms and (ii) the design of an asymptotically optimal multi-round algorithm. This multi-round algorithm automatically performs resource selection, a difficult task that was previously left to the user. Because it is periodic, it is simpler to implement, and more robust to changes in the speeds of the processors and/or communication links. On the theoretical side, to the best of our knowledge, this is the first published result assessing the absolute performance of a multi-round algorithm. On the practical side, extensive simulations reveal that our multi-round algorithm outperforms existing solutions on a large variety of platforms, especially when the communication-to-computation ratio is not very high (the difficult case).
Introduction
Scheduling computational tasks on a given set of processors is a key issue for highperformance computing. In this paper, we restrict our attention to the processing of independent tasks whose size (and number) are a parameter of the scheduling algorithm. This corresponds to the divisible load model which has been widely studied in the last several years, and popularized by the landmark book written by Bharadwaj et al. [1] . A divisible job is a job that can be arbitrarily split in a linear fashion among any number of processors. This corresponds to a perfectly parallel job: any subtask can itself be processed in parallel, and on any number of processors. The applications of the divisible load model encompass a large spectrum of scientific problems, including among others Kalman filtering [2] , image processing [3] , video and multimedia broadcasting [4, 5] , database searching [6, 7] , and the processing of large distributed files [8] (see [1] for more examples).
On the practical side, the divisible load model provides a simple yet realistic framework to study the mapping of independent tasks on heterogeneous platforms. The granularity of the tasks can be arbitrarily chosen by the user, thereby providing a lot of flexibility in the implementation tradeoffs. On the theoretical side, the success of the divisible load model is mostly due to its analytical tractability. Optimal algorithms and closed-form formulas exist for the simplest instances of the divisible load problem. This is in sharp contrast with the theory of task graph scheduling, which abounds in NP completeness theorems [9, 10] and in inapproximability results [11, 12] .
In this paper, the target computing platform is a heterogeneous master/worker platform, with p worker processes running on p processors labeled P 1 ; P 2 ; . . . ; P p . The master P 0 sends out chunks to workers over a network: we can think of a star-shaped network, with the master in the center. The master uses its network connection in exclusive mode: it can communicate with a single worker at any time-step. There are different scenarios for the workers, depending whether they can compute while receiving from the master (full overlap) or not. The overlap model is widely used in the literature, because it seems closer to the actual characteristics of stateof-the-art computing resources (but we point out that our results extend to both models, with and without overlap). For each communication of size a i between the master and a worker, say P i , we pay a latency g i and a linear term a i G i , where G i is the inverse of the bandwidth of the link between the master P 0 and P i . In the original model of [1] , all the latencies g i are equal to zero, hence a linear cost model. However, latencies play an important role in current architectures [13] , and more realistic models use the affine cost g i þ a i G i for a message of size a i . Finally, note that when g i ¼ g and G i ¼ G for 1 6 i 6 p, the star network can be viewed as a bus oriented network [2] .
The master processor can distribute the chunks to the workers in a single round, (also called installment in [1] ), so that there will be a single communication between the master and each worker. This is the simplest situation, but surprisingly the optimal solution for a heterogeneous star network is not known, even for a linear cost model. We provide the optimal solution in Section 4, thereby extending the results of [2] for bus oriented networks to heterogeneous platforms.
For large workloads, the single round approach is not efficient, because of the idle time incurred by the last processors to receive their chunks. To minimize the makespan, i.e. the total execution time, the master will send the chunks to the workers in multiple rounds: the communications will be shorter (less latency) and pipelined, and the workers will be able to compute the current chunk while receiving data for the next one. Deriving an efficient solution becomes a challenging problem: how many rounds should be scheduled? what is the best size of the chunks for each round? Intuitively, the size of the chunks should be small in the first rounds, so as to start all the workers as soon as possible. Then the chunk size should increase to a steady state value, to be determined so as to optimize the usage of the total available bandwidth of the network. Finally the chunk size should be decreased while reaching the end of the computation. In Chapter 10 of [1] , there is no quantified value provided for the number of rounds to be used. Recently, Altilar and Paker [4, 5] , and Yang and Casanova [14] have introduced multi-round algorithms and analytically expressed their performance. We discuss these algorithms, and others, in Section 3, which is devoted to related work. To the best of our knowledge, no optimality result has ever been obtained for multi-round algorithms on heterogeneous platforms. The most important result of this paper is to fill this gap: in Section 5, we design a periodic multiround algorithm and we establish its asymptotic optimality. We succeed in extending this result to arbitrary platform graphs, i.e. not just star-shaped network, but arbitrary graphs with cycles and multiple paths (see Appendix A) .
The rest of the paper is organized as follows. We begin with models for computation and communication costs in Section 2. Next we review related results in Section 3. Then we deal with single-round algorithms in Section 4. We proceed to multi-round algorithms in Section 5. Because of its technical nature, the extension of the asymptotically optimal multi-round algorithms to arbitrary platforms graphs is described in the Appendix A. We provide some simulations in Section 6. Finally, we state some concluding remarks in Section 7.
Models
As already said, we assume a total workload W total that is perfectly divisible into an arbitrary number of pieces, or chunks. Usually, it is assumed that the master itself has no processing capability, because otherwise we can add a fictitious extra worker paying no communication cost to simulate the master. There is a wide acceptance in the literature on using linear costs to model computation costs. Worker P i will require a i w i time units to process a chunk of size a i . However, Yang and Casanova [14] suggest to add a startup cost, or computation latency, so that the cost becomes z i þ a i w i for P i to process a chunk of size a i ; they emphasize the importance of adding such a latency to obtain realistic results in some data-sweep applications [15] . In the following, we mainly stick to linear computational costs (except for the one-round case), but we will later mention which equations to modify to take latencies into account in the multi-round algorithms.
Modeling communication costs is more difficult, and several models have been proposed. In the original approach [1] , communication costs were also assumed linear. The master would need a i G i time units to send a chunk of size a i to P i . While acceptable for large messages, the model becomes quite unrealistic for small messages. For instance in [1] , the authors recognize that infinitely small messages would be the best solution for multi-round algorithms with this crude model. Communication latencies g i have been introduced by Drozdowski [6] and are now widely used: 1 the master needs g i þ a i G i to send a chunk of size a i to worker P i . An even more accurate model has been proposed by Rosenberg [16] and further investigated by Yang and Casanova [14] . They suggest to use the expression g The overlappable latency was introduced to model pipelined networking. Again, we restrict ourselves to non-overlappable latencies, but we will indicate how to incorporate them in the design of multi-round algorithms. Finally, note that other models [17, 18] assume a fixed communication cost to dispatch chunks of any size, which seems much less realistic than adopting an affine expression with a startup and a linear term proportional to the chunk size.
Next, there is to discuss the amount of computation and communication that can be overlapped. In the model with overlap, each worker is capable of receiving the next chunk from the master while computing the current chunk. This corresponds to workers equipped with a front end in [1] . In the no overlap model, each worker executes communications and computations sequentially. Of course this distinction of models only applies to multi-round algorithms, because in a single-round algorithm it is impossible to overlap the communication with independent computation. When dealing with multi-round algorithms in Section 5, we will elaborate results for both models, with and without overlap.
The last question is the number of simultaneous communications that can be handled by the master. With few exceptions, the one-port model is assumed: the master can communicate with at most a worker at a given time-step (except may be for the short time-slice corresponding to the overlappable latency). However, as pointed out by Yang and Casanova [14] , the one-port model is nicely suited to LAN network connections but a multi-port model could be used for WAN network connections.
In conclusion, we retain the following model:
(1) one-port for the master (at most one communication to a worker at any timestep); (2) communication-computation overlap for the workers; (3) linear computation costs a i w i (or affine z i þ a i w i ) for a chunk of size a i processed by P i , 1 6 i 6 p; (4) affine communication cost g i þ a i G i to send a chunk of size a i from P 0 to worker P i , 1 6 i 6 p.
We discuss some extensions of this model when dealing with multi-round algorithms.
Related results
We divide this overview into two categories: results for single-round algorithms, and results for multi-round algorithms. We restrict ourselves to master/worker platforms, which includes bus-oriented and star-shaped networks. See [1] for results on processor trees and [6] for hypercubes.
Single-round algorithms
For single-round algorithms, the first problem is to determine in which order the chunks should be sent to the different workers. Since the master can handle only one communication at a given time step, the solution is as depicted in Fig. 1 . Once the communication order has been determined, the second problem is to decide how much work should be allocated to each processor P i . The final objective is to minimize the makespan, i.e. the total execution time.
In the case of a homogeneous (bus-oriented) platform (all G i are equal to G), and using a linear cost model for computation (all g i are equal to zero), Robertazzi and coworkers [2, 19] have derived an optimal solution, together with closed-form expressions for the makespan T f . This solution is surprisingly simple. Let a i denote the fraction of workload assigned to worker P i , where P p i¼1 a i ¼ W total , and let T i denote the time elapsed before P i begins its processing. Thus,
First, one can prove that all the processors must finish their work at the same time (i.e. T i þ a i w i ¼ T f 8i). Indeed, otherwise, some work could be transferred from a busy processor to an idle one in order to reduce T f . Thus, the following system of equation holds if data is sent successively to P 1 ; . . . ; P p . Closed forms can be obtained for both the a i s and T f . These closed form are rather complicated, although the method for obtaining them is elementary, and we refer the reader to [2] to find the actual algebraic expressions. The surprising and interesting point is that the overall computational time T f does not depend upon the order chosen for sending data to the different processors, so that the ordering P 1 ; . . . ; P p is in fact optimal. Later, Charcranoon et al. [20] have partially extended this work to heterogeneous (star-shaped) platforms: they still use linear communication costs, but with different G i s. The results are less satisfying than in the case of the bus. Indeed, the main known result is that if data is sent to the different processors in a given order (say, again, P 1 ; . . . ; P p ), then closed forms can be obtained for both the a i s and T f . Unfortunately, the makespan T f strongly depends on the communication ordering, and the result stating that all the processors must finish their work at the same time-step is no longer valid for all communication orderings. To the best of our knowledge, the optimal communication ordering is not known, and we provide the optimal solution in Section 4.
Moving to affine communication costs rather than linear communication costs, several results have been published, among others [3, 6, 7, 16] . In 1997, Drozdowski [6] stated that the complexity of determining the optimal makespan for a general star-shaped platform (different g i s and different G i s) is not known, and to the best of our knowledge the problem is still open. We point out that Drozdowski [6] proposes an interesting mixed linear programming formulation of the problem. In the following program, x i;j is a boolean variable that equals 1 if P i is chosen for the jth communication from the master Minimize T f subject to ð1Þ a i P 0; 1 6 i 6 p
x i;j 2 f0; 1g; 1 6 i; j 6 p
2 6 j 6 p ðjth communicationÞ
Eq. (4) states that exactly one processor is activated for the jth communication, and Eq. (5) states that each processor is activated exactly once. Eq. (6) is a particular case of Eq. (7), which expresses that the processor selected for the jth communication (where j ¼ 1 in Eq. (6) and j P 2 in Eq. (7)) must wait for the previous communications to complete before its own communication and computation, and that all this quantity is a lower bound of the makespan. As pointed out by Drozdowski [6] , this mixed linear program may have no solution if all the workers are not involved in the optimal solution (it may well be the case that using a strict subset of the resources proves more efficient), so the formulation is not fully general.
Multi-round algorithms
Several multi-round algorithms have been proposed in the literature [1, 4, 5, 14] but in general they have been validated through simulations or experiments rather than with analytical formulas. This is not surprising: deriving the adequate number of rounds is a challenging task. On one hand short rounds minimize idle times in the beginning, and enable to better overlap computations and communications. On the other hand longer rounds mean less latency overheads.
Technically, a round is defined as a sequence of communications to different workers, one per worker, and deciding whether to use all workers or a strict subset of the workers is a difficult question. Even worse, should a strict subset be used, there is no reason for the subset to remain the same from one round to another.
Let W ðkÞ be the total size of the chunks assigned to the workers during round k:
, where a ðkÞ i is the chunk size of P i at round k. Intuitively, W ðkÞ should be small for the first rounds, then reach an adequate value, and then decrease in the last rounds. Yang and Casanova [14] propose that W ðkÞ follows a geometric progression, and within each round that all involved processors compute for the same amount of time. 2 These simplifying assumptions enable them to derive analytical expressions for the total execution time, and the optimal number of rounds is then derived through some numerical optimization technique. The results are technically involved but very interesting. However, there remains two main limitations to this approach: (i) resource selection (determining the best subset) is performed heuristically, and (ii) there is no fundamental reason to privilege a geometric progression for the round sizes, any other monotonic and sufficiently ''regular'' function could be adopted.
In Section 5, we derive a periodic algorithm which is asymptotically optimal. This algorithm is simple, because rounds are repeated identically one after the others. The key-issues, i.e. the optimal number of chunks, resource selection and chunk size assignments within a chunk, are all solved through a relaxed linear program in rational numbers (hence a low-degree polynomial complexity).
New results for single-round algorithms
In this section, we propose a new proof method for the optimal distribution of the work to the processors in single-round algorithms. This approach enables us to retrieve some well known results, and to establish new ones.
The approach is based upon the comparison of the amount of work that is performed by the first two workers. To simplify notations, assume that P 1 and P 2 have been selected as the first two workers. There are two possible orderings, as illustrated in Fig. 2 . For each ordering, we will determine the total number of tasks a 1 þ a 2 that have been processed in T time units, and the total occupation t 2 of the communication medium during this time interval. We denote with upper-script (A) (resp. (B)) all the quantities related to the first (resp. second) ordering.
Let us first determine the different quantities a • From the equality
• Using the equality t
• Using the equality g 1 þ a
• At last, from the equality t
2 G 2 , we deduce (using Eqs. (1) and (3) 
Therefore, the overall number of processed tasks is equal to (by (1) and (3))
and the overall occupation time of the network medium is equal (by (3)) to
These expressions are rather complicated. Nevertheless, it is possible to obtain simple expressions when expressing the differences between situation (A) and situation (B). Indeed, we have
and
Thanks to these expressions, we can derive the optimal distribution in some special cases.
( Therefore, we only need to consider the number of processed tasks in both situations. Since
we have better to send tasks to the processor with the smallest G i first. This property suggests the use of a greedy algorithm, where the closest processors (in terms of highbandwidth) are first selected. In the case of p processors, we sort them so that
We state this first result.
Theorem 1. Consider the distribution of a divisible workload during T time units. When all communication latencies g i and computation latencies z i are equal to 0, sort the p processors so that G 1 6 G 2 6 Á Á Á 6 G p and send the tasks to the processors according to this ordering. Then, the number of processed tasks during T time units is optimal among all possible communication orderings.
Proof. Consider an optimal ordering of the communications r, where tasks are sent successively to P rð1Þ ; P rð2Þ ; . . . ; P rðpÞ . Let us denote by i, if it exists, the smallest index satisfying rðiÞ > rði þ 1Þ. Let us consider the following ordering P rð1Þ ; . . . ; P rðiÀ1Þ ; P rðiþ1Þ ; P rðiÞ ; P rðiþ2Þ ; . . . ; P rðpÞ Then, P rð1Þ ; . . . ; P rðiÀ1Þ ; P rðiþ2Þ ; . . . ; P rðpÞ perform exactly the same number of tasks, since the exchange does not affect the overall communication time, but together, P rðiþ1Þ and P rðiÞ perform
more tasks, where T denotes the remaining time after communications to P rð1Þ ; . . . ; P rðiÀ1Þ . Since G rðiþ1Þ > G rðiÞ , there exists an optimal ordering where tasks are sent accordingly to increasing values of the G i s. h Once the optimal ordering is known, we can use the formulas in [20] to derive the optimal assignment of works to processors, thereby filling the gap towards obtaining an optimal solution in the heterogeneous case. If all the G i s are equal, then we find the classical result of [19] , stating that the number of processed tasks does not depend of the communication ordering.
(2) Optimal ordering when T is large and all the G i s are different.
We now consider the case where T is large, but both communication and computation latencies are taken into account. An interesting property is that, by (5) and (6) a
2 ¼ Oð1Þ Therefore, if G 2 > G 1 , the number of processed tasks grows linearly with T , whereas the extra communication medium occupation is bounded by a constant K, where
and G max , g max , w max , z max , G min and w min denote the maximal and minimal values of G, g, w and z over all the processors. As previously, this property suggests the use of a greedy algorithm, where the closest processors (in terms of high-bandwidth) are first selected. h Theorem 2. Consider the distribution of a divisible workload during T time units. Communication and computation latencies g i and z i , and processing speeds w i can take arbitrary values, but we assume that the communication speeds are all dierent (8i 6 ¼ j, G i 6 ¼ G j ). Sort the p processors so that G 1 < G 2 < Á Á Á < G p and send the tasks to the processors according to this ordering. Then, when T becomes arbitrarily large, the number of processed tasks during T time units is optimal among all possible communication orderings.
Proof. Consider an optimal ordering of the communications r, where tasks are sent successively to P rð1Þ ; P rð2Þ ; . . . ; P rðpÞ . Let us denote by i, if it exists, the smallest index satisfying rðiÞ > rði þ 1Þ. Let us consider the following ordering P rð1Þ ; . . . ; P rðiÀ1Þ ; P rðiþ1Þ ; P rðiÞ ; P rðiþ2Þ ; . . . ; P rðpÞ
On one hand, due to the change in the ordering, the communication medium may be involved K more time units with communications to P rðiþ1Þ and P rðiÞ , where
The maximal number of tasks that could be processed using all the other p À 2 processors during these extra K time units is bounded by KðpÀ2Þ w min , i.e. p À 2 times the number of tasks that can be processed using the fastest processor during K time units with no communication costs and no processing latencies. On the other hand, the number of extra tasks processed by P rðiþ1Þ and P rðiÞ is of order
Oð1Þ. Thus, when T becomes arbitrarily large, the number of extra tasks processed by P rðiþ1Þ and P rðiÞ becomes arbitrarily large with respect to the number of tasks lost due to longer communications, what achieves the proof. h
Asymptotically optimal multi-round algorithms
In this section, we derive asymptotically optimal algorithms for the multi-round distribution of divisible tasks, when slave processors are either able or not to overlap their processing with incoming communications.
No overlap
The sketch of the algorithm that we propose is as follows: the overall processing time T is divided into k regular periods of duration T p (hence T ¼ kT p , but k (and T p ) are yet to be determined).
During a period of duration T p , the master processor sends a i tasks to slave processor P i (see Fig. 3 for an example). It may well be the case that not all the processors are involved in the computation. Let I & f1; . . . ; pg represent the subset of indices of participating processors. For all i 2 I, the a i s must satisfy the following inequality, stating that communication resources are not exceeded X
Since the processors cannot overlap communications and processing, the following inequalities also hold true
Let us denote by Fig. 3 . Sketch of a periodic multi-round schedule using the first n workers P 1 to P n , where n 6 p.
This linear program is more constrained than previous one, since 1 À [22] enables us to obtain the solution in closed form. We refer the reader to [22] for the complete proof. Let us sort the G i s so that
With these values, we obtain
Let us denote by q opt the optimal number of tasks that can be processed within one unit of time. If we denote by b Ã i the optimal number of tasks that can be processed by slave P i within one unit of time, the b Ã i s satisfy the following set of inequalities, in which the g i s have been withdrawn
Here, because we have no latencies, we can safely assume that all the processors are involved (and let b Ã i ¼ 0 for some of them). We derive that
If we consider a large number B of tasks to be processed and if we denote by T opt the optimal time necessary to process them, then
Let us denote by T the time necessary to process all B tasks with the algorithm that we propose. The number k of necessary periods satisfies nT p k P B so that we choose
, we check that
which achieves of proof of the asymptotic optimality of our algorithm.
Note that resource selection is part of our explicit solution to the linear program: to give an intuitive explanation of the analytical solution, processors are greedily selected, fast-communicating processors first, as long as the communication to communication-added-to-computation ratio is not exceeded.
Also, note that it is easy to include a computation latency z i , as suggested by Yang and Casanova [14] : simply replace g i by g i þ z i in the formulas.
We formally state our main result.
Theorem 3. For arbitrary values of g i , G i and w i , and assuming no communicationcomputation overlap, the previous periodic multi-round algorithm is asymptotically optimal. Closed-form expressions for resource selection and task assignment are provided by the algorithm, whose complexity does not depend upon the total amount of work to execute.
With overlap
In the case where slaves are able to overlap communications and processing, the algorithm that we propose in very similar to the previous one. Thus, we do not detail the proof. During time period i þ 1, the slave processors process the tasks that they have received during time period i, so that no processing occurs during the first period, and no communication occurs during the last period. The system of inequalities for one time unit using our algorithm becomes 81 6 i 6 p; i 2 I; a i T p w i 6 1 ðwith overlapÞ
and we can prove, as previously that n satisfies
where q is the largest index so that P q i¼1 Gi wi
Gi wi
. Similarly,
and we obtain
what achieves of proof of the asymptotic optimality of our algorithm.
Theorem 4.
For arbitrary values of g i , G i and w i , and assuming full communicationcomputation overlap, the previous periodic multi-round algorithm is asymptotically optimal. Closed-form expressions for resource selection and task assignment are provided by the algorithm, whose complexity does not depend upon the total amount of work to execute.
Extension to arbitrary platforms graphs
We succeed in extending the design of asymptotically optimal multi-round algorithms to arbitrary platforms graphs: rather than dealing with a star-shaped network, we consider trees or even complex graphs that may involve cycles or multiple paths. These complex platforms are fully heterogeneous, both in terms of the computing speeds of the resources and in the communication capacities of the network links.
In such a complex platform, the question for the master is to decide which fraction of the workload to execute itself, and which fraction to forward to each of its neighbors. Due to heterogeneity, the neighbors may receive different amounts of work (maybe none for some of them). Each neighbor faces in turn the same dilemma: determine which fraction of the workload to execute, and which fraction to delegate to other processors. Note that the master may well need to send tasks along multiple paths to properly feed a very fast but remote computing resource.
Due to the technical nature of the algorithms, we differ their presentation and we refer the reader to the Appendix A. In the following, we adopt a more practical point of view, and we report simulation results for star-shaped platforms.
Simulations
In order to evaluate our multi-round algorithm, we have crafted a simulation with the SimGrid simulator [23, 24] . One major interest of relying on SimGrid is that all machine and network characteristics used in the simulations correspond to realistic values taken from the SimGrid database. We detail below the platforms that we have simulated.
In the experiments, we let the total workload size W total vary in terms of workload units (or tasks) whose number range from 100 to 2000 by step of 100. Of course, the divisible load model applies here, so we assign fractional numbers of units to the processors. We let the size of a workload unit itself (i.e. the number of floating-point operations performed per unit) vary from one set of experiments to the other, so as to investigate different communication-to-computation ratios for a given application/ platform pair.
In the experiments, no overlap of communications by computations was possible. We have compared our no-overlap multi-round algorithm with the multi-installment algorithm proposed in [1] . We have used a total of eleven heuristics. Three heuristics are different variants of the linear programming formulation, and the multi-installment algorithm has been tested for 1-8 installments. Here is a description of the 11 heuristics:
L.P. with fixed period. We use here the simplest variant of linear programming. We arbitrarily fix the value of the period to T p ¼ 2000. While there remains tasks to process, we allocate them to the workers according to a variant of Eq. (7): we maximize P p i¼1 a i subject to P p i¼1 ðg i þ a i G i Þ 6 T p and g i þ a i ðG i þ w i Þ 6 T p for all i, 1 6 i 6 p. The problem is slightly over-constrained, in that we include all p latencies in Eq. (7) governing the bandwidth utilization, rather than only those of the participating processors i 2 I, as in the original formulation. Of course if the linear program returns a i ¼ 0 for some i, we do not schedule the empty communication. This approximation is very good for large values of T p , and provides a simple yet efficient task allocation if the period T p is known a priori. L.P. with fixed square-root period. At the beginning of the computation, an evaluation of the optimal time T needed to process the whole set of task is computed, by neglecting all latencies. This works as follows: we assume a perfectly load-bal-ance of the work and write ðG i þ w i Þa i ¼ constant, with P p i¼1 a i ¼ W total . Once we have T , we let T p ¼ ffiffiffi ffi T p , and use the formulas given in Section 5.1. L.P. with adaptive period. This is a slight modification of the previous heuristic. At each round, the period T p is recomputed as T p ¼ ffiffiffi ffi T p , where T now is an estimation of the total time needed to process the remaining work units (rather than the total time for all units). In the very last steps of the heuristic, we stop the process and do not decrease T p below the time needed to process the last work unit. M.I.x. This is the multi-installment procedure of [1] with x rounds. A set of linear equations, whose number of variables depends on x, is proposed in [1] . From these equations, it is possible to derive the amount of work units to distribute to each process at each round. Note that these equations do not take in account the latency. For simulations, we use x ¼ 1; 2; . . . ; 8.
Homogeneous platforms, no latency
The first set of experiments deals with homogeneous platforms, made up with PIII 1 GHz processors (delivering 114.444 Mflops), interconnected through an Ethernet 100 Mbits/s, but measured at 32.10 Mbits/s bandwidth. The measured bandwidth may seem low. These values (and all other bandwidth measures given in this paper) have been obtained during the day on a loaded network using ENV [25] . Moreover the bandwidth test are conducted using ssh (to enable bouncing on private or firewalled networks) and not raw sockets, which induces a performance loss. These values are therefore representative of what one can effectively and easily get with a robust communication technique and a correct setup of ssh keys.
The number of processors ranges from 1 to 20. One workload unit amounts to 1 GFlops of computations and 2 Mbits of data exchange. In other words, the workers communicate during 0.06 seconds to be able to compute during 9 s. The communication-to-computation ratio is quite low, which makes it easier to obtain good performances. Fig. 4 depicts the behavior of the eleven heuristics for a 5-processor platform. The general behavior is the same for other platform sizes. We see that L.P. with fixed period and M.I.1, the one-round strategy, perform very badly. All the other strategies look similar. To outline the differences, we plot the performance ratio of a subset of the remaining heuristics over that of the L.P. with adaptive period: in Fig. 5 , we use a 5-processor platform. For the sake of clarity, only M.I.x with x ¼ 2 to x ¼ 5 are reported in the figure; no improvement is obtained with larger values of x. The following observations can be made:
• the adaptive strategy is always very close to the best heuristic;
• the number of rounds of the multi-installment algorithm must be at least 3, and no real improvement is to be expected when increasing that number; • the linear programming with fixed square-root period is not very regular but stays within 5% of the optimal heuristic, as soon as the number of tasks (work units) grows sufficiently.
The behavior is similar when increasing the size of the platform. The adaptive strategy may need a larger task set to achieve the same efficiency. The number of installments needed to obtain good results with the multi-installment algorithm also becomes higher. As an example, Fig. 6 depicts the results for a 20-processor platform. 25 Mbits/s of effective bandwidth). The number of workload units ranges from 100 to 2000; with a step of 100. As before, one task unit amounts to 1 GFlops of computation and 2 Mbits of data. In other words, the workers communicate during between 0.06 and 0.4 s to be able to compute during between 9 and 90 s. Again, the communication-to-computation ratio is quite low, which makes it easier to obtain good performances.
Heterogeneous platforms, no latency
We have run one simulation per platform and per task set, which amounts to 40,000 experiments per heuristic; the figures below correspond to averaged values. • the linear programming with fixed square-root period slightly outperforms the multi-installment algorithm; • the adaptive approach leads to the best performances but with a small improvement over the other good heuristics (1% in average). When increasing the size of the platform, the optimal number of rounds of the multi-installment gets larger. Linear programming strategies show good performances only when the task set is large enough; the adaptive method remains better than other linear programming approaches. As an example, Fig. 9 depicts the results for 20-processor platforms.
Heterogeneous platforms, with latency 6.3.1. With a low communication-to-computation ratio
Experiments have been conducted with the same platform set and the same workloads as in Section 6.2. The only difference resides in the fact that we add 2 Mbits of data to each message, so as to model the latencies: in other words, we set g i ¼ 2 10 6 Á G i for every worker P i . Fig. 10 and its zoomed counterpart Fig. 11 depict the comparison of the heuristics with the adaptive linear programming approach on 5-processor platforms. Multi-installments with a small number of rounds still lead to poor performances. The optimal number of rounds for the multi-installment algorithm is equal to 4. The best strategy is the adaptive approach, which still leads to a small improvement of 1%. When the size of the platform gets larger (see Fig. 12 ), the optimal number of rounds for the multi-installment algorithm is equal to 5 and the adaptive strategy is at most 3% far away from the best other solutions (when the number of task is larger than 200).
With a high communication-to-computation ratio
Experiments have been conducted with, again, the same platform set as in Section 6.2, the same workloads and the same latencies. But we change the Figs. 13 and 14 depict the comparison of the heuristics with the adaptive linear programming approach on 5-processor and 20-processor platforms. Linear programming approaches clearly outperform any multi-installment heuristic. This is due to many reasons:
• The linear equations given in [1] cannot take latencies into account. Since the communication-to-computation ratio is getting higher, considering them becomes crucial.
• No resource selection is done in [1] . When the size of the platform gets larger, the network becomes a bottleneck and we must decide which computing resources to use. This choice is automatically performed when solving the linear inequalities.
Summary
As a general conclusion, we see that L.P. strategies, either with fixed square-root period, or with the adaptive strategy to compute the next period, are to be recommended. In most cases, they are very close to the best multi-installment solution (and determining the optimal number of rounds for this class of heuristics is a non-trivial problem). When the communication-to-computation ratio gets higher, both L.P. strategies are much better than the other heuristics.
The simulation of any of the heuristics presented in this paper on a platform made of 10 slaves takes between 0.5 s (when simulating 100 tasks) and 3.4 s (when simulating the slowest heuristic with 1000 tasks) on a Pentium III 1 GHz. It is therefore realistic to run a simulation to decide which heuristic to use. If we were to make a final choice, we would recommend the adaptive strategy, because it would be the most robust to changes in computation speeds or network bandwidths. 
Conclusion
On the theoretical side, the main result of this paper is the proof of the asymptotic optimality of our multi-round algorithm. This is the first quantitative result ever assessed for a multi-round algorithm. But (maybe more importantly), our algorithm exhibits a lot of interesting features that make it a candidate of choice in a wide variety of situations:
• The best selection of the resources to be used among all available machines is automatically conducted through the linear program. Even better, resources are sorted according to the G i and greedily selected until the sum of the ratios Gi Giþwi (without overlap) or Gi wi (with overlap) exceeds 1. Previous approaches had to resort to un-guaranteed experimental heuristics.
• The best number of rounds is easily determined as a function of the task number, so there is no need to test several solutions with different round numbers, and then to select the best one.
• Because it is periodic, the algorithm is simpler to implement that other schemes that grow the chunk size repeatedly.
• For the same reason, our algorithm is more robust: the decisions taken for each round (how many work units should be sent to each worker) can be questioned before each round, thus allowing a dynamic approach to cope with, and respond to variations in computation speeds or network bandwidths. Such changes are very likely to occur, especially when the overall processing time is large. Other algorithms that rely on very long rounds in the end cannot rapidly adapt to speed or bandwidth changes.
Extensive simulations have shown that our multi-round algorithm does perform very well in practice, and significantly outperforms other heuristics when the communication-to-computation ratio of the application is not too low on the target platform. This opens up a larger range of applications for the divisible workload paradigm.
Appendix A. Asymptotically optimal multi-round algorithms on arbitrary tree platforms
In this section, we show that it is possible to derive asymptotically optimal algorithm for distributing divisible tasks onto a complex platform organized as a tree.
A.1. Platform model
The platform is represented by a tree T ¼ ðV ; E; w i ; g i;j ; G i;j Þ. The nodes of the graph represent computing resources, weighted by w i , i.e. the required time for node V i to process an elementary task. The edges of the graph represent the interconnection network, each edge being weighted by its latency g i;j and the inverse of its bandwidth G i;j , so that the communication time for a elementary tasks along the edge e i;j ¼ ðV i ; V j Þ of the platform takes g i;j þ aG i;j time units.
A.2. Upper bound for the processing power of the platform
Our aim is to find an upper bound for the number of tasks that can be processed during T time units by the platform. To do this, we first consider an ''ideal'' platform, where all latencies have been removed. Clearly, the processing power of such an ideal platform is larger than the power of the actual platform. Let us now consider a node V i during one time unit, at steady state and let us denote by a ideal i the number of tasks it processes and by c ideal i;j the number of tasks it sends to its neighbor V j . The number of tasks it receives from its parent V j is therefore given by c ideal j;i . We refer to the children as the set of processors such as P i ! P j . Note that even if each processor receives data from only one other processor (remember we are working on a tree), we always refer to this processor as belonging to the set of processors such as P j ! P i . We suppose that a processor is able to overlap communications with processing and that it has one port for incoming communications and one port for outgoing communications, so that it is able at the same to receive one task from one of its neighbors (though only one), to send one task to one of its neighbor (though only one) and to process one task. This assumptions concerning the communications capabilities of the nodes will be discussed in Section A.5. The following set of inequalities states the constraints for processing (1), incoming (2) and outgoing (3) communications, and conservation law (4) for node V i during one time step the optimal number of tasks processed by the ''ideal'' platform during one time unit. Clearly, the time necessary to process N tasks with the ideal platform (and therefore by the actual one) is upper bounded by
In the following sections, we will show that it is possible to derive an algorithm that performs N tasks with the actual platform in time of order T opt þ Oð ffiffiffiffiffiffiffi ffi T opt p Þ, thus in asymptotically optimal time when N , and therefore T opt , becomes arbitrarily large.
A.3. Lower bound for the processing power of the platform Let us consider a time period of duration T p and the processing capabilities of the actual platform. During this time period, with the assumptions concerning the overlapping and communication capabilities of the platform stated in Section A.2, let us denote by b i the number of tasks processed by node V i , C i;j (resp. C j;i ) the number of tasks sent (resp. received) by processor V i to (resp. from) processor V j . Then, the following set of inequalities must be satisfied 
If we scale those inequalities by a factor T p , in order to determine the processing capabilities of the actual platform during one time unit, we obtain 
, where Therefore, at steady state, the actual platform is able to process more than T p q ideal opt C tasks during a period of duration T p , since the solution of the linear program for the actual platform can be obtained from solutions obtained by the linear program for the ideal platform by applying a scaling factor C (remember C 6 1 when T p is large enough).
In the next section, we derive from previous results an asymptotically optimal algorithm for distributing divisible tasks onto an heterogeneous complex platform.
A.4. Asymptotically optimal algorithm
The algorithm we propose consists in three main phases: an initialization phase to reach steady state, a certain number of steady state steps of duration T p , and a clean up phase to process remaining tasks.
A.4.1. Initialization phase
During this phase, no tasks are processed, but all the processors of the platform receive the number of tasks they normally receive during each time period of duration T p at steady state.
During such a time period at steady state, node V i receives X P j !P i C j;i 6 T p C min Pj!Pi G j;i 6 1 min Pj!Pi G j;i T p 6 1 min ðV k ;V l Þ2E G k;l T p
Let us recall that the platform consists in n processors. Thus, the time necessary to send sequentially the tasks from the master to node V i is bounded by n max ðV k ;V l Þ2E g k;l þ max ðV k ;V l Þ2E G k;l min ðV k ;V l Þ2E G k;l T p since n is an upper bound of the length of a path from the master to V i . Thus, the overall sequential time to send the tasks to all the processors is bounded by
Therefore, the time of the initialization phase is bounded by
where both A 2 ¼ n 2 max g k;l and A 3 ¼ n A.5. Discussion of the overlapping and communication capabilities
In this section, we prove that asymptotically optimal algorithms can be derived with different assumptions concerning the overlapping capabilities of the platform. We will not provide the proofs for all possible set of assumptions, because of the length of the proofs, and we will only show the first set of inequalities used in order to compute an upper bound for the computing power of the ''ideal'' platforms. We recall that, if the platform is able to process simultaneously one incoming communication and one outgoing communication and is also able to overlap its processing with communications, then the set of inequalities derived in Section A.2 is the following A.5.1. Number of incoming and outgoing ports for communication In this section, we consider that the nodes of the platforms are still able to overlap communications and processing, and we discuss the set of inequalities with respect to the number of incoming and outgoing ports.
• If there is a single port for both incoming and outgoing communications, then node V i needs to perform all its communication using this port, and the set of inequalities becomes • On the other hand, if node V i is able to perform any number of communications at the same time, then all the communications can be handled in parallel, and the set of inequalities becomes ð1Þ a ideal i w i 6 1 ð2Þ 8V j s:a: P j ! P i ; c ideal j;i G j;i 6 1 ðno latenciesÞ ð3Þ 8V j s:a: P i ! P j ; c 
. Overlapping capabilities
We discuss the evolution of the set of inequalities with respect to overlapping capabilities of node V i .
• If there is a single port for both incoming and outgoing communications, then node V i can either send, receive or process a task at a given time, and the set of inequalities becomes • On the other hand, if node V i is able to perform any number of communications at the same time, then all the communications can be handled in parallel, but processing interferes with communications, and the set of inequalities becomes ð1Þ 8V j s:a: P j ! P i ; a In fact, the overlapping and communication capabilities of the nodes of the platform do not need to be uniform. Since the solution are obtained with equations stating the steady state behavior of the application at each node, we can use different set of inequalities for each node, according to its respective capabilities. Therefore, we are able to derive asymptotically optimal results for a fully heterogeneous platform, where the processing power of each node, the bandwidth and the latency of each link, the number of ports for incoming and outgoing communication, and the capability of overlapping communications and processing may differ from one node to another.
