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Abstract
Let G be a simple classical algebraic group over an algebraically closed field
K of characteristic p ≥ 0 with natural module W . Let H be a closed subgroup of
G and let V be a nontrivial p-restricted irreducible tensor indecomposable rational
KG-module such that the restriction of V to H is irreducible. In this paper we
classify the triples (G,H, V ) of this form, where V 6= W,W ∗ andH is a disconnected
almost simple positive-dimensional closed subgroup of G acting irreducibly on W .
Moreover, by combining this result with earlier work, we complete the classification
of the irreducible triples (G,H, V ) where G is a simple algebraic group over K, and
H is a maximal closed subgroup of positive dimension.
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CHAPTER 1
Introduction
In this paper we study triples (G,H, V ), where G is a simple algebraic group
over an algebraically closed field K, H is a closed positive-dimensional subgroup
of G and V is a rational irreducible KG-module such that V is irreducible as a
KH-module. We will refer to such a triple (G,H, V ) as an irreducible triple.
The study of irreducible triples has a long history, dating back to fundamental
work of Dynkin in the 1950s. In [7], Dynkin determined the maximal closed con-
nected subgroups of the classical matrix groups over C. One of the most difficult
parts of the analysis concerns irreducible simple subgroups; here Dynkin lists all
the triples (G,H, V ) where G is a simple closed irreducible subgroup of SL(V ) dif-
ferent from SL(V ), SO(V ), Sp(V ) and H is a positive-dimensional closed connected
subgroup of G such that V is an irreducible module for H .
Not surprisingly, the analogous problem in the positive characteristic setting
is much more difficult. For example, complete reducibility may fail for rational
modules for simple groups, and we have no general formula for the dimensions of
irreducible modules. In the 1980s, Seitz [23] initiated the investigation of irreducible
triples over fields of positive characteristic as part of a wider study of the subgroup
structure of finite and algebraic simple groups. By introducing several new tools and
techniques, which differed greatly from those employed by Dynkin, Seitz determined
all irreducible triples (G,H, V ), where G is a simply connected simple algebraic
group of classical type defined over any algebraically closed fieldK andH is a closed
connected subgroup of G. This was extended by Testerman [26] to exceptional
algebraic groups G (of type E8, E7, E6, F4 or G2), again for H a closed connected
subgroup. In all cases H is semisimple, and in view of Steinberg’s tensor product
theorem, one may assume that V is p-restricted as a KG-module (where p ≥ 0
denotes the characteristic of K, and one adopts the convention that every KG-
module is p-restricted if p = 0). In both papers, the irreducible triples (G,H, V )
are presented in tables, giving the highest weights of the modules V |G and V |H .
The work of Seitz and Testerman provides a complete classification of the triples
(G,H, V ) with H connected, so it is natural to consider the analogous problem for
disconnected positive-dimensional subgroups. A recent paper of Ghandour [11]
handles the case where G is exceptional, so let us assume G is a classical group.
In [8, 9], Ford studies irreducible triples in the special case where G is a simple
classical algebraic group over an algebraically closed field of characteristic p ≥ 0,
and H is a closed disconnected subgroup such that the connected component H0 is
simple and the restriction V |H0 has p-restricted composition factors. These extra
assumptions help to simplify the analysis. Nevertheless, under these hypotheses
Ford discovered a very interesting family of triples (G,H, V ) with G = Bn and
H = Dn.2 (see [8, Section 3]). Furthermore, these examples were found to have
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applications to the representation theory of the symmetric groups, and led to a
proof of the Mullineux conjecture (see [10]). However, for future applications it
is desirable to study the general problem for classical groups, without any extra
conditions on the composition factors of V |H0 .
In this paper we treat the case of irreducible triples (G,H, V ) where G is of clas-
sical type, H is maximal among closed positive-dimensional subgroups of G and V
is a p-restricted irreducible tensor indecomposable KG-module. Using Steinberg’s
tensor product theorem, one can obtain all irreducible triples (G,H, V ) as above,
without requiring the p-restricted condition on V . We now explain precisely the
content of this paper.
Let G be a simple classical algebraic group over an algebraically closed field K
of characteristic p ≥ 0 with natural module W . More precisely, let G = Isom(W )′,
where Isom(W ) is the full isometry group of a suitable form f on W , namely, the
zero bilinear form, a symplectic form, or a non-degenerate quadratic form. We
write G = Cl(W ) to denote the respective simple classical groups SL(W ), Sp(W )
and SO(W ) defined in this way. Note that G = Isom(W ) ∩ SL(W ), with the
exception that if p = 2, f is quadratic and dimW is even, then G has index 2 in
Isom(W ) ∩ SL(W ).
A key theorem on the subgroup structure of G is due to Liebeck and Seitz,
which provides an algebraic group analogue of Aschbacher’s well known subgroup
structure theorem for finite classical groups. In [18], six natural (or geometric)
families of subgroups of G are defined in terms of the underlying geometry of W ,
labelled Ci for 1 ≤ i ≤ 6. For instance, these collections include the stabilizers of
subspaces ofW , and the stabilizers of direct sum and tensor product decompositions
of W . The main theorem of [18] states that if H is a positive-dimensional closed
subgroup of G then either H is contained in a subgroup in one of the Ci collections,
or roughly speaking, H0 is simple (modulo scalars) and H0 acts irreducibly on W .
(More precisely, modulo scalars, H is almost simple in the sense that it is contained
in the group of algebraic automorphisms of the simple group H0.) We write S to
denote this additional collection of ‘non-geometric’ subgroups of G.
Let H be a maximal closed positive-dimensional disconnected subgroup of a
simple classical algebraic group G = Cl(W ) as above, let V be a rational irre-
ducible KG-module and assume V 6=W or W ∗, where W ∗ denotes the dual of W .
The irreducible triples (G,H, V ) such that V |H0 is irreducible are easily deduced
from the aforementioned work of Seitz [23], so we focus on the situation where
V |H is irreducible, but V |H0 is reducible. By Clifford theory, the highest weights of
KH0-composition factors of V are H-conjugate and we can exploit this to restrict
the possibilities for V . This approach, based on a combinatorial analysis of weights,
is effective when H belongs to one of the geometric Ci families since we have an
explicit description of the embedding of H in G. In this way, all the irreducible
triples (G,H, V ) where H is a disconnected positive-dimensional maximal geomet-
ric subgroup of G have been determined in [6]. However, in general, an explicit
description of the embeddings of the subgroups in the family S is not available, so
in this situation an entirely different analysis is required.
The main aim of this paper is to determine the irreducible triples (G,H, V )
in the case where H is a positive-dimensional disconnected subgroup in the col-
lection S. More precisely, we will assume (G,H, V ) satisfies the precise conditions
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recorded in Hypothesis 1 below. By definition (see [18, Theorem 1]), every positive-
dimensional subgroup H ∈ S has the following three properties:
S1. H0 is a simple algebraic group, H0 6= G;
S2. H0 acts irreducibly and tensor indecomposably on W ;
S3. If G = SL(W ) then H0 does not fix a non-degenerate form on W .
In particular, since we are assuming H is disconnected and H0 is irreducible,
it follows that H 6 Aut(H0) modulo scalars, that is,
HZ(G)/Z(G) 6 Aut(H0Z(G)/Z(G)),
so
H ∈ {Am.2, Dm.2, D4.3, D4.S3, E6.2}.
(Here Aut(H0) denotes the group of algebraic automorphisms of H0, rather than
the abstract automorphism group.) We are interested in the case where H is max-
imal in G but we will not invoke this condition, in general. However, there is one
situation where we do assume maximality. Indeed, if G = Sp(W ), p = 2 and H fixes
a non-degenerate quadratic form on W then H 6 GO(W ) < G. Since the special
case (G,H) = (Cn, Dn.2) with p = 2 is handled in [6] (see [6, Lemma 3.2.7]), this
leads naturally to the following additional hypothesis:
S4. If G = Sp(W ) and p = 2 then H0 does not fix a non-degenerate quadratic
form on W .
Note that if H0 is a classical group then conditions S3 and S4 imply that
W is not the natural KH0-module. Finally since W is a tensor indecomposable
irreducible KH0-module, we will assume:
S5. W is a p-restricted irreducible KH0-module.
Our methods apply in a slightly more general setup; namely, we take H 6
GL(W ) with H0 6 G 6 GL(W ) satisfying S1 – S5. To summarise, our main aim is
to determine the triples (G,H, V ) satisfying the conditions given in Hypothesis 1.
Remark 1. As previously noted, if p = 0 we adopt the convention that all
irreducible KG-modules are p-restricted. In addition, to ensure that the weight
lattice of the underlying root system Φ of G coincides with the character group of
a maximal torus of G, in Hypothesis 1 we replace G by a simply connected cover
also having root system Φ.
Hypothesis 1. G is a simply connected cover of a simple classical algebraic
group Cl(W ) defined over an algebraically closed field K of characteristic p ≥ 0,
H 6 GL(W ) is a closed disconnected positive-dimensional subgroup of Aut(G) sat-
isfying S1 – S5 above, and V is a rational tensor indecomposable p-restricted irre-
ducible KG-module such that V |H is irreducible, but V |H0 is reducible.
Given a triple (G,H, V ) satisfying Hypothesis 1, let λ and δ denote the highest
weights of the KG-module V and the KH0-module W , respectively (see Section
2.1 for further details). Note that W is self-dual as a KH0-module (the condition
H 6 GL(W ) implies that the relevant graph automorphism acts onW ), so H0 fixes
a non-degenerate form on W and thus G is either a symplectic or orthogonal group
(by condition S3 above). We write λ|H0 to denote the restriction of the highest
weight λ to a suitable maximal torus of H0.
4 1. INTRODUCTION
Remark 2. If (G,H, V ) is a triple satisfying the conditions in Hypothesis 1
then either H 6 G, or G = Dn and H 6 Dn.2 = GO(W ). In Theorem 3 below we
describe all the irreducible triples (G,H, V ) satisfying Hypothesis 1. By inspecting
the list of examples with G = Dn we can determine the cases with H 6 G, and this
provides a complete classification of the relevant triples with H in the S collection
of subgroups of G.
Remark 3. If (G, p) = (Bn, 2) then G is reducible on the natural KG-module
W (the corresponding symmetric form on W has a 1-dimensional radical). In
particular, no positive-dimensional subgroupH of G satisfies condition S2 above, so
in this paper we will always assume p 6= 2 when G = Bn. (The only exception to this
rule arises in the statement of Theorems 4 and 5, where we allow (G, p) = (Bn, 2).)
Theorem 1. A triple (G,H, V ) with H 6 G satisfies Hypothesis 1 if and only
if (G,H, λ, δ) = (C10, A5.2, λ3, δ3), p 6= 2, 3 and λ|H0 = δ1 + 2δ4 or 2δ2 + δ5.
Remark 4. Note that in the one example that arises here, V |H0 has p-restricted
composition factors. However, this is a new example, which is missing from Ford’s
tables in [8]. See Remark 3.6.18 for further details. It is also important to note
that the proof of Theorem 1 is independent of Ford’s work [8, 9]; our analysis
provides an alternative proof (and correction), without imposing any conditions on
the composition factors of V |H0 .
More generally, using [23, Theorem 2], we can determine the triples (G,H, V )
satisfying the following weaker hypothesis:
Hypothesis 2. G and H are given as in Hypothesis 1, V is a rational tensor
indecomposable p-restricted irreducible KG-module such that V |H is irreducible,
and V is not the natural KG-module, nor its dual.
Theorem 2. The triples (G,H, V ) with H 6 G satisfying Hypothesis 2 are
listed in Table 1.
G H λ δ λ|H0 κ Conditions
C10 A5.2 λ3 δ3 δ1 + 2δ4 or 2δ2 + δ5 2 p 6= 2, 3
C10 A5.2 λ2 δ3 δ2 + δ4 1 p 6= 2
B3 A2.2 2λ1 δ1 + δ2 2δ1 + 2δ2 1 p = 3
D7 A3.2 λ6, λ7 δ1 + δ3 δ1 + δ2 + δ3 1 p = 2
D13 D4.Y λ12, λ13 δ2 δ1 + δ2 + δ3 + δ4 1 p = 2, 1 6= Y 6 S3
Table 1. The triples (G,H, V ) with H 6 G satisfying Hypothesis 2
Remark 5. Let us make some remarks on the statement of Theorem 2:
(a) In Table 1, κ denotes the number of KH0-composition factors of V |H0 .
(b) Note that V |H0 is irreducible in each of the cases listed in the final four
rows of Table 1; these are the cases labelled II1, S1, S7 and S8, respectively,
in [23, Table 1].
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(c) Note that A3.2 < D7 and D4.2 < D13 (see Theorem 2.5.1), so the cases
listed in the final two rows of Table 1 give rise to genuine examples with
H 6 G. Moreover, for the case appearing in the final row we can take
H = D4.2, D4.3 or D4.S3.
Theorem 3. A triple (G,H, V ) satisfies Hypothesis 2 if and only if one of the
following holds:
(i) H 6 G and (G,H, V ) is one of the cases in Table 1; or
(ii) H 6 G and (G,H, λ) = (D10, A3.2, λ9 or λ10), δ = 2δ2, p 6= 2, 3, 5, 7 and
λ|H0 = 3δ1 + δ2 + δ3 or δ1 + δ2 + 3δ3.
In particular, the triples satisfying Hypothesis 1 are listed in Table 2.
G H λ δ λ|H0 κ Conditions
C10 A5.2 λ3 δ3 δ1 + 2δ4 or 2δ2 + δ5 2 p 6= 2, 3
D10 A3.2 λ9, λ10 2δ2 3δ1 + δ2 + δ3 or δ1 + δ2 + 3δ3 2 p 6= 2, 3, 5, 7
Table 2. The triples (G,H, V ) satisfying Hypothesis 1
Remark 6. Note that in case (ii) of Theorem 3, we have A3.2 < D10.2, but the
graph automorphism of A3 is not contained in the simple group D10 (see Lemma
3.5.7). This is the only triple (G,H, V ) satisfying Hypothesis 2 with H 6 G.
By combining Theorem 2 with the main theorems of [6] and [23], we obtain
the following result.
Theorem 4. Let G be a simple classical algebraic group over an algebraically
closed field K of characteristic p ≥ 0, H a maximal positive-dimensional closed
subgroup of G, and let V be a tensor indecomposable p-restricted irreducible KG-
module. If H acts irreducibly on V then one of the following holds:
(i) H is connected and either V is the natural KG-module (or its dual), or
(G,H, V ) is described by [23, Theorem 2] of Seitz;
(ii) H is a disconnected geometric subgroup of G and (G,H, V ) appears in [6,
Table 1];
(iii) H is a disconnected almost simple subgroup of G and either V is the
natural KG-module (or its dual), or (G,H, V ) is one of the cases in Table
1.
Moreover, for (G,H, V ) in [23, Theorem 2], [6, Table 1] or Table 1, H acts irre-
ducibly on V .
Similar problems have been studied recently by various authors. For instance,
in [13], Guralnick and Tiep consider irreducible triples (G,H, V ) in the special case
G = SL(W ) with V = Sk(W ), the k-th symmetric power of the natural module
W for G, and H is any (possibly finite) closed subgroup of G. A similar analysis
of the exterior powers Λk(W ) is in progress. These results have found interesting
applications in the study of holonomy groups of stable vector bundles on smooth
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projective varieties (see [2]). We also refer the reader to [12] for related results on
the irreducibility of subgroups acting on small tensor powers of the natural module.
At the level of finite groups, a similar problem for subgroups of GLn(q) is studied
by Kleshchev and Tiep in [16].
As a special case of Theorem 4, we determine the maximal positive-dimensional
closed subgroups of a simple classical algebraic group G acting irreducibly on all
KG-composition factors of a symmetric or exterior power of the natural KG-
module. (The proof of Theorem 5 is given in Section 7.)
Theorem 5. Let G be a simple classical algebraic group over an algebraically
closed field K of characteristic p ≥ 0 and let H be a closed positive-dimensional
maximal subgroup of G. Let W be the natural KG-module and let n denote the
rank of G.
(i) Suppose 1 < k < n. Then H acts irreducibly on all KG-composition
factors of Λk(W ) if and only if (G,H,K) is one of the cases in Table 3.
(ii) Suppose 1 < k, and k < p if p 6= 0. Then H acts irreducibly on all KG-
composition factors of Sk(W ) if and only if (G,H,K) is one of the cases
in Table 4.
Remark 7. In the third column of Tables 3 and 4 we describe the embedding
of H in G in terms of a suitable set of fundamental dominant weights for H0. In
addition, Tn denotes a maximal torus of dimension n in the third line of Table 3.
G H W |H0 k Conditions
An Bl ω1 1 < k < 2l n = 2l, p 6= 2
An Dl.2 ω1 1 < k < 2l − 1 n = 2l − 1, p 6= 2
An NG(Tn) − 1 < k < n
An A
2
l .2 ω1 ⊗ ω1 2, n− 1 n+ 1 = (l + 1)
2, p 6= 2
An Al ω2 2, n− 1 n = (l
2 + l − 2)/2, l ≥ 3, p 6= 2
An Al 2ω1 2, n− 1 n = (l
2 + 3l)/2, p 6= 2
A26 E6 ω1 2, 3, 4, 23, 24, 25 p 6= 2, (p 6= 2, 3 if k = 3, 4, 23, 24)
A15 D5 ω5 2, 3, 13, 14 p 6= 2, (k, p) 6= (3, 3), (13, 3)
Cn Dn.2 ω1 1 < k < n p = 2
C28 E7 ω7 2 p 6= 2
3, 4, 5 p 6= 3, (k, p) 6= (5, 5)
C16 D6 ω6 2, 3 p 6= 2, (k, p) 6= (3, 3)
C10 A5.2 ω3 2, 3 p 6= 2
C7 C3 ω3 2, 3 p 6= 2, (k, p) 6= (2, 3), (3, 7)
C4 C
3
1 .S3 ω1 ⊗ ω1 ⊗ ω1 2, 3 p 6= 2, (k, p) 6= (3, 3)
C3 C
3
1 .S3 ω1 ⊕ ω1 ⊕ ω1 2 p = 3
C3 G2 ω1 2 p = 2
D4 C
3
1 .S3 ω1 ⊗ ω1 ⊗ ω1 3 p = 2
Table 3. H irreducible on all KG-composition factors of Λk(W )
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G H W |H0 k Conditions
An Cl ω1 all n = 2l − 1
B3 G2 ω1 2 p 6= 2
B3 A2.2 ω1 + ω2 2 p = 3
B6 C3 ω2 2 p = 3
B12 F4 ω4 2 p = 3
Table 4. H irreducible on all KG-composition factors of Sk(W )
To close this introductory section, we would like to comment briefly on our
methods, and how they relate to those used by Ford in [8, 9]. As in the work of
Seitz [23] on irreducibly acting connected subgroups, we use a result of Smith [24],
which states that if P = QL is a parabolic subgroup of a semisimple algebraic group
G, and V is an irreducible KG-module, then L acts irreducibly on the commutator
quotient V/[V,Q]. In our set-up, this can be applied to the irreducible KG-module
V = VG(λ), as well as to the irreducible summands of V |X , where X = H
0. In
order to exploit this property, for any parabolic subgroup PX = QXLX of X we
will construct a canonical parabolic subgroup P = QL of G as the stabilizer of the
sequence of subspaces
W > [W,QX ] > [[W,QX ], QX ] > · · · > 0 (1.1)
It turns out that the embedding PX < P has several important properties (see
Lemma 2.7.1). For instance, LX is contained in a Levi factor L of P .
We can study the weights occurring in each of the subspaces in the above flag
of W to obtain a lower bound on the dimensions of the quotients, which then leads
to structural information on L′. Moreover, we can use this to impose conditions on
the highest weight λ of V . For example, consider the generic case H = X〈t〉, where
t is an involutory graph automorphism of X . If we take PX to be a t-stable Borel
subgroup of X then we find that the Levi factor L has an A1 factor, and the restric-
tion of λ to a suitable maximal torus of L′ affords the natural 2-dimensional module
for this A1 factor (see Lemma 2.8.2). By combining this observation with our lower
bounds on the dimensions of the quotients arising in (1.1), we can impose severe
restrictions on the highest weight of W (viewed as an irreducible KX-module). As
noted in Lemma 2.8.2, even if our analysis of the quotients in (1.1) does not rule
out the existence of an A1 factor of L
′, we still obtain very useful restrictions on the
coefficients ai when we express λ =
∑n
i=1 aiλi as a linear combination of fundamen-
tal dominant weights. Further restrictions on the ai can be obtained by considering
the flag (1.1) with respect to different parabolic subgroups PX = QXLX of X . This
is how we proceed.
This general set-up, based on the embeddings PX < P , can also be found
in Ford’s work. The main difference comes in the consideration of the second
commutator quotient. In [23, 2.14(iv)], Seitz establishes an upper bound for the
dimension of [V,Q]/[[V,Q], Q] in terms of the dimensions of V/[V,QX ] and a certain
quotient of QX . However, this upper bound is only valid if the highest weights of
the composition factors of V |X are p-restricted.
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To replace this technique, we carefully analyse the action of X on W in order
to obtain information on the restrictions of weights and roots for G to a suitable
maximal torus of X . In addition, we consider the action of certain (Am)
t Levi
factors of X on V , and we use the fact that every weight space of an irreducible
K(A1)
t-module is 1-dimensional. Various considerations such as these enable us to
reduce to a very short list of possibilities for the highest weight λ.
Finally, some comments on the organisation of this paper. In Section 2 we
present several preliminary results which will be needed in the proof of our main
theorems. In particular, we recall some standard results on weights and their multi-
plicities, and following Ford [8] (and Seitz [23] initially) we study certain parabolic
subgroups of G constructed in a natural way from parabolic subgroups of H0; these
parabolic embeddings play a crucial role in our analysis. The remainder of the pa-
per is dedicated to the proof of Theorems 1 – 5 (with the focus on Theorem 3).
In Section 3 we assume H0 = Am; the low rank cases m = 2, 3 require special
attention, and they are dealt with in Sections 3.4 and 3.5, respectively, while the
general situation is considered in Section 3.6. Next, in Section 4 we assume H0 is
of type Dm with m ≥ 5; the special case H
0 = D4 is handled separately in Section
6. Finally, the case H0 = E6 is dealt with in Section 5, and the short proof of
Theorem 5 is given in Section 7.
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CHAPTER 2
Preliminaries
2.1. Notation and terminology
Let us begin by introducing some notation that will be used throughout the
paper. Further notation will be introduced in the subsequent sections of this chap-
ter, and we refer the reader to p.107 for a convenient list of the main notation we
will use.
As in Hypothesis 1, let G be a simply connected cover of a simple classical
algebraic group Cl(W ) = SL(W ), Sp(W ) or SO(W ), defined over an algebraically
closed field K of characteristic p ≥ 0. Here Cl(W ) = Isom(W )′, where Isom(W ) is
the full isometry group of a form f on W , which is either the zero bilinear form, a
symplectic form or a non-degenerate quadratic form. It is convenient to adopt the
familiar Lie notation An, Bn, Cn and Dn to denote the various possibilities for G,
where n denotes the rank of G. Note that if Cl(W ) = SO(W ), where p = 2 and W
is odd-dimensional, then G acts reducibly on W , so for the purpose of proving our
main theorems, we may assume that p 6= 2 if G is of type Bn. Also note that we
will often refer to G as a ‘classical group’, by which we mean the simply connected
version of G.
Fix a Borel subgroup B = UT of G, where T is a maximal torus of G and U
is the unipotent radical of B. Let ∆(G) = {α1, . . . , αn} be a corresponding base of
the root system Φ(G) = Φ+(G)∪Φ−(G) of G, where Φ+(G) and Φ−(G) denote the
positive and negative roots of G, respectively. We extend the notation ∆,Φ,Φ+ and
Φ− to any reductive algebraic group. Let X(T ) ∼= Zn denote the character group of
T and let {λ1, . . . , λn} be the fundamental dominant weights for T corresponding
to our choice of base ∆(G). There is a bijection between the set of dominant
weights of G and the set of isomorphism classes of irreducible KG-modules; if λ is
a dominant weight then we use VG(λ) to denote the unique irreducible KG-module
with highest weight λ, whileWG(λ) denotes the corresponding Weyl module (recall
that WG(λ) has a unique maximal submodule M0 such that WG(λ)/M0 ∼= VG(λ),
and M0 is trivial if p = 0). We also recall that if p > 0 then a dominant weight
λ =
∑
i aiλi is said to be p-restricted if ai < p for all i. By Steinberg’s tensor
product theorem, every irreducible KG-module decomposes in a unique way as a
tensor product V1 ⊗ V
F
2 ⊗ · · · ⊗ V
F r
r , where Vi is a p-restricted irreducible KG-
module, F : G→ G is a standard Frobenius morphism, and V F
i
i is the KG-module
obtained by preceding the action of G on Vi by the endomorphism F
i. By a
slight abuse of terminology, it is convenient to say that every dominant weight is
p-restricted when p = 0.
Suppose G and H satisfy the conditions in Hypothesis 1. Write X = H0,
so X is a simple algebraic group of rank m, say. Fix a maximal torus TX of X
9
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contained in T and let {δ1, . . . , δm} be the fundamental dominant weights for TX
corresponding to a choice of base ∆(X) = {β1, . . . , βm} for the root system Φ(X) of
X . By hypothesis (see condition S2), X acts irreducibly and tensor-indecomposably
on W ; let δ =
∑
i biδi denote the highest weight of W as a KX-module. Note that
δ is p-restricted (see condition S5). In this paper we adopt the standard labelling of
simple roots and fundamental weights given in Bourbaki [3]. Finally, we will write
Y = Φ to denote a semisimple algebraic group Y with root system Φ.
2.2. Weights and multiplicities
Let V be an irreducible KG-module with p-restricted highest weight λ =∑
i aiλi, that is, let V = VG(λ). Let Λ(V ) denote the set of weights of V and
let mV (µ) be the multiplicity of a weight µ ∈ Λ(V ), so mV (µ) is simply the dimen-
sion of the corresponding weight space Vµ. Recall that we can define a partial order
on the set of weights for T by the relation µ 4 ν if and only if µ = ν −
∑n
i=1 ciαi
for some non-negative integers ci. In this situation, if µ and ν are weights of V and
µ 4 ν then we say that µ is under ν. Note that if µ is a weight of V then µ 4 λ.
If J is a closed subgroup of G and TJ is a maximal torus of J contained in T
then we abuse notation by writing λ|J to denote the restriction of λ ∈ X(T ) to the
subtorus TJ . Let e(G) be the maximum of the squares of the ratios of the lengths
of the roots in Φ(G). Here we record some useful preliminary results on weights
and their multiplicities.
Lemma 2.2.1. If ai 6= 0 then µ = λ− dαi ∈ Λ(V ) for all 1 ≤ d ≤ ai. Moreover
mV (µ) = 1.
Proof. This follows from [26, 1.30]. 
Recall that a weight µ = λ−
∑
i ciαi ∈ Λ(V ) is subdominant if µ is a dominant
weight, that is, µ =
∑
i diλi with di ≥ 0 for all i.
Lemma 2.2.2. Suppose µ is a weight of the Weyl module WG(λ), and assume
p = 0 or p > e(G). Then µ ∈ Λ(V ). In particular, if µ = λ −
∑
i ciαi is a
subdominant weight then µ ∈ Λ(V ).
Proof. This follows from [22, Theorem 1]. 
Corollary 2.2.3. Suppose µ ∈ Λ(V ), and assume p = 0 or p > e(G). Then
µ− kα ∈ Λ(V ) for all α ∈ Φ+(G) and integers k in the range 0 ≤ k ≤ 〈µ, α〉.
Proof. The set of weights of the Weyl module WG(λ) is saturated (see [14,
Section 13.4]), so the result follows from Lemma 2.2.2. 
Lemma 2.2.4. Suppose G = An and λ = aλi + bλj with i < j and a 6= 0 6= b.
If 1 ≤ r ≤ i and j ≤ s ≤ n then µ = λ− (αr + · · ·+ αs) ∈ Λ(V ) and
mV (µ) =
{
j − i a+ b+ j − i ≡ 0 (mod p)
j − i+ 1 otherwise.
Proof. This is [23, 8.6]. 
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Lemma 2.2.5. Let W be equipped with a non-degenerate form f and let Y =
Cl(W ) = Isom(W )′ be the corresponding simple group. Consider the natural em-
bedding Y < SL(W ). Then there exists a choice of maximal tori TY < Y and
T < SL(W ), and a choice of Borel subgroups BY < Y and B < SL(W ) with
BY 6 B, such that if {δ1, . . . , δℓ} and {λ1, . . . , λn} are the associated fundamen-
tal dominant weights, respectively, then λi|Y = δi for i ≤ ℓ − 2. In particular,
if λ =
∑n
i=1 aiλi is a dominant weight with aj 6= 0 for some j ≤ ℓ − 2, then
λ|Y =
∑ℓ
i=1 biδi, with bj 6= 0.
Proof. Let {β1, . . . , βℓ} and {α1, . . . , αn} be bases of the respective root sys-
tems dual to the given weights. Consider the stabilizers in Y and SL(W ) of a max-
imal totally singular subspace of W (with respect to the form f). We may assume
that these correspond to the parabolic subgroups whose root systems have bases
{β1, . . . , βℓ−1} and {α1, . . . , αℓ−1, αℓ+1, . . . , αn}, respectively, and that αi|Y = βi
for all 1 ≤ i ≤ ℓ − 1. In particular, we may assume that λ1|Y = δ1. Since
λi = iλ1 −
∑i−1
k=1(i− k)αk for i > 1 (see [14, Table 1]), the result follows. 
2.3. Tensor products and reducibility
Suppose V1 and V2 are p-restricted irreducibleKY -modules, where Y is a simply
connected simple algebraic group. Then according to [23, 1.6], the tensor product
V1 ⊗ V2 is an irreducible KY -module only under some very tight constraints. In
particular, if Y is simply laced (that is, if e(Y ) = 1) and at least one of the Vi is
nontrivial then V1 ⊗ V2 is reducible (see [23, 1.6]).
Proposition 2.3.1. Let Y be a simple algebraic group and let V = VY (λ) be a
p-restricted irreducible KY -module. Then V can be expressed as a tensor product
V = V1 ⊗ V2 of two nontrivial p-restricted irreducible KY -modules Vi = VY (µi) if
and only if the following conditions hold:
(i) Y has type Bn, Cn, F4 or G2, with p = 2, 2, 2, 3, respectively.
(ii) λ = µ1 + µ2 and µ1 (respectively µ2) has support on the fundamental
dominant weights corresponding to short (respectively long) simple roots.
In particular, if Y is simple and e(Y ) = 1 then every p-restricted irreducible
KY -module is tensor indecomposable.
2.4. Invariant forms
Define G,H and W as in Hypothesis 1, and set X = H0. Recall that W is
self-dual as a KX-module, so X fixes a non-degenerate bilinear form f on W . We
state a result of Steinberg (see [25, Lemma 79]), which determines the nature of
this form. To state the result, we require some additional notation. For β ∈ Φ(X)
and c ∈ K∗, let xβ(c) be an element of the corresponding TX -root subgroup of X
and set
wβ(c) = xβ(c)x−β(−c
−1)xβ(c), hβ(c) = wβ(c)wβ(−1) ∈ TX . (2.1)
Lemma 2.4.1. Let h =
∏
hβ(−1), the product over the positive roots of X.
Then f is symmetric if δ(h) = 1, and skew-symmetric if δ(h) = −1, where δ is the
TX-highest weight of the KX-module W . In particular, if p 6= 2 then G = SO(W )
if and only if δ(h) = 1.
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no. G H λ δ λ|H0 Conditions
II1 C10 A5.2 λ2 δ3 δ2 + δ4 p 6= 2
S1 B3 A2.2 2λ1 δ1 + δ2 2δ1 + 2δ2 p = 3
S7 D7 A3.2 λ6 δ1 + δ3 δ1 + δ2 + δ3 p = 2
S8 D13 D4.Y λ12 δ2 δ1 + δ2 + δ3 + δ4 p = 2, 1 6= Y 6 S3
Table 2.1. The triples (G,H, V ) satisfying Hypothesis 3
2.5. Connected subgroups
Recall that in Hypothesis 1 we are interested in the irreducible triples (G,H, V )
where V |H is irreducible but V |H0 is reducible. We impose the latter condition
because with the aid of [23, Table 1] it is straightforward to determine all examples
with V |H0 irreducible (assuming V is not the natural KG-module, nor its dual; see
Theorem 2.5.1 below). To state this result, we define the following hypothesis:
Hypothesis 3. G and H are given as in Hypothesis 1, and V is a rational ten-
sor indecomposable p-restricted irreducible KG-module such that V |H0 is irreducible
and V is not the natural KG-module, nor its dual.
Also, in Table 2.1 we adopt the labelling of cases used in [23, Table 1].
Theorem 2.5.1. The triples satisfying Hypothesis 3 are listed in Table 2.1.
Moreover, in each of these cases we have H 6 G.
Proof. First, by inspecting [23, Table 1] we identify the cases where G is
a classical group, H0 is of type Am, Dm or E6, and the highest weight of W |H0
is invariant under a suitable graph automorphism of H0. The relevant cases are
labelled I4, I5, I6 (with n = 3), II1, S1, S7, S8 and MR4 in [23, Table 1]. We can
discard I4, I5 and MR4 since in each of these cases W is the natural KH
0-module,
which is incompatible with conditions S3 and S4 in Hypothesis 3. Similarly, the case
I6 (with n = 3) is also incompatible with Hypothesis 3 (hereW is the wedge-square
of the natural module for A3, so G = D3 ∼= A3, which is ruled out by condition
S1). Each of the remaining four cases corresponds to a triple (G,H, V ) satisfying
Hypothesis 3, and these are the cases listed in Table 2.1.
To complete the proof of the theorem, it remains to show that H 6 G in each of
the cases in Table 2.1. This is clear in the first two cases since C10 and B3 have no
nontrivial outer automorphisms. Similarly, we clearly have D4.3 < D13 in the case
labelled S8. To see that D4.2 < D13 in this case, first observe that D4.S3 < F4,
and we may identify W with the irreducible KF4-module VF4(λ1). The Jordan
form of every unipotent element in F4 on VF4(λ1) is recorded in [17, Table 3]. In
particular, since p = 2, we deduce that every involution in F4 (and thus every
involution in D4.S3) acts on W with an even number of unipotent Jordan blocks of
size 2. Therefore, every involution in D4.S3 lies in the simple group SO(W ) = D13
(this follows from [1, Section 7], for example), hence D4.S3 < D13 as claimed.
Finally, let us consider the case labelled S7 in Table 2.1. Here G = D7, H =
A3.2 and W is the unique nontrivial composition factor of L(X), where L(X)
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denotes the Lie algebra of X = A3. A straightforward calculation with L(X)
reveals that the standard graph automorphism of A3 has Jordan form [J
4
2 , J
6
1 ] on
W (where Ji denotes a standard unipotent Jordan block of size i). We conclude
that A3.2 < D7 as required. 
We now observe that Theorem 2 follows from Theorems 1 and 2.5.1. Moreover,
since Theorem 3 implies Theorem 1, and Theorem 4 is a corollary of Theorem 3
and the results in [23] and [6], for the remainder of the paper we will focus on
classifying the triples (G,H, V ) satisfying Hypothesis 1. (The proof of Theorem 5
is given in Section 7.)
2.6. Clifford theory
By Theorem 2.5.1, we can focus on the irreducible triples (G,H, V ) such that
V |H0 is reducible. Let (G,H, V ) be such a triple, and set X = H
0. If H = X〈t〉 =
X.2, where t is an involutory graph automorphism ofX , then Clifford theory implies
that V |X = V1⊕V2, where V1 and V2 are irreducible KX-modules interchanged by
t. More generally, if H = X.F is any extension of X by a finite group F then
V |X = V1 ⊕ · · · ⊕ Vm, (2.2)
where m divides the order of F , and the Vi are irreducible KX-modules that are
transitively permuted under the action of F (in particular, the Vi are equidimen-
sional). In the following results, we consider the special case where F is a cyclic
group (note that under our hypotheses, F is cyclic unless H = D4.S3). First, we
record a trivial observation.
Lemma 2.6.1. If H = X.F and F has prime order then dimV is divisible by
|F |. In particular, dimV is even if H = X.2.
Proposition 2.6.2. If H is a cyclic extension of X then the irreducible KX-
modules Vi in (2.2) are pairwise non-isomorphic.
To prove this proposition, we require a well known preliminary lemma (for
completeness, we include a proof).
Lemma 2.6.3. Suppose H is a cyclic extension of X, and letM be an irreducible
KX-module with corresponding representation ρ : X → GL(M). Assume that
the H-conjugates of M are all isomorphic to M . Then ρ can be extended to a
homomorphism ρ : H → GL(M).
Proof. Let a be the order of H/X and fix a generator H/X = 〈Xf〉. By
hypothesis, there exists g ∈ GL(M) such that
ρ(fxf−1) = gρ(x)g−1 (2.3)
for all x ∈ X . (Note that for any other choice g′ ∈ GL(M) satisfying the same
relation, we have g−1g′ ∈ CGL(M)(X), so g
−1g′ is a scalar by Schur’s lemma.) Since
fa ∈ X , (2.3) implies that g−aρ(fa) acts as a scalar on M , say ξ ∈ K. Choose
η ∈ K such that ηa = ξ and so ρ(fa) = (ηg)a. Now define ρ : H → GL(M) by
ρ(xf b) = ρ(x)(ηg)b. This map is well-defined by construction. (If x1f
b = x2f
c
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then x−12 x1 = f
c−b, so a divides c− b and ρ(f c−b) = ρ(faℓ) = (ηg)aℓ = (ηg)c−b as
required.) It remains to check that ρ : H → GL(M) is a homomorphism:
ρ(n1f
bn2f
c) = ρ(n1f
bn2f
−bf b+c)
= ρ(n1)ρ(f
bn2f
−b)(ηg)b+c
= ρ(n1)g
bρ(n2)g
−bηb+cgb+c, by (2.3)
= ρ(n1f
b)ρ(n2f
c) 
Proof of Proposition 2.6.2. Let H = X〈s〉 be a cyclic extension of X and
let V be an irreducible KG-module on which X acts reducibly. Let V1 be a KX-
composition factor of V |X and assume that (V1)
s ∼= V1 as KX-modules. To prove
the proposition, it suffices to show that V |H is reducible.
By hypothesis, V is a homogeneous KX-module V ∼= V1 ⊕ · · · ⊕ V1. Let
J = X〈f〉 be a cyclic extension of X isomorphic to H . By Lemma 2.6.3, the
representation ρ : X → GL(V1) extends to a representation ρ : J → GL(V1), so
ϕ : J → GL(V1) × · · · × GL(V1) 6 GL(V ). Since H ∼= J , we have ϕ(f)
−1s ∈
CGL(V )(X). By [21, Proposition 18.1] we have a tensor product decomposition
V = V1 ⊗ U
where U = HomKX(V1, V ) and
CGL(V )(X) = 1⊗GL(U), CGL(V )(1⊗GL(U)) = GL(V1)⊗ 1.
Hence s = ϕ(f)c with c ∈ 1 ⊗ GL(U). Now ϕ(f) ∈ GL(V1) ⊗ 1 and hence ϕ(f)
centralizes c. But this implies that s also centralizes c, so s ∈ GL(V1) ⊗ 1. In
particular, H = X〈s〉 stabilizes V1 and so acts reducibly on V . 
2.7. Parabolic embeddings
Let us continue to define G,H and W as in Hypothesis 1. Recall that we may
assume X = H0 is simple of type Am, Dm or E6, so e(X) = 1. Let PX = QXLX be
a parabolic subgroup ofX , whereQX = Ru(PX) is the unipotent radical of PX , and
LX is a Levi factor containing TX with root system Φ(L
′
X). Set Z = Z(LX)
0. We
choose PX so that QX is generated by the TX-root subgroups of X corresponding
to the roots Φ−(X) \ Φ(L′X). Define a sequence of subspaces [W,Q
i
X ] of W (the
natural KG-module) by setting [W,Q0X ] =W and
[W,QiX ] = 〈qw − w : w ∈ [W,Q
i−1
X ], q ∈ QX〉
for all i ≥ 1. The flag
W > [W,QX ] > [W,Q
2
X ] > · · · > 0
is called the QX-commutator series of W , and following Ford [8] (and initially
Seitz [23]), we can use this flag to construct a parabolic subgroup P of G (with
Levi decomposition P = QL) with some desirable properties.
Lemma 2.7.1. The G-stabilizer of the QX-commutator series
W > [W,QX ] > [W,Q
2
X ] > · · · > 0
is a parabolic subgroup P = QL of G with the following properties:
(i) PX 6 P and QX 6 Q = Ru(P );
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(ii) L = CG(Z) is a Levi factor of P containing LX , where Z = Z(LX)
0;
(iii) If T is a maximal torus of G containing TX then T 6 L.
Proof. This is [8, 2.7] (see also [23, 2.8]). 
Let δ =
∑
i biδi be the highest weight of the KX-module W , and recall that
δ is p-restricted. Let µ be a TX -weight of W , so µ = δ −
∑
i diβi for some non-
negative integers di. We define the QX-level of µ to be the sum of the coefficients
di for βi ∈ ∆(X)\∆(L
′
X), while the i-th QX-level of W , denoted by Wi, is the sum
of the weight spaces Wµ for weights µ of QX -level i. In addition, the QX-shape
of µ is the ordered t-tuple of integers (di1 , . . . , dit), where i1 < i2 < · · · < it and
∆(X) \∆(L′X) = {βi1 , . . . , βit}.
Lemma 2.7.2. Let i be a non-negative integer. Then the following hold:
(i) [W,QiX ] =
⊕
µWµ, where the sum runs over the weights µ of QX-level at
least i.
(ii) [W,QiX ]/[W,Q
i+1
X ]
∼= Wi as KLX-modules.
Proof. We apply [23, 2.3], given that e(X) = 1 (since X = Am, Dm or E6)
and δ is p-restricted. 
Lemma 2.7.3. With the notation established, the following hold:
(i) Let V = VG(λ) be an irreducible KG-module. Then V/[V,Q] is an irre-
ducible module for L and L′, with respective highest weights λ and λ|T∩L′ .
(ii) W/[W,QX ] is an irreducible module for LX and L
′
X , with respective high-
est weights δ and δ|TX∩L′X .
Proof. This follows from 2.1 and 2.10 in [23]. 
The above result shows that W0 is an irreducible KL
′
X-module. In many cases,
for i > 0, Wi is a reducible KL
′
X-module.
Lemma 2.7.4. Suppose a QX-level Wi contains two weights with distinct QX-
shapes. Then Wi is a reducible KL
′
X-module.
Proof. Since L′X preserves the sum of the TX-weight spaces of level i with a
given QX -shape, the result follows. 
Recall that Hypothesis 1 implies that X fixes a form f on W , so G is a sym-
plectic or orthogonal group. Let w0 denote the longest word in the Weyl group of
X , and let ℓ be the QX -level of the lowest weight w0(δ), so ℓ is minimal such that
[W,Qℓ+1X ] = 0. Note that w0 = −1 or −τ (where τ is an involutory graph auto-
morphism of X), and τ(δ) = δ since τ acts on W , so in all cases the lowest weight
is −δ. Set ℓ′ = ⌊ℓ/2⌋ and let P = QL be the parabolic subgroup of G constructed
in Lemma 2.7.1. If ℓ is odd then each Wi is totally singular, whereas if ℓ is even
then Wi is totally singular for all i 6= ℓ/2, and Wℓ/2 is non-degenerate (see Ford [9,
Section 3.1] for more details). Moreover, as KL′X-modules we have (Wi)
∗ ∼= Wℓ−i
for all 0 ≤ i ≤ ℓ′. In view of Lemma 2.7.2(ii), we deduce that L = R0 · · ·Rℓ′ , where
Ri = Isom(Wi) is the full isometry group of the form on Wi induced by f .
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i TX-weights in Wi dimWi
0 δ 1
1 δ − β2 1
2 δ − β1 − β2, δ − 2β2, δ − β2 − β3 3
3 δ − β1 − β2 − β3, δ − β1 − 2β2, δ − 2β2 − β3 3
4 δ − β1 − 2β2 − β3, δ − 2β1 − 2β2, δ − 2β2 − 2β3 4− δ3,p
Table 2.2
In order to describe the derived group L′, set s = 1 if G is symplectic and s = 2
otherwise. Let {e1, . . . , er} be the subsequence of {0, . . . , ℓ
′} such that dimWei > s
if ℓ is even and ei = ℓ/2, and dimWei > 1 otherwise. Then
L′ = Le1 · · ·Ler (2.4)
where each Lei = Isom(Wei )
′ is nontrivial.
For instance, consider the specific case
X = A3, p 6= 2, δ = 2δ2
with PX = UXTX a Borel subgroup of X . By [19, Table A.7], if p = 3 then
dimW = 19 and so G = B9, otherwise dimW = 20 and G = D10 (this follows
from Lemma 2.4.1, since δ(hβ(−1)) = 1 for all β ∈ Φ
+(X)). Now ℓ = 8 and the
TX-weights in each UX -levelWi, 0 ≤ i ≤ 4, are recorded in Table 2.2, together with
dimWi. Here we are using Lemma 2.2.2 to see that the listed TX-weights are in
Λ(W ) (they are clearly weights of the corresponding Weyl module WX(δ)). Note
that each TX -weight space in W is 1-dimensional, with the possible exception of
the zero weight δ − β1 − 2β2 − β3, which has multiplicity 2 − δ3,p. We therefore
obtain L′ = L2L3L4, where ∆(L2) = {α3, α4}, ∆(L3) = {α6, α7}, and either
∆(L4) = {α9, α10}, or p = 3 and ∆(L4) = {α9}.
Remark 2.7.5. In our later analysis, taking PX to be a Borel subgroup of
X , it is important to determine whether or not the Levi factor of the associated
parabolic subgroup P = QL of G has a factor isomorphic to A1 (see Lemma 2.8.2,
for example). Clearly, this depends on the dimension of the QX -levels; indeed, Lei
has an A1 factor if and only if one of the following holds:
(i) ei 6= ℓ/2 and dimWei = 2;
(ii) ℓ is even, ei = ℓ/2 and either G is symplectic and dimWℓ/2 = 2, or G is
orthogonal and dimWℓ/2 = 3 or 4.
Let V = VG(λ). By Lemma 2.7.3(i), V/[V,Q] is an irreducible KL
′-module so
V/[V,Q] =M1 ⊗ · · · ⊗Mr
where each Mi is a p-restricted irreducible KLei-module. Since LX 6 L we have
L′X 6 L
′, so every KLei-module can be regarded as a KL
′
X-module via the i-th
projection map πi : L
′
X → Lei . We note that πi(L
′
X) may be trivial.
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In view of Remark 2.7.5, we will need to determine whether or not dimWi > 4
for a given QX -level Wi. With this aim in mind, the following result will be useful
in induction arguments.
Lemma 2.7.6. Let BX = UXTX be a Borel subgroup of X and let µ = δ −∑m
i=1 kiβi be a dominant weight, where the ki are non-negative integers such that∑
i ki = b. Suppose the KX-module VX(µ) has at least r distinct weights at UX-
level a. Then VX(δ) has at least r distinct weights at UX-level a+ b.
Proof. Let ν be a weight of VX(µ) at UX-level a, so ν = µ −
∑m
i=1 liβi for
some non-negative integers li with
∑
i li = a. There exists an element σ in the
Weyl group of X such that σ(ν) is subdominant to µ. Since µ = δ −
∑
i kiβi, σ(ν)
is also subdominant to δ, and thus Lemma 2.2.2 implies that ν = δ−
∑
i(ki + li)βi
is a weight in VX(δ) at level a + b (note that Lemma 2.2.2 is applicable since X
is of type Am, Dm or E6, so e(X) = 1). Finally, we note that distinct weights in
the a-th level of VX(µ) give rise to distinct weights at the (a+ b)-th level of VX(δ).
The result follows. 
Remark 2.7.7. For 0 ≤ i < ℓ/2, let di =
∑i
j=0 dimWj and set d−1 = 0. The
natural KG-module W may be taken to be VG(λ1), so we can label the T -weights
in each QX -level Wi as follows:
νi,1 = λ1 −
di−1∑
j=1
αj , νi,2 = λ1 −
di−1+1∑
j=1
αj , . . . , νi,di−di−1 = λ1 −
di−1∑
j=1
αj
if i ≥ 1, and
ν0,1 = λ1, ν0,2 = λ1 − α1, . . . , ν0,d0 = λ1 − α1 − · · · − αd0−1
if i = 0. Now R′i = Isom(Wi)
′ = Adi−di−1−1 and so the Weyl group of R
′
i contains
the full set of permutation matrices onWi. Therefore, by conjugating by an element
of R′i if necessary, we may assume that if {θi,1, . . . , θi,di−di−1} is a complete ordered
set of TX-weights of Wi (including multiplicities) then θi,j = νi,j |X for all 1 ≤ j ≤
di − di−1.
Remark 2.7.8. In the proofs of our main theorems, we will often consider the
decomposition of L′ given in (2.4). However, it will be convenient to renumber the
factors, so that L′ = L1 · · ·Lr, where Li = Isom(Wei )
′.
2.8. Some remarks on the case H = H0.2
In this section we briefly discuss the generic case H = X〈t〉, where t is an
involutory graph automorphism of X = H0. Note that H has this form, unless
X = D4 and H contains a triality graph automorphism (in which case H = X.3 or
X.S3). Recall that V |X = V1 ⊕ V2 where V1 and V2 are irreducible KX-modules
permuted by t.
As in Section 2.7, let PX = QXLX be a parabolic subgroup of X and let
P = QL be the parabolic subgroup of G constructed from the QX-levels of W (see
Lemma 2.7.1). By construction, we have QX 6 Q and thus [V,QX ] 6 [V,Q], so
V/[V,Q] is a quotient of
V/[V,QX ] = V1/[V1, QX ]⊕ V2/[V2, QX ],
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where each summand is an irreducible KL′X-module (by Lemma 2.7.3). Since
L′X 6 L
′, either V/[V,Q] is irreducible as a KL′X-module, or
V/[V,Q] = V/[V,QX ] = V1/[V1, QX ]⊕ V2/[V2, QX ]
as KL′X-modules. If PX is t-stable we can in fact say more.
Lemma 2.8.1. Let PX = QXLX be a t-stable parabolic subgroup of X, embedded
in a parabolic subgroup P = QL of G as before. Then P is t-stable and
V/[V,Q] = V/[V,QX ] = V1/[V1, QX ]⊕ V2/[V2, QX ]
as KL′X-modules.
Proof. See Lemmas 2.8 and 2.9 in [8]. 
Suppose PX = BX is a t-stable Borel subgroup of X containing a t-stable
maximal torus TX , with Levi decomposition BX = UXTX . The analysis of this
special case will play an essential role in the proof of our main theorems. Note that
each space Vi/[Vi, UX ] is 1-dimensional (it is spanned by the image of a maximal
vector for the TX -highest weight of Vi), so Lemma 2.8.1 implies that V/[V,Q] is
a 2-dimensional irreducible KL′-module. But recall that L′ = Le1 · · ·Ler and
V/[V,Q] = M1 ⊗ · · · ⊗Mr, where each Mi is an irreducible KLei-module, so L
′
must have a factor isomorphic to A1. In turn, as noted in Remark 2.7.5, this can
be translated into a condition on the dimensions of the UX-levels ofW (the natural
KG-module).
As the next lemma demonstrates, we can use this observation to obtain impor-
tant restrictions on the coefficients of the highest weight λ =
∑
i aiλi of V .
Lemma 2.8.2. Let P = QL be the parabolic subgroup of G constructed from a
t-stable Borel subgroup of X and write L′ = L1 · · ·Lr as a product of simple factors.
Then there exists an i such that Li = A1. Moreover if ∆(Li) = {α} then 〈λ, α〉 = 1
and 〈λ, β〉 = 0 for all β ∈ ∆(L′) \ {α}.
Proof. This is [8, Lemma 5.2]. 
2.9. Reducible subgroups
In the proofs of our main theorems we will frequently appeal to [23, Theorem
5.1] to eliminate certain configurations. Roughly speaking, this result states that
if Y is a semisimple closed subgroup of G acting irreducibly on V , where V is
a nontrivial p-restricted irreducible KG-module (and V is not the natural KG-
module W nor its dual) then W |Y is irreducible, with the exception of a small
number of very specific examples. Here we record a version of [23, Theorem 5.1]
which will be suitable for our purposes (in particular, we assume (G, p) 6= (Bn, 2)
– see Remark 3, in the Introduction).
Theorem 2.9.1. Let G be a simple classical algebraic group with natural module
W and let V be a nontrivial p-restricted irreducible tensor indecomposable KG-
module with highest weight λ such that V 6= W,W ∗. Let Y be a semisimple closed
subgroup of G such that V |Y is irreducible. Then either W |Y is irreducible, or one
of the following holds:
(i) G = Cn, Y 6 Ck × Cn−k with 0 < k < n, λ = λn, p = 2;
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(ii) G = Dn, Y 6 Bk ×Bn−1−k with 0 < k < n− 1, λ = λn−1 or λn;
(iii) G = Dn, Y 6 Bn−1 and λ = aλn−1+bλi or aλn+bλi, where either b = 0,
or a, b 6= 0 and a+ b+ n− i− 1 ≡ 0 (mod p).
Corollary 2.9.2. Let G,W and V be as in Theorem 2.9.1. Let Y = Am be a
simple closed subgroup of G such that m > 1 and V |Y is irreducible. Then W |Y is
irreducible.
Proof. Seeking a contradiction, let us assume W |Y is reducible. By Theorem
2.9.1, we are in one of the situations labelled (i)–(iii). A similar argument applies
in each of these cases, so let us assume (i) holds. Write Ck×Cn−k = J1×J2. Since
p = 2 and V has highest weight λn it follows that V |J1×J2 = U1 ⊗ U2, where each
Ui is a p-restricted irreducible KJi-module of dimension 2
k and 2n−k, respectively
(see the case labelled MR5 in [23, Table 1]). Let πi : Y → Ji, i = 1, 2, denote the
projection maps. Without loss of generality, we may assume that π1 is nontrivial.
In particular, π1(Y ) is a closed simple Am-type subgroup of J1. Let {δ1, . . . , δk} be
a set of fundamental dominant weights for J1 (labelled in the usual way), and note
that U1 has highest weight δk. We now have a configuration (Am, Ck, U1) (with
p = 2), which must be one of the cases listed in [23, Table 1]. However, it is easy
to see that no such example arises. This is a contradiction. 
We will typically apply Corollary 2.9.2 in the context of the following situation.
Let PX = QXLX be a parabolic subgroup of X and let P = QL be the correspond-
ing parabolic subgroup of G constructed in Lemma 2.7.1. Write L′ = L1 · · ·Lr,
where each Li is simple. By Lemma 2.7.3(i), V/[V,Q] is an irreducibleKL
′-module,
so we may write
V/[V,Q] =M1 ⊗ · · · ⊗Mr
with each Mi a p-restricted irreducible KLi-module. The natural KLi-module
corresponds to one of the QX-levels ofW ; if L
′
X acts nontrivially on the appropriate
QX-level, the projection of L
′
X into Li is a nontrivial semisimple subgroup of Li.
We will therefore view L′X as a subgroup of Li. Moreover, with the aid of Lemma
2.7.4 for example, we may be able to show that this QX-level is reducible as a
KL′X-module. Let us assume that this is the case. Consider the configuration
(L′X , Li,Mi), and assume that Mi|L′X is irreducible. Then Theorem 2.9.1 implies
that either we are in one of the cases labelled (i)–(iii) in the theorem, or Mi is
either trivial or the natural module (or its dual) for Li. In this way we obtain very
useful information on the coefficients ai in the highest weight λ corresponding to
the simple roots in ∆(Li).
2.10. Some A1-restrictions
To close this preliminary section we record some results on composition factors
of KAk1-modules, which will be needed later. The first result is well known (see
[23, 1.13]).
Lemma 2.10.1. Let M be an irreducible KA1-module. Then every weight space
of M is 1-dimensional.
Lemma 2.10.2. Let G = A3 and V = VG(λ), where λ =
∑3
i=1 aiλi is a non-
trivial p-restricted weight. Let W be the natural module for G and let Y = A1 be
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a subgroup of G such that W |Y = U ⊕ U , where U is the natural 2-dimensional
module for Y .
(i) If {a1, a3} = {0, 2}, or a1 = a3 = 0, or a1a2 6= 0 then V |Y and V
∗|Y each
has more than three composition factors.
(ii) If a1 = 5 or (a1, a3) = (1, 2) then V |Y and V
∗|Y each has more than six
composition factors.
Proof. Let {γ1} be a base of the root system of Y with respect to a maximal
torus TY of Y . Since W |Y has the given form we may assume without loss of
generality that
hγ1(c) := hα1(c)hα3(c)
for all c ∈ K∗. (See (2.1) for the definition of the elements hαi(c) ∈ T and hγ1(c) ∈
TY , where T and TY are appropriate maximal tori in G and Y , respectively.)
First assume that a1 = a3 = 0 (so a2 6= 0 since λ is non-zero). Now λ,
λ−α1−α2, λ−α2−α3 and λ−α1− 2α2−α3 are weights of V (by Lemma 2.2.2),
and we calculate that hγ1(c) fixes (pointwise) the corresponding weight spaces. For
example, if v ∈ V is a vector in the weight space of µ = λ−α1−2α2−α3 = (a2−2)λ2
then
hγ1(c) · v = hα1(c) · c
〈α3,µ〉v = c〈α1,µ〉+〈α3,µ〉v = c0v = v.
By Lemma 2.10.1, every weight space of an irreducibleKY -module is 1-dimensional,
whence V |Y (and also V
∗|Y ) has more than three composition factors, as required.
Next suppose that {a1, a3} = {0, 2} or a1a2 6= 0. In the former case we may
as well assume that (a1, a3) = (2, 0) as an entirely similar argument applies if
(a1, a3) = (0, 2). Now λ−α1, λ−α1−α2−α3, λ−2α1−2α2−α3 and λ−2α1−α2 are
weights of V (by Lemma 2.2.2), and hγ1(c) acts as multiplication by c
a1+a3−2 = 1
on the respective weight spaces. As in the previous paragraph, we conclude that
V |Y has more than three composition factors.
The remaining cases are very similar. For example, if a1 = 5 then λ − α1,
λ−α1−α2−α3, λ−2α1−α2, λ−2α1−2α2−α3, λ−3α1−3α2−α3, λ−4α1−4α2−α3
and λ−5α1−5α2−α3 are weights of V , and we find that hγ1(c) acts as multiplication
by c3+a3 on the corresponding weight spaces. It follows that V |Y has at least seven
composition factors. Similar reasoning applies when (a1, a3) = (1, 2). 
Lemma 2.10.3. Let G = A5 and V = VG(λ), where λ =
∑5
i=1 aiλi is a non-
trivial p-restricted weight. Let W be the natural module for G and let Y = A1 be a
subgroup of G such that W |Y = U ⊕ U ⊕ U , where U is the natural 2-dimensional
module for Y .
(i) If a1 6= 0 or a3 6= 0 then V |Y and V
∗|Y each has more than two composi-
tion factors.
(ii) If a1a3 6= 0 then V |Y and V
∗|Y each has more than three composition
factors.
(iii) If either a1 ≥ 2, or a2 6= 0, or a3 = 2 then V |Y and V
∗|Y each has more
than six composition factors.
Proof. We proceed as in the proof of Lemma 2.10.2. Let {γ1} be a base of
the root system of Y with respect to a maximal torus TY of Y . We may assume
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TY -weight T -weight Root restriction
η λ1
η − γ1 λ1 − α1 α1|Y = γ1
η − γ2 λ1 − α1 − α2 α2|Y = γ2 − γ1
η − γ1 − γ2 λ1 − α1 − α2 − α3 α3|Y = γ1
η − 2γ1 λ1 − α1 − α2 − α3 − α4 α4|Y = γ1 − γ2
η − 2γ2 λ1 − α1 − α2 − α3 − α4 − α5 α5|Y = 2γ2 − 2γ1
η − 2γ1 − γ2 λ1 − α1 − α2 − α3 − α4 − α5 − α6 α6|Y = 2γ1 − γ2
η − γ1 − 2γ2 λ1 − α1 − α2 − α3 − α4 − α5 − α6 − α7 α7|Y = γ2 − γ1
Table 2.3
that
hγ1(c) := hα1(c)hα3(c)hα5(c)
for all c ∈ K∗.
Suppose a1 6= 0. Then Lemma 2.2.2 implies that λ− α1, λ− α1 − α2 − α3 and
λ − α1 − α2 − α3 − α4 − α5 are weights of V , and it is easy to check that hγ1(c)
acts as multiplication by ca1+a3+a5−2 on each of the corresponding weight spaces.
In the usual way, by applying Lemma 2.10.1, we deduce that V |Y has at least three
composition factors. The other cases are dealt with in a similar fashion and we
leave the details to the reader. 
In the next three lemmas, Y = Y1 · · ·Yk is a semisimple subgroup of G =
SL(W ), where Yi = A1 for all i. Let {γ1, . . . , γk} be a base of the root system of Y
with respect to a maximal torus TY of Y , and let {η1, . . . , ηk} be a corresponding
set of fundamental dominant weights.
Lemma 2.10.4. Let G = A8 and V = VG(λ), where λ =
∑8
i=1 aiλi is a non-
trivial p-restricted weight. Let W be the natural module for G and let Y = A1A1 be
a subgroup of G. Suppose a2 6= 0, p 6= 2 and W |Y is irreducible with highest weight
η = 2(η1 + η2). Then V |Y and V
∗|Y each has more than two composition factors.
Proof. Arguing as in Remark 2.7.7 (recall here that W is equipped with the
zero form, so each UY -level of W is totally singular), we can order the T -weights
in W so that we obtain the root restrictions recorded in Table 2.3.
Since a2 6= 0, it follows that λ−α1− 2α2−α3, λ−α1−α2−α3−α4−α5 and
λ−α2−α3−α4−α5−α6−α7 are weights of V , each of which restricts to the same
TY -weight λ|Y − 2γ2. Since every weight space of an irreducible KA1-module is 1-
dimensional (see Lemma 2.10.1), the same is true for irreducible KY -modules. We
conclude that V |Y (and thus V
∗|Y also) has more than two composition factors. 
Lemma 2.10.5. Let G = A3 and V = VG(λ), where λ =
∑3
i=1 aiλi is a non-
trivial p-restricted weight. Let W be the natural module for G and let Y = A1A1
be a subgroup of G. Suppose a1 6= 0, (a2, a3) = (1, 0) and W |Y is irreducible with
highest weight η = η1 + η2. Then either a1 = p − 2, or V |Y has more than two
composition factors.
22 2. PRELIMINARIES
TY -weight T -weight Root restriction
η λ1
η − γ1 λ1 − α1 α1|Y = γ1
η − γ2 λ1 − α1 − α2 α2|Y = γ2 − γ1
η − γ3 λ1 − α1 − α2 − α3 α3|Y = γ3 − γ2
η − γ1 − γ2 λ1 − α1 − α2 − α3 − α4 α4|Y = γ1 + γ2 − γ3
η − γ1 − γ3 λ1 − α1 − α2 − α3 − α4 − α5 α5|Y = γ3 − γ2
η − γ2 − γ3 λ1 − α1 − α2 − α3 − α4 − α5 − α6 α6|Y = γ2 − γ1
η − γ1 − γ2 − γ3 λ1 − α1 − α2 − α3 − α4 − α5 − α6 − α7 α7|Y = γ1
Table 2.4
Proof. As explained in Remark 2.7.7, we can order the T -weights in W so
that we obtain the root restrictions α1|Y = γ2, α2|Y = γ1 − γ2 and α3|Y = γ2.
Suppose a1 6= 0 and (a2, a3) = (1, 0), so λ − α1 − α2 and λ − α2 − α3 are both
weights in Λ(V ) which restrict to TY as λ|Y − γ1. Moreover, by Lemma 2.2.4, if
a1 6= p − 2 then the first of these weights has multiplicity 2 in V . Hence Lemma
2.10.1 implies that either a1 = p − 2, or V |Y has more than two KY -composition
factors, as claimed. 
Lemma 2.10.6. Let G = Am and V = VG(λ), where λ =
∑m
i=1 aiλi is a
nontrivial p-restricted weight. Let W be the natural module for G and let Y =
A1A1A1 be a subgroup of G. Suppose (a2, a3) 6= (0, 0) and W |Y is irreducible with
highest weight η = a(η1 + η2 + η3), where 0 < a < p. Then V |Y and V
∗|Y each has
more than three composition factors.
Proof. This is similar to the proof of the previous lemmas. By appealing to
Remark 2.7.7, we can order the T -weights in W to give the restrictions listed in
Table 2.4.
First assume a2 6= 0. Then λ− α1 − 2α2 − 2α3− α4, λ−α1 − 2α2 −α3 − α4 −
α5, λ −
∑6
i=1 αi and λ −
∑7
i=2 αi are all weights of V with the same restriction
λ|Y − γ2 − γ3. As in the proof of the previous lemma, by applying Lemma 2.10.1
we deduce that V |Y (and also V
∗|Y ) has more than three composition factors. A
similar argument applies if a3 6= 0. 
CHAPTER 3
The case H0 = Am
We begin our analysis by considering the triples (G,H, V ) satisfying Hypothesis
1 with X = H0 = Am. Here m ≥ 2 and H = X〈t〉, where t is an involutory graph
automorphism of X . As in Section 2.8, fix a t-stable Borel subgroup BX of X
containing a t-stable maximal torus TX . We may choose BX so that BX 6 B
and TX 6 T , where B = UT is the fixed Borel subgroup of G corresponding to
the base {α1, . . . , αn} of the root system Φ(G). Let {β1, . . . , βm} be a base of the
root system Φ(X) with respect to BX , and let {δ1, . . . , δm} be the corresponding
fundamental dominant weights. Let δ =
∑
i biδi denote the highest weight of W
as an irreducible KX-module. Since t acts on W , it follows that δ is fixed under
the induced action of t on the set of weights of X , so bi = bm+1−i for all i. Recall
that the symmetric nature of δ implies that X fixes a non-degenerate form on W ,
so G is symplectic or orthogonal. In addition, since X is simply laced, the set of
TX-weights of W is the same as the set of TX -weights of the Weyl module WX(δ)
(see Lemma 2.2.2).
Let V = VG(λ) be a p-restricted irreducible tensor indecomposable KG-module
with highest weight λ =
∑
i aiλi, where {λ1, . . . , λn} are the fundamental dominant
weights of G dual to the given simple roots {α1, . . . , αn}. Assume (G,H, V ) satisfies
Hypothesis 1, so V |H is irreducible, but V |X is reducible, whence
V |X = V1 ⊕ V2,
where the Vi are non-isomorphic irreducible KX-modules interchanged by t (see
Proposition 2.6.2). Since BX 6 B, without loss of generality we may assume that
V1 has TX -highest weight µ1 = λ|X , so the TX -highest weight µ2 of V2 is the image
of µ1 under the action of t, say
µ1 =
m∑
i=1
ciδi, µ2 =
m∑
i=1
cm+1−iδi. (3.1)
Since V1 and V2 are non-isomorphic KX-modules, it follows that ci 6= cm−i+1 for
some 1 ≤ i ≤ ⌊m/2⌋.
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G H λ δ λ|H0 Conditions
D10 A3.2 λ9, λ10 2δ2 3δ1 + δ2 + δ3 or δ1 + δ2 + 3δ3 p 6= 2, 3, 5, 7
C10 A5.2 λ3 δ3 δ1 + 2δ4 or 2δ2 + δ5 p 6= 2, 3
Table 3.1. The triples (G,H, V ) with H0 = Am
3.1. The main result
Theorem 3.1.1. Let (G,H, V ) be a triple satisfying Hypothesis 1, where H0 =
Am for some m ≥ 2. Then (G,H, V ) is one of the cases in Table 3.1. More-
over, such a triple (G,H, V ) has the property H 6 G if and only if (G,H, V ) =
(C10, A5.2, λ3).
Remark 3.1.2. Note that V |H0 has p-restricted composition factors in both
of the cases that arise in Theorem 3.1.1. The first case in Table 3.1 is labelled by
U5 in [8, Tables I, II], but the second case is a new example which is missing from
Ford’s tables in [8] (see Remark 3.6.18 for further details).
The proof of Theorem 3.1.1 proceeds by induction on m. The base cases are
m = 2 and m = 3; these cases require special attention and we deal with them
separately in Sections 3.4 and 3.5, respectively. The general case m ≥ 4 is handled
in Section 3.6.
3.2. Preliminaries
Here we record some preliminary results which we will use in the proof of
Theorem 3.1.1.
Lemma 3.2.1. Set k = m/2 if m is even, otherwise k = (m− 1)/2. Then
µ2 − µ1 =
1
m+ 1
k−1∑
j=1
(βj − βm−j+1)
j∑
i=1
i(m− 2j + 1)(cm−i+1 − ci)
+
1
m+ 1
k−1∑
j=1
(βj − βm−j+1)
k∑
i=j+1
j(m− 2i+ 1)(cm−i+1 − ci)
+
1
m+ 1
k∑
i=1
i(m− 2k + 1)(cm−i+1 − ci)(βk − βm−k+1).
Proof. First observe that µ2 − µ1 =
∑k
i=1(cm+1−i − ci)(δi − δm+1−i) and
δi − δm−i+1 =
1
m+ 1
i−1∑
j=1
j(m− 2i+ 1)(βj − βm−j+1)
+
1
m+ 1
k∑
j=i
i(m− 2j + 1)(βj − βm−j+1)
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for all 1 ≤ i ≤ k (see [14, Table 1], for example). Therefore
µ2 − µ1 =
1
m+ 1
k∑
i=1
(cm−i+1 − ci)
i−1∑
j=1
j(m− 2i+ 1)(βj − βm−j+1)
+
1
m+ 1
k∑
i=1
(cm−i+1 − ci)
k∑
j=i
i(m− 2j + 1)(βj − βm−j+1),
and the result follows by suitably re-ordering the summation. 
Recall that if µ and ν are weights of a KX-module M then we say that µ is
under ν (denoted by µ 4 ν) if and only if µ = ν−
∑m
i=1 ciβi for some non-negative
integers ci.
Lemma 3.2.2. Suppose µ ∈ Λ(V ) and µ|X = λ|X − βi + βm−i+1 for some
1 ≤ i ≤ m, and assume i 6= (m+ 1)/2 if m is odd. Then µ2 = µ1 − βi + βm−i+1.
Proof. Let ν = µ|X . Since ν = µ1 − βi + βm−i+1, ν is not under µ1 and thus
ν 6∈ Λ(V1). Therefore ν ∈ Λ(V2) and ν = µ2 −
∑m
j=1 kjβj for some non-negative
integers kj . Hence
µ2 − µ1 =
∑
j 6∈{i,m−i+1}
kjβj + (ki − 1)βi + (km−i+1 + 1)βm−i+1.
By comparing this expression with the one given in Lemma 3.2.1, it follows that
ki − 1 = −(km−i+1 + 1) and kj = −km−j+1 for all j 6∈ {i,m − i + 1}. Therefore
kj = 0 for all j and thus µ2 = ν, as required. 
Lemma 3.2.3. Let PX = QXLX be the parabolic subgroup of X with ∆(L
′
X) =
{β1, . . . , βm−1} and let P = QL be the corresponding parabolic subgroup of G,
constructed using the QX-levels of W as in Lemma 2.7.1. Assume
m∑
j=1
jcj 6=
m∑
j=1
(m+ 1− j)cj .
Then V/[V,Q] is an irreducible KL′X-module.
Proof. Recall that V/[V,Q] is an irreducible module for L and L′ (see Lemma
2.7.3(i)). Further, as noted in Section 2.8, either V/[V,Q] is an irreducible KL′X-
module, or
V/[V,Q] = V/[V,QX ] = V1/[V1, QX ]⊕ V2/[V2, QX ],
so we need to rule out the latter possibility. Let Z = Z(LX)
0 and observe that
Z =
{
hβ1(c)hβ2(c
2) · · ·hβm(c
m) : c ∈ K∗
}
.
By Lemma 2.7.1(ii) we have L = CG(Z), so Z 6 Z(L). Since V/[V,Q] is an
irreducible KL-module, Schur’s lemma implies that Z(L), and thus Z, acts as
scalars on V/[V,Q]. Now, if V/[V,Q] is a reducible KL′X-module then µ1 and µ2
both occur with non-zero multiplicity in V/[V,Q], so µ1|Z = µ2|Z , that is
m∑
j=1
jcj =
m∑
j=1
(m+ 1− j)cj ,
which is a contradiction. 
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We close this section with a couple of miscellaneous results, which will be
required in the later analysis.
Lemma 3.2.4. Suppose m ≥ 2 and p 6= 2. Then
dim(VX(2δ1 + δm)) =
{
(m+ 1)(m2 + 3m− 2)/2 if m+ 2 ≡ 0 (mod p)
(m+ 1)(m2 + 3m)/2 otherwise.
Proof. Let ν = 2δ1 + δm and observe that VX(ν) has exactly three subdom-
inant weights, namely ν1 = ν, ν2 = ν − β1 and ν3 = ν −
∑m
j=1 βj , with respective
multiplicities 1, 1 and m− ǫ, where ǫ = 1 if p divides m+ 2, otherwise ǫ = 0 (see
Lemma 2.2.4). Let W ∼= Sm+1 denote the Weyl group of X and write µ
W for the
W-orbit of a weight µ. Then
dimVX(ν) = |ν
W
1 |+ |ν
W
2 |+ (m− ǫ)|ν
W
3 |.
Since ν1 = 2δ1 + δm we have |ν
W
1 | = (m + 1)!/(m − 1)! = (m + 1)m (here we are
using [23, 1.10]). Similarly, since ν2 = δ2 + δm and ν3 = δ1 we compute
|νW2 | =
(m+ 1)!
2(m− 2)!
=
1
2
m(m+ 1)(m− 1), |νW3 | =
(m+ 1)!
m!
= m+ 1.
The result follows. 
Let U be the natural KX-module. Following [18], the subgroups of X =
SL(U) in the geometric C2 collection are defined to be the stabilizers of direct sum
decompositions of the form U = U1 ⊕ · · · ⊕ Us, where s ≥ 2 and the Ui have the
same dimension. In the next lemma, J is a C2-subgroup stabilizing a decomposition
U = U1 ⊕ U2.
Lemma 3.2.5. Suppose m ≥ 3 is odd and let M = VX(ν) be a p-restricted irre-
ducible KX-module with highest weight ν 6∈ {δ1, δm}. Let J = A(m−1)/2A(m−1)/2T1.2
be a C2-subgroup of X. Then M |J0 has at least three composition factors.
Proof. Set ν =
∑
diδi and let PX = QXLX be the parabolic subgroup of X
with ∆(L′X) = ∆(X) \ {β(m+1)/2}. By replacing J by a suitable X-conjugate we
may assume that LX = J
0. Now
〈ν, β1 + · · ·+ βm〉 =
m∑
i=1
di
so Corollary 2.2.3 implies that ν − k(β1 + · · ·+ βm) ∈ Λ(M) for all 0 ≤ k ≤
∑
i di.
In particular, if
∑
i di > 1 then M has weights at QX -levels 0, 1 and 2, so M |LX
has at least 3 composition factors, as required.
Finally suppose ν = δi for some i. Since ν 6∈ {δ1, δm}, it follows that 2 ≤
i ≤ m − 1 and we have weights ν at QX -level 0, ν − (βi + βi+1 + · · · + β(m+1)/2)
at level 1 if i ≤ (m + 1)/2 (and similarly if i > (m + 1)/2), and also the weight
ν − β1 − 2(β2 + · · ·+ βm−1)− βm at level 2. The result follows. 
3.3. Some results on wedges
In the proof of Theorem 3.1.1 we will require some specific results on the number
of composition factors in the wedges of some irreducible KX-modules.
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Lemma 3.3.1. Suppose m ≥ 2 and M = VX(ν), where ν = aδi + aδm−i+1
with 1 ≤ a < p and 1 ≤ i ≤ m/2. Then Λ2(M) has at least three distinct KX-
composition factors.
Proof. Let N = Λ2(M) and let w1, w2, w3 be non-zero vectors in M of re-
spective weights ν, ν− βi and ν− βm−i+1. Then w1 ∧w2 and w1 ∧w3 are maximal
vectors of N with corresponding weights x = 2ν−βi and y = 2ν−βm−i+1, affording
composition factors N(x) and N(y), respectively. To prove the lemma it suffices to
show that
mN(x)(z) +mN(y)(z) < mN (z) (3.2)
for some weight z of N , where mN (z) = dimNz denotes the multiplicity of the
weight z in N , etc.
First assume a ≥ 2 and i < m/2. Set z = 2ν − βi − 2βm−i+1 and note that
Nz = (Mν∧Mν−βi−2βm−i+1)⊕(Mν−βi∧Mν−2βm−i+1)⊕(Mν−βi−βm−i+1∧Mν−βm−i+1).
Since i + 1 < m − i + 1 we have dimNz = mN (z) = 3. Now mN(x)(z) = 1 since
z = x − 2βm−i+1, and similarly, since z = y − βi − βm−i+1 and i + 1 < m− i+ 1,
we have mN(y)(z) = 1. Hence (3.2) holds.
Next assume a = 1 and i < m/2. There are two cases to consider. First assume
p = 2 and set z = 2ν − βi − βm−i+1. Then
Nz = (Mν ∧Mν−βi−βm−i+1)⊕ (Mν−βi ∧Mν−βm−i+1)
and thus mN (z) = 2 since i + 1 < m − i + 1. If i = 1 then x = δ2 + 2δm and
y = 2δ1+ δm−1, so mN(x)(z) = mN(y)(z) = 0 since z = x− βm = y− β1. Therefore
(3.2) holds in this case. Similarly, if i ≥ 2 then x = δi−1 + δi+1 + 2δm−i+1, hence
mN(x)(z) = 0 since z = x − βm−i+1, and similarly we get mN(y)(z) = 0, so once
again (3.2) holds.
Now suppose p 6= 2 (and continue to assume that a = 1 and i < m/2). Consider
the weight z = 2ν − βi − · · · − βm−i+1 in N . To compute mN (z) we determine
the different pairs ω1, ω2 ∈ Λ(M) such that ω1 + ω2 = z, using Lemma 2.2.4. If
µ = ν ∧ (ν − βi − · · · − βm−i+1) then mN (µ) = m− 2i+ 1 if p divides m+ 3− 2i,
otherwisemN (µ) = m−2i+2. The only other pairs of weights ω1, ω2 with ω1+ω2 =
z are of the form
ω1 ∧ ω2 =

ν − k∑
j=i
βj

 ∧

ν − m−i+1∑
j=k+1
βj


with i ≤ k ≤ m− i, and each of these weights has multiplicity 1. It follows that
mN (z) =
{
2m− 4i+ 2 if p divides m+ 3− 2i
2m− 4i+ 3 otherwise.
In N(x), z occurs as x − βi+1 − · · · − βm−i+1, and we note that x = δ2 + 2δm if
i = 1, otherwise x = δi−1 + δi+1 + 2δm−i+1. Hence Lemma 2.2.4 gives
mN(x)(z) =
{
m− 2i if p divides m+ 3− 2i
m− 2i+ 1 otherwise.
As x and y are symmetric, we have mN(x)(z) = mN(y)(z) and we deduce that (3.2)
holds.
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To complete the proof we may assume that m is even and i = m/2. Set
z = 2ν − βi − βi+1. Then
Nz =
(
Mν−βi ∧Mν−βi+1
)
⊕
(
Mν ∧Mν−βi−βi+1
)
and thus mN(z) = 3 − ǫ, where ǫ = 1 if p divides 2a + 1, otherwise ǫ = 0. Now
x = 2ν − βi =
∑
j djδj , where di+1 = 2a+ 1, so z = x− βi+1 and thus mN(x)(z) =
1− ǫ. Similarly, mN(y)(z) = 1− ǫ and we conclude that (3.2) holds. 
Lemma 3.3.2. Suppose m ≥ 5 is odd and M = VX(ν) where ν = δ(m+1)/2.
Then Λ3(M) has at least three distinct KX-composition factors.
Proof. Let N = Λ3(M), k = (m + 1)/2 and let w1, w2, w3, w4 be non-zero
vectors of M of respective weights ν, ν − βk, ν − βk − βk+1 and ν − βk−1 − βk.
Then w1∧w2 ∧w3 and w1∧w2∧w4 are maximal vectors of N of respective weights
x = 3ν−2βk−βk+1 and y = 3ν−βk−1−2βk. LetN(x) andN(y) be the composition
factors of N with highest weights x and y, respectively. As in the proof of Lemma
3.3.1, it suffices to find a weight z of N such that the inequality in (3.2) holds.
With this aim in mind, set z = 3ν−βk−2− 2βk−1− 3βk− 2βk+1−βk+2, which is a
weight of N occurring in both N(x) and N(y). Without loss of generality, we may
assume m = 5.
Now x = 2δ2+δ5 and z = δ3. By inspecting [20] we deduce that mN(x)(z) ≤ 7,
and thus mN(y)(z) ≤ 7 since x and y are symmetric. Therefore, to see that (3.2)
holds it suffices to show that mN (z) > 14. This is a straightforward exercise.
Indeed one can exhibit fifteen different ways in which z arises as a sum of three
distinct weights of M . 
3.4. The case H0 = A2
In this section we prove Theorem 3.1.1 in the case where H0 = X = A2.
Let T be the set of irreducible triples (G,H, V ) satisfying the conditions stated in
Hypothesis 1, with H0 = A2. We will eventually show that T is empty.
Suppose (G,H, V ) ∈ T . Let δ denote the highest weight of the natural KG-
module W , viewed as an irreducible KX-module. To simplify the notation we
write
δ = aδ1 + aδ2
for some positive integer a < p (see condition S5 in Hypothesis 1). Write H = X〈t〉
and recall that λ =
∑
i aiλi denotes the highest weight of the irreducible KG-
module V = VG(λ). Given a t-stable Borel subgroup BX = UXTX of X , we
construct the corresponding parabolic subgroup P = QL of G as explained in
Section 2.7. As before, let Wi be the i-th UX -level of W . Note that the lowest
weight −δ has level ℓ = 4a. Set ℓ′ = ℓ/2 = 2a.
Proposition 3.4.1. Suppose a ≥ 2 and (a, p) 6= (2, 5), (3, 7). Then L′ has a
unique A1 factor, which corresponds to Isom(W1)
′.
Proof. First observe that dimW0 = 1 and dimW1 = 2, so by Remark 2.7.5
it suffices to show that dimWi ≥ 3 for all 2 ≤ i ≤ ℓ/2− 1, and dimWℓ/2 ≥ 5. For
a ≥ 4 we do this by exhibiting sufficiently many distinct weights at each UX -level
(by Lemma 2.2.2, we can work in the Weyl module WX(δ)). First assume a = 4,
so ℓ′ = 8. By applying Lemma 2.2.1 and Corollary 2.2.3, it is easy to check that
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there are at least three distinct weights at level i for 2 ≤ i ≤ 7, and at least five at
level 8. For example, if 2 ≤ i < 8 is even then
δ −
1
2
iβ1 −
1
2
iβ2, δ − (i/2 + 1)β1 − (i/2− 1)β2, δ − (i/2− 1)β1 − (i/2 + 1)β2
are three distinct weights in Wi.
Now assume a > 4. Let µ be the subdominant weight µ = δ − β1 − β2 =
(a− 1)δ1 + (a− 1)δ2. Using induction on a and Lemma 2.7.6 we deduce that there
are at least three distinct weights at level i for all 4 ≤ i < ℓ/2, and at least five
at level ℓ/2 = 2a. In addition, we also have dimWi ≥ 3 for i = 2, 3. Indeed, the
weights at level 2 are δ−2β1, δ−β1−β2, δ−2β2, while δ−3β1, δ−2β1−β2, δ−3β2
are three weights at level 3.
Next suppose a = 3, so that ℓ/2 = 6. It is straightforward to check that there
are at least three distinct weights at levels 2, 3, 4 and 5, while at level 6 the weights
are δ− 4β1− 2β2, δ− 3β1− 3β2, δ− 2β1− 4β2. Since p 6= 7, the weight δ− 3β1− 3β2
occurs with multiplicity at least 3 (see [20]), hence dimW6 ≥ 5.
Finally suppose a = 2, so ℓ/2 = 4. At level 2 we have weights δ−2β1, δ−β1−β2
and δ − 2β2, so dimW2 ≥ 3. The weights at level 3 are δ − kβ1 − (3 − k)β2 with
k = 1, 2, each of which is conjugate to δ − β1 − β2. Since p 6= 5, Lemma 2.2.4
implies that the latter weight has multiplicity 2 and thus dimW3 > 3. Finally
the weights at level 4 are δ − kβ1 − (4 − k)β2 with k ∈ {1, 2, 3}. Since p 6= 5 the
weight δ−2β1−2β2 has multiplicity at least 3 (see [20]) so dimW4 ≥ 5. The result
follows. 
We now establish Theorem 3.1.1 for X = A2 by a sequence of reductions.
Lemma 3.4.2. Suppose (G,H, V ) ∈ T . Then one of the following holds:
(i) a = 1, (ii) (a, p) = (2, 5), (iii) (a, p) = (3, 7) and a2 6= 1.
Proof. Seeking a contradiction, let us assume a ≥ 2, (a, p) 6= (2, 5), and also
assume a2 = 1 if (a, p) = (3, 7). Then dimW ≥ 18 (see [19]) and thus n ≥ 9.
Let P = QL be the usual parabolic subgroup of G constructed from a t-stable
Borel subgroup BX = UXTX of X . Since ℓ/2 ≥ 4 we can choose an ordering of
the TX -weights in the UX -levels 0, 1 and 2 to obtain the root restrictions listed in
Table 3.2 (here we are appealing to Remark 2.7.7). Note that if (a, p) 6= (3, 7) then
Proposition 3.4.1 implies that Isom(W1)
′ is the unique A1 factor in L
′, so a2 = 1 by
Lemma 2.8.2. Therefore, in all cases, λ−α2 ∈ Λ(V ) and (λ−α2)|X = λ|X−β2+β1;
so by Lemma 3.2.2 we deduce that µ2 = µ1 − β2 + β1.
Suppose 2a 6= p−1. By Lemma 2.2.4, δ−β1−β2 has multiplicity 2, so we have
an additional weight restriction at level 2, namely (λ1 −
∑6
i=1 αi)|X = δ − β1 − β2
and so α6|X = 0. Since a2 = 1, the weights λ − α1 − α2, λ − α2 − α3 − α4 − α5
and λ − α2 − α3 − α4 − α5 − α6 belong to Λ(V ) and they all restrict to the same
TX-weight ν = λ|X−β2. Note that ν occurs in V1 as µ1−β2, which has multiplicity
at most 1, and it occurs in V2 as µ2 − β1, again with multiplicity at most 1. Since
mV (ν) ≥ 3, this contradicts the fact that V = V1 ⊕ V2.
To complete the proof we may assume that 2a = p − 1 and a ≥ 3 (recall
that we are assuming (a, p) 6= (2, 5)). By Lemma 2.2.4 the weight δ − β1 − β2
has multiplicity 1. Since a ≥ 3, we can order the TX -weights at level 3 to obtain
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UX -level TX-weight T -weight Root restriction
0 δ λ1
1 δ − β1 λ1 − α1 α1|X = β1
δ − β2 λ1 − α1 − α2 α2|X = β2 − β1
2 δ − 2β2 λ1 − α1 − α2 − α3 α3|X = β2
δ − 2β1 λ1 − α1 − α2 − α3 − α4 α4|X = 2β1 − 2β2
δ − β1 − β2 λ1 − α1 − α2 − α3 − α4 − α5 α5|X = β2 − β1
Table 3.2
UX -level TX -weight T -weight Root restriction
3 δ − 2β1 − β2 λ1 −
∑6
i=1 αi α6|X = β1
δ − β1 − 2β2 λ1 −
∑7
i=1 αi α7|X = β2 − β1
δ − 3β1 λ1 −
∑8
i=1 αi α8|X = 2β1 − 2β2
δ − 3β2 λ1 −
∑9
i=1 αi α9|X = 3β2 − 3β1
Table 3.3
the root restrictions recorded in Table 3.3 (see Remark 2.7.7). Consequently, we
deduce that the weights λ−α1−2α2−α3 and λ−
∑9
i=2 αi both restrict to the same
TX-weight ν = λ|X − 3β2 + β1. Clearly, ν does not belong to Λ(V1). Furthermore,
since ν = µ2−2β2 we see that it has multiplicity at most 1 in V2 (see Lemma 2.2.1).
Once again, this is a contradiction since V = V1 ⊕ V2. 
Lemma 3.4.3. Suppose (G,H, V ) ∈ T . Then a 6= 1.
Proof. Suppose a = 1, so ℓ = 4. First assume p 6= 3, in which case G = D4
(see [5, Table 2]). Let P = QL be the parabolic subgroup of G constructed from
a t-stable Borel subgroup BX = UXTX of X . The UX -levels W0, W1 and W2 have
respective dimensions 1, 2 and 2 (note that the weight δ− β1 − β2 has multiplicity
2 in W by Lemma 2.2.4). Therefore Remark 2.7.5 and Lemma 2.8.2 imply that
a2 = 1. In addition, by appealing to Remark 2.7.7 and the fact that there is a
unique TX -weight at level 2, we can order the T -weights in each level to give the
root restrictions listed in Table 3.4.
Since a2 = 1 it follows that λ−α2, λ−α1−α2, λ−α2−α3 and λ−α2−α4 are
all weights in Λ(V ). In addition, since (λ − α2)|X = λ|X − β2 + β1, Lemma 3.2.2
implies that µ2 = µ1 − β2 + β1. Now λ− α1 − α2, λ− α2 − α3 and λ− α2 − α4 all
restrict to the same TX-weight ν = λ|X − β2. However, ν occurs in V1 as µ1 − β2,
which has multiplicity at most 1, and it occurs in V2 as µ2−β1 also with multiplicity
at most 1. Since mV (ν) ≥ 3 and V = V1 ⊕ V2, this is a contradiction.
Now assume p = 3 so G = B3. As before, let P = QL be the parabolic
subgroup of G constructed from a t-stable Borel subgroup BX = UXTX of X . Here
the weight δ − β1 − β2 has multiplicity 1 in W (see Lemma 2.2.4), and as before
3.4. THE CASE H0 = A2 31
UX-level TX-weight T -weight Root restriction
0 δ λ1
1 δ − β1 λ1 − α1 α1|X = β1
δ − β2 λ1 − α1 − α2 α2|X = β2 − β1
2 δ − β1 − β2 λ1 − α1 − α2 − α3 α3|X = β1
λ1 − α1 − α2 − α4 α4|X = β1
Table 3.4
we obtain the root restrictions α1|X = β1, α2|X = β2 − β1 and α3|X = β1. Since
dimW0 = dimW2 = 1 and dimW1 = 2, Lemma 2.8.2 yields a2 = 1. Therefore
λ− α2 ∈ Λ(V ) and so Lemma 3.2.2 implies that µ2 = µ1 − β2 + β1.
If a1a3 6= 0 then λ − α1, λ − α3 ∈ Λ(V ) both restrict to the same TX-weight
ν = λ|X − β1. However, ν does not occur as a weight in V2, while ν = µ1 − β1
occurs in V1 with multiplicity at most 1. This is a contradiction, so a1a3 = 0 and
thus the possibilities for λ are as follows:
λ2, λ2 + λ3, λ1 + λ2, 2λ1 + λ2, λ2 + 2λ3,
giving dim V = 21, 104, 63, 309, 189, respectively (see [19, Table A.23]).
Now V = V1 ⊕ V2 and dimV1 = dimV2, so dimV1 = 52 is the only possibility.
If p = 0 then it is easy to check that there are no 52-dimensional irreducible KX-
modules, so we may assume p 6= 0. By Steinberg’s tensor product theorem we
have
V1 ∼= S
(q1)
1 ⊗ S
(q2)
2 ⊗ · · · ⊗ S
(qk)
k
for some k ≥ 1, where each Si is a nontrivial p-restricted irreducible KX-module,
the qi are certain powers of p, and S
(qi)
i is the twist of Si by the corresponding
standard Frobenius morphism of X . In particular, dimV1 =
∏k
i=1 dimSi. However,
by inspecting [19, Table A.6], we see that we cannot obtain 52 as the product of
dimensions of such KX-modules. This final contradiction completes the proof of
the lemma. 
Lemma 3.4.4. Suppose (G,H, V ) ∈ T . Then (a, p) 6= (2, 5).
Proof. Suppose (a, p) = (2, 5), so ℓ = 8, dimW = 19 (see [19, Table A.6]) and
G = B9. Let P = QL be the parabolic subgroup of G constructed from a t-stable
Borel subgroup BX = UXTX of X . At the UX -levels 0, 1, 2, 3 and 4 we calculate
that there are exactly 1, 2, 3, 2 and 3 distinct TX-weights, respectively (see Table
3.5), and since dimW = 19, it follows that each of these weights has multiplicity
1. Hence dimW0 = 1, dimW1 = dimW3 = 2 and dimW2 = dimW4 = 3, so
∆(L′) = {α2, α4, α5, α7, α9}. In particular, Lemma 2.8.2 implies that there exists
i ∈ {2, 7, 9} such that ai = 1 and aj = 0 for all j ∈ {2, 4, 5, 7, 9}, j 6= i.
In the usual way, by appealing to Remark 2.7.7, we may order the T -weights of
W (at levels less than 4) to give the root restrictions listed in Table 3.5. At level 4,
the zero T -weight λ1 −
∑9
i=1 αi must restrict to the zero TX -weight δ− 2β1 − 2β2.
Moreover, since the weight space for λ1 −
∑8
i=1 αi is a singular 1-space, and since
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UX -level TX -weight T -weight Root restriction
0 δ λ1
1 δ − β1 λ1 − α1 α1|X = β1
δ − β2 λ1 − α1 − α2 α2|X = β2 − β1
2 δ − 2β2 λ1 − α1 − α2 − α3 α3|X = β2
δ − 2β1 λ1 − α1 − α2 − α3 − α4 α4|X = 2β1 − 2β2
δ − β1 − β2 λ1 − α1 − α2 − α3 − α4 − α5 α5|X = β2 − β1
3 δ − β1 − 2β2 λ1 −
∑6
i=1 αi α6|X = β2
δ − 2β1 − β2 λ1 −
∑7
i=1 αi α7|X = β1 − β2
4 δ − 3β1 − β2 λ1 −
∑8
i=1 αi α8|X = β1
δ − 2β1 − 2β2 λ1 −
∑9
i=1 αi α9|X = β2 − β1
δ − β1 − 3β2 λ1 −
∑8
i=1 αi − 2α9
Table 3.5
Isom(W4)
′ acts transitively on the singular 1-spaces in W4, we can assume that the
non-zero weight λ1 −
∑8
i=1 αi restricts as a TX -weight to δ − 3β1 − β2.
First assume a2 = 1 and aj = 0 for all j ∈ {4, 5, 7, 9}. Now λ − α2 ∈ Λ(V )
and (λ − α2)|X = λ|X − β2 + β1, so Lemma 3.2.2 yields µ2 = µ1 − β2 + β1. Let
k ∈ {1, 3, 6, 8} and suppose ak 6= 0. Set ν1 = λ−α1, λ−α3 −α4 −α5, λ−α6 −α7
or λ − α8 when k = 1, 3, 6 or 8, respectively, and note that ν1 ∈ Λ(V ). The
weights λ − α2 − α3 − α4 and ν1 both restrict to the TX-weight ν = λ|X − β1.
However, ν = µ1 − β1 has multiplicity at most 1 in V1 and it does not occur in
V2 since ν = µ2 − 2β1 + β2. This is a contradiction, so ak = 0 and thus λ = λ2.
Therefore [19, Table A.29] gives dimV = 171, which is a contradiction since V is
even-dimensional by Lemma 2.6.1.
Next suppose that a7 = 1 and aj = 0 for all j ∈ {2, 4, 5, 9}. Then λ−α7 ∈ Λ(V )
and (λ − α7)|X = λ|X − β1 + β2, so Lemma 3.2.2 yields µ2 = µ1 − β1 + β2. Now
λ − α7 − α8 and λ − α4 − α5 − α6 − α7 are T -weights of V that both restrict to
the same TX -weight ν = λ|X − 2β1 + β2. However, ν occurs in V2 as µ2 − β1 with
multiplicity at most 1, and it does not occur in V1 since ν = µ1 − 2β1 + β2. Again,
this is a contradiction since V = V1 ⊕ V2.
Finally, assume a9 = 1 and aj = 0 for all j ∈ {2, 4, 5, 7}. Here λ − α9 ∈ Λ(V )
and (λ − α9)|X = λ|X − β2 + β1, so µ2 = µ1 − β2 + β1 by Lemma 3.2.2. Let
k ∈ {1, 3, 6, 8} and assume ak 6= 0. Set ν1 = λ− α1, λ− α3 − α4 − α5, λ− α6 − α7
or λ − α8 when k = 1, 3, 6 or 8, respectively, and note that ν1 ∈ Λ(V ). The
weights λ−α7−α8−α9 and ν1 both restrict to the same TX -weight ν = λ|X − β1.
However, ν = µ1 − β1 occurs with multiplicity at most 1 in V1, and it does not
occur in V2 since ν = µ2 − 2β1 + β2. This contradiction implies that ak = 0 for all
k ∈ {1, 3, 6, 8}, so λ = λ9 and dim V = 512. In particular, dimV1 = 256. As in the
proof of Lemma 3.4.3, we have dim V1 =
∏k
i=1 dimSi for some k ≥ 1, where each
Si is a p-restricted irreducible KX-module. Since the dimension of each Si must
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be a power of 2, [19, Table A.6] implies that the only possibility is dimSi = 8, but
this gives a contradiction since 256 is not a power of 8. 
Proposition 3.4.5. Theorem 3.1.1 holds when X = A2.
Proof. In view of the above results, it remains to eliminate the case (a, p) =
(3, 7). Let us assume (a, p) = (3, 7) and (G,H, V ) ∈ T . Here ℓ = 12 and dimW =
37 (see [19, Table A.6]), so G = B18. Let P = QL be the parabolic subgroup of G
constructed from a t-stable Borel subgroup BX = UXTX of X . At the UX -levels
0, 1, 2, 3, 4, 5 and 6 we calculate that there are exactly 1, 2, 3, 4, 3, 4 and 3 distinct
TX-weights, respectively (see Table 3.6). Furthermore, since dimW = 37, each of
these weights has multiplicity 1, so dimW0 = 1, dimW1 = 2, dimW2 = dimW4 =
dimW6 = 3 and dimW3 = dimW5 = 4. Now a2 6= 1 by Proposition 3.4.2, so
Lemma 2.8.2 implies that
a18 = 1 and ai = 0 for all i ∈ {2, 4, 5, 7, 8, 9, 11, 12, 14, 15, 16}.
In view of Remark 2.7.7 we may order the T -weights in W (at levels less than
6) to give the root restrictions listed in Table 3.6. At level 6, the zero T -weight
λ1 −
∑18
i=1 αi must restrict to the zero TX-weight δ − 3β1 − 3β2. Moreover, as the
weight space for λ1 −
∑17
i=1 αi is a singular 1-space, and Isom(W6)
′ is transitive on
singular 1-spaces in W6, we can assume that λ1 −
∑17
i=1 αi restricts as a TX-weight
to δ − 2β1 − 4β2.
Since a18 = 1 we have λ − α18 ∈ Λ(V ) and this restricts to the TX-weight
λ|X − β1 + β2, so Lemma 3.2.2 implies that µ2 = µ1 − β1 + β2. Now the weight
λ−α17− 2α18 restricts as a TX -weight to ν = µ1− 3β1 +2β2 = µ2− 2β1+ β2, but
this is not under µ1 nor µ2, which contradicts the fact that V = V1 ⊕ V2. 
3.5. The case H0 = A3
Next we consider the triples (G,H, V ) with H0 = X = A3, so
δ = aδ1 + bδ2 + aδ3
for some non-negative integers a and b. Note that if δ = δ2 then G = D3 ∼= A3,
which is incompatible with Hypothesis 1, so we may assume δ 6= δ2. Let T be the
set of irreducible triples (G,H, V ) satisfying Hypothesis 1, where H0 = A3 and
V = VG(λ). We will eventually show that the only example in T is the following
case:
G = D10, δ = 2δ2, λ = λ9 or λ10, and λ|X = 3δ1 + δ2 + δ3 or δ1 + δ2 + 3δ3
with p 6= 2, 3, 5, 7. Furthermore, in this case we will show that H = A3.2 is not
contained in G (see Lemma 3.5.7). We begin by recording a couple of preliminary
lemmas.
Lemma 3.5.1. Suppose δ 6∈ {δ2, 2δ2, 3δ2, δ1 + δ3, δ1 + δ2 + δ3}. If b is even then
set ν = 2δ1 + 2δ3, otherwise set ν = 2δ1 + δ2 + 2δ3. Then ν is subdominant to δ.
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UX -level TX-weight T -weight Root restriction
0 δ λ1
1 δ − β1 λ1 − α1 α1|X = β1
δ − β2 λ1 − α1 − α2 α2|X = β2 − β1
2 δ − β1 − β2 λ1 − α1 − α2 − α3 α3|X = β1
δ − 2β1 λ1 − α1 − α2 − α3 − α4 α4|X = β1 − β2
δ − 2β2 λ1 − α1 − α2 − α3 − α4 − α5 α5|X = 2β2 − 2β1
3 δ − β1 − 2β2 λ1 −
∑6
i=1 αi α6|X = β1
δ − 2β1 − β2 λ1 −
∑7
i=1 αi α7|X = β1 − β2
δ − 3β1 λ1 −
∑8
i=1 αi α8|X = β1 − β2
δ − 3β2 λ1 −
∑9
i=1 αi α9|X = 3β2 − 3β1
4 δ − β1 − 3β2 λ1 −
∑10
i=1 αi α10|X = β1
δ − 3β1 − β2 λ1 −
∑11
i=1 αi α11|X = 2β1 − 2β2
δ − 2β1 − 2β2 λ1 −
∑12
i=1 αi α12|X = β2 − β1
5 δ − 3β1 − 2β2 λ1 −
∑13
i=1 αi α13|X = β1
δ − 2β1 − 3β2 λ1 −
∑14
i=1 αi α14|X = β2 − β1
δ − 4β1 − β2 λ1 −
∑15
i=1 αi α15|X = 2β1 − 2β2
δ − β1 − 4β2 λ1 −
∑16
i=1 αi α16|X = 3β2 − 3β1
6 δ − 2β1 − 4β2 λ1 −
∑17
i=1 αi α17|X = β1
δ − 3β1 − 3β2 λ1 −
∑18
i=1 αi α18|X = β1 − β2
δ − 4β1 − 2β2 λ1 −
∑17
i=1 αi − 2α18
Table 3.6
Proof. First observe that
δ − (2δ1 + 2δ3) =
1
2
((2a+ b− 4)β1 + (2a+ 2b− 4)β2 + (2a+ b− 4)β3)
δ − (2δ1 + δ2 + 2δ3) =
1
2
((2a+ b− 5)β1 + (2a+ 2b− 6)β2 + (2a+ b− 5)β3)
(see [14, Table 1]). Consequently, if b is even then δ−(2δ1+2δ3) is an integral linear
combination of the βi, and since δ 6∈ {2δ2, δ1 + δ3} we deduce that the coefficients
are non-negative. Similarly, if b is odd one can check that δ − (2δ1 + δ2 + 2δ3) is a
linear combination of the βi with non-negative integer coefficients. 
Let BX = UXTX be a t-stable Borel subgroup of X and let Wi be the i-th
UX-level of W . As before, let ℓ be the level of the lowest weight −δ. Note that
ℓ = 6a+4b and ℓ′ = ℓ/2 = 3a+2b. Our main result on UX -levels is Proposition 3.5.2
below. In the proof of this result we refer to the height of a linear combination of
simple roots ν =
∑3
i=1 diβi, denoted ht(ν), where each di is a non-negative integer.
This is defined by ht(ν) =
∑3
i=1 di. In addition, if ν is a dominant TX -weight then
it is convenient to write ℓν for the UX -level of the lowest weight −ν in the module
VX(ν). Furthermore, if ℓν is even we set ℓ
′
ν = ℓν/2.
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Proposition 3.5.2. Suppose δ 6∈ {δ2, 2δ2, δ1 + δ3}. Then dimWi ≥ 3 for
2 ≤ i < ℓ/2 and dimWℓ/2 ≥ 5.
We first handle some special cases.
Lemma 3.5.3. Proposition 3.5.2 holds if
δ ∈ {3δ2, 2δ1 + 2δ3, δ1 + δ2 + δ3, 2δ1 + δ2 + 2δ3}. (3.3)
Moreover, if δ ∈ {3δ2, 2δ1+2δ3, 2δ1+ δ2+2δ3} then there are at least three distinct
weights in Wi for all 2 ≤ i < ℓ/2, and at least five in Wℓ/2.
Proof. We use Lemma 2.2.2, which implies that every weight in the Weyl
module WX(δ) is also a weight of W . In this way one can check directly that the
assertion holds for δ ∈ {3δ2, 2δ1 +2δ3, 2δ1 + δ2 +2δ3}. Similarly, if δ = δ1 + δ2 + δ3
then ℓ = 10 and again we find that there are at least three distinct weights inW2,W3
and W4. However, in W5 there are only four distinct weights, but by inspecting
[20] we observe that at least one of these weights has multiplicity 2. 
Proof of Proposition 3.5.2. In view of Lemma 3.5.3, we may assume that
δ is not one of the weights in (3.3). By Lemma 3.5.1, there exists µ ∈ {2δ1 +
2δ3, 2δ1 + δ2 + 2δ3} such that µ is subdominant to δ. More precisely, if b is even
then µ = 2δ1 + 2δ3, otherwise µ = 2δ1 + δ2 + 2δ3. We proceed by induction on the
height of δ − µ. If ht(δ − µ) = 0 then δ = µ is one of the cases handled in Lemma
3.5.3, so we may assume that ht(δ − µ) > 0.
Set ν = δ − β2 if a = 0, otherwise ν = δ − β1 − β2 − β3. Write ν =
∑3
i=1 diδi
and note that ν is subdominant to δ. First assume a = 0 and b ≥ 4. Here d2 = b−2
and µ is subdominant to ν (see Lemma 3.5.1). Moreover, ht(ν − µ) < ht(δ − µ) so
by induction (and Lemma 3.5.3) it follows that VX(ν) has at least three distinct
weights from levels 2 to ℓ′ν − 1, and at least five at level ℓ
′
ν . Now ht(δ − ν) = 1 so
Lemma 2.7.6 implies that Wi has at least three distinct weights for all 3 ≤ i < ℓ/2,
and at least five at level ℓ/2. It remains to exhibit three distinct weights at level 2,
which is straightforward.
Finally, suppose a > 0. Here d2 = b and once again Lemma 3.5.1 implies
that µ is subdominant to ν with ht(ν − µ) < ht(δ − µ). Now ht(δ − ν) = 3 so
by applying Lemma 2.7.6 and induction we deduce that Wi has sufficiently many
distinct weights for all i ≥ 5. Finally, it is easy to find three distinct weights at
levels 2, 3 and 4. 
Lemma 3.5.4. Suppose (G,H, V ) ∈ T . Then δ = δ1 + δ3 or δ = 2δ2.
Proof. First we prove that either δ = δ1+δ3 or b ≥ 1. Seeking a contradiction,
let us assume that δ = aδ1 + aδ3 with a ≥ 2. By Proposition 3.5.2 and Lemma
2.8.2 it follows that a2 = 1. Recall that V |X = V1 ⊕ V2, where V1 and V2 are non-
isomorphic irreducible KX-modules with respective TX -highest weights µ1 and µ2,
which are interchanged by an involutory graph automorphism t of X . In particular,
if µ1 = c1δ1 + c2δ2 + c3δ3 then µ2 = c3δ1 + c2δ2 + c1δ3, so c1 6= c3 since V1 and V2
are non-isomorphic KX-modules (by Proposition 2.6.2).
Let PX = QXLX be the maximal parabolic subgroup of X with ∆(L
′
X) =
{β1, β2}, and let P = QL be the parabolic subgroup of G constructed from PX
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UX -level TX -weight T -weight Root restriction
0 δ λ1
1 δ − β1 λ1 − α1 α1|X = β1
δ − β3 λ1 − α1 − α2 α2|X = β3 − β1
2 δ − β2 − β3 λ1 − α1 − α2 − α3 α3|X = β2
δ − 2β3 λ1 − α1 − α2 − α3 − α4 α4|X = β3 − β2
δ − β1 − β2 λ1 − α1 − α2 − α3 − α4 − α5 α5|X = β1 + β2 − 2β3
δ − 2β1 λ−
∑6
i=1 αi α6|X = β1 − β2
δ − β1 − β3 λ−
∑7
i=1 αi α7|X = β3 − β1
3 δ − 2β1 − β3 λ1 −
∑8
i=1 αi α8|X = β1
δ − β1 − 2β3 λ1 −
∑9
i=1 αi α9|X = β3 − β1
Table 3.7
(see Section 2.7). Since c1 6= c3, Lemma 3.2.3 implies that V/[V,Q] is an irre-
ducible KL′X-module, so without loss of generality we may assume that V/[V,Q] =
V1/[V1, QX ] as KL
′
X-modules. Let Wi denote the i-th QX -level of W . Write
L′ = L1 · · ·Lr (see Remark 2.7.8), where each Li is simple with natural module
Yi = Wi−1 (for example, if a = 2 then the QX-level of the lowest weight −δ is 4,
and dimWi ≥ 6 for i = 0, 1, 2, so r = 3). Also write V/[V,Q] = M1 ⊗ · · · ⊗Mr,
where each Mi is a p-restricted irreducible KLi-module. Of course, since V/[V,Q]
is irreducible as a KL′X-module, the Mi are also irreducible KL
′
X -modules. By
construction we have L′X 6 L
′ (see Lemma 2.7.1). Let πi be the projection map
from L′X to Li, so either πi(L
′
X) is trivial or πi(L
′
X) = A2.
Observe that Y1|L′
X
is irreducible with highest weight aδ1|L′
X
(see Lemma
2.7.3(ii)), so dimY1 ≥ 6 (hence L1 = As with s ≥ 5) and π1(L
′
X) = A2. In
particular, we may view L′X as a proper subgroup of L1.
Consider the triple (L′X , L1,M1). Here M1 is a p-restricted irreducible KL1-
module and M1|L′
X
is also irreducible (in particular, M1 is tensor indecomposable
as a KL1-module – see Proposition 2.3.1). Since a2 = 1 we also note that M1 6=
Y1, Y
∗
1 . Therefore, by the main theorem of [23], this triple must be one of the
cases appearing in [23, Table 1]. Now L′X = A2 and L1 = As (with s ≥ 5), so by
inspecting [23, Table 1] we deduce that s = 5 and Y1|L′
X
has highest weight 2δ1|L′
X
(this is the case labelled I7 with n = 2). Therefore a = 2 is the only possibility and
we have reduced to the case δ = 2δ1 + 2δ3.
We now return to a t-stable Borel subgroup BX = UXTX of X and set P = QL
to be the parabolic subgroup of G constructed from the UX -levels of W . Since
δ = 2δ1 + 2δ3 we have ℓ
′ = ℓ/2 = 6. By Remark 2.7.7 we can order the first ten
T -weights of W so that we obtain the root restrictions listed in Table 3.7.
Since a2 = 1 we have λ− α2 ∈ Λ(V ), which restricts as a TX-weight to λ|X −
β3+β1, so Lemma 3.2.2 yields µ2 = µ1−β3+β1. Next we observe that the following
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weights of V
λ− α1 − 2(α2 + α3 + α4)− α5 − α6, λ−
9∑
i=1
αi, λ− α1 − 2α2 −
8∑
i=3
αi
all restrict to the same TX-weight ν = λ|X − β1 − 2β3. Now ν occurs in both V1
and V2 with multiplicity at most 1 since ν = µ1−β1− 2β3 = µ2− 2β1−β3. But we
have just observed that mV (ν) ≥ 3, which contradicts the fact that V = V1 ⊕ V2.
Therefore δ 6= aδ1 + aδ3 with a ≥ 2.
To complete the proof of the lemma we may assume that δ = aδ1 + bδ2 + aδ3
where b ≥ 1, and b > 2 if a = 0 (recall that δ 6= δ2 since H
0 6= G). As before,
Proposition 3.5.2 and Lemma 2.8.2 imply that a2 = 1, and we may consider the
parabolic subgroup of G constructed from the parabolic subgroup PX = QXLX of
X with ∆(L′X) = {β1, β2}. By repeating the earlier argument in the first part of
the proof, we reach a contradiction. We leave the details to the reader. 
Lemma 3.5.5. Suppose (G,H, V ) ∈ T . Then δ 6= δ1 + δ3.
Proof. Seeking a contradiction, let us assume δ = δ1+δ3, so dimW = 15−δ2,p
and G is orthogonal (see [5, Table 2]). If BX = UXTX is a t-stable Borel subgroup
of X then it is easy to verify that 6 is the UX -level of the lowest weight −δ, and
the dimensions of the UX -levels 0, 1, 2 and 3 are 1, 2, 3 and 3 − δ2,p, respectively
(see Lemma 3.6.1 to follow). In particular, Lemma 2.8.2 implies that a2 = 1 when
p = 2, and a2 + a7 = 1 when p 6= 2.
Consider the parabolic subgroup PX = QXLX of X with ∆(L
′
X) = {β1, β2}
and construct the parabolic subgroup P = QL of G in the usual way. Let Wi
denote the i-th QX-level of W and note that ℓ = 2 is the QX -level of the lowest
weight −δ. If p = 2 then W0, W1 and W2 are irreducible KL
′
X-modules with
respective highest weights δ1|L′
X
, (δ1+δ2)|L′
X
and δ2|L′
X
, and respective dimensions
3, 8 and 3. Similarly, if p 6= 2 then W0 and W2 are both irreducible 3-dimensional
KL′X-modules with respective highest weights δ1|L′X and δ2|L′X , while W1 is a 9-
dimensional reducible KL′X-module with a composition factor of highest weight
(δ1 + δ2)|L′
X
, and one (if p 6= 3) or two (if p = 3) trivial composition factors.
Therefore L′ = L1L2, where each Li is simple with natural module Yi = Wi−1.
More precisely, L1 = A2 has a root system with base {α1, α2}, and L2 = D4
(p = 2) or B4 (p 6= 2) has root system with base {α4, α5, α6, α7}. Let π2 be the
projection map from L′X to L2. Since Y2|L′X is nontrivial (it has a composition
factor of highest weight (δ1+ δ2)|L′
X
) it follows that π2(L
′
X) = A2 and we may view
L′X as a proper subgroup of L2.
Write V/[V,Q] = M1 ⊗M2 where each Mi is a p-restricted irreducible KLi-
module. Using the fact that c1 6= c3 (recall that V1 and V2 are non-isomorphic
KX-modules), Lemma 3.2.3 implies that V/[V,Q] is an irreducible KL′X-module,
and without loss of generality we may assume that V/[V,Q] = V1/[V1, QX ] as
KL′X-modules. In particular M1 and M2 are irreducible KL
′
X-modules.
We claim that M2 is trivial. Seeking a contradiction, suppose M2 is nontrivial
and first assume p = 2. If we consider the triple (L′X , L2,M2), then the main
theorem of [23] implies that M2 = Y2. In particular, M2|L′
X
has highest weight
(δ1+δ2)|L′
X
, which is p-restricted. We also note thatM1|L′
X
is p-restricted. Indeed,
given the embedding of L′X in L1 (via the action on W0), it follows that M1|L′X has
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UX -level TX-weight T -weight Root restriction
0 δ λ1
1 δ − β1 λ1 − α1 α1|X = β1
δ − β3 λ1 − α1 − α2 α2|X = β3 − β1
2 δ − β1 − β3 λ1 − α1 − α2 − α3 α3|X = β1
δ − β2 − β3 λ1 − α1 − α2 − α3 − α4 α4|X = β2 − β1
δ − β1 − β2 λ1 − α1 − α2 − α3 − α4 − α5 α5|X = β1 − β3
Table 3.8
highest weight (a1δ1 + δ2)|L′
X
. Therefore we have V/[V,Q] =M1⊗M2, where each
Mi is a nontrivial p-restricted irreducibleKL
′
X-module. However, Proposition 2.3.1
now implies that V/[V,Q] is a reducible KL′X-module, which is a contradiction.
Similarly, if p 6= 2 then we focus on the triple (L′X , L2,M2). HereM2 is a p-restricted
irreducible KL2-module and M2|L′
X
is irreducible, but Y2 = W1 is reducible as a
KL′X-module. In particular, we note that M2 6= Y2, Y
∗
2 , but this configuration
contradicts Corollary 2.9.2. We conclude that M2 is trivial. Therefore a4 = a5 =
a6 = a7 = 0. In particular, since a7 = 0 it follows that a2 = 1 in all characteristics,
so we have reduced to the case
λ = a1λ1 + λ2 + a3λ3.
In addition, since V/[V,Q] = V1/[V1, QX ] as KL
′
X-modules, we have µ1 = λ|X =
a1δ1 + δ2 + c3δ3 for some c3 ≥ 0.
Let us now consider a t-stable Borel subgroupBX = UXTX ofX . LetWi denote
the i-th UX-level ofW and let P = QL be the parabolic subgroup of G constructed
from BX in the usual way. Note that dimW0 = 1, dimW1 = 2, dimW2 = 3 and
by applying Lemma 2.2.4 we see that dimW3 = 3 − δ2,p. Therefore L
′ = L1L2
(p = 2) or L1L2L3 (p 6= 2), where each Li is simple with natural module Yi = Wi.
As stated in Remark 2.7.7, we may order the first six T -weights in W to give the
root restrictions in Table 3.8. Since a2 = 1 we have λ− α2 ∈ Λ(V ), which restricts
as a TX-weight to λ|X − β3 + β1, so Lemma 3.2.2 yields µ2 = µ1 − β3 + β1.
Suppose a3 6= 0. Then λ−α3−α4 and λ−
∑5
i=2 αi belong to Λ(V ) and restrict
to the same TX -weight ν = λ|X − β2. Now ν = µ1 − β2 = µ2 − β1 − β2 + β3, so
ν occurs in V1 with multiplicity at most 1, but it does not occur in V2. This is a
contradiction, so a3 = 0.
Next assume a1 6= 0. The weights λ−α1−α2, λ−α2−α3 ∈ Λ(V ) both restrict
to the TX-weight ν = λ|X − β3. Now ν = µ1 − β3 = µ2 − β1, so mVi(ν) ≤ 1 for
i = 1, 2. By Lemma 2.2.4, λ − α1 − α2 has multiplicity 2 in V , unless a1 = p − 2,
in which case its multiplicity is 1. By comparing multiplicities, it follows that
a1 = p − 2 so µ1 = (p − 2)δ1 + δ2 + c3δ3 and µ2 = c3δ1 + δ2 + (p − 2)δ3. Since
µ2 = µ1− β3 + β1 it follows that c3 = p and thus ν is not a weight under µ1. Since
V = V1⊕V2 it follows that mV (ν) ≤ 1, which is a contradiction. We conclude that
a1 = 0.
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We have now reduced to the case λ = λ2 = 2λ1−α1, so µ1 = 2δ−β1 = δ2+2δ3.
If p 6= 2 then [19, Table A.27] gives dim V = 105, which is absurd since dimV has
to be even by Lemma 2.6.1. Finally, if p = 2 then dimV = 90 (see [19, Table
A.44]) and VX(µ1) = VX(δ2)⊗VX(δ3)
(2). Therefore dimV1 = 6 · 4 = 24 <
1
2 dimV ,
a contradiction. 
Proposition 3.5.6. Theorem 3.1.1 holds when X = A3.
Proof. By Lemmas 3.5.4 and 3.5.5, it remains to deal with the case δ = 2δ2
(note that p 6= 2 since δ is p-restricted). By [19, Table A.7], if p = 3 then dimW =
19 and so G = B9, otherwise dimW = 20 and G = D10 (since δ(hβ(−1)) = 1 for
all β ∈ Φ+(X), this follows from Lemma 2.4.1).
We first consider a t-stable Borel subgroup BX = UXTX of X . As usual,
let Wi denote the i-th UX -level of W and note that ℓ = 8 is the UX-level of the
lowest weight −δ. We calculate that dimW0 = 1, dimW1 = 1, dimW2 = 3,
dimW3 = 3 and dimW4 = 4− δ3,p, and by applying Lemma 2.8.2 we deduce that
a3 = a4 = a6 = a7 = 0. In addition, if p = 3 then a9 = 1, otherwise a9 + a10 = 1.
Next consider the parabolic subgroup PX = QXLX of X with ∆(L
′
X) =
{β1, β2} and construct the parabolic subgroup P = QL of G in the usual way. Let
Wi denote the i-th QX -level of W and note that the QX-level of −δ is ℓ = 2. Now
W0 and W1 are irreducible KL
′
X-modules with respective highest weights 2δ2|L′X
and (δ1 + δ2)|L′
X
, and respective dimensions 6 and 8 − δ3,p. Therefore L
′ = L1L2
where each Li is simple with natural module Yi = Wi−1. Write V/[V,Q] = M1⊗M2
where each Mi is a p-restricted irreducible KLi-module.
Using the fact that c1 6= c3 (see (3.1), and recall that V1 and V2 are non-
isomorphic KX-modules), Lemma 3.2.3 implies that V/[V,Q] is an irreducible
KL′X-module. In particular, we note that both M1 and M2 are irreducible KL
′
X-
modules. Without loss of generality we may assume that V/[V,Q] = V1/[V1, QX ]
as KL′X-modules.
Suppose p = 3. Let π2 be the projection from L
′
X to L2. As π2 is the repre-
sentation afforded by (δ1 + δ2)|L′
X
, we have π2(L
′
X) = A2 so we may view L
′
X as a
proper subgroup of L2. Consider the triple (L
′
X , L2,M2). Here M2 is a nontrivial
p-restricted irreducible KL2-module (nontrivial since a9 = 1) and M2|L′
X
is irre-
ducible. Also M2 6= Y2, Y
∗
2 (since a9 = 1). By applying the main theorem of [23]
we deduce that there are no compatible configurations.
For the remainder we may assume p 6= 2, 3, so G = D10, L1 = A5 and L2 = D4.
As before, let us consider the triple (L′X , L2,M2). By inspection we see that there
are no configurations of this type in [23, Table 1]. However, the main theorem of
[23] allows for additional configurations arising from graph automorphisms, and
since a9 + a10 = 1 we deduce that M2 is one of the spin modules for L2. In
particular, since we know that Y2|L′
X
is irreducible with p-restricted highest weight
(δ1 + δ2)|L′
X
, and M2 = Y
τ
2 as KL2-modules (where τ is a suitable triality graph
automorphism of L2), it follows that M2|L′
X
is p-restricted.
Next we claim that M1 is trivial, so λ = λ9 or λ10. Seeking a contradiction,
supposeM1 is nontrivial. Let π1 be the projection from L
′
X to L1. Since Y1|L′X has
highest weight 2δ2|L′
X
, it follows that π1(L
′
X) = A2 and so we may view L
′
X as a
proper subgroup of L1. Consider the triple (L
′
X , L1,M1). Here M1 is a p-restricted
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UX -level TX-weight T -weight Root restriction
0 δ λ1
1 δ − β2 λ1 − α1 α1|X = β2
2 δ − 2β2 λ1 − α1 − α2 α2|X = β2
δ − β1 − β2 λ1 − α1 − α2 − α3 α3|X = β1 − β2
δ − β2 − β3 λ1 − α1 − α2 − α3 − α4 α4|X = β3 − β1
3 δ − 2β2 − β3 λ1 −
∑5
i=1 αi α5|X = β2
δ − β1 − β2 − β3 λ1 −
∑6
i=1 αi α6|X = β1 − β2
δ − β1 − 2β2 λ1 −
∑7
i=1 αi α7|X = β2 − β3
Table 3.9
irreducibleKL1-module andM1|L′
X
is irreducible. IfM1 6= Y1, Y
∗
1 then Seitz’s main
theorem in [23] implies that M1 has highest weight λ2|L1 , and M1|L′X has highest
weight (2δ1 + δ2)|L′
X
(in [23, Table 1], the only possibility is the case labelled I7,
with n = 2). On the other hand, if M1 = Y1 or Y
∗
1 then M1|L′X has highest weight
2δ2|L′
X
or 2δ1|L′
X
, respectively. We conclude that in all casesM1|L′
X
is p-restricted.
Therefore V/[V,Q] = M1 ⊗M2, as a tensor product of two p-restricted irreducible
KL′X-modules, is reducible by Proposition 2.3.1. This is a contradiction, so M1 is
trivial and thus λ = λ9 or λ10, so dimV = 512.
To complete the proof it remains to show that V |H is irreducible if and only if
p 6= 5, 7. To do this, we take BX = UXTX a t-stable Borel subgroup of X as above.
By appealing to Remark 2.7.7 we may order the T -weights in the UX -levels 0, 1, 2
and 3 of W to obtain the root restrictions listed in Table 3.9.
We now examine the possibilities for the restriction of T -weights to TX -weights
at UX-level 4 in W . First note that the weights at level 4 are δ − 2β1 − 2β2,
δ− 2β2− 2β3 = −(δ− 2β1− 2β2) and the zero weight δ−β1− 2β2−β3, which have
respective multiplicities 1, 1 and 2. Let
ν1 = λ1 −
8∑
i=1
αi, ν2 = λ1 −
9∑
i=1
αi, ν3 = λ1 −
8∑
i=1
αi − α10, ν4 = λ1 −
10∑
i=1
αi
and note that ν1 = −ν4 and ν2 = −ν3. Let A = {δ− 2β1− 2β2, δ− 2β2− 2β3} and
µ = δ − β1 − 2β2 − β3. There are two possibilities: either {ν1|X , ν4|X} = A and
ν2|X = ν3|X = µ, or {ν2|X , ν3|X} = A and ν1|X = ν4|X = µ. In the first case we
get
α8|X = β1, α9|X = α10|X = β3−β1; or α8|X = 2β3−β1, α9|X = α10|X = β1−β3,
while the second case yields the restrictions
α8|X = β3, α9|X = β1 − β3, α10|X = β3 − β1; or
α8|X = β3, α9|X = β3 − β1, α10|X = β1 − β3.
Suppose that λ = λ9 (the case λ = λ10 is entirely similar), so
λ =
1
2
(α1 + 2α2 + 3α3 + 4α4 + 5α5 + 6α6 + 7α7 + 8α8 + 5α9 + 4α10).
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From the above restrictions we get (8α8 + 5α9 + 4α10)|X = 9β3 − β1 or 7β3 + β1,
and thus λ|X = 2β1 + 3β2 + 3β3 or 3β1 + 3β2 + 2β3, so λ|X = δ1 + δ2 + 3δ3 or
3δ1 + δ2 + δ3. Therefore V1 has highest weight δ1 + δ2 + 3δ3 and V2 has highest
weight 3δ1+ δ2 + δ3 (or vice versa). If p = 5 or 7 then dimV1 is respectively 173 or
211 (see [19, Table A.7]), which is a contradiction since dim V = 512. However, if
p > 7 (or p = 0) then [19, Table A.7] states that dimV1 = 256, which establishes
the desired irreducibility of V as a KH-module. This is the case recorded in part
(ii) of Theorem 3. 
Finally, in the one example which arises here we show that the disconnected
subgroup H = A3.2 is not contained in the simple group G = D10.
Lemma 3.5.7. Let (G,H, V ) be a triple satisfying Hypothesis 1, with G = D10,
H = A3.2 and λ = λ9 (or λ10). Then H is not a subgroup of G.
Proof. First observe that p 6= 2, 3, 5, 7 and H = A3.2 ∼= D3.2 = GO6. Let U
denote the natural 6-dimensional module for GO6 and let S
2(U) be the symmetric-
square of U . As a module for GO6, S
2(U) has exactly two composition factors,
namely a trivial module, and an irreducible 20-dimensional module which we can
identify with W . Let t ∈ GO6 be a reflection (i.e. a diagonal matrix [−I1, I5]).
To prove the lemma, it suffices to show that a matrix representing the action of t
on W has determinant −1. An easy calculation with the symmetric-square reveals
that t acts on S2(U) as [−I5, I16] (with respect to a suitable basis), so we just need
to check that t acts as 1 on the 1-dimensional submodule. One way to see this is
to view S2(U) as the K-space of quadratic forms on U and observe that GO6 fixes
a unique quadratic form on U (up to scalars). Therefore, t acts on W as [−I5, I15]
(up to conjugacy) and the result follows. 
3.6. The case H0 = Am, m ≥ 4
We will henceforth assume that H0 = X = Am with m ≥ 4. We begin by
recording some preliminary results which will be useful later.
3.6.1. Borel analysis. Let BX = UXTX be a t-stable Borel subgroup of X
and let P = QL be the corresponding parabolic subgroup of G stabilizing the flag
W > [W,UX ] > [W,U
2
X ] > · · · > 0. (3.4)
Recall that the UX -level of a TX -weight µ = δ−
∑
i diβi of W is the integer
∑
i di,
while the i-th UX -level of W is the subspace
Wi =
⊕
(d1,...,dm)∈Si
Wδ−
∑
i
diβi
where
Si = {(d1, . . . , dm) ∈ Z
m |
∑
j
dj = i, dj ≥ 0}.
Let ℓ be the UX -level of the lowest weight −δ, so ℓ is minimal such that [W,U
ℓ+1
X ] =
0. As before, we set ℓ′ = ⌊ℓ/2⌋, and we will sometimes write ℓδ for ℓ, and ℓ
′
δ for ℓ
′.
Also recall that (Wj)
∗ ∼=Wℓ−j as KL
′
X-modules, for all 0 ≤ j ≤ ℓ
′.
First we consider the special case δ = δ1 + δm. Note that the next lemma is
valid for all m ≥ 3.
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Lemma 3.6.1. Suppose δ = δ1 + δm. Then ℓ = 2m, dimWj = j + 1 for all
0 ≤ j < ℓ/2, and dimWℓ/2 = m − ǫ, where ǫ = 1 if p divides m + 1, otherwise
ǫ = 0. In particular, dimW = (m+ 1)2 − 1− ǫ.
Proof. Since weight multiplicities do not depend on the isogeny type of X ,
we may assume without loss of generality that X is simply connected. Then W =
L(X)/Z(L(X)), where L(X) is the Lie algebra of X , and δ = β1 + · · · + βm, so
ℓ = 2m. For 0 ≤ j < ℓ/2, the weights in Wj correspond to the roots in Φ(X) of
height m− j, and they each have multiplicity one. Since there are j+1 such roots,
we deduce that dimWj = j + 1. Finally, Wℓ/2 is the zero-weight space and thus
Lemma 2.2.4 implies that dimWℓ/2 = m− ǫ. 
We now handle the general case.
Proposition 3.6.2. Suppose m ≥ 4 and δ 6= δ1 + δm.
(i) We have dimWj ≥ 3 for all 3 ≤ j ≤ ℓ/2, and dimWℓ/2 ≥ 5 if ℓ is even.
(ii) If δ 6= δ(m+1)/2 then dimW2 ≥ 3, otherwise dimW2 = 2.
(iii) If δ 6∈ {aδj + aδm−j+1, aδ(m+1)/2} where a ≥ 1 and 1 ≤ j ≤ m/2, then
dimW1 ≥ 3.
(iv) If δ = aδj + aδm−j+1 or δ = aδ(m+1)/2, where a ≥ 1 and 1 ≤ j ≤ m/2,
then dimW1 = 2 or 1, respectively.
We will prove Proposition 3.6.2 in a sequence of separate lemmas.
Lemma 3.6.3. Suppose δ =
∑
i biδi 6= δ1+ δm. If m is even, or if m is odd and
b(m+1)/2 is even, then set ν = δ2 + δm−1, otherwise set ν = δ(m+1)/2. Then ν is
subdominant to δ.
Proof. Set (ǫ, k) = (0,m/2) if m is even, otherwise (ǫ, k) = (1, (m + 1)/2).
As δ is a symmetric weight we have bi = bm−i+1 for all 1 ≤ i ≤ k − ǫ, and so
δ =
k∑
i=1
bi(δi + δm−i+1) or
k−1∑
i=1
bi(δi + δm−i+1) + bkδk
if m is even or odd, respectively. By [14, Table 1] we have
δi + δm−i+1 =
i−1∑
j=1
j(βj + βm−j+1) +
m−i+1∑
j=i
iβj (3.5)
for all 1 ≤ i ≤ k − ǫ, and similarly if m is odd then
δk =
1
2

k−1∑
j=1
j(βj + βm−j+1) + kβk

 . (3.6)
Suppose m is even, so
δ − (δ2 + δm−1) =
k∑
i=1
bi(δi + δm−i+1)− (δ2 + δm−1).
If b2 6= 0 then (3.5) implies that δ − (δ2 + δm−1) is a non-negative integer linear
combination of the βi, so δ2 + δm−1 is subdominant to δ. If b2 = 0 then either
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b1 ≥ 2, or bi ≥ 1 for some 3 ≤ i ≤ m/2 (recall that δ 6= δ1 + δm). Therefore (3.5)
gives the desired result.
Next suppose m is odd and bk is even, so
δ − (δ2 + δm−1) =
k−1∑
i=1
bi(δi + δm−i+1) + bkδk − (δ2 + δm−1).
If b2 6= 0 then (3.5) and (3.6) imply that δ − (δ2 + δm−1) is a non-negative integer
linear combination of the βi (since bk is even), so δ2 + δm−1 is subdominant to δ.
Similarly, if b2 = 0 then either b1 ≥ 2, or bi ≥ 1 for some 3 ≤ i ≤ k − 1, or bk > 0.
Again, since bk is even, the result follows from (3.5) and (3.6).
Finally, let us assume m is odd and bk is odd, so
δ − δk =
k−1∑
i=1
bi(δi + δm−i+1) + (bk − 1)δk.
Since bk is odd, (3.6) implies that (bk − 1)δk is a non-negative integer linear com-
bination of the βi, and so δk is subdominant to δ. 
Our proof of Proposition 3.6.2 consists of exhibiting a certain number of weights
at the appropriate levels. In order to do this, by Lemma 2.2.2, it suffices to work in
the Weyl module with highest weight δ =
∑m
i=1 biδi. We first handle some special
cases.
Lemma 3.6.4. Proposition 3.6.2 holds if δ = δ2 + δm−1.
Proof. Here ℓ = 4m− 4 (see (3.5)) and ℓ′ = 2m− 2. Set µ = δ−
∑m−1
i=2 βi =
δ1+ δm. By Lemmas 3.6.1 and 2.7.6, we need to verify the result for 1 ≤ j ≤ m− 1
and j = 2m − 2. This is a straightforward calculation. Indeed, at level 1 there
are two weights, each of multiplicity one, namely δ− β2 and δ− βm−1, and we can
exhibit the following three distinct weights at level j for all 2 ≤ j ≤ m− 1:
δ − β2 − · · · − βj+1, δ − β1 − · · · − βj , ν
where
ν =


δ − β1 − 2β2 − β3 − · · · − βj−1 if j ≥ 4
δ − β1 − β2 − βm−1 if j = 3 and m ≥ 5
δ − β2 − 2β3 if j = 3 and m = 4
δ − βm−1 − βm if j = 2
Finally, the following five weights are at level 2m− 2:
δ − 2
m−1∑
i=1
βi, δ − 2
m∑
i=2
βi, δ − β1 − 2
m−1∑
i=2
βi − βm
δ − β2 − 2
m−2∑
i=3
βi − 3βm−1 − 2βm, δ − 2β1 − 3β2 − 2
m−2∑
i=3
βi − βm−1.

Lemma 3.6.5. Proposition 3.6.2 holds if m is odd and δ = δ(m+1)/2.
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Proof. Set k = (m + 1)/2 and note that ℓ = 14 (m + 1)
2 (see (3.6)). It is
clear that dimW1 = 1 and dimW2 = 2. Indeed there is only one weight at level 1,
namely δ − βk, and only two weights at level 2: δ − βk−1 − βk and δ − βk − βk+1
(all of these weights have multiplicity 1). For the remainder we may assume j ≥ 3.
The result for m ∈ {5, 7, 9, 11, 13} can be checked directly. For example, if
m = 5 then ℓ = 9, ℓ′ = 4 and it is easy to find three distinct weights at levels 3 and
4. For instance, at level 3 we have the weights δ − β1 − β2 − β3, δ − β2 − β3 − β4,
δ−β3−β4−β5, and at level 4 we have δ−β2− 2β3−β4, δ−
∑4
i=1 βi, δ−
∑5
i=2 βi.
The other cases are similar.
Now assume m ≥ 15. First we will exhibit three distinct weights at level j
for all 3 ≤ j ≤ ℓ′. To do this we argue by induction on m. Let PX = QXLX be
the parabolic subgroup of X with L′X = Am−2 and ∆(L
′
X) = {β2, . . . , βm−1}. By
induction on m, using the full range of levels for Am−2, we deduce that there are
at least three distinct weights at each level j with 3 ≤ j ≤ 14 (m − 1)
2 − 3. Since
m ≥ 15, we have 14 (m− 1)
2 − 3 > 18 (m+ 1)
2 and the result follows.
To complete the proof it suffices to show that if ℓ = 14 (m+1)
2 is even (that is, if
m ≡ 3 (mod 4)) then there are at least five distinct weights at level ℓ′ = 18 (m+1)
2.
By the argument in the previous paragraph, there are at least three distinct weights
at level ℓ′ of the form δ−
∑m−1
i=2 diβi. It is therefore sufficient to produce two distinct
weights ν1, ν2 at level ℓ
′ of the form δ −
∑m
i=1 diβi with d1 or dm non-zero.
First assume m ≡ 3 (mod 8), so k ≡ 2 (mod 4). Recall that t denotes the graph
automorphism of X and let
ν1 = δ −
m∑
i=1
diβi, ν2 = t(ν1) = δ −
m∑
i=1
dm−i+1βi (3.7)
where di = 1 if 1 ≤ i ≤ (k + 2)/4 or m − (k + 2)/4 ≤ i ≤ m, di = i − (k − 2)/4
if (k + 6)/4 ≤ i ≤ (3k − 10)/4, di = k/2 − 1 if (3k − 6)/4 ≤ i ≤ k − 1 or
k + 1 ≤ i ≤ (5k + 2)/4, di = m− i− (k − 2)/4 if (5k + 6)/4 ≤ i ≤ m− (k + 6)/4,
and finally dk = k/2. Now ν1 and ν2 are distinct weights of W (with d1 = dm = 1)
and one can check that the UX -level of both weights is
1
8 (m+ 1)
2.
Finally suppose m ≡ 7 (mod 8), so k ≡ 0 (mod 4). First assume m = 15, so
k = 8, ℓ = 64 and ℓ′ = 32. Let
ν1 = δ −
4∑
i=1
βi − 2β5 − 3β6 − 3β7 − 4β8 − 3
12∑
i=9
βi − 2β13 − β14 − β15
and
ν2 = t(ν1) = δ − β1 − β2 − 2β3 − 3
7∑
i=4
βi − 4β8 − 3β9 − 3β10 − 2β11 −
15∑
i=12
βi.
Then ν1 and ν2 are distinct weights of W at level 32, and d1 = d15 = 1, so the
desired result holds when m = 15. Finally, if m ≥ 23 then define ν1 and ν2 as in
(3.7), where di = 1 if 1 ≤ i ≤ 4 or i ∈ {m− 1,m}, di = 2 for i ∈ {5,m− 2}, di = 3
if 6 ≤ i ≤ k/4+4 or m−k/4−3 ≤ m−3, di = i−k/4−1 if k/4+5 ≤ i ≤ 3k/4−1,
di = k/2 − 1 if 3k/4 ≤ i ≤ k − 1 or k + 1 ≤ i ≤ 5k/4, di = m − i − k/4 if
5k/4 + 1 ≤ i ≤ m− k/4− 4, and finally dk = k/2. It is easy to check that ν1 and
ν2 have the required properties. 
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Proof of Proposition 3.6.2. As before, if m is odd we set k = (m + 1)/2.
First we consider levels 1 and 2. Suppose that δ is not of the form aδk or aδi +
aδm−i+1, where a and i are positive integers with 1 ≤ i ≤ m/2. Then at least
three of the bi are non-zero, say bi1 , bi2 , bi3 and so there are at least three weights
at level 1, namely δ − βij for 1 ≤ j ≤ 3, and also at least three distinct weights at
level 2. Now assume that δ has the form aδk or aδi + aδm−i+1, where a and i are
positive integers with 1 ≤ i ≤ m/2. (Note that a > 1 if i = 1 since we are assuming
δ 6= δ1 + δm.) Clearly, there are respectively one or two distinct weights at level
1, namely δ − βk, respectively δ − βi, δ − βm−i+1. Also if δ 6= δk then there are
at least three weights at level 2. For example, we have δ − β1 − β2, δ − β1 − βm,
δ − βm−1 − βm (if i = 1), δ − βi−1 − βi, δ − βi − βm−i+1, δ − βm−i+1 − βm−i+2 (if
i > 1), or δ − βk−1 − βk, δ − βk − βk+1, δ − 2βk (if δ = aδk with a > 1). Finally
if δ = δk then there are only two weights at level 2, namely δ − βk−1 − βk and
δ − βk − βk+1.
We now exhibit the appropriate number of weights at levels 3 to ℓ′δ. By Lemma
3.6.3, some weight µ ∈ {δ2 + δm−1, δk} is subdominant to δ. We proceed by induc-
tion on the height of δ−µ, which we denote by ht(δ−µ) as before. If ht(δ−µ) = 0
then we are in the situation handled by Lemmas 3.6.4 and 3.6.5, so we may assume
that ht(δ − µ) > 0. For the remainder of the proof, if ν is a dominant weight for
X then we will refer to the weights of the irreducible KX-module with TX -highest
weight ν as the weights of ν.
First assume m is odd and bk ≥ 2. We set µ = δ2 + δm−1 if bk is even,
otherwise µ = δk, so that µ is subdominant to δ by Lemma 3.6.3. Let ν = δ − βk
and write ν =
∑
i diδi. Then ν is subdominant to δ, and Lemma 3.6.3 implies that
µ is subdominant to ν (since dk = bk − 2). In addition, ht(ν − µ) < ht(δ − µ),
ℓν = ℓδ−2 and ℓ
′
ν = ℓ
′
δ−1, so by induction we see that ν has at least three distinct
weights at levels 3 to ℓ′ν − 1, and at least five at level ℓ
′
ν. Therefore Lemma 2.7.6
implies that W has at least three distinct weights from levels 4 to ℓ′ν = ℓ
′
δ − 1, and
at least five at level ℓ′ν +1 = ℓ
′
δ. It remains to exhibit three distinct weights at level
3, which is easy: δ − 2βk − βk+1, δ − βk−1 − 2βk, δ − βk−1 − βk − βk+1.
To complete the proof we may assume that bi = bm−i+1 > 0 for some 1 ≤
i ≤ m/2, and also bk ≤ 1 if m is odd. Let 1 ≤ r ≤ m/2 be maximal such that
br = bm−r+1 > 0. Set µ = δ2+δm−1 ifm is even, or ifm is odd and bk = 0, otherwise
we set µ = δk. By Lemma 3.6.3, µ is subdominant to δ. Let ν = δ −
∑m−r+1
i=r βi
and write ν =
∑
i diδi. Then ν is subdominant to δ, and if m is odd we have
dk = bk. Hence by Lemma 3.6.3, µ is subdominant to ν with ht(ν−µ) < ht(δ−µ),
ℓν = ℓδ − 2(m − 2r + 2) and ℓ
′
ν = ℓ
′
δ − (m − 2r + 2). By induction, ν has at least
three distinct weights from levels 3 to ℓ′ν − 1, and at least five at level ℓ
′
ν . Since
ht(δ − ν) = m − 2r + 2, it follows that W has at least three distinct weights at
levels m− 2r+ 5 to ℓ′δ − 1, and at least five at level ℓ
′
δ. It remains to exhibit three
distinct weights in Wi, where 3 ≤ i ≤ m− 2r + 4.
First assume r = 1 and b1 = 1. Here m is odd and bk = 1 since δ 6= δ1 + δm. If
i is even and 4 ≤ i < m then we have the following three distinct weights at level i:
δ −
i∑
j=1
βj , δ − βk −
(m+i−1)/2∑
j=(m−i+3)/2
βj , δ −
m∑
j=m+1−i
βj ,
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and at level m+ 1 we have
δ − βk −
m∑
j=1
βj, δ − βk−1 − βk −
m−1∑
j=1
βj , δ − βk − βk+1 −
m−1∑
j=1
βj .
Similarly, at level 3 we have δ−β1−β2−β3, δ−βm−2−βm−1−βm and δ−βk−1−
βk − βk+1. If i is odd and 5 ≤ i < m then we have the following three weights at
level i:
δ −
i∑
j=1
βj , δ − βk −
(m+i−2)/2∑
j=(m−i+2)/2
βj , δ −
m∑
j=m+1−i
βj .
Finally, at levels m and m+ 2 we have distinct weights
δ −
m∑
j=1
βj , δ − βk −
m∑
j=2
βj , δ − βk −
m−1∑
j=1
βj
and
δ − βk − βk+1 −
m∑
j=1
βj , δ − βk−1 − βk −
m∑
j=1
βj , δ −
k−2∑
j=1
βj − 2
k+1∑
j=k−1
βj −
m−1∑
j=k+2
βj
respectively.
Next assume r = 1 and b1 > 1. If 3 ≤ i ≤ m then we have the following weights
at level i:
δ −
i∑
j=1
βj , δ − β1 −
i−1∑
j=1
βj , δ − βm −
m∑
j=m−i+2
βj .
Similarly, at level m+ 1 we have weights
δ − β1 −
m∑
j=1
βj , δ − βm −
m∑
j=1
βj , δ − β1 − β2 −
m−1∑
j=1
βj,
and at level m+ 2 we have
δ − β1 − β2 −
m∑
j=1
βj , δ − βm−1 − βm −
m∑
j=1
βj
and also δ − 2β1 − 2β2 − 2β3 −
∑m−1
j=4 βj (if m > 4), and δ − 2β1 − 2β2 − 2β3 (if
m = 4).
Finally, suppose r ≥ 2. If r = m/2 then at level 3 we have
δ − βr−1 − βr − βr+1, δ − βr − βr+1 − βr+2, δ − βr − 2βr+1,
while at level 4 we have weights
δ − βr−1 − βr − βr+1 − βr+2, δ − βr−1 − 2βr − βr+1, δ − βr − 2βr+1 − βr+2.
Now assume 2 ≤ r < m/2. If 4 ≤ i ≤ max{4,m− 2r + 2} then at level i we have
weights
δ −
r+i−1∑
j=r
βj , δ −
r+i−2∑
j=r−1
βj , δ − βr −
r+i−3∑
j=r−1
βj .
At level 3 we have
δ − βr−1 − βr − βr+1, δ − βr − βr+1 − βr+2, δ − βr−1 − βr − βm−r+1,
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while at level m− 2r + 3 we have
δ −
m−r+1∑
j=r−1
βj , δ −
m−r+2∑
j=r
βj , δ − βr −
m−r∑
j=r−1
βj .
Finally at level m− 2r + 4 we have the weights
δ −
m−r+2∑
j=r−1
βj , δ − βr −
m−r+1∑
j=r−1
βj ,
together with δ −
∑m−r
j=r−1 βj − βr − βr+1 (if r 6= (m − 1)/2) and δ − βr−1 − βr −
2βr+1−βr+2 (if r = (m− 1)/2). This completes the proof of Proposition 3.6.2. 
Let T be the set of triples (G,H, V ) satisfying Hypothesis 1, with H0 = Am
and m ≥ 4.
Corollary 3.6.6. If (G,H, V ) ∈ T then either δ = aδi + aδm+1−i for some
a, i ≥ 1, or m is odd and δ = δ(m+1)/2.
Proof. In view of Remark 2.7.5 and Lemma 2.8.2, this follows immediately
from Proposition 3.6.2. 
Therefore, to complete the proof of Theorem 3.1.1 we may assume that m ≥ 4
and either δ = aδi + aδm+1−i or δ(m+1)/2.
Lemma 3.6.7. Suppose p 6= 2 and δ = aδi + aδm+1−i or δ(m+1)/2. Then G is a
symplectic group if and only if δ = δ(m+1)/2 and m ≡ 1 (mod 4).
Proof. This follows from Steinberg’s criterion (see Lemma 2.4.1). Let h =∏
hβ(−1), the product over the positive roots in Φ(X). First assume m is odd and
δ = δ(m+1)/2. It is straightforward to check that there are exactly
1
4 (m+ 1)
2 roots
in Φ+(X) of the form
∑
j djβj with d(m+1)/2 = 1, whence δ(h) = (−1)
1
4
(m+1)2
and thus G is symplectic if and only if m ≡ 1 (mod 4). Similarly, if δ = aδi +
aδm+1−i then there are exactly i(m − 2i + 1) positive roots
∑
j djβj with di = 1
and dm+1−i = 0, and of course the same number with di = 0 and dm+1−i = 1.
Therefore δ(h) = (−1)2ai(m+1−i) = 1. The result follows. 
3.6.2. Parabolic analysis. We will need information on the QX-levels ofW ,
where PX = QXLX is either the t-stable parabolic subgroup of X with ∆(L
′
X) =
{β2, . . . , βm−1}, or the asymmetric parabolic with ∆(L
′
X) = {β1, . . . , βm−1}. This
is recorded in Lemmas 3.6.8 and 3.6.9 below, for the weights δ = aδi + aδm+1−i
and δ = δ(m+1)/2.
Lemma 3.6.8. Suppose m ≥ 4 and let PX = QXLX be the t-stable parabolic
subgroup of X with ∆(L′X) = {β2, . . . , βm−1}. Let Wj be the j-th QX-level of W
and let ℓ ≥ 0 be minimal such that [W,Qℓ+1X ] = 0.
(a) If δ = aδi + aδm+1−i then ℓ = 4a and the following hold:
(i) If i ≥ 2 then dimW0 ≥ 7, dimWℓ/2 ≥ 5 and dimWj ≥ 2 for all
1 ≤ j < ℓ/2;
(ii) If i = 1 then dimW0 = 1, dimW1 = 2(m − 1), dimWℓ/2 ≥ 5 and
dimWj ≥ 2 for all 2 ≤ j < ℓ/2;
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(iii) Wj |L′
X
is reducible for all 1 ≤ j ≤ ℓ/2;
(iv) Wj |L′
X
is nontrivial for all j ≥ γ, where γ = 1 if i = 1, otherwise
γ = 0.
(b) Suppose m is odd and δ = δ(m+1)/2. Then ℓ = 2 and
dimW0 =
(
m− 1
(m− 1)/2
)
, dimW1 = 2
(
m− 1
(m+ 1)/2
)
.
Further, both W0|L′
X
and W1|L′
X
are nontrivial, and W1|L′
X
is reducible
with precisely two composition factors, afforded by the highest weights
δ(m+3)/2|L′
X
and δ(m−1)/2|L′
X
.
Proof. Recall that if µ = δ−
∑
i diβi is a weight of W then the QX -level of µ
is d1 + dm, and its QX -shape is (d1, dm). First consider (a), so δ = aδi + aδm+1−i.
From (3.5) we calculate that
−δ = δ −
2a
m+ 1
((m− i+ 1)β1 + iβm + iβ1 + (m+ 1− i)βm)−
m−1∑
j=2
djβj
for some dj , whence ℓ = 4a as claimed.
Suppose 1 ≤ j ≤ ℓ/2. We claim that each Wj contains at least two weights
with distinct QX -shapes, which implies that dimWj ≥ 2 and Wj |L′
X
is reducible
(see Lemma 2.7.4). This is a straightforward calculation. By Lemma 2.2.2, it is
sufficient to work in the Weyl module WX(δ). First observe that the set of TX -
weights of W is invariant under the induced action of the graph automorphism t,
so the claim is clear when j is odd. If j is even and i ≥ 2 then
δ −
1
2
j(βi + βi+1 + · · ·+ βm−i)− j(βm+1−i + βm+2−i + · · ·+ βm) ∈ Λ(W )
has QX -shape (0, j), and the result follows. Next suppose j is even, i = 1 and
a ≥ 2. If j < 2a then µ = δ − 12 (j − 2)β1 −
1
2 (j + 2)βm ∈ Λ(W ), so let us assume
j = 2a. If a is even then
δ −
1
2
a(β1 + · · ·+ βm−1)−
3
2
aβm ∈ Λ(W )
is a weight with QX -shape (a/2, 3a/2), while if a ≥ 3 is odd then
δ −
1
2
(a+ 1)(β1 + · · ·+ βm−1)−
1
2
(3a− 1)βm ∈ Λ(W )
is a weight at QX -level 2a with QX -shape ((a+1)/2, (3a− 1)/2). Finally, suppose
i = a = 1. Here ℓ = 4 and W1|L′
X
is clearly reducible since δ − β1, δ − βm ∈
Λ(W ). Similarly, W2|L′
X
has composition factors with TL′
X
-highest weights 0 and
(δ2 + δm−1)|L′
X
. This justifies the claim.
In addition, the above argument also shows that eachWj |L′
X
is nontrivial when
j is even, and similar reasoning applies when j is odd. For instance, if i = 1 and j
is an even integer in the range 2 ≤ j ≤ 2a− 2 then we have observed that
µ = δ−
1
2
(j−2)β1−
1
2
(j+2)βm = (a−j+2)δ1+
1
2
(j−2)δ2+
1
2
(j+2)δm−1+(a−j+2)δm
is a weight in Wj with µ|L′
X
= (12 (j−2)δ2+
1
2 (j+2)δm−1)|L′X 6= 0. The other cases
are very similar.
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The remaining assertions in (a) are easily verified. Indeed, it is straightforward
to exhibit at least five distinct weights at levelWℓ/2, whence dimWℓ/2 ≥ 5. Clearly,
if i = 1 then dimW0 = 1 and we find that every weight in W1 is under δ − β1 or
δ − βm, so W1|L′
X
has exactly two composition factors, with corresponding TL′
X
-
highest weights δ2|L′
X
and δm−1|L′
X
. In other words, W1|L′
X
∼= U ⊕ U∗, where
U is the natural KL′X-module, whence dimW1 = 2(m − 1) as claimed. Finally,
if i ≥ 2 then W0|L′
X
is irreducible with highest weight (aδi + aδm+1−i)|L′
X
, so
W0|L′
X
is nontrivial and [19] implies that dimW0 ≥ 7 (with equality if and only if
(m, a, i, p) = (4, 1, 2, 3)).
Finally, let us consider (b), so m ≥ 5 is odd and δ = δ(m+1)/2. Note that
VX(δj) ∼= Λ
j(W ′) for all j, where W ′ denotes the natural KX-module. Now W0 ∼=
W/[W,QX ] is an irreducible KL
′
X-module with TL′X -highest weight δ(m+1)/2|L′X ,
so dimW0 = dimΛ
(m−1)/2(U) where U is the natural KL′X-module. Next observe
that
δ − β1 − β2 − · · · − β(m+1)/2 and δ − β(m+1)/2 − β(m+3)/2 − · · · − βm
afford highest weights of composition factors for W1|L′
X
. Indeed, W1 has precisely
two KL′X-composition factors, with highest weights δ(m+3)/2|L′X and δ(m−1)/2|L′X ,
respectively, and thus
dimW1 = dimΛ
(m+1)/2(U) + dimΛ(m−3)/2(U) = 2
(
m− 1
(m+ 1)/2
)
as required. Finally, to see that ℓ = 2 it suffices to show that
2 dimΛ(m−1)/2(U) + dimΛ(m+1)/2(U) + dimΛ(m−3)/2(U) = dimΛ(m+1)/2(W ′)
= dimW.
This is a straightforward calculation. 
Lemma 3.6.9. Suppose m ≥ 4 and let PX = QXLX be the parabolic subgroup
of X with ∆(L′X) = {β1, . . . , βm−1}. Let Wj be the j-th QX-level of W and let
ℓ ≥ 0 be minimal such that [W,Qℓ+1X ] = 0.
(a) If δ = aδ1 + aδm then ℓ = 2a and the following hold:
(i) dimW0 =
(
m−1+a
a
)
≥ m, dimWℓ/2 ≥ 5 and dimWj ≥ 2 for all
1 ≤ j < ℓ/2;
(ii) Wj |L′
X
is nontrivial for all j ≥ 0;
(iii) If a = 1 then dimW1 = m
2 − ǫ, where ǫ = 1 if p divides m + 1,
otherwise ǫ = 0.
(b) Suppose m is odd and δ = δ(m+1)/2. Then ℓ = 1 and W0|L′
X
has highest
weight δ(m+1)/2|L′
X
, so dimW0 =
(
m−1
(m−1)/2
)
.
Proof. This is similar to the proof of Lemma 3.6.8. First consider (a), so
δ = aδ1 + aδm. To establish the lower bound on dimWj we exhibit suitably many
distinct weights at level j, working in the Weyl module WX(δ). In this way, we
also deduce that each Wj |L′
X
is nontrivial; we ask the reader to check the details.
In addition, Lemma 2.7.3(ii) indicates that W0 ∼= W/[W,QX ] has highest weight
aδ1|L′
X
, so [23, 1.14] implies that dimW0 =
(
m−1+a
a
)
as claimed.
50 3. THE CASE H0 = Am
Now assume a = 1. Then W1|L′
X
has a composition factor U1 of highest weight
(δ − βm)|L′
X
= (δ1 + δm−1)|L′
X
, and any other composition factor of W1|L′
X
has
highest weight (δ −
∑m
j=1 βj)|L′X = 0. By Lemma 3.6.1 we have dimW = (m +
1)2 − 1 − ǫ (where ǫ is defined as in part (iii) of (a)), whereas dimU1 = m
2 − 2 if
p divides m, otherwise dimU1 = m
2 − 1. Using Lemma 2.2.4 we can compute the
multiplicity of the weight δ−
∑m
j=1 βj in both W and W1, which yields the number
of trivial composition factors in W1. Indeed, we find that there is a single trivial
factor inW1 when m(m+1) 6≡ 0 (mod p), there are no factors when p divides m+1,
and two trivial factors inW1 when p divides m. We conclude that dimW1 = m
2−ǫ.
To prove (b), first observe that Lemma 2.7.3(ii) implies that W0 ∼=W/[W,QX ]
is an irreducible KL′X-module with highest weight δ(m+1)/2|L′X , so
dimW0 = dimΛ
(m−1)/2(U) =
(
m
(m− 1)/2
)
,
where U is the natural KL′X-module. Finally, since
dimW = dimΛ(m+1)/2(W ′) =
(
m+ 1
(m+ 1)/2
)
= 2dimW0,
where W ′ is the natural KX-module, we conclude that ℓ = 1. 
3.6.3. The case δ = aδi + aδm+1−i.
Lemma 3.6.10. Suppose (G,H, V ) ∈ T and δ = aδi + aδm+1−i. Then i = 1.
Proof. Seeking a contradiction, let us assume i ≥ 2. By considering the
dimensions of the UX -levels ofW (corresponding to a t-stable Borel subgroup BX =
UXTX of X) given in Proposition 3.6.2, and applying Lemma 2.8.2, we deduce that
a2 = 1. In addition, since the UX-level of the lowest weight −δ is even (the level is
2ai(m+ 1− i)), Lemma 2.8.2 also implies that an = 0.
Let PX = QXLX be the t-stable parabolic subgroup of X with L
′
X = Am−2
and ∆(L′X) = {β2, . . . , βm−1}. Let Wj denote the j-th QX -level of W and let
P = QL be the corresponding parabolic subgroup of G (constructed as in Lemma
2.7.1). In view of Lemma 3.6.8(a) we deduce that L′ = L1 · · ·Lr, where r = 2a+ 1
and each Lj is simple with natural module Yj = Wj−1. Since L
′
X 6 L
′, there is a
natural projection map πj : L
′
X → Lj for each j. Moreover, since Yj |L′X = Wj−1|L′X
is nontrivial (see Lemma 3.6.8(a)) it follows that πj(L
′
X) is nontrivial, so we may
view L′X as a subgroup of Lj for all j. Now Y1 = W0
∼= W/[W,QX ] so Lemma
2.7.3(ii) implies that Y1|L′
X
is irreducible (with highest weight (aδi+aδm+1−i)|L′
X
),
while Yj |L′
X
is reducible for all j ≥ 2 (see Lemma 3.6.8(a)(iii)). Also note that
dimY1 ≥ 7 (minimal if (m, a, i, p) = (4, 1, 2, 3)).
By Lemma 2.7.3, V/[V,Q] is a p-restricted irreducible KL′-module (with high-
est weight λ|T∩L′), so we may write
V/[V,Q] =M1 ⊗ · · · ⊗Mr
where each Mj is a p-restricted irreducible KLj-module. Moreover, since PX is
t-stable, Lemma 2.8.1 implies that
V/[V,Q] = V/[V,QX ] = V1/[V1, QX ]⊕ V2/[V2, QX ] (3.8)
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as KL′X -modules. By Lemma 2.7.3(ii), V1/[V1, QX ] and V2/[V2, QX ] are irreducible
KL′X-modules with TL′X -highest weights c2δ2+ · · ·+ cm−1δm−1 and cm−1δ2+ · · ·+
c2δm−1, respectively (recall that V1 has TX -highest weight µ1 =
∑
i ciδi).
Since Y1|L′
X
is irreducible with symmetric highest weight δ′ = (aδi+aδm+1−i)|L′
X
,
it follows that L′X fixes a non-degenerate form on Y1 (since δ
′ is fixed under the
graph automorphism of L′X induced by t) and thus
L′X < Cl(Y1) < L1,
where Cl(Y1) is a simple symplectic or orthogonal group with natural module Y1.
In addition, since a2 = 1, we note that M1 is nontrivial and M1 6= Y1, Y
∗
1 . We
consider the restriction of M1 to Cl(Y1).
SupposeM1|Cl(Y1) is irreducible. Then the configuration (Cl(Y1), L1,M1) must
be one of the cases in [23, Table 1]. Since a2 = 1 and dimY1 ≥ 7, close inspection of
this table reveals that there are only three possibilities (each with p 6= 2), labelled
I′1, I2 and I4:
(i) I′1 with (a, b, k) = (p− 2, 1, 1) or (1, p− 2, 2);
(ii) I2 with k = 2;
(iii) I4 with k = 2.
(Note that dimY1 6= 10, so case I8 in [23, Table 1] does not arise here.) We
can immediately eliminate case (i) since the configuration in [23, Table 1] requires
Cl(Y1) = Sp(Y1), but Lemma 3.6.7 implies that L
′
X < SO(Y1) since p 6= 2. In (ii)
and (iii) we have M1 = Λ
2(Y1) as a KL1-module. However, Lemma 3.3.1 implies
that M1|L′
X
has at least three composition factors, which contradicts (3.8).
Therefore M1|Cl(Y1) is reducible, so M1|L′X is also reducible. More precisely, in
view of (3.8), L′X has exactly two composition factors on M1, so M1|Cl(Y1) also has
exactly two composition factors, say U1 and U2. By applying Steinberg’s tensor
product theorem, we may write
U1 ∼= S
(q1)
1 ⊗ S
(q2)
2 ⊗ · · · ⊗ S
(qk)
k
for some k ≥ 1, where k = q1 = 1 if p = 0, otherwise each Sj is a nontrivial
p-restricted irreducible KCl(Y1)-module, the qj are certain powers of p, and S
(qj)
j
is the twist of Sj by a suitable standard Frobenius morphism of Cl(Y1). Note
that each Sj is an irreducible KL
′
X-module since U1 is also a KL
′
X-composition
factor of M1|L′
X
. Since a2 = 1, there exists some j such that the highest weight
of Sj as a KCl(Y1)-module has a non-zero coefficient on the second fundamental
dominant weight (see Lemma 2.2.5). Therefore Sj 6= Y1, Y
∗
1 and thus the configu-
ration (L′X , Cl(Y1), Sj) must occur in [23, Table 1]. (Note that Sj may be tensor
decomposable as a KCl(Y1)-module in some special cases (by Proposition 2.3.1,
this can only happen if p = 2 and Cl(Y1) is of type B or C). In this situation,
Sj = Sj,1⊗Sj,2 and at least one of the configurations (L
′
X , Cl(Y1), Sj,k) must occur
in [23, Table 1].) However, using the known action of L′X on Y1, it is easy to check
that no examples of this form arise. This final contradiction completes the proof of
the lemma. 
Lemma 3.6.11. Suppose (G,H, V ) ∈ T and δ = aδ1 + aδm with a ≥ 2. Then
a = 2 and (a1, a2) = (0, 1).
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Proof. Here p 6= 2 since δ is p-restricted, so G is an orthogonal group (see
Lemma 3.6.7). As in the previous case, by considering a t-stable Borel subgroup
BX = UXTX of X , and by applying Lemma 2.8.2 and Proposition 3.6.2, we deduce
that a2 = 1 and ai = 0 for all i such that αi ∈ ∆(L
′) \ {α2}, where P = QL is the
usual parabolic subgroup of G constructed from the UX -levels of W .
Let PX = QXLX be the t-stable parabolic subgroup of X with ∆(L
′
X) =
{β2, . . . , βm−1}, so L
′
X = Am−2. Let Wj denote the j-th QX -level of W and let
P = QL be the corresponding parabolic subgroup of G. Write L′ = L1 · · ·Lr where
each Lj is simple with natural module Yj = Wj (here we are using part (a) of
Lemma 3.6.8). In particular, r = ℓ/2 = 2a where ℓ = 4a is the QX -level of the
lowest weight −δ. Now L′X 6 L
′ and Lemma 3.6.8(a)(iv) states that each Yj |L′
X
is nontrivial, so we may view L′X as a subgroup of Lj. In addition, by Lemma
3.6.8(a)(iii), we note that Yj |L′
X
is reducible for all j.
Since V/[V,Q] is an irreducible KL′-module we have V/[V,Q] = M1⊗· · ·⊗Mr
where eachMj is a p-restricted irreducible KLj-module. Also note that (3.8) holds
since PX is t-stable. Suppose M1|L′
X
is irreducible. Now M1 is nontrivial since
a2 = 1, and we note that M1 6= Y1, Y
∗
1 since we have already observed that Y1|L′X is
reducible. Therefore we have a configuration (L′X , L1,M1), where the restriction of
M1 to L
′
X is irreducible, but L
′
X acts reducibly on the natural KL1-module. This
contradicts Corollary 2.9.2, so M1|L′
X
must be reducible. More precisely, in view of
(3.8), M1|L′
X
has exactly two composition factors, and Mj |L′
X
is irreducible for all
j > 1. A further application of Corollary 2.9.2 reveals that Mj |L′
X
is trivial for all
j > 1, whence
V/[V,Q] = M1 = V/[V,QX ] = V1/[V1, QX ]⊕ V2/[V2, QX ] (3.9)
as KL′X-modules.
By Lemma 3.6.8, dimW1 = 2(m − 1). Also every weight in Y1 = W1 occurs
under δ − β1 or δ − βm, so Y1|L′
X
has exactly two composition factors, with corre-
sponding TL′
X
-highest weights δ2|L′
X
and δm−1|L′
X
(in other words, Y1|L′
X
= U⊕U∗,
where U is the natural KL′X-module).
First assume V1/[V1, QX ] ∼= V2/[V2, QX ] as KL
′
X-modules, which implies that
cj = cm+1−j for all j ≥ 2. (3.10)
(Consequently, c1 6= cm since V1 and V2 are non-isomorphicKX-modules by Propo-
sition 2.6.2.) Let us switch to the parabolic subgroup PX = QXLX of X with
L′X = Am−1 and ∆(L
′
X) = {β1, . . . , βm−1}. As usual, let Wj be the j-th QX -
level of W and let P = QL be the corresponding parabolic subgroup of G. By
Lemma 3.6.9(a) we have L′ = L1 · · ·Lr and each Lj is simple with natural module
Yj = Wj−1. Furthermore, each projection map πj : L
′
X → Lj is nontrivial, so we
may view L′X 6 Lj for all j. Since V/[V,Q] is an irreducible KL
′-module (see
Lemma 2.7.3(i)) we have V/[V,Q] = M1⊗ · · ·⊗Mr where each Mj is a p-restricted
irreducible KLj-module.
Since (3.10) holds and c1 6= cm, it follows that
m∑
j=1
jcj 6=
m∑
j=1
(m+ 1− j)cj . (3.11)
3.6. THE CASE H0 = Am, m ≥ 4 53
Therefore Lemma 3.2.3 implies that V/[V,Q] is an irreducible KL′X-module, so
each Mj is also irreducible as a KL
′
X-module. Now Y1 = W0
∼= W/[W,QX ] is also
an irreducible KL′X-module with TL′X -highest weight aδ1|L′X (by Lemma 2.7.3(ii)),
and we observe that M1 6= Y1, Y
∗
1 since a2 = 1. Therefore we have a configuration
(L′X , L1,M1) which must appear in [23, Table 1], and by inspecting this table we
deduce that a = 2 and M1 = Λ
2(Y1) is the only possibility (this is the case labelled
I7 in [23, Table 1]). In particular, we have a = 2 and (a1, a2) = (0, 1) as required.
Now assume V1/[V1, QX ] 6∼= V2/[V2, QX ] as KL
′
X-modules, where PX = QXLX
is the t-stable parabolic subgroup of X with ∆(L′X) = {β2, . . . , βm−1}. Define the
Lj, Yj and Mj as before (corresponding here to the parabolic subgroup P = QL
constructed from PX). Let U denote the natural KL
′
X-module and observe that
L′X < J
0 < L1, where J = Am−2Am−2T1.2 is the stabilizer in L1 of the direct
sum decomposition Y1 = U ⊕ U
∗. Now L′X〈t〉 acts irreducibly on M1 (since (3.9)
holds and V1/[V1, QX ] 6∼= V2/[V2, QX ]), so J = J
0.2 must also act irreducibly on
M1 (since t interchanges U and U
∗ we have L′X〈t〉 < J). Now J is a maximal
C2-subgroup of L1 = A2m−3 and thus the configuration (J, L1,M1) must be one of
the cases recorded in the main theorem of [6] on geometric subgroups (note that
M1 is nontrivial since a2 = 1). However, by inspecting [6] we see that M1 = Y1 or
Y ∗1 are the only possibilities, and the latter is ruled out since a2 = 1. Therefore
M1 = Y1. We have previously observed that Y1|L′
X
has exactly two composition
factors, with corresponding TL′
X
-highest weights δ2|L′
X
and δm−1|L′
X
, and we recall
that (3.9) holds. Since M1 = Y1, by relabelling if necessary, we may assume that
V1/[V1, QX ] has TL′
X
-highest weight δ2|L′
X
, while V2/[V2, QX ] has highest weight
δm−1|L′
X
. In particular, V1 and V2 have TX -highest weights c1δ1 + δ2 + cmδm and
cmδ1 + δm−1 + c1δm, respectively.
As before, we now switch to the maximal parabolic subgroup PX = QXLX
with ∆(L′X) = {β1, . . . , βm−1}. Let Wj be the j-th QX -level of W and write
L′ = L1 · · ·Lr, where each Lj is simple with natural module Yj = Wj−1. As usual
we may view L′X 6 Lj for all j, and write V/[V,Q] =M1⊗· · ·⊗Mr, where eachMj
is a p-restricted irreducible KLj-module. Using the expressions for the TX -highest
weights of V1 and V2 obtained in the previous paragraph, together with the bound
m ≥ 4, we deduce that (3.11) holds and thus Lemma 3.2.3 implies that V/[V,Q] is
an irreducible KL′X -module. Therefore M1 is an irreducible KL
′
X-module and we
have a configuration (L′X , L1,M1), where Y1|L′X has highest weight aδ1|L′X . Once
again, by inspecting [23, Table 1] we deduce that a = 2 and M1 = Λ
2(Y1) is the
only possibility. 
Lemma 3.6.12. If δ = 2δ1 + 2δm then (G,H, V ) 6∈ T .
Proof. First observe that p 6= 2 since δ is p-restricted. Seeking a contradic-
tion, let us assume (G,H, V ) ∈ T . By Lemma 3.6.11, we have (a1, a2) = (0, 1). Let
PX = QXLX be the t-stable parabolic subgroup of X with ∆(L
′
X) = {β1, βm}, let
Wj denote the j-th QX -level of W , and construct the parabolic subgroup P = QL
of G in the usual way. Write L′ = L1 · · ·Lr and V/[V,Q] = M1 ⊗ · · · ⊗Mr, where
each Lj is simple with natural module Yj = Wj−1, and each Mj is a p-restricted
irreducible KLj-module (see Lemma 3.6.9(a)). Note that Y1 = W0 ∼= W/[W,QX ]
is an irreducible KL′X -module with highest weight (2δ1+2δm)|L′X , so we may view
L′X = A1A1 as a subgroup of L1 = A8. We can now apply Lemma 2.10.4 with
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UX -level TX -weight T -weight Root restriction
0 δ λ1
1 δ − β1 λ1 − α1 α1|X = β1
δ − β4 λ1 − α1 − α2 α2|X = β4 − β1
2 δ − β3 − β4 λ1 −
∑3
i=1 αi α3|X = β3
δ − β1 − β2 λ1 −
∑4
i=1 αi α4|X = β1 + β2 − β3 − β4
δ − β1 − β4 λ1 −
∑5
i=1 αi α5|X = β4 − β2
3 δ − β1 − β2 − β4 λ1 −
∑6
i=1 αi α6|X = β2
δ − β1 − β3 − β4 λ1 −
∑7
i=1 αi α7|X = β3 − β2
δ − β1 − β2 − β3 λ1 −
∑8
i=1 αi α8|X = β2 − β4
δ − β2 − β3 − β4 λ1 −
∑9
i=1 αi α9|X = β4 − β1
4 δ − β1 − β2 − β3 − β4 λ1 −
∑10
i=1 αi α10|X = β1
λ1 −
∑11
i=1 αi α11|X = 0
λ1 −
∑10
i=1 αi − α12 α12|X = 0 (p 6= 5 only)
Table 3.10
respect to the triple (L′X , L1,M1), and we deduce that M1|L′X has more than two
composition factors (recall that a2 = 1). This is a contradiction (indeed, (3.8) holds
by the t-stability of PX). 
3.6.4. The case δ = δ1 + δm. Here W is the nontrivial composition factor of
the Lie algebra L(X), so the non-zero TX-weights in W are in bijection with the
roots of X . In addition, dimW = m2 + 2m − ǫ, where ǫ = 1 if p divides m + 1,
otherwise ǫ = 0, and [5, Table 2] indicates that G is symplectic if and only if p = 2
and m ≡ 1 (mod 4).
Lemma 3.6.13. Suppose (G,H, V ) ∈ T and δ = δ1 + δm. Then a2 = 1.
Proof. Let BX = UXTX be a t-stable Borel subgroup of X and letWj denote
the j-th UX-level of W . Let ℓ = 2m denote the UX -level of the lowest weight −δ.
By Lemma 3.6.1 we have dimWj = j + 1 for all j < m, while dimWm = m − ǫ,
where ǫ = 1 if p divides m + 1, otherwise ǫ = 0. Therefore Lemma 2.8.2 implies
that a2 = 1 if m ≥ 6. We need to treat the cases m = 4, 5 separately.
Suppose m = 4, so ℓ = 8 and Lemma 3.6.1 implies that dimW = 24 − δ5,p.
Further, as noted above, G is orthogonal. Let P = QL be the corresponding
parabolic subgroup of G constructed in the usual way. Then L′ = L1L2L3L4 where
each Li with 1 ≤ i ≤ 3 is simple with natural module Yi = Wi. By applying
Remark 2.7.7 we may order the T -weights in W at levels 0 to 3 so that we obtain
the root restrictions listed in Table 3.10 (note that there is a single TX -weight at
level 4, namely the zero weight).
By Lemma 2.8.2 we deduce that {a2, a11} = {0, 1} if p = 5, otherwise {a2, a11+
a12} = {0, 1}. Recall that V |X = V1 ⊕ V2, where V1 and V2 have highest weights
µ1 = λ|X and µ2, respectively. Suppose that a11 6= 0. Then a11 = 1 and the weight
λ − α11 ∈ Λ(V ) restricts to µ1 as a TX-weight. Using Lemma 3.2.1, one checks
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that µ1 is under µ2 only if µ1 = µ2. As this is not the case (indeed, V1 and V2 are
non-isomorphic by Proposition 2.6.2), it follows that the multiplicity of µ1 in V1
is at least 2, which is a contradiction. Therefore a11 = 0. If p 6= 5 then a similar
argument yields a12 = 0. Hence a2 = 1, as required.
To complete the proof of the lemma we may assume that m = 5, so ℓ = 10. By
Lemma 3.6.1 we have dimWi = i+ 1 for all 0 ≤ i ≤ 4, and dimW5 = 4 if p = 2 or
3, otherwise dimW5 = 5. In particular, if p 6= 2, 3 then Lemma 2.8.2 implies that
a2 = 1. Similarly, if p = 2 then dimW = 34 and G = C17 (see [5, Table 2]), and
once again we deduce that a2 = 1.
Finally suppose that p = 3. Here dimW = 34 and Lemma 3.6.7 implies that
G = D17. Let P = QL be the parabolic subgroup of G constructed from the
Borel subgroup BX = UXTX of X , so L
′ = L1L2L3L4L5, where each Li is simple
with natural module Yi = Wi. We now argue as in the case m = 4, using root
restrictions, to show that a2 = 1. We leave the details to the reader. 
Lemma 3.6.14. Suppose (G,H, V ) ∈ T and δ = δ1 + δm. Then λ = a1λ1 +
λ2 + a2m−1λ2m−1.
Proof. Let PX = QXLX be the parabolic subgroup of X with ∆(L
′
X) =
{β2, . . . , βm−1}. Let Wi denote the i-th QX -level of W and note that ℓ = 4 is
the QX-level of the lowest weight −δ. Then dimW0 = 1 and as in the proof of
Lemma 3.6.8 we find that W1|L′
X
has exactly two composition factors, with highest
weights δ2|L′
X
and δm−1|L′
X
, respectively. (In other words, W1|L′
X
= U ⊕U∗ where
U is the natural KL′X-module.) Let P = QL be the corresponding parabolic
subgroup of G constructed from the QX -levels of W . Write L
′ = L1L2, where
each Li is simple with natural module Yi = Wi (note that L1 = A2m−3 and L2
is a classical group). By Lemma 3.6.8, L′X acts nontrivially on each Yi, so the
projection maps πi : L
′
X → Li are nontrivial and we may view L
′
X as a subgroup
of Li. Finally, note that V/[V,Q] is an irreducible KL
′-module (Lemma 2.7.3(i)),
so V/[V,Q] = M1 ⊗M2 and each Mi is a p-restricted irreducible KLi-module.
Suppose M1|L′
X
is irreducible. Then M1 6= Y1, Y
∗
1 (since Y1|L′X is reducible),
and we note that M1 is nontrivial since a2 = 1. Therefore we have a configuration
(L′X , L1,M1), where M1|L′X is irreducible but L
′
X is reducible on the natural KL1-
module. Such a situation is ruled out by Corollary 2.9.2, soM1|L′
X
must be reducible
(with exactly two composition factors) and hence M2|L′
X
is irreducible (here we
are using the fact that V/[V,Q] has exactly two KL′X-composition factors, which
follows from (3.8)). In addition, we observe that Y2|L′
X
has at least two composition
factors, with highest weights 0 and (δ2 + δm−1)|L′
X
. Therefore M2 6= Y2, Y
∗
2 and
thus Corollary 2.9.2 implies that M2 is trivial, so ai = 0 for all i ≥ 2m (since
∆(L2) = {α2m, α2m+1, . . . , αn}).
To complete the proof it remains to show that M1 = Y1. As in the proof of
Lemma 3.6.11, we observe that L′X < J
0 < L1, where J is a maximal C2-subgroup
of L1 stabilizing the decomposition Y1 = U ⊕U
∗ of the natural KL1-module. Now
M1|L′
X
has exactly two composition factors, so M1|J0 has at most two. However,
if we assume M1 6= Y1 (note that M1 6= Y
∗
1 since a2 = 1) then Lemma 3.2.5
reveals that M1|J0 has at least three composition factors. This is a contradiction,
so M1 = Y1 as required. 
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Lemma 3.6.15. Suppose (G,H, V ) ∈ T and δ = δ1 + δm. Then λ = λ2.
Proof. By Lemma 3.6.14 we may assume that λ = a1λ1 + λ2 + a2m−1λ2m−1.
First we will show that a2m−1 = 0.
Let PX = QXLX be the parabolic subgroup ofX with ∆(L
′
X) = {β1, . . . , βm−1},
and construct the corresponding parabolic subgroup P = QL of G in the usual way.
Let Wi be the i-th QX -level of W , and note that ℓ = 2 is the QX -level of the lowest
weight −δ. By Lemma 3.6.9(a) we have dimW0 = m and dimW1 = m
2 − ǫ,
where ǫ = 1 if p divides m + 1, otherwise ǫ = 0. Write L′ = L1L2 where
each Li is simple with natural module Yi = Wi−1. Note that L1 = Am−1 and
∆(L1) = {α1, . . . , αm−1}. Also write V/[V,Q] = M1 ⊗ M2 where each Mi is a
p-restricted irreducible KLi-module. Since λ1|X = δ1 and π1(L
′
X) = Am−1, we
may assume that the T -weights in W at level 0 restrict as TX -weights so that
(λ1 −
∑j
k=1 αk)|X = δ −
∑j
k=1 βk for all 1 ≤ j ≤ m − 1. This implies that
αj |X = βj for all 1 ≤ j ≤ m− 1.
Since M1 is an irreducible KL1-module of highest weight (a1λ1 + λ2)|L1 , it
follows from the above root restrictions that M1|L′
X
is irreducible of highest weight
(a1δ1+ δ2)|L′
X
. In particular, µ1 = a1δ1+ δ2+ cmδm and µ2 = cmδ1+ δm−1+a1δm,
where as usual µi is the highest weight of the irreducible KX-module Vi in the
decomposition V = V1 ⊕ V2 (we label the Vi so that µ1 = λ|X). Since m ≥ 4 we
have a1 + 2 + mcm 6= ma1 + (m − 1) + cm and thus Lemma 3.2.3 implies that
V/[V,Q] is an irreducible KL′X-module (and without loss of generality, we may
assume V/[V,Q] ∼= V1/[V1, QX ] as KL
′
X -modules). In particular, M1 and M2 are
both irreducible KL′X-modules.
Next we observe that Y2|L′
X
is nontrivial as it affords a composition factor of
highest weight (δ1 + δm−1)|L′
X
. Therefore the projection map π2 : L
′
X → L2 is
nontrivial, so we may view L′X as a (proper) subgroup of L2. Consider the triple
(L′X , L2,M2). Here M2 is a p-restricted irreducible KL2-module and M2|L′X is
irreducible. If Y2|L′
X
is reducible then Corollary 2.9.2 implies that M2 is trivial and
thus a2m−1 = 0. Now assume Y2|L′
X
is irreducible, so Y2|L′
X
has highest weight
(δ1 + δm−1)|L′
X
. Now M2 6= Y2, Y
∗
2 (since λ = a1λ1 + λ2 + a2m−1λ2m−1), so the
configuration (L′X , L2,M2) must be one of the cases listed in [23, Table 1]. However,
the only possibility is the case labelled S7, with m = 4, p = 2 and L2 = D7, but
this implies that dimY2 = 14, which contradicts Lemma 3.6.9(a)(iii).
We have now reduced to the case λ = a1λ1 + λ2 and so it remains to show
that a1 = 0. Seeking a contradiction, assume a1 6= 0. Here we generalize part
of the argument given in the proof of [9, Lemma 3.5]. Let PX = QXLX be the
maximal parabolic subgroup of X with ∆(L′X) = {β1, β3, . . . , βm} and construct
the corresponding parabolic subgroup P = QL of G in the usual way. Let Wi
denote the i-th QX-level of W and note that ℓ = 2 is the level of the lowest weight
−δ. Then L′ = L1L2, where each Li is simple with natural module Yi =Wi−1. Let
πi : L
′
X → Li be the i-th projection map and write V/[V,Q] = M1 ⊗M2, where
each Mi is a p-restricted irreducible KLi-module.
Suppose V/[V,Q] is an irreducible KL′X-module, so each Mi is also irreducible
as a KL′X-module. Now W0
∼= W/[W,QX ] is an irreducible KL
′
X-module with
highest weight δ|L′
X
, so Y1|L′
X
= VL′
X
((δ1 + δm)|L′
X
) and thus π1(L
′
X) = A1Am−2.
In particular, we may view L′X as a proper subgroup of L1. Consider the triple
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(L′X , L1,M1). Here M1 is a p-restricted irreducible KL1-module and M1 6= Y1, Y
∗
1
since a2 = 1. Therefore [23, Theorem 1] implies that this triple (L
′
X , L1,M1) must
appear in [23, Table 1], but by inspection we see that there are no compatible
examples. This is a contradiction, whence V/[V,Q] is a reducible KL′X-module.
More precisely, as KL′X-modules we have
V/[V,Q] = V1/[V1, QX ]⊕ V2/[V2, QX ],
so the weights µ1 and µ2 both occur with non-zero multiplicity in V/[V,Q].
Let Z = Z(LX)
0 and note that Z 6 Z(L) since L = CG(Z) (see Lemma 2.7.1).
Now V/[V,Q] is an irreducible KL-module, so Z(L) acts as scalars on V/[V,Q] (by
Schur’s lemma) and thus µ1|Z = µ2|Z . Since
Z =
{
hβ1(c
m−1)hβ2(c
2(m−1))hβ3(c
2(m−2)) . . . hβm−1(c
4)hβm(c
2) | c ∈ K∗
}
this implies that
(m− 1)a1 + 2(m− 1) + 2cm = (m− 1)cm + 4 + 2a1.
In particular, cm = a1 + 2 since m ≥ 4.
Now let PX = QXLX be the parabolic subgroup of X with ∆(L
′
X) = {β1, βm}.
As usual, let Wi be the i-th QX -level of W and let P = QL be the corresponding
parabolic subgroup of G. We have L′ = L1 · · ·Lr and V/[V,Q] = M1 ⊗ · · · ⊗Mr,
where each Li is simple with natural module Yi = Wi−1, and each Mi is a p-
restricted irreducible KLi-module. The weights at level 0 are δ, δ−β1, δ−βm and
δ− β1 − βm, so dimW0 = 4 and thus L1 = A3. Since λ = a1λ1 + λ2 it follows that
Mi is a trivial KLi-module for all i ≥ 2 and so V/[V,Q] = M1 as a KL
′-module.
In addition, we note that V/[V,Q]|L1 has highest weight (a1λ1 + λ2)|L1 . Since PX
is t-stable, Lemma 2.8.1 implies that
V/[V,Q] = V1/[V1, QX ]⊕ V2/[V2, QX ]
as KL′X-modules, and dim V/[V,Q] = 2 dimV1/[V1, QX ]. We also note that
V1/[V1, QX ] = VL′
X
((a1δ1 + (a1 + 2)δm)|L′
X
).
If a1 6= p − 2 then Lemma 2.10.5 immediately implies that V/[V,Q] has more
than twoKL′X-composition factors, which is a contradiction. (Here we are applying
Lemma 2.10.5 with G = L1, Y = L
′
X , V = V/[V,Q] and W = Y1. Note that Y1|L′X
is irreducible with highest weight (δ1 + δm)|L′
X
, so we may view L′X = A1A1 as a
subgroup of L1 = A3.)
Finally, let us consider the case a1 = p−2. Note that p 6= 2 since we are assum-
ing a1 6= 0. Now V1/[V1, QX ] = VL′
X
(((p − 2)δ1 + pδm)|L′
X
), so dimV1/[V1, QX ] =
2(p− 1) and thus dimV/[V,Q] = 4(p− 1). However, if p = 3, 5 or 7 then [19, Table
A.7] implies that dimV/[V,Q] > 4(p − 1), which is a contradiction. For example,
if p = 3 then a1 = 1 and dimV/[V,Q] = dimVA3(λ1 + λ2) = 16. For p > 7, each
weight λ− kα1 with 0 ≤ k < (p− 3)/2 is dominant and it has precisely 4!/2 = 12
distinct W(A3)-conjugates (where W(A3) is the Weyl group of A3), whence
dim V/[V,Q] ≥ 12 · (p− 3)/2 = 6(p− 3) > 4(p− 1),
which once again is a contradiction. 
Lemma 3.6.16. If δ = δ1 + δm then (G,H, V ) 6∈ T .
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Proof. By Lemma 3.6.15 we may assume that λ = λ2. By Lemma 2.4.1, if
p 6= 2 then G = SO(W ) and thus V = Λ2(W ). Otherwise, V is the unique nontrivial
composition factor of Λ2(W ). Seeking a contradiction, suppose (G,H, V ) ∈ T .
Recall that V |X = V1 ⊕ V2, where V1 and V2 have TX-highest weights
µ1 = λ|X = 2δ − β1 = δ2 + 2δm, µ2 = 2δ − βm = 2δ1 + δm−1,
respectively. We now proceed as in the proof of Lemma 3.3.1; it suffices to find a
weight TX-weight ν such that mV (ν) > mV1(ν) +mV2(ν).
Consider the weight
ν = λ− β2 − · · · − βm = 2δ − β1 − · · · − βm ∈ Λ(V ).
First assume p 6= 2. We claim that mV (ν) = 2m − 1 − ǫ, where ǫ = 1 if p divides
m+1, otherwise ǫ = 0. To see this, we determine the different pairs ω1, ω2 ∈ Λ(W )
such that ω1+ω2 = ν. If µ = δ∧ (δ−β1−· · ·−βm) then Lemma 2.2.4 implies that
mV (µ) = m− ǫ. The only other suitable pairs of weights ω1, ω2 are of the form
ω1 ∧ ω2 =

δ − i∑
j=1
βj

 ∧

δ − m∑
j=i+1
βj


with 1 ≤ i ≤ m− 1, and each of these weights has multiplicity 1. This establishes
the claim. Now, a further application of Lemma 2.2.4 implies that ν has multiplicity
m− 1 − ǫ in V1, and similarly ν = µ2 − β1 − · · · − βm−1 has the same multiplicity
in V2, whence mV (ν) > mV1(ν) +mV2(ν), which is a contradiction.
Finally, if p = 2 then V1 = V
(2)
11 ⊗V12 as KX-modules, where V11 and V12 have
TX-highest weights δm and δ2, respectively. Therefore
mV (ν) ≥ 2m− 2 > mV1(ν) +mV2(ν) = 2mV1(ν) = 2
and this final contradiction rules out the case λ = λ2. 
3.6.5. The case δ = δ(m+1)/2. By Corollary 3.6.6, in order to complete the
proof of Theorem 3.1.1 we may assume δ = δ(m+1)/2, where m ≥ 5 is odd. We start
by dealing with the case m = 5.
Lemma 3.6.17. Suppose X = A5 and δ = δ3. Then (G,H, V ) ∈ T if and only
if G = C10, p 6= 2, 3, λ = λ3 and λ|X = δ1 + 2δ4 or 2δ2 + δ5.
Proof. Here dimW = 20 and G = D10 if p = 2, otherwise G = C10 (see [5,
Table 2]). Write V |X = V1 ⊕ V2, where V1 and V2 are irreducible KX-modules
interchanged by t, with highest weights µ1 =
∑5
i=1 ciδi and µ2 =
∑5
i=1 c6−iδi,
respectively. Without loss of generality, we assume that λ|X = µ1.
Let BX = UXTX be a t-stable Borel subgroup of X , let Wi denote the i-th
UX-level of W and let ℓ be the level of the lowest weight −δ. Then ℓ = 9 and
we calculate that dimW0 = dimW1 = 1, dimW2 = 2 and dimW3 = dimW4 = 3,
so Lemma 2.8.2 implies that a3 = 1. In addition, Lemma 2.8.2 also implies that
a6 = 0. By appealing to Remark 2.7.7 we may order the T -weights in W at levels
0 to 3 to give the root restrictions presented in Table 3.11.
Next let PX = QXLX be the t-stable parabolic subgroup of X with ∆(L
′
X) =
{β2, β3, β4}, let P = QL be the corresponding parabolic subgroup of G and let Wi
be the i-th QX-level of W . Then ℓ = 2 is the QX-level of the lowest weight, and we
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UX -level TX -weight T -weight Root restriction
0 δ λ1
1 δ − β3 λ1 − α1 α1|X = β3
2 δ − β2 − β3 λ1 − α1 − α2 α2|X = β2
δ − β3 − β4 λ1 − α1 − α2 − α3 α3|X = β4 − β2
3 δ − β2 − β3 − β4 λ1 − α1 − α2 − α3 − α4 α4|X = β2
δ − β1 − β2 − β3 λ1 −
∑5
i=1 αi α5|X = β1 − β4
δ − β3 − β4 − β5 λ1 −
∑6
i=1 αi α6|X = β4 + β5 − β1 − β2
Table 3.11
have dimW0 = 6 and dimW1 = 8. Write L = L1L2, where L1 = A5, and L2 = D4
or C4 if p = 2 or p 6= 2, respectively. Let Yi be the natural module for Li and note
that Yi = Wi−1. Also write V/[V,Q] = M1 ⊗M2 where each Mi is a p-restricted
irreducible KLi-module. As usual, let πi be the projection from L
′
X to Li. Now
Y1|L′
1
is irreducible of highest weight δ3|L′
X
, while Y2|L′
X
has two composition factors
of highest weights δ4|L′
X
and δ2|L′
X
. Therefore π1(L
′
X) = π2(L
′
X) = A3 so we may
view L′X as a proper subgroup of both L1 and L2.
By Lemma 2.8.1 we have
V/[V,Q] = V/[V,QX ] = V1/[V1, QX ]⊕ V2/[V2, QX ]
asKL′X-modules, where V1/[V1, QX ] and V2/[V2, QX ] are irreducibleKL
′
X-modules.
Suppose M1|L′
X
is irreducible and consider the triple (L′X , L1,M1). Then L
′
X is a
proper subgroup of L1, M1 is a nontrivial p-restricted irreducible KL1-module, and
M1 6= Y1, Y
∗
1 since a3 = 1. Then [23, Theorem 1] implies that this configuration
is one of the cases listed in [23, Table 1], but we see that there are no compati-
ble examples. This is a contradiction, so M1|L′
X
is reducible, and thus M2|L′
X
is
irreducible.
Next suppose M2 is nontrivial and consider the triple (L
′
X , L2,M2). Recall
that Y2|L′
X
has two composition factors, so M2 6= Y2, Y
∗
2 since M2|L′X is irreducible.
This situation is ruled out by Corollary 2.9.2, so M2 is trivial and thus
V/[V,Q1] = M1 = V1/[V1, QX ]⊕ V2/[V2, QX ] (3.12)
as KL′X-modules.
We claim that V1/[V1, QX ] and V2/[V2, QX ] are non-isomorphic KL
′
X-modules.
Seeking a contradiction, let us assume they are isomorphic. As KL′X-modules,
V1/[V1, QX ] and V2/[V2, QX ] have respective highest weights (c2δ2+c3δ3+c4δ4)|L′
X
and (c4δ2 + c3δ3 + c2δ4)|L′
X
, so if these two modules are isomorphic then c2 = c4.
In particular, since V1 and V2 are non-isomorphic KX-modules (see Proposition
2.6.2), it follows that c1 6= c5 and thus
5∑
j=1
jcj 6=
5∑
j=1
(6− j)cj . (3.13)
At this stage, we switch to the asymmetric parabolic subgroup PX = QXLX
of X with ∆(L′X) = {β1, β2, β3, β4}, and we construct the corresponding parabolic
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subgroup P = QL of G in the usual way. LetWi be the i-th QX -level ofW and note
that ℓ = 1 and dimW0 = 10. Therefore L
′ = L1 = A9 is a simple group with natural
module Y1 = W0, and V/[V,Q] = M1 is a p-restricted irreducibleKL1-module. Now
Y1|L′
X
= W0|L′
X
is irreducible with highest weight δ3|L′
X
, so we may view L′X = A4
as a proper subgroup of L1. Consider the triple (L
′
X , L1,M1) and note that M1 is
nontrivial and M1 6= Y1, Y
∗
1 since a3 = 1. In view of (3.13), Lemma 3.2.3 implies
that V/[V,Q] =M1 is irreducible as a KL
′
X-module, hence [23, Theorem 2] implies
that this triple must be one of the cases in [23, Table 1], but since a3 = 1 it is
easy to check that there are no such examples. This final contradiction proves that
V1/[V1, QX ] and V2/[V2, QX ] are non-isomorphic KL
′
X-modules (with respect to
the parabolic subgroup PX = QXLX with ∆(L
′
X) = {β2, β3, β4}).
To complete the proof of the lemma we now return to the t-stable parabolic sub-
group PX = QXLX with ∆(L
′
X) = {β2, β3, β4}. Consider the triple (L
′
X , L1,M1).
Here M1 is a p-restricted irreducible KL1-module, and M1|L′
X
is the sum of two
irreducible non-isomorphic modules interchanged by an involutory graph automor-
phism of L′X (see (3.12)). We also note that Y1|L′X is irreducible with highest
weight δ3|L′
X
. Since L′X = A3
∼= D3 and D3 < A5 is a geometric subgroup in
the C6 collection, the main theorem of [6] implies that M1 = Λ
3(Y1) and p 6= 2.
Therefore G = C10, λ = λ3 and [19, Table A.39] states that dim V = 1100 if
p = 3, otherwise dimV = 1120. It now remains to determine µ1 and µ2. Since
λ = λ3 = 3λ1− 2α1−α2 and δ = δ3, the root restrictions given in Table 3.11 imply
that
λ|X = 3δ3 − β2 − 2β3 = δ1 + 2δ4,
so µ1 = δ1 + 2δ4 and µ2 = 2δ2 + δ5. Now [19, Table A.9] gives dimV1 = 440
when p = 3, otherwise dimV1 = 560. Since 1100 > 2 · 440 we can rule out the
case p = 3. However, if p 6= 2, 3 then dimV1 + dimV2 = dimV and it follows that
(G,H, V ) ∈ T . This case is recorded in Tables 1 and 2. 
Remark 3.6.18. Let (G,H, V ) be the irreducible triple arising in Lemma
3.6.17. Notice that the KX-composition factors of V have p-restricted highest
weights, but this example is missing from Ford’s main theorem in [8]. The ex-
planation for this mistake can be found by carefully reading the argument in the
penultimate paragraph of page 3888 in [9]. Here Ford is considering the same set-up
as we are, with the same t-stable parabolic subgroup PX . He observes that V/[V,Q]
is the sum of two irreducible KL′X -modules, interchanged by t, and then concludes
that there are no such configurations, by induction. But as we have seen above,
the embedding L′X = A3
∼= D3 < L1 = A5 is one of the geometric configurations
giving rise to an irreducible triple.
Lemma 3.6.19. If δ = δ(m+1)/2 and m ≥ 7 then (G,H, V ) 6∈ T .
Proof. Seeking a contradiction, suppose (G,H, V ) ∈ T . By applying Propo-
sition 3.6.2 and Lemma 2.8.2, we have a3 = 1. Let PX = QXLX be the parabolic
subgroup of X with ∆(L′X) = {β2, . . . , βm−1} and let P = QL be the correspond-
ing parabolic subgroup of G. Let Wi be the i-th QX -level of W and note that
ℓ = 2 is the level of the lowest weight −δ. By Lemma 3.6.8(b) we have L′ = L1L2,
where each Li is simple with natural module Yi = Wi−1 (more precisely, L1 = Ak
with k =
(
m−1
(m−1)/2
)
− 1, and L2 is a classical group). Write V/[V,Q] = M1 ⊗M2,
where each Mi is a p-restricted irreducible KLi-module. Now Y1|L′
X
is irreducible
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with highest weight δ(m+1)/2|L′
X
, and Y2|L′
X
has two composition factors of highest
weights δ(m−1)/2|L′
X
and δ(m+3)/2|L′
X
. (In particular, note that dimY1 =
(
m−1
(m−1)/2
)
is even.) Therefore L′X acts nontrivially on both Y1 and Y2, so we may view L
′
X
as a subgroup of both L1 and L2. By arguing as in the proof of Lemma 3.6.17 we
deduce thatM1|L′
X
has exactly two composition factors, whileM2|L′
X
is irreducible.
We also deduce thatM2 is trivial and V1/[V1, QX ] 6∼= V2/[V2, QX ] as KL
′
X-modules,
so (3.12) holds and M1|L′
X
.2 is irreducible.
Since Y1|L′
X
is irreducible with symmetric highest weight δ(m+1)/2|L′
X
(which
is fixed by the graph automorphism of L′X induced by t), it follows that L
′
X fixes a
non-degenerate form on Y1. As m ≥ 7, we have L
′
X < Cl(Y1) < L1 where Cl(Y1) is
a simple orthogonal or symplectic group. There are two cases to consider according
to whether or not M1|Cl(Y1) is irreducible. (The rest of the proof is similar to the
final argument in the proof of Lemma 3.6.10.)
First assume M1|Cl(Y1) is reducible. Since M1|L′X has exactly two composition
factors, it follows that M1|Cl(Y1) also has two composition factors, say U1 and U2.
Consider U1 and note that U1|L′
X
is irreducible. By Steinberg’s tensor product
theorem we may write
U1 ∼= S
(q1)
1 ⊗ S
(q2)
2 ⊗ · · · ⊗ S
(qk)
k
for some k ≥ 1, where k = q1 = 1 if p = 0, otherwise each Sj is a nontrivial
p-restricted irreducible KCl(Y1)-module, and the qj are certain powers of p. Since
a3 = 1, without loss of generality (relabelling if necessary) we may assume that there
exists a j such that the highest weight of Sj as a KCl(Y1)-module has non-zero
coefficient on the third fundamental dominant weight (see Lemma 2.2.5). Hence
Sj 6= Yj , Y
∗
j and the main theorem of [23] implies that the triple (L
′
X , Cl(Y1), Sj)
must appear in [23, Table 1]. (Note that each Sj |L′
X
is irreducible since U1|L′
X
is
irreducible. Also, if Sj |Cl(Y1) is tensor decomposable then we can argue as in the
proof of Lemma 3.6.10 to reduce to a tensor indecomposable configuration of the
same type.) However, there are no compatible examples, so this is a contradiction.
Finally, let us assume that M1|Cl(Y1) is irreducible. Then by [23, Theorem 1]
the triple (Cl(Y1), L1,M1) must appear in [23, Table 1]. Since a3 = 1, m ≥ 7 and
Cl(Y1) is of type C or D (recall that dimY1 is even), we find that two possible
configurations may arise (both with p 6= 2):
(i) I′1 with (a, b, k) = (1, p− 2, 3) or (p− 2, 1, 2);
(ii) I4 with k = 3.
(Note that dim Y1 ≥ 20 so L1 6= A7 and the case labelled I5 (with n = 4) in [23,
Table 1] does not arise.) In (ii), M1 is the KL1-module Λ
3(Y1), so Lemma 3.3.2
implies that M1|L′
X
has at least three distinct composition factors, a contradiction.
Now consider (i). Here Cl(Y1) = Sp(Y1) and thus m ≡ 3 (mod 4) by Lemma 3.6.7.
Furthermore, by inspecting [23, Table 1] we observe that M1|Cl(Y1) is p-restricted.
Also, recall that M1|L′
X
.2 is irreducible since V1/[V1, QX ] 6∼= V2/[V2, QX ] and (3.12)
holds. Therefore (L′X .2, Cl(Y1),M1) must be a triple satisfying Hypothesis 1. How-
ever, there are no compatible examples. Indeed, form = 7 this follows from Lemma
3.6.17 (the only possibility is λ = λ3, but this case is not compatible with the la-
belling given by I′1 in [23, Table 1]), while induction on m gives the result for
m > 7. 
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This completes the proof of Theorem 3.1.1.
CHAPTER 4
The case H0 = Dm, m ≥ 5
Let us now turn to the case H0 = X = Dm. In this section we will assume m ≥
5, so H = X〈t〉, where t is an involutory graph automorphism of X . (The analysis
of the special case X = D4 is postponed to Section 6.) We continue with the same
notation: TX is a t-stable maximal torus of X , {δ1, . . . , δm} are the fundamental
dominant weights of X corresponding to a fixed base ∆(X) = {β1, . . . , βm} of the
root system Φ(X), and δ =
∑
i biδi is the highest weight of W as a KX-module.
Since t acts on W , it follows that δ is fixed under the induced action of t on the
set of weights of X , so bm−1 = bm. As before, since δ is t-invariant it follows that
X fixes a non-degenerate bilinear form on W (see [23, 1.8]), so G = Sp(W ) or
SO(W ). Since X is simply laced, the set of TX-weights of W is the same as the set
of TX-weights of the Weyl module WX(δ) (see Lemma 2.2.2). Also recall that δ is
p-restricted as a TX -weight.
Let V = VG(λ) be a rational p-restricted irreducible tensor indecomposable
KG-module with highest weight λ =
∑
i aiλi, where {λ1, . . . , λn} are the funda-
mental dominant weights ofG with respect to a base {α1, . . . , αn} of the root system
Φ(G). As in Hypothesis 1, let us assume V |H is irreducible and V |X is reducible,
so
V |X = V1 ⊕ V2,
where the Vi are non-isomorphic irreducible KX-modules interchanged by t (see
Proposition 2.6.2). Let µi denote the highest weight of Vi, say
µ1 =
m∑
i=1
ciδi, µ2 =
m−2∑
i=1
ciδi + cmδm−1 + cm−1δm.
Note that cm−1 6= cm since the Vi are non-isomorphic. Without loss of generality,
we may assume that λ|X = µ1.
4.1. The main result
Theorem 4.1.1. There are no triples (G,H, V ) satisfying Hypothesis 1 with
H0 = Dm and m ≥ 5.
4.2. Preliminaries
Let PX = QXLX be a parabolic subgroup ofX and let P = QL be the parabolic
subgroup of G which stabilizes the flag
W > [W,QX ] > [W,Q
2
X ] > · · · > 0.
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As before, let Wi denote the i-th QX -level of W and let ℓ be the QX-level of the
lowest weight −δ ofW . In addition, we set ℓ′ = ⌊ℓ/2⌋. We note that the next result
also holds when m = 4.
Lemma 4.2.1. Let PX = QXLX be the parabolic subgroup of X with L
′
X =
Am−1 and ∆(L
′
X) = {β1, . . . , βm−1}, and let P = QL be the corresponding parabolic
subgroup of G. Then V/[V,Q] is an irreducible KL′X-module.
Proof. First observe that
V/[V,QX ] = V1/[V1, QX ]⊕ V2/[V2, QX ]
as KL′X-modules, where the two KL
′
X -modules on the right are irreducible and
non-isomorphic (recall that cm−1 6= cm). Since [V,QX ] 6 [V,Q] it follows that
V/[V,Q] is a quotient of V/[V,QX ].
Let Z = Z(LX)
0 and note that Z 6 Z(L) by Lemma 2.7.1(ii). It is straight-
forward to show that
Z = {hβ1(c
2)hβ2(c
4) · · ·hβm−2(c
2(m−2))hβm−1(c
m−2)hβm(c
m) | c ∈ K∗}.
Since V/[V,Q] is an irreducible KL-module (see Lemma 2.7.3(i)), Schur’s lemma
implies that Z acts by scalars on V/[V,Q]. Seeking a contradiction, let us assume
V/[V,Q] is reducible as a KL′X-module, so
V/[V,Q] ∼= V1/[V1, QX ]⊕ V2/[V2, QX ]
asKL′X-modules. Then µ1 and µ2 each occur with non-zero multiplicity in V/[V,Q],
and we have µ1|Z = µ2|Z , that is
2
m−2∑
i=1
ici + (m− 2)cm−1 +mcm = 2
m−2∑
i=1
ici +mcm−1 + (m− 2)cm.
This equation implies that cm−1 = cm, which is a contradiction. 
Lemma 4.2.2. Suppose δ = δm−1 + δm and p 6= 2. Then G is an orthogonal
group.
Proof. This follows from Lemma 2.4.1. Set h =
∏
hβ(−1), the product over
the positive roots of X , and observe that if β =
∑
i diβi ∈ Φ
+(X) then δ(hβ(−1)) =
(−1)dm−1+dm . By inspecting the list of roots in Φ+(X) (see [3, Plate IV], for
example), we deduce that δ(hβ(−1)) = −1 if and only if
β ∈
{
m−1∑
k=i
βk, βm +
m−2∑
k=i
βk | 1 ≤ i ≤ m− 1
}
.
Therefore δ(h) = (−1)2(m−1) = 1, so the fixed form on W is symmetric by Lemma
2.4.1 and thus G is orthogonal. 
The next result holds for all m ≥ 3.
Lemma 4.2.3. Let N be the KX-module Λ2(W ), where W = VX(δ) with δ =
δm−1 + δm. Then N has at least three distinct KX-composition factors.
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Proof. This is similar to the proof of Lemma 3.3.1. Let w1, w2, w3 be non-zero
vectors in W of respective weights δ, δ− βm−1 and δ− βm. Then w1 ∧w2, w1 ∧w3
are maximal vectors of N of respective weights x = 2δ − βm−1 = δm−2 + 2δm and
y = 2δ− βm = δm−2+2δm−1. Let N(x) and N(y) be the composition factors of N
afforded by x and y. As in the proof of Lemma 3.3.1, to prove the lemma it suffices
to show that
mN(x)(z) +mN(y)(z) < mN (z) (4.1)
for some weight z of N .
First assume p = 2. Let z = 2δ − βm−1 − βm and note that
Nz = (Wδ ∧Wδ−βm−1−βm)⊕ (Wδ−βm−1 ∧Wδ−βm),
so mN(z) = 2. Since z = x−βm = y−βm−1 it follows thatmN(x)(z) = mN(y)(z) =
0 and thus (4.1) holds.
Now assume p 6= 2. Consider the weight z = 2δ − βm−2 − βm−1 − βm in N .
There are exactly three distinct ways to write z = ω1∧ω2 with ωi ∈ Λ(W ), namely
ν1 = δ ∧ (δ − βm−2 − βm−1 − βm) , ν2 = (δ − βm−1) ∧ (δ − βm−2 − βm) ,
ν3 = (δ − βm) ∧ (δ − βm−2 − βm−1) ,
and using Lemma 2.2.4 we calculate that mN (ν1) = 3 and mN(ν2) = mN (ν3) = 1,
whence mN (z) = 5. Now z = x− βm−2 − βm, so Lemma 2.2.4 yields mN(x)(z) = 2
since x = δm−2 + 2δm. Also mN(y)(z) = 2, by symmetry, so (4.1) holds. 
Lemma 4.2.4. We have
µ2 − µ1 =
1
2
(cm − cm−1)(βm−1 − βm)
In particular, µ2 is not under µ1.
Proof. From the information in [14, Table 1] we calculate that
µ2 − µ1 = (cm − cm−1)(δm−1 − δm) =
1
2
(cm − cm−1)(βm−1 − βm)
and the result follows. 
4.3. The Borel reduction
Here we determine some lower bounds on the dimensions of the UX -levels of
W , where UX is the unipotent radical of a t-stable Borel subgroup BX = UXTX
of X . Throughout this section, let Wi be the i-th UX -level of W , and let WX(δ)
denote the corresponding Weyl module of X .
Proposition 4.3.1. Suppose δ 6∈ {δ1, δ2, 2δ1} and set b =
∑
i∈I bi, where I is
the set of odd integers i in the range 1 ≤ i ≤ m− 1. If b is odd set µ = δ3, if b is
even and m ≥ 6 then set µ = δ4, and if b is even and m = 5 then set µ = δ4 + δ5.
Then µ is subdominant to δ.
Proof. First observe that
δi =
i−1∑
j=1
jβj + i
m−2∑
j=i
βj +
1
2
i(βm−1 + βm) (4.2)
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if i ≤ m− 2, and
δm−1 + δm =
m−2∑
j=1
jβj +
1
2
(m− 1)(βm−1 + βm)
(see [14, Table 1], for example). Therefore, δ − δ3 =
∑
i diβi where
d1 = −1 +
m−1∑
j=1
bj , d2 = −2 + b1 + 2
m−1∑
j=2
bj, dm−1 = dm = −
3
2
+
1
2
m−1∑
j=1
jbj
and
di = −3 +
i−1∑
j=1
jbj + i
m−1∑
j=i
bj
for all 3 ≤ i ≤ m− 2. Similarly, if m > 5 then δ − δ4 =
∑
i eiβi where
e1 = −1 +
m−1∑
j=1
bj , e2 = −2 + b1 + 2
m−1∑
j=2
bj , e3 = −3 + b1 + 2b2 + 3b3 + 3
m−1∑
j=4
bj ,
em−1 = em = −2 +
1
2
m−1∑
j=1
jbj
and
ei = −4 +
i−1∑
j=1
jbj + i
m−1∑
j=i
bj
for all 4 ≤ i ≤ m− 2. Finally, if m = 5 then
δ − (δ4 + δ5) = (b1 + b2 + b3 + b4 − 1)β1 + (b1 + 2(b2 + b3 + b4 − 1))β2
+(b1 + 2b2 + 3(b3 + b4 − 1))β3
+
1
2
(b1 + 2b2 + 3b3 + 4b4 − 4)(β4 + β5).
Now, if b is odd it is easy to see that each di is a non-negative integer (note that
δ 6= δ1). Similarly, if b is even and m > 5 then each ei is a non-negative integer,
and the same is true for the coefficients in the above expression for δ − (δ4 + δ5)
when m = 5. The result follows. 
Remark 4.3.2. Using (4.2), we deduce that if δ = δi with i ≤ m− 2 then the
UX-level of the lowest weight −δ of W is ℓ = i(2m− i− 1).
Lemma 4.3.3. Let δ = δ2. Then ℓ = 4m− 6 and Wi contains at least 3 distinct
weights for all 4 ≤ i < ℓ/2. Moreover, Wℓ/2 is the zero-weight space and
dimWℓ/2 =


m if p 6= 2
m− 1 if p = 2 and m is odd
m− 2 if p = 2 and m is even.
Proof. By Remark 4.3.2, ℓ = 4m− 6 as claimed.
Suppose 4 ≤ i < ℓ/2. By Lemma 2.2.2, it suffices to show that the i-th UX -level
of the Weyl module WX(δ) contains at least 3 distinct weights. First observe that
Λ(WX(δ)) = Λ(L(X)) where L(X) is the Lie algebra of X . In particular, there
is a bijection between the non-zero weights in WX(δ) and the set of roots Φ(X).
More precisely, the weights at level i in WX(δ) correspond to the roots in Φ(X) of
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height ℓ/2− i. As explained in [15, p.83], the number of roots in Φ(X) of a given
(positive) height is closely related to the degrees of the invariant polynomials for
the Weyl group of X . Indeed, if ∂ = {di | 1 ≤ i ≤ m} is the set of such degrees
then ρ = (d1 − 1, . . . , dm − 1) is a partition of |Φ
+(X)|, and the number of roots
in Φ+(X) of height i, which we denote by ki, is equal to the number of parts in
the partition ρ which are greater than or equal to i. By [15, Table 3.1], the set of
degrees for X = Dm is
∂ = {2, 4, 6, . . . , 2m− 2,m}
and the desired result quickly follows.
For example, if m = 5 then ℓ = 14, |Φ+(X)| = 20 and ∂ = {2, 4, 6, 8, 5}, so
ρ = (1, 3, 5, 7, 4) and thus
i 1 2 3 4 5 6 7
ki 5 4 4 3 2 1 1
Therefore W4 contains kℓ/2−4 = k3 = 4 distinct weights, and so on. Finally, it is
clear that Wℓ/2 coincides with the zero-weight space of W , so dimWℓ/2 = dimW −
|Φ(X)| and the result follows since [19, Theorem 5.1] states that dimW = dimX
if p 6= 2, otherwise dimW = dimX − gcd(2,m). 
Remark 4.3.4. According to Lemma 4.3.3, if δ = δ2 then dimWℓ/2 ≥ 5 unless
(m, p) = (5, 2) or (6, 2). Note that if (m, p) = (6, 2) then G = Sp(W ) (see [5, Table
2], for example).
Lemma 4.3.5. Let δ = 2δ1 (so p > 2). Then ℓ = 4m− 4, dimWℓ/2 ≥ 5 and Wi
contains at least 3 distinct weights for all 4 ≤ i < ℓ/2.
Proof. Here W = VX(δ) is the unique nontrivial composition factor of the
symmetric-square S2(U), where U is the natural KX-module. The cases m = 5, 6
can be checked by direct calculation, so let us assume m ≥ 7. By [19, Theorem
5.1], dimW = dimS2(U) − ǫ, where ǫ = 2 if p divides m, otherwise ǫ = 1. Now
δ − β1 = δ2 and so by applying Lemmas 2.7.6 and 4.3.3 we deduce that Wi has at
least 3 distinct weights for all 5 ≤ i < ℓ/2, while δ − 2(β1 + β2), δ − 2β1 − β2 − β3
and δ − β1 − β2 − β3 − β4 are distinct weights in W4. Finally, we note that the
zero-weight has multiplicity m− ǫ in Wℓ/2, whence dimWℓ/2 ≥ 5 as required. 
Lemma 4.3.6. Let δ = δ3. Then ℓ = 6m−12 and Wi contains at least 3 distinct
weights for all 4 ≤ i < ℓ/2. Further, there are at least 5 distinct weights in Wℓ/2.
Proof. By direct calculation it is easy to check that the result holds when
m = 5 or 6, so we will assume m ≥ 7. Let PX = QXLX be the parabolic subgroup
of X with L′X = Dm−1 and ∆(L
′
X) = {β2, . . . , βm}. By considering the weights
in the KL′X-module WL′X (δ3) (where {δ2, . . . , δm} are the fundamental dominant
weights of L′X), and by applying Lemma 4.3.3, we deduce that Wi has at least 3
weights for all 4 ≤ i ≤ 2(m− 1)− 4 = 2m− 6. Therefore, to complete the proof of
the lemma we may assume 2m− 5 ≤ i ≤ 3m− 6.
To deal with the remaining UX -levels we use Lemma 2.2.2 and the fact that
Λ(WX(δ)) = Λ(Λ
3(U)), where U is the natural KX-module. (Indeed, Λ3(U) is
an irreducible KA2m−1-module, and the restriction to a subgroup Dm < A2m−1
remains irreducible when p 6= 2 – see Case I4 in [23, Table 1]. If p = 2 then
Λ3(U) has two composition factors, namely VX(δ3) and VX(δ1); the same is true
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for WX(δ), so once again we deduce that Λ(WX(δ)) = Λ(Λ
3(U)).) For example,
suppose i = 3m − 6 = ℓ/2. Then Wi contains the following five distinct weights
η1 ∧ η2 ∧ η3:
η1 η2 η3
ξ1 δ1 − β1 − · · · − βm−1 δ1 − β1 − · · · − βm−2 − βm δ1 − β1 − · · · − βm−4
ξ2 δ1 − β1 − · · · − βm δ1 − β1 − · · · − βm−2 δ1 − β1 − · · · − βm−4
ξ3 δ1 − β1 − · · · − βm δ1 − β1 − · · · − βm−1 δ1 − β1 − · · · − βm−5
ξ4 δ1 − γ1 δ1 − β1 δ1 − β1 − · · · − βm−5
ξ5 δ1 − γ2 δ1 − β1 δ1 − β1 − · · · − βm−4
where
γ1 = 2(β1+ · · ·+ βm−2)+ βm−1 + βm, γ2 = β1 +2(β2+ · · ·+ βm−2) + βm−1+ βm.
It is easy to suitably modify the above weights to see that there are at least 3
weights in Wi for all 2m − 5 ≤ i ≤ 3m − 5. For example, if i = 2m − 5 then by
modifying ξ1, ξ2 and ξ3 above we obtain the following weights η
′
1 ∧ η
′
2 ∧ η
′
3 in Wi:
η′1 η
′
2 η
′
3
δ1 δ1 − β1 − · · · − βm−2 − βm δ1 − β1 − · · · − βm−4
δ1 − β1 δ1 − β1 − · · · − βm−2 δ1 − β1 − · · · − βm−4
δ1 − β1 δ1 − β1 − · · · − βm−1 δ1 − β1 − · · · − βm−5
The remaining cases are very similar, and we leave the reader to check the details.

Lemma 4.3.7. Suppose m ≥ 6 and δ = δ4. Then ℓ = 8m− 20 and Wi contains
at least 3 distinct weights for all 4 ≤ i < ℓ/2. Further, there are at least 5 distinct
weights in Wℓ/2.
Proof. The cases m = 6, 7 can be checked by direct calculation, so let us
assume m ≥ 8. By considering the Dm−1 Levi subgroup of X , and applying
Lemma 4.3.6, we deduce that Wi has sufficiently many weights for all 4 ≤ i ≤
3(m− 1)− 7 = 3m− 10, so we may assume 3m− 9 ≤ i ≤ ℓ/2.
Next observe that δ − β = δ2, where
β = β3 + 2(β4 + · · ·+ βm−2) + βm−1 + βm
is a root of height 2m − 7. By Lemmas 2.7.6 and 4.3.3, it follows that Wi has
enough weights when (2m − 7) + 4 ≤ i < ℓ/2, so it remains to deal with the
middle level Wℓ/2. By arguing as in the proof of Lemma 4.3.6, it is easy to see that
Λ(WX(δ)) = Λ(Λ
4(U)), where U is the natural KX-module. As a consequence, it
is straightforward to find 5 distinct weights ξ1, . . . , ξ5 (of the form η1 ∧ η2 ∧ η3 ∧ η4)
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at level ℓ/2. Indeed, the following weights
η1 η2 η3 η4
ξ1 δ1 −
∑m−1
i=1 βi δ1 − β1 − · · · − βm−2 − βm δ1 −
∑m−2
i=1 βi η
ξ2 δ1 − γ1 δ1 − β1 − · · · − βm−3 δ1 − β1 η
ξ3 δ1 − γ2 δ1 − β1 − · · · − βm−2 δ1 − β1 η
ξ4 δ1 − γ3 δ1 − β1 − · · · − βm−1 δ1 − β1 η
ξ5 δ1 − γ3 δ1 − β1 − · · · − βm−2 − βm δ1 − β1 η
are in Wℓ/2, where η = δ1 − β1 − · · · − βm−6, γ1 and γ2 are defined as in the proof
of Lemma 4.3.6, and γ3 = β1 + β2 + 2(β3 + · · ·+ βm−2) + βm−1 + βm. 
Lemma 4.3.8. Suppose m = 5 and δ = δ4 + δ5. Then ℓ = 20, dimW1 = 2 and
Wi contains at least 3 distinct weights for all 2 ≤ i < 10. Moreover, there are at
least 5 distinct weights in W10.
Proof. This is a straightforward calculation. 
Lemma 4.3.9. Let δ = δi, where 3 ≤ i ≤ m − 2. Then ℓ = i(2m − i − 1) and
Wj contains at least 3 distinct weights for all 4 ≤ j < ℓ/2. Further, there are at
least 5 distinct weights in Wℓ/2.
Proof. We proceed by induction on i. The cases i = 3 and 4 were dealt with
in Lemmas 4.3.6 and 4.3.7, respectively, so let us assume i > 4. In particular,
m ≥ 7. Now δ − β = δi−2, where
β = βi−1 + 2(βi + · · ·+ βm−2) + βm−1 + βm
is a root of height 2(m − i) + 1. By induction (and Lemma 2.7.6), it follows that
Wj has at least 3 distinct weights for all j ≥ 2(m − i) + 5 (and also Wℓ/2 has at
least 5 weights), so we may assume 4 ≤ j ≤ 2(m− i) + 4.
Let PX = QXLX be the parabolic subgroup ofX with ∆(L
′
X) = {βi−2, . . . , βm},
so L′X = Dm−i+3. By considering the weights in the Weyl module WL′X (δi) (where
we label the fundamental dominant weights for L′X by {δi−2, δi−1, . . . , δm}), and
applying Lemma 4.3.6, we deduce that Wj has at least 3 distinct weights for all
4 ≤ j ≤ 3(m − i + 3)− 6 = 3(m − i) + 3. Since 3(m − i) + 3 ≥ 2(m − i) + 4, the
result follows. 
Proposition 4.3.10. Let Ω = {δ1, δ2, 2δ1} and suppose δ =
∑
i biδi 6∈ Ω. Then
Wj contains at least 3 distinct weights for all 4 ≤ j < ℓ/2. Moreover, if ℓ is even
then there are at least 5 distinct weights in Wℓ/2.
Proof. Define b and µ as in the statement of Proposition 4.3.1, so µ is sub-
dominant to δ. We proceed by induction on the height ht(δ − µ) of δ − µ (recall
that ht(δ − µ) =
∑
i di where δ − µ =
∑
i diβi). If ht(δ − µ) = 0 then δ = µ and
the result follows from Lemmas 4.3.6, 4.3.7 and 4.3.8. Therefore, we may assume
that ht(δ − µ) > 0. We partition the analysis into a number of separate cases. We
say that a dominant weight
∑
i diδi is symmetric if dm−1 = dm.
Case 1. δ = δi for some 3 ≤ i ≤ m− 2.
Here the result follows from Lemma 4.3.9.
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Case 2. bi ≥ 2 for some 1 ≤ i ≤ m− 2.
Let ν = δ − βi and recall that δ 6= 2δ1. Then ν 6∈ Ω is symmetric and sub-
dominant to δ. Moreover, Proposition 4.3.1 implies that µ is subdominant to ν and
ht(ν − µ) < ht(δ − µ), so by induction and Lemma 2.7.6 we see that the desired
result holds for all j ≥ 5. Finally, it is straightforward to check that W4 has at
least 3 weights. For example, if i = 2 then δ − 2(β1 + β2), δ − 2(β2 + β3) and
δ − β1 − 2β2 − β3 are distinct weights in W4.
Case 3. bm−1 = bm ≥ 2.
Let ν = δ − βm−2 − βm−1 − βm. Then ν 6∈ Ω is symmetric and subdominant
to δ. Moreover, µ is subdominant to ν and ht(ν − µ) < ht(δ − µ), so by induction
it remains to check that W4, W5 and W6 each contain at least 3 distinct weights.
This is entirely straightforward:
W4 : δ − 2(βm−1 + βm), δ − βm−2 − 2βm−1 − βm, δ − βm−2 − βm−1 − 2βm
W5 : δ − βm−2 − 2(βm−1 + βm), δ − 2(βm−2 + βm−1)− βm,
δ − 2(βm−2 + βm)− βm−1
W6 : δ − 2(βm−2 + βm−1 + βm), δ − βm−3 − βm−2 − 2(βm−1 + βm),
δ − βm−4 − βm−3 − βm−2 − βm−1 − 2βm
Case 4. bibk 6= 0 for some 1 ≤ i < k ≤ m− 2.
Choose i, k so that k − i is minimal. By Case 2, we can now assume that
bi = bk = 1. Let ν = δ − βi − βi+1 − · · · − βk. This is a symmetric subdominant
weight to δ, and 〈µ, βk+1〉 6= 0 so µ 6∈ Ω. Also observe that µ is subdominant to ν
and ht(ν−µ) < ht(δ−µ), so by induction and Lemma 2.7.6 we deduce thatWj has
sufficiently many weights for all j ≥ 4 + (k − i+ 1) = 5 + k − i. For the remainder
we may assume 4 ≤ j ≤ 4 + k − i.
Consider the Ak−i+1 Levi subgroup of X with base {βi, . . . , βk}. For clarity
we will assume i = 1 (a similar argument applies equally well if i > 1), so we need
to check the levels W4, . . . ,W3+k. Note that bj = 0 for all 2 ≤ j ≤ k − 1, by the
minimality of k − i, so δ|Ak = (δ1 + δk)|Ak . If k ≥ 5 then the proof of Lemma
3.6.1 implies that there are at least 3 distinct weights in Wj for all 4 ≤ j ≤ 3 + k,
j 6= k, and it is easy to see that there are also at least 3 distinct weights in Wk; for
example
δ −
k∑
j=1
βj , δ −
k+1∑
j=2
βj , δ −
k+2∑
j=3
βj .
It remains to show that there are at least 3 distinct weights in W4, . . . ,W3+k when
k ∈ {2, 3, 4}. This is an easy check (note that m ≥ 6 if k = 4).
Notice that we have now reduced to the case δ = biδi + δm−1 + δm, with
1 ≤ i ≤ m− 2 and bi ≤ 1.
Case 5. δ = biδi + δm−1 + δm where 1 ≤ i ≤ m− 2 and bi ≤ 1.
Let ν = δ − βm−2 − βm−1 − βm. By Lemma 4.3.8 we can assume m > 5 if
δ = δm−1 + δm. Then ν 6∈ Ω is symmetric and subdominant to δ. Further, µ is
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subdominant to ν and ht(ν − µ) < ht(δ − µ), so in the usual way we deduce that
Wj has the desired number of distinct weights for all j ≥ 7. The remaining levels
W4,W5 and W6 are straightforward to check directly. This completes the proof of
the proposition. 
Lemma 4.3.11. Suppose m ≥ 5 and δ is one of the following:
δ1 + δ2, 2δ1, δm−1 + δm, δi (2 ≤ i ≤ m− 2).
Then the dimensions of the UX-levels W1, W2 and W3 are as follows:
δ2 δi, 3 ≤ i ≤ m− 3 δm−2 2δ1 δm−1 + δm δ1 + δ2
dimW1 1 1 1 1 2 2
dimW2 2 2 3 2 3 3− δ3,p
dimW3 2 + δ5,m 3 + δi,m−3 4 2 5− δ2,p ≥ 3
Proof. This is an easy calculation. 
The next result summarises much of the above discussion on UX -levels.
Proposition 4.3.12. Let δ =
∑
i biδi be a nontrivial weight such that bm−1 =
bm and δ 6= δ1. Let Wi denote the i-th UX-level of W and let ℓ be the UX-level of
the lowest weight −δ. Then exactly one of the following holds:
(I) dimWi 6= 2 for all i. Moreover, if ℓ is even then dimWℓ/2 ≥ 5;
(II) Either δ = bm−1(δm−1 + δm) with bm−1 ≥ 2, or δ = biδi + bkδk for some
1 ≤ i < k ≤ m − 2, where bibk 6= 0 and δ 6= δ1 + δ2 if p = 3. Here
dimW1 = 2 and dimWj ≥ 3 for all 2 ≤ j < ℓ/2. In addition, if ℓ is even
then dimWℓ/2 ≥ 5;
(III) δ = b1δ1 with b1 ≥ 3. Here dimW1 = 1, dimW2 = 2 and dimWi ≥ 3 for
all 3 ≤ i < ℓ/2. Also, if ℓ is even then dimWℓ/2 ≥ 5;
(IV) δ ∈ {δi (2 ≤ i ≤ m− 3), 2δ1, δm−1 + δm, δ1 + δ2 (p = 3)}.
Proof. We may assume δ is not one of the weights listed in Case (IV). (Note
that we allow δ = δ1+ δ2 when p 6= 3.) Then in view of Proposition 4.3.10, we need
only consider W1, W2 and W3. In particular, note that Case (I) applies if δ = δm−2
(see Lemma 4.3.11). Now dimW1 is equal to the number of non-zero coefficients
bi in the expression for δ. In particular, if dimW1 = 2 then we may assume
δ = bm−1(δm−1+ δm) with bm−1 ≥ 2, or δ = biδi+ bkδk for some 1 ≤ i < k ≤ m− 2
with bibk 6= 0. In both cases it is easy to check that dimW2 ≥ 3 (here we require
p 6= 3 if δ = δ1 + δ2) and dimW3 ≥ 3.
Next suppose dimW2 = 2, so at most two of the bi are non-zero. By the above
analysis of W1 it follows that δ = biδi for some bi ≥ 2 and 1 ≤ i ≤ m − 2 (note
that (bi, i) 6= (2, 1) since δ = 2δ1 is one of the weights in Case (IV)). However, if
i = m− 2 then we calculate that dimW1 = 1 and dimWj ≥ 4 for j = 2, 3, so this
case does not arise. Similarly, if 1 < i < m− 2 then dimW2 ≥ 3 and so we can also
discard these cases. Finally, if i = 1 then dimW1 = 1, dimW2 = 2 and dimW3 ≥ 3
(see Case (III)).
Finally, suppose dimW3 = 2. By the above analysis we may assume that δ
has at least three non-zero coefficients. Then it is straightforward to verify that
dimW3 ≥ 3 and so this possibility does not arise. 
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4.4. Proof of Theorem 4.1.1
We are now ready to begin the proof of Theorem 4.1.1. By combining Proposi-
tion 4.3.12 and Lemma 2.8.2, we may assume that we are in one of the cases labelled
(II) – (IV) in the statement of Proposition 4.3.12. We consider each of these cases
in turn. As before, let T be the set of triples (G,H, V ) with H0 = X = Dm and
m ≥ 5, satisfying Hypothesis 1.
Remark 4.4.1. Let PX = QXLX be the parabolic subgroup of X with L
′
X =
Am−1 and ∆(L
′
X) = {β1, . . . , βm−1} and let P = QL be the corresponding parabolic
subgroup of G, constructed in the usual manner from the QX -levels of W . Let Wi
denote the i-th QX -level of W . Write L
′ = L1 · · ·Lr, where each Li is simple,
and let Yi be the natural KLi-module. (It is easy to check that W0 and W1 both
contain at least two distinct weights, so Y1 = W0 and Y2 = W1.) Since V/[V,Q] is
a nontrivial irreducible KL′-module we have
V/[V,Q] = M1 ⊗ · · · ⊗Mr,
where eachMi is a p-restricted irreducible KLi-module. By Lemma 4.2.1, V/[V,Q]
is an irreducible KL′X-module.
Lemma 4.4.2. Suppose (G,H, V ) ∈ T and δ = biδi + bkδk with 1 ≤ i < k ≤ m
and bibk 6= 0. Then either δ = δm−1 + δm, or δ = δ1 + δ2 and p = 3.
Proof. Seeking a contradiction, suppose that δ 6= δm−1 + δm nor δ1 + δ2 (if
p = 3). Then δ satisfies the conditions in Case (II) of Proposition 4.3.12, so Lemma
2.8.2 implies that a2 = 1 (where V = VG(λ) and λ =
∑n
i=1 aiλi, as usual). Let
PX = QXLX be the parabolic subgroup of X in Remark 4.4.1 and define the Wi,
Li, Yi andMi as in that remark. Note that Y1 =W0 ∼= W/[W,QX ] is an irreducible
KL′X-module with highest weight (b1δ1 + · · · + bm−1δm−1)|L′X . Since δ 6= 0 and
bm−1 = bm it follows that Y1 is a nontrivial KL
′
X-module and thus dimY1 ≥ m
since L′X = Am−1. In addition, we note that π1(L
′
X) = Am−1, where π1 : L
′
X → L1
is the projection map, so we may view L′X as a subgroup of L1.
First assume dimY1 > m. Then Y1|L′
X
is not the natural KL′X-module (nor its
dual) and we have a configuration (L′X , L1,M1), where M1|L′X is irreducible (since
V/[V,Q] is an irreducible KL′X -module). Since M1 is nontrivial, and M1 6= Y1 nor
Y ∗1 (recall that a2 = 1), the main theorem of [23] implies that this must be one
of the cases listed in [23, Table 1]. However, the only possibilities which arise are
the cases labelled I6 and I7, but neither are compatible with the highest weight of
Y1|L′
X
. This is a contradiction.
Finally, suppose dimY1 = m. Let U be the natural KL
′
X-module. Since Y1 is
an irreducible KL′X-module it follows that Y1|L′X = U or U
∗. If Y1|L′
X
= U then
b1 = 1 and bi = 0 for all 1 < i ≤ m − 1, whence bm = 0 by symmetry and thus
δ = δ1, which is a contradiction. Similarly, if Y1|L′
X
= U∗ then δ = δm−1 + δm is
the only possibility, which contradicts our initial hypothesis. 
Lemma 4.4.3. Suppose (G,H, V ) ∈ T and δ = b1δ1. Then b1 ≤ 2.
Proof. Seeking a contradiction, assume b1 ≥ 3. In view of Case (III) in
Proposition 4.3.12, Lemma 2.8.2 implies that a3 = 1. Let PX = QXLX be the
parabolic subgroup of X in Remark 4.4.1 and define the Wi, Li, Yi and Mi as
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before. As in the previous lemma, Y1|L′
X
is irreducible with highest weight (b1δ1 +
· · ·+ bm−1δm−1)|L′
X
, and thus dimY1 > m (since b1 ≥ 3). We now finish the proof
as we did in Lemma 4.4.2. 
To complete the proof of Theorem 4.1.1, it remains to consider the specific
weights listed in Case (IV) of Proposition 4.3.12.
Lemma 4.4.4. Suppose δ = δi with 2 ≤ i ≤ m− 3. Then (G,H, V ) 6∈ T .
Proof. Seeking a contradiction, let us assume (G,H, V ) ∈ T . Let Uj denote
the j-th UX -level of W , where BX = UXTX is a t-stable Borel subgroup of X
containing the t-stable maximal torus TX . As in Lemma 4.3.9, ℓ = i(2m − i − 1)
is the UX-level of the lowest weight −δ. We claim that either a3 = 1, or m ≥ 6,
δ = δ2 and 1 ∈ {a3, a5}.
For i ≥ 3 the claim follows by combining Lemma 2.8.2 with the bounds on
dimUj given in Proposition 4.3.10 and Lemma 4.3.11. Now suppose δ = δ2, so
ℓ = 4m − 6. First assume m = 5. Here dimU1 = 1, dimU2 = 2, dimUj ≥ 3 for
all 3 ≤ j ≤ 6, and dimU7 = 5 − δ2,p (see Lemma 4.3.3), so Lemma 2.8.2 yields
a3 = 1 when p 6= 2. Now assume (m, p) = (5, 2), so G = D22 (see [5, Table 2]).
Suppose a3 6= 1. Then Lemma 2.8.2 implies that 1 ∈ {a21, a22}, and without loss
of generality we may assume a21 = 1. By Lemma 4.3.3, the zero-weight is the
only weight in U7, so in view of Remark 2.7.7 we deduce that α21|X = α22|X = 0.
Therefore, λ and λ − α21 are distinct weights in V which restrict to the same TX -
weight ν = λ|X = µ1. Now ν occurs in V1 with multiplicity 1, but it does not occur
in V2 since µ1 is not under µ2 (see Lemma 4.2.4). This contradicts the fact that
V = V1 ⊕ V2, hence a3 = 1 when (m, p) = (5, 2).
To complete the proof of the claim, let us assume δ = δ2 and m ≥ 6. Here
dimU1 = 1, dimU2 = dimU3 = 2 and dimUj ≥ 3 for all 4 ≤ j < ℓ/2, while
dimUℓ/2 ≥ 5 unless (m, p) = (6, 2), in which case dimUℓ/2 = 4. Therefore, if
(m, p) 6= (6, 2) then Lemma 2.8.2 implies that 1 ∈ {a3, a5}, as required. Finally, if
(m, p) = (6, 2) then G = C32 (see [5, Table 2]) and the same conclusion holds. This
justifies the claim.
Next let PX = QXLX be the parabolic subgroup of X in Remark 4.4.1, and
define Wj , Lj, Yj and Mj in the usual way. Note that Y1 = W0 ∼= W/[W,QX ]
is an irreducible KL′X-module with highest weight δi|L′X , so dimY1 = dimΛ
i(U)
where U is a natural KL′X-module. In particular, we may view L
′
X as a subgroup
of L1. Also note that each Mj |L′
X
is irreducible (since V/[V,Q] is an irreducible
KL′X-module).
Suppose i ≥ 3 or (i,m) = (2, 5). By the previous claim we have a3 = 1, so M1
is nontrivial and M1 6= Y1 nor Y
∗
1 . Consequently, the configuration (L
′
X , L1,M1)
must be one of the cases listed in [23, Table 1], but one checks that there are no
compatible examples in this table. This is a contradiction. Finally, suppose δ = δ2
and m ≥ 6, so a3 = 1 or a5 = 1. Consider the triple (L
′
X , L1,M1). Here [23, Table
1] indicates that M1 = Λ
2(Y1) is the only possibility, in which case ai = 0 for all
3 ≤ i ≤ k, where k = dim Y1 − 1 = m(m− 1)/2− 1. This is a contradiction since
k > 5. 
Lemma 4.4.5. If δ = 2δ1 then (G,H, V ) 6∈ T .
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Proof. Suppose δ = 2δ1 and (G,H, V ) ∈ T . By combining Lemmas 2.8.2,
4.3.5 and 4.3.11 we deduce that a3 = 1 or a5 = 1. Let PX = QXLX be the
parabolic subgroup of X in Remark 4.4.1 and define the Li, Yi and Mi as before.
Now Y1|L′
X
is irreducible with highest weight 2δ1|L′
X
, so if U denotes a natural
KL′X-module then dimY1 = dimS
2(U) = m(m+1)/2. However, by considering the
configuration (L′X , L1,M1) and inspecting [23, Table 1] we see thatM1 = Λ
2(Y1) is
the only possibility, whence ai = 0 for all 3 ≤ i ≤ k where k = m(m+1)/2− 1 > 5.
This is a contradiction. 
Lemma 4.4.6. If (δ, p) = (δ1 + δ2, 3) then (G,H, V ) 6∈ T .
Proof. Suppose otherwise. By applying Lemmas 2.8.2, 4.3.11 and Proposition
4.3.10 we deduce that a2 = 1 or a4 = 1. Let PX = QXLX be the usual parabolic
subgroup ofX , and define the Li, Yi andMi as before. Note that Y1 =W/[W,QX ] is
an irreducible KL′X-module with highest weight (δ1+δ2)|L′X , so dimY1 ≥ m+1. In
particular, since 1 ∈ {a2, a4}, M1 is nontrivial and M1 6= Y1 nor Y
∗
1 . Consequently,
the configuration (L′X , L1,M1) must be one of the cases listed in [23, Table 1], but
we find that there are no compatible examples. 
To complete the proof of Theorem 4.1.1, it remains to eliminate the case δ =
δm−1 + δm.
Lemma 4.4.7. If δ = δm−1 + δm then (G,H, V ) 6∈ T .
Proof. Suppose δ = δm−1 + δm and (G,H, V ) ∈ T . By applying Lemma
2.8.2 (together with Proposition 4.3.10 and Lemma 4.3.11) we deduce that a2 = 1,
a4 = a5 = 0 and an = 0 (the latter condition follows from the fact that the UX -
level of the lowest weight −δ is m(m − 1), and is therefore even). Here the usual
parabolic subgroup of X (see Remark 4.4.1) is not much use since Y1|L′
X
is simply a
natural module for L′X , so we cannot effectively apply [23, Theorem 1]. A different
approach is required.
Let PX = QXLX be the t-stable parabolic subgroup ofX with L
′
X = Dm−1 and
∆(L′X) = {β2, . . . , βm}, and let P = QL be the corresponding parabolic subgroup
of G. Here ℓ = 2, so L′ = L1L2 (with each Li simple) and V/[V,Q] = M1 ⊗M2,
where each Mi is a p-restricted irreducible KLi-module. Let Wi denote the i-th
QX-level of W and let Yi be the natural module for Li, so Yi = Wi−1. By Lemma
2.8.1 we have
V/[V,Q] = V/[V,QX ] = V1/[V1, QX ]⊕ V2/[V2, QX ] (4.3)
as KL′X-modules. Here V1/[V1, QX ] and V2/[V2, QX ] are irreducible KL
′
X-modules
with respective highest weights
(
m∑
i=2
ciδi)|L′
X
, (
m−2∑
i=2
ciδi + cmδm−1 + cm−1δm)|L′
X
.
Moreover, since cm−1 6= cm, it follows that V1/[V1, QX ] and V2/[V2, QX ] are non-
isomorphic KL′X-modules.
Next observe that Y1 = W0 ∼= W/[W,QX ] is an irreducible KL
′
X-module,
with highest weight (δm−1 + δm)|L′
X
, so we may view L′X as a subgroup of L1.
In fact, since Y1 = VL′
X
(δm−1 + δm) and δm−1 + δm is symmetric, it follows that
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L′X 6 Cl(Y1) < L1, where Cl(Y1) is a simple classical group of symplectic or
orthogonal type. (By Lemma 4.2.2, if p 6= 2 then Cl(Y1) is orthogonal.) We
consider the restriction of M1 to Cl(Y1).
First assumeM1|Cl(Y1) is irreducible, so we have a configuration (Cl(Y1), L1,M1).
Since a2 = 1, by inspecting [23, Table 1] we reduce to one of the following situations
(each with p 6= 2):
(i) I′1, with (k, a, b) = (1, p− 2, 1) or (2, 1, p− 2);
(ii) I2 or I4 (both with k = 2).
In case (i) we have Cl(Y1) = Sp(Y1), which contradicts Lemma 4.2.2. In (ii), M1 =
Λ2(Y1) and thus Lemma 4.2.3 implies that M1|L′
X
has at least three composition
factors. This contradicts (4.3).
Therefore M1|Cl(Y1) is reducible, so M1|L′X is also reducible. More precisely, in
view of (4.3), it follows that M1|Cl(Y1) has exactly two composition factors, say U1
and U2, and L
′
X acts irreducibly on each of them. In the usual way, via Steinberg’s
tensor product theorem, we may write
U1 ∼= S
(q1)
1 ⊗ · · · ⊗ S
(qk)
k
for some k ≥ 1, where k = q1 = 1 if p = 0, otherwise each Si is a nontrivial
p-restricted irreducible KCl(Y1)-module. Since a2 = 1, there exists an i such that
Si 6∼= Y1 nor Y
∗
1 , so the configuration (L
′
X , Cl(Y1), Si) must be in [23, Table 1]. (If
Si|Cl(Y1) is tensor decomposable then we can repeat the argument in the proof of
Lemma 3.6.10.) However, since Y1|L′
X
has highest weight (δm−1+δm)|L′
X
, it is easy
to see that there are no compatible examples. 
This completes the proof of Theorem 4.1.1.

CHAPTER 5
The case H0 = E6
In this section we will assume H0 = X = E6, so H = X〈t〉 = X.2 with t an
involutory graph automorphism of X . Since t acts on W , the TX -highest weight δ
of W must be fixed by t, so
δ = aδ1 + bδ2 + cδ3 + dδ4 + cδ5 + aδ6
for some non-negative integers a, b, c and d, where we label the δi as indicated in the
labelled Dynkin diagram of type E6 given below (see [3]). In particular, G = Sp(W )
or SO(W ).
1 3 4 5 6
2
As before, since X is simply laced, the set of TX -weights of W is the same as
the set of TX-weights of the Weyl module WX(δ) (see Lemma 2.2.2).
We continue to adopt the same set-up as before. Let V = VG(λ) be a ratio-
nal p-restricted irreducible tensor indecomposable KG-module with highest weight
λ =
∑
i aiλi, where {λ1, . . . , λn} are the fundamental dominant weights of G with
respect to a base {α1, . . . , αn} of the root system Φ(G). Our goal is to classify
the triples (G,H, V ), where V |H is irreducible and V |X is reducible. Recall that
if (G,H, V ) is such a triple then V |X = V1 ⊕ V2, where the Vi are non-isomorphic
irreducible KX-modules interchanged by t (see Proposition 2.6.2). Let µi denote
the highest weight of Vi, so
µ1 =
6∑
i=1
ciδi, µ2 = c6δ1 + c2δ2 + c5δ3 + c4δ4 + c3δ5 + c1δ6.
Without loss of generality, we may assume that λ|X = µ1. Let T be the set of
triples (G,H, V ) satisfying Hypothesis 1 with H0 = E6.
5.1. The main result
Theorem 5.1.1. If H0 = E6 then there are no triples (G,H, V ) satisfying
Hypothesis 1.
5.2. Preliminaries
Lemma 5.2.1. We have
µ1 − µ2 =
1
3
(2c1 + c3 − c5 − 2c6)(β1 − β6) +
1
3
(c1 + 2c3 − 2c5 − c6)(β3 − β5).
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Proof. This is an easy check, using [14, Table 1] to express µ1 and µ2 as a
linear combination of the simple roots β1, . . . , β6. 
Corollary 5.2.2. Suppose (G,H, V ) ∈ T and let µ ∈ Λ(V ).
(i) If µ|X = λ|X − β1 + β6 then µ2 = µ1 − β1 + β6.
(ii) If µ|X = λ|X − β3 + β5 then µ2 = µ1 − β3 + β5.
Proof. Consider (i). Let ν = µ|X . Now ν = µ1 − β1 + β6, so ν is not under
µ1 and thus ν 6∈ Λ(V1). Therefore ν ∈ Λ(V2) and ν = µ2 −
∑6
j=1 kjβj for some
non-negative integers kj . Hence
µ2 − µ1 = (k1 − 1)β1 + k2β2 + k3β3 + k4β4 + k5β5 + (k6 + 1)β6
and thus Lemma 5.2.1 implies that k1 − 1 = −(k6 +1), k2 = k4 = 0 and k3 = −k5.
Therefore kj = 0 for all 1 ≤ j ≤ 6, and part (i) follows. The proof of (ii) is entirely
similar. 
Let PX = QXLX be a parabolic subgroup of X , let Wi be the i-th QX-level
of W and let P = QL be the corresponding parabolic subgroup of G (see Section
2.7). As before, let ℓ denote the QX -level of the lowest weight −δ of W . To avoid
any confusion, we will sometimes write ℓδ in place of ℓ if we wish to specify the
highest weight of the relevant KX-module. The next result provides some useful
information on the dimensions of the Wi in the special case where PX is a Borel
subgroup of X .
Proposition 5.2.3. Let BX = UXTX be a t-stable Borel subgroup of X and let
Wi denote the i-th UX-level of W . Then ℓ = 2(16a+11b+ 30c+21d), dimWi ≥ 3
for all 4 ≤ i < ℓ/2, and dimWℓ/2 ≥ 5. Furthermore, exactly one of the following
holds:
(i) dimWi ≥ 3 for all 1 ≤ i ≤ 3.
(ii) δ = δ2 and dimW1 = dimW2 = 1, dimW3 = 2.
(iii) δ = bδ2 with b ≥ 2 and dimW1 = 1, dimW2 = 2, dimW3 ≥ 3.
(iv) δ = dδ4 with d ≥ 1 and dimW1 = 1, dimW2 ≥ 3, dimW3 ≥ 3.
(v) δ ∈ {a(δ1 + δ6), c(δ3 + δ5), bδ2 + dδ4} where a, b, c, d ≥ 1 and dimW1 = 2,
dimW2 ≥ 3, dimW3 ≥ 3.
In order to prove the proposition, we require a preliminary lemma.
Lemma 5.2.4. If δ 6= δ2 then δ1 + δ6 is subdominant to δ.
Proof. Let ν = δ − (δ1 + δ6). By expressing ν as a linear combination of the
βi (see [14, Table 1]), we get
ν = (2a+ b+ 3c+ 2d− 2)β1 + (2a+ 2b+ 4c+ 3d− 2)β2
+ (3a+ 2b+ 6c+ 4d− 3)β3 + (4a+ 3b+ 8c+ 6d− 4)β4
+ (3a+ 2b+ 6c+ 4d− 3)β5 + (2a+ b+ 3c+ 2d− 2)β6.
Therefore, since δ 6= δ2, it follows that ν is a non-negative integral linear combina-
tion of the βi. The result follows. 
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Proof of Proposition 5.2.3. Using [14, Table 1] it is easy to check that
ℓ = 2(16a+ 11b+ 30c+ 21d) as claimed. Suppose δ = δ2. Here the corresponding
weight lattice for the Weyl module WX(δ) is the same as the weight lattice for the
Lie algebra L(X), and we can argue as in the proof of Lemma 4.3.3 to show that
there are at least three distinct weights in Wi for 4 ≤ i < ℓ/2 = 11. Note that the
weights in W1, W2 and W3 are respectively δ−β2; δ−β2−β4; and δ−β2−β3−β4,
β2 − β4 − β5, so dimW1 = dimW2 = 1 and dimW3 = 2 as claimed. Finally,
W11 coincides with the zero-weight space, and by inspecting [20] we deduce that
dimW11 = 6− δ3,p.
For δ 6= δ2 our aim is to exhibit sufficiently many distinct weights in the ap-
propriate UX -level of W (in view of Lemma 2.2.2, it suffices to exhibit weights in
the Weyl module WX(δ)). Let µ = δ1 + δ6. By Lemma 5.2.4, µ is subdominant to
δ, and we proceed by induction on the height ht(δ − µ).
First assume ht(δ − µ) = 0, so δ = µ = δ1 + δ6. Here ℓ = 32 and dimW1 = 2
since the only weights in W1 are δ − β1 and δ − β6, each with multiplicity 1. It is
straightforward to check that there are at least three distinct weights in Wi for all
2 ≤ i ≤ 15, and at least five in W16. We leave the details to the reader.
Next suppose b ≥ 2. Set
ν = δ − β2 = a(δ1 + δ6) + (b − 2)δ2 + c(δ3 + δ5) + (d+ 1)δ4,
so ν is subdominant to δ, and Lemma 5.2.4 implies that µ is subdominant to ν.
Also note that ht(ν − µ) < ht(δ − µ) and ht(δ − ν) = 1. By induction, VX(ν) has
at least three distinct weights in the UX -levels from 2 to ℓν/2− 1, and at least five
at level ℓν/2. Therefore Lemma 2.7.6 implies that there are at least three distinct
weights in each Wi with 3 ≤ i ≤ ℓν/2 = ℓ/2− 1, and at least five in Wℓ/2. Now, if
δ = bδ2 then clearly dimW1 = 1 and dimW2 = 2. Similarly, if δ = bδ2 + dδ4 and
d 6= 0 then dimW1 = 2 and dimW2 ≥ 3. For any other δ (with b ≥ 2) it is clear
that dimWi ≥ 3 for i = 1, 2.
Now assume b = 1 and δ 6= δ2. There are several cases to consider. Suppose
d 6= 0. Set
ν = δ − β2 − β4 = a(δ1 + δ6) + (c+ 1)(δ3 + δ5) + (d− 1)δ4.
As before, ν is subdominant to δ, µ is subdominant to ν and ht(ν−µ) < ht(δ−µ).
Since ht(δ − ν) = 2, by induction (and Lemma 2.7.6), it follows that Wi has
sufficiently many weights for all i ≥ 4. The remaining UX -levels are easy to check
directly; we have dimW1 ≥ 2 (with equality if and only if a = c = 0), dimW2 ≥ 3
and dimW3 ≥ 3. A very similar argument applies if a 6= 0 or c 6= 0 (with b = 1).
Indeed, if c 6= 0 we define
ν = δ − β3 − β4 − β5 = (a+ 1)(δ1 + δ6) + 2δ2 + (c− 1)(δ3 + δ5),
while we set
ν = δ − β1 − β3 − β4 − β5 − β6 = (a− 1)(δ1 + δ6) + 2δ2
if a 6= 0. In both cases (using Lemma 2.7.6, together with induction and direct
calculation) it is easy to check that dimWi ≥ 3 for all i ≥ 1, and dimWℓ/2 ≥ 5.
We leave the details to the reader. For the remainder we may assume that b = 0.
Next suppose d 6= 0. We first assume d = 1. Let
ν = δ − β2 − β3 − 2β4 − β5 = (a+ 1)(δ1 + δ6) + c(δ3 + δ5).
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Then ν is subdominant to δ, µ is subdominant to ν (see Lemma 5.2.4), ht(ν−µ) <
ht(δ−µ) and ht(δ−ν) = 5. By induction, VX(ν) has at least three distinct weights
in the UX -levels from 2 to ℓν/2 − 1, and at least five at level ℓν/2. Therefore, by
applying Lemma 2.7.6, it remains to check the levels W1, . . . ,W6. If δ = δ4 then
a straightforward calculation yields dimW1 = 1 and dimWi ≥ 3 for all 2 ≤ i ≤ 6.
Similarly, if a 6= 0 or c 6= 0 then it is easy to check that dimWi ≥ 3 for all 1 ≤ i ≤ 6.
Now assume d ≥ 2. Here we set
ν = δ − β4 = a(δ1 + δ6) + δ2 + (c+ 1)(δ3 + δ5) + (d− 2)δ4,
so ν is subdominant to δ, and µ is subdominant to ν. Since ht(ν − µ) < ht(δ − µ)
and ht(δ− ν) = 1, the usual induction argument implies that Wi has at least three
distinct weights for all i ≥ 3, and there are at least five inWℓ/2. Clearly, if a = c = 0
then dimW1 = 1, otherwise dimW1 ≥ 3. In addition, it is easy to exhibit three
distinct weights in W2 (for example δ−β2−β4, δ−β4−β5 and δ−β3−β4), hence
dimW2 ≥ 3. For the remainder we may assume that b = d = 0.
Suppose c 6= 0. Let
ν = δ − β3 − β4 − β5 = (a+ 1)(δ1 + δ6) + δ2 + (c− 1)(δ3 + δ5)
and note that ν is subdominant to δ, and µ is subdominant to ν. Since ht(ν−µ) <
ht(δ−µ) and ht(δ−ν) = 3, the usual argument implies that there are at least three
distinct weights in Wi for all i ≥ 5, and at least five in Wℓ/2. Clearly, dimW1 =
4 − 2δa,0. By exhibiting suitable weights, we also calculate that dimWi ≥ 3 for
i = 2, 3, 4. For instance, in W2 we have δ − β3 − β5, δ − β3 − β4 and δ − β4 − β5.
To complete the proof we may assume that δ = aδ1 + aδ6 with a ≥ 2. Let
ν = δ − β1 − β3 − β4 − β5 − β6 = (a− 1)(δ1 + δ6) + δ2
and observe that ν is subdominant to δ, and µ is subdominant to ν. In the usual
way, by induction, we deduce that there are at least three distinct weights inWi for
all i ≥ 7, and at least five in Wℓ/2. Now dimW1 = 2, and it is easy to exhibit three
distinct weights in Wi for all 2 ≤ i ≤ 6. This completes the proof of Proposition
5.2.3. 
Lemma 5.2.5. Let PX = QXLX be the parabolic subgroup of X with L
′
X =
A1A4 and ∆(L
′
X) = {β1, β2, β4, β5, β6}, and let P = QL be the corresponding
parabolic subgroup of G. If c1 + 2c3 6= 2c5 + c6 then V/[V,Q] is an irreducible
KL′X-module.
Proof. This is similar to the proof of Lemma 4.2.1. Recall that V/[V,Q] is an
irreducible module for L and L′ (see Lemma 2.7.3(i)), and since [V,QX ] 6 [V,Q] it
follows that V/[V,Q] is a quotient of
V/[V,QX ] = V1/[V1, QX ]⊕ V2/[V2, QX ],
where each summand is an irreducible KL′X-module. Seeking a contradiction,
suppose that V/[V,Q] is a reducible KL′X-module, so
V/[V,Q] = V/[V,QX ] = V1/[V1, QX ]⊕ V2/[V2, QX ]
as KL′X-modules, and thus µ1 and µ2 both occur with non-zero multiplicity in
V/[V,Q].
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Let Z = Z(LX)
0. As L = CG(Z) (see Lemma 2.7.1(ii)), we have Z 6 Z(L)
and thus Schur’s lemma implies that Z acts as scalars on V/[V,Q]. In particular,
µ1|Z = µ2|Z so
5c1 + 6c2 + 10c3 + 12c4 + 8c5 + 4c6 = 4c1 + 6c2 + 8c3 + 12c4 + 10c5 + 5c6
since
Z =
{
hβ1(c
5)hβ2(c
6)hβ3(c
10)hβ4(c
12)hβ5(c
8)hβ6(c
4) | c ∈ K∗
}
.
This equality implies that c1 + 2c3 = 2c5 + c6, which is a contradiction. 
Lemma 5.2.6. Let PX = QXLX be the parabolic subgroup of X with L
′
X = D5
and ∆(L′X) = {β1, β2, β3, β4, β5}, and let P = QL be the corresponding parabolic
subgroup of G. If 2c1 + c3 6= c5 + 2c6 then V/[V,Q] is an irreducible KL
′
X-module.
Proof. This is entirely similar to the proof of Lemma 5.2.5, noting that
Z = Z(LX)
0 =
{
hβ1(c
2)hβ2(c
3)hβ3(c
4)hβ4(c
6)hβ5(c
5)hβ6(c
4) | c ∈ K∗
}
.
We leave the reader to check the details. 
5.3. Proof of Theorem 5.1.1
By applying Lemma 2.8.2 and Proposition 5.2.3, we may assume
δ ∈ {a(δ1 + δ6), bδ2, c(δ3 + δ5), bδ2 + dδ4 | a, b, c, d ≥ 1}.
Therefore, to prove Theorem 5.1.1 it remains to eliminate each of these cases. Recall
that T is the set of triples (G,H, V ) satisfying Hypothesis 1 with H0 = E6.
Lemma 5.3.1. If δ = δ2 then (G,H, V ) 6∈ T .
Proof. Here dimW = 78− δ3,p and G = SO(W ) (see [5, Table 2], for exam-
ple). Seeking a contradiction, let us assume δ = δ2 and (G,H, V ) ∈ T . In view of
Lemma 2.8.2 and Proposition 5.2.3(ii), we deduce that a4 = 1.
Let PX = QXLX be the t-stable parabolic subgroup of X with L
′
X = A5 and
∆(L′X) = {β1, β3, β4, β5, β6}. Let Wi be the i-th QX-level of W and let ℓ denote
the level of the lowest weight −δ. Then ℓ = 4 and we calculate that dimW0 = 1,
dimW1 = 20 and dimW2 = 36 − δ3,p (note that every weight of W occurs with
multiplicity 1, except for the zero weight, which has multiplicity 6 − δ3,p). Let
P = QL be the corresponding parabolic subgroup of G, and write L′ = L1L2
and V/[V,Q] = M1 ⊗M2, where each Li is simple and each Mi is a p-restricted
irreducible KLi-module. (More precisely, we have L1 = A19, while L2 = D18 if
p 6= 3, otherwise L2 = B17.) Let Yi be the natural KLi-module and note that
Yi =Wi. Since PX is t-stable, Lemma 2.8.1 implies that
V/[V,Q] = V1/[V1, QX ]⊕ V2/[V2, QX ]
as KL′X-modules, so V/[V,Q] has exactly two KL
′
X-composition factors.
Let πi denote the projection map from L
′
X to Li. Now every weight in W1
is under δ − β2 = −δ2 + δ4, so Y1|L′
X
is irreducible with highest weight δ4|L′
X
.
Therefore π1(L
′
X) = A5 and we may view L
′
X as a subgroup of L1. In addition, it
follows that Y1|L′
X
= Λ3(U), where U is the natural 6-dimensional module for L′X ,
and thus L′X < Cl(Y1) < L1 where Cl(Y1) = C10 if p 6= 2, otherwise Cl(Y1) = D10
(see Lemma 2.4.1 and [5, Table 2]). Furthermore, since a4 = 1 it follows that M1 is
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UX-level TX-weight T -weight Root restriction
0 δ λ1
1 δ − β2 λ1 − α1 α1|X = β2
2 δ − β2 − β4 λ1 − α1 − α2 α2|X = β4
δ − 2β2 λ1 − α1 − α2 − α3 α3|X = β2 − β4
Table 5.1
nontrivial, and M1 6= Y1 nor Y
∗
1 . We now consider the restriction of M1 to Cl(Y1)
(the rest of the argument is similar to the proof of Lemma 4.4.7).
First assume M1|Cl(Y1) is irreducible. Here the configuration (Cl(Y1), L1,M1)
must be one of the cases in [23, Table 1]; using the fact that a4 = 1 it is easy to
see that the case labelled I′1 is the only possibility, with p 6= 2 and either (k, a, b) =
(3, 1, p−2) or (2, p−2, 1) (in the notation of [23, Table 1]). In particular,M1|Cl(Y1)
is p-restricted with highest weight aλk + bλk+1, so the triple (L
′
X , Cl(Y1),M1) =
(A5, C10, VC10(aλk + bλk+1)) must have arisen in the analysis of the case X = A5
in Section 3. However, Theorem 3.1.1 states that there are no compatible triples
(G,H, V ) satisfying Hypothesis 1 with H0 = A5.
Therefore M1|Cl(Y1) is reducible. More precisely, M1|Cl(Y1) has exactly two
composition factors, say U1 and U2, and L
′
X acts irreducibly on each of them. By
Steinberg’s tensor product theorem, we may write
U1 ∼= S
(q1)
1 ⊗ · · · ⊗ S
(qk)
k
for some k ≥ 1, where k = q1 = 1 if p = 0, otherwise each Si is a nontriv-
ial p-restricted irreducible KCl(Y1)-module. Since a4 = 1, we may assume that
there exists some i such that the highest weight of Si as a KCl(Y1)-module has a
non-zero coefficient on the third fundamental dominant weight (see Lemma 2.2.5).
Then Si 6= Yi, Y
∗
i and so the main theorem of [23] implies that the configuration
(L′X , Cl(Y1), Si) is one of the cases in [23, Table 1] (recall that Cl(Y1) = D10 if
p = 2, so each Si is tensor indecomposable as a KCl(Y1)-module). However, it is
easy to check that there are no compatible examples. 
Lemma 5.3.2. Suppose δ = bδ2 with b ≥ 2. Then (G,H, V ) 6∈ T .
Proof. Suppose otherwise. Let BX = UXTX be a t-stable Borel subgroup of
X and let P = QL be the corresponding parabolic subgroup of G constructed in
the usual way. By appealing to Remark 2.7.7, we may order the T -weights in the
UX-levels 0, 1 and 2 so that we obtain the root restrictions given in Table 5.1.
By Lemma 2.8.2 and Proposition 5.2.3, we have a3 = 1 and thus λ−α3 ∈ Λ(V ).
Now λ− α3 restricts as a TX -weight to ν = µ1 − β2 + β4. Clearly ν does not occur
in V1, and Lemma 5.2.1 implies that ν does not occur in V2. This contradicts the
fact that V = V1 ⊕ V2. 
Lemma 5.3.3. Suppose δ = bδ2 + dδ4 with bd 6= 0. Then (G,H, V ) 6∈ T .
Proof. This is very similar to the proof of the previous lemma. Let BX =
UXTX be a t-stable Borel subgroup of X and let P = QL be the corresponding
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parabolic subgroup of G. By suitably ordering the T -weights in the UX -levels 0
and 1 (see Remark 2.7.7) we may assume that α1|X = β4 and α2|X = β2−β4. Now
Lemma 2.8.2 and Proposition 5.2.3 give a2 = 1, so λ − α2 ∈ Λ(V ). This weight
restricts to ν = µ1−β2+β4, which does not occur in V1 nor V2 (see Lemma 5.2.1).
This is a contradiction. 
Lemma 5.3.4. If δ = c(δ3 + δ5) then (G,H, V ) 6∈ T .
Proof. Seeking a contradiction, suppose (G,H, V ) ∈ T . Let BX = UXTX be
a t-stable Borel subgroup of X and let P = QL be the corresponding parabolic
subgroup of G. We may order the T -weights in the UX -levels 0 and 1 so that we
obtain the root restrictions α1|X = β5 and α2|X = β3 − β5 (see Remark 2.7.7).
Now Lemma 2.8.2 and Proposition 5.2.3 imply that a2 = 1, so λ − α2 ∈ Λ(V )
and this weight restricts to ν = µ1 − β3 + β5. Therefore Corollary 5.2.2 yields
µ2 = µ1 − β3 + β5 and thus Lemma 5.2.1 implies that
2c1 + c3 = c5 + 2c6, c1 + 2c3 = 2c5 + c6 + 3. (5.1)
Let PX = QXLX be the parabolic subgroup of X with L
′
X = A1A4 and
∆(L′X) = {β1, β2, β4, β5, β6}. Let P = QL be the parabolic subgroup of G con-
structed from PX in the usual way. As usual, write L
′ = L1 · · ·Lr and V/[V,Q] =
M1 ⊗ · · · ⊗Mr, where each Li is simple with natural module Yi, and each Mi is
a p-restricted irreducible KL′i-module. In addition, let πi be the projection map
from L′X to Li. Now Y1 = W0 and Y1|L′X is irreducible of highest weight cδ5|L′X . In
particular, we note that dimY1 ≥ 10 (equality if c = 1) and π1(L
′
X) 6= 1. More pre-
cisely, since the A1-factor of L
′
X acts trivially on Y1, it follows that π1(L
′
X) = A4,
so if J1 denotes the A4-factor of L
′
X then we may view J1 as a subgroup of L1.
Next observe that c1 + 2c3 6= 2c5 + c6 (see (5.1)), so V/[V,Q] is an irreducible
KL′X-module by Lemma 5.2.5. In particular, each Mi is an irreducible KL
′
X-
module, hence M1 is an irreducible KJ1-module. Consider the triple (J1, L1,M1).
Here J1 = A4 is a proper subgroup of L1 (since dimY1 ≥ 10), M1 is a nontrivial
p-restricted irreducible KL1-module and M1 6= Y1 nor Y
∗
1 (since a2 = 1). It follows
that this configuration must appear in [23, Table 1]. Since a2 = 1 and Y1|J1 has
highest weight cδ5|J1 , it is easy to see that the only possibility is the case labelled
I6 in [23, Table 1]. In particular, we have now reduced to the case p 6= 2, c = 1,
L1 = A9 and λ|L1 = λ2|L1 , so ai = 0 for all 1 ≤ i ≤ 9, i 6= 2.
Now let us consider the t-stable parabolic subgroup PX = QXLX of X with
L′X = A2A1A2 and ∆(L
′
X) = {β1, β2, β3, β5, β6}. Let J1, J2, J3 denote the factors
of L′X whose root systems have bases {β1, β3}, {β2} and {β5, β6}, respectively.
Let P = QL be the corresponding parabolic subgroup of G, and define the Wi,
Li, Yi, Mi and πi in the usual way. Note that Y1 = W0 is an irreducible KL
′
X-
module with Y1|L′
X
= VJ1(δ3) ⊗ VJ3(δ5), so dimY1 = 9. We have already observed
that ai = 0 for all 1 ≤ i ≤ 9, i 6= 2 (and a2 = 1), whence M1|L1 = Λ
2(Y1) and
dimM1 = 36. It follows thatM1|L′
X
has two composition factors: VJ1(δ1)⊗VJ3(2δ5)
and VJ1(2δ3)⊗VJ3(δ6). Since V/[V,Q]|L′X has exactly two composition factors (see
Lemma 2.8.1), we deduce that M2|L′
X
is irreducible. Next observe that W1|L′
X
has
at least two composition factors, namely
VJ1(δ1)⊗ VJ2(δ2)⊗ VJ3(2δ5), VJ1(2δ3)⊗ VJ2(δ2)⊗ VJ3(δ6),
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each of dimension 36, with respective highest weights δ − β3 − β4 and δ − β4 − β5
(so dim Y2 ≥ 72). Therefore Y2|L′
X
is reducible and π2(L
′
X) = A2A1A2, so we may
view L′X as a subgroup of L2. Finally, if we consider the triple (L
′
X , L2,M2) then
[23, Theorem 5.1] implies thatM2 is trivial, whence ai = 0 for all 1 ≤ i ≤ 80, i 6= 2.
To complete the proof of the lemma, let us turn to the t-stable parabolic sub-
group PX = QXLX of X with L
′
X = A3 and ∆(L
′
X) = {β3, β4, β5}. Let P = QL
be the corresponding parabolic subgroup of G and define the Wi, Li, Yi,Mi and πi
as before. Now Y1 = W0 so Y1|L′
X
is irreducible of highest weight (δ3 + δ5)|L′
X
. In
particular, Lemma 3.6.1 implies that dimY1 = 15 (since p 6= 2) and thus L1 = A14.
Since we have ai = 0 for all 1 ≤ i ≤ 14, i 6= 2 (and a2 = 1), it follows that
M1 = Λ
2(Y1). By Lemma 2.8.1 we have
V/[V,Q] = V/[V,QX ] = V1/[V1, QX ]⊕ V2/[V2, QX ]
asKL′X-modules, soM1|L′X has at most two composition factors. However, Lemma
3.3.1 states that M1|L′
X
has at least three composition factors, which is a contra-
diction. 
Lemma 5.3.5. If δ = a(δ1 + δ6) then (G,H, V ) 6∈ T .
Proof. Suppose there is an example (G,H, V ) ∈ T with δ = a(δ1 + δ6). Let
BX = UXTX be a t-stable Borel subgroup of X . In the usual way, by considering
UX-levels and applying Lemma 2.8.2, we deduce that a2 = 1. Also, by fixing a
suitable ordering of the T -weights in the UX -levels 0 and 1 of W , we may also
assume that α1|X = β6 and α2|X = β1 − β6. Now the TX -restriction of the weight
λ − α2 ∈ Λ(V ) is given by ν = µ1 − β1 + β6, so Corollary 5.2.2 implies that
µ2 = µ1 − β1 + β6 and thus Lemma 5.2.1 yields
2c1 + c3 = c5 + 2c6 + 3, c1 + 2c3 = 2c5 + c6. (5.2)
Let PX = QXLX be the parabolic subgroup of X with L
′
X = D5 and ∆(L
′
X) =
{β1, β2, β3, β4, β5}. Let Wi denote the i-th QX -level of W . Let P = QL be the
corresponding parabolic subgroup of G, and define the Li, Yi,Mi and πi in the
usual way. Then Y1 = W0 and Y1|L′
X
is irreducible of highest weight aδ1|L′
X
, so
π1(L
′
X) = D5 and we may view L
′
X as a subgroup of L1. Also note that dimY1 ≥ 10
(with equality if a = 1).
Since 2c1 + c3 6= c5 + 2c6 (see (5.2)), Lemma 5.2.6 implies that V/[V,Q] is an
irreducibleKL′X -module, soM1|L′X is irreducible. Consider the triple (L
′
X , L1,M1).
Here L′X = D5 is a proper subgroup of L1,M1 is a nontrivial p-restricted irreducible
KL1-module and M1 6= Y1 nor Y
∗
1 (since a2 = 1). Therefore, this configuration
must be one of the cases in [23, Table 1]. Since a2 = 1 and M1|L′
X
has highest
weight aδ1|L′
X
, it is easy to see that the only possibility is the case labelled I4 with
k = 2. In particular, p 6= 2, a = 1, L1 = A9 and λ|L1 = λ2|L1 , so we have ai = 0
for all 1 ≤ i ≤ 9, i 6= 2.
Next consider the t-stable parabolic subgroup PX = QXLX of X such that
L′X = A2A1A2 and ∆(L
′
X) = {β1, β2, β3, β5, β6}. Here ℓ = 8 is the QX-level
of the lowest weight −δ. As in the proof of the previous lemma, let J1, J2, J3
denote the factors of L′X whose root systems have bases {β1, β3}, {β2} and {β5, β6},
respectively. Let P = QL be the corresponding parabolic subgroup of G and define
the Wi, Li, Yi,Mi and πi as before. Here Y1 = W0 is an irreducible KL
′
X -module
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with Y1|L′
X
= VJ1(δ1) ⊗ VJ3(δ6), so dimY1 = 9. We have already observed that
ai = 0 for all 1 ≤ i ≤ 9, i 6= 2 (and also a2 = 1), so M1|L1 = Λ
2(Y1) and
thus dimM1 = 36. It follows that M1|L′
X
has two composition factors, namely
VJ1(δ3)⊗ VJ3(2δ6) and VJ1(2δ1) ⊗ VJ3(δ5), so M2|L′X is irreducible (since V/[V,Q]
has exactly two KL′X -composition factors).
Next observe thatW1|L′
X
has at least two composition factors. Indeed, VJ2(δ2)⊗
VJ3(δ5 + δ6) and VJ1(δ1 + δ3) ⊗ VJ2(δ2) are composition factors of W1|L′X , each of
dimension 16− 2δ3,p, with highest weights δ−β1−β3−β4 and δ−β4−β5−β6, re-
spectively. Since Y2 = W1 it follows that Y2|L′
X
is reducible and π2(L
′
X) = A2A1A2,
so we may view L′X as a subgroup of L2. By considering the triple (L
′
X , L2,M2),
[23, Theorem 5.1] implies thatM2 is trivial, whence ai = 0 for all 1 ≤ i ≤ 36, i 6= 2.
Finally, let us consider the t-stable parabolic subgroup PX = QXLX of X with
L′X = A5 and ∆(L
′
X) = {β1, β3, β4, β5, β6}. Define P = QL, Li, Yi, Mi and πi in
the usual way. Here Y1 =W0 and Y1|L′
X
is irreducible of highest weight (δ1+δ6)|L′
X
,
so Lemma 3.6.1 implies that dimY1 = 35−δ3,p and thus L1 = A34−δ3,p . Since ai = 0
for all 1 ≤ i ≤ 36, i 6= 2 (and a2 = 1), we deduce that M1 = Λ
2(Y1). By Lemma
2.8.1, V/[V,Q] has exactly two KL′X -composition factors, so M1|L′X must have at
most two. However, this contradicts Lemma 3.3.1. 
This completes the proof of Theorem 5.1.1.

CHAPTER 6
The case H0 = D4
To complete the proof of Theorem 1, it remains to deal with the case X = D4
(recall that in Section 4 we handled the case X = Dm with m ≥ 5). This is a
special case because the Dynkin diagram of type D4 admits an order 3 rotational
symmetry, which gives rise to so-called triality graph automorphisms of D4. In
particular, if H is a disconnected almost simple group with H0 = D4 then there are
three possibilities forH , namely D4〈t〉 = D4.2, D4〈s〉 = D4.3 and D4〈t, s〉 = D4.S3.
We will deal with each of these cases in turn. Let T be the set of triples (G,H, V )
satisfying Hypothesis 1 with H0 = D4.
6.1. The main result
Theorem 6.1.1. If H0 = D4 then there are no triples (G,H, V ) satisfying
Hypothesis 1.
6.2. The Borel reduction
Let BX = UXTX be a t-stable Borel subgroup ofX = H
0 = D4 and let δ denote
the highest weight ofW as a KX-module. We continue to adopt the same notation
for roots and weights, so {δ1, . . . , δ4} are the fundamental dominant weights of X
corresponding to a fixed base ∆(X) = {β1, . . . , β4} of the root system Φ(X). We
label these weights and roots as indicated in the Dynkin diagram of type D4 given
below.
1 2
3
4
Suppose H = X〈t〉 = X.2, where we may assume without loss of generality
that t is the involutory graph automorphism of X interchanging the simple roots
β3 and β4. Now δ is t-stable since t acts on W , so
δ = aδ1 + bδ2 + c(δ3 + δ4)
for some non-negative integers a, b and c. In addition, we have a = c if H = X.3
or X.S3 since in this situation δ is also s-stable, where s is the triality graph
automorphism of X cyclically permuting the simple roots β1, β3 and β4.
As before, let Wi denote the i-th UX -level of W and let ℓ be the UX -level of
the lowest weight −δ. It is easy to check that ℓ = 6a+ 10b+ 12c (see the proof of
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Proposition 4.3.1). In particular, ℓ is always even. In this section we obtain some
useful information on the dimensions of the Wi.
Proposition 6.2.1. Let δ =
∑
i biδi be a nontrivial p-restricted dominant
weight for X with b3 = b4, and assume δ 6∈ {δ1, δ2, δ3 + δ4, 2δ1, δ1 + δ2, 3δ1}. Let
d = b1 + b3 and set µ = δ1 + δ3 + δ4 if d is even, and µ = δ2 + δ3 + δ4 if d is odd.
Then µ is subdominant to δ.
Proof. First observe that
δ1 = β1 + β2 +
1
2
(β3 + β4), δ2 = β1 + 2β2 + β3 + β4,
δ3 =
1
2
(β1 + 2β2 + 2β3 + β4), δ4 =
1
2
(β1 + 2β2 + β3 + 2β4)
(6.1)
so δ − (δ1 + δ3 + δ4) =
∑
i diβi where
d1 = b1 + b2 + b3 − 2, d2 = b1 + 2(b2 + b3)− 3, d3 = d4 =
1
2
(b1 + 2b2 + 3b3 − 4),
and δ − (δ2 + δ3 + δ4) =
∑
i eiβi with
e1 = b1 + b2 + b3 − 2, e2 = b1 + 2(b2 + b3)− 4, e3 = e4 =
1
2
(b1 + 2b2 + 3b3 − 5).
Now, if d = b1 + b3 is even then each di is an integer. Moreover, each di is non-
negative since δ 6= δ2, 2δ1. Similarly, one can check that each ei is a non-negative
integer when d is odd. The result follows. 
Lemma 6.2.2. If δ = δ2 then ℓ = 10 and
dimW1 = 1, dimW2 = 3, dimW3 = 3, dimW4 = 4 and dimW5 = 4− 2δ2,p.
Proof. This follows from Lemma 4.3.3 (note that every weight in Wi with
i < ℓ/2 occurs with multiplicity one). 
Lemma 6.2.3. Let δ ∈ {δ3 + δ4, 2δ1, δ1 + δ2, 3δ1}. Then dimWℓ/2 ≥ 5 and Wi
contains at least 3 distinct weights for all 3 ≤ i < ℓ/2. Moreover, if δ ∈ {δ1 +
δ2, δ3 + δ4} then dimW1 = 2 and dimW2 ≥ 3, while dimW1 = 1 and dimW2 = 2
if δ ∈ {2δ1, 3δ1}.
Proof. First assume δ = δ3 + δ4, so ℓ = 12. The weights in W1 are δ − β3
and δ − β4, both with multiplicity 1, so dimW1 = 2. For 2 ≤ i ≤ 5 it is easy to
exhibit three distinct weights in Wi (by Lemma 2.2.2, we may work in the Weyl
module WX(δ)). There are only 4 distinct weights in W6: δ− β1 − 2β2 − 2β3 − β4,
δ− β1− 2β2− β3− 2β4, δ− 2β1− 2β2− β3− β4 and δ− 2β2− 2β3− 2β4. However,
δ − β1 − 2β2 − 2β3 − β4 and δ − β2 − β3 − β4 are conjugate under the Weyl group
of X and the multiplicity of the latter weight is at least 2 (see Lemma 2.2.4), so
dimW6 ≥ 5 as required.
The remaining cases are very similar. For example, if δ = 2δ1 then ℓ = 12
and the weights in W1 and W2 are δ − β1, and δ − 2β1, δ − β1 − β2, respectively,
so dimW1 = 1 and dimW2 = 2 since each of these weights has multiplicity 1.
For 3 ≤ i ≤ 5 it is easy to find three distinct weights in the corresponding Weyl
module. In W6 we have the zero weight δ − 2β1 − 2β2 − β3 − β4, together with
δ−2β1−2β2−2β3 and δ−2β1−2β2−2β4. By [20], the zero weight has multiplicity
3 and thus dimW6 = 5. 
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Lemma 6.2.4. Let δ = δ1 + δ3 + δ4. Then ℓ = 18 and Wi contains at least
7 distinct weights for all 4 ≤ i ≤ ℓ/2. Further dimW1 = 3, dimW2 = 6 and
dimW3 ≥ 7.
Proof. The weights in W1 are δ − β1, δ − β3 and δ − β4, each occurring with
multiplicity 1, and so dimW1 = 3. Similarly, there are 6 distinct weights in W2,
each with multiplicity 1, hence dimW2 = 6. InW3 there are only 4 distinct weights:
δ−β1−β2−β3, δ−β1−β2−β4, δ−β2−β3−β4 and δ−β1−β3−β4. By Lemma
2.2.4, the first 3 weights in this list all have multiplicity at least 2, so dimW3 ≥ 7.
Finally, for 4 ≤ i ≤ 9 it is easy to exhibit at least 7 distinct weights in Wi. 
Lemma 6.2.5. Let δ = δ2 + δ3 + δ4 or 2δ1 + δ3 + δ4. Then ℓ = 22 or 24,
respectively, and Wi contains at least 3 distinct weights for all 1 ≤ i < ℓ/2. Further,
there are at least 5 distinct weights in Wℓ/2.
Proof. This is an easy check. 
Our main result on the UX -levels of W is the following:
Proposition 6.2.6. Let δ = aδ1 + bδ2 + c(δ3 + δ4) be the TX-highest weight
of W , where δ 6= δ1. Then dimW0 = 1, dimW1 = 4 − δa,0 − δb,0 − 2δc,0 and the
following hold:
(i) If a = c then exactly one of the following holds:
(a) δ = δ2, ℓ = 10, dimW2 = dimW3 = 3, dimW4 = 4 and dimW5 =
4− 2δ2,p.
(b) δ = 2δ2, dimW2 = 4, dimW3 = 6 and dimWi ≥ 7 for 4 ≤ i ≤ ℓ/2.
(c) δ = bδ2 with b ≥ 3, dimW2 = 4 and dimWi ≥ 7 for 3 ≤ i ≤ ℓ/2.
(d) δ = δ1 + δ3 + δ4, dimW2 = 6 and dimWi ≥ 7 for 3 ≤ i ≤ ℓ/2.
(e) δ = δ1 + δ2 + δ3 + δ4, p = 3, dimW2 = 6 and dimWi ≥ 7 for
3 ≤ i ≤ ℓ/2.
(f) dimWi ≥ 7 for 2 ≤ i ≤ ℓ/2.
(ii) If a 6= c then exactly one of the following holds:
(a) δ = aδ1 with a ≥ 2, dimW2 = 2, dimWi ≥ 3 for 3 ≤ i < ℓ/2, and
dimWℓ/2 ≥ 5.
(b) dimWi ≥ 3 for 2 ≤ i < ℓ/2 and dimWℓ/2 ≥ 5.
Proof. In view of Lemmas 6.2.2, 6.2.3 and 6.2.4, we may assume that δ 6∈
{δ2, δ3+ δ4, 2δ1, δ1+ δ2, 3δ1, δ1+ δ3+ δ4}. The stated dimensions of W0 and W1 are
clear. Next we consider W2 and W3.
Suppose a = c. For now let us assume a = 0, so δ = bδ2 with b ≥ 2. The
weights in W2 are δ − β1 − β2, δ − β2 − β3, δ − β2 − β4 and δ − 2β2, each with
multiplicity 1, so dimW2 = 4. Similarly, the weights in W3 are δ − β1 − β2 − β3,
δ−β1−β2−β4, δ−β2−β3−β4, δ−β1−2β2, δ−2β2−β3, δ−2β2−β4 and δ−3β2
(the latter weight only occurs if b ≥ 3). Therefore dimW3 ≥ 7 if b ≥ 3, while
dimW3 = 6 if δ = 2δ2 since the first six weights in this list all have multiplicity 1.
Now assume a = c > 0. Suppose b = 0. By assumption a ≥ 2 (the case
δ = δ1+ δ3+ δ4 is handled in Lemma 6.2.4) and it is easy to find at least 7 distinct
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weights inW2 andW3. Now assume b 6= 0. If (a, b) = (1, 1) then δ = δ1+δ2+δ3+δ4
and one can exhibit 7 distinct weights inW3, while the weights inW2 are δ−β1−β2,
δ − β2 − β3, δ − β2 − β4, δ − β1 − β3, δ − β1 − β4 and δ1 − β3 − β4. The first three
weights in this list have multiplicity 2−δ3,p, while the latter three have multiplicity
1. Therefore dimW2 = 9− 3δ3,p. Finally, if b 6= 0 and (a, b) 6= (1, 1) then it is easy
to find seven distinct weights in both W2 and W3.
Suppose a 6= c. If b 6= 0 or c 6= 0 then it is easy to exhibit three distinct weights
in W2 and W3, so we may assume that δ = aδ1 with a ≥ 3 (recall that we may
assume δ 6= 2δ1). Here dimW2 = 2 since the weights in W2 are δ − β1 − β2 and
δ − 2β1, each with multiplicity 1, and we have dimW3 ≥ 3 since δ − β1 − β2 − β3,
δ − β1 − β2 − β4 and δ − 2β1 − β2 are weights in W3.
To complete the proof of the proposition, it suffices to show that if a = c then
there are at least seven distinct weights in Wi for all 4 ≤ i ≤ ℓ/2, and if a 6= c
then there are at least three distinct weights in Wi for 4 ≤ i < ℓ/2 and at least
five in Wℓ/2. In view of Lemma 2.2.2, it suffices to work in the corresponding Weyl
module WX(δ). As in the statement of Proposition 6.2.1, set d = a+ c and define
µ = δ1 + δ3 + δ4 if d is even, otherwise µ = δ2 + δ3 + δ4. By Proposition 6.2.1, µ
is subdominant to δ. We proceed by induction on the height ht(δ − µ) of δ − µ.
If ht(δ − µ) = 0 then the result follows from Lemmas 6.2.4 and 6.2.5, so we may
assume that ht(δ − µ) > 0.
First assume that b ≤ 1, so (a, c) 6= (0, 0). Suppose a 6= 0 and c = 0, so a ≥ 2
since we have already handled the case δ = δ1 + δ2. Set
ν = δ − β1 = (a− 2)δ1 + (b+ 1)δ2.
Then ν is subdominant to δ, µ is subdominant to ν (by Proposition 6.2.1) and we
have ht(ν −µ) < ht(δ− µ). By induction and Lemma 2.7.6 we see that the desired
result holds for all i ≥ 5, and it is easy to check that W4 has at least 3 distinct
weights. Now assume c 6= 0. If (a, b, c) = (2, 0, 1) then Lemma 6.2.5 applies, so let
us assume otherwise. Set
ν = δ − β2 − β3 − β4 = (a+ 1)δ1 + bδ2 + (c− 1)(δ3 + δ4).
As before, ν is subdominant to δ, µ is subdominant to ν and ht(ν−µ) < ht(δ−µ),
so by using induction and Lemma 2.7.6 we reduce to the case 4 ≤ i ≤ 6. It is
straightforward to find sufficiently many weights in W4, W5 and W6. For example,
if a = c then δ−β1−β2−β3−β4, δ−β1−2β2−β3, δ−β1−2β2−β4, δ−2β2−β3−β4,
δ− 2β1− β2− β3, δ− 2β1− β2− β4, δ− β2− β3− 2β4 are 7 distinct weights in W4.
To complete the proof we may assume that b ≥ 2. Set
ν = δ − β2 = (a+ 1)δ1 + (b− 2)δ2 + (c+ 1)(δ3 + δ4)
and observe that ν is subdominant to δ, µ is subdominant to ν and ht(ν − µ) <
ht(δ−µ). Arguing in the usual way (using induction and Lemma 2.7.6), we deduce
that the desired result holds for all i ≥ 5, and it is straightforward to show that
W4 has enough distinct weights. 
6.3. The case H = D4.2
Let (G,H, V ) be an irreducible triple satisfying Hypothesis 1, where H =
D4〈t〉 = D4.2 and t is an involutory graph automorphism of X = H
0 = D4.
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As before, let λ =
∑
i aiλi be the (p-restricted) highest weight of the irreducible
KG-module V = VG(λ). Since V |H is irreducible and V |X is reducible, we have
V |X = V1 ⊕ V2, (6.2)
where the Vi are non-isomorphic irreducible KX-modules interchanged by t. In
particular, if µi denotes the TX-highest weight of Vi then we may assume
µ1 = λ|X =
4∑
i=1
ciδi, µ2 = c1δ1 + c2δ2 + c4δ3 + c3δ4
and thus
µ2 − µ1 =
1
2
(c4 − c3)(β3 − β4). (6.3)
By applying Lemma 2.8.2 and Proposition 6.2.6, we immediately deduce that δ is
one of the following:
aδ1 (a ≥ 2), δ2, aδ1 + bδ2 (ab 6= 0), c(δ3 + δ4).
Remark 6.3.1. Note that in the following proof of Theorem 6.1.1 when H =
D4.2, we do not use the fact that V1 and V2 are non-isomorphic KX-modules. This
intentional feature of the proof will be important in Section 6.5, when we deal with
the case H = D4.S3.
Lemma 6.3.2. If δ = aδ1 (a ≥ 2) then (G,H, V ) 6∈ T .
Proof. Seeking a contradiction, let us assume (G,H, V ) ∈ T . In view of the
bounds on the dimensions of the UX -levels of W given in part (a) of Proposition
6.2.6(ii), an application of Lemma 2.8.2 yields a3 = 1. Further, by appealing to
Remark 2.7.7, we may choose an ordering of the T -weights in the UX -levels 0, 1
and 2 to give α3|X = β1 − β2, whence λ − α3 ∈ Λ(V ) restricts to the TX-weight
ν = µ1 − β1 + β2. Clearly, ν does not occur in V1. Suppose ν occurs in V2. Then
ν = µ2 −
∑
i kiβi for some non-negative integers ki, whence
µ2 − µ1 = (k1 − 1)β1 + (k2 + 1)β2 + k3β3 + k4β4,
which contradicts (6.3). Therefore ν does not occur in V1 nor V2, which is a con-
tradiction since V = V1 ⊕ V2. 
Lemma 6.3.3. If δ = δ2 then (G,H, V ) 6∈ T .
Proof. Here G = D14−δ2,p (see [5, Table 2]) and the dimensions of the UX -
levels are given in Lemma 6.2.2. Suppose there is an irreducible triple (G,H, V ) ∈
T . Let P = QL be the parabolic subgroup of G constructed in the usual way from
the UX-levels of W . If p = 2 then Lemma 6.2.2 implies that L
′ does not have an
A1 factor (see Remark 2.7.5), which contradicts Lemma 2.8.2. For the remainder
we may assume p 6= 2, so G = D14. Here Lemma 2.8.2 implies that 1 ∈ {a13, a14},
and without loss of generality we will assume that a13 = 1. Moreover, aj = 0 for
j ∈ {3, 4, 6, 7, 9, 10, 11, 14}.
Let Wi denote the i-th UX-level of W and note that ℓ = 10. By suitably
ordering the weights in the levels W0, . . . ,W4 (see Remark 2.7.7) we obtain the
root restrictions recorded in Table 6.1. Moreover, since δ − β1 − 2β2 − β3 − β4 = 0
is the only weight in W5, we note that the weights ν = λ −
∑12
i=1 αi, ν − α13,
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UX-level TX-weight T -weight Root restriction
0 δ λ1
1 δ − β2 λ1 − α1 α1|X = β2
2 δ − β1 − β2 λ1 − α1 − α2 α2|X = β1
δ − β2 − β3 λ1 − α1 − α2 − α3 α3|X = β3 − β1
δ − β2 − β4 λ1 −
∑4
i=1 αi α4|X = β4 − β3
3 δ − β1 − β2 − β3 λ1 −
∑5
i=1 αi α5|X = β1 + β3 − β4
δ − β1 − β2 − β4 λ1 −
∑6
i=1 αi α6|X = β4 − β3
δ − β2 − β3 − β4 λ1 −
∑7
i=1 αi α7|X = β3 − β1
4 δ − β1 − β2 − β3 − β4 λ1 −
∑8
i=1 αi α8|X = β1
δ − β1 − 2β2 − β3 λ1 −
∑9
i=1 αi α9|X = β2 − β4
δ − β1 − 2β2 − β4 λ1 −
∑10
i=1 αi α10|X = β4 − β3
δ − 2β2 − β3 − β4 λ1 −
∑11
i=1 αi α11|X = β3 − β1
Table 6.1
ν − α14 and ν − α13 − α14 all restrict to the zero-weight. Hence, α12|X = β1 and
α13|X = α14|X = 0.
Let PX = QXLX be the t-stable parabolic subgroup of X with ∆(L
′
X) = {β2},
and let P = QL be the corresponding parabolic subgroup of G. Then L′ = L1 · · ·Lr
and V/[V,Q] = M1 ⊗ · · · ⊗ Mr, where each Li is simple with natural module
Yi =Wi−1 (whereWi denotes the i-th QX-level ofW ), and eachMi is a p-restricted
irreducible KLi-module. Here r = 4 and we have L1 = A1, L2 = A2, L3 = A5
and L4 = D3. We also observe that Y3|L′
X
= U ⊕ U ⊕ U , where U is the natural
2-dimensional module for L′X = A1. Furthermore, Y4|L′X is the direct sum of a
3-dimensional trivial module and the irreducible 3-dimensional KL′X-module of
highest weight 2δ2|L′
X
. Viewing D3 = SO(Y4) as an image of A3 = SL(M), we see
that Y4 = Λ
2(M) as a KA3-module. In particular, the action of L
′
X on Y4 implies
that some central extension of L′X acts on M as the sum of two 2-dimensional
natural modules for A1. By applying Lemmas 2.10.2(i) and 2.10.3 we deduce that
a8 = a12 = 0; if not, then M3|L′
X
or M4|L′
X
has at least three composition factors,
which is a contradiction.
Now λ and λ−α13 are distinct weights in V (recall that a13 = 1) which restrict
to the same TX-weight µ1. Since µ1 occurs with multiplicity 1 in V1, the second
occurrence of µ1 must be as a weight in V2. Then (6.3) implies that µ2 = µ1. Note
that a5 = 0, since otherwise λ−α5 ∈ Λ(V ), but (λ−α5)|X = µ1−β1−β3+β4, which
does not lie under µ1 = µ2. So we have reduced to the case λ = a1λ1 + a2λ2 + λ13.
We now turn to the t-stable parabolic subgroup PX = QXLX of X with
∆(L′X) = {β2, β3, β4}, and we define P = QL to be the corresponding parabolic
subgroup of G. Then L′ = L1L2 and V/[V,Q] = M1⊗M2, where each Li is simple
with natural module Yi = Wi (where Wi denotes the i-th QX -level of W ), and
eachMi is a p-restricted irreducible KLi-module. We have L1 = A5, L2 = D8, and
Y1|L′
X
is the irreducible KL′X -module with highest weight δ2|L′X and Y2 is reducible
as a KL′X-module. If we consider the configuration (L
′
X , L2,M2) then Corollary
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2.9.2 implies that M2 is a reducible KL
′
X -module and so M1 must be irreducible.
By [23, Theorem 2], we see that the irreducible configuration (L′X , L1,M1) oc-
curs if and only if M1 is trivial or M1 ∈ {Y1, Y
∗
1 ,Λ
2(Y1),Λ
2(Y1)
∗}. Given that
λ = a1λ1 + a2λ2 + λ13, we deduce that λ = λ1 + λ13, λ2 + λ13 or λ13.
For the case λ = λ1 + λ13, we return to the consideration of the parabolic
subgroup PX with ∆(L
′
X) = {β2}. HereM1 is the 2-dimensional natural module for
L′X , whileM4|L′X = U1⊕U2 is the sum of two p-restricted 2-dimensional irreducible
KL′X-modules, and Mj|L′X is trivial for j = 2, 3. By Proposition 2.3.1, the KL
′
X-
modules M1 ⊗ Ui are reducible, which implies that the KL
′
X-module V/[V,Q] =
M1 ⊗M4 has at least four composition factors. This is a contradiction.
Next suppose λ = λ2 + λ13. Here we may use the above root restrictions to
show that µ1 = 2(δ1 + δ3 + δ4) + δ2, so µ1 is p-restricted. The weight λ−
∑13
i=2 αi
has multiplicity at least 11 (see Lemma 2.4), as does its conjugate λ−
∑14
i=2 αi. So
the weight (λ −
∑13
i=2 αi)|X = µ1 − β1 − β2 − β3 − β4 has multiplicity at least 22
in V . But a direct application of the PBW-basis theorem (see [14, Section 17.3])
shows that this weight has multiplicity at most 8 in each of the irreducible modules
V1, V2, leading to a contradiction.
Finally, let us assume that λ = λ13. Now we may write λ as a linear combination
of the simple roots αi and conclude that λ|X = δ1 + δ2 + δ3 + δ4. Using the
method explained in [19], Frank Lu¨beck (personal communication) has calculated
that dimV1 = 1841, 2451, 3797 when p = 3, 5, 7, respectively (see [19, Table A.41]
for the case p = 3), and dimV1 = 4096 in all other cases. In particular, if p = 3, 5, 7
then 2 dimV1 < dimV , and in the remaining cases we have dimV = 2
13 = 2dimV1.
To see that the configuration λ = λ13 does not give rise to an example (G,H, V )
in T when p 6= 2, 3, 5, 7, we first note that the group D4.2 does not lie in the
simple group D14. Indeed, since W is the Lie algebra of X , we may study the
action of D4.2 on W via the conjugation action on the Lie algebra L(X). It is
then a straightforward calculation to see that an element in GO8 \ SO8 acts with
determinant −1 on W . Hence we have D4.2 as a subgroup of D14.2. Moreover,
since the weight λ13 is not invariant under the graph automorphism of D14, this
representation does not extend to a representation of D14.2. Hence, we do not have
a configuration satisfying Hypothesis 1. 
Remark 6.3.4. We wish to make note of the following unique situation arising
in the proof of the previous lemma, even though this does not give rise to an example
in the statement of our main theorem. The result follows from the proof of Lemma
6.3.3:
Suppose X = D4 and δ = δ2 with p 6= 2, 3, 5, 7, so G = D14. Let
V be one of the two spin modules for G. Then V |X is the sum
of two irreducible isomorphic KX-modules, each having highest
weight δ1 + δ2 + δ3 + δ4.
Lemma 6.3.5. If δ = aδ1 + bδ2 (ab 6= 0) then (G,H, V ) 6∈ T .
Proof. Suppose (G,H, V ) ∈ T . By applying Proposition 6.2.6(ii)(b) and
Lemma 2.8.2 we deduce that a2 = 1. By suitably ordering the weights in the UX -
levelsW0 and W1 (see Remark 2.7.7), we have that α1|X = β1 and α2|X = β2−β1.
Since a2 = 1, λ − α2 ∈ Λ(V ) and so µ1 − β2 + β1 ∈ Λ(V ). Since this weight does
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not occur in V1, it must occur in V2 and so µ1 − β2 + β1 = µ2 −
∑4
i=1 kiβi for
non-negative integers ki. But then we have
µ2 − µ1 = (k1 + 1)β1 + (k2 − 1)β2 + k3β3 + k4β4,
which contradicts (6.3). 
Lemma 6.3.6. If δ = c(δ3 + δ4) then (G,H, V ) 6∈ T .
Proof. Let us assume (G,H, V ) ∈ T . As in the proof of the previous lemma,
we deduce that a2 = 1. By suitably ordering the weights in the UX -levels W0
and W1 (see Remark 2.7.7), we have that α1|X = β3 and α2|X = β4 − β3. Since
a2 = 1, λ − α2 ∈ Λ(V ) and so µ1 − β4 + β3 ∈ Λ(V ). Since this weight does
not occur in V1, it must occur in V2 and so there exist non-negative integers ki
such that µ1 − β4 + β3 = µ2 −
∑4
i=1 kiβi. Comparing with (6.3), we deduce that
µ2 = µ1 − β4 + β3 6= µ1. In particular, we have that c3 6= c4.
Now let PX = QXLX be the parabolic subgroup of X with L
′
X = A3 and
∆(L′X) = {β1, β2, β3}, let P = QL be the corresponding parabolic subgroup of G
and define the Li,Mi, Yi as before. Note that Y1 = W/[W,QX ] is an irreducible
KL′X-module with highest weight cδ3|L′X , so
dimY1 =
1
6
(c+ 1)(c+ 2)(c+ 3)
(see [23, 1.14]). By Lemma 4.2.1, which applies since c3 6= c4, V/[V,Q] is an
irreducible KL′X -module. As before, the triple (L
′
X , L1,M1) must be one of the
cases in [23, Table 1], and we see that the only possibility is the case labelled I7
with n = 3, so c = 2, p 6= 2 and M1 = Λ
2(Y1) as a KL1-module.
Let us now switch to the t-stable parabolic subgroup PX = QXLX of X with
∆(L′X) = {β1, β3, β4}, and let P = QL be the corresponding parabolic subgroup
of G. Define the Wi, Li,Mi, Yi and πi in the usual way, and note that dimY1 =
dimW0 = 9 so L1 = A8. In addition, we note that Y1|L′
X
is irreducible of highest
weight (2δ3 + 2δ4)|L′
X
, so π1(L
′
X) = A1A1. Therefore, Lemma 2.10.4 implies that
M1|L′
X
has at least three composition factors, which is a contradiction since V/[V,Q]
has precisely two composition factors as a KL′X-module. 
This completes the proof of Theorem 6.1.1 in the case H = D4.2.
6.4. The case H = D4.3
Next we establish Theorem 6.1.1 in the case where H = X〈s〉 = X.3, with
s a triality graph automorphism of X = D4. As usual, let V = VG(λ) be a
rational p-restricted irreducible tensor indecomposable KG-module with highest
weight λ =
∑
i aiλi, and assume V |H is irreducible, but V |X is reducible, so
V |X = V1 ⊕ V2 ⊕ V3,
where the Vi are non-isomorphic irreducible KX-modules permuted by s (see
Proposition 2.6.2). Also recall that δ denotes the highest weight of W as a KX-
module, which is s-stable since s acts on W . Therefore δ is of the form
δ = a(δ1 + δ3 + δ4) + bδ2. (6.4)
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Also note that if PX = QXLX is a parabolic subgroup of X and P = QL is the
corresponding parabolic subgroup of G (constructed using the QX-levels of W in
the usual way) then V/[V,Q] is a quotient of
V/[V,QX ] = V1/[V1, QX ]⊕ V2/[V2, QX ]⊕ V3/[V3, QX ],
where each summand is an irreducible KL′X-module. In particular, V/[V,Q] has at
most three composition factors as a KL′X-module.
The next result provides an analogue of Lemma 2.8.2.
Lemma 6.4.1. Let P = QL be the parabolic subgroup of G constructed from an
s-stable Borel subgroup of X as in Lemma 2.7.1. Write L′ = L1 · · ·Lr as a product
of simple factors. Then exactly one of the following holds:
(i) There exists 1 ≤ i ≤ r such that Li = A1, ∆(Li) = {α}, 〈λ, α〉 = 2 and
〈λ, β〉 = 0 for all β ∈ ∆(L′)\{α}.
(ii) There exists 1 ≤ i ≤ r such that Li = A2, ∆(Li) = {α, β}, {〈λ, α〉, 〈λ, β〉} =
{0, 1} and 〈λ, γ〉 = 0 for all γ ∈ ∆(L′)\{α, β}.
Proof. This follows from [9, Lemma 6.2]. 
Remark 6.4.2. It will be useful to interpret Lemma 6.4.1 in terms of the UX -
levels of W , where BX = UXTX is an s-stable Borel subgroup of X . Indeed, if Wi
denotes the i-th UX -level of W , and ℓ is the UX -level of the lowest weight −δ, then
Lemma 6.4.1 implies that one of the following holds:
(i) There exists 1 ≤ i < ℓ/2 such that dimWi = 2 or 3;
(ii) ℓ is even, G is symplectic and dimWℓ/2 = 2;
(iii) ℓ is even, G is orthogonal and dimWℓ/2 = 3 or 4.
In particular, by appealing to Proposition 6.2.6 and Lemma 6.4.1, we may
assume that δ = a(δ1 + δ3 + δ4) or δ2.
Lemma 6.4.3. If δ = a(δ1 + δ3 + δ4), a 6= 0, then (G,H, V ) 6∈ T .
Proof. Seeking a contradiction, suppose that (G,H, V ) ∈ T . Let BX =
UXTX be an s-stable Borel subgroup of X and let P = QL be the corresponding
parabolic subgroup of G. By applying Proposition 6.2.6 and Lemma 6.4.1 we deduce
that {a2, a3} = {0, 1} and ai = 0 for all 5 ≤ i ≤ 9.
Next let PX = QXLX be the parabolic subgroup of X with ∆(L
′
X) = {β2}, and
let P = QL be the parabolic subgroup of G constructed in the usual way. As usual,
we write L′ = L1 · · ·Lr and V/[V,Q] = M1⊗· · ·⊗Mr, where each Li is simple with
natural module Yi, and each Mi is a p-restricted irreducible KLi-module. Let Wi
denote the i-th QX -level ofW and note that Y1 =W1 and dimW1 = 6, so L1 = A5.
In addition, we have Y1|L′
X
= U ⊕ U ⊕ U , where U is the natural 2-dimensional
module for L′X = A1. Now, if a3 = 1, or if a2 = 1 and a4 6= 0, then Lemma 2.10.3
implies that M1|L′
X
has at least four composition factors, contradicting the fact
that V/[V,Q] has at most three composition factors as a KL′X-module. It follows
that a2 = 1 and ai = 0 for all 3 ≤ i ≤ 9.
To complete the proof, we switch to the s-stable parabolic subgroup PX =
QXLX of X with ∆(L
′
X) = {β1, β3, β4}. Let P = QL be the parabolic subgroup of
G constructed from PX , and define the Li,Mi,Wi and Yi in the usual way. Note
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that Y1 =W0 and dimW0 ≥ 8, so L1 = Am with m ≥ 7. Now Y1|L′
X
is irreducible,
with highest weight (aδ1 + aδ3 + aδ4)|L′
X
, so we may view L′X = A1A1A1 as a
subgroup of L1, and thus Lemma 2.10.6 implies that M1|L′
X
has more than three
composition factors. Once again, this is a contradiction. 
Lemma 6.4.4. If δ = δ2 then (G,H, V ) 6∈ T .
Proof. Here G = D14−δ2,p (see [5, Table 2]). Seeking a contradiction, let us
assume (G,H, V ) ∈ T . First we deal with the case p 6= 2. In the usual way, by
considering the dimensions of the UX -levels of W given in Proposition 6.2.6 and by
applying Lemma 6.4.1, we see that one of the following holds:
(i) ai = 0 for i ∈ {3, 4, 6, 7, 9, 10, 11}, {a13, a14} = {0, 2}.
(ii) ai = 0 for i ∈ {3, 4, 9, 10, 11, 13, 14}, {a6, a7} = {0, 1}.
(iii) ai = 0 for i ∈ {6, 7, 9, 10, 11, 13, 14}, {a3, a4} = {0, 1}.
The first step is to reduce to the cases {a3, a4} = {0, 1} or {a6, a7} = {0, 1}.
To do this, we argue as in the proof of Lemma 6.3.3, working with the parabolic
subgroup PX = QXLX of X with ∆(L
′
X) = {β2}. Let P = QL be the correspond-
ing parabolic subgroup of G. Then L′ = L1 · · ·Lr and V/[V,Q] = M1 ⊗ · · · ⊗Mr,
where each Li is simple with natural module Yi = Wi−1 (where Wi denotes the
i-th QX-level of W ), and each Mi is a p-restricted irreducible KLi-module. Now
r = 4 and we have L1 = A1, L2 = A2, L3 = A5 and L4 = D3. We also ob-
serve that Y3|L′
X
= U ⊕ U ⊕ U , where U is the natural 2-dimensional module for
L′X = A1. Furthermore, Y4|L′X is the direct sum of a 3-dimensional trivial module
and the irreducible 3-dimensional KL′X-module of highest weight 2δ2|L′X . We may
view D3 = SO(Y4) as an image of A3 = SL(M), in which case Y4 = Λ
2(M) as
a KA3-module. In particular, the action of L
′
X on Y4 implies that some central
extension of L′X acts on M as the sum of two 2-dimensional natural modules for
A1. By applying Lemma 2.10.2(i) we deduce that a12 = a13 = a14 = 0; if not, then
M4|L′
X
has at least four composition factors, which is a contradiction. We have
now reduced to the cases {a3, a4} = {0, 1} or {a6, a7} = {0, 1}.
Suppose that {a6, a7} = {0, 1}. Let PX = QXLX be the parabolic subgroup
of X with ∆(L′X) = {β1, β3, β4} and let P = QL be the parabolic subgroup of G
constructed from PX . Then L
′ = L1L2 and V/[V,Q] = M1 ⊗M2, where L1 = A7,
L2 = D5 and each Mi is a p-restricted irreducible KLi-module. Define the Wi and
Yi in the usual way and note that Yi = Wi for i = 1, 2. Now Y1|L′
X
is the tensor
product of three 2-dimensional naturalKA1-modules, so Lemma 2.10.6 implies that
M1|L′
X
has more than three composition factors. Once again, this is a contradiction.
An entirely similar argument applies if {a3, a4} = {0, 1}.
This completes the proof of the lemma when p 6= 2, so for the remainder we
may assume p = 2 (so G = D13). By applying Proposition 6.2.6 and Lemma 6.4.1,
we reduce to one of the following two cases:
(i) ai = 0 for i ∈ {3, 4, 9, 10, 11}, {a6, a7} = {0, 1}.
(ii) ai = 0 for i ∈ {6, 7, 9, 10, 11}, {a3, a4} = {0, 1}.
We now complete the proof as in the case p 6= 2, working with the s-stable parabolic
subgroup PX = QXLX with ∆(L
′
X) = {β1, β3, β4}. 
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This completes the proof of Theorem 6.1.1 in the case H = D4.3.
6.5. The case H = D4.S3
To complete the proof of Theorem 6.1.1 it remains to deal with the case H =
X〈s, t〉 = X.S3, where s is a triality graph automorphism of X = D4 cyclically
permuting the simple roots {β1, β3, β4}, and t is an involutory graph automorphism
interchanging β3 and β4. Since we are assuming s and t both act on W , it follows
that δ has the form given in (6.4). As usual, we take V = VG(λ) to be a rational
p-restricted irreducible tensor indecomposable KG-module with highest weight λ =∑
i aiλi, with the property that V |H is irreducible but V |X is reducible.
Let N be the normal subgroup D4.3 of H and consider the restriction of V to
N . If V |N is irreducible, then the conclusion to Theorem 6.1.1 follows from the
previous analysis of the D4.3 case in Section 6.4. Therefore, we may assume that
V |N is reducible. Then by Clifford theory we have V |N = V
′
1⊕V
′
2 , where V
′
1 and V
′
2
are non-isomorphic irreducible KN -modules, interchanged by the involutory graph
automorphism of D4 (these modules are non-isomorphic by Proposition 2.6.2).
Now, if V ′1 |X and V
′
2 |X are irreducible then V |X = V
′
1 |X ⊕ V
′
2 |X but we cannot
assume V ′1 |X , V
′
2 |X are non-isomorphic as KX-modules. However, in our earlier
analysis of the case D4.2 in Section 6.3, we do not assume that the modules V1
and V2 in (6.2) are non-isomorphic (see Remark 6.3.1), so we can conclude that
no examples arise in this situation. In particular, for the remainder of this section
we may assume that V ′1 |X and V
′
2 |X are reducible, so by a further application of
Clifford theory we deduce that
V |X = V1 ⊕ V2 ⊕ V3 ⊕ V4 ⊕ V5 ⊕ V6, (6.5)
where the Vi are irreducible KX-modules permuted by 〈s, t〉 ∼= S3 (note that we
do not assume the Vi are pairwise non-isomorphic). In particular, if P = QL is a
parabolic subgroup of G, constructed in the usual way from a parabolic subgroup
PX = QXLX of X , then the irreducible KL
′-module V/[V,Q] has at most six
composition factors as a KL′X-module.
Let µi denote the highest weight of Vi. We may assume that
µ1 = λ|X = c1δ1 + c2δ2 + c3δ3 + c4δ4,
Furthermore, we may also assume that
t(µ1) = c1δ1 + c2δ2 + c4δ3 + c3δ4, s(µ1) = c3δ1 + c2δ2 + c4δ3 + c1δ4,
so
s2(µ1) = c4δ1 + c2δ2 + c1δ3 + c3δ4, st(µ1) = c4δ1 + c2δ2 + c3δ3 + c1δ4
and
ts(µ1) = c3δ1 + c2δ2 + c1δ3 + c4δ4.
Set σ0 = 1, σ1 = t, σ2 = ts, σ3 = st, σ4 = s
2 and σ5 = s. By relabelling the Vi, if
necessary, we may assume that µi = σi−1(µ1) for all 1 ≤ i ≤ 6.
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Lemma 6.5.1. The following assertions hold:
σ1(µ1)− µ1 =
1
2
(c3 − c4)(β4 − β3)
σ2(µ1)− µ1 =
1
2
(c3 − c1)(β1 − β3)
σ3(µ1)− µ1 =
1
2
(c4 − c1)(β1 − β4)
σ4(µ1)− µ1 =
1
2
(c4 − c1)β1 +
1
2
(c1 − c3)β3 +
1
2
(c3 − c4)β4
σ5(µ1)− µ1 =
1
2
(c3 − c1)β1 +
1
2
(c4 − c3)β3 +
1
2
(c1 − c4)β4
Proof. This is an easy calculation, given the expression of each fundamental
weight δi in terms of the simple roots βi (see (6.1)). 
Recall that a TX -weight ν is said to be under a weight µ if there exist non-
negative integers di such that ν = µ− d1β1 − d2β2 − d3β3 − d4β4.
Proposition 6.5.2. If i ∈ {1, 3, 4} then neither µ1 − β2 + βi nor µ1 + β2 − βi
is under µj, for any 1 ≤ j ≤ 6.
Proof. The case j = 1 is clear. Suppose µ1 − β2 + β1 is under µ2. Then
µ2 − µ1 = (d1 + 1)β1 + (d2 − 1)β2 + d3β3 + d4β4
for some non-negative integers di. This contradicts Lemma 6.5.1, which states that
µ2 − µ1 =
1
2 (c3 − c4)(β4 − β3). An entirely similar argument applies in each of the
remaining cases. 
Lemma 6.5.3. Let P = QL be the parabolic subgroup of G constructed from a
Borel subgroup BX = UXTX of X that is stable under s and t. Write L
′ = L1 · · ·Lr
as a product of simple factors, so V/[V,Q] = M1 ⊗ · · · ⊗Mr with each Mi a p-
restricted irreducible KLi-module. Let Yi denote the natural KLi-module. Then
exactly one of the following holds:
(i) There exists 1 ≤ i ≤ r such that Li = A5, Mi = Yi or Y
∗
i , and Mj is
trivial for all j 6= i;
(ii) There exists 1 ≤ i ≤ r such that Li = A3, Mi = Λ
2(Yi), and Mj is trivial
for all j 6= i;
(iii) There exists 1 ≤ i ≤ r such that Li = A2, Mi = S
2(Yi) or S
2(Yi)
∗, p 6= 2
and Mj is trivial for all j 6= i;
(iv) There exists 1 ≤ i ≤ r such that Li = A1, Mi = S
5(Yi), p 6= 2, 3, 5 and
Mj is trivial for all j 6= i;
(v) There exist 1 ≤ i, j ≤ r, i 6= j, such that Li = A2, Lj = A1, Mi = Yi or
Y ∗i , Mj = Yj and Mk is trivial for all k 6= i, j;
(vi) There exist 1 ≤ i, j ≤ r, i 6= j, such that Li = Lj = A1, Mi = S
2(Yi),
Mj = Yj , p 6= 2 and Mk is trivial for all k 6= i, j;
(vii) Lr = C3, Mr = Yr, and Mi is trivial for all i < r.
Proof. This follows from [9, Lemma 6.2]. 
6.5. THE CASE H = D4.S3 99
UX-level TX-weight T -weight Root restriction
0 δ λ1
1 δ − β2 λ1 − α1 α1|X = β2
2 δ − β2 − β3 λ1 − α1 − α2 α2|X = β3
δ − β1 − β2 λ1 − α1 − α2 − α3 α3|X = β1 − β3
δ − β2 − β4 λ1 − α1 − α2 − α3 − α4 α4|X = β4 − β1
δ − 2β2 λ1 −
∑5
i=1 αi α5|X = β2 − β4
3 δ − β2 − β3 − β4 λ1 −
∑6
i=1 αi α6|X = β3 + β4 − β2
δ − β1 − β2 − β4 λ1 −
∑7
i=1 αi α7|X = β1 − β3
δ − β1 − β2 − β3 λ1 −
∑8
i=1 αi α8|X = β3 − β4
δ − β1 − 2β2 λ1 −
∑9
i=1 αi α9|X = β2 − β3
δ − 2β2 − β3 λ1 −
∑10
i=1 αi α10|X = β3 − β1
δ − 2β2 − β4 λ1 −
∑11
i=1 αi α11|X = β4 − β3
Table 6.2
Lemma 6.5.4. If δ 6= δ2 then (G,H, V ) 6∈ T .
Proof. Seeking a contradiction, suppose δ = a(δ1 + δ3 + δ4) + bδ2 6= δ2 and
(G,H, V ) ∈ T . We consider the following cases in turn:
(i) a = 0, b ≥ 2; (ii) a 6= 0, b = 0; (iii) ab 6= 0.
First consider (i). Let BX = UXTX be a Borel subgroup of X that is stable
under s and t. By appealing to Remark 2.7.7, we may order the T -weights of W
to obtain the root restrictions recorded in Table 6.2. First assume b > 2. Then
Proposition 6.2.6 and Lemma 6.5.3 imply that a4 = 1, so ν = λ − α4 − α5 is a
weight of V . However, ν|X = λ|X − β2 + β1 = µ1 − β2 + β1, which by Proposition
6.5.2 is not a weight of Vi for any 1 ≤ i ≤ 6. This is a contradiction.
Now assume b = 2 (and a = 0). Here Proposition 6.2.6 and Lemma 6.5.3 imply
that either a4 = 1 and a3 = a5 = 0, or a7 = 1 and ai = 0 for i ∈ {8, 9, 10, 11},
or a11 = 1 and ai = 0 for i ∈ {7, 8, 9, 10}. If a4 = 1 then one can repeat the
previous argument to obtain a contradiction, so let us assume a7 = 1 or a11 = 1.
Now ν = λ−
∑11
i=7 αi is a weight of V , and in view of the root restrictions listed in
Table 6.2 we deduce that ν|X = λ|X − β2 + β3 = µ1 − β2 + β3. Once again, this is
ruled out by Proposition 6.5.2. This completes the analysis of (i).
Next consider (ii), so a 6= 0 and b = 0. To begin with let us assume a ≥ 2, in
which case Proposition 6.2.6 and Lemma 6.5.3 combine to give {a2, a3} = {0, 2}.
Let PX = QXLX be the parabolic subgroup of X with ∆(L
′
X) = {β2}, and let
P = QL be the parabolic subgroup of G constructed from the QX -levels of W
in the usual way. Write L′ = L1 · · ·Lr and V/[V,Q] = M1 ⊗ · · · ⊗ Mr, where
each Li is simple with natural module Yi, and each Mi is a p-restricted irreducible
KLi-module. Note that Yi coincides with the i-th QX -level of W . In particular,
L1 = A5 and Y1|L′
X
= U ⊕U⊕U is the sum of three 2-dimensional natural modules
for L′X = A1. Since {a2, a3} = {0, 2}, Lemma 2.10.3(iii) implies that M1|L′X has
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UX-level TX-weight T -weight Root restriction
0 δ λ1
1 δ − β1 λ1 − α1 α1|X = β1
δ − β3 λ1 − α1 − α2 α2|X = β3 − β1
δ − β4 λ1 − α1 − α2 − α3 α3|X = β4 − β3
2 δ − β1 − β4 λ1 − α1 − α2 − α3 − α4 α4|X = β1
δ − β3 − β4 λ1 −
∑5
i=1 αi α5|X = β3 − β1
δ − β1 − β3 λ1 −
∑6
i=1 αi α6|X = β1 − β4
δ − β1 − β2 λ1 −
∑7
i=1 αi α7|X = β2 − β3
δ − β2 − β3 λ1 −
∑8
i=1 αi α8|X = β3 − β1
δ − β2 − β4 λ1 −
∑9
i=1 αi α9|X = β4 − β3
Table 6.3
more than six composition factors, which contradicts the fact that V/[V,Q] has at
most six composition factors as a KL′X-module.
Now assume that a = 1 and b = 0. Here Proposition 6.2.6 and Lemma 6.5.3
imply that {a2, a3} = {0, 2}, or {a5, a9} = {0, 1} and a6 = a7 = a8 = 0. If
{a2, a3} = {0, 2} then we can proceed as in the previous paragraph, so let us
assume {a5, a9} = {0, 1} and a6 = a7 = a8 = 0. If a5 = 1 then we can argue as
before, taking the parabolic subgroups PX and P defined in the previous paragraph
to reach a contradiction via Lemma 2.10.3(iii). Finally, let us assume a9 = 1. Let
BX = UXTX be a Borel subgroup of X that is stable under s and t. We can
order the T -weights of W in the first three UX-levels to give the root restrictions
recorded in Table 6.3. Since a9 = 1 it follows that ν = λ − α6 − α7 − α8 − α9 is
a weight of V , and using the root restrictions listed in Table 6.3 we calculate that
ν|X = λ|X − β2 + β3 = µ1 − β2 + β3. However, Proposition 6.5.2 implies that this
is not a weight of Vi for any 1 ≤ i ≤ 6, a contradiction.
To complete the proof, let us deal with case (iii) above, so ab 6= 0. In the
usual way, by considering UX -levels and applying Proposition 6.2.6 and Lemma
6.5.3, we deduce that either a3 = 1 and a2 = a4 = 0, or {a6, a10} = {0, 1} and
a7 = a8 = a9 = 0. Note that the latter case can only occur if (a, b, p) = (1, 1, 3).
By suitably ordering the T -weights in the first three UX-levels of W we derive
the root restrictions given in Table 6.4. If a3 = 1 then λ − α3 − α4 is a weight
of V which restricts to λ|X − β2 + β3 = µ1 − β2 + β3. In the usual way, this
is ruled out by Proposition 6.5.2. Similarly, if a6 = 1 (respectively, a10 = 1)
then λ − α6 − α7 − α8 (respectively, λ − α8 − α9 − α10) is a weight of V and
ν|X = λ|X − β3 + β2 = µ1 − β3 + β2. Once again we reach a contradiction via
Proposition 6.5.2. 
Lemma 6.5.5. If δ = δ2 and p = 2 then (G,H, V ) 6∈ T .
Proof. HereG = D13 (see [5, Table 2]). Seeking a contradiction, let us assume
(G,H, V ) ∈ T . The usual Borel analysis (using Proposition 6.2.6 and Lemma 6.5.3)
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UX-level TX-weight T -weight Root restriction
0 δ λ1
1 δ − β1 λ1 − α1 α1|X = β1
δ − β3 λ1 − α1 − α2 α2|X = β3 − β1
δ − β4 λ1 − α1 − α2 − α3 α3|X = β4 − β3
δ − β2 λ1 − α1 − α2 − α3 − α4 α4|X = β2 − β4
2 δ − β1 − β2 λ1 −
∑5
i=1 αi α5|X = β1
δ − β2 − β3 λ1 −
∑6
i=1 αi α6|X = β3 − β1
δ − β2 − β4 λ1 −
∑7
i=1 αi α7|X = β4 − β3
δ − β1 − β3 λ1 −
∑8
i=1 αi α8|X = β1 + β3 − β2 − β4
δ − β1 − β4 λ1 −
∑9
i=1 αi α9|X = β4 − β3
δ − β3 − β4 λ1 −
∑10
i=1 αi α10|X = β3 − β1
Table 6.4
yields a10 = 1 and a9 = a11 = 0. In addition, we may order the T -weights in the
first five UX -levels of W to give the root restrictions recorded earlier in Table 6.1.
Since a10 = 1 it follows that λ − α9 − α10 − α11 is a weight of V . This restricts
to give ν|X = λ|X − β2 + β1 = µ1 − β2 + β1, which is ruled out by Proposition
6.5.2. 
Lemma 6.5.6. If δ = δ2 then (G,H, V ) 6∈ T .
Proof. By Lemma 6.5.5, we may assume p 6= 2, so G = D14 (see [5, Table 2]).
Suppose (G,H, V ) ∈ T . The usual Borel analysis implies that one of the following
holds:
(i) a10 = 1 and ai = 0 for i ∈ {3, 4, 6, 7, 9, 11, 13, 14}.
(ii) {a13, a14} = {1, 2} and ai = 0 for i ∈ {3, 4, 6, 7, 9, 10, 11}.
(iii) {a13, a14} = {0, 5}, p 6= 3, 5 and ai = 0 for i ∈ {3, 4, 6, 7, 9, 10, 11}.
(iv) {a6, a7} = {0, 2} and ai = 0 for i ∈ {3, 4, 9, 10, 11, 13, 14}.
(v) {a3, a4} = {0, 2} and ai = 0 for i ∈ {6, 7, 9, 10, 11, 13, 14}.
(vi) {a6, a7} = {a13, a14} = {0, 1} and ai = 0 for i ∈ {3, 4, 9, 10, 11}.
(vii) {a3, a4} = {a13, a14} = {0, 1} and ai = 0 for i ∈ {6, 7, 9, 10, 11}.
If a10 = 1 then ν = λ− α9 − α10 − α11 is a weight of V and by using the root
restrictions given in Table 6.1 we calculate that ν|X = λ|X−β2+β1 = µ1−β2+β1.
However, Proposition 6.5.2 implies that this is not a weight in any of the Vi, which
is a contradiction. This eliminates case (i).
As in the proof of Lemma 6.3.3 (and also Lemma 6.4.4), let us consider the
parabolic subgroup PX = QXLX of X with ∆(L
′
X) = {β2}. Let P = QL be the
corresponding parabolic subgroup of G. We have L′ = L1 · · ·Lr and V/[V,Q] =
M1 ⊗ · · · ⊗Mr, where each Li is simple with natural module Yi = Wi−1 (where
Wi denotes the i-th QX-level of W ), and each Mi is a p-restricted irreducible KLi-
module. More precisely, we have r = 4 and L1 = A1, L2 = A2, L3 = A5 and
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L4 = D3. We note that Y2|L′
X
is trivial and Y3|L′
X
= U ⊕ U ⊕ U , where U is
the natural 2-dimensional module for L′X = A1, and Y4|L′X is the direct sum of
a 3-dimensional trivial module and the irreducible 3-dimensional KL′X-module of
highest weight 2δ2|L′
X
. If we view D3 = SO(Y4) as an image of A3 = SL(M), then
Y4 = Λ
2(M) and thus the action of L′X on Y4 implies that a central extension of
L′X acts on M as the sum of two 2-dimensional natural modules for A1.
If {a13, a14} = {1, 2} or {0, 5} then Lemma 2.10.2(ii) implies that M4|L′
X
has
more than six composition factors, which is a contradiction. This rules out cases
(ii) and (iii) above. Similarly, Lemma 2.10.3(iii) implies that {a6, a7} 6= {0, 2}, so
case (iv) is also eliminated.
To handle cases (vi) and (vii), we first show that a12 = 0. Suppose {a6, a7} =
{a13, a14} = {0, 1} and a12 6= 0. Then Lemmas 2.10.2 and 2.10.3 imply that M3|L′
X
and M4|L′
X
have more than two and three composition factors, respectively, which
contradicts the fact that V/[V,Q] has at most six composition factors as a KL′X-
module. Similarly, if {a3, a4} = {a13, a14} = {0, 1} and a12 6= 0 then M2|L′
X
is
a 3-dimensional trivial KL′X-module (since Y2|L′X is trivial), while Lemma 2.10.2
once again implies that M4|L′
X
has more than three composition factors. Again,
this gives a contradiction and we conclude that a12 = 0.
To complete the analysis of cases (vi) and (vii), consider the parabolic subgroup
PX = QXLX with ∆(L
′
X) = {β1, β3, β4} and let P = QL be the corresponding
parabolic subgroup of G. Here L′ = L1L2 and V/[V,Q] =M1⊗M2, where L1 = A7,
L2 = D5 and each Mi is a p-restricted irreducible KLi-module. Now Y1|L′
X
is the
tensor product of three 2-dimensional natural modules for A1, so Lemma 2.10.6
implies that M1|L′
X
has more than three composition factors. In addition, L′X
stabilizes a 1-dimensional subspace of Y2, so Y2|L′
X
is reducible. Therefore, if we
consider the configuration (L′X , L2,M2) then [23, Theorem 5.1] implies thatM2|L′X
has at least two composition factors, but this contradicts the fact that V/[V,Q] has
at most six composition factors as a KL′X-module.
Finally, it remains to deal with case (v), so {a3, a4} = {0, 2} and ai = 0 for all
i ∈ {6, 7, 9, 10, 11, 13, 14}. Recall that
µ1 = λ|X = c1δ1 + c2δ2 + c3δ3 + c4δ4
and expressions for µ2, . . . , µ6 are given in Lemma 6.5.1. Set µ = λ − α3 − α4,
ν = λ− 2α3− 2α4 and note that µ and ν are weights of V , with µ|X = µ1+β1−β4
and ν|X = µ1 + 2β1 − 2β4.
Clearly, µ|X is not under µ1, and Lemma 6.5.1 quickly implies that µ|X is not
under µ2 nor µ3. In fact, by applying Lemma 6.5.1 we deduce that one of the
following holds:
(a) µ|X 4 µ4 and c4 = c1 + 2;
(b) µ|X 4 µ5 and c4 = c1 + 2 = c3 + 2;
(c) µ|X 4 µ6 and c4 = c1 + 2 = c3.
For example, by Lemma 6.5.1 we have
µ5 − µ|X =
(
1
2
(c4 − c1)− 1
)
β1 +
1
2
(c1 − c3)β3 +
(
1
2
(c3 − c4) + 1
)
β4,
6.5. THE CASE H = D4.S3 103
so µ|X 4 µ5 if and only if
1
2 (c4 − c1) − 1,
1
2 (c1 − c3) and
1
2 (c3 − c4) + 1 are all
non-negative integers, which is true if and only if c4 = c1 + 2 = c3 + 2 as in (b)
above. Similarly, we find that ν|X is not under µ1, µ2 nor µ3. Moreover, one of the
following holds:
(a)′ ν|X 4 µ4 and c4 = c1 + 4;
(b)′ ν|X 4 µ5 and c4 = c1 + 4 = c3 + 4;
(c)′ ν|X 4 µ6 and c4 = c1 + 4 = c3.
Clearly, conditions (a) – (c) are incompatible with the conditions (a)′ – (c)′,
so µ|X or ν|X is not under any µi (for 1 ≤ i ≤ 6), but this contradicts (6.5). This
final contradiction eliminates case (v), and the proof of the lemma is complete. 
This completes the proof of Theorem 6.1.1. Moreover, in view of Theorems
3.1.1, 4.1.1 and 5.1.1, the proof of Theorems 1 – 4 is complete.

CHAPTER 7
Proof of Theorem 5
In this final section we establish Theorem 5. Let G be a simple classical alge-
braic group of rank n over an algebraically closed field K of characteristic p ≥ 0.
Let W be the natural KG-module and let H be a positive-dimensional maximal
subgroup of G. Let {λ1, . . . , λn} be a set of fundamental dominant weights for G,
labelled in the usual way. Recall that we want to determine the triples (G,H, k),
where H acts irreducibly on all composition factors of the KG-module Λk(W ) (and
similarly for the symmetric powers Sk(W )). As in the statement of Theorem 5, for
the exterior powers Λk(W ) we will assume that 1 < k < n. Similarly, for Sk(W )
we assume that k > 1, with the extra condition that k < p if p 6= 0 (so that the
KG-composition factor with highest weight kλ1 is p-restricted).
In order to prove Theorem 5 we will consider all positive-dimensional subgroups
H of G, where H either belongs to the collection S, or H is a maximal subgroup
in one of the geometric subgroup collections Ci (1 ≤ i ≤ 6).
Let V denote the exterior power Λk(W ), where 1 < k < n. We note that V has
a KG-composition factor with highest weight µ, where either µ = λk, or G = Dn,
k = n − 1 and µ = λn−1 + λn. If G = An then V is irreducible and the list of
examples (H, k) recorded in Table 3 is obtained by inspecting [23, Table 1] and [6,
Table 1] (in the first table, the relevant cases are labelled I2 – I12). In the same
way (this time also using Theorem 1), if G = Bn then it is easy to check that H
acts reducibly on VG(λk). The same is true if G = Dn and k ≤ n− 2.
Next suppose G = Dn and k = n − 1. Here Λ
k(W ) has a KG-composition
factor with highest weight λn−1+λn, and by arguing in the usual way we reduce to
the case (G, p) = (D4, 2) with H = C
3
1 .S3 a geometric subgroup in the C4 collection
(see [6, Theorem 1]). In this case, Λ3(W ) has exactly two KG-composition factors,
with highest weights λ3 + λ4 (of dimension 48) and λ1 (the natural 8-dimensional
module), so this is one of the examples recorded in Table 3.
To complete the analysis of exterior powers, let us assume G = Cn. Here V is
reducible and the KG-composition factors have highest weights λk, λk−2, λk−4, . . .
(with various multiplicities) – see [4, Chapter 8, Section 13.3], for example. Again,
the examples (H, k) which arise in this case can be determined by combining Theo-
rem 1 with the information in Table 1 of [23] and [6] (in [23, Table 1], the relevant
cases are labelled II1 – II9 and S3).
Finally, let us consider the KG-module V = Sk(W ); a very similar argument
applies. First observe that V has aKG-composition factor with highest weight kλ1.
As before, if G = An then V is irreducible and in the usual way we find that the
only example is the case labelled I1 in [23, Table 1], with n = 2l − 1 and H = Cl.
In particular, the existence of this example implies that V is also irreducible when
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G = Cn, and in this case, by inspecting the relevant tables, we deduce that H
is always reducible on V . Finally, let us assume G is an orthogonal group. By
considering VG(kλ1) we quickly reduce to the case k = 2. Here [19, Theorem 5.1]
gives dimVBn(2λ1) = 2n
2+3n− ǫ and dim VDn(2λ1) = 2n
2+n−1− ǫ, where ǫ = 1
if p divides n, otherwise ǫ = 0. It follows that the KG-module V has a unique
nontrivial composition factor, so we only need to consider the irreducibility of H
on VG(2λ1). The result follows in the usual manner (note that the relevant cases
in [23, Table 1] are labelled III1, S1, S2 and S5).
We have now established that all pairs (G,H) satisfying the hypotheses of
Theorem 5 appear in Tables 3 and 4. To complete the proof, one observes that
there are no inclusions among the various H in a fixed G.
This completes the proof of Theorem 5.
Notation
Φ(X) root system of X
Φ+(X) positive roots of X
∆(X) base of the root system of X
L(X) Lie algebra of X
W(X) Weyl group of X
e(X) maximum of the squares of the ratios of the lengths
of the roots in Φ(X)
X.Y an extension of X by a group Y
X.n an extension of X by a cyclic group of order n
[W,QiX ] i-th QX-commutator of W
Wi i-th QX-level of W
Isom(W ) isometry group of a form on W
Cl(W ) Isom(W )′; a simple classical type algebraic group with
natural module W
Sk(W ) k-th symmetric power of W
Λk(W ) k-th exterior power of W
Tk k-dimensional torus
WX(λ) Weyl module for X with highest weight λ
VX(λ) irreducible module for X with highest weight λ
Λ(V ) set of weights of V
Vµ weight space of µ in V
mV (µ) multiplicity of µ ∈ Λ(V )
µ 4 η η − µ =
∑
β cββ, cβ ∈ N0 for all β ∈ ∆(X) (µ, η ∈ Λ(V ))
hβ(c) see p.11
Specific notation used in the proof of the main theorems:
G simply connected simple classical algebraic group
H almost simple positive-dimensional closed subgroup of G
{α1, . . . , αn} base of the root system of G
{λ1, . . . , λn} fundamental dominant weights of G
{β1, . . . , βm} base of the root system of H
0
{δ1, . . . , δm} fundamental dominant weights of H
0∑n
i=1 aiλi highest weight of the KG-module V = VG(λ)∑m
i=1 biδi highest weight of the KH
0-module W = VH0 (δ)
V |Y restriction of V to a subgroup Y 6 G
λ|Y restriction of λ to a subtorus TY of Y
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