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PFAFFIAN FORMULAS IN K-THEORY
AND THE BOSON-FERMION CORRESPONDENCE
SHINSUKE IWAO
Abstract. We present a new characterization of Ikeda-Naruse’s K-theoretic
Q-functions and their dual functions by means of the Boson-Fermion corre-
spondence. The K-theoretic Q-functions are realized as the vacuum expecta-
tion value of an operator that is written as a product of “β-deformed” neutral
fermions. Their Pfaffian formulas can be derived by using our neutral-fermionic
realization. We also present a neutral-fermionic expression of dual polyno-
mials of the K-theoretic Q-functions. We prove that the dual K-theoretic
Q-functions are expressed as a finite sum of Pfaffians.
Keywords. K-theoretic Q-functions, Boson-Fermion correspondence, neutral
fermions
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1. Introduction
Schur Q-polynomials were first introduced by Schur in the paper [21] on the pro-
jective representations of the symmetric and alternating groups in 1911. After that,
they have become known as an important research object in various fields in math-
ematics such as representation theory [23], geometry [20], and theory of symmetric
polynomials [15]. Schur Q-polynomials are of importance also for the Schubert cal-
culus, where Q-polynomials represent a Schubert class in the cohomology ring of
the complex Lagrangian Grassmannian [13, 20].
A K-theoretic analog of Q-polynomials has been introduced by Ikeda-Naruse [8]
in 2013. In the 6 years after that, many researchers have been making intensive
studies of the K-theoretic Q-polynomials. The following is a brief (and probably
incomplete) list of their known properties (for more explanations, see [6, 7, 9, 14,
18]): they represent a class of a Schubert variety in theK-theory of coherent sheaves
on the Lagrangian Grassmannian [8]; they are expressed by a Hall-Littlewood type
formula [8, §2.1]; they are expressed as a ratio of Pfaffians (Nimmo-type formula) [8,
§2.3]; they have a combinatorial expression in terms of excited Young tableaux [5, 9].
The aim of the paper is to present a new characterization of the K-theoretic Q-
polynomials by means of the Boson-Fermion correspondence. It is well-known [3, 12]
that the Schur Q-function (i.e. Schur Q-polynomial in countably many variables)
can be expressed as the vacuum expectation value of an operator that is written
in terms of neutral fermions (see Sections 2 and 5). In this paper, we introduce a
“β-deformed” version of neutral fermions that is useful to express the K-theoretic
Q-functions as a vacuum expectation value. The main theorem (Theorem 7.6)
provides an explicit formula of the K-theoretic Q-functions in terms of the β-
deformed neutral fermions.
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We also consider their dual symmetric functions. For this, “dual” operators of
the β-deformed neutral fermions are useful (Proposition 2.6). We prove that, by
using these operators, the dual K-theoretic Q-functions can be expressed as a finite
sum of vacuum expectation values (see Theorem 9.3). This implies that the dual
K-theoretic Q-functions are expressed as a finite sum of Pfaffians.
1.1. Preliminaries. Let β be a parameter. We consider the binary operators ⊕
and ⊖ defined by
x⊕ y = x+ y + βxy, x⊖ y =
x− y
1 + βy
.
Set [[x]]a = (x ⊕ x)xa−1 = (2 + βx)xa for a positive integer a. (For a = 0, we
define [[x]]0 = 1.) For a strict partition λ = (λ1 > · · · > λr > 0) of length r ≤ n
(i.e. a strictly decreasing series of positive integers), the K-theoretic Q-polynomial
GQλ(x1, . . . , xn) is expressed as follows [8]:
(1)
GQλ(x1, . . . , xn) =
1
(n− r)!
∑
w∈Sn
w
[[x1]]λ1 [[x2]]λ2 · · · [[xr]]λr r∏
i=1
n∏
j=i+1
xi ⊕ xj
xi ⊖ xj
 ,
where w ∈ Sn acts on the set of the variables x1, . . . , xn as a permutation. Notice
that GQλ(x1, . . . , xn) reduces to the Schur Q-polynomial Qλ(x1, . . . , xn) when β =
0 (see Macdonald’s textbook [15, §III]).
Since GQλ(x1, . . . , xn) = GQλ(x1, . . . , xn, 0), there exists a unique symmetric
function GQλ(x) = GQλ(x1, x2, . . . ) in countably many independent variables (see
[8, §3]). In most part of the paper, we are interested in GQλ(x) rather than
GQλ(x1, . . . , xn). For a one-row partition (n), we often write GQn(x) = GQ(n)(x)
(Section 6).
Let Pf(mi,j)1≤<i,j<r denote the Pfaffian of an array (mi,j)1≤<i,j<r (see §2.3). In
2017, Hudson-Ikeda-Matsumura-Naruse [7] presented a Pfaffian formula forGQλ(x):
Proposition 1.1 ([7, Theorem 5.21]. See also [18]). Let λ = (λ1 > · · · > λr > 0)
be a strict partition, and r′ be the minimum even integer that is equal to or greater
than r. Then the K-theoretic Q-polynomial GQλ(x) is expressed as:
GQλ(x) = Pf (mi,j)1≤i<j≤r′ ,
where
mi,j =
{∑
p≥0, p+q≥0 f
i,j
p,qGQλi+p(x)GQλj+q(x), j 6= r + 1,∑
p≥0 f
i,r+1
p GQλi+p(x), j = r + 1.
Here f i,jp,q ∈ Q[β] is the polynomial in β defined by
1
1
(1 + βti)r
′−i
1
(1 + βtj)r
′−j
tj − ti
ti + tj + βtitj
=
∑
p≥0, p+q≥0
f i,jp,qt
p
i t
q
j , j 6= r + 1,
1
(1 + βti)r
′−i−1
=
∑
p≥0
f i,r+1p t
p
i , j = r + 1.
1In [7, §5.5], the coefficient f i,jp,q ∈ Q[β] (j < r + 1) is given by the formal expansion
1
(1 + βti)r
′−i−1
1
(1 + βtj)r
′−j
1− ti/tj
1− ti/tj
=
∑
p≥0, p+q≥0
f i,jp,qt
p
i t
q
j ,
(
t = 0⊖ t =
−t
1 + βt
)
,
which is equivalent to our description. See also [7, Lemma 5.19].
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The formal expansions are considered on the domain {|tr′ | > · · · > |t2| > |t1|}.
Notice that Proposition 1.1 reduces to the classical Pfaffian formula for the Schur
Q-functions when β = 0.
1.2. Related works. The definition of the K-theoretic Q-function (1) was given
by Ikeda-Naruse [8]. In their paper, they also introduced the K-theoretic facto-
rial Q-functions, which represent an equivariant Schubert class in the K-theory.
Nakagawa-Naruse [18, 19] introduced universal Hall-Littlewood factorial P - and Q-
functions, which are generalizations of Ikeda-Naruse’s functions derived from the
universal cohomology theory of general flag bundles.
Interesting relationships between various K-theoretic symmetric functions and
integrable models have been reported to date. Motegi-Sakai [16, 17] established a
free-fermionic realization of Grothendieck polynomials (i.e. K-theoretic symmetric
polynomials associated to the flag variety of type A). Gorbounov-Korff [4] have gen-
eralized Motegi-Sakai’s result to the factorial case. The author of the paper [10, 11]
studied on the determinantal formula for dual stable Grothendieck polynomials [22]
by means of the Boson-Fermion correspondence.
1.3. Organization of the paper. In Section 2, two versions of β-deformed neu-
tral fermions φ
(β)
n and φ
[β]
n are introduced (§2.4 and §2.5). We show the “duality”
property [φ̂
(β)
m , φ
[β]
n ]+ = 2δm,n, which is useful for calculating dual symmetric func-
tions (Proposition 2.6). In Sections 3 and 4, new β-deformed operators φ(β)(z),
φ[β](z), eΘ, and eθ are defined. Their commutative relations (§4.3) will be building
blocks of the K-theoretic Q-functions.
In Section 5, we give a short review of the Schur Q-functions according to Mac-
donald’s textbook [15, §III].
Section 6 contains an explicit formula for a generating function of GQn(x)
(n ∈ Z), which is found in Hudson-Ikeda-Matsumura-Naruse [7] and Nakagawa-
Naruse [19]. In Section 7, we give a β-deformed-neutral-fermionic characterization
of GQλ(x) (Theorem 7.6). This is the main theorem of the paper. We prove that
the Pfaffian formulation of GQλ(x) introduced in Proposition 1.1 is recovered from
our characterization. As an application, we derive an alternative Pfaffian formula
for GQλ(x) (Proposition 7.7).
In Section 8, we introduce a new symmetric polynomial Dλ(x) (21) by using
the “dual” β-deformed neutral fermion φ
[β]
n . By virtue to the duality property
[φ̂
(β)
m , φ
[β]
n ]+ = 2δm,n, we can calculate the Hall inner product 〈GQµ(y), Dλ(x)〉 in
a systematic way (Theorem 8.10). As a corollary, we show that the dual function
gpλ(x) is a finite sum of Pfaffians (Theorem 9.3) in Section 9.
2. β-deformed neutral fermions
We give a brief review of the neutral fermions in §2.1–§2.3. For the readers who
are interested in this theme, the author recommends Baker’s paper [1] and Date-
Jimbo-Miwa’s paper [3]. The readers who are familiar with it already may skip to
§2.4.
2.1. Neutral fermions. Let φn (n ∈ Z) be the neutral fermion with the commu-
tative relation
(2) [φm, φn]+ = 2(−1)
mδm+n,0,
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where [A,B]+ = AB +BA. Note that φ
2
0 = 1 and φ
2
n = 0 for n 6= 0.
Throughout the paper, we write k = Q(β) and R = Q[β]. The Fock space F
over k is the k-vector space generated by vectors of the form
φn1φn2 · · ·φnr |0〉, (r = 0, 1, 2, . . . , n1 > n2 > · · · > nr ≥ 0),
where |0〉 is the vacuum vector :
φm|0〉 = 0, (m < 0).
The neutral fermion φn is often identified with the k-linear map
φn : F → F , |v〉 7→ φn|v〉.
We also consider the dual Fock space F̂ generated by vectors of the form
〈0|φm1φm2 · · ·φmr , (r ≥ 0, 0 ≥ m1 > m2 > · · · > mr),
where 〈0| is the dual vacuum vector :
〈0|φn = 0, (n > 0).
In some cases, the neutral fermion φn is identified with the k-linear map
φn : F̂ → F̂ , 〈v| 7→ 〈v|φn.
Set φ̂n = (−1)nφ−n. For a finite product of neutral fermions X = φn1φn2 · · ·φnr ,
we write X̂ := φ̂nr · · · φ̂n2 φ̂n1 . Further, for any k-linear combination Y =
∑
i ciXi
(ci ∈ k), we write Ŷ =
∑
i ciX̂i. This defines the isomorphism of k-spaces:
F → F̂ , X |0〉 7→ 〈0|X̂.
The vacuum expectation value is the k-bilinear map
F̂ ⊗k F → k, 〈w| ⊗ |v〉 7→ 〈w|v〉
that is uniquely determined by 〈0|0〉 = 1 and (〈w|φn)|v〉 = 〈w|(φn|v〉). For any
X , we write 〈w|X |v〉 := (〈w|X)|v〉 = 〈w|(|X |v〉) simply. The vacuum expectation
value 〈0|X |0〉 is often abbreviated as 〈X〉.
Set bm =
1
4
∑
i∈Z(−1)
iφ−i−mφi for any odd integer m. Note that b̂m = b−m. As
a k-linear map from F to itself, it satisfies
[bm, bn] =
m
2
δm+n,0, [bm, φn] = φn−m,
where [A,B] = AB −BA.
2.2. Graded structure. The Fock space F has a graded structure:
{0} = · · · = F−2 = F−1 ⊂ F0 ⊂ F1 ⊂ F2 ⊂ · · · , F =
⋃
i
Fi,
where
Fi = Spank
〈
φn1φn2 · · ·φnr |0〉 ; r ≥ 0, n1 > n2 > · · · > nr ≥ 0,
∑r
p=1np ≤ i
〉
.
Obviously, Fi is finite dimensional. For example, F0 = k · |0〉 ⊕ k · φ0|0〉. Note that
|v〉 ∈ Fi ⇒
{
φm|v〉 ∈ Fi+m,
bm|v〉 ∈ Fi−m.
Set F̂i := {〈v| ∈ F̂ ; 〈̂v| ∈ Fi}.
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2.3. Pfaffian and Wick’s theorem. The Pfaffian of an array A = (ai,j)1≤i<j≤2r
is defined by the equation
Pf(A) :=
∑
σ
sgn(σ)aσ(1),σ(2)aσ(3),σ(4) · · · aσ(2r−1),σ(2r),
where σ runs on the set of all elements of the symmetric group S2r with
σ(1) < σ(3) < · · · < σ(2r − 1), σ(1) < σ(2), σ(3) < σ(4), . . . , σ(2r − 1) < σ(2r).
Theorem 2.1 (Wick’s theorem). For any set of integers {n1, . . . , n2r}, we have
〈φn1 · · ·φn2r 〉 = Pf(〈φniφnj 〉)1≤i,j≤2r .
Corollary 2.2. For two sets of nonnegative integers {m1, . . . ,mr} and {n1, . . . , ns}
with m1 > · · · > mr ≥ 0, n1 > · · · > ns ≥ 0, and r − s even, we have
〈φ̂mr . . . φ̂m1φn1 · · ·φns〉 = 2
rδr,sδm,n.
2.4. β-deformed neutral fermion φ
(β)
n . For an integer n, we define the new
operator φ
(β)
n by the generating functions∑
n≥0
φ(β)n z
n =
∑
n≥0
φn
(
z +
β
2
)n
,
∑
n>0
φ
(β)
−nz
−n =
∑
n>0
φ−n
(
z−1
1 + β2 z
−1
)n
.
Note that φ
(β)
n might be a infinite sum of φms. However, it can be seen as the
k-linear morphism F̂ → F̂ , 〈v| 7→ 〈v|φ
(β)
n . We call φ
(β)
n a β-deformed neutral
fermion.
Similarly, φ̂
(β)
n determines the k-linear map F → F , |v〉 7→ φ̂
(β)
n |v〉. (See Example
2.5 below.)
Lemma 2.3. For i, n ∈ Z, we have{
|v〉 ∈ Fi ⇒ φ̂
(β)
n |v〉 ∈ Fi−n,
〈w| ∈ F̂i ⇒ 〈w|φ
(β)
n ∈ F̂i−n.
2.5. β-deformed neutral fermion φ
[β]
n . We also define the new β-deformed neu-
tral fermion φ
[β]
n (n ∈ Z) by∑
n≥0
φ[β]n z
n =
∑
n≥0
φn
zn
(1 + β2 z)
n+1
,
∑
n>0
φ
[β]
−nz
−n =
∑
n>0
φ−nz
−1
(
z−1 +
β
2
)n−1
.
The operators φ
[β]
n and φ̂
[β]
n are identified with k-linear maps φ
[β]
n : F → F and
φ̂
[β]
n : F̂ → F̂ .
Lemma 2.4. For i, n ∈ Z, we have{
|v〉 ∈ Fi ⇒ φ
[β]
n |v〉 ∈ Fi+n,
〈w| ∈ F̂i ⇒ 〈w|φ̂
[β]
n ∈ F̂i+n.
Example 2.5. We give a brief list of β-deformed neutral fermions.
φ
(β)
−1 = φ−1, φ
(β)
−2 = φ−2 −
β
2
φ−1, φ
(β)
−3 = φ−3 − βφ−2 +
β2
4
φ−1,
φ
(β)
0 = φ0 +
β
2
φ1 +
β2
4
φ2 + · · · , φ
(β)
1 = φ1 + βφ2 +
3β2
4
φ3 + · · · ,
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φ
[β]
−1 = φ−1 +
β
2
φ−2 +
β2
4
φ−3 + · · · , φ
[β]
−2 = φ−2 + βφ−3 +
3β2
4
φ−4 + · · · ,
φ
[β]
0 = φ0, φ
[β]
1 = φ1 −
β
2
φ0, φ
[β]
2 = φ2 − βφ1 +
β2
4
φ0.
2.6. Duality property.
Proposition 2.6. We have
[φ̂(β)m , φ
[β]
n ]+ = 2δm,n
as an equation of k-linear maps F → F .
Proof. The relation (2) implies [φ̂m, φn]+ = 2δm,n. Obviously, [φ̂
(β)
m , φ
[β]
n ]+ is zero
if the signs of m and n are different. Suppose m,n ≥ 0. Let
A(z) =
∞∑
n=0
φ̂(β)n z
n =
∞∑
n=0
φ̂n
(
z +
β
2
)n
, B(z) =
∞∑
n=0
φ[β]n z
n =
∞∑
n=0
φn
zn
(1 + β2 z)
n+1
.
As a formal power series over Map(F ,F) in z and w, the (anti-)commutator
[A(z), B(w)]+ is calculated as follows:
[A(z), B(w)]+ =
∞∑
m,n=0
[φ̂m, φn]+
(
z +
β
2
)m(
wn
(1 + β2w)
n+1
)
= 2
∞∑
n=0
(
z +
β
2
)n
·
wn
(1 + β2w)
n+1
=
2
1 + β2w
·
1
1− (z + β2 )
w
1+ β
2
w
=
2
1− zw
= 2 + 2zw + 2z2w2 + · · · .
Comparing the coefficients of zmwn on the both sides gives [φ̂
(β)
m , φ
[β]
n ]+ = 2δm,n.
The similar equation for negative m and n can be also derived by similar calcula-
tions. 
3. φ(β)(z) and φ[β](z)
Let φ(β)(z) and φ[β](z) be the formal series
φ(β)(z) =
∑
n∈Z
φ(β)n z
n, φ[β](z) =
∑
n∈Z
φ[β]n z
n.
For any 〈w| ∈ F̂ , the expressions 〈w|φ(β)(z) and 〈w|φ̂[β](z) are Laurent series over
F̂ in the variable z−1. Dually, for any |v〉 ∈ F , the expressions φ̂(β)(z)|v〉 and
φ[β](z)|v〉 are Laurent series over F in z.
3.1. Vacuum expectation values. We are interested in the vacuum expectation
value of the form 〈φ
(β)
m φ
(β)
n 〉. For this, it is convenient to consider the formal power
series 〈φ(β)(z)φ(β)(w)〉, which is a generating function of 〈φ
(β)
m φ
(β)
n 〉.
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Proposition 3.1. We have
〈φ(β)(z)φ(β)(w)〉 =
1− wz−1
1 + wz−1 + βz−1
as an equation of formal power series over Q in z−1, w and β.
Proof. By direct calculations, we have
〈φ(β)(z)φ(β)(w)〉 =
〈(∑
m
φ(β)m z
m
)
·
(∑
n
φ(β)n w
n
)〉
=
〈∑
m≤0
φ(β)m z
m
 ·
∑
n≥0
φ(β)n w
n
〉
=
〈(
φ
(β)
0 +
∑
m>0
φ−m
(
z−1
1 + β2 z
−1
)m)
·
∑
n≥0
φn
(
w +
β
2
)n〉
= 1+
∑
m≥0, n>0
〈φ−mφn〉 ·
(
z−1
1 + β2 z
−1
)m(
w +
β
2
)n
= 1+ 2
∞∑
n=1
(−1)n ·
(
z−1
1 + β2 z
−1
)n(
w +
β
2
)n
=
1−
(
z−1
1+ β
2
z−1
)(
w + β2
)
1 +
(
z−1
1+ β
2
z−1
)(
w + β2
) = 1− wz−1
1 + wz−1 + βz−1
.

Remark 3.2. One can check that the formal expansion of 1−wz
−1
1+wz−1+βz−1 in “z
−1,
w, and β” is exactly same as the formal expansion in “wz−1 and βz−1.” This
means that the last statement of Proposition 3.1 may be replaced with the phrase
‘as a formal power series in wz−1 and βz−1.’ We sometimes mention the domain
of power series for intuitive understanding. For example, the former expansion is
considered over the domain {|z| < 1, |w| > 1, |β| > 1}, while the latter is over the
domain {|z| > |w| , |z| > |β|}.
Since βz−1 = βw−1 ·wz−1, the statement may be also rephrased as ‘as a formal
power series in wz−1 and βw−1.’ This corresponds to the restriction {|z| > |w| >
|β|} →֒ {|z| > |w| , |z| > |β|}.
Proposition 3.3. We have
〈φ[β](z)φ[β](w)〉 =
1
1 + β2 z
1
1 + β2w
·
1− wz−1
1 + wz−1 + βw
as an equation of formal power series over Q in βz, βw, and wz−1. (In other
words, as Taylor series on the domain {|β|−1 > |z| > |w|}.)
3.2. Commutators [bm, φ
(β)
n ] and [bm, φ
[β]
n ]. Let us consider the commutator
[bm, φ
(β)
n ] = bmφ
(β)
n − φ
(β)
n bm, which is understood as the k-linear map F̂ → F̂ ,
〈w| 7→ 〈w|[bm, φ
(β)
n ].
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Proposition 3.4. As an equation of Laurent series over Map(F̂ , F̂) in z−1, we
have
[bm, φ
(β)(z)] =
(
z−1
1 + β2 z
−1
)−m
φ(β)(z).
Proof. For any 〈w| ∈ F̂ , there exists a sufficiently large i ∈ Z with 〈w| ∈ F̂i. Since
the coefficient of zI in 〈w|φ(β)(z) should be 0 for any I > i, we have
〈w|φ(β)(z) =
I∑
n=−∞
〈w|φ(β)n z
n =
∑
n<0
〈w|φn
(
z−1
1 + β2 z
−1
)−n
+
I∑
n=0
〈w|φn
(
z +
β
2
)n
.
Therefore, for any K > i+m, we have
〈w|[bm, φ
(β)(z)]
=
∑
n<0
〈w|[bm, φn]
(
z−1
1 + β2 z
−1
)−n
+
K∑
n=0
〈w|[bm, φn]
(
z +
β
2
)n
=
∑
n<0
〈w|φn−m
(
z−1
1 + β2 z
−1
)−n
+
K∑
n=0
〈w|φn−m
(
z +
β
2
)n
=
∑
n<−m
〈w|φn
(
z−1
1 + β2 z
−1
)−n−m
+
K−m∑
n=−m
〈w|φn
(
z +
β
2
)n+m
=
∑
n<0
〈w|φn
(
z−1
1 + β2 z
−1
)−n−m
+
K−m∑
n=0
〈w|φn
(
z +
β
2
)n+m
= 〈w|
(
z−1
1 + β2 z
−1
)−m
φ(β)(z).

Proposition 3.5. As an equation of Laurent series over Map(F ,F) in z, we have
[bm, φ
[β](z)] =
(
z
1 + β2 z
)m
φ(β)(z).
Proof. The proposition is given by similar calculations as in the proof of Proposition
3.4. 
Remark 3.6. The following two “equations” are very useful for memorizing the
formulas in Propositions 3.1, 3.3, 3.4, and 3.5:
φ(β)(z) = “φ(z + β2 )”, φ
[β](z) = “ 1
1+ β
2
z
· φ( z
1+ β
2
z
)”.
They are also of use in the following sections.
4. Operators eH(t), eΘ and eθ
4.1. Operator eH(t). Let t1, t3, t5, . . . be commutative formal letters. Let us con-
sider the formal sum
H(t) = H(t1, t3, t5, . . . ) = 2
∑
n=1,3,5,...
tnbn.
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The H(t) is understood as the k-linear map
F → F [[t1, t3, t5, . . . ]], |v〉 7→ H(t)|v〉
or
F̂ → F̂ [[t1, t3, t5, . . . ]], 〈w| 7→ 〈w|H(t).
Let H(t)n =
n︷ ︸︸ ︷
H(t) ◦ · · · ◦H(t) denote the composition. The H(t)n can be expressed
as a formal power series over Map(F ,F) (or Map(F̂ , F̂)) in t1, t3, . . . .
Consider the formal sum
eH(t) = id +H(t) +
1
2!
H(t)2 + · · · ,
which also defines a k-linear map from F to itself. For example, eH(t)|0〉 = |0〉.
4.2. Operators eΘ and eθ. We next consider the formal sums Θ and θ:
Θ := 2
(
β
2
b−1 +
β3
23
b−3
3
+
β5
25
b−5
5
+ · · ·
)
, θ := 2
(
β
2
b1 +
β3
23
b3
3
+
β5
25
b5
5
+ · · ·
)
.
The Θ is regarded as a k-linear map F̂ → F̂ , and θ is regarded as a k-linear map
F → F .
Let eΘ : F̂ → F̂ and eθ : F → F be their exponentials. For example, we have
〈0|eΘ = 〈0|, eθ|0〉 = |0〉.
Note the relations θ̂ = Θ and êθ = eΘ.
4.3. Commutative relations. In the following, we give a list of commutative
relations of the operators φ(β)(z), φ[β](z), eH(t), . . . etc. They will be utilized as
building blocks of the K-theoretic functions in the latter half of the paper.
4.3.1. The eH(t) action on eΘ, eθ, φ(β)(z) and φ[β](z).
Lemma 4.1. As an equation of maps F̂ → F̂ [[t1, t3, . . . ]], we have
eH(t)eΘ = exp
(
2
∑
n=1,3,5,...
tn
(
β
2
)n)
eΘeH(t).
Proof. The equation follows immediately from the formulas
(3) eAeB = e[A,B]eBeA if [A, [A,B]] = [B, [A,B]] = 0,
and
[H(t),Θ] =
∑
m,n=1,3,5,...
[
2tmbm, 2(
β
2 )
n b−n
n
]
= 2
∑
n=1,3,5,...
tn(
β
2 )
n.

Lemma 4.2. As an equation of Laurent series over Map(F̂ , F̂ [[t1, t3, . . . ]]) in z−1,
we have
eH(t)φ(β)(z) = exp
2 ∑
n=1,3,5,...
tn
(
z−1
1 + β2 z
−1
)−nφ(β)(z)eH(t).
Proof. It follows from (3) and Proposition 3.4. 
By similar calculations, we have the following formulas as well:
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Lemma 4.3. As an equation of Laurent series over Map(F ,F [[t1, t3, . . . ]]) in z,
we have
eH(t)φ[β](z) = exp
{
2
∑
n=1,3,5,...
tn
(
z
1 + β2 z
)n}
φ[β](z)eH(t).
The following relation is obvious:
(4) eH(t)eθ = eθeH(t).
4.3.2. The eΘ action on φ(β)(z).
Proposition 4.4. For any integer d, we have
edΘφ(β)(z) = (1 + βz−1)d · φ(β)(z)edΘ
as an equation of Laurent series over Map(F̂ , F̂) in z−1.
Proof. It is sufficient to prove when d = 1. Write zˆ = z
−1
1+ β
2
z−1
. By using the formula
eAXe−A = X + [A,X ] +
1
2!
[A, [A,X ]] +
1
3!
[A, [A, [A,X ]]] + · · ·
and Proposition 3.4, we obtain
eΘφ(β)(z)e−Θ = exp
{
2
(
β
2
zˆ +
β3
23
zˆ3
3
+
β5
25
zˆ5
5
+ · · ·
)}
φ(β)(z) =
1 + β2 zˆ
1− β2 zˆ
φ(β)(z)
= (1 + βz−1)φ(β)(z).
(Recall the Taylor expansion log(1+X1−X ) = 2(X +
X3
3 +
X5
5 + · · · ) .) 
Corollary 4.5. eΘφ
(β)
n e−Θ = φ
(β)
n + βφ
(β)
n+1.
Applying the (anti-)isomorphism X 7→ X̂, we have:
Corollary 4.6. eθφ̂
(β)
n e−θ = φ̂
(β)
n − βφ̂
(β)
n+1 + β
2φ̂
(β)
n+2 − · · · .
4.3.3. The eθ action on φ[β](z). A proof of the following proposition is given by
similar arguments in §4.3.2, and is omitted here.
Proposition 4.7. As an equation of Laurent series over Map(F ,F) in z, we have
edθφ[β](z) = (1 + βz)dφ[β](z)edθ.
Corollary 4.8. eθφ
[β]
n e−θ = φ
[β]
n + βφ
[β]
n−1.
5. Quick review on the Schur Q-functions
In this section, we give a brief review on basic facts about the Schur Q-functions
according to the textbook [15, §III. 8]. The reader who are familiar with the Q-
functions may skip this section.
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5.1. The R-subalgebra Γ. Let Λ = R[x1, x2, . . . ]
S∞ be the R-algebra of symmet-
ric functions. (Recall k = Q(β) and R = Q[β].) Let Q1(x), Q2(x), . . . be the series
of symmetric functions that are determined by the generating function
(5) Q(x; z) =
∞∑
n=0
Qn(x)z
n =
∞∏
i=1
1 + zxi
1− zxi
.
We consider the R-subalgebra Γ ⊂ Λ that is generated by 1, Q1(x), Q2(x), . . . . For
any f(x1, x2, . . . ) ∈ Λ, we have
(6) f(x1, x2, . . . ) ∈ Γ ⇐⇒ f(t,−t, x3, x4, . . . ) does not depend on t.
It is known that the set of Q-functions {Qλ(x)}λ forms an R-basis of Γ, where
Qλ(x) = Qλ(x1, x2, . . . ) is the Schur Q-function indexed by a strict partition λ =
(λ1 > λ2 > · · · > λr > 0). We have Q(n)(x) = Qn(x) for a one-row partition (n).
Let 〈·, ·〉 : Λ×Λ→ R be the Hall inner product. The restriction 〈·, ·〉 : Γ×Γ→ R
is also non-degenerated because of the relation
(7) 〈Qµ, Qλ〉 = 2
ℓ(λ)δλ,µ,
where ℓ(λ) is the length of λ.
5.2. Neutral-Fermionic presentation of Qλ(x). Let pn(x) = x
n
1 + x
n
2 + · · · be
the n-th power sum. By (6), pn(x) is contained in Γ if and only if n is odd. Let ι
be the R-algebra morphism
ι : R[t1, t3, . . . ]→ Γ, tn 7→
pn(x)
n
.
The ι is in fact an isomorphism. Throughout the paper, we will always identify tn
with pn(x)n without otherwise stated. Under the identification tn =
pn(x)
n , the Schur
Q-polynomial Qλ(x) is expressed as the vacuum expectation value of an operator
that is written in terms of neutral fermions [3, 12]:
(8) Qλ(x) =
{〈
eH(t)φλ1φλ2 . . . φλr
〉
, if r is even,〈
eH(t)φλ1φλ2 . . . φλrφ0
〉
, if r is odd.
Note that the generating function of Qn(x) (5) is rewritten as
(9) Q(x; z) = exp
(
2
∑
n=1,3,5,...
tnz
n
)
.
Moreover, by using (9), the commutative relations in Lemmas 4.1, 4.2, 4.3, and (4)
are rewritten as follows:
eH(t)eΘ = Q(x; β2 )e
ΘeH(t),(10)
eH(t)φ(β)(z) = Q(x; z + β2 )φ
(β)(z)eH(t),(11)
eH(t)eθ = eθeH(t),(12)
eH(t)φ[β](z) = Q(x; z
1+ β
2
z
)φ[β](z)eH(t).(13)
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5.3. Hall inner product and vacuum expectation values. Comparing Corol-
lary 2.2, (7), and (8), we have the following proposition, which is a basic tool for
calculating dual symmetric functions.
Proposition 5.1. Let X1 and X2 be R-linear combinations of monomials of the
form
φn1φn2 . . . φns , (n1 > n2 > · · · > ns ≥ 0).
Set f1(x) = 〈e
H(t)X1〉 and f2(x) = 〈e
H(t)X2〉. Then the Hall inner product 〈f1, f2〉
is given by
〈f1, f2〉 = 〈X̂2X1〉.
6. Symmetric function GQn(x)
In Sections 6 and 7, we study a neutral-fermionic presentation of the K-theoretic
Q-polynomial GQλ(x). Let ΛQ = Q[x1, x2, . . . ]
S∞ be the Q-algebra of symmetric
functions in x1, x2, . . . . Note that Λ = ΛQ ⊗Q R.
6.1. Generating function. We define the symmetric polynomial GQn(x) (n ∈ Z)
by the generating function [7, 18] 2
(14) GQ(x; z) =
∑
n∈Z
GQn(x)z
n =
1
1 + βz−1
∞∏
i=1
1 + (z + β)xi
1 + (z + β)xi
,
where x = 0 ⊖ x =
−x
1 + βx
. The expression on the right hand side of (14) should
be expanded as a formal series in z and βz−1 over ΛQ. Intuitively, they form a ring
of “ΛQ-valued formal series on the domain {|z| ≫ |β|}”.
Definition 6.1. We define the ring ΛQ(|z| ≫ |β|) as{∑
fi,j β
izj
∣∣∣∣ fi,j ∈ ΛQ, the sum is taken over all (i, j) withi ≥ 0, i+ j ≥ 0.
}
.
Definition 6.2. For any integer p, we define GQ[p](x; z) ∈ ΛQ(|z| ≫ |β|) and
GQ
[p]
n (x) ∈ ΛQ[[β]] by the equation
GQ[p](x; z) =
∑
n∈Z
GQ[p]n (x)z
n =
1
(1 + βz−1)p
∞∏
i=1
1 + (z + β)xi
1 + (z + β)xi
.
Obviously, GQ[1](x; z) = GQ(x; z).
2 Equation (14) is obtained from Definition 10.1 in the preprint “Degeneracy Loci Classes in
K-theory — Determinantal and Pfaffian Formula — (arXiv:1504.02828v3)” by Hudson-Ikeda-
Matsumura-Naruse:
kGΘ(x, a; u) =
1
1 + βu−1
∞∏
i=1
1 + (u+ β)xi
1 + (u+ β)xi
k∏
i=1
{1 + (u+ β)ai}
by putting k = 0. However, this equation seems to be omitted from the published version [7].
Equation (14) can be found also in [18, §5.2].
PFAFFIAN FORMULAS IN K-THEORY 13
6.2. The K-theoretic Q-cancellation property. Before proceeding to general
GQλ(x), we give a mention about the “ring ofK-theoretic Q-cancellation property”
GΓ, which was introduced by Ikeda-Naruse [8]. Let Λ̂ be the completed ring3 of
symmetric functions over R. We let GΓ ⊂ Λ̂ denote the R-subalgebra generated by
all symmetric functions with the property:
(15) f(t, t, x3, x4, . . . ) does not depend on t.
The condition (15) is called the K-theoretic Q-cancellation property [8]. It is known
that the set of K-theoretic Q-functions forms a R-basis of GΓ.
Let G˜Γ be the subset of ΛQ(|z| ≫ |β|) consisted of all formal series of the form∑
n∈Z
fnz
n, (fn ∈ GΓ).
For example, GQ(x; z) is an element of G˜Γ. Note that G˜Γ is a R-module, but is
not closed under the multiplication.
Remark 6.3. Since GQ(x; z) ∈ G˜Γ, we have GQ[p](x; z) ∈ G˜Γ for any p ≤ 1.
However, it is not true for p > 1. In fact, if p = 2, we have
GQ
[2]
1 (x1, 0, 0, . . . ) =
x1(2 + βx1)
1 + βx1
,
which is not a polynomial in x1. This implies GQ
[2]
1 (x) 6∈ GΓ.
7. β-deformed neutral fermions and GQλ(x)
In this section, we derive a neutral-fermionic presentation of GQλ(x). The main
tool of calculations are the commutative relations between the operators eH(t) and
φ(β)(z) that was studied in §4.3.
7.1. Commutative relations. We give a list of formulas for commutative rela-
tions of eH(t) and φ(β)(z).
Proposition 7.1. Put yi =
xi
1− β2xi
. Then
eH(t)φ(β)(z) = Q(x; β2 )
−1 · GQ[0](y; z) · φ(β)(z)eH(t).
Proof. From (10), we have eH(t)φ(β)(z) = Q(x; z + β2 )φ
(β)(z)eH(t). Since
Q(x; β2 )Q(x; z +
β
2 ) =
∏
i
1 + β2xi
1− β2xi
1 + (z + β2 )xi
1− (z + β2 )xi
=
∏
i
1 + (z + β)yi
1 + (z + β)yi
= GQ[0](y; z),
the desired equation is directly obtained. 
Corollary 7.2.〈
eH(t)φ(β)(z)φ(β)(w)
〉
= Q(x; β2 )
−2GQ[0](y; z)GQ[0](y;w)
1− wz−1
1 + wz−1 + βz−1
.
3 A detailed explanation on the ring Λ̂ can be found in [2]. Roughly speaking, Λ̂ is the R-algebra
of all Schur series
c1sλ1(x) + c2sλ2(x) + c3sλ3(x) + · · · , ci ∈ k,
where sλ(x) is regarded as a ‘monomial of degree ℓ(λ).’ In other words, for f(x) = f(x1, x2, . . . ),
deg f(x) > N ⇐⇒ f(x1, . . . , xN , 0, 0, . . . ) = 0.
For example, the infinite series 1 + e1 + e2 + · · · is allowable in Λ̂, while 1 + h1 + h2 + · · · is not.
14 SHINSUKE IWAO
Proof. It follows from Propositions 3.1 and 7.1. (Note that eH(t)|0〉 = |0〉.) 
Corollary 7.3.〈
eH(t)φ(β)(z)e−Θφ
(β)
0 e
Θ
〉
= Q(x; β2 )
−2(1 + βz−1) · GQ[0](y; z).
Proof. Since e−Θφ
(β)
0 e
Θ|0〉 = (φ
(β)
0 −βφ
(β)
1 +β
2φ
(β)
2 −· · · )|0〉 = φ
(β)(w)|0〉|w=−β and
GQ[0](y;−β) = 1, we obtain the desired equation from Corollary 7.2 by substituting
w = −β. 
Proposition 7.4.
GQ(y; z) =
〈
eH(t)φ(β)(z)eΘφ
(β)
0 e
Θ
〉
.
Proof. Since 〈0|eΘ = 〈0| and eH(t)eΘ = Q(x; β2 )e
H(t)eΘeH(t) (10), we have〈
eH(t)φ(β)(z)eΘφ
(β)
0 e
Θ
〉
= Q(x; β2 )
2 · (1 + βz−1)−2
〈
eH(t)φ(β)(z)e−Θφ
(β)
0 e
Θ
〉
= (1 + βz−1)−1GQ[0](y; z) = GQ(y; z).

7.2. Formal series Φ(z1, . . . , zr) and its Pfaffian presentation. Now let us
consider the formal function
Φ(z1, . . . , zr) =
{〈
eH(t)φ(β)(z1)e
Θφ(β)(z2)e
Θ · · ·φ(β)(zr)eΘ
〉
, if r is even,〈
eH(t)φ(β)(z1)e
Θφ(β)(z2)e
Θ · · ·φ(β)(zr)eΘφ
(β)
0 e
Θ
〉
, if r is odd.
Let r′ be the smallest integer that is equal to or greater than r. By putting
Ai = e
−(r′−i+1)Θφ(β)(zi)e
(r′−i+1)Θ, Ar+1 = e
−Θφ
(β)
0 e
Θ,
the formal function Φ(z1, . . . , zr) is rewritten as
Φ(z1, . . . , zr) =
〈
eH(t)er
′ΘA1A2 · · ·Ar′
〉
= Q(x; β2 )
r′
〈
eH(t)A1A2 · · ·Ar′
〉
.
We want to calculate the vacuum expectation value
〈
eH(t)A1A2 · · ·Ar′
〉
. For this,
we utilize the theory of neutral fermions, which has been introduced in Section 2.
Note that every formal series we are discussing about should be considered “on the
domain {|z1| ≫ · · · ≫ |zr| ≫ |β|}. ” In other words, we should work on the set
∑
fj,i1,...,irβ
j ·
zi11 · · · z
ir
r
∣∣∣∣∣∣
fj,i1,...,ir ∈ ΛQ,
the sum is taken over all (i1, . . . , ir, j) with j ≥ 0,
j + ir ≥ 0, j + ir + ir−1 ≥ 0, . . . , j + ir + · · ·+ i1 ≥ 0
 .
It is easily confirmed that this set has a natural addition and a multiplication; then
it is a ring. The formal series Φ(z1, . . . , zr) is seen as an element of this ring.
By Wick’s theorem (Theorem 2.1), we have〈
eH(t)A1A2 · · ·Ar′
〉
= Pf
(〈
eH(t)AiAj
〉)
1≤i<j≤r′
.
By Proposition 4.4, Ai is rewritten as
Ai = (1 + βz
−1)−(r
′−i+1)φ(β)(zi).
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From Proposition 3.1 and Corollaries 7.2–7.3, the entry of this matrix is calculated
as follows:
〈
eH(t)AiAj
〉
= (1 + βz−1i )
−(r′−i+1)(1 + βz−1j )
−(r′−j+1)
〈
eH(t)φ(β)(zi)φ
(β)(zj)
〉(16)
= Q(x; β2 )
−2GQ[r
′−i+1](y; zi)GQ
[r′−j+1](y; zj)
1− zjz
−1
i
1 + zjz
−1
i + βz
−1
i
for j < r + 1, and〈
eH(t)AiAr+1
〉
= (1 + βz−1i )
−(r′−i+1)
〈
eH(t)φ(β)(zi)e
−Θφ0e
Θ
〉
= Q(x; β2 )
−2GQ[r
′−i](y; zi)
for j = r + 1 = r′ (if r is odd). Summarizing, we obtain the Pfaffian presentation
(17) Φ(z1, . . . , zr) = Pf (Mi,j)1≤i<j≤r′ ,
where
Mi,j =
GQ[r
′−i+1](y; zi)GQ
[r′−j+1](y; zj)
1−zjz
−1
i
1+zjz
−1
i
+βz−1
i
, j 6= r + 1,
GQ[r
′−i](y; zi), j = r + 1.
Remark 7.5. Equation (16) can be rewritten as〈
eH(t)AiAj
〉
= Q(x; β2 )
−2(1 + βz−1i )
−(r′−i−1)(1 + βz−1j )
−(r′−j)
〈
eH(t)φ(β)(zi)e
Θφ(β)(zj)e
Θ
〉
= Q(x; β2 )
−2(1 + βz−1i )
−(r′−i−1)(1 + βz−1j )
−(r′−j)Φ(zi, zj)
since 〈0| = 〈0|eΘ. This leads the alternative Pfaffian presentation
(18) Φ(z1, . . . , zr) = Pf (Li,j)1≤i<j≤r′ ,
where
Li,j =
{
(1 + βz−1i )
−(r′−i−1)(1 + βz−1j )
−(r′−j)Φ(zi, zj), j 6= r + 1,
(1 + βz−1i )
−(r′−i−1)GQ(y; zi), j = r + 1.
7.3. Neutral-fermionic presentation of GQλ(x). By comparing the Pfaffian
formula (17) and the definition of GQλ(x) in Proposition 1.1, we soon find the fact
that Φ(z1, . . . , zr) is a generating function of GQλ(y). The following is the main
theorem of the paper:
Theorem 7.6. Let yi =
xi
1− β2xi
. Then
GQλ(y) =

〈
eH(t)φ
(β)
λ1
eΘφ
(β)
λ2
eΘ · · ·φ
(β)
λr
eΘ
〉
, if r is even,〈
eH(t)φ
(β)
λ1
eΘφ
(β)
λ2
eΘ · · ·φ
(β)
λr
eΘφ
(β)
0 e
Θ
〉
, if r is odd,
where GQλ is the symmetric function in Proposition 1.1.
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Proof. Let Fi,j(t) = Fi,j(t1, . . . , tr) =
1
(1+βti)r
′
−i
1
(1+βtj)r
′
−j
tj−ti
ti+tj+βtitj
for j 6= r+1,
and Fi,r+1(t) = Fi,j(t1, . . . , tr) =
1
(1+βti)r
′
−i−1
. By putting ti = z
−1
i , we find that
the Mi,j in (17) is rewritten as
Mi,j =
{
Fi,j(z
−1)
∑
a,b∈ZGQa(y)GQb(y)z
a
i z
b
j , j < r + 1,
Fi,r+1(z
−1)
∑
a∈ZGQa(y)z
a
i , j = r + 1.
Let f i,jp,q be the element of R = Q[β] introduced in Proposition 1.1. Then we have
Φ(z1, . . . , zr) = Pf
 ∑
p≥0, p+q≥0
∞∑
a,b=0
f i,jp,qGQa(y)GQb(y)z
a−p
i z
b−q
j

1≤i<j≤r′
.
By comparing the coefficients of zλ11 z
λ2
2 · · · z
λr
r on the both sides, we obtain the
desired result from the Pfaffian expression of GQλ (Proposition 1.1). 
From Remark 7.5 and Theorem 7.6, we have an alternative Pfaffian presentation:
Proposition 7.7 (See [18, Theorem 5.7]). For a strict partition λ = (λ1 > · · · >
λr > 0), we have
GQλ(x) = Pf (li,j)1≤i<j≤r′ ,
where
li,j =
{∑∞
k=0
∑∞
l=0 β
k+l
(
i+1−r′
k
)(
j−r′
l
)
GQ(λi+k,λj+l)(x), j 6= r + 1,∑∞
k=0 β
k
(
i+1−r′
k
)
GQλi+k(x), j = r + 1.
Proof. From Remark 7.5, we obtain the desired equation by comparing the coeffi-
cients of zλ11 · · · z
λr
r of (18). 
8. Dual polynomials
In Sections 8 and 9, we discuss a definition and properties of dual symmetric
functions of GQλ(x). The Hall integral 〈·, ·〉 : Λ × Λ → R is naturally extended
to the non-degenerate R-bilinear form ΛQ[[β]] × ΛQ[[β]] → Q[[β]]. Note that the
R-algebra Λ̂ (see footnote 3) is not contained in ΛQ[[β]] (consider, for example, the
element 1 + e1 + e2 + · · · ∈ Λ̂). However, one can check that GQn(x) is contained
in ΛQ[[β]] from (14), which implies GΓ ⊂ ΛQ[[β]].
Our aim is to find an appropriate family of symmetric functions {gpλ(x)}λ that
satisfies
(19) 〈GQµ(x), gpλ(x)〉 = δλ,µ.
Notice that the relation (19) is not sufficient to determine gpλ(x) because GΓ is
just a submodule of ΛQ[[β]]. This means that we should take some appropriate
submodule gΓ ⊂ ΛQ[[β]] such that the restriction 〈·, ·〉 : GΓ × gΓ → Q[[β]] is non-
degenerate. Our claim is that the neutral-fermionic method, which we have seen in
the previous sections, provides a nice characterization of such gΓ.
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8.1. Symmetric polynomial Dλ(x). Put
Ξn = φ
[β]
n +
β
2
φ
[β]
n−1.
Note that Ξn (n > 0) is a R-linear combination of φ1, φ2, . . . . See Example 2.5.
From Corollary 4.8, we have
(20) eθΞne
−θ = Ξn + βΞn−1.
Let
(21) Dλ(x) :=
{〈
eH(t)Ξλ1e
−θΞλ2e
−θ · · ·Ξλre
−θ
〉
, if r is even,〈
eH(t)Ξλ1e
−θΞλ2e
−θ · · ·Ξλre
−θΞ0e
−θ
〉
, if r is odd.
By construction, Dλ(x) is a polynomial in h1, h2, . . . (while GQλ(x) is a infinite
series of the monomials hn11 h
n2
2 · · · ). This implies Dλ(x) ∈ Λ.
8.2. Hall inner product of GQµ and Dλ. In this section we will derive an explicit
formula for the Hall inner product of GQµ and Dλ. Note that any strict partition
λ = (λ1 > λ2 > · · · > λr > 0) can be identified with a shifted Young diagram. For
example, (7, 4, 3, 1) is identified with .
Definition 8.1 (Definition of ε(λ, µ) and q(λ, µ)). For strict partitions λ = (λ1 >
· · · > λr > 0) and µ = (µ1 > · · · > µs > 0), we define ε(λ, µ), q(λ, µ) ∈ R = Q[β]
by
ε(λ, µ) :=
{
1, λ ⊃ µ and λ/µ contains at most one box in each row,
0, otherwise,
q(λ, µ) := ♯{i | (λi, λi+1) = (µi + 1, µi)}.
Definition 8.2 (Definition of ∆(λ, µ)). For strict partitions λ = (λ1 > · · · > λr >
0) and µ = (µ1 > · · · > µs > 0), define
∆(λ, µ) :=
{
2r−|λ/µ|β|λ/µ|(−1)q(λ,µ)ε(λ, µ), r = s,
0, r 6= s.
The ∆(λ, µ) can be calculated by a diagrammatic way. Let λ and µ be a pair
of strict partitions with λ ⊃ µ (otherwise, ∆(λ, µ) = 0). Draw two shifted Young
diagrams associated with λ and µ where µ is arranged to be a subdiagram of λ.
For example
,
where λ = (9, 8, 7, 4, 2, 1) and µ = (8, 7, 6, 3, 2, 1). The white boxes form a skew
Young digram λ/µ. There exist 4 rows with a white box and 2 rows without
white boxes. If λ/µ contains more than one boxes in some row, then ∆(λ, µ) = 0.
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Otherwise, λ/µ is consisted of a finite number of connected vertical strings: for
example,
and .
The ∆(λ, µ) is the product of the following factors:
• 2x, where x is the number of rows without white boxes,
• βy , where y is the number of rows with a white box,
• (−1)σ−τ , where σ is the number of white boxes and τ is the number of
connected strings in λ/µ.
For example,
∆((9, 8, 7, 4, 2, 1), (8, 7, 6, 3, 2, 1)) = 22β4(−1)4−2 = 4β4.
The following theorem plays a critical role for a construction of dual functions:
Theorem 8.3. Let λ = (λ1 > · · · > λr > 0) and µ = (µ1 > · · · > µs > 0) be strict
partitions. Set λr′ = λr+1 = 0 if r is odd, and µs′ = µs+1 = 0 if s is odd. Then,
the equation〈
eθφ̂(β)µs′ · · · e
θφ̂(β)µ2 e
θφ̂(β)µ1 Ξλ1e
−θΞλ2e
−θ · · ·Ξλr′ e
−θ
〉
= ∆(λ, µ)
holds. From Proposition 5.1, this is equivalent to〈
GQµ(
x
1− β
2
x
), Dλ(x)
〉
= ∆(λ, µ).
To prove Theorem 8.3, we need some preparation. Recall the following facts
(n > 0):
φ̂
(β)
0 = Ξ0 = φ0 + (a linear combination of φ−1, φ−2, . . . ),(22)
φ̂(β)n = (a linear combination of φ−n, φ−n−1, . . . ),(23)
Ξn = (a linear combination of φ1, φ2, . . . ).(24)
For m = (m1 > · · · > ms ≥ 0) and n = (n1 > · · · > nr ≥ 0), set
Cm,n :=
〈
eθφ̂(β)ms · · · e
θφ̂(β)m2e
θφ̂(β)m1Ξn1e
−θΞn2e
−θ · · ·Ξnre
−θ
〉
.
We will see that, to prove Theorem 8.3, it suffices to consider the case when the
difference between r and s is even. We soon find
C∅,∅ = 〈1〉 = 1,(25)
C∅,(n1,...,nr) = C(m1,...,ms),∅ = 0, (r, s ≥ 2)(26)
since φ̂
(β)
n |0〉 = 0 and 〈0|Ξn = 0 for n > 0.
Lemma 8.4.
N > n1 > · · · > nr ≥ 0 ⇒ φ̂
(β)
N Ξn1e
−θ · · ·Ξnre
−θ|0〉 = 0.
Proof. Because e−θΞne
θ = Ξn−βΞn−1+β2Ξn−2− · · · (see (20)) and e−θ|0〉 = |0〉,
the vector Ξn1e
−θ · · ·Ξnre
−θ|0〉 is a linear combination of vectors of the form
Ξp1 · · ·Ξpr |0〉, (p1, . . . , pr ≤ n1).
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Therefore, it is also a linear combination of vectors of the form φ
[β]
p1 · · ·φ
[β]
pr |0〉 with
p1, . . . , pr < N . The lemma follows from Proposition 2.6 and n > 0 ⇒ φ̂
(β)
n |0〉 =
0. 
Lemma 8.5.
N − 1 > m1 > · · · > ms ≥ 0 ⇒ 〈0|e
θφ̂(β)ms · · · e
θφ̂(β)m1ΞN = 0.
Proof. We prove the lemma by induction on s ≥ 0. When s = 0, we have 〈0|ΞN = 0
from (24). For general s > 0, it follows from [φ̂
(β)
m1 ,ΞN ]+ = 0 and (20) that
〈0|eθφ̂(β)ms · · · e
θφ̂(β)m2e
θφ̂(β)m1ΞN = −〈0|e
θφ̂(β)ms · · · e
θφ̂(β)m2 (ΞN + βΞN−1)e
θφ̂(β)m1 .
As N − 1 > m2, the expression on the right hand side must be 0 from induction
hypothesis. 
Lemma 8.6. C(0),(0) = 1.
Proof. From Corollary 4.6, (20), and (22), we have eθφ̂
(β)
0 Ξ0e
−θ = eθφ̂
(β)
0 φ̂
(β)
0 e
−θ =
(φ̂
(β)
0 − βφ̂
(β)
1 + β
2φ̂
(β)
2 − · · · )
2, which is expressed as
φ20 + (a linear combination of φ−mφ−n with m ≥ 0, n > 0).
(See also (23).) This implies C(0),(0) =
〈
eθφ̂
(β)
0 Ξ0e
−θ
〉
= 1. 
Lemma 8.7. If r is odd and n1 ≥ 1, then C(0),(n1,...,nr) = 0.
Proof. If n1 > 1, C(0),(n1,...,nr) = 0 follows from Lemma 8.5. We now calculate
C(0),(1). Since [φ̂
(β)
0 ,Ξ1]+ = [φ̂
(β)
0 , φ
[β]
1 +
β
2φ
[β]
0 ]+ = β, we obtain
eθφ̂
(β)
0 Ξ1e
−θ = β − eθΞ1φ̂
(β)
0 e
−θ = β − (Ξ1 + βΞ0)(φ̂
(β)
0 − βφ̂
(β)
1 + β
2φ̂
(β)
2 − · · · )
by using Corollary 4.6 and (20). Since
〈
Ξ0φ̂
(β)
0
〉
= 1 and 〈0|Ξ1 = φ̂
(β)
n |0〉 = 0 for
n > 0, we have C(0),(1) =
〈
eθφ̂
(β)
0 Ξ1e
−θ
〉
=
〈
β − βΞ0φ̂
(β)
0
〉
= β − β = 0. 
Proof of Theorem 8.3. We turn now to prove the theorem. Put ni = λi and mi =
µi. We will calculate Cm,n for n = (n1 > · · · > nr ≥ 0) and m = (m1 > · · · >
ms ≥ 0) with the difference r − s even. Let
r :=
{
r, (nr > 0),
r − 1, (nr = 0),
s :=
{
s, (ms > 0),
s− 1, (ms = 0).
We will prove
(27) Cm,n =
{
2aβb(−1)c, r = s and 0 ≤ ni −mi ≤ 1 for all i,
0, otherwise,
where a = ♯{i |ni = mi > 0}, b = ♯{i |ni = mi + 1 > 1}, and c = ♯{i | (ni, ni+1) =
(mi + 1,mi)}.
For m = ∅ or (0), the equation (27) is proved already by (25), (26), Lemma 8.6,
and Lemma 8.7. Assume m1 ≥ 1. If m1 > n1, then Cm,n = 0 from Lemma 8.4. If
m1 < n1 − 1, then Cm,n = 0 from Lemma 8.5. We now consider the two cases: (i)
m1 = n1 and (ii) m1 = n1 − 1.
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(i) Assumem1 = n1 > 0. PutM := m1 = n1. Since [φ̂
(β)
m1 ,Ξn1 ]+ = [φ̂
(β)
M ,ΞM ]+ =
2, we have
eθφ̂
(β)
M ΞMe
−θ = 2− eθΞM φ̂
(β)
M e
−θ
= 2− (ΞM + βΞM−1)(φ̂
(β)
M − βφ̂
(β)
M+1 + β
2φ̂
(β)
M+2 − · · · ).
Therefore, by using Lemma 8.4, we obtain
Cm,n = 2
〈
eθφ̂(β)ms · · · e
θφ̂(β)m2Ξn2e
−θ · · ·Ξnre
−θ
〉
= 2Cm′,n′ ,
where m′ = (m2 > · · · > ms ≥ 0) and n′ = (n2 > · · · > nr ≥ 0).
(ii) Next assumem1 = n1−1 > 0. PutM := m1 = n1−1. Since [φ̂
(β)
m1 ,Ξn1+1]+ =
[φ̂
(β)
M ,ΞM+1]+ = β, we have
eθφ̂
(β)
M ΞM+1e
−θ = β − eθΞM+1φ̂
(β)
M e
−θ
= β − (ΞM+1 + βΞM )(φ̂
(β)
M − βφ̂
(β)
M+1 + β
2φ̂
(β)
M+2 − · · · ).
From Lemma 8.4 and 8.5, we obtain
Cm,n = β
〈
eθφ̂(β)ms · · · e
θφ̂(β)m2Ξn2e
−θ · · ·Ξnre
−θ
〉
− β
〈
eθφ̂(β)ms · · · e
θφ̂(β)m2 · ΞM φ̂
(β)
M · Ξn2e
−θ · · ·Ξnre
−θ
〉
=: βCm′,n′ − β · J.
To calculate J , we consider the following three cases:
(ii-a) If r = 1, we have J = 0 because φ̂
(β)
M |0〉 = 0.
(ii-b) If M = m1 > n2, we have J = 0 from Lemma 8.4.
(ii-c) Assume M = m1 = n2 (= n1 − 1). Since [φ̂
(β)
M ,Ξn2 ]+ = [φ̂
(β)
M ,ΞM ]+ = 2,
we have
φ̂
(β)
M · Ξn2e
−θ = (2− ΞM φ̂
(β)
M )e
−θ
= e−θ(2 − (ΞM + βΞM−1)(φ̂
(β)
M − βφ̂
(β)
M+1 + β
2φ̂
(β)
M+2 − · · · )).
By using Lemma 8.4 again, we have
φ̂
(β)
M Ξn2e
−θΞn3e
−θ · · ·Ξnre
−θ|0〉 = 2 · e−θΞn3e
−θ · · ·Ξnre
−θ|0〉,
which implies
J = 2
〈
eθφ̂(β)ms · · · e
θφ̂(β)m2ΞMe
−θΞn3e
−θ · · ·Ξnre
−θ
〉
= 2Cm′,n′ .
Summarizing (i), (ii-a), (ii-b), and (ii-c), we obtain
m1 ≥ 1 ⇒ Cm,n =

2Cm′,n′ , n1 = m1,
βCm′,n′ , n1 = m1 + 1 and (n
′ = ∅ or n2 < m1),
−βCm′,n′ , n1 = m1 + 1 and n2 = m1,
0, otherwise.
From this equation, the proof of (27) boils down to the calculation of Cm,n with
m = ∅, m = (0), or n = ∅, which is already done. 
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8.3. Definition of Uλ(x). For strict partitions λ and µ, we set
m(λ, µ) :=
∆(λ, µ)
2ℓ(λ)
.
It is easily checked that m(λ, λ) = 1.
Let Ω(λ, µ) be the element of R that is uniquely defined by
(28) Ω(λ, λ) := m(λ, λ) = 1, Ω(λ, µ) := −
∑
λ)ζ⊃µ
m(ζ, µ)Ω(ζ, µ).
By the Mo¨bius inversion formula for posets, we find that
(29) Uλ(x) :=
∑
λ⊃µ
Ω(λ, µ) ·
Dµ(x)
2ℓ(µ)
satisfies the relation
(30)
〈
GQµ(
x
1− β
2
x
), Uλ(x)
〉
= δλ,µ.
Noting that m(λ, µ) and Ω(λ, µ) are automatically 0 if ℓ(λ) 6= ℓ(µ), we can rewrite
(28) and (29) as
Ω(λ, µ) = −
1
2ℓ(λ)
∑
λ)ζ⊃µ
∆(ζ, µ)Ω(ζ, µ), Uλ(x) =
1
2ℓ(λ)
∑
λ⊃µ
Ω(λ, µ) ·Dµ(x).
Example 8.8. For n > i > 0, we have Ω((n), (i)) = (−β2 )
n−i. Therefore,
U(n)(x) =
1
2
(
D(n)(x) −
β
2
D(n−1)(x) +
β2
4
D(n−2)(x)− · · ·+
(
−
β
2
)n−1
D(1)(x)
)
.
Example 8.9.
U (x) =
1
4
D (x) − β
2
D (x) +
β2
2
D (x)
 .
8.4. Isomorphisms κ and η. Let E(x; z) =
∑∞
n=0 en(x)z
n =
∏∞
i=1(1 + xiz) be
the generating function of the elementary symmetric function en(x).
We consider the two ring isomorphisms κ : ΛQ[[β]] → ΛQ[[β]] and η : Λ → Λ
defined by the following formal expressions:
(31) κ : E(x; z) 7→ E( x
1− β
2
x
; z) =
E(x; z − β2 )
E(x;−β2 )
, η : E(x; z) 7→ E(x; z
1+ β
2
z
).
For example, we have
κ(e1) = e1 − β(e2 −
1
2
e21) + β
2(
3
4
e3 −
3
4
e1e2 +
1
4
e31) + · · · ,
κ(e2) = e2 − β(
3
2
e3 −
1
2
e1e2) + · · ·
and
η(e1) = e1, η(e2) = e2 −
β
2
e1, η(e3) = e3 − βe2 +
β2
4
e1.
Let H(x; z) =
∑∞
n=0 hn(x)z
n =
∏∞
i=1
1
1−xiz
be the generating function of com-
plete symmetric functions. Note that the definition of η (29) is equivalent to
(32) η : H(x; z) 7→ H(x; z
1− β
2
z
)
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because E(x; z)H(x;−z) = 1.
Theorem 8.10. For arbitrary f ∈ ΛQ[[β]] and g ∈ Λ, we have
〈κ(f), g〉 = 〈f, η(g)〉 .
Proof. It suffices to prove when f is contained in Λ (= ΛQ[β]). Let {fλ}λ and
{gλ}λ be two R-basis of Λ. Assume 〈fλ, gµ〉 = δλ,µ. We will prove 〈κ(fλ), gµ〉 =
〈fλ, η(gµ)〉. As is well-known, 〈fλ, gµ〉 = δλ,µ is equivalent to∑
λ
fλ(x)gλ(y) =
∏
i,j
1
1− xiyj
.
From (31) and (32), it follows that∑
λ
κ(fλ(x))gλ(y) =
∏
i,j
1
1− xi
1− β
2
xi
yj
=
∑
λ
fλ(x)η(gλ(y)),
which implies 〈κ(fλ), gµ〉 = 〈fλ, η(gµ)〉. 
Definition 8.11 (Iλ(x), gpλ(x), gΓ). Set
Iλ(x) := η(Dλ(x)), gpλ(x) := η(Uλ(x)).
Let gΓ be the R-submodule of Λ that is generated by all gpλ(x), where λ runs all
strict partitions.
From (30) and Theorem 8.10, we have
(33) 〈GQµ(x), gpλ(x)〉 = δλ,µ.
This means the restricted Hall inner product GΓ× gΓ→ R is non degenerate. We
call gpλ(x) the dual K-theoretic Q-function.
9. Pfaffian formulas for dual functions
9.1. Pfaffian formula for Dλ(x). By virtue to the expression (21), the symmetric
function Dλ(x) is rewritten as a single Pfaffian. Let Ξ(z) = (1 +
β
2 z)φ
(β)(z) be the
generating function of Ξn. Let us consider the formal function
Ψ(z1, . . . , zr) =
{〈
eH(t)Ξ(z1)e
−θΞ(z2)e
−θ · · ·Ξ(zr)e−θ
〉
, if r is even,〈
eH(t)Ξ(z1)e
−θΞ(z2)e
−θ · · ·Ξ(zr)e−θΞ0e−θ
〉
, if r is odd.
By putting Bi = e
−(i−1)θΞ(zi)e
(i−1)θ and Br+1 = e
−rθΞ0e
rθ, we have
Ψ(z1, . . . , zr) =
〈
eH(t)B1B2 · · ·Br′
〉
= Pf
(〈
eH(t)BiBj
〉)
1≤i<j≤r′
.
(Recall eθ|0〉 = |0〉.) We can calculate the vacuum expectation values by using
Proposition 3.3. In fact, we soon obtain the Pfaffian formula
(34) Ψ(z1, . . . , zr) = Pf (Ri,j)1≤i<j≤r′ ,
where Ri,j =(1 + βzi)
−(i−1)(1 + βzj)
−(j−1)Q(x; zi
1+ β
2
zi
)Q(x; zj
1+ β
2
zj
)
1−zjz
−1
i
1+zjz
−1
i
+βzj
, j 6= r + 1,
(1 + βzi)
−(i−1)Q(x; zi
1+ β
2
zi
), j = r + 1.
PFAFFIAN FORMULAS IN K-THEORY 23
For example, if r = 1, we obtain
(35)
∞∑
n=0
Dn(x)z
n = Q(x; z
1+ β
2
z
).
By comparing coefficients on the both sides of (34), we obtain a Pfaffian formula
for Dλ(x). Let g
i,j
p,q be the element of R = Q[β] defined by
(1 + βz)−(i−1)(1 + βw)−(j−1)
1− wz−1
1 + wz−1 + βw
=
∑
p+q≥0, q≥0
gi,jp,qz
pwq , j 6= r + 1,
(1 + βz)−(i−1) =
∑
p≥0
gi,r+1p z
p, j = r + 1.
Then, we have the explicit formula
Dλ(x) = Pf (ri,j)1≤i<j≤r′ ,
where
ri,j =
{∑
p+q≥0, q≥0 g
i,j
p,qDλi−p(x)Dλj−q(x), j 6= r + 1,∑
p≥0 g
i,r+1
p Dλi−p(x), j = r + 1.
From this expression, we obtain the following proposition:
Proposition 9.1. As an R-algebra, gΓ is generated by I0(x), I1(x), I2(x), . . . .
Remark 9.2. Using the relation〈
eH(t)BiBj
〉
= (1 + βzi)
−(i−1)(1 + βzj)
−j
〈
eH(t)Ξ(zi)e
−θΞ(zj)e
−θ
〉
= (1 + βzi)
−(i−1)(1 + βzj)
−jΨ(zi, zj),
we can derive the alternative Pfaffian formula
Ψ(z1, . . . , zn) = (Ki,j)1≤i<j≤r′ ,
where
Ki,j =
{
(1 + βzi)
−(i−1)(1 + βzj)
−jΨ(zi, zj), j 6= r + 1,
(1 + βzi)
−(i−1)Ψ(zi), j = r + 1.
By comparing coefficients on the both sides, we obtain
Dλ(x) = Pf(ki,j)1≤i<j≤r′ ,
where
ki,j =
{∑∞
k=0
∑∞
l=0
(
1−i
k
)(
−j
l
)
D(λi−k,λj−l)(x), j 6= r + 1,∑∞
k=0
(
1−i
k
)
Dλi−k(x), j = r + 1.
9.2. Generating function of In(x). From (35), we obtain the following formula
for the generating function of In(x) = η(Dn(x)):
∞∑
n=0
In(x)z
n = η(Q(x; z
1+ β
2
z
)) = η(H(x; z
1+ β
2
z
)E(x; z
1+ β
2
z
))
= H(x; z)E(x; z1+βz ) = H(x; z)E(x;−z) =
∞∏
i=1
1− xiz
1− xiz
.(36)
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9.3. Explicit formula for gpλ(x). Summarizing the above results, we have the
following theorem, which characterizes the dual K-theoretic Q-function gpλ(x):
Theorem 9.3. Let I0(x), I1(x), I2(x), . . . be the symmetric functions defined by
(36). Write gΓ the R-algebra generated by I0(x), I1(x), I2(x), . . . . Let g
i,j
p,q be the
element of R defined in §9.1. For a strict partition λ, we let Iλ(x) the symmetric
function defined by
Iλ(x) = Pf (ai,j)1≤i<j≤r′ ,
where
ai,j =
{∑
p+q≥0, q≥0 g
i,j
p,qIλi−p(x)Iλj−q(x), j 6= r + 1,∑
p≥0 g
i,r+1
p Iλi−p(x), j = r + 1.
Then the family {gpλ(x)}λ with
gpλ(x) =
1
2ℓ(λ)
·
∑
λ⊃µ
Ω(λ, µ) · Iµ(x)
forms an R-basis of gΓ, where Ω(λ, µ) is the element of R defined in §8.3. Moreover,
it satisfies the relation 〈GQµ(x), gpλ(x)〉 = δλ,µ.
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