This paper describes a method for visual surveillance based on biologically motivated dynamic visual attention in video image sequences. Our system is based on the extraction and integration of local (pixels and spots) as well as global (objects) features. Our approach defines a method for the generation of an active attention focus on a dynamic scene for surveillance purposes. The system segments in accordance with a set of predefined features, including gray level, motion and shape features, giving raise to two classes of objects: vehicle and pedestrian. The solution proposed to the selective visual attention problem consists of decomposing the input images of an indefinite sequence of images into its moving objects, defining which of these elements are of the user's interest at a given moment, and keeping attention on those elements through time. Features extraction and integration are solved by incorporating mechanisms of charge and discharge-based on the permanency effect-, as well as mechanisms of lateral interaction. All these mechanisms have proved to be good enough to segment the scene into moving objects and background.
Introduction
Visual input is probable the most powerful source of information used by man to represent a monitored scene. Visual information is composed of a great deal of redundant sets of spatial and temporal data robustly and quickly processed by the brain. Visual information was entirely processed by human operators in first generation video-based surveillance systems. But when a human observes a set of monitors connected to a set of cameras his performance quickly decays in terms of a correct alarm detection ratio. Modern digital computation and communication technologies have enabled a complete change in the perspective of the design of surveillance systems architectures. Surveillance is a multidisciplinary field, which affects a great number of services and users. Some examples where surveillance is necessary by computing media are: intelligent traffic management [1] [2] [3] , prevention of non-desired situations by means of closed systems of surveillance, such as vandalism in metro stations [4] , management of traffic lights in pedestrian crossings [5] , automatic and simultaneous visual surveillance of vehicles and persons [6] . This short review does not deal with all areas where camera surveillance is used, but rather centers in vehicles and persons surveillance.
Let us start with some previous vehicle surveillance systems. These systems may be categorized by their capabilities of counting vehicles, measuring speeds and monitoring traffic queues. The traffic research using image processing (TRIP) [7] system is a system designed to count vehicles running on a bi-directional freeway. Another system [8] uses sampling points able to detect the presence of a vehicle with the purpose of counting the number of vehicles. The wide area detection system (WADS) system is able to detect, to count and to measure the speed of the vehicles in movement [9] . Motion detection for frame differentiation is also is the nucleus of a system able to count vehicles, to measure their speeds and to track them in complex highway crossings [10] . IMPACTS [11] system operates at a macroscopic level, offering a qualitative description of the space distribution of moving and stationary traffic in the scene. Another system, able to measure parameters of traffic queues [12] , operates in small regions of the image. Now, surveillance exclusively dedicated to persons is also a growing field of interest. Broadly speaking, there are different approaches ranging from active vision algorithms [13] to model-based tracking methods [14] , from active contour processes [15] to different features integration (numeric or semantic) [16] . Lastly, let us highlight the more recent works in vehicle and person surveillance integration. In this case motion segmentation is also used in many cases to exploit image difference techniques (generally, using a reference image) [17] [18] [19] . And, to clearly differentiate among vehicles and pedestrians a great number of methods are based in models [20] [21] [22] [23] [24] .
In this paper, we introduce a method for visual surveillance based on dynamic visual attention in video image sequences. Our system, inspired in human vision, is based on the extraction and integration of local (pixels and spots) as well as global (objects) features. Our approach defines a method for the generation of an active attention focus on a dynamic scene for surveillance purposes. The system segments in accordance with a set of predefined features, including gray level, motion and shape features, giving raise to classes of objects: vehicles and pedestrians. In Section 2 a solution to the dynamic visual attention method in visual surveillance is described. Section 3 offers the results of segmenting a pedestrian and a car, depending on the input parameters to the attention system. Lastly, Section 4 discusses on the performance of the method proposed, and Section 5 offers the more prominent conclusions.
Dynamic visual attention method in visual surveillance

Visual attention
The human attentional system is a complex matter. Findings in psychology and brain imaging have increasingly suggested that it is better to view attention not as a unitary faculty of the mind but as a complex organ system sub-served by multiple interacting neuronal networks in the brain [25] . The images are built habitually as from the entries of parallel ways that process distinct features: motion, solidity, shape, color. Desimone and Ungerleider indicate in Ref. [26] that the representations of the different properties from an object are distributed through multiple regions partially specialized of cortex (shape, color, motion, location). A mechanism must intervene in such a way that the brain associates momentarily the information that is being processed independently at distinct cortical regions. This mechanism is denominated as integration mechanism.
The architecture models for selective attention may be divided into two broad groups: (a) models based exclusively on the scene (bottom-up), and, (b) models based on the scene (bottom-up) and on the task (control top-down).
The first bottom-up neurally plausible architecture of selective visual attention was proposed by Koch and Ullman [27] , and it is related to the feature integration theory [28] . The MORSEL model [29] links visual attention to object recognition, to provide an explicit account of the interrelations between these two processes. MORSEL essentially contains two modules, one for object recognition and one for visual attention. In Ref. [30] a neural network (connectionist) model called the selective attention for identification model (SAIM) is introduced. The function of the suggested attention mechanism is to allow translation-invariant shape-based object recognition. The model of guided-search (GS) by Wolfe [31] uses the idea of "saliency map" to realize the search in scenes. GS assumes a two-stage model of visual selection. The first, pre-attentive stage of processing has great spatial parallelism and realizes the computation of the visual simple features. The second stage is spatially serial and it enables more complex visual representations to be computed, involving combinations of features. In Ref. [32] a model is presented that is able to obtain objects separated of the background in static images, in which bottom-up and top-down processes are combined. The bottom-up processes mainly obtain the edges to be able to form the objects. The top-down processes compare the shapes obtained in the bottom-up processes with known forms stored in a database. A very recent model of attention for dynamic vision has been introduced by Backer and Mertsching [33] . In this model there are two selection phases. Previous to the first selection a saliency map is obtained as the result of integrating the different features extracted. Concretely the features extracted are symmetry, eccentricity, color contrast, and depth. The first selection stage selects a small number of items according to their saliency integrated over space and time. These items correspond to areas of maximum saliency and are obtained by means of dynamic neural fields. The second selection phase has top-down influences and depends on the system's aim.
Our method
Our approach defines a method for the generation of an active attention focus on a dynamic scene to monitor a scene for surveillance purposes. The aim is to obtain the objects that keep the user's attention in accordance with a set of predefined features, including gray level, motion and shape features. On the opposite to computational models based on the space (spotlight, zoom), where attention is paid on one zone of the image, this paper proposes an object-based computational model, which enables to capture attention on one or various objects of the image. One of the mostly referenced selective attention models based on the spotlight metaphor is the Koch and Ullman model [27] . Its disadvantage is that it is restricted to static images. In dynamic environments the model of Backer and Mertsching [33] is of a great interest to us. Indeed, the approach we propose for feature extraction and integration is similar to that of Backer and Mertsching.
In previous papers of our research team some algorithms for the segmentation of the image in different objects have been proposed based on the detection of motion, the permanency effect and lateral interaction [34, 35] . Thus, based on the satisfactory results of the algorithms commented, to solve the current problem we propose to incorporate mechanisms of charge and discharge (based on the permanency effect), as well as mechanisms of lateral interaction. These mechanisms are good enough to segment the scene into moving objects and background.
The solution proposed to the selective visual attention problem consists of decomposing the input images of an indefinite sequence of images into its moving objects, defining which of these elements are of the observer's-or user's-interest, and keeping attention on those elements through time. In the system proposed it is mandatory that the observer may define the features of the objects on which attention is focused. The commands (or indications) that the observer introduces into the system in order to adjust parameters which define the attention focus are of a top-down modulation. This modulation is included in a static way during the process of feature selection, as well as in a dynamic form established as a feedback from the attention focus where parameters which define the interest may be modified to center the focus on objects that are of a real interest.
Our solution consists of two processes: bottom-up processes, where pixel and object features are extracted, and, top-down processes, where the observer organizes mechanisms and search parameters to satisfy his expectations respect to the attention focus. The selection of the interest elements of the scene necessarily starts with setting some criteria based on features extracted from the elements (feature extraction and integration). Firstly, all necessary mechanisms to provide sensitivity to the system are included in order to succeed in centering the attention. Frame to frame it will be possible to capture attention (attention capture) on elements constructed from image pixels that fulfill the requirements established by the user. On the other hand, stability has been provided to the system. This has been gotten by including mechanisms to reinforce attention (attention reinforcement), in such a way that elements that assemble the user's predefined requirements are strengthened up to be configured as the system attention center. Therefore, three subtasks are needed: 
Feature extraction
Subtask feature extraction and integration is composed of two parts. The first one is related to feature extraction (gray level, motion and shape features extraction), whilst the second one is feature integration (feature integration).
Gray level feature extraction
The aim of subtask gray level feature extraction is to get the chromatic features associated to the image pixels. We work with 256 gray level input images and transform them to a lower number of levels n < 256. Generally, good results are usually obtained with n = 8 levels in normal illumination indoor and outdoor scenes. A higher value rarely gives better results, whilst lower values (say, 2 or 4) may be used for night vision.
Let GL[x, y, t] be the gray level of a pixel (x, y) of the input image at time instant t, GL max the maximum gray level value (generally, 255), GL min the minimum gray level value (generally, 0), n the number of gray level bands, and, GLB[x, y, t] the gray level band of pixel (x, y) at t. Let also ovl be the overlap (or minimum value of the difference in the gray levels between two consecutive time instants required to produce a change in the gray level band of a pixel). Then: 
Motion feature extraction
The aim of subtask Motion feature extraction is to calculate the dynamic (motion) features of the image pixels, that is to say, in our case, the presence of motion. Due to our experience [36] [37] [38] [39] [40] [41] we know some methods to get that information. Indeed, to diminish the effects of noise due to the changes in illumination in motion detection, variation in gray level bands at each image pixel is performed. Motion presence motion[x, y, t] is easily obtained as a variation in gray level band between two consecutive time instants t and t − 1:
Fig . 2 shows the result of obtaining the motion presence (c) from image differencing between the image segmented into eight gray level bands at time t (b) and the image segmented into eight gray level bands at time t − 1 (a).
Shape feature extraction
Firstly, subtask shape feature extraction extracts different shape features of the patches obtained by segmenting the image into gray level bands, and labeled as interesting during the attention capture subtask (see Fig. 3 , where the interest pixels are drawn in white color on black background for each one of eight gray level bands). We may call this the spot shape feature extraction. example the maximum values for these features extracted are shown in Table 1 . Obviously, the asterisk (*) in Table 1 . These are now complete objects united by a common identifying label. So, let us talk about an object shape feature extraction. The compactness is obtained as
For the case of the running example, consider the output shown in Fig. 4 , where the car has been segmented. The object shape features extracted have the following values:
Although the shape features are obviously very simple, the results obtained are good enough, as you may appreciate in the results section.
Feature integration
The output of subtask Feature integration is an interest map (in the sense used in visual attention methods) obtained by integrating motion and shape features. In the interest map each image pixel is classified depending on the system's parameters. The states of "active" or "inhibited" are reserved for those pixels where motion presence has been detected at current time t, or for pixels belonging to an object-or object spot-of interest at time instant t − 1. Now, "neutral" pixels are the rest of the image pixels. "Active" pixels are those that fulfill the requirements imposed by the user, whilst "inhibited" pixels do not fulfill the requirements.
Attention capture
The objective of subtask attention capture is to select image zones (or patches) included in objects of interest. It has been decided to construct these patches from image pixels that fulfill the systems' requirements.
Some research groups solve the problem of defining the elements that decompose the scene by initial border extraction and further obtaining complex objects from more simple ones by looking for families of shapes. Our approach starts obtaining the object's parts from their gray level bands. Later on, these objects parts (also called zones, patches or spots) will be treated as whole objects.
To conclude, the aim of this subtask is to construct object spots from image pixels that possess the requirements established by the observer. Remember that, firstly, the image has been segmented into gray level bands in regions composed of connected pixels whose illumination level belongs to a common interval (gray level band). Secondly, only those connected regions that include an "active" pixel in the interest map have been selected. Each one of these regions (or silhouettes) of a uniform gray level band is defined as a scene spot belonging to a potentially interesting object.
In order to obtain the patches that contain "active" pixels in the interest map, the process consists of overlapping the image segmented in gray level bands of the current frame (at t) with the image of the interest map constructed in the previous frame (at t − 1), just as done with superimposed transparencies. The output of this subtask is a number attention i [x, y, t] assigned to each pixel belonging to a selected spot (the label of the spot). Value 0 is for pixels that do not belong to a patch of interest.
As the model works with n gray level bands, the value at each pixel will be the maximum value of all the values calculated at each gray level band:
The initial value (patch label) for each pixel (x, y) at gray level band i is the pixel's position within the image (coordinate x multiplied by the number of image columns (NC) + coordinate y) whenever the pixel is in state "active". A maximum value (v max = number of columns * number of rows + 1) is assigned if the pixel is labeled as "neutral" and a minimum value (v min = 0) if the pixel is "inhibited".
This initial value is compared to the neighbors' values that are at the same gray level band i in an iterative way up to reaching a common value for all the pixels of a same element:
The first row of Eq. (8) Finally the value established by consensus is assigned as output at each gray level band:
Attention reinforcement
The mechanisms used to generate the output of attention capture endow the system of sensitivity, as it enables resources to include elements associated to interest pixels in the memory. Unfortunately, scene object patches whose shape features do not correspond to those defined by the observer may appear at time instant t. This is precisely because their shape characteristics have not yet been obtained. But, if these spots shape features really do not seem to be interesting for the observer, they will appear as "inhibited" in t + 1 in the interest map (now, in t + 1 their shape features will have been obtained). And, this means that in t + 1 they will disappear from attention capture. Scene object spots appear and disappear at each input image frame, as they fulfill or do not fulfill the desired spot shape features. In the same way we have gotten sensitivity, we need some mechanism to endow stability to the system.
In order to provide stability to the system, that is to say, in order to obtain at each frame only objects with the desired features, we have to provide attention reinforcement by means of accumulative mechanism followed by a threshold. Accumulation is performed on pixels that have a value different from 0 (pixels that do not belong to labeled zones) as input to attention capture. Concretely, pixels that appear with a value different from 0 reinforce attention, whilst those that appear as a 0 decrement the attention value. This accumulative effect followed by a threshold ( ) maintains "active" a set of pixels that belong to a group of scene object of interest to the system.
focus[x, y, t]
Now, objects need to be labeled in attention reinforcement. This is performed using an initial value at each pixel as shown in Eq. (11):
This initial value is contrasted with the values of the neighbors until a common value for all pixels of a same moving object is reached:
Finally, the value agreed is assigned as the image output (output of attention reinforcement):
Data and results
To test the performance of the model proposed, 60, 256 × 512 pixel images have been used from the PETS 2001 dataset. The images contain a scene where a vehicle (a car) and a pedestrian are moving. The sequence is a subset of a test database of the IEEE International Workshop on Performance Evaluation of Tracking and Surveillance called "PETS2001 Datasets, Dataset 1: Moving people and vehicles", and has been downloaded via ftp://pets.rdg.ac.uk/PETS2001/. This series offers some moving objects; specifically, there is a car and a pedestrian in motion. First the car and next the pedestrian are selected through their major shape features, showing this way the versatility of our dynamic visual attention method in visual surveillance of vehicles and pedestrians in indefinite sequences of video images. A vehicle, as well as a pedestrian, is modeled as a rectangular image element with known dimensions.
Notice that the method is dependent on the specific scenario chosen, in the sense that the parameters have to be tuned for the scenario and for each class of object to pay attention on. Fortunately, this parameter tuning does not depend on each different situation stored in a video sequence taken from the camera, but only on the predefined attention focuses. And this operation has only to be performed once, when installing the surveillance camera.
Segmentation of the car
Firstly, parameters to detect and results of selecting car as the attention focus are shown. This is precisely the running example as shown in Section 2. In this case, an overlap ovl = 8 has been used. Table 2 shows the parameters used (as well as their values) to get the patches' shapes. Similarly, in Table 3 we show the parameters and values for the object's shapes.
As it may be appreciated in Fig. 5 , in row (b) "Active" pixels in the interest, pixels where motion has been detected between two consecutive time instants are shown. As the overlap ovl = 8 only pixels belonging to the pedestrian and the car are present. Finally, let us highlight the excellent result of segmenting the car produced as output in the attention focus (Table 4) .
Segmentation of the pedestrian
The attention focus may be changed, simply by varying the values of spot shape features and object shape features. In this case, the overlap has been ovl = 0. Table 5 shows the parameters used (as well as their values) to get the patches' shapes. Similarly, in Table 6 we show the parameters and values for the object's shapes. Lastly, the parameters used to calculate the Attention Focus are offered in Table 7 . Results are shown in Fig. 6 .
As it may be appreciated in Fig. 6 , in row (b) "Active" pixels in the interest, pixels where motion has been detected between two consecutive time instants are shown. The major difference is probably in the "active" pixels obtained in the interest map. As ovl = 0, there are pixels belonging to both moving objects, pedestrian and car, as well as to other parts of the image due to the great variations in illumination in the scene. In row (c) due to the high number of false interesting pixels obtained due to noise, some elements that do not belong to the desired attention focus appear. The restrictions imposed as spot shape features and object shape features enable that in row (d) attention focus only the pedestrian appears. 
Discussion
A well-known image sequence to demonstrate the performance of the technique proposed is the Hamburg Taxi sequence (ftp://csd.uwo.ca). In this sequence there are four moving objects: a taxi turning around the corner, a car moving to the right, a van moving to the left and a pedestrian in the upper left. In this discussion section we will show the behavior of our proposal when changing the main parameters of the algorithms described before. In order to provide quantitative performance evaluation values we have defined hits (h), false positives (fp), and false negatives (fn) as: h = pixels that belong to the attention focus and to the ground truth number of pixels of the ground truth 100, fp = pixels that belong to the attention focus, but not to the ground truth number of pixels of the attention focus 100, fn = pixels that belong to the ground truth, but not to the attention focus number of pixels of the ground truth 100.
Firstly, we provide in Tables 8-10 , the approximate values for segmenting the "car" and the "taxi" from the Hamburg Taxi sequence, calculated by taking direct measures in the input image sequence, and running the algorithms with different values of charge, discharge and threshold.
Influence of the spot maximum size parameter
In this section we show the influence of changing the value of parameter spot maximum size s_spot max . The rest of the values are number of gray level bands n = 8, overlap ovl = 16 and those provided in Tables 8-10.  Table 11 shows the results for several spot maximum sizes. Study case 1 corresponds to the case where the spot maximum size is equal to the maximum size of the objects (greater values are non-sense). You may observe in the table that it is possible to diminish the spot maximum size down to 2400 without loss of results. Notice that the percentage of hits (in most cases over an 80%), even without having looked for the optimal values, is really good, and perfectly comparable to other segmentation Table 8 Spot shape features parameters for segmenting the "car" and the "taxi"
Parameter
Value (in number of pixels)
Spot maximum width: w_spot max 85 Spot maximum height: h_spot max 70 Table 9 Object shape features parameters for segmenting the "car" and the "taxi" techniques, after having tuned the values. But if the value of spot maximum size continues diminishing the error percentage augments as it may be seen in study case 3. Fig. 7 represents graphically the hits, the false positives and the false negatives. In black color the hits (h) are represented; the false negatives (fn) are drawn in light gray color, whereas dark gray color is deserved for false positives (fp). Fig. 7b shows an increment of false negatives with s_spot max = 2000, due to the fact that the "car" does not appear in the attention focus. Fig. 7c indicates that for s_spot max = 550, that is to say, when the spot maximum size continues diminishing, the percentage of hits is equal to 0%-no any object appears in the attention focus.
Influence of the overlap feature
In this section we show the influence of the overlap parameter ovl. Again, the values are number of gray level bands n = 8 and those provided in Tables 8-10 . The value for spot maximum size is fixed to s_spot max = 2400, as this has been proved to be the optimal value in the previous subsection.
As shown in Table 12 and in Fig. 8 , the percentages of h and fn are similar for the different overlaps, but the percentage of fp rises significantly when ovl = 8 compared to overlaps 16 and 32. The increment when ovl = 8 is due to the appearing of pixels that offer motion information, where there has been no real motion in them. We are rather in front of noise in form of a change in luminosity eliminated by greater overlap values (16 or 32) . Remember that the overlap allows filtering noise by making it more difficult to jump from one gray level band to another one (see Eq. (2)).
Influence of the height-width ratio and compactness features
This section demonstrates how it is easy to change the searching objective of the attention focus by only varying the height-width ratio and the compactness features and maintaining constant the rest of the parameters. In this case we try to clearly discriminate among the "car" and the "taxi". The values of these fixed parameters are those provided in the previous section. Table 13 shows the results where for study case 1 only the ground truth of the "car" has been used and for study case 2 only the ground truth of the "taxi" has been taken into account. The optimal parameters for case studies 1 and 2 are also offered in the same table. Fig. 9 shows graphically the change in the attention focus.
Influence of charge and discharge constants, and threshold parameter
For this study, values taken are number of gray level bands n = 8, overlap ovl = 16, s_spot max = 2400 and the values of Tables 8 and 9 .
It may be concluded, as you may observe in Table 14 that a greater relation between threshold and charge (by taking the minimum value of k such that C AM * k > , we have for study case 1, k = 3, for study case 2, k = 4, and for study case 3, k = 5), the percentage of fn augments, whereas the percentage of fp diminishes. The reason for the diminishment of the percentage for fp is that when the relation between threshold and charge augments, it is necessary that a pixel appears more times in attention capture task to be included in the attention focus. Therefore, the probability of this pixel to belong to the desired objective diminishes, and the percentage of fp augments. The values shown for frame 5 perfectly show thus issue.
Notice that the parameters charge and discharge constants, as well as the threshold parameter permit to get better results if well tuned (Fig. 10) . When comparing the results of Table 11 , where only gross shape parameter values were provided, and Table 14 , where we are looking for the best permanency effect parameters, a great enhancement in performance may be observed. Now the results offer all hits (h) around a 90%.
Influence of number of gray level bands parameter
In the previous sections the number of gray level bands has always been set to n = 8. In this section different number of gray level bands will be used and the results are shown. Fig. 9 . Graphical results when varying the attention focus for frame 18: (a) study case 1 obtains the "car" and (b) study case 2 obtains the "taxi". As it may be observed in Table 15 , study case 1, with n = 4, in comparison to the results of Table 11 , the results are visibly worse. With four gray level bands it is not possible to segment the cars from the road in all frames, and, therefore, they cannot be configured as the attention focus. The results of Table 15 for the study case 1 have been calculated using the ground truth of the "car" and the "taxi". The results may graphically be studied in Fig. 11 . There have been performed some more tests for number of gray level bands 16 and 32, but no better results have been gotten for the aim of obtaining the "car" or the "taxi" as the attention focus.
However, when using the case n = 32, and by varying the values as described in Table 16 , it has been possible to obtain as the attention focus the "van" present in the scene in the lower right corner. This was not possible with a different number of gray level bans (e.g. n = 4 and 8). Notice that the "van" can only be obtained when varying at the same time the values for the fundamental shape features. This is the cause for the loss of the "car" and the "taxi" in this new example. The results of Table 15 for the study case 2 have been calculated using the ground truth of the "van". Graphically the results are shown in Fig. 12 .
Conclusions
A model of dynamic visual attention capable of segmenting vehicles and pedestrians in a real visual surveillance scene has been introduced in this paper. The model enables focusing the attention at each moment at shapes that possess certain characteristics and eliminating shapes that are of no interest. The features used are related to motion and shape of the elements present in the dynamic scene. Features extraction and integration are solved by incorporating mechanisms of charge and discharge-based on the permanency effect-, as well as mechanisms of lateral interaction. All these mechanisms prove to be good enough to segment the scene into moving objects-vehicles and pedestrians-and background, without using a reference image or modeling the background. The dynamic visual attention method proposed, due to its image differencing between two consecutive frames step, may be used under changing illumination conditions. Moreover, the model may be used to monitor real environments indefinitely in time.
An example has been offered where, by using a same selection criterion, namely, motion detection between two consecutive image frames, and by slightly changing values corresponding to the desired shape features, the attention focus has been directed towards a pedestrian or a car. The system is stable enough to detect and classify broad classes of elements-such as vehicles and pedestrians-while requiring minimal scene-specific knowledge. Thus, our method applied to visual surveillance may be classified into the more recent works in integration of vehicle and person surveillance. The discussion section has also offered a general view of the capabilities of the method described to tune the parameters in order to change the attention focus to different objects present in a video sequence in accordance to their gray level, motion and shape features.
