space spanned by normalized characteristic functions of dyadic intervals of [0, 1] , that is, {χ k } ∞ k=1
, k ∈ N. Orlicz spaces are not so often ultrasymmetric spaces but the Lorentz-Orlicz spaces Λ M,ϕ are always ultrasymmetric spaces. The paper is organized as follows: in Section 2 some necessary definitions and notations are collected. Also some known theorems which will be used in the proofs of the new results are included.
Section 3 contains results on ultrasymmetric Orlicz spaces. The main result of the paper is Theorem 1 showing that a reflexive Orlicz space is ultrasymmetric if and only if it is equal to a Lorentz space Λ p,ψ for some 1 < p < ∞ and some increasing concave function ψ on [0, 1] . Important in our investigations are earlier results of Kalton [7] .
Section 4 deals with Lorentz-Orlicz spaces Λ M,ϕ . It is proved, in Theorem 2, that if ϕ has non-trivial indices, then the Lorentz-Orlicz spaces Λ M,ϕ are ultrasymmetric. In Theorem 3 we present necessary and sufficient conditions when the Lorentz-Orlicz spaces Λ M,ϕ are equal to some Orlicz spaces.
The last Section 5 contains examples of Orlicz functions which assure that the corresponding Orlicz spaces are ultrasymmetric or are not ultrasymmetric.
Preliminaries
We first recall some basic definitions. A Banach function space X = (X, · ) of all (classes of) real measurable functions x(t) defined on the interval I = [0, 1] is said to be rearrangement invariant (r.i.) space if the condition x * (t) y * (t) for every t ∈ I and y ∈ X implies that x ∈ X and x X y X , where x * denotes the non-increasing rearrangement of |x|. 1] is generated by the Luxemburg-Nakano norm
where M is an Orlicz function, that is, an increasing convex function on [0, ∞) such that
.
If we have three rearrangement invariant spaces X 0 ⊂ X ⊂ X 1 , then X is called interpolation space between X 0 and X 1 if any bounded linear operator on X 1 which is bounded on X 0 is also bounded on X and
for some C 1 (see [3, 4, 9, 13, 17] ), and we write this shortly that
It is clear that the assumption X ∈ Int(Λ(ϕ), M(ϕ)) implies immediately that the fundamental function of X is equivalent to ϕ, that is, there are constants c 0 , 
respectively. We have 0 γ ψ δ ψ 1 and since m ϕ X (t) σ t X→X for any t > 0 it follows that α X γ ϕ X δ ϕ X β X . For general properties of r.i. spaces and indices we refer to the books [3, 9, 13, 17] (cf. also [16] . Boyd proved in [5] that for the Boyd indices of Orlicz spaces we have formulas 
Note that if X 1 ⊂ X 0 and x X 0 C x X 1 for all x ∈ X 1 , then K (t, x) = x X 0 for all t C and it is enough to take the values of the K -functional only near 0, that is, the norm of the interpolation space is equivalent to {K (2 −n , x)} n∈N E .
We will need also another [14] (see [13, p. 121 ]; see also [8] , where the quasi-Banach space Λ p (w) with arbitrary weight w was investigated) generated by the functional
Normability of the space Λ p (w) for 1 < p < ∞ was characterized by Sawyer [25] . For more information about Lorentz spaces Λ p (w), including the Sawyer's result, we refer to the recent book [10, Chapter 10] . A generalization of Λ p,ϕ spaces to Lorentz-Orlicz spaces Λ M,ϕ , obtained by replacing the Lebesgue norm in the definition by an Orlicz norm was considered by Torchinsky [27] and used in [6] . We will discuss these spaces in detail in Section 4.
Ultrasymmetric Orlicz spaces
The main result here is a description of ultrasymmetric Orlicz spaces. This problem appeared in the Pustylnik paper [21] .
Our description will show that a reflexive Orlicz space L M is ultrasymmetric if and only if it is equal to a Lorentz space Λ p,ϕ .
This case, in fact, occurs rather rarely. We start with some definitions (cf. [12] ).
Definition 1.
A basic sequence {x n } ∞ n=1 of a Banach space X is said to be symmetric if, for any permutation Π of integers, the sequence {x Π(n) } ∞ n=1 is equivalent to the sequence {x n } ∞ n=1 , that is, for arbitrary a n ∈ R we have ∞ n=1 a n x n ≈ ∞ n=1 a n x Π(n) .
Definition 2.
A basic sequence {x n } ∞ n=1 of a Banach space X is called subsymmetric if it is unconditional and, for every
is equivalent to the sequence {x n } ∞ n=1 .
It is well known that every symmetric basic sequence is subsymmetric (see [12, [7] we define, for an Orlicz function M and 1
for a, u > 0. This notion and his result from [7] is the main tool used in proving the following our main result. 
is a symmetric basic sequence in the Orlicz space L M .
is a subsymmetric basic sequence in the Orlicz space L M .
(iv) There exists p ∈ (1, ∞) such that for some C 0 > 0, C 1 > 0 and r > 0 we have
Before the proof of this theorem we prove some auxiliary results.
Lemma 1. Let M and F be two Orlicz functions on
Let k 0 ∈ {1, 2, . . . , N − 1} be such that a k 0 u 1 and a k 0 +1 u > 1. If a N u 1, then we take k 0 = N and if a 1 u > 1, then we take k 0 = 0. For k > k 0 by the equivalence of M and F we obtain that
and
By (2) we get then
Thus, by the assumption
On the other hand, 2 k 0 u 2 k 0 a 1 u a k 0 u 1, and, whence, k 0 log 2 1 u 1 r u −r . Putting this fact together with (3) we obtain
Thus the lemma is proved with C 0 = C 0 d 2 and 
Proof. We first note that for every increasing sequence of integers
where
with 
for any increasing sequences of integers α = {n k } and β = {m k } with a constant B > 0 that depends only on M.
We show that there exists a constant C (B) > 0 such that for any l ∈ N, 0 < u k 1, k = 1, . . . ,l, the following inequality
Let us introduce a sequence of indices k 0 = 1 and 
is the standard basis. By the convexity of M we have
and then (8) and (5) imply that
Therefore, by (6),
and, thus,
for all v > 0, and the last inequality implies that
In view of (8)
and inequality (7) 
We fix u ∈ (0, 1] and take β = {m k } such that
.).
Then (7) for u k = u and (9) imply that
If we change the positions of α = {n k } and β = {m k } in (7), and use (7) and (9) once more, then we get that
We note that in (10) and (11) α = {n k } is an arbitrary increasing sequence of integers.
is the integer part of a number b. We can assume that M(1) = 1. Since
we conclude that {n k } is a strictly increasing sequence of integers.
Therefore, by the Δ 2 -condition and the definition of n k
Thus,
Hence, (10) and (11) imply that
for all natural l.
We take C 0 = 3LC(B) and suppose that M a k (u) C 0 u p , k = 1, 2, . . . ,n. Then, in view of (12) 
and the proof is complete. 2
Remark 1. If the conditions of Proposition 1 are satisfied, then from the proof above it follows that M is equivalent to an
Orlicz function which is regularly varying of order p at ∞, which in consequence gives that the Matuszewska-Orlicz indices
). This shows that such a class of Orlicz functions is "not too large."
Proposition 2. Let X be a rearrangement invariant space on [0, 1] such that its upper Boyd index
, (14) where ϕ is the fundamental function of X and E is a Banach lattice with the norm
Proof. Let us consider an r.i. space
where E is defined by (15) .
Using the inequality tx * (t)
On the other hand, in view of (17) and the Minkowski inequality 
where F is a symmetric Banach lattice of sequences. On the other hand, by Proposition 2, the space L M is representable in the form (14) , where E is defined according to (15) . Then, in view of Proposition 2 in [1] we have that E = F with equivalence of the norms. Hence, E is a symmetric Banach lattice of sequences, that is, {χ k } is a symmetric basic sequence in L M .
The implication (ii) ⇒ (iii) is obvious and Proposition 1 together with Remark 1 for p > 1 (the last inequality follows from the fact that p ∞ M > 1) give the implication (iii) ⇒ (iv). Equivalence (iv) ⇔ (v) has been proved by Kalton in [7] (his Theorem 6.3). Moreover, since δ ϕ < 1 we have that p ∈ (1, ∞) (cf. Remark 1). Then we pass right away to prove next implication. ∈ (1, ∞) . Then ψ(t) ≈ ϕ(t) (0 < t 1) and, thus, 0 < γ ψ δ ψ < 1. Hence, in view of the Kalton result [7, Proposition 5.1(2)], we obtain that
Finally, by the assumption, we get that
Since β L M = δ ϕ < 1, we find that this implication follows from Proposition 2, the Pustylnik result [21, Theorem 2.1] and the fact that l p ∈ Int(l 1 , l ∞ ) .
The proof of Theorem 1 is complete. 2
Remark 2. Kalton [7] , in his Theorem 6.3, proved the equivalence (iv) ⇔ (v there exists c > 0 such that w(s) ds ≈ w 1 (t)w 2 (t) for some strictly monotone weights w 1 , w 2 both satisfying the Lorentz condition (19). Kalton formulated the last condition in the form of (iv) by proving results for elastic Orlicz spaces.
Note here that Lorentz [15] , Raynaud [24] and Montgomery-Smith [18] started with a Lorentz space Λ p,w and identified it with some Orlicz space. On the other hand, Lorentz [15] and Kalton [7] started with an Orlicz space and were doing identification with some Lorentz space Λ p,w . 
The difference with the theorem is that in (i)-(iii) we have the same exponent p.
is a subsymmetric basic sequence in every ultrasymmetric r.i. space X on [0, 1] (see Astashkin [2, Theorem 1]). Paper [2] contains also examples which indicate that this assertion will not be true if we do not have the ultrasymmetry property of the space X . Theorem 1 complements them showing that for Orlicz spaces the converse assertion holds.
The following result follows immediately from Theorem 1 and we can compare it with Proposition 4 from the Lindenstrauss-Tzafriri paper [11] . 
Ultrasymmetric Lorentz-Orlicz spaces
We will show that in contrast to Orlicz spaces which are not so often ultrasymmetric, the Lorentz-Orlicz spaces defined by Torchinsky [27] 
In general, the functional x M,ϕ = inf{λ > 0: I M,ϕ (x/λ) 1} is not a norm because the triangle inequality holds with some constant (it is only a quasi-norm). However, if δ ϕ < 1, then, in view of Lemma 1.4 in Chapter 2 of [9] , we have that
Therefore, by Lemma 2(a) in [6] (see also [24, Proposition 22 (ii)]), we obtain that
and, thus, the Lorentz-Orlicz space Λ M,ϕ is an r.i. space on [0, 1] with the norm
It is not hard to check (see [24, Lemma 17] ) that the fundamental function ϕ Λ M,ϕ (t) ≈ ϕ(t).
We show now that in contrast to Orlicz spaces which are rarely ultrasymmetric, the Lorentz-Orlicz spaces with nontrivial indices of their fundamental functions are ultrasymmetric. For given ε > 0 there exists C > 0 such that for all t 1 and 0 < s 1/t we have
Since (σ t x) * * (u) = σ t x * * (u) it follows, in view of (21) , that
Since ε > 0 is arbitrary, it yields that β Λ M,ϕ δ ϕ . The reverse inequality is true for any r.i. space with the fundamental function ϕ and, thus, we get equality (22) . In particular, we have that β Λ M,ϕ < 1.
Since the Orlicz sequence space l M ∈ Int(l 1 , l ∞ ) we find, in view of Theorem 2.1 of Pustylnik [21] (compare our description in Section 2), that it is sufficient to prove
In fact, if x ∈ Λ M,ϕ , then by (20)
Since 0 < γ ϕ δ ϕ < 1, we can use the result of Kalton (see [7, Proposition 5 .1(2)]) and we obtain that
and Proposition 2 implies (23). The proof is complete. if t 1.
The functionΦ is not necessary convex butΦ (18) and (24) we obtain that l M = l p , that is, M(u) ≈ u p for 0 < u 1. The second condition in (iii) is a consequence of Theorem 1 and Remark 2. 2
