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INTRODUCTION
QPEC / Medicis is a two-dimensional sub-pixel disparity measurement algorithm. It was created by CNES (Centre National d'Etudes Spatiales) in the frame of its optical earth observation missions. This tool can work on a real images pair, but also on a complex images pair (a Synthetic Aperture Radar images pair for instance). This block-matching algorithm is divided into a pixelwise step and a sub-pixel refinement step, which are described hereafter. This software is more versatile than most of the computer vision methods found in literature, as it can search the disparity in onedimensional, but also in two-dimensional. Its 2D search ability is not evaluated here, as most benchmarks are made of stereorectified images pairs. But its one-dimensional sub-pixel accuracy is evaluated on a benchmark, called Bergerie1, whose ground truth accuracy is better than a hundredth of a pixel. Its 2D search ability and its sub-pixel accuracy make QPEC / Medicis relevant for CNES activities, such as geometric calibration or performances assessment of earth observation satellites; and for external applications, such as ground displacement measurement and even intra-oral scanner in the dental domain. These CNES activities and external applications based on QPEC / Medicis are described in the two last sections of this paper. iteration, with a step corresponding to 1/2^n, n being the iteration number (see Figure 1 ).
Figure 1 : QPEC / Medicis dichotomous approach on the local pixel similarity map. The pixel step, the 1st and 2nd dichotomous sub-pixel steps are here represented.
In the second case, the secondary window is resampled with a fractional shift of 1/2^n in the 8 directions around the maximum found at the former iteration. Then the 8 similarity coefficients are calculated between the reference window and these 8 shifted secondary windows, the new maximum being used to initialise the next iteration.
The Iterative Optical Flow: Once the similarity maximum has been found at pixel step, the secondary window is resampled and centred on it. Then the 2D sub-pixel disparity is estimated in an iterative way by using the shift estimator proposed in (Rais M. et al., 2014) . The Rais et al. shift estimator is based on the optical flow shift estimator proposed in (Lucas et al., 1981) . At each step, the secondary window is resampled and centred on the 2D translation found at the previous iteration.
Correlation Window
QPEC / Medicis works with rectangular correlation windows (the windows used are referred to as correlation windows in Medicis, regardless of the similarity measure). The size of the correlation window is defined by its width and length. It can be specified as a constant for all the computed pixels, as an analytic model, or as a correlation window sizes grid. This grid gives the correlation window size for each reference pixel. The idea behind this third possibility is to offer the user the ability to locally adapt the correlation window size to the local texture or to other image features.
Exploration and Initial Disparity
The exploration area is rectangular; its size is given by the user as a radius in columns and a radius in rows. The exploration center corresponds to the initial disparity given by the user, as a constant for the whole image, as an analytic model, or as an initial disparity grid. QPEC / Medicis was initially designed for a two-dimensional search and it did not allow the exploration radius to be null in one direction. Since Medicis 11.0 and QPEC 10.0 versions, the search can be done by exploring in a single direction, or even by considering an exploration mask. A one-dimensional search is indeed relevant for stereo-rectified images, for which the corresponding pixels are on the same image line for both images. In this geometry, exploring in 1D in place of 2D reduces the number of mismatches and saves computational time. This geometry is used for instance in the Satellite Stereo Pipeline S2P that produces digital elevation models from satellite images (de Franchis et al., 2014a) .
Similarity Measures
Several similarity measures are available in QPEC / Medicis to evaluate the similarity between the reference window and the secondary window. The most used for real images is the ZNCC (Zero mean Normalised Cross-Correlation).
where xi (yi) = pixel value at position i in the reference (secondary) window 1 n = number of pixels in each window ̅ ( ) = mean value of the reference (sec) window
The main advantage of the ZNCC is its invariance to a radiometric offset (additive change) and to a positive radiometric gain (multiplicative change) between the two windows. Among the 15 different cost functions evaluated in (Hirschmüller et al., 2009a) , the ZNCC is one of the 4 methods of particular interest, even if it presents high errors at discontinuities.
Other similarity measures are also available in QPEC / Medicis for real images. Among them, one can find the Mean Squared Error, the Mutual Information, the Lin K-divergence and the Kullback divergence (Inglada et al., 2007) ... QPEC / Medicis dichotomous approach is also able to work on complex images, such as Synthetic Aperture Radar images. On these complex images, the similarity measure is the coherence, which is the complex ZNCC modulus.
Measure Sampling and Interpolation
In QPEC / Medicis, the similarity measure is evaluated at integer positions during the pixel step. For some similarity measures (e.g. Mean Squared Error), this leads to a bad sampling of the measure that can create aliasing on it and that can cause an incorrect estimation of its maximum at pixel step (Szelisky et al., 2004a) . If the error is higher than one pixel, this incorrect estimation of the maximum position at pixel step cannot be corrected at sub-pixel step. Delon et al. showed that the correlation coefficient was also impacted by this risk of incorrect estimation of the maximum position, while evaluating the correlation coefficient at integer positions (Delon et al., 2007a) . Currently, Medicis does not deal with this measure bad sampling issue. Therefore, depending on the images pair and its frequency spectrum, the users either directly use the images; or oversample them (generally by at least a factor 2) and / or apply a low-pass filter on them before using Medicis. At sub-pixel step, in both cases of the dichotomy (local pixel similarity map resampling or secondary image resampling) and for the secondary window resampling during the iterative optical flow, several interpolators are available: bilinear, optimised bicubic, sinc function apodized by a gaussian, cardinal B-spline.
Validity flags
QPEC / Medicis proposes several match validation criteria, called validity flags. They are summarized in the FLAG VALID and in the FLAG RECAP fields of the Medicis output grid. Below is a short description of the main validity flags available in Medicis.
2.6.1 Correlation Threshold: Two thresholds on the similarity measure at pixel and sub-pixel steps are available. These thresholds can be relevant for the ZNCC, whose value is between [-1; 1] . Experiments show that the difference between the ZNCC value of the maximum at pixel step and the one at sub-pixel step is generally low. Moreover as a high threshold can reject good matches, these thresholds have to be set carefully.
Exploration Area Edge:
While setting the exploration area, the user needs to take extra margins. Otherwise Medicis will raise an "exploration area edge" validity flag, for the pixels whose similarity maximum at pixel step is on the edge of the exploration area. This implies that the calculation stops at pixel step for these pixels. If lots of "exploration area edge" validity flags appear in the Medicis output grid, this should warn the user that the exploration area is probably not wide enough (cf 5.1).
Left-Right Consistency:
The well-known left-right consistency check is also available in Medicis (Fua, 1993) . This test is useful to detect occlusions. It consists in swapping the two images roles (the reference image becoming the secondary image, and vice versa) and in comparing the left-right and rightleft disparities sum to a threshold. Usually, the threshold is set at one in both dimensions. The Left-Right consistency flag is raised if (2) is satisfied.
where disp = disparity in columns (i) and in rows (j) LR and RL = Left-Right and Right-Left round = nearest integer rounding 2.6.4 Self-Similarity Threshold: This test can detect ambiguous matches, such as local periodic patterns (Sabater et al., 2012a) or poor textured area (Buades et al., 2015a) . It consists in comparing the similarity cost of the best match found during the left-right computation, to the one obtained by performing left-left computation. This last cost is also called self-similarity cost, as it only involves the reference image. For a similarity measure to be maximized (e.g. the ZNCC), the selfsimilarity flag is raised if (3) is satisfied.
where * + ', $ $ = self-similarity cost = cost of the best match found during the left-left computation * + ', $ $ = cost of the best match found during the left-right computation
QUANTITATIVE RESULTS ON A SYNTHETIC STEREO PAIR
This section deals with the quantitative evaluation of Medicis on a stereorestitution problem. As stated above, this block matching algorithm makes two-dimensional sub-pixel disparity measurement (without regularization). However, most disparity measurement benchmarks are based on stereo-rectified pairs, which do not allow a quantitative evaluation of the two-dimensional search ability. It is the case of Bergerie1 (Sabater et al., 2010) , the benchmark that is used in this section. Bergerie1 is a synthetic pair in epipolar geometry, so the 2D search ability of Medicis is not evaluated here. But Bergerie1 ground truth accuracy is about a hundredth of a pixel, which allows sub-pixel error analysis (cf Figure 2 for more details). Hereafter are some statistics on the results obtained by Medicis on Bergerie1. Table 1 presents the impacts on Medicis results of a 1D search, of different sub-pixel methods and of a preliminary oversampling for Bergerie1. Medicis parameters are the default ones, apart from the specified ones in column 1; the correlation window size and the exploration area (cf Table 1 Table 1 : Medicis_V11.0 2D_Error statistics obtained on Bergerie1. Dicho2D corresponds to a 2D search at pixel and sub-pixel steps, and to dichotomy with secondary image resampling for the sub-pixel method. Dicho1D is the same as Dicho2D, but with 1D search at pixel and sub-pixel steps. Dicho1DZoom2 is the same as Dicho1D, but with a preliminary factor 2 oversampling on the input images. OptFlow1D2D corresponds to a 1D search at pixel step, and to the optical flow as the sub-pixel method. OptFlow1D2DZoom2 is the same as OptFlow1D2D, but with a factor 2 oversampling on the input images. Medicis parameters for Dicho2D, Dicho1D, OptFlow1D2D: the correlation window size is 9*9; the exploration area at pixel step is [-22; +10] 
Impact of a Search in One-Dimensional
The differences between Dicho2D and Dicho1D in Table 1 are directly linked to the line mismatches that exist in the Medicis 2D search, while working on a pair in epipolar geometry. The minimum exploration radius is 2 while searching in twodimensional with Medicis; otherwise lots of exploration area edge flags are raised, even when the images are stereo-rectified (cf 2.6.2). On Bergerie1, searching in 1D instead of 2D divides the 2D_Error mean by a factor 1.27 and its maximum by a factor 1.33, but there are still large outliers. Most of these outliers are located on the vertical plane on the right (cf Figure  3) . This plane presents a big shear (Sabater et al., 2010) , that is not in favor of block matching algorithms. Exploring in 1D instead of 2D also saves computational time. On Bergerie1, Dicho1D is around 3.4 times faster than Dicho2D.
Impact of the Sub-Pixel Method: Dichotomy vs Optical Flow
In Table 1 , Dicho1D corresponds to the 1D dichotomy with secondary image resampling, while OptFlow1D2D corresponds to the optical flow method. Dicho1D and OptFlow1D2D are based on the same 1D local pixel similarity maps, but they differ on the sub-pixel method used. On Bergerie1, using the optical flow approach instead of the dichotomous one increases the 2D_Error mean, but decreases its standard deviation, while the maximum outlier is a little higher. Table 2 indicates that the optical flow has better results while considering the valid pixels with an error higher than 1 pixel. But Table 2 also indicates that the dichotomy has better results while considering ¼ pixel or 1/20 pixel errors. The dichotomy indeed matches 72.7% of the pixels with an accuracy better or equal to 1/20 pixel; whereas only 63.4% of the pixels are matched with this accuracy with the optical flow. As both methods are based on the same 1D local pixel similarity maps, these differences can arise from the impact of match validation criteria and from the sub-pixel step itself. Both sub-pixel methods have their drawbacks. Regarding the dichotomy, a bad estimation of the maximum during an iterative step cannot be corrected afterward. This could be particularly critical during the first step of 0.5 pixel shift around the maximum found at pixel step. Whereas the sub-pixel shift estimator of the optical flow is currently implemented in twodimensional, which is penalizing on a stereo-rectified pair like Bergerie1. On Bergerie1, the computational times of Dicho1D and of OptFlow1D2D are nearly equivalent. But experiments done on large images pairs, with two-dimensional disparity search, show that the optical flow is generally faster than the dichotomy with secondary image resampling by around a factor 4.
Impact of the Images Oversampling
Last, the impact of a factor 2 oversampling of the images is evaluated on Bergerie1 for both sub-pixel methods: dichotomy and optical flow (Dicho1DZoom2 and OptFlow1D2DZoom2) The original images are oversampled by a factor 2, the output grid is calculated with a step equal to 2 in column and line, the correlation window size and the exploration area in column are doubled. In this case, for each pixel of the original reference image, the 1D local pixel similarity map is calculated with a step equal to the oversampled images step (two times thinner than the step of the original reference image). Table 1 indicates that oversampling the Bergerie1 images by a factor 2 before running Medicis decreases the 2D_Error mean and standard deviation for both methods. As indicated in §2.5, this preliminary oversampling limits the aliasing on the ZNCC measure and avoids some incorrect estimation of its maximum at pixel step. The second point is visible in the percentage of pixels with an error higher than 1 pixel. In Table 2 this percentage is indeed lower for both methods when a preliminary oversampling is applied on the images.
CNES APPLICATIONS
This section describes some CNES applications based on QPEC / Medicis. The first one deals with geometric calibration and performance assessment of earth observation satellites. The second one concerns Digital Surface Model generation.
Geometric Calibration and Performance Assessment of Earth Observation Satellites
In the frame of several optical earth observation missions, CNES is responsible for the image quality during the in-orbit commissioning and the in-flight monitoring. QPEC / Medicis has become over the years a key tool for CNES geometric calibration and performances assessment of these satellites. For these applications, the 2D search ability, the subpixel accuracy and the preservation of the raw disparity measure can be essential. (Greslou et al., 2013 ) and on Sentinel-2 . The Sentinel-2 Global Reference Image (GRI) production is also based on QPEC. This GRI is then used to ensure the multitemporal registration of Sentinel-2 products . In summer 2015, an oscillation anomaly was detected on Sentinel-2. These oscillations were correctly measured onboard, but there was an error in attitude datation. Inter-band correlation via QPEC / Medicis was used to characterise these two-dimensional oscillations and to determine the delay between the image and its corresponding attitude data . Solving this anomaly was a pre-requisite to other geometric activities of the Sentinel-2 in-flight commissioning.
Digital Surface Model generation
Since Spot images, CNES has worked around digital surface model generation. Spot 1, 2, 3 instrumental focal plane presented for instance a low stereoscopic angle of 0.018 between panchromatic and multispectral bands (Massonnet et al., 1997) . Spot 5 HRS instrument was for instance dedicated to the Digital Terrain Model production (stereoscopic angle of 0.8); while the native stereoscopy between panchromatic and multispectral bands of the HGR instrument allowed low stereoscopic angle acquisitions (stereoscopic angle of 0.02) (Vadon, 2003) . QPEC / Medicis has been used for the correlation step of the different DSM generation methods developed in CNES since Spot satellites family (Massonnet et al., 1997) , (May et al., 2009) , (Delvit et al., 2010) , (Delvit et al., 2015) . As this tool is not dedicated to DSM generation, the different methods have to improve QPEC / Medicis results to produce better DSM. A multi-scale version of Medicis, including a filtering and a regularization step done at each scale, is for instance detailed in (Delvit et al., 2010 ). An accurate 100% dense DSM is indeed the grail of DSM generation. So the correlation results need to be filtered to suppress outliers, and interpolated to fill-in holes. The Figure 4 is an example of 3D point cloud obtained on the Great Pyramid of Giza from Pleiades 1A tri-stereo images. Its quantitative evaluation is given in (Delvit et al., 2015) . Figure 4 : Point cloud generated with a Pleiades 1A tri-stereo on Giza Great Pyramid. The correlation step is based on QPEC / Medicis (Delvit et al, 2015) .
EXTERNAL APPLICATIONS
As above mentioned, Medicis software is distributed outside the CNES as well. This chapter describes two of these external applications using Medicis: ground displacement measurement and an intra-oral scanner.
Ground Displacement Measurement
In (Rosu et al., 2014a) , three two-dimensional sub-pixel correlators are used to measure ground displacements due to seismotectonic events. These two-dimensional correlators are COSI-Corr, MicMac and Medicis.
In this paper, we focus on the preliminary tests done by Rosu et al. on optical satellite images. The secondary image is created by a synthetic displacement of the reference image. The synthetic disparity varies from 0 to 0.5 pixel in columns and lines. The authors present the two-dimensional disparity maps obtained by the three correlators on this pair, while changing the size of the correlation window (9*9 and 33*33). By using the same Medicis version (Medicis V9.1) and the same Medicis parameters as the one exposed in Table 1 of (Rosu et al., 2014a) , CNES did not succeed in finding the same results as the one published by Rosu et al. in Fig 3 and Fig 4. In Table 1 of Rosu et al.'s article, the exploration area is noted 7*3 and there is nothing about the initial disparity. The authors kindly gave us the parameter file used to obtain the published results (cf Figure 5 ). It appears that the parameters were the same as in their Table 1 , except the initial disparity that was set to 1 in line and -1 in column, and the exploration radius that was set to 2 in line and 2 in columns. That means that the exploration area was in fact [-1; 3] in line and [-3; 1] in column. As the synthetic displacement was from 0 to 0.5 pixel in column and line, lots of pixels had their ZNCC maximum at pixel step on the exploration area edge: +1 in column and less frequently -1 in line. In the Medicis output grid, 9.85% of the pixels were tagged with an "exploration area edge" validity flag, most of them being inside the blocks (cf Medicis validity flags in Figure 6 ). That means that the maximum at pixel step was on the exploration area edge and that calculations stopped at pixel step for these pixels. This important number of "exploration area edge" invalid pixels inside the blocks points out a trouble in the exploration area. The problem is the same whatever the correlation window size (9*9 or 33*33). .1 and with the default parameters, except the correlation window (9*9), the initial resemblance threshold (0.6), the final one (0.8), the initial disparity (1 in line and -1 in column) and the exploration radius (2 in line and column). Which leads to an exploration area of [-1 ; 3] in line and of [-3 ; 1] in column, knowing that the synthetic displacement was from 0 to 0.5 pixel in column and line.
The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLI-B1, 2016 XXIII ISPRS Congress, 12-19 July 2016, Prague, Czech Republic ; 1], 1 representing a valid pixel. 9.85% of the pixels were flagged -2 by Medicis (-2 corresponding to the "exploration area edge" validity flag), which means that the maximum found at pixel step was on the exploration area edge and that the calculations stopped at pixel step. Most of these -2 invalid pixels being inside the blocks, it means that there is a trouble in the exploration area.
With this initial disparity (1 in line, -1 in column) and with an exploration radius of 3, Medicis results on this preliminary test would have been far better than the published ones.
Without initial disparity and with this exploration radius of 2, Medicis results would have been far better than the published ones.
Even with the Medicis default values regarding the exploration radius and the initial disparity (exploration radius of 4, initial disparity of 0), Medicis results would have been far better than the published ones (cf Figure 7) . In this case, the exploration area is [-4; 4] in line and [-4 ; 4] in column. There are around 2.14% of "exploration area edge" invalid pixels that are mainly concentrated in the inter-blocks areas (cf Figure 8) . The reasoning and the conclusions are the same whatever the correlation window size (9*9 or 33*33). Figure 7 . There are 2.14% of -2 invalid pixels that are mainly concentrated in the inter-blocks areas (-2 corresponding to the "exploration area edge" validity flag).
With a sufficient exploration area, Medicis results are very close to the synthetic deformation field, except along the river in the case of a 9*9 correlation window size. Some parts of the river are indeed visible on the 2D disparity map obtained with a 9*9 correlation window size (cf Figure 7) . A 9*9 correlation window lacks of texture on these parts of the river. As there is neither regularization step, nor multi-scale approach in Medicis, it fails to retrieve the correct disparity on some parts of the river.
As expected, the river is no more visible with a 33*33 correlation window size and the results are smoother (cf Figure  9 ). This window size is indeed much wider than the river and it realises a smoothing, a kind of regularization of the results.
Figure 9 : Medicis 2D disparity map obtained with the same parameters as the one used in Figure 7 , except the correlation window size that is 33*33.
Intral-Oral Scanner in the Dental Domain
Medicis is also used in a commercial application in the dental domain, as it is embedded in the Condor® optical camera (Pelissier et al., 2016) . Condor® is an intra-oral scanner made of two cameras at its extremity. It aims at making 3D optical dental impression that can be used to realise dental prosthesis. The 3D dental impression in colour (cf Figure 10 ) can also be used by the dentist to explain the diagnostic to a patient or to exchange with a colleague on a case. Medicis takes part in the estimation of the cameras positions of Condor®. When a new image is acquired by the scanner, its disparity with the former images is measured in quasi-real time.
Medicis is applied on high gradient areas of the images, in order to improve the two-dimensional sub-pixel disparity measure.
CONCLUSION
QPEC / Medicis is a two-dimensional sub-pixel disparity measurement algorithm. It is based on a local method, without regularization.
As shown on the Bergerie1 benchmark, it can present large outliers, but its sub-pixel match accuracy is good. On this benchmark, the 1D dichotomy matches more than 72% of the valid pixels with an accuracy higher than 0,05 pixel. QPEC / Medicis two-dimensional search ability, coupled together with its sub-pixel measurement ability, is essential in some CNES applications. It is particularly the case for geometric calibration and performance assessment of earth observation satellites. Its 2D sub-pixel measurement ability is also the reason why Medicis was chosen to be embedded in a commercial intra-oral scanner.
