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Abstract
A (p, q)-extended Rosa sequence is a sequence of length 2n + 2 containing each of the symbols 0, 1, . . . , n exactly twice, and
such that two occurrences of the integer j > 0 are separated by exactly j − 1 symbols. We prove that, with two exceptions, the
conditions necessary for the existence of a (p, q)-extended Rosa sequence with prescribed positions of the symbols 0 are sufﬁcient.
We also extend the result to -fold (p, q)-extended Rosa sequences; i.e., the sequences where every pair of numbers is repeated
exactly  times.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Skolem [19] in 1957, while studying Steiner triple systems, considered the problem of partitioning the set {1, . . . ,
2n} = [1, 2n] into n pairs, (ai, bi), with the differences D(n) = {bi − ai : i = 1, . . . , n} = [1, n]. This partition gives
rise to the base blocks, {0, i, bi + n}, i ∈ [1, n] of a cyclic Steiner triple system of order 6n + 1, CSTS(6n + 1).
For example, the pairs (1, 2), (5, 7), (3, 6) and (4, 8) partition the set [1, 8] and give the differences D(4) = [1, 4]
which give rise to the base blocks ({0, 1, 6}, {0, 2, 11}, {0, 3, 10}, {0, 4, 12} (mod 25) for a CSTS(25). Skolem showed
that the necessary conditions (n ≡ 0, 1 (mod 4)) are sufﬁcient for the existence of such a partition. Later, the above
partition was written as a sequence which is now known as a Skolem sequence of order n. For example, the given
partition can be written as the Skolem sequence, 1,1,3,4,2,3,2,4. In 1961, O’Keefe [14] showed that the necessary
conditions (n ≡ 2, 3 (mod 4)) are sufﬁcient for the existence of a partition of the set {1, 2, . . . , 2n − 1, 2n + 1} into n
pairs (ai, bi) with the differences D(n)=[1, n], similarly, it is now known as a hooked Skolem sequence. For example,
3, 1, 1, 3, 2, ∗, 2, is a hooked Skolem sequence of order 3. O’Keefe’s constructions combined with Skolem’s completed
the case of the existence of CSTS(6n+ 1). Since that time variations of this basic problem have been considered, such
as changing the set to be partitioned or changing the differences to be partitioned into (or both), or allowing differences
to be repeated. One early example of such a variation was Langford’sproblem [9] of partitioning {1, 2, . . . , 2n} into
differences D(n) = {2, 3, . . . , n + 1}, solved in [6,15]. Since then the more general problem for {1, 2, . . . , 2n} and
D(n) = {d, d + 1, . . . , n + d − 1} has been solved [3,18] and these sequences are called Langford sequences.
In 1966, Rosa [16] extended the constructions of Skolem and O’Keefe to the case of cyclic Steiner triple systems of
order 6n + 3 and to do so he introduced two types of sequences, one has a hook (*) or 0 (also space or null symbol
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) in the middle, this sequence is now known as a split Skolem sequence (see [5]) or as a special case of an extended
Skolem sequence. The other type has two hooks, one in position n+1 and the other in position 2n+1. These sequences
now are known as Rosa and hooked Rosa sequences, respectively. For example, the hooked Rosa sequence of order
5; 1,1,4,5,3,0,4,3,5,2,0,2, gives the pairs (1, 2), (10, 12), (5, 8), (3, 7) and (4, 9) which in turn give the base blocks
{0, 1, 7}, {0, 2, 17}, {0, 3, 13}, {0, 4, 12}, {0, 5, 14} (mod 33), and by including the short orbit base block {0, 11, 22}
and translating we get all the blocks of a CSTS(33). Since then there have been several generalizations and applications
of the Rosa sequences; for example, Linek and Jiang [12] showed that the necessary conditions are sufﬁcient for the
existence of the hooked Rosa sequence if we allow the hook (or zero) in position n + 1 to move arbitrarily, they used
this result to show the existence of bicyclic Steiner triple systems. Fu and Mishima [7] used a Rosa type sequence
with two hooks in the middle positions (n + 1 and n + 2) to construct 1-rotationally resolvable 4-cycle systems
from 2Kv .
In this paper we generalize Rosa sequences with two hooks and allow the hooks to occupy arbitrary positions i.e.,
the problem of partitioning [1, 2n+ 2] − {p, q} into differences D(n)= [1, n] for arbitrary p and q. As far as we know
this is the ﬁrst three parameter (n, p and q) partitioning problem to be solved in the literature, all previous problems
have involved at most two parameters. We call these more generalized sequences (p, q)-extended Rosa sequences or
more simply in the remainder of the paper Rosa sequences. Later we introduce a fourth parameter, , and we allow a
difference to be repeated  times. We then obtain a complete result for the existence of these -fold (p, q)-extended
Rosa sequences. We refer the reader to Section 7 for details.
2. Conditions necessary for existence
Let S = {s1, s2, . . . , s2n} be a set of integers and let D = {d1, d2, . . . , dn} be a multiset of positive integers. The
elements of S are called positions and the elements of D are called differences. Given S and D, a basic question is
whether there exists a pairing of the elements of S into the differences in D. We can give some obvious necessary
conditions for the existence of such a pairing.
Theorem 2.1. Let S = {s1, s2, . . . , s2n} be a set of integers with s1 <s2 < · · ·<s2n, and let D = {d1, d2, . . . , dn} be
a multiset of positive integers. If there exists a pairing (ar , br )nr=1 such that
⋃n
r=1{ar , br} = S and br − ar = dr for
1rn then
2n∑
i=1
si ≡
n∑
i=1
di (mod 2), (1)
2n∑
i=1
(−1)isi
n∑
i=1
di
n∑
i=1
(si+n − si). (2)
Proof. Summing br−ar=dr gives∑r br−
∑
r ar=
∑
r dr , whichwhen takenmodulo 2 gives (1) since
⋃n
r=1{ar , br}=
S. Also
∑
r br
∑2n
r=n+1sr and
∑
r ar
∑n
r=1sr , so the upper bound of (2) follows from
∑
r br −
∑
rar =
∑
rdr .
The lower bound of (2) is proved by induction on n. For n = 1 it is trivial, so let n2 and suppose the lower bound
holds for n − 1.
Given a partition P ={(ar , br )|1rn} into differences d1, . . . , dn let sk − s1 =dr , i.e., let dr be the difference that
uses the ﬁrst position, s1. If sk=s2 then by induction∑2ni=3(−1)isi
∑
i =rdi , hence
∑2n
i=1(−1)isi
∑n
i=1di , as desired.
If sk > s2 then let s−s2=dt , i.e., let dt be the difference in the pairing that uses the second position, s2. If s < sk then let
d ′r =s2−s1 and d ′t =sk−s. Then by induction
∑2n
i=3(−1)isid ′t +
∑
i =r,t di , hence
∑2n
i=1(−1)isid ′r +d ′t +
∑
i =r,t di .
However, d ′r+d ′t < dr+dt , hence
∑2n
i=1(−1)isi <
∑n
i=1di , as desired. In the other case s > sk . In this case let d ′r=s2−s1
and d ′t = s − sk and proceed as before. The proof of (2) is complete. 
We call Eq. (1) the parity condition and the inequality (2) the density condition. The lower bound of Theorem 2.1
is seldom used, and will not play a major role in what follows. In the most general case the multiset D is allowed to
contain the difference 0. In that case the “pairing” is a sequence (ar , br )mr=1 such that ar − br = dr for 1rm and
m = t + (2n − t)/2, where t is the number of times 0 occurs in D. Henceforth we shall allow the possibility that D
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contains 0, so any application of Lemma 2.1 must be preceded by the removal of the 0’s from D and the removal of t
elements from the set of positions S.
3. A compendium of sequences
As mentioned in the Introduction, a Skolem sequence of order n is a partition of {1, 2, . . . , 2n} into the differ-
ences 1, 2, . . . , n. We write Sn for the sequence associated with such a partition, so 1, 1 is an S1, the sequence
3, 4, 5, 3, 2, 4, 2, 5, 1, 1 is anS5, and 5, 6, 7, 8, 2, 5, 2, 6, 4, 7, 3, 8, 4, 3, 1, 1 is anS8. If [1, 2n+1]−{2n} is partitioned
into differences 1, 2, . . . , n the associated sequence is a hooked Skolem sequence, denoted hSn. Thus 1, 1, 2, 3, 2, 0, 3
is a hS3 and 3, 1, 1, 3, 4, 5, 6, 2, 4, 2, 5, 0, 6 is a hS6.
A partition of [1, 2n + 1] − {p} into differences 1, 2, . . . , n is a p-extended Skolem sequence, denoted Sn(p).
For example, 5, 3, 0, 4, 3, 5, 2, 4, 2, 1, 1 is a S5(3) and 5, 2, 4, 2, 0, 5, 4, 3, 1, 1, 3 is a S5(5). Note that a hooked
Skolem sequence is a special case of an extended Skolem sequence, and that the notations hSn andSn(2n) are inter-
changeable. Finally, a partition of [1, 2n + 2] − {p, 2n + 1} into differences 1, 2, . . . , n is associated with a hooked,
p-extended Skolem sequence, denoted hSn(p). For example, 3, 1, 1, 3, 0, 4, 5, 6, 2, 4, 2, 5, 0, 6 is a hS6(5) and
1, 1, 0, 4, 5, 6, 2, 4, 2, 5, 3, 6, 0, 3 is a hS6(3). The existence results for these sequences are summarized
in Table 1.
The focus of our paper is of course the construction of Rosa sequences. A partition of [1, 2n + 2] − {p, q} into dif-
ferences 1, 2, . . . , n is a (p, q)-extended Rosa sequence, denotedRn(p, q). For example, 1, 1, 3, 5, 0, 3, 4, 0, 5, 2, 4, 2
is a R5(5, 8), and 1, 1, 0, 0, 3, 4, 2, 3, 2, 4 is a R4(3, 4).
A Langford sequence of defect d andm differences is a sequencewhere each number j ∈ [d, d+m−1] occurs exactly
twice and the positions of these two occurrences have difference j, which corresponds to a partition of [1, 2m] into differ-
ences [d, d+m−1]. It is denotedLmd , so 3, 4, 5, 3, 2, 4, 2, 5 is aL42 and 10, 11, 12, 13, 5, 6, 7, 8, 9, 5, 10, 6, 11, 7, 12,
8, 13, 9 is a L95. A hooked Langford sequence of defect d and m differences corresponds to a partition of [1, 2m +
1] − {2m} into differences [d, d + m − 1], and is denoted hLmd . For example, 2, 0, 2 is a hL12, the sequence
8, 4, 7, 3, 6, 4, 3, 5, 8, 7, 6, 0, 5 is a hL63 and 8, 10, 11, 12, 13, 5, 6, 7, 8, 9, 5, 10, 6, 11, 7, 12, 4, 13, 9, 0, 4 is a hL
10
4
(made from the hL95 above by replacing the second 8 with a 4, and then putting the displaced 8 at the front of the
sequence). Note that when d = 1 the Langford sequences become Skolem sequences, soLm1 =Sm and hLm1 =hSm,
and the same comment applies to the other variants of Langford sequences.
A p-extended Langford sequence of defect d1 and m differences corresponds to a partition of [1, 2m + 1] − {p}
into differences [d, d + m − 1], and is denotedLmd (p). Two examples to which we refer later are
9, 6, 8, 0, 4, 7, 5, 6, 4, 9, 8, 5, 7 and 9, 7, 4, 8, 6, 0, 4, 5, 7, 9, 6, 8, 5 (3)
aL64(4) and aL
6
4(6), respectively. Finally, a hooked, p-extended Langford sequence of defect d1 and m differences
corresponds to a partition of [1, 2m + 2] − {p, 2m + 1} into differences [d, d + m − 1], and is denoted hLmd (p). For
example, 5, 3, 0, 4, 3, 5, 0, 4 is a hL33(3) and 5, 3, 6, 4, 3, 5, 0, 4, 6, 2, 0, 2 is a hL
5
2(7).
Table 1
Skolem sequences and their variants
Sequence Positions Diffs Necessity Sufﬁciency
Sn [1, 2n] [1, n] n ≡ 0, 1mod 4 [19]
hSn [1, 2n + 1]\{2n} [1, n] n ≡ 2, 3mod 4 [14]
Sn(p) [1, 2n + 1]\{p} [1, n]
(
n
p
)
≡
(
0
1
)
,
(
1
1
)
,
(
2
0
)
,
(
3
0
)a
[1]
hSn(p) [1, 2n + 2] − {2n + 1, p} [1, n]
(
n
p
)
≡
(
0
0
)
,
(
1
0
)
,
(
2
1
)
,
(
3
1
)a
[12]
 hS1(2)
Rn(p, q) [1, 2n + 2]\{p, q} [1, n]
(
n
p
)
≡
(
0
q+1
)
,
(
1
q+1
)
,
(
2
q
)
,
(
3
q
)a
Theorem 6.10
 R1(2, 3),R4(5, 6)
aCongruences for
(
n
p
)
are taken modulo
(
4
2
)
.
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Table 2
Langford sequences and their variants
Sequence Positions Differences Necessity Sufﬁciency
Lmd [1, 2m] [d, d + m − 1]
(
m
d
) ≡
(
0
1
)
,
(
1
1
)
,
(
0
0
)
,
(
3
0
)a
[3], [18]
hLmd [1, 2m + 1] − {2m} [d, d + m − 1]
(
m
d
) ≡
(
1
0
)
,
(
2
0
)
,
(
2
1
)
,
(
3
1
)a
[18]
m(m + 1 − 2d) + 20
Lmd (p) [1, 2m + 1] − {p} [d, d + m − 1]
(
m
p
)
≡
(
0
1
)
,
(
1
d
)
,
(
2
0
)
,
(
3
d+1
)a
d = 2, 3: [11]
|p − (m + 1)|1 + m2 (m − 2d + 3) d = 4: [13]
 L43(5) m2d − 1 and
m /∈ [2d + 2, 8d − 5]: [13]
hLmd (p) [1, 2m + 2] − {2m + 1, p} [d, d + m − 1]
(
m
p
)
≡
(
0
0
)
,
(
1
d+1
)
,
(
2
1
)
,
(
3
d
)a
m = 2d, 2d ± 1: [13]
hL22(3), hL
3
2(2) d = 2: [11]
(general inequalities omitted)
aCongruences for
(
m
d
)
and
(
m
p
)
are taken modulo
(
4
2
)
.
A few words are in order regarding Table 2. Note that by (2) of Theorem 2.1 anyLmd (p) satisﬁes
1 + m
2
(2d − 1 − m)p1 + m
2
(m − 2d + 5). (4)
Indeed, if p>m then
∑m
i=1d + i − 1[(m + 1) + · · · + (2m + 1) − p] − [1 + · · · + m], so the upper bound holds in
(4) and the lower bound holds by symmetry. The parameters d,m and p of aLmd (p) must also satisfy the congruence
on (m, p) in Table 2 (derived from (1) of Theorem 2.1) and we see that the triples (d,m, p) that satisfy both
|p − (m + 1)|1 + m
2
(m − 2d + 3) (5)
and the congruence on (m, p) are precisely the same triples that satisfy both (4) and the congruence on (m, p). In
particular (i) noLmd (p) exists with m< 2d − 3, (ii) if m = 2d − 3 then p = m + 1 is forced, (iii) if m = 2d − 2 then p
may occupy positions in the middle half of the sequence, and (iv) if m2d − 1 then (5) is trivially satisﬁed and only
the congruence on (m, p) dictates what values p may take.
Note that Linek and Mor [13] construct aLm4 (p) whenever (5) and the congruence on (m, p) are satisﬁed, except in
the degenerate case m= 2d − 2 = 6. The sequencesL64(4),L64(6) given in (3) above, and their reverses, complete the
result for d=4. Linek andMor partition [1, 2m+2]−{p, 2} into differences d, d+1, . . . , d+m−1 in their deﬁnition of
a hooked–extended Langford sequence, but their parity condition is incorrect: given their alternate deﬁnition it should
be (m, p) ≡ (0, 1), (1, d), (2, 0), (3, d + 1)mod (4, 2).
The other necessary conditions in Table 2 are derived from (1) and (2) of Theorem 2.1 in a similar manner, after
which one must directly verify the sporadic exceptions.
We shall also require somenear sequences and their variants. For nowwe simply deﬁne these sequences; constructions
will be provided after the necessary notation is introduced (Section 4 below).
A k-near Skolem sequence of order n corresponds to a partition of [1, 2n−2] into differences [1, n]−{k}, it is denoted
Nkn. For example, 3, 1, 1, 3 is aN23, the sequence 4, 5, 1, 1, 4, 2, 5, 2 is aN35, and 5, 7, 4, 1, 1, 5, 4, 3, 7, 2, 3, 2 is a
N67. With regard to the previous notation note thatN
1
n =Ln−12 andNnn =Sn−1. A hooked k-near Skolem sequence
of order n corresponds to a partition of [1, 2n − 1] − {2n − 2} into differences [1, n] − {k}, and is denoted hNkn. For
example, 2, 0, 2 is a hN12, the sequence 5, 1, 1, 3, 4, 5, 3, 0, 4 is a hN25, and 1, 1, 6, 4, 2, 5, 2, 4, 6, 0, 5 is a hN
3
6.
A p-extended k-near Skolem sequence of order n corresponds to a partition of [1, 2n − 1] − {p} into differences
[1, n] − {k}, and is denoted Nkn(p). In particular a hNkn is a Nkn(2n − 2), and the reverse of a hNkn is a Nkn(2).
For example, 2, 0, 2 is a hN12, the sequence 5,1,1,3,4,5,3,0,4 is a hN25, and 1,1,6,4,2,5,2,4,6,0,5 is a hN
3
6. A hooked
p-extended k-near Skolem sequence of order n corresponds to a partition of [1, 2n] − {2n − 1, p} into differences
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[1, n] − {k}, and is denoted hNkn(p). In particular a hN1n(1) is a hLn−12 . The sequence 1, 1, 0, 6, 4, 2, 5, 2, 4, 6, 0, 5
is a hN36(3), and 5, 1, 1, 6, 0, 5, 2, 4, 2, 6, 0, 4 is a hN
3
6(5).
4. Notation
4.1. Basic notation
For brevity we omit commas and let a=10, b=11, . . . , z=35, A=36, . . . , Z=61. For a string s and integer n0 the
notation sn means s concatenated with itself n times. A bar over a symbol indicates a pivot, i.e., we rewrite the symbol on
the opposite side of its other occurrence. Thus 561175362¯327=561175363272 and 5611753¯62327=561175623273.
By convention, if a pivoted symbol lands on a nonzero symbol, then that other symbol is pivoted to make room for the
new symbol. Thus 56117536232¯7 = 561175262373 and 5¯61175362327 = 611752623573. The four sequences are
simultaneously stored asN47(p)= 5¯611753¯62¯32¯7. The reverse of sequenceA is denotedAR, e.g., 23203R = 30232.
The double of sequenceA, denoted 2A, is obtained bywriting a 0 in front of each symbol inA, and then replacing each
symbol by its double. For example ifA=30232 then 2A=0600040604, and 2Rn(p, q)=A(2p, 2q, 1, 3, . . . , 2n−1)
whereA has differences 2, 4, . . . , 2n. The jaw sequence with defect d1 and with md differences is the sequence
d, d + 1, . . . , d + m − 1, 0m−d , d, 0, d + 1, 0, . . . , 0, d + m − 1, e.g., J44 = 45674050607 and J34 = 456040506. The
union of sequencesA and B, denotedA ∪B, is their superposition when aligned at their starts. It is deﬁned if there
is no collision of nonzero symbols. For example, 11423243 = 00420240 ∪ 11003003 andL72 = 011202 ∪ hL63, but
020211 ∪ 300300 is not deﬁned. The union of two jaws can give a Langford sequence:L2d−1d = 0d−1Jdd ∪ Jd−12d . The
catenation of sequencesA andB isAB (A followed byB), e.g.,Lm+nd =LmdLnd+m. We letA∗B=A∪0sB, where
s > 0 is smallest such that the union is deﬁned. By convention if no such s > 0 exists thenA ∗B=A∪ 0sBR for the
smallest s > 0. For example,Ld+12 =hLd3 ∗202=202∗hLd3 ; hLd+13 =hLd4 ∗3003 and hS10 =hL74(14)∗hS3(3),
butS4 ∗hL105 is not deﬁned. When joining the hooks of three or more sequences the ∗ operator is applied left to right,
e.g.,N314 = 11202 ∗ hL95(4) ∗ 40004.
4.2. Compressed notation
Often we compress sequences, i.e., we write only the ﬁrst occurrence of a symbol. For example,S4 =2, 3, 2, 4, 3, 1,
1, 4 = 2341. To decompress a sequence we employ the following rules.
Rule 1: Begin with an inﬁnite sequence of blanks _,_,_,_,. . . .
Rule 2: Put in ﬁrst any zeros whose positions are clear from context.
Rule 3: Unless otherwise indicated, put each symbol in the ﬁrst legal position, i.e., put it in the ﬁrst blank position
such that the second occurrence of the symbol does not collide with any preexisting symbols.
Rule 4: Denote a blank by “”; interpret “kd” to mean that the ﬁrst k legal positions for d are skipped and d is put
in the (k + 1)st legal position.
Rule 5: Double a compressed sequence by doubling each of its terms.
Rule 6: Treat blanks as 0’s when applying the ∗ operator.
Rule 7: For d1 and m0 let Jmd = d, d + 1, d + 2, . . . , d + m − 1.
Rule 8: Interpret s¯, s˙ or ¯¯s to mean (respectively) a pivot on the ﬁrst occurrence of s, a pivot on the second occurrence
of s or a pivot on both occurrences of s. Interpret J˙ md to mean that the second occurrence of each symbol in J
m
d can be
pivoted.
For example, by Rules 1 and 3 we decompress 4132 to 41134232=S4, but if we writeR4(6, 9)=4132 then by Rule
2 we begin _,_,_,_,_,0,_,_,0; giving instead 4113403202. Any sequence of nonnegative integers can be decompressed,
hence at most n! (resp., (n + 1)!) hooked or unhooked (resp., extended) Skolem sequences order n exist. Note that Jmd
deﬁned in Rule 7 need not always decompress to the jaw sequence, Jmd ; e.g.,S6(2)= J 43 12= 3043564115262. Indeed
Jmd requiresmd, but Jmd decompresses for any s0, as in J 43 22=345364252262 and J 53 11=34536475116117 (resp.,
aT16 and a O
1
7, see Section 7.1). Construction (25), namelyR4s(2s + 2k − 3, 6s)= J 2s−22s+3 , 2, 2hLs2(k) ∗As(2, 3), is
in compressed form and illustrates many decompression rules. Let s = 3, k = 4 with specimen sequences hL32(4) =
2, 4, 2, 0, 3, 4, 0, 3 and A3(2, 3) = 7, 0, 0, 5, 1, 1, 3, 7, 5, 3 (see Table 5). Since all ingredients are compressed, we
write instead hL32(4)=24030 andA3(2, 3)=700513. By Rule 5 we have 2hLs2(k)=48060, so we must decompress
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9abc, 2, 48060∗700513. Rule 4 is applied to“2,” andRule 6 is appliedwhen attaching the tail sequence, as position 18
is blank at that time. The full sequence isR12(9, 18)=9, a, b, c, 4, 2, 8, 2, 4, 9, 0, a, 6, b, 8, c, 7, 0, 6, 5, 1, 1, 3, 7, 5, 3.
To illustrate Rule 8, note that 5¯611753¯62¯32¯7, constructed in Section 4.1, compresses asN47(p) = 5¯6173¯ ¯¯2, and its
reverse compresses asN47(p) = 7 ¯¯23˙65˙1. The “crocodile jaws” construction of aL2d−1d given in Section 4.1 allows
pivots, and by Rule 8 is most succinctly expressed asL2d−1d (p)= J d−12d J˙ dd , which upon reversing gives all admissible
holes for these parameters.
5. Some new near sequences
In this section we construct some new sequences that are variants of the near-Skolem sequences. These will be used
later on to make Rosa sequences. We refer to Section 4 for notation.
Theorem 5.1. ANkn(p) exists if
(i) (n, p) ≡ (0, k), (1, k), (2, k + 1), (3, k + 1)mod (4, 2),
(ii) 1k < (n + 2)/3	.
Proof. Let n, k be integers satisfying 1k < (n + 2)/3	, where x	 is the greatest integer x. Put d = (n + 2)/3	
and m = n − d + 1. Then d and m are positive integers with 2d − 1m2d + 1. By Table 2 all possible holes can be
achieved inLmd (p) and hL
m
d (p), and by Table 3 there exists either aN
k
d−1 or a hN
k
d−1. In the ﬁrst case form the
sequenceLmd (p)N
k
d−1, then sinceL
m
d (p) is longer thanN
k
d−1 we obtain sequencesN
k
n(q) with q covering the ﬁrst
half. Reversing these sequences then gives all possible positions of the holes. In the second case form the sequence
hLmd (p) ∗ hNkd−1, where ∗ indicates that hNkd−1 is reversed and its hook joined to the hook of hLmd (p). As before,
this gives sequencesNkn(q) with q covering the ﬁrst half, so reversing these sequences gives all desired holes. 
We will needNkn(p) with 1k4 as ingredients.
Lemma 5.2. For 1k4 aNkn(p) exists if and only if
(i) (n, p) ≡ (0, k), (1, k), (2, k + 1), (3, k + 1)mod (4, 2),
(ii) Nkn(p) =N23(3),N24(4).
Proof. Since N1n(p) = Ln−12 (p) the result for k = 1 follows from Table 2. For 2k4 Theorem 5.1, Tables 1
and 3 show it is enough to construct Nkn(p) for all admissible p = 1, 2 and all n with k + 1n3k. We refer to
Table 3
Near-Skolem sequences and some variants
Sequence Positions Differences Necessity Sufﬁciency
Nkn [1, 2n − 2] [1, n]\{k}
(
n
k
) ≡
(
0
0
)
,
(
1
0
)
,
(
2
1
)
,
(
3
1
)a
[17]
hNkn [1, 2n − 1] −{2n − 2} [1, n]\{k}
(
n
k
) ≡
(
0
0
)
,
(
1
0
)
,
(
2
1
)
,
(
3
1
)
[17]
Nkn(p) [1, 2n − 1] −{p} [1, n]\{k}
(
n
p
)
≡
(
0
k
)
,
(
1
k
)
,
(
2
k+1
)
,
(
3
k+1
)a
Theorem 5.1b
N23(3),N
2
4(4)
hNkn(p) [1, 2n − 1] −{p} [1, n]\{k}
(
n
p
)
≡
(
0
k+1
)
,
(
1
k+1
)
,
(
2
k
)
,
(
3
k
)
Lemma 5.3b
 hN12(2), hN
1
3(3), hN
2
3(2)
 hN14(2), hN
2
4(3)
aCongruences for
(
n
k
)
and
(
n
p
)
are taken modulo
(
4
2
)
.
bA partial result is given.
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Section 4 for notation. For k=2 we giveN24(2)=341,N25(4)=5341,N26(p)=1, 1, =56034. For k=3 we give
N34(3)=421,N35(3)=4521,N35(5)=2451, N36(p)=1, 1, =J 34 2¯; N37(p)=1, 1, =J 44 2¯; N38(p)=81J˙ 44 2,
N39(p) = 1¯,1,  = 8295¯74¯6. For k = 4 we giveN45(3) = 421,N46(p) = 56 ¯¯231,N47(p) = 56173¯ ¯¯2,N48(p) = 1,
1,  = 6385762¯ or its reverse; N49(p) = 1, 1,  = 6792¯83¯5 or its reverse; N410(p) = 1, 1,  = 3695¯8a72¯;
N411(p) = 1¯, 1,  = 29bJ˙ 35 a83;N412(p) = c01abJ˙ 55 32. 
We will also need small hooked–extended near-Skolem sequences.
Lemma 5.3. For k = 1, 2 a hNkn(p) exists if and only if
(i) (n, p) ≡ (0, k + 1), (1, k + 1), (2, k), (3, k)mod (4, 2),
(ii) hNkn(p) = hN13(3), hN14(2), hN22(2), hN23(2), hN24(3).
Proof. The exceptions are readily veriﬁed. Since hN1n(p)= hLn−12 (p) the result for k = 1 follows from Table 2. For
k = 2 we need only construct hN2n(p) for 1<p< 2n − 1, since hN2n(1) = hN2n and hN2n(2n) =N2n. We directly
construct hN2n(p) for 3n6 and refer to Section 4 for notation.
For n= 3: hN23(4)= 13. For n= 4: hN24(5)= 134. For n= 5: hN25(3)= 3451, hN25(5)= 5143, hN25(7)= 1J 33 .
For n = 6: hN26(p) = 61¯0534, p = 2, 4; hN26(6) = 61453, hN26(8) = 41635, hN26(10) = 14536.
For n> 48 a hN2n(p) exists for all admissible p by (6) and (7) or by (6) and (8) depending on whether the differences
[6, n] can be formed into a Langford sequence or a hooked Langford sequence, respectively,
hN2n(p) =Ln−56 (p)hN25, (6)
hN2n(2n − 10 + p) =Ln−56 hN25(p), (7)
hN2n(p) = hLn−56 ∗ ,  = 300451, 304051, 501403, 50413. (8)
We still need hN2n(p) for 7n48. By using (9), (10) we can recursively construct all required hN23d+r (p)whenever
the ingredients exist. For example, by the above all hN26(p) exist, so taking d = 7 and varying r in (9), (10) we get
hN2n(p) for n = 19, 20, 21,
hN23d+r (p + 2d − 2) =N2d−1hL2d+1+rd (p), (9)
hN23d+r (p) = hL2d+1+rd (p) ∗ hN2d−1(2), r = −2,−1, 0 (10)
Similarly using (11), (12) we can recursively construct all required hN23d+r (p) whenever the ingredients exist. For
example, all hN25(p) exist by the above, so by taking d = 6 and varying r in (11), (12) we get hN2n(p) for n= 16, 17,
hN23d+r (p) =L2d+1+rd (p)hN2d−1, (11)
hN23d+r (4d + 2 + 2r + p) =L2d+1+rd hN2d−1(p), r = −2,−1, 0. (12)
The two recursions fail for 7n15 and n = 18,26,27,30,38,39,42; these are treated separately.
n = 7, 8, 9: Use hN2n(p + 2) = 1hLn−23 (p) and hN27(2) = 716354.
n = 10, 11, 12: Use hN2n(p + 2) = 1hLn−34 (p) ∗ 3 and hN210(2) = 10 ∗ hN29(9), hN211(2) = 11 ∗ hN210(10).
n = 13: Use (11), (12) and hN213(21) =L95(17) ∗ 30241.
n = 14, 15: Write n = 15 + r , r = −1, 0. Use (i) construction (11) with d = 5, (ii) hLn−45 ∗  where  = 4013,
30041, (iii) hN215+r (26 + 2r) = 1hL11+r5 ∗ 4003.
n = 18: Use (6), (8).
n=26, 27: Write n=27+r , r=−1, 0. Use (i) construction (11) with d=9, (ii) hL227+r (40+2r)=(hL19+r9 , 8, 0)∗
hN27(4), (iii) hN227+r (40 + 2r + p) =L20+r8 hN27(p).
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n= 30: Use (i) construction (11) with d = 10, r = 0, (ii) hL230(p)= (hL2110 ∗ 9001˙) ∗ hL635, (iii) hN230(46 +p)=
L238 hN
2
7(p).
n=38, 39:Writen=39+r , r=−1, 0.Use (i) construction (11)withd=13, (ii)hL239+r (56+2r)=(hL39+r13 ∗3)1hL84,
(iii) hN239+r (56 + 2r + p) =L28+r12 hN211(p).
n = 42: The construct L385 (p) =L2914(p)L95 and its reverse give L385 (p) for all admissible p; then hN242(p) =
L385 (p)hN
2
4 and hN
2
42(p + 72) =L367 hN26(p) give all required hN242(p). 
Finally, we will need certain near-Langford sequences as ingredients. For d2 deﬁne nLmd (p) to have differences
[d −1, d +m−1]−{d} and positions [1, 2m+1]−{p}, for example, nL74(6)=a, 7, 9, 3, 8, 0, 3, 6, 7, 5, a, 9, 8, 6, 5.
It is reasonable to call nLmd (p) a p-extended, d-near-Langford sequence of defect d − 1 and m differences. Of course
nLmd has differences [d − 1, d +m− 1]− {d} and positions [1, 2m], and Lemma 5.4 refers to these when p= 2m+ 1.
For convenience let [a, b]′ (resp., [a, b]′′) denote the set of odd (resp., even) integers in the interval [a, b].
Lemma 5.4. If d2 then
(i) the sequence nL2d−1d (p) exists for all p ∈ [1, 4d − 1]′′ except for nL32(4),
(ii) the sequence nL2dd (p) exists for all p ∈ [1, 4d + 1] with p ≡ d (mod 2),
(iii) the sequence nL2d+1d (p) exists for all p ∈ [1, 4d + 3]′.
Proof. The reader is referred to Section 4 for notation. Since nLm2 (p) =N2m+1(p), the result holds for d = 2 by
Lemma 5.2, so take d3.
(i) For d7 letMd have differences [2d −1, 3d −3]−{2d +1, 3d −5} and positions [3, d −1]∪ [2d +3, 4d −5]′.
For example,M7 = ideh,M8 = ifklg,M9 = inkhol,M10 = mjorknq,M11 = qlmpurot,M12 = snotqxurw are
compressed solutions forMd up to d = 12. Note that in any solution forMd each difference must occupy one
position in [3, d − 1] and one position in [2d + 3, 4d − 5]′. Now if Md = s1, s2, . . . , sd−3 is a compressed
solution for some d7, thenMd+6 = 2d + 16, 2d + 11, 2d + 12, s1 + 15, s2 + 15, . . . , sd−3 + 15, 3d + 14,
3d + 15, 3d + 10 is a compressed solution for d + 6. By induction,Md exists for all d7. Let nL53(2)= 762˙54,
nL74(2) = a793˙8J˙ 15 6, nL95(2) = bc9d4˙aJ˙ 26 8, nL116 (2) = dgbcf 5˙eJ˙ 37 a, and for d7 let
nL2d−1d (2) = 2d + 1, 0,Md , 3d − 2, d˙ − 1, 3d − 5, J˙ d−3d+1 , 2d − 2. (13)
By reversing these sequences or by pivoting we get nL2d−1d (p) for p ∈ [2d, 4d − 2]′′ − {2d + 2}. Finally, the
last hole is given by nL2d−1d (2d + 2) = 2d, d − 1, J d−22d+1J d−1d+1 , d2.
(ii) When d is odd write d = 2s + 1, s1. For s1 we have nL2dd (d) = J s+14s+2, J s−15s+4, 0, J s2s+2, 5s + 3, J s3s+2, 2s
and nL2dd (2d + 1) = 3s + 2, J 2s+14s+2 , J s2s+2, J s−13s+3, 2s. For d = 3 the other holes are given by nL63(1) = 678254
and nL63(5) = 578462, so henceforth take s2. The construction nL2dd (2d + 3) = 3s + 1, J 2s+14s+2 , 2s, J s−22s+3,
J s3s+2, 0, 2s+2 holds for s2, sowe have obtainednL2dd (2d+1),nL2dd (2d+3) andnL2dd (3d+2)=nL2dd (d)R.
The other holes for odd d5 come from
nL2dd (p) = J s−14s+4, 2s + 2, 5s + 3, 3s + 2, J s−15s+4, 4s + 3, J˙ s−12s+3, J˙ s3s+3, 2s. (14)
When d is even write d = 2s, s1. If d = 2 then nL42(p) =N25(p) and the result follows by Lemma 5.2. For
d = 4 we give directly nL84(p) = 90ab3˙85˙76 for p = 2, 6, 8 and nL84(4) = a6938b75. Henceforth take d6,
s3. Let
M′d(2d + 1, 2d + 3) = 4s + 1, 2s − 1, J 2s−24s+2 , J 2s−12s+2 (15)
which uses differences {d − 1} ∪ [d + 2, 3d − 1]. Putting d + 1 = 2s + 1 into positions 2d + 1 and 3d + 2 [resp.
2d + 3 and 3d + 4] causes a collision with difference 3d + 1 (resp., 3d + 2) which pivots to the front to give a
nL2dd (2d + 2) (resp., nL2dd (2d + 4)). The hole 3d + 4 is given by nL2dd (3d + 4) = 3s + 1, J s4s , 2s + 1, J s5s ,
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J s−12s+2, J
s−2
3s+2, 2s − 1. The remaining holes are got by
nL2dd (p) = 4s + 1, 0, J s−14s+2, 3s + 1, 5s + 1, 2s − 1, J s−25s+2, 4s, J˙ s−12s+2, J˙ s−23s+2, 2s + 1. (16)
(iii) If d = 2s + 1, s1, then we have nL2d+1d (d + 2)= 4s + 3, 3s + 2, J 2s4s+4, 0, J s2s+2, J s−13s+3, 4s + 2, 2s. If d = 2s,
s1, then we have nL2d+1d (d + 1) = 3s + 1, J 2s−14s+2 , 0, J s2s+1, J s3s+2, 2s − 1. Writing d = 2s +  where = 0, 1
and reversing these two constructions give nL2d+1d (p) for p = 6s + 3 + 2. Keeping the preceding notation, we
have
nL2d+1d (p) = J s−1+4s+2+2, 3s + 1 + , J s−15s+3+2, 4s + 1 + 2, J˙ s2s+1+,
5s + 1 + 3, J˙ s−1+3s+2+, 2s − 1 +  (17)
which gives the other holes for d3. 
6. Constructions of Rosa sequences
Our ﬁrst main result is as follows.
Theorem. A Rn(p, q) exists if and only if
(i) p /≡ q (mod 2) and n ≡ 0, 1 (mod 4), or if
(ii) p ≡ q (mod 2) and n ≡ 2, 3 (mod 4), with the exception of R1(2, 3) and R4(5, 6).
Although many of the constructions that we will use to prove this result are not recursive, the proof ultimately does
depend on some recursive constructions that build up large Rosa sequences from smaller ones.
The proof is in cases depending on the positions of p and q. Let A = 13 (2n + 3), B = 23 (2n + 3), C = 14 (2n + 3)
and D = 34 (2n + 3). The ﬁrst part of the proof constructs Rn(p, q) with both holes in the ﬁrst third, i.e., p, qA.
The next part constructs Rn(p, q) with p approximately in the ﬁrst third and q approximately in the last two thirds,
i.e., pA and q >A. The last part of the proof constructs Rosa sequencesRn(p, q) with p, q in the middle half, i.e.,
Cp, qD.
6.1. Small Rosa sequences
The existence ofSn(p) and hSn(p) in Table 1 gives:
Lemma 6.1. A Rn(1, q) and Rn(2, q) exist for all n1 and all admissible q except (n, p, q) = (1, 2, 3).
Lemma 6.2. A Rn(p, q) exists for all 1n< 13 and all admissible p, q with the exception of R1(2, 3), R4(5, 6).
Proof. The exceptions are readily veriﬁed. We refer to Section 4 for notation. The notation Rn(p; q1, q2, . . .) = · · ·
means that the right-hand side gives constructions of Rn(p, q1),Rn(p, q2), . . . . By symmetry and Lemma 6.1 it
sufﬁces to construct Rn(p, q) for p, q ∈ [3, 2n]. The construction Rn(3, q ′ + 3) = 1Ln−12 (q ′) gives all required
Rn(3, q); this ﬁnishes case n = 3 and R4(4, 5) = 1432 ﬁnishes n = 4. By Table 2 the construction Rn(4, 2 + q ′) =
1Ln−12 (2, q ′) gives all required Rn(4, q) for n5. Henceforth for n5 it sufﬁces to construct Rn(p, q) for p, q ∈[5, 2n − 3]. Case n = 5 is completed byR5(5, 6) = 62531; case n = 6 is completed byR6(5; 7, 9) = 31(6524, 4562)
and R6(6, 8) = 126543. For n = 7 we give R7(5; 7, 9, 11) = 31(72¯6504, 467052), R7(6; 8, 10) = 31(56742, 74562)
and R7(7, 9) = J 35 1L32.
For n= 8 we giveR8(5; 6, 10)= 1672¯80453,R8(5; 8, 12)= 67182¯5043,R8(6; 11, 13)= 675183¯42¯,R8(6; 7, 9)=
3165¯74¯82, R8(7; 10, 12) = 125784¯63¯, R8(7, 8) = 1J 36 4523, R8(8; 9, 11) = 516784¯3¯2, R8(9, 10) = 23856741.
For n = 9 we give R9(5; 6, 8, 10, 12) = 1837¯6¯95¯4¯2, R9(6; 7, 9, 11, 15) = 78916¯5¯ ¯¯423, R9(6, 13) = J 44 98321,
R9(7; 10, 12, 14) = 261795¯84¯3¯, R9(7, 8) = L32J 37 J 25 1, R9(8; 9, 13) = 647892¯0531, R9(8, 11) = J 34 879123,
R9(9; 10, 12) = 123895¯74¯6, R9(10, 11) = 235789461.
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Table 4
Largest defects for (extended, unextended) Langford sequences
n 6t 6t + 1 6t + 2 6t + 3 6t + 4 6t + 5
e 2t 2t 2t + 1 2t + 1 2t 2t
d 2t − 2 2t + 1 2t 2t 2t + 2 2t + 2
2d 4t − 4 4t + 2 4t 4t 4t + 4 4t + 4
A 4t + 33 4t + 53 4t + 73 4t + 93 4t + 113 4t + 133
For n = 10 the following give all R10(p, q) with p ∈ [1, 7], q ∈ [1, 22]: (i) R10(p, q) = R3(p, q)L74, (ii)
R10(p, q
′ + 7) =S3(p)L74(q ′), (iii) R10(p, q ′ + 7) =N34(p)nL74(p) (Theorem 5.4). By symmetry, the remaining
sequences are R10(8; 10, 12, 14) = 273896¯95¯4¯, R10(9; 11, 13) = (7241a6¯95¯803)R, R10(10, 12) = J 46 1aL42(5).
For n=11 the following give allR11(p, q)withp ∈ [1, 7], q ∈ [1, 24]: (i)R11(p, q)=R3(p, q)L84, (ii)R11(p, q ′+
7) =S3(p)L84(q ′), (iii) R11(p, q ′ + 7) =N34(p)nL84(q ′) (Theorem 5.4). By symmetry, the remaining sequences
areR11(8; 10, 12, 14, 16)=8b2397¯a6¯5¯4¯1,R11(9; 11, 13, 15)= (a2439b7¯6¯85¯01)R,R11(10; 12, 14)=731b2a6¯95¯84,
R11(11, 13) = J 57 16L42.
For n = 12 the following give all R12(p, q) with p ∈ [1, 7], q ∈ [1, 26]: (i) R12(p, q) = N34(p, q)J 47 c5b36
or R12(p, q) =M(p, q)J 47 c3b52, whereM(p, q) isM(3, 4) = 641 or its reverse, andN34(p, q) is one of follow-
ing sequences or their reverses: N34(1, q ′ + 1) = 0N34(q ′), N34(2; 3, 5, 7) = 421, 241, 412; N34(3, 6) = 421 or
N34(4, 5) = 241, (ii) R11(p, q ′ + 7) = S3(p)L94(q ′), (iii) R11(p, q ′ + 7) = N34(p)nL94(q ′). By symmetry, the
remaining sequences are R12(8; 9, 11, 13, 19) = (178239¯cb6¯a5¯4¯)R, R12(8; 15, 17) = 136298abc5¯74¯, R12(9, 10) =
L42J
4
9 J
3
6 1,R12(9; 12, 14, 16, 18)= 938b2a7¯c6¯5¯4¯1,R12(10; 11)= 1J 49 J 36L42,R12(10; 13, 15, 17)= 37819ab6¯c5¯4¯2,
R12(11; 12, 14, 16) = 2834ba7¯c6¯95¯1, R12(12; 13, 15) = 978abc16¯5¯423, R12(13, 14) =S4J 3106J 37 5. 
6.2. The case of p, qA
Our goal here is to prove the following.
Lemma 6.3. If n13 and a Rj (p, q) exists for all 1j <n and all admissible p, q except for R1(2, 3),R4(5, 6),
then a Rn(p, q) exists for all admissible pairs p, q satisfying p, qA.
Proof. Let n13. In Table 4 the number d (resp., e) is the maximum possible defect for a (resp., hooked) Langford
sequence with ﬁxed largest difference n = d + m − 1 (resp., n = e + m − 1). The proof is in three cases.
Case: n=6t +1, 6t +4, 6t +5. Here (18), with d as in Table 4, gives usRn(p, q) for all admissible p, qA, where
we annex R13(5, 6) = J 410J 45 9S4,
Rn(p, q) =Rd−1(p, q)Lmd (18)
since a R4(5, 6) does not exist.
Case: n=6t +2, 6t +3. With d as in Table 4, construction (18) fails to give holes 1p<q =4t +1, 4t +2, 4t +3.
To get these we use the extended near-Skolem sequences in Lemma 5.2. Write n = 6t + r , where r = 2, 3.
Holes p4t − 1, q = 4t + 1 are given by Rn(p, 4t + 1) =N12t (p)L4t+r2t+1(2)1. Holes p = 4t , q = 4t + 1 require
odd t; for t3 they are given by Rn(4t, 4t + 1) =N42t (4 ∗ L4t+r2t+1(2)). Holes p4t − 1, q = 4t + 2 are given
by Rn(p, 4t + 2) =N42t (p)(4 ∪ 0L4t+r2t+1(2, 4)). Holes p = 4t , q = 4t + 2 require even t; for t4 we get them by
Rn(4t, 4t+2)=N52t (5∪00L4t+r2t+1(2, 4)), and for t=2we giveR14(8, 10)=J 5101982L53 andR15(8, 10)=J 6107986S5.
Holes p = 4t + 1, q = 4t + 2, require odd t. By Lemma 5.4, parts (ii) and (iii), we have R6t+r (4t + 1, 4t + 2) =
N2t2t+1,0,0,nL
4t+r
2t+1.
For n = 6t + 3 it remains to get the holes p<q = 4t + 3. Holes p4t + 1, q = 4t + 3 are given by Rn(p, 4t +
3) =S2t (p)L4t+32t+1(2)). Holes p = 4t + 2, q = 4t + 3 require t odd, and are given by
Rn(4t + 2, 4t + 3) =N2t2t+1, (2t + 2, J 2t+14t+3 , 2t, J 2t−12t+3 , 4t + 2)R. (19)
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Table 5
Tail sequences
Sequence Positions Differences Exists for
At [1, 2t + 2] [1, 2t + 1]′ All t
At (p) [1, 2t + 3]\{p} [1, 2t + 1]′ p odd, A1(3) [10]
At (2, p) [1, 2t + 4]\{2, p} [1, 2t + 1]′ p odd, A0(2, 3),A1(2, 5),
A2(2, 3),A3(2, 9) [10]
Ct (p) [1, 2t + 3]\{p} {2} ∪ [3, 2t + 1]′ p = 2, t = 0, 2
Ct (2, 3, 4) [1, 2t + 5]\{2, 3, 4} {2} ∪ [3, 2t + 1]′ t = 0, 1, 3
Sequences are deﬁned for t0.
Case: n = 6t . For t3 construction (18) fails to give the holes 1p<q with 4t − 3q4t + 1. The holes
p4t − 5, q = 4t − 3 are given by R6t (p, 4t + 1) =N12t−2(p)L4t+22t−1(2)1. Holes p = 4t − 4, q = 4t − 3 require
t even; we get them by R6t (4t − 4, 4t − 3) = N42t−2(4 ∗ hL4t+22t−1). Holes p4t − 3, q = 4t − 2 are given by
R6t (p, 4t−3)=N22t−1(p)(2∗hL4t+12t ). Holesp4t−3, q=4t−1 are given byR6t (p, 4t−3)=S2t−2(p)L4t+22t−1(2).
Holes p = 4t − 2, q = 4t − 1 require t even; for t4 we get them by R6t (4t, 4t + 2) =N42t−1(4 ∗ hL4t+12t ). Holes
p4t − 3, q = 4t are given by R6t (p, 4t) =N42t−1(p)(4 ∪ 0L4t+12t (2, 4)). Holes p = 4t − 2, q = 4t require odd
t; we get them by R6t (4t − 2, 4t) =N52t−1(5 ∪ 00L4t+12t (2, 4)). Holes p = 4t − 1, q = 4t require t even. For d3
let L2d−3d (2, 2d − 2) = (J d−32d J dd )R, then taking d = 2t + 1 and t6 we have S6t−1(2t + 2, 4t − 1, 4t, 8t + 2)
= L2t−34 (2t + 2)13(2 ∗L4t−12t+1(2, 4t)), which gives a R6t (4t − 1, 4t). If t = 4 then R24(15, 16) = bJ 10152(2)A6,
 = 72453 and At as in Table 5. Holes p4t − 1, q = 4t + 1 are given by R6t (p, 4t + 1) =S2t−1(p)L4t+12t (2).
Finally, holes p = 4t , q = 4t + 1 require t even, and are given by
R6t (4t, 4t + 1) =N2t−12t , nL4t+12t (2, 3), (20)
where for t1 we have nL4t+12t (2, 3) = (2t + 1, J 2t4t+1, 2t − 1, J 2t−22t+2 , 4t)R. 
6.3. The case of pA and q >A
Recall A = 13 (2n + 3), B = 23 (2n + 3), where n is the order of the Rosa sequence we are trying to construct. Our
goal here it to prove the following.
Lemma 6.4. If n13 and a Rj (p, q) exists for all 1j <n and all admissible p, q except for R1(2, 3),R4(5, 6),
then a Rn(p, q) exists for all admissible pairs p, q satisfying pa(n) and q >a(n), where
a(n) =
⎧⎪⎨
⎪⎩
A if n = 3d − 2,
A − 1 if n = 3d − 1,
A − 2 if n = 3d.
We shall need certain extended near-Skolem sequences that come from Rosa sequences.
Lemma 6.5. A N56(6) exists, and if a Rj (p, q) exists for all admissible p, q then a Nj+1j+2(p) exists for all
admissible p.
Proof. We haveN56(6)=36241. All requiredNn+1n+2(p) (see Table 3) exist by the constructionsNj+1j+2(q ′ +1)= (j +
2) ∗Rj (j + 2, q ′) andNj+1j+2(p) =Rj (p, d − 1) ∗ (j + 2). 
We now proceed to prove Lemma 6.4.
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Proof of Lemma 6.4. If n = d + m − 1 and the ingredient sequences exist in (21), (22) for all admissible p and q ′,
then together the two constructions giveRn(p, q) for all admissible p2d −1 and q > 2d +1, where q =q ′ +2d +1,
Rn(p, q) =Sd−1(p)Lmd (q ′), (21)
Rn(p, q) =Nd−1d (p) nLmd (q ′). (22)
All required Nd−1d (p) in (22) exist by Lemma 6.5, since 2d − 2<n and by assumption all Rj (p, q) exist for
j = d − 2, save for the usual exceptions when j = 1, 4. All nLmd (q ′) in (22) that we shall require exist by Lemma 5.4.
Now write n=3d+r , where r=0,−1,−2 and d5, and putm=2d+1+r in (21) and (22). This givesR3d+r (p, q)
for all admissible p2d − 1 and q > 2d − 1, i.e., for all admissible pA − (2 + 2r/3) and q >A − (2 + 2r/3), as
A = 2d + 1 + 2r/3. The lemma follows. 
6.4. The case of Cp, qD
Recall C = 14 (2n + 3), D = 14 (2n + 3), where n is the order of the Rosa sequence we are trying to construct. To
construct a Rosa sequence of order n we begin with the “head” of the sequence, which is a large jaw sequence or two
jaw sequences separated by 1, 1. This leaves (approximately) every other position vacant in the interval [C,D], which
is then ﬁlled in with the “body,” which is a doubled Rosa sequence or a doubled Langford sequence of small defect.
The remaining differences, mainly small odd differences, are formed into a “tail” sequence which appears at the end
of the completed Rosa sequence. For instance (see Table 5) letA3 = 7, 5, 3, 1, 1, 3, 5, 7, a sample construction is then
given by R15(p, q) = J88 ∪ 082R3(p′, q ′) ∪ 024A3, where J88 is the head of the sequence, 2R3(p, q) is the body, and
A3 is the tail. Note that p = 8 + 2p′ and q = 8 + 2q ′, so that by varying theR3(p, q) that is used in the construction
we get R15(p, q) for all p, q ∈ [10, 24]′′ with p ≡ q (mod 4).
We will now prove the existence of the tail sequencesAt , Ct (p) (for p = 2, 4) and Ct (2, 3, 4) as given in Table 5.
The unique solutions forAt areA1=1,A2=31,A3=531, etc. ForCt (2)we have the recursionCt+1(2)=(2t+3)∗
Ct (2)R andC0(2)=2, hence aCt (2) exists for t0.AlsoCt+4(2, 3, 4)=(2t+9, 04, 2t+7, 2t+5, 2t+3)∪04Ct (2, 3, 4)
and we haveC2(2, 3, 4)=532,C4(2, 3, 4)=93752,C5(2, 3, 4)=b95273,C7(2, 3, 4)=f db75293; hence aCt (2, 3, 4)
exists if and only if t = 0, 1, 3.
Lemma 6.6. If n = 4s, n13, and a Rj (p, q) exists for all 1j <n and all admissible p, q except for R1(2, 3),
R4(5, 6), then a Rn(p, q) exists for all admissible pairs p, q satisfying Cp, qD.
Proof. Recall that C = 14 (2n+3) and D=3C, so here C =2s + 34 and D= (6s +2)+ 14 . Since n13 we take s4 in
all of our (compressed) constructions. We refer to Section 4 for notation. Construction (23) requires s +1q ′2s +1.
If s = 4 take q ′ = 7, 8 andvary p′; if s ≡ 0, 1 (mod 4), s > 4, then take q ′ = s + 2, s + 3 and vary p′;
R4s(2s + 1, 2s + 2p′ − 2) = J 2s−12s+2 , 0, 2Rs(p′, q ′) ∪ 06sAs−1(2, 2q ′ − 2s − 1) ∗ (2s + 1) (23)
ﬁnally if s ≡ 2, 3 (mod 4) take s + 2q ′s + 5 and vary p′. These choices give R4s(2s + 1, q) for all q ∈[2s + 2, 6s + 2]′′, By symmetry, it now sufﬁces to produce holes satisfying 2s + 2p, q6s + 1. For q = 6s we use
the following:
R4s(2s + 2k − 3, 6s) = J 2s−22s+3 , 2, 2Ls2(k), 0,As , (24)
R4s(2s + 2k − 3, 6s) = J 2s−22s+3 , 2, 2hLs2(k) ∗As(2, 3). (25)
Together (24), (25) giveR4s(p, 6s) for all p ∈ [2s +1, 6s +1]′ except possibly for p=6s ±1. Now aR4s(6s ±1, 6s)
exists for s5 by Lemma 6.3, and for s = 4 we giveR16(23, 24)= J 79 7g846 ∗ 2A2,R16(24, 25)= J 79 1g846 ∗C3(2).
For 1a t −2 letQat =Ja−1t ∪0a−111Jt−a−2t+a−1, e.g.,Q47 =7, 8, 9, 1, 1, 10, 0, 7, 0, 8, 0, 9, 0, 0, 0, 10. Note thatQat uses
difference 1 as well as differences t, t + 1, . . . , 2t − 4, and that by convention J0t is empty. We have the constructions
R4s(2s + 2k, 2s + 2a + 1) = Qa2s+2, 2Ls−12 (k),Cs(2), (26)
R4s(2s + 2k, 2s + 2a + 1) = Qa2s+2, 2hLs−12 (k) ∗ Cs(2, 3, 4). (27)
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Table 6
More tail sequences
Sequence Positions Differences Existence
At (5, 6) [1, 2t + 4]\{5, 6} [1, 2t + 1]′ t1
Et (p) [1, 2t + 3]\{p} {1, 2} ∪ [5, 2t + 1]′ p = 2, 4; t1
Ft (p) [1, 2t + 3]\{p} {1, 2, 3} ∪ [7, 2t + 1]′ p = 2, 4; t2
Gt {1, 3, 5} ∪ [7, 2t + 9] {2s − 2, 2s} ∪ [1, 2t + 1]′ t2
No hL32(2) exists, so (27) fails for s = 4, k = 2 and we annex R16(12, p) = 1ef J 550gdbcaJ 32, p ∈ [11, 19]′ and
R16(12; 21, 23, 25) = 78ab23dcefg16¯95¯4¯. Together (26), (27) give R4s(p, q) for p ∈ [2s + 2, 6s − 4]′′ and q ∈[2s + 3, 6s + 1]′. By symmetry and (23)–(27), it remains to construct a R4s(2s + 5, 6s − 2),
R4s(2s + 5, 6s − 2) = J 2s−22s+1 , (4s), 2Rs(4, q),As−1(2q − 5) ∗ (4s − 1). (28)
In (28) take q = 3 if s ≡ 0, 1 (mod 4), otherwise take q = 6. 
In addition to Table 5 we need Table 6. We haveAt+6(5, 6) = (2t + 13, 2t + 11, 2t + 9, 2t + 7, 06, 2t + 5, 2t +
3) ∪ At+6(5, 6) and the base sequences A1(5, 6) = 31, A2(5, 6) = 153, A3(5, 6) = 3571, A4(5, 6) = 97531,
A5(5, 6) = 75b931,A6(5, 6) = 97bd531, henceAt (5, 6) exists for t1.
We have Et+1(2) = 2t + 3 ∗ Et (2) and E1(2) = 21, hence Et (2) exists for t1. Also Et+4(4) = (2t + 9, 2t + 7,
2t + 5, 03, 2t + 3) ∗ Et (4) and E1(4) = 12, E2(4) = 512, E3(4) = 5721, E4(4) = 59721, hence Et (4) exists for t1.
We haveFt+1(2) = (2t + 3) ∗Ft (2)R andF2(2) =S3(2), henceFt (2) exists for t2. AlsoFt+4(4) = (2t + 9,
2t + 7, 2t + 5, 03, 2t + 3) ∗Ft (4) andF2(4) =S3(4),F3(4) = 7 ∗ hS3(3),F4(4) = 97213,F5(4) = b92731,
hence Ft (4) exists for t2. To prove the existence of Gt we ﬁrst prove the existence of Xt =At (5, 6, 7, 8). We
have the recursion Xt+4 = (2t + 9, 2t + 7, 2t + 5, 2t + 3) ∪ 04XRt and the base sequences X1 = 31, X4 = 39751,
X6 = db19753, X7 = f db79351, hence Xt exists for t = 1 and t4. We have Gt+2 = (J42t+2)R ∪ 07XRt and also
G2 = 45321, G4 = 9836751, G5 = ba937851, hence a Gt exists for t2.
Lemma 6.7. If n = 4s + 1, n13, and a Rj (p, q) exists for all 1j <n and all admissible p, q except for
R1(2, 3),R4(5, 6), then a Rn(p, q) exists for all admissible pairs p, q satisfying Cp, qD.
Proof. Recall thatC= 14 (2n+3) andD=3C, so hereC=(2s+1)+ 14 andD=(6s+3)+ 34 . Since n13we take s3 in
all of our (compressed) constructions.We refer to Section 4 for notation. For 1a t−1 letPat =J a−1t , 1, J t−a−1t+a−1 , e.g.,
P47 = 7, 8, 9, 1, 1, 10, 11, 7, 0, 8, 0, 9, 0, 0, 0, 10, 0, 11. Note thatPat uses difference 1, as well as t, t + 1, . . . , 2t − 3,
and by convention J0t is empty. Construction (32) fails for s = 4, k = 2 ( hL32(2)), so we annex R17(p, 14) =
0J 414J˙
5
5 b0dcaS4,p ∈ [11, 19]′,R17(p, 14)= 0J 414d891J˙ 310 ∗L62(2), p ∈ [21, 25]′, andR17(27, 14)= 1J 514J 67L52(2).
Also (32) fails for s = 3 (C3(2, 3, 4)), so we annex R13(2s + 2a + 1; 10, 14) =Pa802˙46 ∗A2(3).
Constructions (29), (30) give holes p = 2s + 2 and p<qD, q odd, except for q = 2s + 3 when s ≡ 1, 2 (mod 4).
However, Lemma 6.3 gives a R4s+1(2s + 2, 2s + 3), since 2s + 3A for s3,
R4s+1(2s + 2, 2s + 2k + 1) = J 2s−12s+3 , 1, 2Ls2(k) ∗ Cs(2), (29)
R4s+1(2s + 2, 2s + 2k + 1) = J 2s−12s+3 , 3, 2Ls2(2, k) ∗ Es(2), (30)
R4s+1(2s + 2a + 1, 2s + 2k + 2) =Pa2s+2, 2Ls−12 (k) ∗ Cs(2), (31)
R4s+1(2s + 2a + 1, 2s + 2k + 2) =Pa2s+2, 2hLs−12 (k) ∗ Cs(2, 3, 4). (32)
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Construction (31) and (32) with its annexes, give all R4s+1(p, q) with p ∈ [2s + 3, 6s + 3]′, q ∈ [2s + 4, 6s − 2]′′.
By reversal symmetry, it remains to construct R4s+1(p, q) for p ∈ {2s + 3, 2s + 5} and q ∈ {6s, 6s + 2},
R4s+1(2s + 2p′ − 1, 6s + 2) = [J 2s2s+1, 2Rs(p′, q ′), 0,As−1(2q ′ − 3)]
∪ 02s+2q ′−2(4s + 1), (33)
R4s+1(2s + 3, 6s) = [J 2s−12s+1 , 5, 2Ls−12 (p′),Fs(2p′ + 2)]
∪ 02s+2p′(4s), (34)
R4s+1(2s + 5, 6s) = [J 2s−12s+1 , 3, 2Ls−12 (p′),Es+1(2p′ + 2)]
∪ 02s+2p′(4s). (35)
Construction (33) requires 2q ′s + 2 and here s3. By using a Rs(2, 3) or a Rs(2, 4) (depending on s) as an
ingredient we get a R4s+1(2s + 3, 6s + 2); by using a Rs(3, 2) or a Rs(3, 5) as an ingredient we get a R4s+1(2s +
5, 6s + 2).
Lemma 6.8. If n = 4s + 2, n13, and a Rj (p, q) exists for all 1j <n and all admissible p, q except for
R1(2, 3),R4(5, 6), then a Rn(p, q) exists for all admissible p, q satisfying Cp, qD.
Proof. Recall that C = 14 (2n+ 3) and D = 3C, so here C = (2s + 1)+ 34 and D = (6s + 5)+ 14 . Since n13 we take
s3 in all of our (compressed) constructions. We refer to Section 4 for notation.
No R4(5, 6) exists, so we annex R18(18, 20) = J 9106248 ∗A4(5) to (36) and R26(20, 24) = J 1314 c4a826 ∗A6(3)
to (37). Also, no R1(2, 3) exists, so we annex R14(10, 12) = J 78 624 ∗A3(3) to (37). Note that the parities of p, q
shift from like to unlike (or vice versa) as we pass from (36) to (37). Together (36), (37) give R4s+2(p, q) for all
p, q ∈ [2s + 2, 6s − 4]′′,
R4s+2(2s + 2p, 2s + 2q) = J 2s+12s+2 , 2Rs(p, q),As , (36)
R4s+2(2s + 2p, 2s + 2q) = J 2s+12s+2 , 2Rs−2(p, q),Gs . (37)
We still need R4s+2(p, q) for p, q even, q ∈ [6s − 2, 6s + 4]′′ and Cp<q. No hN23(2) exists, so we annex
R14(10, 16) = J 78 4675132 to (38). Also no hN24(2) exists, but aR18(12, 22) comes from (36) by using aR4(2, 7) in
that construction. All other required hNks (p) for k = 1, 2 and s3 exist by Lemma 5.3. Together (38) and (39) give
R4s+2(p, 6s − 2) for all p ∈ [2s + 2, 6s]′′, p = 6s − 2,
R4s+2(2s + 2p, 6s − 2) = J 2s+12s+2 , 2hN1s (p), 2,As , (38)
R4s+2(2s + 2p, 6s − 2) = J 2s+12s+2 , 2hN2s (p), 4,As(3). (39)
NoN23(3),N
2
4(4) exist, so we annex R14(12, 18) = J 78 2674 ∗A2(3) and R18(16, 24) = J 9102468 ∗A4(3) to (41).
All other requiredNks (p) for k = 1, 2 and s3 exist by Lemma 5.2. Together (40) and (41) giveR4s+2(p, 6s) for all
p ∈ [2s + 2, 6s − 2]′′,
R4s+2(2s + 2p, 6s) = J 2s+12s+2 , 2N1s (p), 0, 2,As , (40)
R4s+2(2s + 2p, 6s) = J 2s+12s+2 , 2N2s (p), 0, 4,As(3). (41)
Note that in the following constructionsNss(p) =Ss−1(p) andNss =Ss−1. In (43) all requiredNs−1s (p) for s3
exist by Lemma 6.5, except forN23(3), so we annexR14(12, 20)=J 78 , 2hS3(3),A3. Construction (45) fails for s =3
so we annexR14(18, 20)= J 78 6274 ∗A2(3). Together (42) and (43) giveR4s+2(p, 6s + 2) for p ∈ [2s + 2, 6s − 2]′′,
and aR4s+2(6s, 6s + 2) comes from (44) or (45) as demanded by parity. Altogether (42)–(45) giveR4s+2(p, 6s + 2)
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for all p ∈ [2s + 2, 6s]′′,
R4s+2(2s + 2p, 6s + 2) = J 2s+12s+2 , 2Nss(p), 2s, 0,As(2s − 3), (42)
R4s+2(2s + 2p, 6s + 2) = J 2s+12s+2 , 2Ns−1s (p), 2s − 2, 0,As(2s − 5), (43)
R4s+2(6s, 6s + 2) = J 2s+12s+2 , 2Nss , 2s, 0, 0,As(2s − 5), (44)
R4s+2(6s, 6s + 2) = J 2s+12s+2 , 2Ns−1s , 2s − 2, 0, 0,As(2s − 7). (45)
NoA2(2, 3) exists, so (47) fails for s = 3 and we annexR14(8, 22)= J 78 4675 ∗hS3,R14(12, 22)= J 78 2476 ∗A2(3),
R14(16, 22) = J 78 6273541. Also noN24(4) exists, so we annex R18(16, 28) = J 910, 2S3(4), 983571 to (47). Clearly
construction (49) requires s > 3, so we annex to it R14(20, 22) = J 68 74e26351. Construction (49) also requires s > 3,
but it is not needed for s = 3. Now (46) and (47) together give R4s+2(p, 6s + 4) for all p ∈ [2s + 2, 6s − 2]′′,
R4s+2(2s + 2p, 6s + 4) = J 2s+12s+2 , 2Ss(p), 0,As , (46)
R4s+2(2s + 2p, 6s + 4) = J 2s+12s+2 , 2N2s (p), 2s + 1, 4, 0 ∗As−1(2, 2s − 3), (47)
R4s+2(6s, 6s + 4) = J 2s+12s+2 , 2hN2s ∗ (2s + 1), 0, 4, 0 ∗As−1(2, 2s − 7), (48)
R4s+2(6s + 2, 6s + 4) = J 2s+12s+2 , 2N4s , 8, 2s + 1, 0, 0 ∗As−1(2, 2s − 3). (49)
If s ≡ 2, 3 (mod 4) then a R4s+2(6s, 6s + 4) comes from (46), otherwise s ≡ 0, 1 (mod 4) and a R4s+2(6s, 6s + 4)
comes from (48). If s ≡ 0, 1 (mod 4) then a R4s+2(6s + 2, 6s + 4) comes from (46), otherwise s ≡ 2, 3 (mod 4) and
a R4s+2(6s + 2, 6s + 4) comes from (49).
We have constructed R4s+2(p, q) for all p, q ∈ [C,D]′′. By reversing sequences we get R4s+2(p, q) for all
p, q ∈ [C,D]′. The proof is complete. 
Lemma 6.9. If n = 4s + 3, n13, and a Rj (p, q) exists for all 1j <n and all admissible p, q except for
R1(2, 3),R4(5, 6), then a Rn(p, q) exists for all admissible p, q satisfying Cp, qD.
Proof. The proof here is very similar to the proof of the preceding Lemma 6.8. Recall that C = 14 (2n+3) and D=3C,
so here C = (2s + 2) + 14 and D = (6s + 6) + 34 . Since n13 we take s3 in all of our (compressed) constructions.
We refer to Section 4 for notation.
No R4(5, 6) exists, so we annex R19(20, 22) = J 1010 6248 ∗A4(5) to (50) and R27(22, 26) = J 1414 c4a826 ∗A6(3)
to (51). Also, no R1(2, 3) exists, so we annex R15(12, 14) = J 88 624 ∗A3(3) to (51). Note that the parities of p, q
shift from like to unlike (or vice versa) as we pass from (50) to (51). Together (50), (51) give R4s+3(p, q) for all
p, q ∈ [2s + 4, 6s − 2]′′,
R4s+3(2s + 2p + 2, 2s + 2q + 2) = J 2s+22s+2 , 2Rs(p, q),As , (50)
R4s+3(2s + 2p + 2, 2s + 2q + 2) = J 2s+22s+2 , 2Rs−2(p, q),Gs . (51)
We still needR4s+3(p, q) for p, q even, q ∈ [6s, 6s + 6]′′ and Cp<q. No hN14(2), hN13(3) exist, so (52) fails to
produce a R19(14, 24), R15(14, 18). However, these can be obtained from (50).
Also no hN13(3), hN
2
3(2) exist, so we annexR15(14, 18) = J 88 246A3(5) (see Table 5)R15(12, 18) = J 88 4675132
to (53). All other required hNks (p) for k=1, 2 and s3 exist by Lemma 5.3. Together (52) and (53) giveR4s+3(p, 6s)
for all p ∈ [2s + 4, 6s + 2]′′, p = 6s,
R4s+3(2s + 2p + 2, 6s) = J 2s+22s+2 , 2hN1s (p), 2,As , (52)
R4s+3(2s + 2p + 2, 6s) = J 2s+22s+2 , 2hN2s (p), 4,As(3). (53)
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NoN23(3),N
2
4(4) exist, so we annex R15(14, 20) = J 88 2674 ∗A2(3) and R19(18, 26) = J 1010 2468 ∗A4(3) to (55),
All other requiredNks (p) for k = 1, 2 and s3 exist by Lemma 5.2. Together (54) and (55) giveR4s+3(p, 6s + 2) for
all p ∈ [2s + 4, 6s]′′,
R4s+3(2s + 2p + 2, 6s + 2) = J 2s+22s+2 , 2N1s (p), 0, 2,As , (54)
R4s+3(2s + 2p + 2, 6s + 2) = J 2s+22s+2 , 2N2s (p), 0, 4,As(3). (55)
Note that in the following constructionsNss(p) =Ss−1(p) andNss =Ss−1. In (57) all requiredNs−1s (p) for s3
exist by Lemma 6.5, except forN23(3), so we annexR15(14, 22)=J 88 , 2hS3(3),A3. Construction (59) fails for s =3
so we annexR15(20, 22)= J 88 6274 ∗A2(3). Together (56) and (57) giveR4s+3(p, 6s + 4) for p ∈ [2s + 4, 6s]′′, and
aR4s+3(6s + 2, 6s + 4) comes from (58) or (59) as demanded by parity. Altogether (56)–(59) giveR4s+3(p, 6s + 4)
for all p ∈ [2s + 4, 6s + 2]′′,
R4s+3(2s + 2p + 2, 6s + 4) = J 2s+22s+2 , 2Nss(p), 2s, 0,As(2s − 3), (56)
R4s+3(2s + 2p + 2, 6s + 4) = J 2s+22s+2 , 2Ns−1s (p), 2s − 2, 0,As(2s − 5), (57)
R4s+3(6s + 2, 6s + 4) = J 2s+22s+2 , 2Nss , 2s, 0, 0,As(2s − 5), (58)
R4s+3(6s + 2, 6s + 4) = J 2s+22s+2 , 2Ns−1s , 2s − 2, 0, 0,As(2s − 7). (59)
NoA2(2, 3) exists, so (61) fails for s=3 and we annexR15(10, 24)=J 88 4675∗hS3,R15(14, 24)=J 88 2476∗A2(3),
R15(18, 24) = J 88 6273541. Also noN24(4) exists, so we annex R19(18, 30) = J 1010 , 2S3(4), 983571 to (61). Clearly
construction (63) requires s > 3, so we annex to it R15(22, 24) = J 78 , 2S3(2) ∗ f ∗A3(2, 3). Construction (63) also
requires s > 3, but it is not needed for s=3. Now (60) and (61) together giveR4s+3(p, 6s+6) for all p ∈ [2s+4, 6s]′′,
R4s+3(2s + 2p + 2, 6s + 6) = J 2s+22s+2 , 2Ss(p), 0,As , (60)
R4s+3(2s + 2p + 2, 6s + 6) = J 2s+22s+2 , 2N2s (p), 2s + 1, 4, 0 ∗As−1(2, 2s − 3), (61)
R4s+3(6s + 4, 6s + 6) = J 2s+22s+2 , 2hN2s ∗ (2s + 1), 0, 4, 0 ∗As−1(2, 2s − 7), (62)
R4s+3(6s + 4, 6s + 6) = J 2s+22s+2 , 2N4s , 8, 2s + 1, 0, 0 ∗As−1(2, 2s − 3). (63)
If s ≡ 2, 3 (mod 4) then aR4s+3(6s+2, 6s+6) comes from (60), otherwise s ≡ 0, 1 (mod 4) and aR4s+3(6s+2, 6s+6)
comes from (62). If s ≡ 0, 1 (mod 4) then a R4s+3(6s + 4, 6s + 6) comes from (60), otherwise s ≡ 2, 3 (mod 4) and
a R4s+3(6s + 4, 6s + 6) comes from (63).
We have constructed R4s+3(p, q) for all p, q ∈ [C,D]′′. By reversing sequences we get R4s+3(p, q) for all
p, q ∈ [C,D]′. The proof is complete. 
6.5. Main theorem for  = 1
We can now prove our ﬁrst main theorem.
Theorem 6.10. A Rn(p, q) exists if and only if p /≡ q (mod 2) and n ≡ 0, 1 (mod 4), or if p ≡ q (mod 2) and
n ≡ 2, 3 (mod 4) with the exception of R1(2, 3) and R4(5, 6).
Proof. The proof is by induction on n. Recall the deﬁnitions A = 13 (2n + 3), C = 14 (2n + 3), D = 34 (2n + 3) and the
deﬁnition of a(n) in Lemma 6.4.
By Lemma 6.2 all required Rosa sequences exist for 1n< 13, so let n13 and assume that a Rj (p, q) exists
for all 1j <n and all admissible p, q except for R1(2, 3),R4(5, 6). If p, q are admissible and pa(n) then a
Rn(p, q) exists by Lemmas 6.3 and 6.4. By symmetry it follows that a Rn(p, q) exists if p, q are admissible and
qb(n)= (2n+ 3)− a(n). Now it only remains to obtainRn(p, q) for admissible p, q satisfying a(n)<p, q <b(n).
However, for n13 we have C <a(n)<b(n)<D, hence a Rn(p, q) exists (depending on n modulo 4) by one of
Lemmas 6.6, 6.7, 6.8 or 6.9. The proof is complete. 
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7. The -fold (p, q)-extended Rosa sequences
In this section we show the existence of extended -fold Rosa sequences for all admissible orders and all admissible
p, q. We ﬁrst recall some known results and prove some further preliminary results before proving the main theorem
in the next section.
7.1. Basic results and deﬁnitions
Multisets will be used in the constructions. For a multiset M let M = M ∪ · · · ∪ M , ( times), and for l ∈ M let
(l) be the number of times l occurs in M. Thus [1, 3]2 = {1, 1, 2, 2, 3, 3} and (3) = 2 for 3 ∈ {1, 1, 2, 3, 3, 4}.
Let I = [1, 2n]. A -fold Skolem sequence of order n,Sn, is a sequence (si)i∈I with the property:
(1) for every l ∈ D = [1, n] there exist (l) disjoint pairs (i, i + l), i ∈ I such that si = si+l = l.
For example,S22 = 11222211 is a 2-fold Skolem sequence of order 2, andS23 = 311323223211 is a 2-fold Skolem
sequence of order 3. Similarly, if I =[1, 2n+1] a -fold p-extended Skolem sequence of order n,Sn(p), is a sequence
(si)i∈I of 2n + 1 integers satisfying property (1) for D = [1, n] and:
(2) there exists exactly one element sp = 0.
If p=2n then the sequence is called a hooked -fold Skolem sequence and is denoted hSn. For example,S22(5)=
111102222 and given theS23 above we have hS
3
3 =S23hS3.
Baker et al. [2] give the existence results forSn andSn(p), > 1, and Baker [1] proves the existence ofS1n(p) =
Sn(p) (see Table 7). Baker [1] also proves the existence of an excess Skolem sequence of order n and surplus s,
Xsn, which is a sequence (si)i∈I satisfying property (1) for I = [1, 2n + 2] and D = [1, n] ∪ {s}. For example, X55 =
455242553113 is an excess Skolem sequence of order 5 and surplus 5, while X46 = 4 ∗S6(4) is an excess Skolem
sequence of order 6 and surplus 4. Note thatSn =Xnn−1, and that the “k” inNkn means we omit difference k, while
the “k” in Xkn means difference k occurs twice.
We generalize the excess-Skolem sequence to more than one surplus in the obvious manner, e.g.,X2,33 = 2322323113
is a double excess-Skolem sequence of order 3 and surpluses 2,3. The following theorem generalizes the result in [1]
and will be used for the upcoming constructions of Rn(p, q).
Theorem 7.1. If 1s, tn then a double-excess Skolem sequence of order n with surpluses s, t (aXs,tn ) exists if and
only if n ≡ 0, 1 (mod 4) and s ≡ t (mod 2) or n ≡ 2, 3 (mod 4) and s /≡ t (mod 2).
Proof. By Theorem 6.10 the construct Xs,tn = s ∗Rn(s, 2n + 3 − t) ∗ t gives all Xs,tn except for X2,21 = 112222 and
X5,54 =R4(6, 7) ∗ 5 ∗ 5. 
Table 7
Sequences relevant for higher lambda
Sequence Positions Diffs Necessity Sufﬁciency
Sn [1, 2n] [1, n] n ≡ 0, 1;
(
n

) ≡
(
2
0
)
,
(
3
0
)a
[2]
hSn [1, 2n + 1]\{2n} [1, n]
(
n

) ≡
(
2
1
)
,
(
3
1
)
[2]
Sn(p) [1, 2n + 1]\{p} [1, n]
(
n
p
)
≡
(
0
1
)
,
(
1
1
)
,
(
2
+1
)
,
(
3
+1
)
[2,1]
Xsn [1, 2n + 2] [1, n] ∪ {s}
(
n
s
) ≡
(
0
1
)
,
(
1
1
)
,
(
2
0
)
,
(
3
0
)
[1]
Xs,tn [1, 2n + 4] [1, n] ∪ {s, t}
(
n
s
) ≡
(
0
t
)
,
(
1
t
)
,
(
2
t+1
)
,
(
3
t+1
)
Theorem 7.1
aTake n mod 4, and take any pair
(


)
mod
(
4
2
)
.
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We shall require some other sequences. Sequence On(p) satisﬁes properties (1) and (2) for I = [1, 2n + 1] and
D = ([1, n] − {2}) ∪ {1}, while sequenceTn(p) satisﬁes (1), (2) for I = [1, 2n+ 1] and D = ([1, n] − {1}) ∪ {2}.
Theorem 7.2. We have
1. A On(p) exists for (n, p) ≡ (0, 0), (1, 0), (2, ), (3, )mod (4, 2).
2. ATn(p) exists for (n, p) ≡ (0, 0), (1, 0), (2, ), (3, )mod (4, 2) with the exception ofT12(3),T13(3),T13(5).
Proof. NoT12(3),T
1
3(3) orT
1
3(5) exists, and the congruences follow from Theorem 2.1. By Lemma 5.3 all required
T1n(p) are given byT1n(p) = hN1n(p) ∗ 2.
For 2 use (64) if n ≡ 2, 3 (mod 4), otherwise use (65):
Tn(p) =S−1n (p)T1n, (64)
Tn(p) =T−1n (p)Sn. (65)
Together (64), (65) and their reverses give (inductively) all requiredTn(p) for 2. Now (64), (65) still hold ifTn(p)
is replaced by On(p) throughout, so in the case of On(p) the inductive step for 2 is entirely similar. By Lemma
5.2 the construction O1n(p) =N2n(p)1 and its reverse give all required sequences except for O13(3) = 11_3113 and
O14(4) = 113_43114. 
7.2. Main existence result for Rn(p, q)
Our strategy is to construct Rn(p, q) ﬁrst for  = 2 and 3, and then to build Rosa sequences with higher ’s from
these. Our main result is:
Theorem 7.3. A -fold Rosa sequence, Rn(p, q), exists if and only if
(i) p /≡ q (mod 2) and n ≡ 0, 1 (mod 4), or if
(ii) p /≡ q (mod 2) and n ≡ 2, 3 (mod 4) with  even, or if
(iii) p ≡ q (mod 2) and n ≡ 2, 3 (mod 4) with  odd,
with the exception of R11(2, 3) and R14(5, 6).
The congruences follow from Theorem 2.1, and we have already observed the two exceptions when  = 1. We
proceed to the next two values of .
Theorem 7.4. A R2n(p, q) exists for all n1 and all admissible p, q.
Proof. It is trivial to verify the cases n = 1, 2; so take n3 in what follows. By Theorem 7.2 constructions (67) and
(68) fail to produce R23(p, q)
R2n(p, q) =Sn(p)Sn(q ′), (66)
R2n(p, q) = On(p)Tn(q ′) (67)
R2n(p, q) =Tn(p)On(q ′) (68)
withp ∈ {3, 5} and q ∈ {10, 12}. We therefore annexR23(p, q)=, where  ∈ {3301, 3301R} and  ∈ {1022, 1022R}.
Since (66)–(68) and their annexes give all p ∈ [1, 2n + 1] and q ∈ [2n + 2, 4n + 2], it remains only to construct
R2n(p, q) with p, q ∈ [1, 2n + 1]. We make cases on n modulo 4.
If n ≡ 0, 1 (mod 4) then R2n(p, q) =Rn(p, q)Sn gives the remaining holes, except for R24(5, 6) = 1R4(3, 4)L32
(since no R4(5, 6) exists).
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If n ≡ 2 (mod 4) then constructions (69)–(71) give all required p, q,
R2n(p, q) =Rn−1(p, q)Xnn, (69)
R2n(p, 2n + 1) =Ln−12 (p), 2,On, (70)
R2n(2n, 2n + 1) = (Sn−1, n, 0, 0) ∗Sn(n − 2). (71)
If n ≡ 3 (mod 4) we use constructions (72)–(76). No R1(2, 3) exists, so we annex R23(2, 3) = 3X1,23 to (72)
and R23(2, 5) = 223131 to (73). No N23(3) exists, so we annex R23(3, 6) = 33S22 to (74). Construction (76) needs
n + 32n − 1, so we annex to it R23(6, 7) = 313X22,
R2n(p, q) =Rn−2(p, q)Xn,n−1n , (72)
R2n(p, 2n − 1) = (Rn−2(n, p) ∗ n)Xn−1n , (73)
R2n(p, 2n) =N2n(p), 0,X2n, (74)
R2n(p, 2n + 1) =Ln−12 (p), 2,O1n, (75)
R2n(2n, 2n + 1) =Ln−12 (n + 3) ∗ n ∗ hSn. (76)
Together constructions (72)–(76) give all required p, q ∈ [1, 2n + 1]. The case  = 2 is complete. 
Theorem 7.5. A R3n(p, q) exists for all n1 and all admissible p, q.
Proof. The result is trivial for n = 1, so take n> 1. No R4(5, 6) exists, so we annex R34(5, 6) =R24(5, 6)S4 to (77):
R3n(p, q) =Rn(p, q)S2n, (77)
R3n(p, q) =Sn(p)S2n(q ′), (78)
R3n(p, q) = On(p)T2n(q ′). (79)
Reversing our sequences we get all admissible p, q except for p, q ∈ [2n+ 2, 4n+ 1]. To get the remaining holes, use
(80) when n ≡ 0, 1 (mod 4), and use (81) when n ≡ 2, 3 (mod 4),
R3n(p, q) =SnRn(p′, q ′)Sn, (80)
R3n(p, q) = OnRn(p′, q ′)Tn. (81)
Note that we must annex R34(13, 14) =X14R4(3, 4)N14 to (80). The case  = 3 is complete. 
Now we must settle the case 4 in order to prove Theorem 7.3, since we have already settled the cases = 1, 2, 3
in Theorems 6.10, 7.4 and 7.5, respectively. For 4 we obtain the required -fold Rosa sequence recursively from
the following and their reversals:
Rn(p, q) =S2nR−2n (p′, q ′), (82)
Rn(p, q) =S2n(p)S−2n (q ′), (83)
Rn(p, q) = O2n(p)T−2n (q ′). (84)
Theorem 7.3 is now proved.
8. Conclusion
Let (n) = 1 if n ≡ 0, 1 (mod 4) and let (n) = 0 if n ≡ 2, 3 (mod 4). It seems perfectly reasonable to conjecture
that for each k1 there is a number Nk such that aSn(p1, p2, . . . , pk) exists whenever p1 +· · ·+pk ≡ (n) (mod 2)
and nNk . So far we have N1 =1 and N2 =5. Also open are the other obvious 3-parameter problems: (i) the existence
ofNs,tn and (ii) the existence ofNkn(p); with similar parity conditions.
1602 V. Linek, N. Shalaby /Discrete Mathematics 308 (2008) 1583–1602
Acknowledgment
We thank the referee for carefully going over the many detailed constructions in our manuscript, and for valuable
suggestions for improving the paper.
References
[1] C.A. Baker, Extended Skolem sequences, J. Combin. Designs 3 (1995) 363–379.
[2] C.A. Baker, R.J. Nowakowski, N. Shalaby, A. Sharary, M-fold and extended m-fold Skolem sequences, Utilitas Math. 45 (1994) 153–167.
[3] J.-C. Bermond, A.E. Brouwer, A. Germa, Systèmes de triplets et differences associées, in: Colloquium. CRNS, Problèmes combinatoires
et théorie des graphes, Orsay, 1976, pp. 35–38.
[5] C. Colbourn, A. Rosa, Triple of Systems, Oxford Science Publications, 1999.
[6] R.O. Davies, On Langford’s problem (II), Math. Gaz. 43 (1959) 253–255.
[7] H. Fu, M. Mishima, 1-Rotationally resolvable 4-cycle systems of 2Kv , J. Combin. Designs 10 (2) (2002) 116–125.
[9] C.D. Langford, Problem, Math. Gaz. 42 (1958) 288.
[10] V. Linek, Note concerning an odd Langford sequence, European J. Combin. 22 (2001) 79–83.
[11] V. Linek, Z. Jiang, Extended Langford sequences with small defects, J. Combin. Theory Ser. A 84 (1998) 38–54.
[12] V. Linek, Z. Jiang, Hooked k-extended Skolem sequences, Discrete Math. 196 (1999) 229–238.
[13] V. Linek, S. Mor, On partitions of {1, . . . , 2m + 1}\{k} into differences d, . . . , d + m − 1: extended Langford sequences of large defect, J.
Combin. Designs 12 (2004) 421–442.
[14] E.S. O’Keefe, Veriﬁcation of a conjecture of Th. Skolem, Math. Scand. 9 (1961) 80–82.
[15] C.J. Priday, On Langford’s problem (I), Math. Gaz. 43 (1959) 250–253.
[16] A. Rosa, Poznámka o cyklických Steinerových systémoch trojíc, Mat. Fyz. ˇCas. 16 (1966) 285–290.
[17] N. Shalaby, The existence of near-Skolem sequences and hooked near-Skolem sequences, Discrete Math. 135 (1994) 303–319.
[18] J.E. Simpson, Langford sequences: perfect and hooked, Discrete Math. 44 (1983) 97–104.
[19] Th. Skolem, On certain distributions of integers in pairs with given differences, Math. Scand. 5 (1957) 57–68.
