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Détection de sources en interférométrie optique hyperspectrale
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Résumé – En faisant interférer la lumière provenant de plusieurs télescopes, l’interférométrie optique fournit des mesures à très haute résolution
angulaire (de l’ordre de la milliseconde d’arc). Chaque mesure estime la valeur en une fréquence spatiale de la transformée de Fourier de la
distribution spatiale d’intensité émise par l’objet observé dans chacun des canaux spectraux. Le problème traité ici est la détection, la localisation
précise et l’extraction sans biais du spectre de chacune des étoiles d’un amas observé en interférométrie. C’est un verrou important pour l’étude
des étoiles au voisinage du trou noir central de notre galaxie, but scientifique du futur instrument GRAVITY[5] du VLTI.
A la suite de nos précédent travaux [6, 7], nous présentons ici une méthode de reconstruction basée sur la méthode de multiplicateur à
directions alternées (ADMM) [15]. Cela permet d’utiliser dans le même temps les données interférométriques et photométriques. L’introduction
de variables auxiliaires permet de découper le problème de reconstruction en sous problèmes plus faciles à traiter.
Des tests sur des simulations montrent que la méthode proposée permet de détecter toutes les étoiles d’un amas et de d’estimer leurs spectres
avec un biais négligeable [7].
Abstract – Optical interferometers provide multiple wavelength measurements. In order to fully exploit the spectral and spatial resolution of
these instruments, new algorithms for image reconstruction have to be developed. Early attempts to deal with multi-chromatic interferometric
data have consisted in recovering a gray image of the object or independent monochromatic images in some spectral band- widths. The main
challenge is now to recover the full 3-D (spatio-spectral) brightness distribution of the astronomical target given all the available data. We
describe a new approach to implement multi-wavelength image reconstruction in the case where the observed scene is a collection of point- like
sources. We show the gain in image quality (both spatially and spectrally) achieved by globally taking into account all the data instead of dealing
with independent spectral slices. This is achieved thanks to a regularization which favors spatial sparsity and spectral grouping of the sources.
Since the objective function is not differentiable, we had to develop a specialized optimization algorithm
1 Introduction
L’interférométrie optique permet d’estimer la distribution
spatiale d’intensité Iλ(θ) de l’objet d’intérêt astrophysique
avec une haute résolution angulaire d’après la mesure de sa
transformée de Fourier en un relativement faible nombre de
point. Si de nombreux algorithmes ont été proposés pour la re-
construction d’image dans le cas monochromatique (MiRA[1],
BSMEM[2, 3], WISARD[4], etc.), aucun n’est spécifiquement
adapté aux mesures polychromatiques.
Dans ce travail, nous traitons le cas simple où l’objet ob-
servé est une collection de sources ponctuelles de spectres dif-
férents et les mesures sont des visibilités complexes auxquelles
est ajouté la photométrie, c’est-à-dire le flux total à chaque
longueur d’onde. Nous reconstruisons cet objet en suivant une
approche maximum a posteriori avec un a priori de type parci-
monie structurée. En pratique, nous résolvons ce problème avec
la méthode de multiplicateurs à directions alternées (ADMM)
en introduisant des variables cachées. Cela permet de rem-
placer un problème complexe par une succession de problème
plus simple.
∗Ce travail a été financé par le projet ANR POLCA (ANR-10-BLAN-0511).
2 Modèle direct
La mesure mb,` pour la ligne de base b et la longueur d’onde
` est à valeur complexe pouvant être décomposée en une partie
réelle mb,`,0 et une partie imaginaire mb,`,1. Le modèle de ces




Hb,c,n,` xn,` . (1)
où xn,` est la valeur de l’objet au pixel n et dans le canal spec-
tral `. L’opérateurH est séparable spectralement :
Hb,0,n,` = +cos(θ
>
n ·Bb/λ`) , (2)
H,1,n,` = − sin(θ>n ·Bb/λ`) , (3)
où Bb est la be ligne de base. Toutefois, étant donnée la taille
des problèmes à traiter, nous proposons d’utiliser une approxi-
mation rapide deH basée sur la transformée de Fourier rapide
non uniforme[8]. Dans ce cas l’opérateurH a la structure suiv-
ante :
H = R ·F ·S (4)
où F est la transformé de Fourier discrète (DFT) calculée par
FFT,R interpole les fréquences spatiales calculées par la DFT
aux fréquences spatiales observées et S est un opérateur de pré-
compensation de la convolution par le noyaux d’interpolation
utilisé dansR.
3 Méthode
S’inscrivant dans une perspective “approche inverse”, nous
résolvons ce problème de reconstruction d’image comme un






fphoto(x|s) ≤ η2 (5)
où
– x ∈ RCard(x)+ sont les paramètres dans l’espace image
échantillonné angulairement en θn ∈ A et spectralement
en λ` ∈ L
– Card(x) est le nombre de ces paramètres,
– m ∈ RCard(m) sont les mesures interferometriques,
– fdata(x|m) est un terme de vraisemblance assurant l’ac-
cord entre le modèle et les données interferometriques,
– s ∈ RCard(s) est le flux photométrique,
– fphoto(x|s) est un terme de vraisemblance assurant l’ac-
cord entre le modèle et la photométrie mesurée
– et fprior(x) est une fonction de régularisation introduisant
les a priori.
3.1 Terme de régularisation
Dans ce papier, nous nous souhaitons reconstruire des im-
ages hyperspectrales composées d’une collection de sources
ponctuelles. Des a priori de positivité et de parcimonie sem-
blent donc tout à fait adaptés à ce type d’objet. Nous proposons
ici d’utiliser la régularisation par une norme structurée [11] qui
favorise la parcimonie spatiale tout en assurant que les sources










3.2 Termes d’attache aux données
Dans l’hypothèse d’un bruit de mesure gaussien, la fonction
d’attache aux données interférométrique s’écrit
fdata(x) = (H ·x− y)> C−1 (H ·x− y) , (7)
où C la matrice de covariance des mesures interférométriques.










où w` est l’inverse de la variance associée avec la photométrie
s` mesurée dans le canal `.
4 Algorithme
Nous proposons de résoudre ce problème en utilisant
la méthode Alternating Direction of Multipliers Method
(ADMM)[15]. Dans ce cadre, l’équation (5) peut être réécrite
en introduisant des variables auxiliaires z et y sous la forme :
x+ = argmin
x≥0,y,z
µ fprior(z) + fdata(y|m) + fph(x|s)
s.c.
{
y = H ·x ,
x = z .
(9)
Les deux contraintes d’égalité peuvent être imposées au moyen
d’un lagrangien augmenté qui dans le cas de Eq. (9) s’écrit :
Lρ(x,y, z,u,v) = fdata(y) + +µ fprior(z) + fphoto(x)
+ u>· (H ·x− y) + ρ1
2
‖H ·x− y‖22
+ v>· (x− z) + ρ2
2
‖x− z‖22 , (10)
où u et v sont les paramètres de Lagrange associés respective-
ment aux contraintes y = H ·x et x = z. ρ1 > 0 et ρ2 > 0
sont les poids quadratiques.
La méthode ADMM consiste à minimiser alternativement
le lagrangien augmenté Lρ(x,y, z,u,v) suivant chacune des
variables x, y et z puis à mettre à jour les paramètres de la-
grange u et v :
Algorithm 1. Resolution du problème (9) par ADMM.
Initialiser les variables x(0), les paramètres de lagrange u(0)
et v(0), ρ1 et ρ2 . Puis répéter jusqu’à convergence :















y˜(t) = H ·x(t−1) + u(t−1)/ρ1 ; (12)















z˜(t) = x(t) + v(t−1)/ρ2 ; (14)

















m fdata(y|m) y y = H ·x
fph(x|s)s




Fig. 1 Schéma illustrant le double découpage proposé
avec :
γ˜(t) = y(t) − u(t−1)/ρ1 ; (16)
x˜(t) = z(t) − v(t−1)/ρ2 ; (17)
4. mise à jour des multiplicateurs u et v :
u(t) = u(t−1) + ρ1
(
H ·x(t) − y(t)
)
, (18)





Comme il est illustré sur le schéma Fig. 1, cet algorithme
revient donc à résoudre successivement trois sous problèmes.
Dans les prochains paragraphes, nous montrons que chacun de
ces sous problèmes est plus simple à résoudre que le problème
global (Eq. (5)).
4.1 Sous problème 1 :
Le sous problème 1, défini par l’équation (11) est un prob-
lème de débruitage avec a priori gaussien. Chaque mesure
complexe interférométrique mb,` sont indépendantes et seules
les parties réelle et imaginaire d’une même mesure sont cor-
rélées. Ce problème de débruitage est donc séparable en petits










C−1b,` ·mb,` + ρ1y˜(t)b,`
)
, (20)
oùCb,` est la matrice de covariance 2× 2 associée à la mesure
yb,`. La solution analytique de ce sous problème peut être cal-
culée très rapidement en résolvant en parallèle pour chaque
mesure yb,` un système linéaire très simple.
4.2 Sous problème 2
Le sous problème 2, défini par l’équation (13) est un prob-
lème de débruitage avec a priori de parcimonie groupée. Ce
problème est séparable par pixel et pour chacun des spectres,
tous les calculs peuvent être réalisés indépendemment et en
parallèle. Pour chaque spectre zn,`, résoudre le problème (13)






























et α = µ/ρ2.
Fig. 2 Couverture du plan
(u, v)
Fig. 3 Image reconstruite (flux inté-
gré)
4.3 Sous problème 3
Á la différence des sous problèmes 1 et 2, ce sous problème
défini l’équation (15) n’est pas séparable et n’a pas de solu-
tion analytique. Toutefois, on reconnaît un problème classique
de programmation quadratique sous contrainte de positivité.
Nous le résolvons de manière itérative au moyen l’algorithme
d’optimisation continue VMLMB [14] qui permet de prendre
en compte des contraintes de positivité. D’après le théorème
d’Eckstein-Bertsekas [13], il n’est pas nécessaire de résoudre
exactement ce problème pour assurer la convergence global à
condition que les approximations sur z soient sommables. En
pratique, uniquement une dizaine d’itérations est utile.
5 Résultats
Nous avons testé notre méthode sur une simulations réal-
isée pour l’instrument GRAVITY du VLTI (avec les 4 téle-
scopes principaux (UT)) comprenant 6 corps noirs de tempéra-
ture entre 2000K et 15000K. Les mesures sont composées de
240 canaux spectraux de 1.95µm à 2.45µm pour 42 ligne de
base, soit 10080 visibilités complexes. La couverture du plan
de Fourier (u, v) est représenté figure (2).
Nous avons choisi de reconstruire une image avec autant de
canaux spectraux que les mesures (240) avec des pixel de taille
1×1 mas, soit un champ reconstruit de 100×100 pixels. L’im-
age reconstruite flux intégré est présenté Fig. 3. Les six étoiles
sont reconstruites et il n’y a pas de fausse détection. La forme
allongée des tâches reconstruites est due à la bien meilleur cou-
verture du plan (u, v) dans une direction. La position de cha-
cune des étoiles est estimée d’après le barycentre de ces tâches.
L’erreur de positionnement indiquée en haut des spectres Fig. 4
est inférieure à 0.15mas (1/6e de pixel) et même dix fois moins
pour les deux étoiles les plus brillantes. Les spectres reconstru-
its présentés Fig. 4 sont très proches des spectres théoriques.
Fig. 4 Spectres reconstruits (en noir) et théoriques (en rouge) pour les
six étoiles. Pour chaque spectre est inscrit, la température ajustée sur
le spectre et l’erreur de positionnement en milliseconde d’arc.
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