Abstract-In order increase capacity in the wireless domain, the signals from several distributed receivers may be combined. The combining of these signals typically requires transmission over a wireline network. In the wireline domain, signals may be transmitted to a single centralized processing node or may be processed in a distributed fashion at several nodes in the network. We compare, for white Gaussian noise channels, the capacity gains that can be obtained from distributed processing of wireline signals to the capacity gains obtained using maximum likelihood ratio combining at a single processing node. We find that, by using optimal detection techniques, the bandwidth requirements in the wireline domain can be significantly reduced without reducing the capacity in the wireless domain. These gains in capacity are achieved by eliminating transmission of redundant information in the wireline network.
INTRODUCTION.
Wireless access to wireline networks is emerging as an important component of the drive towards ubiquitous communication services. Since wireless links suffer from more intrinsic limitations than wireline links, the emphasis has generally been on improving the rates available in the wireless domain. In particular, having several receivers yields significant gains in terms of rate for wireless communications. Thus, an attractive approach is to combine, over a wireline network, the signals of several receivers to obtain rate gains in the wireless network. An example of a simple form of such combining is soft-handoff in the IS-95 standard [9] .
and show how such capacity may be achieved using optimal detection techniques. In Section IV, we present some numerical results illustrating the advantages of using distributed processing over centralized processing. The gains are in terms of spare capacity in the wireline domain. Finally, in Section V, we discuss our results and present directions for fixther research.
11. PROBLEM STATEMENT.
In order to increase capacity of wireless systems and to overcome the lack of reliability inherent to fading wireless links, we may use the signals received by several wireless access ports, each connected to an antenna or group of antennas, and combine the signals in the wireline domain. In this paper, we consider placing the output from several antennas, or groups of antennas, in the wireline domain to increase the rate available to wireless users. We a receiver each antenna or group of antennas attached to an access port to the wireline network. There are two options for processing, in the wireline domain, the streams from different access ports. The first option is to take the streams and combine them at a single processing node, as shown in Figure 1 .a. If the access ports are not co-located, then the wireline infrastructure will have to support several streams concurrently. A second option, which is illustrated in Figure  1 .b, is to have distributed processing among access ports. That option requires a single stream to travel over any portion of the wireline infrastructure. We do not consider here the issue of hardware cost comparisons between having a few centralized processing nodes and many distributed processing nodes. We rates need to be sent in the wireline domain.
Little attention has been paid to how the use of several receivers affects resource management in the wireline domain. The main reason is that resources in the wireline domain generally do not suffer from the same drawbacks as wireless resources, for instance fading, power limitations and stringently limited consider the issue of what data bandwidth. However, wireline resources are not free and must be used judiciously. The purpose of this paper is to investigate how wireline resources may be preserved while obtaining all the benefits of combining the signals &om several receivers. We consider capacity, i.e. maximum achievable rate, and show that, for a simple additive Gaussian noise (AWGN) channel model, distributed processing, which requires less use of bandwidth in the wireline domain, is equally as effective as centralized processing.
In Section 11, we present the problem in terms of signals in the wireless and wireline domain. In Section 111, we show that capacity for distributed and centralized processing is the same There has been much research in the area of optimal combining of antennas, or of selecting the best antenna. The capacity of multi-receiver networks with Gaussian noise has been considered in [5,6, 111. The use of multiple antennas has been considered also in fading environments for cellular communications [ 101 and for indoor wireless environments [2] . The use of several receivers has prompted space-time coding schemes for enhancing capacity [7] . A good overview of multi-receiver results in fading channels may be found in [l]. Note that we do not consider the interesting issue of multiple sender antennas [8] . The approach we propose is to provide means for obtaining the capacity enhancement provided by multiple antennas while using the wireline resources efficiently. This question becomes important because the model of limited bandwidth in the wireless domain and unlimited bandwidth in the wireline domain is overly simplistic. Let us suppose that each user is received by, on average, two receivers, so that some diversity gains from multiple receivers are achieved. Let us suppose, at frst approximation, that all streams in Figure 1 require roughly the same capacity. If the links at access ports are dedicated to carrying signals to and from processing nodes, then the wireline infrastructure will have to be built with double the capacity required if only one stream was present at ~y time. If access ports are connected to a network which bears other traffic, then, for some portion of the network before the processing node, each wireless user will require in the wireline domain-roughly twice as much rate as it is actually getting. Ifmore receivers are added, then even more rate will be used up in the wireline domain, with all the associated costs. In the case where the wireline domain does not have very large bandwidth, then sending streams from several access ports to a single processing node, as in Figure 1 .a, may rapidly cause congestion. Thus, provisioning rate in the wireless domain can be hampered by the fact that multi-receiver schemes may congest the wireline link. Our discussion motivates us to consider the model of Figure 1 .b and to pose the question of whether such a model can yield the same capacity as that of Figure 1 .a.
CAPACITY OF DISTRIBUTED VS CENTRALIZED PROCESSING
We may illustrate our approach with a simple example. Let us consider just three wireless receivers. We first discuss coding in the wireless domain to accommodate the use of one or many of the access nodes in the wireline domain. Each receiver receives the signal, X, sent over bandwidth W by a unique mobile user with average energy constraint E. The signal is corrupted only by AWGN, which is independent for the three receivers and has spectral density No. We assume the noise has the same energy for the two receivers but is independent at the receivers. In that case, using well-known results for systems with multiple antennas, we know that capacity, i.e. maximum achievable rate, can be achieved by maximum likelihood ratio (MLR) combining. In this case, capacity can be obtained as
and appropriate coding allows this rate to be approached arbitrarily well. In the case where only one of the receivers is available, however, a simple WGN-style code, which yielded a rate near capacity when the two users were present, will no longer yield the new capacity, which is
2 A multi-resolution code, such as would be used for acheving capacity in broadcast channels, can be used to achieve rates in some region which has R and R' as endpoints [3,4]. Note that, when the S N R is very high, then both rates are basically equal.
The above example shows that achievable rates with multiple antennas depend on whether we are considering that all antennas are available or that some of the antennas may or may not be available. While we have simply looked at the rate available to one user, we also must consider the number of users. Let us now consider that, instead of allowing each antenna receiver to place the entire signal it received onto the wireline link through its access port, it only places that portion which is a new contribution. Consider again our simple example with three receivers. If each receiver simply transmits in the wireline domain independently of whether the other receiver was also active, then each receiver places R' in the optical domain. If the SNR is high, then 2R', basically three times the rate necessary to transmit R, is used. Thus, the number of users is divided by 3 without providing a real difference in rate to each user. A simple technique is to allow only one active receiver to send, which corresponds to selecting the best receiver.
In order to obtain the benefit from having several receivers, it is not always sufficient to select just one. In particular, in the case of low-rate users, who may not have high SNRs, reaping the benefit of having several receivers will not be possible unless each receiver places its contribution in the wireline domain. For low rate users, having three receivers instead of one yields important benefits. Thus, using the same method for users at different rates may not be efficient. For low-rate users, having each receiver transmit is close to optimal. Note that these low-rate users may be very important and therefore cannot be neglected. Figure 2 shows the set-up we consider: 3 access ports, each of which receives its signal from a single antenna. Each antenna receives the same user over an AWGN channel. All channels have the same power AWGN and the noises, denoted Ni for receiver i, are IID. Let us consider that access port 1 sends signal XI to access port 2, where X1 is the maximum likelihood (ML) estimate of X from Y. Because of our AWGN channel XI is also the minimum mean square error (MMSE) estimate and the linear least square error (LLSE) estimate of X from YI. We have that X -Y E .The ' E + N , W E NOW E+NoW error of this estimate has variance 0 = . Note that transmission of XI in the wireline domain is equivalent to transmission of Y I in the wireline domain. At access port 2, we generate the ML estimate X2 of X from Y2 and X1, i.e. Y1. The error on this estimate has variance EN0 W and is Gaussian. Note We have shown that the same maximum mutual information is obtained with MLR or distributed processing. However, if we are interested in capacity, we must also consider what type of coding, if any, can be used to achieve a rate which is arbitrarily close to the time average maximum mutual information with distributed processing. Fortunately, the channel model we obtain both for MLR and distributed estimation is the following:
where N has variance (3 3' . Thus, a random code yielding a WGN signal for X will achieve capacity for either MLR or distributed estimation. Hence, the coding performed in the wireless domain is not affected by how estimation is performed in the wireline domain.
Iv.
NUMERICAL RESULTS.
We can illustrate the benefits o f distributed processing versus centralized processing. Over the wireline, we consider that communications have very low noise, so we consider that the rate needed to transmit data is the data rate. The first measure we consider is the ratio of the maximum required rates. In terms of Figure 2 , the benefit is the ratio between the wireline domain rate required to transmit X3 and that required to transmit Y1, Y2 and Y3. For n receivers, each with the same S N R , this benefit may be expressed as:
Another measure is the ratio of the total rates. Each total rate is the sum, over all links, of the rate used over each link. This expression is: Figures 3 and 4 show plots of b(n) and b'(n) for n from 1 to 8
and SNRs ranging from 1 to 10, with the curves increasing with the SNR parametrization.
V.
CONCLUSIONS REFERENCES
We have shown that, for mutually independent AWGN channels with known noise variance, obtaining the benefits from several antennas may not require the overhead in wireline bandwidth associated with conventional techniques. Several research issues stem from this fact. The first one is how well coding designed for a particular set of antennas will work when a different set of antennas, possibly a subset of the original set of antennas, is available. Moreover, we assumed that the channel is AWGN and that the noise power at each antenna is known apriori. 
