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Abstrakt 
Práce se zabývá inteligencí roje, přesněji inteligencí částicových hejn. Stručně popisuje problematiku 
optimalizace a některé optimalizační techniky. Částí práce je rešerše variant optimalizačních 
algoritmů na bázi částicových hejn. Jednotlivé algoritmy jsou matematicky popsány, také jsou 
uvedeny jejich výhody popřípadě nevýhody oproti klasickému algoritmu PSO. Druhá polovina práce 
popisuje algoritmus mQPSO a vytvořenou modifikaci mQPSOPC. V rámci práce jsou na několika 
testech porovnány výsledky obou algoritmů s výsledky dosaženými jiným evolučním algoritmem. 
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Abstract 
This work deals with swarm intelligence, strictly speaking particle swarm intelligence. It shortly 
describes questions of optimization and some optimization techniques. Part of this work is recherché 
of variants of particle swarm optimization algorithm. These algorithms are mathematically described. 
Their advantages or disadvantages in comparison with the basic PSO algorithm are mentioned. The 
second part of this work describes mQPSO algorithm and created modification mQPSOPC. 
Described algorithms are compared with each other and with another evolution algorithm on several 
tests. 
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1 Úvod 
Pomocí umělé inteligence se optimalizační úlohy většinou řeší tak, že je na daný problém aplikován 
určitý postup (algoritmus), jehož sekvenční provádění vede k vyřešení úlohy. Jednotlivé kroky tohoto 
algoritmu jsou navrženy tak, aby se výpočetní proces neustále přibližoval k nalezení správného 
řešení. 
Rojová inteligence však pracuje na jiném principu, který je inspirován chováním společenství 
zvířat (především hmyzu). Daný problém je řešen pomocí více jednoduchých prvků, které se 
navzájem buď přímo nebo nepřímo ovlivňují. Chování těchto prvků je navrženo tak, aby i bez 
centrálního řízení umožnilo vznik složitějšího chování. Pokud jsou tyto jednotky správně navrženy, 
jejich vzniklé kolektivní chování převyšuje svými schopnostmi pouhé sjednocení schopností 
jednotlivých prvků. 
Mezi hlavní výhody systémů založených na rojové inteligenci je jejich robustnost a flexibilita. 
Tedy jsou schopny pokračovat i při selhání některých jednotek a jsou schopny pracovat i za měnících 
se podmínek. Další předností je také poměrně snadná implementace daná jednoduchou architekturou 
jednotek. 
Kapitola 2 popisuje podstatu optimalizace a optimalizačních problémů. Dále uvádí obecný  
princip optimalizačních technik. Kapitola 3 představuje samotný algoritmus optimalizace na bázi 
částicových hejn. Je zde uveden detailní matematický popis algoritmu PSO a jeho binární verze. Také 
je zde popsáno několik podobných algoritmů.  Kapitola 4 popisuje jednotlivé varianty algoritmu PSO. 
Tyto kapitoly byly převzaty ze semestrálního projektu a doplněny o další informace. 
Kapitola 5 je zaměřena na dynamické optimalizační problémy. Podrobně se zabývá jejich 
návrhem a implementací. V 6. kapitole jsou popsány prováděné experimenty a srovnání výsledků 
těchto experimentů s výsledky vybraných optimalizačních algoritmů. Poslední kapitola 7 stručně 
popisuje přínos celé práce, komentuje dosažené výsledky a uvádí některé náměty pro další možné 
zkoumání v této oblasti. 
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2 Optimalizace 
Úkolem optimalizace je určení hodnot množiny parametrů úlohy, tak aby byly splněny podmínky 
optimálnosti řešení [1]. Optimalizace je velmi důležitá v mnoha oblastech lidské činnosti, například 
ve fyzice, chemii, ekonomii či strojírenství. Vědci využívají optimalizační techniky při práci 
s nelineárními křivkami a aproximaci modelů. Využívá se při maximalizaci produkce, minimalizaci 
nákladů nebo například pro zásobování a přerozdělování zdrojů. Některé tyto problémy lze popsat 
lineárními modely, jiné však pouze nelineárními modely. Tyto nelineární optimalizační problémy 
jsou pro řešení velmi složité. 
Nejjednodušeji se optimalizační problém vyjadřuje jako minimalizace (nebo maximalizace) 
dané účelové funkce f(x):A→R. Úkol minimalizace funkce f je ekvivalentní maximalizaci funkce –f, 
proto se nadále v textu nerozlišují. 
2.1 Optimalizační techniky 
V literatuře lze nalézt velké množství metod, které za určitých podmínek řeší optimalizační problémy 
[2]. Tyto metody rozlišujeme dle prohledávaného prostoru ( ) a účelové funkce f. 
Nejjednodušší technikou je lineární programování, které uvažuje lineární funkci f a množinu A 
omezenou pouze pomocí lineárních rovnic a nerovnic. Obecně však účelová funkce, omezující funkce 
nebo obě mají v sobě nelinearitu. To zvyšuje důležitost optimalizační techniky zvané nelineární 
programování, která je výzkumníky pro řešení problémů velmi využívána. 
nRA ⊆
Jelikož je nelineární programování velmi rozsáhlá oblast, odborníci jej dělí na několik případů. 
Poměrně dobře prozkoumanou oblastí je lineárně omezené programování, kde omezující podmínky 
jsou určeny lineárně. Pokud je navíc účelová funkce kvadratická, je tento optimalizační problém 
nazýván kvadratické programování.  
Optimalizační úlohy jsou deterministicky definované se všemi známými parametry, ale 
ve skutečnosti téměř vždy některé parametry neznáme. Proto bylo vytvořeno stochastické 
programovaní, které do formulace problému zavádí pravděpodobnostní distribuční funkce 
jednotlivých proměnných. Nejobecnější stochastická technika se nazývá dynamické programování. 
Ačkoli je matematicky dokázáno, že metoda dynamického programování najde optimální řešení, má 
také několik nevýhod. V mnoha případech je totiž vyřešení algoritmu dynamického programování 
nemožné. Dokonce i numerické řešení potřebuje ohromující množství výpočetního výkonu, které 
roste exponenciálně s počtem dimenzí problému. Tyto omezující podmínky vedou k tomu, že 
algoritmus má malou schopnost předpovědi a nalezené řešení je suboptimální. Navíc stupeň složitosti 
stoupá ještě víc pokud se z roviny konečných problémů přesuneme do roviny nekonečných problémů. 
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Řešením těchto problémů by mohly být na inteligenci založené výpočetní techniky, jako např. 
genetické algoritmy nebo optimalizace na bázi částicových hejn (PSO). Genetický algoritmus je 
vyhledávací technika používaná v informatice a strojírenství k nalezení přibližného výsledku 
optimalizačního problému. Genetické algoritmy představují zvláštní třídu evolučních algoritmů, které 
využívají techniky inspirované evoluční biologií jako dědičnost, mutaci, přirozený výběr a křížení. 
Ačkoli dokáží rychle najít dobré řešení i pro velmi složité problémy, mají také několik nedostatků. 
Pokud není fitness funkce dobře definovaná, může mít genetický algoritmus tendenci konvergovat do 
lokálního optima namísto globálního. Dále nedokáží dobře pracovat s dynamickými daty a pro 
některé optimalizační problémy dávají, za stejný výpočetní čas, horší výsledky než jednodušší 
optimalizační algoritmy. 
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3 Optimalizace na bázi částicových hejn 
PSO je evoluční výpočetní technika vyvinuta Eberhartem a Kennedym v roce 1995, která je 
inspirovaná sociálním chováním ptačích a rybích hejn. Tato metoda má své kořeny jak v umělé 
inteligenci či sociální psychologii, tak i v počítačových vědách a inženýrství. PSO využívá populace 
částic, které prolétají prohledávaným prostorem problému určitou rychlostí. V každém kroku 
algoritmu je tato rychlost pro každou částici určena individuálně, a to podle nejlepší pozice částice a 
nejlepší pozice částic v jejím okolí v dosavadním průběhu algoritmu. Nejlepší pozice částic se určí za 
pomocí uživatelem definované fitness funkce. Pohyb každé částice přirozeně směřuje k optimálnímu 
řešení nebo k řešení blízkému optimu. V angličtině používaný výraz „swarm intelligence“ 
(inteligence roje) vychází z nepravidelného pohybu částic v prohledávaném prostoru, připomínající 
spíše pohyb komárů než ryb nebo ptáků.  
PSO je na inteligenci založená výpočetní technika, která není příliš ovlivňována velikostí 
nebo nelinearitou problému a dokáže konvergovat k optimálnímu řešení i tam, kde většina 
analytických metod selhává. Navíc má PSO výhody i oproti jiným podobným optimalizačním 
technikám, jako např. genetickým algoritmům. Je jednodušší na implementaci a nastavuje se u něj 
méně parametrů simulace. Každá částice si pamatuje svoji předchozí nejlepší hodnotu a nejlepší 
hodnotu svých sousedů, proto má efektivnější práci s pamětí než genetický algoritmus. Také účinněji 
udržuje rozmanitost v populaci, protože částice využívají informace od nejlepší částice ke svému 
zlepšení, kdežto u genetického algoritmu nejslabší řešení zanikají a pouze ty nejlepší zůstávají do 
další iterace. To vede k populaci jedinců, kteří jsou velmi podobní tomu nejlepšímu. 
3.1 Podobné algoritmy 
3.1.1 Celulární automaty (CA) 
Dá se říci, že ve skutečnosti je PSO jistým rozšířením celulárních automatů. Hejno částic lze 
reprezentovat jako buňky, jejichž stav se mění na mnoho místech najednou. Společné výpočetní 
atributy PSO a celulárních automatů jsou následující. Všechny částice (buňky) jsou aktualizovány 
paralelně. Každá nová hodnota částice (buňky) závisí pouze na její předchozí hodnotě a na předchozí 
hodnotě jejích sousedů. Všechny aktualizace se dějí podle stejných pravidel. 
3.1.2 Optimalizace pomocí mravenčí kolonie (ACO) 
Je to jeden z algoritmů založených na rojové inteligenci [3]. Byl vyvinut Marcem Dorigem v roce 
1992. Je to pravděpodobnostní technika pro řešení výpočetních problémů, které jdou převést na 
hledání správných cest v grafu. Je inspirovaná chováním mravenců, kteří hledají cestu od mraveniště 
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k potravě. Ve skutečnosti se na počátku mravenci náhodně procházejí. V momentě kdy najdou jídlo, 
se s ním vrátí do mraveniště, přičemž za sebou zanechávají feromonovou stopu. Pokud nějaký 
mravenec na tuto feromonovou stopu narazí, vydá se raději podle ní, než aby chodil náhodně. Pokud 
na ní nalezne jídlo, tak se po ní neustále vrací a tím tuto feromonovou stopu zesiluje. Časem se však 
začne feromonová stopa vypařovat, čímž ztrácí svou atraktivitu. Čím je tedy trasa delší, tím déle trvá 
mravenci přejít ji celou tam i zpět a tím pádem je více času na odpaření feromonu. Naopak kratší 
cesty jsou procházeny rychleji, a protože je nová vrstva feromonu pokládána rychleji než se stačí 
vypařit, jeho intenzita zůstává vysoká. Takže když jeden z mravenců nalezne krátkou cestu 
z mraveniště k potravě, tedy dobré řešení, ostatní mravenci toto řešení následují, což teoreticky vede 
k tomu, že na konci algoritmu všichni mravenci chodí po stejné cestě. Vypařování feromonů také 
pomáhá zabránit tomu, aby řešení konvergovalo k lokálnímu optimu. Pokud by k vypařování vůbec 
nedocházelo, cesty nalezené prvními mravenci by byly pro ostatní příliš atraktivní. Mravenci by 
procházely pouze tyto cesty, nevytvářely by nové a tedy by byl prohledávaný prostor řešení omezen. 
Idea algoritmu mravenčí kolonie je napodobovat toto chování simulovanými mravenci, kteří se 
prochází grafem reprezentujícím řešený problém. Tento algoritmus má oproti simulovanému žíhání 
nebo genetickému algoritmu výhodu v tom, že graf se může dynamicky měnit. Algoritmus mravenčí 
kolonie totiž může běžet nepřetržitě, protože se dokáže změnám přizpůsobit v reálném čase. 
3.1.3 Stochastické rozptýlené prohledávání (SDS) 
Další z metod rojové inteligence, která je založena na populaci a porovnávání vzorů. Byla 
představena v roce 1989 Johnem Markem Bishopem. Tato metoda je vhodná pro optimalizační 
problémy, které lze rozdělit na několik dílčích nezávislých problémů (účelových funkcí) [4].  
Populace je tvořena agenty, kde každý agent prosazuje nějakou hypotézu. Ta je iterativně 
testována výpočtem náhodně zvolené dílčí účelové funkce, které je parametrizována agentovou 
hypotézou. Informace o úspěšnosti hypotéz si agenti mezi sebou osobně předávají, čímž jsou 
rozptýleny napříč celou populací. Časem se agenti dohodnou na jediné hypotéze, která představuje 
kvalitní řešení daného problému.   
3.1.4 Umělá včelí kolonie (ABC) 
Algoritmus byl představen roku 2005 Dervisem Karabogou [5, 6]. Využívá tří skupin včel, 
pracujících, dívajících se a zvědů. Možné řešení optimalizovaného problému je reprezentováno jako 
zdroj potravy, kvalita tohoto řešení (fitness) je dána množstvím nektaru. Náhodná možná řešení 
problému tvoří populaci a jejich počet je roven počtu pracujících včel. Na začátku algoritmu každá 
pracující včela letí ke svému zdroji potravy, prozkoumá jeho okolí a vybere to místo kde je nejvíc 
nektaru. S touto zapamatovanou pozicí letí zpět do hnízda, kde „zatančí“. Každá dívající se včela si 
na základě těchto tanců vybere jeden zdroj potravy a letí k němu. Opuštěné zdroje potravy, kam 
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žádná včela neletěla, jsou nahrazeny novými zdroji, které objevili zvědi. Nejlepší zdroj potravy je 
zaznamenán. To se opakuje dokud tento nejlepší zdroj nesplňuje požadavky na řešení problému. 
Algoritmus umělé včelí kolonie kombinuje lokální prohledávací metody (reprezentovány 
pracujícími včelami) a globální prohledávací metody (zvědi), ve snaze udržet v rovnováze proces 
vyhledávání a proces využívání.  
3.2 Základní princip PSO 
Každé možné řešení daného problému lze reprezentovat jako částici, která se pohybuje 
prohledávaným hyperprostorem. Pozice každé částice je dána vektorem xi a její pohyb je dán 
rychlostí vi. 
( ) ( ) ( )tvtxtx iii rrr +−= 1  .       (3-1) 
Informace dostupná každé částici je založena na její vlastní zkušenosti a znalosti chování 
ostatních částic v jejím okolí. Protože důležitost těchto dvou faktorů se může měnit, je vhodné, aby na 
každý z nich byla aplikována jiná náhodná váha. Rychlost částice se pak určí následovně 
( ) ( ) ( )( ) ( )( )111 2211 −−⋅⋅+−−⋅⋅+−= txprandctxprandctvtv igiiii rrrrrr ,  (3-2) 
kde c1 a c2 jsou kladná čísla a rand1 a rand2 jsou náhodná čísla v rozmezí 0-1. 
Z rovnice aktualizace rychlosti částice (3-2) je patrné, že se skládá ze tří hlavních částí. První 
část ( ( 1−tvi )r ) se nazývá setrvačnost. Představuje snahu částice pokračovat v původním směru 
pohybu. Tento parametr může být násoben nějakou váhou. Další částí rovnice je přitažlivost 
k nejlepší nalezené pozici dané částice pi, hodnota fitness funkce na této pozici se značí pbest. Tato 
přitažlivost je násobena náhodnou váhou 11 randc ⋅  a nazývá se pamětí částice. Poslední třetí částí 
rovnice je přitažlivost k nejlepší nalezené pozici jakékoliv částice pg, odpovídající hodnota fitness 
funkce se značí gbest. Tato přitažlivost je opět násobena náhodnou váhou  a nazývá se 
sdílenou informací, nebo též společnou znalostí. 
22 randc ⋅
 
obrázek 3-1: Vektorové znázornění aktualizace pozice částice. 
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 Sam
1. jna. Každé částici je přiřazena náhodná pozice v prohledávaném 
3. současná 
4. Nalezení částice s nejlepší fitness funkcí. Tato hodnota je označena za gbest a její poloha 
6. 
et iterací algoritmu nebo není nalezena dostatečně dobrá 
ce. 
u jednotlivé částice od sebe odděleny a 
veškeré informace jsou shromažďovány v hlavním jedinci. 
otný algoritmus PSO lze shrnout následovně: 
Inicializace he
hyperprostoru. 
2. Pro každou částici je vypočítána hodnota fitness funkce. 
Porovnání současné hodnoty fitness funkce částice s její pbest. Pokud je 
hodnota lepší, je označena za pbest a do pi je uložena současná poloha částice. 
za pg. 
5. Aktualizace pozic a rychlostí částic dle rovnic (3-1) a (3-2). 
Opakování kroků 2-5 dokud nejsou splněny podmínky ukončení. Tedy dokud není 
dosažen maximální poč
hodnota fitness funk
3.2.1 Topologie 
PSO může fungovat se dvěma základními druhy sousedství. Je to buď globální sousedství, při kterém 
jsou částice přitahovány k nejlepšímu nalezenému řešení z celého roje. To si lze představit jako plně 
propojenou síť, kde má každá částice přístup ke všem informacím (viz obrázek 3-2(a)). Druhou 
možností je lokální sousedství, kde jsou částice přitahovány k nejlepšímu řešení vybíraného pouze 
z jejich bezprostředních sousedů. U tohoto přístupu existují dvě nejčastější varianty. Jedná se 
o kruhovou topologii (viz obrázek 3-2(b)), kde je každá částice propojena se dvěma sousedy, nebo 
o centralizovanou topologii viz (obrázek 3-2(c)). Zde jso
 
obrázek 3-2: Topologie rojů. 
Předpokládá se, že plně propojená síť konverguje k řešení rychleji, avšak může uváznout 
v lokálním optimu. Zatímco přístup s omezeným sousedstvím má větší šanci nalézt optimální řešení 
ale pomaleji. Dále se předpokládá, že nejlepších výsledků by měl dosahovat roj s von 
Neumannovskou topologií (viz obrázek 3-2(d)). 
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3.2.2 Nastavení parametrů 
Při implementaci PSO je třeba mít na zřeteli několik předpokladů, aby byla zajištěna konvergence 
algoritmu a nedošlo k tzv. explozi roje. Mezi tyto předpoklady patří maximální rychlost částic, 
správné nastavení konstant pro přitažlivost (zrychlení) a nastavení setrvačnosti. 
Při každém kroku algoritmu je každé částici vypočítána rychlost pro každý rozměr 
hyperprostoru řešení. Jelikož je rychlost částice náhodná proměnná, může nabývat jakýchkoliv 
hodnot a částice se tak může pohybovat chaoticky. Aby k tomu nedocházelo je vhodné nastavit dolní 
a horní limit rychlosti částice. Tyto limity je nutno nastavovat empiricky v závislosti na řešeném 
problému. Pokud by maximální povolená rychlost částice byla příliš vysoká, částice by mohly 
přeskakovat dobrá řešení. Naopak, pokud by byla příliš nízká, byl by pohyb částic omezen, 
algoritmus by konvergoval velmi pomalu a nikdy by nemuselo být nalezeno optimální řešení. 
Výzkum naznačuje, že nejlepším řešením je dynamicky se měnící maximální rychlost (vmax). 
( Nxxv /minmaxmax − )= ,       (3-3) 
kde N je uživatelem zvolený počet intervalů v daném rozměru, xmax a xmin je maximální a 
minimální hodnota souřadnic dosud nalezených částicemi. 
Akcelerační konstanty c1 a c2 řídí pohyb částic směrem k nejlepší pozici částice, respektive 
k nejlepší celkové pozici. Nízké hodnoty těchto konstant omezují pohyb částic, zatímco vysoké 
hodnoty mohou vést k divergenci algoritmu. Bylo provedeno několik experimentů s jedinou částicí 
v jednorozměrném prostoru. V tomto případě byla akcelerační konstanta uvažovaná jako jediná, 
protože nejlepší pozice částice i celého roje je stejná. Tedy ϕ = c1 + c2. Pro nízké hodnoty ϕ měla 
trajektorie charakter sinusoidy. Při vyšších hodnotách se začaly objevovat cyklické trajektorie a při 
hodnotách vyšších než 4 mířila dráha částice do nekonečna. Po zavedení náhodných vah rand1 a 
rand2, zamezujících cyklickému opakování dráhy částic, lze obecně říci, že vhodná velikost 
akcelerační konstanty je právě 4. Tedy c1 + c2 = 4, nebo-li c1 = c2 = 2. Samozřejmě c1 a c2 nemusí 
mít stejnou velikost, opět záleží na řešeném optimalizačním problému. 
Zkušenosti ukázaly, že i když jsou maximální rychlost a akcelerační konstanty správně 
nastaveny, může i tak dojít k explozi roje. V současnosti existují dvě metody snažící se tento problém 
řešit, omezující faktor a konstanta setrvačnosti. 
První z metod je omezující faktor, což je konstanta, kterou se násobí pravá strana rovnice 
aktualizace rychlosti částice (3-2). Tato konstanta (χ) se používá pokud je nastaveno c1 + c2 > 4. 
Vypočítá se jako: 
  
ϕϕϕ
χ
⋅−−−
=
42
2
2
.       (3-4) 
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Výsledná rovnice aktualizace rychlosti se pak zapíše: 
( ) ( ) ( )( ) ( )( ){ }111 2211 −−⋅⋅+−−⋅⋅+−⋅= txprandctxprandctvtv igiiii rrrrrr χ .  (3-5) 
Obecně omezující faktor zlepšuje konvergenci částic tím, že tlumí oscilaci částic, jakmile se 
zaměří na nejlepší pozici v oblasti. Nevýhodou je, že částice nikdy nemusí konvergovat, pokud jejich 
nejlepší pozice pi je příliš vzdálena od celkové nejlepší pozice hejna pg.  
Druhá metoda pracuje s parametrem, který násobí pouze setrvačnost ( ( 1−tvi )r ) a ne celou 
pravou stranu jako omezující faktor. Tento parametr se značí ϕic. A rychlost částice se v tomto 
případě vypočítá jako: 
( ) ( ) ( )( ) ( )( )111 2211 −−⋅⋅+−−⋅⋅+−⋅= txprandctxprandctvtv igiiiici rrrrrr ϕ .  (3-6) 
Konstanta setrvačnosti může být implementována jako konstantní, nebo se může měnit 
v průběhu algoritmu. Tento parametr v podstatě kontroluje detailnost prohledávání prostoru 
optimalizačního problému. Na počátku algoritmu je tato konstanta nastavena na vyšší číslo (obvykle 
0,9), takže částice se pohybují rychleji a tedy rychleji konvergují ke globálnímu optimu. Jakmile je 
nalezena optimální oblast, tato váha se nastaví na nižší (obvykle 0,4). Tím je zvětšena detailnost 
prohledávání což napomáhá nalezení opravdového optima. Nevýhodou je, že jakmile je jednou tato 
váha snížena, roj ztrácí schopnost prohledávat nové oblasti. To může vést k uváznutí v lokálním 
optimu. 
3.3 Binární PSO 
V tomto specifickém případě PSO, může každá částice nabývat binárních hodnot TRUE = 1 nebo 
FALSE = 0. V souladu se sociálním přístupem PSO, lze pravděpodobnost rozhodnutí částice pro 1 
nebo 0 zapsat následovně: 
( ) ( ) ( )( )gdidididid pptVtXfXP  , ,1 ,11 −−== .    (3-7) 
V tomto modelu je pravděpodobnost, že d-tý bit i-té částice nabude hodnoty 1, funkcí 
předchozího stavu tohoto bitu a mírou sklonu částice k zvolení si 1 nebo 0. Tento sklon je odvozen od 
individuálního a společného chování částic. Proto pravděpodobnost ( )1=idXP  nepřímo závisí i na 
pid a pgd. Vid si lze představit jako práh pravděpodobnostní funkce, a proto by se jeho hodnota měla 
pohybovat v rozmezí 0-1. Toho lze dosáhnou díky sigmoidální funkci. 
  ( ) ( )idid VVsig −+= exp1
1
.       (3-8) 
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Pak namísto klasické rovnice aktualizace pozice částice definuje pravděpodobnostní rovnici: 
( ) ( )
⎩⎨
⎧ <=
jinak0
 jestliže1 id id
id
Vsig
tX
ρ
,      (3-9) 
kde ρid je náhodné číslo z rozsahu 0-1. 
Tato funkce je iterativně vyhodnocena pro všechny dimenze d a všechny částice i. Rovnice pro 
aktualizaci rychlosti částic v binárním hejnu je definována následovně: 
( ) ( ) ( )( ) ( )( )111 2211 −−⋅⋅+−−⋅⋅+−= tXprandctXprandctVtV idgdidididid .        (3-10) 
Tato funkce odpovídá klasické funkci aktualizace rychlosti částic (3-2), bez modifikací jako je 
omezující faktor nebo konstanta setrvačnosti. Avšak tyto modifikace, stejně jako většina ostatních, 
jsou aplikovatelné i na binární PSO. 
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4 Varianty algoritmu PSO 
4.1 Hybridní PSO 
Přirozeným vývojem algoritmu PSO byly pokusy zkombinovat jej s jinými evolučními výpočetními 
technikami. Mnoho autorů zkouší začlenit do PSO algoritmu výběr, mutaci, křížení a diferenciální 
evoluci. Hlavním cílem je zvýšení pestrosti populace, buď pomocí samo přizpůsobujících se 
parametrů, jako je omezující faktor, akcelerační konstanty nebo konstanta setrvačnosti, a nebo tím že 
zabráníme částicím, aby se pohybovaly příliš blízko u sebe. Výsledkem těchto snah bylo vytvoření 
následujících algoritmů. 
4.1.1 Kombinace genetického algoritmu a PSO (GA-PSO)   
Tento algoritmus kombinuje výhody rojové inteligence a mechanismů přirozeného výběru, tak že 
zvyšuje počet dobře hodnocených částic, tím že v každém kroku algoritmu snižuje počet špatně 
ohodnocený částic. Nejen že lze měnit prohledávané oblasti za pomoci pbest a gbest parametrů, ale je 
možné i skákání mezi oblastmi díky mechanismu výběru. To vede ke zvýšení rychlosti konvergence 
celého algoritmu. 
Jedním z možných přístupů jak vylepšit algoritmus PSO je aplikace reprodukce, která 
u náhodně zvolených částic mění jak poziční vektor, tak vektor rychlosti. Například takto: 
( ) ( ) ( ) ( )
( ) ( ) ( )( ) ( )( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )( ) ( )( ) ( ) ,
,1
,
,1
21
2
211
122
21
1
211
211
vparentvparent
vparent
vparentvparentvchild
xparentpxparentpxchild
vparentvparent
vparent
vparentvparentvchild
xparentpxparentpxchild
+⋅+=
⋅−+⋅=
+⋅+=
⋅−+⋅=
   (4-1) 
kde p je náhodné číslo z rozsahu 0-1, parent1,2(x) reprezentuje poziční vektor náhodně 
zvolených částic, parent1,2(v) představuje odpovídající vektor rychlostí těchto částic a child1,2(x) a 
child1,2(v) jsou potomci genetického procesu. 
Takto vzniklými částicemi se pak nahradí částice s nízkou hodnotou fitness funkce. 
4.1.2 Kombinace evolučního programování a PSO (EPSO) 
Evoluční PSO přidává nejen mechanismus výběru, ale také schopnost parametrů se samo přizpůsobit. 
Jednou z možností je například zavedení turnajového výběru používaného v evolučním 
programování. Rovnice aktualizace zůstávají stejné jako v klasické verzi PSO. Nejprve se vypočítá 
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hodnota fitness funkce všech částic. Pak je každá částice porovnána s n náhodnými částicemi a 
započítá se jí bod pokaždé, když je hodnota její fitness funkce větší. Poté je populace seřazena podle 
tohoto skóre. Současná pozice a rychlost horší poloviny částic je nahrazena hodnotami lepší poloviny, 
avšak není nahrazena jejich nejlepší známá pozice. Tedy v každém kroku algoritmu je horší polovina 
částic přesunuta na pozice lepší poloviny s tím, že si zachovají svoji paměť. 
Rozdíl mezi tímto přístupem a původním PSO algoritmem je v tom, že je kladen větší důraz na 
exploatační fázi algoritmu. Díky tomu je globální optimum nalezeno mnohem důsledněji. Rámcově 
lze algoritmus EPSO popsat takto: 
• každá částice je r-krát zkopírována 
• každé částici jsou mutací změněny váhy 
• z každá částice je vytvořeno potomstvo, dle rovnice pohybu částice 
• každý potomek je ohodnocen fitness funkcí 
• nalezení nejlepších částic, které přežijí do další generace, turnajem 
Rovnice pro polohu částic je nezměněna, rovnice pro aktualizaci rychlosti je: 
( ) ( ) ( )( ) ( )( )
.
,111
*
*
2
*
31
*
2
*
1
randww
txprandwtxprandwtvwtv
ikik
igiiiiiii
⋅+=
−−⋅⋅+−−⋅⋅+−⋅=
τ
rrrrrr
 (4-2) 
Celková nejlepší nalezená pozice je také změněna mutací: 
randpp gg ⋅′+= τ* ,        (4-3) 
 kde τ a τ´ jsou učící parametry, které mohou být konstantní nebo se dynamicky měnit a wik 
jsou strategické váhy (konstanty zrychlení a setrvačnosti). 
4.1.3 Kombinace diferenciální evoluce a PSO 
Operátor diferenciální evoluce lze pro zlepšení původního PSO použít dvojím způsobem. Lze jej 
aplikovat na nejlepší nalezenou pozici částice, tak aby neuvízla v lokálním optimu (DEPSO), nebo na 
nalezení optimálních vah algoritmu (C-PSO). 
V předchozích uvedených algoritmech se váhy algoritmu (ϕic, c1, c2) určují systémem pokus 
omyl. Kompositní PSO (C-PSO) je algoritmus, který využívá diferenciální evoluci pro řešení tohoto 
problému nastavení vah. Lze jej popsat následovně: 
1. Inicializace proměnné t (aktuální krok algoritmu) na 1. Nastavení maximálního počtu 
kroků T. Vygenerování náhodného hejna částic, tj. pozic částic x(0) a jejich rychlostí v(0). 
Vygenerování parametrů X = (ϕic, c1, c2), jejichž počet je roven velikosti populace. 
2. Vypočítání v(t) a x(t) podle vzorců (3-6) a (3-1) pro každé X. Ohodnocení každé částice 
fitness funkcí. 
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3. Aplikace operátorů diferenciální evoluce (mutace, křížení a výběru) na X. Nahrazení 
X nejlepším vytvořeným X*. Tento krok se může několikrát opakovat. 
4. Opakování kroků 2 a 3, dokud není dosaženo podmínek zastavení algoritmu (dostatečně 
kvalitní řešení, maximální počet iterací). 
4.2 Adaptivní PSO 
Dalšími možnými vylepšeními algoritmu je například aplikace fuzzy logiky, Q-learningu nebo použití 
druhého PSO pro nalezení optimálních vah prvního PSO, řešícího daný optimalizační problém. 
Dalším problémem, který je nutno řešit je nalezení optimální velikosti populace hejna a také zvolení 
vhodné velikosti sousedství. 
Tento problém by měl řešit index zlepšení, využívající fitness funkci částice i v čase t, f(xi(t)): 
( ) ( )( ) ( )( )( )( )0
0
txf
txftxf
x
i
ii
i
−=δ .       (4-4) 
Dále je definovaný práh zlepšení, což je limit minimálního přijatelného zlepšení. Existují tři 
pravidla adaptivní strategie, pro velikost hejna, pro velikost sousedství a pro setrvačnost. I když 
částice projevuje dostatečné zlepšení, ale je nejhorší ve svém okolí, je odstraněna. Naopak pokud 
neprojevuje dostatečné zlepšení, ale je nejlepší ve svém okolí, je vytvořena nová částice. Tím se 
reguluje velikost hejna. Pokud je částice nejlepší ve svém okolí, ale dostatečně se nezlepšuje, je 
patrné, že potřebuje více informací, a proto by se mělo zvětšit její sousedství. Pokud se však zlepšuje 
dostatečně, nemusí kontrolovat tolik ostatních částic, a proto lze velikost jejího sousedství zmenšit. 
Čím větší je zlepšení částice, tím menší okolí je potřeba prohledat a tím menší by měla být 
setrvačnost této částice. Opačně pokud je zlepšení částice nedostatečné, tím větší by měla být její 
rychlost a tedy i setrvačnost. 
Z tohoto principu vychází PSO založené na třídách (SBPSO). V této metodě je populace 
rozdělena na několik tříd podle podobnosti částic. V každé třídě je jedna nejlepší dominantní částice, 
tzv. semeno. V každém kroku algoritmu jsou nalezena tato semena a označena jako nejlepší částice 
v okolní skupině částic. To na konci algoritmu vede k nalezení několika lokálních optim, z kterých je 
vybráno to nejlepší a označeno za hledané globální optimum. 
4.3 PSO v komplikovaném prostředí 
4.3.1 Víceúčelové  PSO (MOPSO) 
Víceúčelové optimalizační problémy sestávají z více cílů, kterých je nutno dosáhnout současně. 
Jedním z možných řešení těchto problémů je shrnutí všech cílů do jediné účelové funkce s váhami, 
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které jsou konstantní nebo dynamicky se měnící. Hlavním problémem tohoto přístupu je, že ne vždy 
je možné nalézt správně vyváženou funkci. Navíc je někdy nutné nalézt vhodný kompromis mezi 
jednotlivými cíli, tedy Pareto optimální řešení. 
V poslední době bylo představeno několik MOPSO algoritmů založených na Paretově optimu. 
V těchto algoritmech je hlavním problémem výběr správných nejlepších individuálních hodnot částic 
(pbest) a hodnotu nejlepší částice (gbest) tak, aby zaručovaly konvergenci algoritmu do nejslibnější 
Paretovy oblasti a zároveň byla zachována rozmanitost populace. Tento výběr lze provést dvojím 
způsobem. Buď náhodně nebo podle nějakého algoritmu, který nevyužívá náhody, například Paretovy 
klasifikace, metody sigma nebo podúrovňového stromu. 
Jednou z metod řešící víceúčelové optimalizační problémy je PSO s dynamickým sousedstvím 
(DN-PSO). V tomto algoritmu se cíle rozdělí do dvou množin, cíl skupiny (F1) a optimalizační cíl 
(F2). Přičemž toto rozdělení je libovolné. V každém kroku si každá částice definuje své okolí tak, že 
si spočítá vzdálenost k ostatním částicím a zvolí si M nejbližších sousedů. Vzdálenost mezi částicemi 
je spočítána jako rozdíl v hodnotách fitness funkce první skupiny účelových funkcí. Poté je 
v takovémto sousedství nalezena částice s nejlepší hodnotou fitness funkce druhé skupiny účelových 
funkcí. 
Další metodou je vektorově ohodnocené PSO (VEPSO), které je založeno na principu 
vektorově ohodnoceného genetického algoritmu (VEGA). V algoritmu VEPSO je pro prohledávání 
prostoru řešení použito dvou a více hejn. Každé hejno je ohodnocováno dle jedné účelové funkce, 
přičemž si mezi sebou vyměňují informace. Díky informacím získaným z jiných hejn se upravuje 
trajektorie částic. Ty potom směřují k bodu Paretova optima. Rovnice aktualizace rychlosti pro       
M-účelovou funkci pak může být definována takto: 
( ) ( ) ( )( ) ( )( ){ }111 ][22][11][][][][ −−⋅⋅+−−⋅⋅+−⋅⋅= txprandctxprandctvtv ijgijijijicjji ϕχ , 
(4-5) 
kde index j představuje číslo hejna, index i odpovídá číslu částice v hejně. 
Tento algoritmus je možno snadno implementovat na paralelních počítačích, v tom případě se 
pak algoritmus nazývá paralelní VEPSO. 
4.3.2 Práce s omezeními v PSO 
Skutečné optimalizační problémy často obsahují různá omezení, která vymezují prohledávaný prostor 
řešení na nějakou vhodnou malou oblast. Způsoby jak nakládat s těmito omezeními jsou dva. Jednou 
z možností je zahrnout tato omezení do fitness funkce. Druhou možností je řešit omezení a fitness 
odděleně.  
Výhodou druhého přístupu je, že nezavádí do PSO algoritmu další proměnné a navíc není počet 
ani formát těchto omezení nijak omezen. Základní rovnice pro aktualizaci pozice a rychlosti zůstávají 
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nezměněny. Poté co je částici vypočítána nová pozice, ověří se, zda tato pozice patří do přípustného 
prostoru řešení. Pokud ne, tak je částice buď znovu inicializována, nebo přesunuta na její nejlepší 
známou pozici pi, nebo se počítá dál i s tímto nepřípustným řešením, ale neaktualizuje se hodnota 
pbest. Nevýhodou této metody je problém s řešením optimalizačních úloh, které mají velmi malou 
oblast přípustných řešení. 
4.3.3 PSO v dynamických úlohách  
Klasický optimalizační algoritmus založený na bázi částicových hejn se ukázal při řešení statických 
optimalizačních úloh jako velmi efektivní. Avšak tato metoda už nemusí být tolik efektivní pro řešení 
dynamických systémů, kde se optimální hodnota rychle mění. Proto byly vytvořeny přizpůsobivé 
modifikace PSO algoritmu. Tyto modifikace pracují jak s náhodným přenastavením částic, tak 
s dynamicky se měnícími parametry samotného PSO algoritmu. 
V literatuře se vyskytují dvě metody pro rozpoznání změny prostředí, měnící se gbest hodnota a 
stálá gbest hodnota. První metoda v každém kroku algoritmu vypočítá hodnotu fitness funkce pro pg. 
Pokud pg odpovídá stále stejné částici, ale hodnota fitness funkce se liší od gbest, pak lze předpokládat, 
že se systém dynamicky změnil. Protože však tento předpoklad nemusí nutně platit pro všechny 
dynamické systémy, existuje druhá metoda, která sleduje pozice dvou nejlepších částic hejna. Pokud 
se totiž jejich pozice za určitý počet iterací nezmění, algoritmus předpokládá, že nalezl optimum. 
Existuje řada způsobů, jak se s těmito dynamickými změnami systému vypořádat. Například náhodně 
přenastavit určitý počet částic (10%, 50%, 100% populace), reinicializovat některé částice, náhodně 
měnit pg a gbest, nebo kombinace předchozích způsobů. 
Jiným algoritmem pro dynamické systémy je PSO s malou velikostí populace (SPPSO). Tento 
algoritmus využívá populace pěti a méně částic, které se každých N kroků znovu vygenerují. Všechny 
částice, kromě nejlepší, jsou nahrazeny. Navíc jsou částicím předány hodnoty pi a pbest, aby byla 
zachována paměť algoritmu. 
4.4 Další varianty PSO 
4.4.1 Gaussovo PSO (GPSO) 
Klasický PSO algoritmus provádí vyhledávání uprostřed mezi globální a lokální nejlepší pozicí. 
Způsob jakým je toto prohledávání prováděno, stejně jako konvergence hejna do optimální oblasti, 
závisí na tom, jak jsou nastaveny parametry algoritmu. Pro odstranění této slabiny byla pro řízení 
pohybu částic do PSO implementována Gaussova funkce. V této variantě PSO již není potřebná 
konstanta setrvačnosti. Akcelerační konstanty jsou nahrazeny náhodným číslem z Gaussova 
rozložení.  
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Rovnice aktualizace rychlosti je pak definována jako: 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ),
,11
,111
12
11
θRandtvtv
CrandwhentptpCGRandtv
CrandwhentptpCGRandtv
gi
gi
⋅=
≤−−−⋅⋅=
>−−−⋅−⋅=
   (4-6) 
kde ( ) ( )11 −−− tptp gi  je vzdálenost mezi globální a lokální nejlepší pozicí, pokud jsou oba 
body shodné, je nastavena na 1, C1 je konstanta v rozmezí 0-1. Představuje důvěru v globální nejlepší 
pozici. C2 je opět konstanta v rozmezí 0-1. Stanovuje bod mezi pg(t) a pi(t), který je jejich 
směrodatnou odchylkou, GRand(y) je náhodné číslo z Gaussova rozložení se směrodatnou odchylkou 
y, rand je náhodné číslo mezi nulou a jedničkou z rovnoměrného rozložení a Rand(θ) je náhodný 
vektor s velikostí jedna, úhel je mezi nulou a 2π. 
Díky této modifikaci je převážně prohledávána oblast mezi lokální a globální nejlepší pozicí. 
Čím jsou si tyto pozice blíže, tím menší je směrodatná odchylka, a tím se prohledávané oblasti 
přibližují. 
4.4.2 Rozptýlené PSO (DPSO) 
DPSO pro zlepšení algoritmu PSO zavádí do modelu zápornou entropii, což vytváří rozptýlené 
struktury, které zabraňují předčasné stagnaci algoritmu. Negativní entropie dává rychlosti částice 
dodatečnou náhodnost takto: 
( ) maxVrandvthencrandIf iv ⋅=< ,     (4-7) 
kde cv a rand jsou náhodná čísla v rozmezí 0-1. 
Stejným způsobem je přidána náhodnost pozice částice 
  ( ) ( )ulRandxthencrandIf il ,=< ,     (4-8) 
kde Rand(l,u) je náhodné číslo v rozmezí daném dolním limitem l a horním limitem u. 
Náhodnost dodaná negativní entropií zabraňuje algoritmu dospět do stavu rovnováhy. 
Samoorganizace rozptýlených struktur společně s vrozenou nelineární interakcí částic v hejně vede 
k trvalému kolísání řešení. 
4.4.3 PSO s pasivním shromažďováním (PSOPC) 
Pasivní shromažďování je jedna z možností jak zabránit uváznutí algoritmu PSO v lokálním optimu a 
navíc zlepšuje přesnost a rychlost jeho konvergence. Zahrnutím pasivního shromažďování do 
algoritmu PSO se změní rovnice aktualizace rychlosti částice na: 
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( ) ( ) ( )( ) ( )( )
( )( ),1        
111
33
2211
−−⋅⋅+
−−⋅⋅+−−⋅⋅+−⋅=
txXrandc
txprandctxprandctvtv
i
igiiiici ϕ   (4-9) 
kde c3 je koeficient pasivního shromažďování a X je náhodně zvolená částice z hejna. 
 
obrázek 4-1: Aktualizace pozice částice u algoritmu PSOPC. 
Bohužel zatím není zjištěno nakolik tato metoda zlepšuje chování algoritmu, ani jaká je vhodná 
velikost koeficientu pasivního shromažďování. 
4.4.4 Rozpínavé PSO (SPSO) 
Schopnost konvergence algoritmu za přítomnosti lokálních optim je jedním z hlavních problémů 
optimalizačních technik. Může se stát, že řešení uvázne v lokálním optimu, u kterého započalo 
prohledávání prostoru řešení. Proto bylo vyvinuto rozpínavé PSO, které je zaměřeno na nalezení 
opravdového globálního optima. 
Tato metoda přidává do konceptu PSO techniky ohybu, rozpínání a odpuzování. První dvě 
techniky provádí transformaci účelové funkce tím, že do ní zahrnují již nalezené optima. Poslední 
technika zaručuje, že se částice nebudou pohybovat směrem k již nalezeným optimům. Díky tomu se 
algoritmus dokáže vyhnout již nalezeným řešením a tedy má větší šanci nalézt globální optimum 
účelové funkce. 
( ) ( ) ( ) ( )( )( )1sgn1 +−⋅−+= xfxfxxxfxG γ ,               (4-10) 
( ) ( ) ( ) ( )( )( ) ( )( )( )xGxG
xfxfxGxH −
+−⋅+= µγ tanh
1sgn
2 ,                         (4-11) 
kde γ1, γ2, a µ jsou náhodně zvolené kladné konstanty. 
Uvedené rovnice provádí dvoufázovou transformaci fitness funkce. První transformace (4-10) 
mění fitness funkci f(x) na funkci G(x) tím, že eliminuje všechna lokální minima, která jsou větší než 
f( x ), kde x  představuje právě nalezené lokální minimum. Druhá transformace (4-11) roztahuje 
sousedství x a přiřazuje větší funkční hodnoty bodům v tomto rozšiřujícím se sousedství. 
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4.4.5 Spolupracující PSO (CPSO) 
Tato metoda využívá spolupráci více hejn částic k významnému zlepšení základního PSO algoritmu. 
Každé z používaných hejn optimalizuje jinou část vektoru řešení. Stejně jako u kooperativního 
koevolučního genetického algoritmu (CCGA) je prohledávaný prostor jasně rozčleněn rozdělením 
vektoru řešení na několik menších vektorů. Na tomto principu pracují dva algoritmy, CPSO-S a 
CPSO-H. 
U CPSO-S je hejno n-rozměrných vektorů rozděleno na n hejn jedno-rozměrných vektorů. 
Každé hejno se pak snaží optimalizovat jednu část vektoru řešení. Pro ohodnocení jednotlivých částic 
se používá mechanismus důvěrného předání. Výhodou CPSO-S algoritmu je, že současně je 
modifikována pouze jedna část. Tudíž je možno vytvořit mnoho kombinací pomocí různých částic 
z různých hejn. Tím je zajištěno podrobné prohledávání a přitom i zvýšení rozmanitosti populace. 
PSO algoritmus má větší šanci uniknout z lokálního optima zatímco CPSO-S má rychlejší 
konvergenci. Algoritmus CPSO-H kombinuje tyto dva přístupy tak, že nejprve provede jeden krok 
CPSO-S algoritmu a poté jeden krok PSO algoritmu. 
Dalším možným přístupem ve spolupracujících PSO algoritmech je konkurenční PSO 
(CONPSO). Tento algoritmus používá dvou hejn, které konkurenčně prohledávají prostor řešení. Tato 
dvě hejna si však často vyměňují informaci o nejlepší nalezené pozici. Tyto přístupy lze také 
kombinovat. Například vytvořením algoritmu, který používá dvě konkurenční hejna, která 
prohledávají prostor pomocí algoritmu CPSO-S nebo CPSO-H. 
4.4.6 PSO s úplným učením (CLPSO) 
V této úpravě PSO algoritmu [7] je rovnice pro aktualizaci rychlosti částice změněna na: 
( ) ( ) ( )( )11 )(1 −−⋅⋅+−⋅= txpbestrandtvtv did dfidiicdi ϕϕ ,                 (4-12) 
kde d je index rozměru a fi(d) definuje které částice pbest má částice i následovat. 
 
obrázek 4-2:Aktualizace pozice částice u algoritmu CLPSO. 
Pro každou dimenzi d částice i je vygenerováno náhodné číslo. Pokud je toto číslo větší než 
hodnota pravděpodobnosti učení této částice (Pci), pak bude částice následovat své vlastní pbest, viz 
obrázek 4-2 (a). Jinak bude následovat pbest jiné částice, viz obrázek 4-2 (b). Tato částice se určí 
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turnajem, a to tak, že se nejprve náhodně vyberou dvě částice z hejna a použije se ta částice, jež má 
větší hodnotu pbest. Aby bylo zajištěno, že se částice učí jen z dobrých příkladů a nesměřují špatným 
směrem, je učení umožněno až po předem daném počtu iterací algoritmu m. 
Parametry φ, Pc a m se v algoritmu CLPSO musí vyladit. Parametr Pc je vhodné nastavit pro 
každou částici jinak a tím zajistit, že částice mají různou schopnost detailního prohledávání. Výhodou 
tohoto přístupu je, že všechny částice jsou potencionálními vůdci hejna. Tím je snížena šance 
uváznutí v lokálním optimu. Navíc je zvýšena rozmanitost populace díky tomu, že v každém rozměru 
je jako vzor použita jiná částice. 
4.4.7 Kvantové PSO (QSO) 
Kvantová částicová optimalizace vychází z atomového modelu. V tomto modelu jsou však orbity 
elektronů nahrazeny kvantovým mračnem. Jedná se v podstatě o pravděpodobnostní distribuční 
funkci určující, kde se během měření elektron nalézá. Měření můžeme nazývat  evaluací. Kvantové 
částice se potom náhodně nalézají v hyperkouli o poloměru rcloud, se středem v globálním optimu pg. 
 
obrázek 4-3: Aktualizace pozice částice algoritmu QSO. 
Rychlost těchto částic se nebere v úvahu a rovnice aktualizace pozice částice je velmi 
jednoduchá: 
( ) ( )cloudi rBtx ∈r .                  (4-13) 
Tyto částice nejsou odpuzovány od ostatních částic ani nejsou ničím přitahovány. Proto se 
tento algoritmus nepoužívá samostatně, ale slouží pro podrobné prohledávání prostoru kolem 
globálního optima, nalezeného jinou variantou PSO algoritmu.  
4.4.8 Kombinace PSO a QSO (QPSO) 
Jak bylo uvedeno v předchozí podkapitole 4.4.7, kvantová optimalizace na bázi částicových hejn se 
obvykle nepoužívá samostatně, ale jako doplněk jiného prohledávacího algoritmu PSO. Využití QSO 
může být dvojí. Buď lze QSO použít pro podrobné prohledávání okolí nejlepšího řešení nalezeného 
klasickým PSO, či některou z jeho variant. V této aplikaci je nejprve nalezeno hrubé optimum a poté 
se kolem něj vytvoří kvantové mračno o malém poloměru rcloud, které může optimum nalézt přesněji. 
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Druhou možností jeho využití je sledování optima v dynamických úlohách [8]. V tomto případě 
algoritmus pracuje tak, že je hejno rozděleno na dvě části (nemusí být stejné velikosti). Jedna část je 
tvořena normálními částicemi, tj. částicemi chovajícími se dle rovnic  (3-5) a (3-1). Druhá část je 
tvořena kvantovými částicemi. Tyto hejna pracují souběžně, normální částice hledají optimum funkce 
a kvantové částice sledují jeho pohyb v čase. Pokud se optimum pohne o menší vzdálenost než je 
rcloud, je pravděpodobné, že toto nové řešení bude pokryto kvantovým mračnem. To vede k tomu, že 
tento algoritmus najde nové řešení v dynamických úlohách rychleji než jiné varianty PSO algoritmu. 
 
obrázek 4-4: Algoritmus QPSO, plné kruhy představují kvantové  
částice, prázdné kružnice představují normální částice. 
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5 Implementace PSO pro dynamické 
úlohy (mQPSOPC) 
Některé přístupy k řešení dynamických úloh byly již zmíněny v podkapitole 4.3.3. Jinou možností 
řešení dynamických problémů je spolupráce více hejn částic. To může být provedeno buď rozdělením 
vícedimenzionálního problému na n jednodimenzionálních, kde každé hejno optimalizuje jednu část 
vektoru řešení (CPSO), nebo všechna hejna optimalizují stejnou úlohu, soutěží mezi sebou a 
vyměňují si informace (CONPSO).  Tyto přístupy jsou popsány v podkapitole 4.4.5. 
Posledním přístupem je vícerojový PSO (mPSO), který využívá více rojů k prohledávání a 
sledování lokálních optim. Toto řešení je podrobněji popsáno v následující kapitole. 
5.1 Popis algoritmu mQPSO 
Tento algoritmus vychází z kvantového PSO [9]. Hlavní ideou je rozdělení populace částic na několik 
menších spolupracujících rojů. Vícerojový přístup spočívá v tom, že jeden roj zůstává v blízkosti 
lokálního optima, zatímco zbytek populace pokračuje v prohledávání prostoru. V ideálním případě se 
pak kolem každého lokálního optima vyskytuje jeden roj a sleduje jeho dynamický vývoj. Z těchto 
lokálních optim se pak jednoduše určí optimum globální. Ovšem jednoduché rozdělení hejna na 
několik menších není efektivní, pokud tato mini hejna spolu nekomunikují. V tomto algoritmu jsou 
zahrnuty dva způsoby spolupráce, exkluze a anti-konvergence. Navíc každé hejno je tvořeno dvěma 
typy částic, normálními a kvantovými. Každé hejno pak pracuje dle algoritmu popsaného 
v podkapitole 4.4.8. 
Pokud je hejno rozděleno na několik menších, může se stát, že se více hejn usadí kolem 
jednoho lokálního optima. To je velmi nežádoucí, jelikož hlavní ideou vícerojového přístupu je, že 
každý roj prohledává jiné optimum. Proto je velmi důležitá rozmanitost mezi jednotlivými hejny. 
Toho lze dosáhnout pomocí odpuzování mezi částicemi z různých hejn. Avšak teoreticky by se mohlo 
stát, že by hejna uvázla v rovnováze kolem optima, vzájemně by se odpuzovala a nikdy by optima 
nedosáhla. 
Aby k tomuto nedocházelo, byla zavedena exkluze, tedy jednoduché soutěžení rojů. Pokud se 
více rojů nachází kolem jednoho lokálního optima, je roj s lepší hodnotou fitness funkce zachován a 
ostatní roje jsou přeinicializovány. Aby se jednoduše určilo, zda-li jsou hejna blízko sebe, je zaveden 
nový parametr poloměr exkluze rexcl. Exkluzi lze tedy označit jako lokální interakci mezi hejny a 
vzdálenost mezi těmito hejny by měla být menší než poloměr exkluze. Tedy: 
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gdlgdkexcl ppr ,       (5-1) 
kde pg je globální optimum hejna, k a l jsou indexy částic hejna a n je počet dimenzí. 
Jelikož exkluze slouží k tomu, aby bylo kolem každého optima pouze jedno hejno je optimální 
velikost parametru rexcl závislá na počtu optim a velikosti prohledávaného prostoru. Předpokládaná 
optimální hodnota se určí na základě vztahu: 
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kde X je maximální rozměr jedné dimenze, d je počet dimenzí a p je počet lokálních optim. 
Pokud je počet hejn menší než počet možných lokálních optim a všechna tato hejna 
konvergovala, systém ztrácí svou schopnost prohledávání prostoru. Pokud by se totiž jedno 
z lokálních optim, které není sledováno žádným z hejn, dynamicky změnilo v globální optimum, nebo 
by dokonce vzniklo nové lokální optimum, systém by tuto změnu nezaznamenal a globální optimum 
nenašel. Proto byl zaveden nový operátor anti-konvergence. 
V případě že všechna hejna zkonvergovala, je hejno s nejhorší hodnotou fitness funkce 
přeinicializováno. Operátor anti-konvergence tak zajišťuje, že existuje alespoň jedno hejno, které 
hledá nová řešení. To zda hejno zkonvergovalo se určí pomocí nového parametru poloměr 
konvergence rconv. Pokud je velikost hejna (tj. největší vzdálenost mezi dvěmi částicemi hejna) větší 
než tento poloměr, ještě stále konverguje. Velikost hejna S se vypočítá jako: 
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kde k a l jsou indexy částic hejna a n je počet dimenzí. 
 Anti-konvergence je tedy interakce mezi hejny v globálním měřítku, protože informace o tom 
zda hejno zkonvergovalo je šířena mezi všechna hejna. 
Samotný algoritmus mQPSO se, poté co je inicializován, skládá ze čtyř částí. Nejprve jsou 
vypočítány lokální a globální maxima, potom jsou provedeny testy exkluze a anti-konvergence a 
nakonec jsou aktualizovány pozice částic. V závislosti na výsledku testů exkluze a anti-konvergence 
může být tato aktualizace pozic provedena podle rovnic (3-5), (3-1) a (4-13), podle typu částice, nebo 
reinicializací celého hejna. Z toho vyplívá, že pro aktualizaci rychlosti částice se využívá operátoru 
omezující faktor. Ve zkratce se dá algoritmus mQPSO popsat takto: 
1. Inicializace – každé částici je přiřazena náhodná pozice v prohledávaném prostoru a 
náhodný vektor rychlosti. 
2. Ohodnocení – pro každou částici v každém hejnu je vypočítána hodnota fitness 
funkce. 
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3. Nalezení pbest – porovnání současné hodnoty fitness funkce částice s její pbest. Pokud 
je současná hodnota lepší, je označena za pbest a do pi je uložena současná poloha 
částice. 
4. Nalezení gbest – nalezení částice s nejlepší fitness funkcí pro každé hejno. Tato 
hodnota je označena za gbest a pozice této hodnoty pg. 
5. Test exkluze –  porovnání gbest každých dvou hejn, zda se nenacházejí přiliž blízko 
sebe podle rovnice (5-1). Pokud ano, je horší z nich určeno k reinicializaci. 
6. Test anti-konvergence – provádí se jen pokud není žádné hejno určeno 
k reinicializaci. Pokud všechna hejna zkonvergovala, je hejno, jehož hodnota gbest je 
nejhorší, určeno k reinicializaci. 
7. Aktualizace pozic částic – pokud není hejno určeno k reinicializaci jsou normální 
částice aktualizovány dle rovnic  (3-5) a (3-1) a kvantové částice dle rovnice (4-13).  
8. Opakování kroků 2-7 dokud nejsou splněny podmínky ukončení. Tedy dokud není 
dosažen maximální počet iterací algoritmu nebo dokud není předčasně ukončen. 
5.2 Návrh modifikace mQPSOPC 
Navrhnutá modifikace původního algoritmu spočívá ve spojení vícerojového kvantového PSO 
(mQPSO) a PSO s pasivním shromažďováním (PSOPC) na výsledný algoritmus mQPSOPC. Jak bylo 
uvedeno v podkapitole 4.4.3 algoritmus PSOPC zvyšuje diverzitu hejna a tím snižuje šanci, že 
algoritmus uvázne v lokálním optimu. Vůči původnímu algoritmu PSOPC je modifikována rovnice 
aktualizace rychlosti částice. V souladu s algoritmem mQPSO byl zachován parametr omezující 
faktor a vypuštěna setrvačnost. Teoreticky je možné použít obě tyto varianty omezení rychlosti částic, 
ale není to příliš vhodné. V navržené modifikaci má rovnice pro aktualizaci rychlosti částice tvar: 
( ) ( ) ( )( ) ( )( ){
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konstanta χ se vypočítá podle vztahu (3-4), kde ϕ = c1 + c2 + c3. 
Tato modifikace byla zvolena vzhledem k tomu, že v dynamických optimalizačních úlohách je 
základní rovnice aktualizace rychlosti částic nepostačující. Problém spočívá v paměti částic, která 
přitahuje částice k nejlepším známým řešením. Tato řešení však v dynamicky se měnícím prostředí již 
nemusí být ta nejlepší. Částice jsou tak přitahovány do míst, kde už optimum nemusí ležet. Proto byl 
přidán třetí parametr, přitažlivost k náhodné částici, aby byla tato nevýhoda potlačena. 
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Jinou možností, jak tento problém řešit, je mazání paměti částic po každé změně prostředí. 
Ovšem detekce změny prostředí může být v některých úlohách problematická. Navíc se prostředí 
může měnit velmi často a paměť částic by tak byla naprosto nevyužita. 
5.2.1 Struktura programu 
Pro implementace programu DynamicPSO byla jako programovací jazyk zvolena Java a k jeho 
tvorbě bylo využito vývojové prostředí NetBeans IDE 6.0.1. Program se skládá z těchto osmi 
zdrojových souborů: 
Main.java 
Toto je soubor vygenerovaný vývojovým prostředím. Pouze se v něm vytváří objekt třídy 
PSOJFrame. 
PSOJFrame.java 
Zde je implementováno grafické rozhraní programu. Načítají se zde parametry simulace pomocí 
metod GetInitPSOValue a GetInitMPValue. Zároveň je v těchto metodách ošetřeno, zda jsou 
parametry správně zadány a zda jsou jejich hodnoty v dovoleném rozmezí. 
 
 
obrázek 5-1: Uživatelské rozhraní programu. 
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MyThread.java 
Implementace vlákna ve kterém se spouští simulace. Obsahuje metody run a stopp, dále je využívána 
metoda stop třídy Thread. 
ResultsWindow.java 
V tomto souboru je implementováno okno pro zobrazování výsledků simulace. Jedná se o další část 
grafického rozhraní programu. 
 
 
obrázek 5-2: Okno s výsledky simulace. 
Simulation.java 
Tento soubor je hlavním souborem programu. Vytváří se zde pole hejn třídy Swarm a tato hejna jsou 
inicializována (metoda SimulationInit). Hlavně je zde implementovaný algoritmus, který je popsán 
v podkapitole 5.1 (metoda SimulationStart). Také jsou odtud posílány hodnoty oknu s výsledky. 
Swarm.java 
Implementace samotného hejna. To je složeno z částic tříd NormalParticle a QuantumParticle. 
V tomto souboru je taktéž implementována interakce mezi částicemi hejna a zjištění globálního 
optima nalezeného hejnem (metoda GBestActualization) a také určení zda hejno zkonvergovalo 
(metoda Converged). 
NormalParticle.java 
Implementace normálních částic algoritmu mQPSOPC. Obsahuje metody pro aktualizaci pozice 
částice (PositionUpdate) a pro zjištění nejlepší známe pozice částice (ActualizeBestFitnes). 
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QuantumParticle.java 
Implementace kvantových částic algoritmu mQPSOPC. Obsahuje stejné metody jako třída 
NormalParticle. Pouze rovnice pro aktualizaci pozice částice je odlišná. 
5.2.2 Ovládání programu 
Hlavní okno programu (viz obrázek 5-1) si lze pro jednodušší popis ovládání rozdělit na tři části. 
První část označená jako „DYNAMIC PSO“ slouží pro zadání parametrů prohledávacího algoritmu 
mQPSOPC. Vždy za názvem parametru následuje závorka, ve které je uveden povolený rozsah 
hodnot. Písmeno „n“ označuje, že daný parametr nemá danou horní hranici. Jsou zde pole pro zadání 
počtu hejn a pro počet normálních a kvantových částic v jednom hejně. Následují pole pro zadání 
maximální rychlosti částic, pole pro zadání parametrů c1, c2 a c3. Pro úplnost, parametr c1 představuje 
přitažlivost k nejlepší pozici částice, parametr c2 přitažlivost k nejlepší částici a parametr c3 
přitažlivost k náhodné částici hejna. Dalšími nastavitelnými parametry jsou omezující faktor, poloměr 
exkluze, poloměr mračna kvantových částic a poloměr anti-konvergence. Všechny parametry lze 
zadat jako desetinné číslo v anglickém formátu, tj. oddělené tečkou. Pouze parametry počet hejn, 
počet normálních a počet kvantových částic vyžadují celé číslo. 
Druhou částí, která je označena „MOVING PEAKS“, je zadávání parametrů úlohy 
s pohybujícími se vrcholy. Těmito parametry jsou počet vrcholů, počet dimenzí funkce, počet 
evaluací po kterých se funkce změní, maximální změna pozice vrcholu při změně funkce, minimální a 
maximální šířka, minimální a maximální výška, maximální změna šířky při změně funkce a 
maximální změna výšky při změně funkce. Také je zde přepínač pro zadání typu funkce. Opět lze 
všechny parametry zadat jako desetinné číslo, kromě počtu vrcholů, dimenzí a evaluací, ty vyžadují 
celočíselnou hodnotu. 
Poslední část nemá žádné označení, ale lze ji nazývat ovládáním simulace. Skládá se ze čtyř 
tlačítek, pole pro zadání počtu iterací programu a volby zda se mají výsledky zobrazovat během 
simulace nebo až po jejím skončení. Ovládacími tlačítky jsou „START“, kterým se spustí simulace 
dle zadaných parametrů. Tlačítkem „STEP“ lze simulaci krokovat. Tlačítko „STOP“ slouží 
k pozastavení simulace. Po jeho stisknutí lze tlačítky „START“ a „STEP“ pokračovat v simulaci se 
starými hodnotami parametrů. Tlačítko „RESET“ slouží k přenastavení parametrů. Je nutné ho 
stisknout vždy, když chceme spustit simulaci s novými hodnotami. 
Po spuštění simulace se objeví okno s výsledky simulace (viz obrázek 5-2). Výsledky simulace 
se pak začnou buď ihned kontinuálně zobrazovat a nebo se zobrazí až po skončení simulace, 
v závislosti na tom zda je políčko „Continuous results“ zaškrtnuto nebo ne. Pokud se výsledky 
nezobrazují, není simulace zdržována jejich překreslováním a proběhne rychleji. V tomto okně se 
zobrazuje počet proběhlých iterací programu, poslední nejlepší hodnota fitness, poslední průměrná 
hodnota fitness, nejlepší dosažená hodnota fitness a nejlepší dosažená průměrná hodnota fitness. 
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Následuje současná hodnota globálního optima a zda-li bylo tohoto optima v průběhu simulace 
dosaženo. Jako poslední je zobrazována nejdůležitější hodnota, tj. velikost offline chyby. Po stisku 
tlačítka „RESET“ toto okno opět zmizí. Kliknutím na křížek se ukončí celá aplikace. 
5.3 Ilustrační Java applety 
V rámci této diplomové práce byly naimplementovány čtyři ilustrační Java applety znázorňující různé 
varianty PSO algoritmu. Při jejich navrhování byla inspirace čerpána z několika již hotových appletů 
dostupných na internetu [10, 11, 12]. 
 
 
obrázek 5-3: Applet znázorňující PSO v dynamických úlohách. 
Všechny applety mají podobný vzhled jako znázorňuje obrázek 5-3. První applet ilustruje 
klasický algoritmus PSO. Testovací funkcí je kužel, jehož vrstevnicové znázornění je zobrazeno 
oranžovou barvou. Červená barva představuje vrchol kužele, tj. optimum funkce. Částice jsou černé a 
nejlepší z nich je vykreslena zeleně. U algoritmu QPSOPC jsou kvantové částice odlišeny modrou 
barvou. Ovládání je velmi podobné jako u hlavního programu. Tlačítka mají naprosto stejnou funkci. 
Pouze nastavitelných parametrů algoritmu PSO je méně a není zde možnost modifikace 
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optimalizované funkce. Ta je tedy stále stejná. Byl pokus optimalizovat i jiné funkce, např. vlnu nebo 
Michalewitzovu funkci [13], avšak jejich zobrazení ve vrstevnicích je velmi nepřehledné. 
Druhý applet představuje algoritmus PSOPC optimalizující stejnou funkci jako applet první. 
Do ovládání přibylo pouze pole pro zadání parametru c3. Z průběhu simulace je patrné, že tato úprava 
nijak výrazně nezlepšuje chování klasického algoritmu PSO ve statických úlohách. Je možné, že jej 
naopak zhoršuje. 
Třetí applet opět ilustruje klasický algoritmus PSO, který hledá optimum pohybujícího se 
kužele. Právě na tomto demonstračním appletu je zřetelně vidět, jak parametr přitažlivost k nejlepší 
pozici částice zhoršuje chování celého PSO algoritmu v dynamických úlohách.  
Poslední z appletů znázorňuje algoritmus QPSOPC hledající optimum stejné dynamické úlohy 
jako applet třetí. Jedná se o stejný algoritmus jako algoritmus, který je hlavním předmětem této práce. 
Avšak skládá se pouze z jednoho hejna a tudíž odpadá i komunikace mezi hejny. Důvodem této 
úpravy je, že ukázková funkce má pouze jeden vrchol. Kdyby zde bylo více hejn, všechny by 
prohledávaly stejnou oblast, což by vedlo k jejich neustále reinicializaci a tímto i k zhoršování 
výsledků algoritmu. Na této ukázce je opět patrné, že na rozdíl od statických úloh, v dynamických 
optimalizačních úlohách vede přidání pasivního shromažďování k vylepšení výsledků algoritmu PSO. 
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6 Experimenty 
6.1 Úloha s pohybujícími se vrcholy 
Jako testovací úloha pro ověření funkčnosti algoritmů publikovaného mQPSO a vytvořeného 
mQPSOPC byla zvolena úloha s pohybujícími se vrcholy (Moving peaks benchmark). Jedná se 
o úlohu jejíž fitness funkce se v průběhu času mění. Tato úloha sestává z volitelného počtu vrcholů, 
které mění svou výšku, šířku i pozici. Úloha je volně ke stažení na www stránkách [14] a je 
implementována jak v jazyce Java, tak i v jazyce C. Pro tuto práci byla využita verze implementovaná 
v programovacím jazyce Java. Vzhledem k velkému množství volitelným parametrům, reprezentuje 
vlastně tato úloha celou třídu testovacích úloh. 
Tento program sestává z 10 souborů. Hlavní třídou je movpeaks.java. V ní je implementováno 
několik důležitých metod pro komunikaci:  
eval_movpeaks Vrací hodnotu fitness funkce. 
dummy_eval Vrací hodnotu fitness funkce, nezapočítává se jako evaluace. Tedy 
nemá vliv na statistiky. 
change_peaks Provede změnu prostředí. Jinak je změna prostředí prováděna po 
zadaném počtu evaluací. 
get_avg_error Vrací průměrnou chybu. 
get_current_error Vrací současnou chybu. 
get_offline_error Vrací offline chybu. 
get_number_of_evals Vrací počet provedených evaluací. 
6.1.1 Nastavení parametrů 
Jednou z hlavních vlastností Moving peaks benchmarku je množství nastavitelných parametrů funkce. 
Nejdůležitější z nich si zde uvedeme včetně hodnot, které byly nastaveny při všech experimentech. 
 
Parametr Hodnota Popis 
change_frequency 5000 Počet evaluací funkce po kterých dojde k její změně. 
geno_size 5 Počet dimenzí funkce. 
number_of_peaks 5 Počet vrcholů funkce. 
vlength 1 O kolik se maximálně pohne vrchol při změně funkce. 
height_severity 1 O kolik se maximálně změní výška vrcholu při změně funkce. 
width_severity 1 O kolik se maximálně změní šířka vrcholu při změně funkce. 
minheight 30 Minimální výška vrcholu. 
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maxheight 70 Maximální výška vrcholu. 
standardheight 0 Standardní výška vrcholu. Pokud je nastavena na 0, výška vrcholu 
bude náhodná hodnota mezi minheight a maxheight. 
minwidth 1 Minimální šířka vrcholu. 
maxwidth 12 Maximální šířka vrcholu. 
standardwidth 0 Standardní šířka vrcholu. Pokud je nastavena na 0, šířka vrcholu 
bude náhodná hodnota mezi minwidth a maxwidth. 
Peak_Function 1 Typ funkce: 
0 – Standardní funkce, 1 – Kužel, 2 - Koule 
6.1.2 Úpravy kódu 
Bohužel verze úlohy s pohybujícími se vektory implementovaná v jazyce Java neobsahuje 
některé metody nutné pro nastavení všech parametrů. Nejpodstatnějšími parametry, které nejdou 
v původním programu nastavit, jsou minimální a maximální výška vrcholu. Proto bylo nutné tyto 
metody doimplementovat. Také byly doimplementovány další dvě metody. To ovšem způsobuje 
nekompatibilitu tohoto programu s původním benchmarkem. Do souboru movpeaks.java byly 
doimplementovány tyto metody: 
SetMaxHeight Nastavení minimální výšky vrcholu. 
SetMinHeight Nastavení maximální výšky vrcholu. 
SetStdHeight Nastavení standardní výšky vrcholu. 
GetGlobalMax Vrací současnou hodnotu optima. 
6.2 Kritéria optimality 
6.2.1 Off-line chyba 
Standardním kriteriem optimality pro dynamické úlohy je offline chyba (error), která je definovaná 
jako průměr všech chyb dosažených při T evaluacích/iteracích. Jinak řečeno je to průměrná odchylka 
nejlepšího jedince v populaci od optimální hodnoty funkce. 
  ∑
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1_ ,       (6-1) 
kde et’  je nejmenší chyba  v intervalu <τ, t>, T  je celkový počet evaluací/iterací a τ je čas 
poslední změny. 
Tato offline chyba se může uvádět pro konečný čas evoluce T nebo pro průběžný čas t, takže ji 
lze zobrazit graficky. 
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6.2.2 Časový průběh fitness funkce 
Zatímco předchozí offline chyba je globálním parametrem kvality optimalizačního procesu, časový 
průběh chyby nebo fitness funkce podává detailnější grafický náhled o dynamice evoluce. Většinou 
se pro každou generaci vynáší největší dosažená fitness funkce (nejmenší dosažená chyba) v rámci 
aktuální generace. V anglické terminologii se uvádí jako „best of generation“. Jde vesměs o pilovitý 
průběh s s typickým nárůstem chyby po změně. 
 
graf 6-1: Teoretický průběh hodnoty fitness nejlepšího jedince v generaci. 
Jak je patrno z následujícího grafu tento průběh ve skutečnosti vypadá trochu jinak. Hodnota 
fitness neroste hladce, ale spíše osciluje. Také propad při změně funkce není vždy stejný. 
 
graf 6-2: Reálný průběh hodnoty fitness nejlepšího jedince v generaci u algoritmu mQPSO. 
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6.3 Výsledky experimentů 
Při všech testech bylo použito nastavení testovací úlohy jak je uvedeno v podkapitole 6.1.1. 
U algoritmu mQPSO bylo použito stejné výchozí nastavení, jaké najdeme u Blackwella a Brankeho 
[9]. V konfiguraci částic M(N+Nq) reprezentuje M počet hejn, N je počet normálních částic v hejně a 
Nq je počet kvantových částic v hejně. Velikost populace pak je Npop = M·(N+Nq). Anti-konvergence 
byla při většině testů vypnuta, protože počet hejn je stejný jako počet vrcholů testovací funkce. 
Všechny výsledky jsou průměrem z 50 běhů programu. 
Velikost populace Npop 100 
Konfigurace částic  M(N+Nq) 10(5+5) 
Přitažlivost k pi  c1 2,05 
Přitažlivost k pg  c2 2,05 
Omezující faktor  χ 0,729843788 
Poloměr exkluze rexcl 31,5 
Poloměr anti-konvergence rconv 0 
Poloměr kvantového mračna rcloud 1 
Maximální rychlost částic  Vmax 2 
6.3.1 Parametr pasivního shromažďování c3 
Hlavním parametrem algoritmu mQPSOPC, jehož optimální hodnotu bylo nutné určit, je přitažlivost 
k náhodné částici hejna, tj. konstantu pasivního shromažďování c3. Tento parametr je klíčový pro 
další porovnávání původního algoritmu mQPSO s modifikovaným mQPSOPC. 
 
graf 6-3: Vliv parametrů c1,c3 a rychlosti změny funkce na offline chybu. 
Při nastavování parametru c3 se vycházelo z konfigurace algoritmu mQPSO, kde c1 = c2 = 2,05 
a součet těchto parametrů ϕ = c1 + c2 = 4,1. U algoritmu mQPSOPC je ϕ = c1 + c2 + c3. Hodnota c2 
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byla ponechána na 2,05 a zbývajících 2,05 bylo rovnoměrně rozděleno mezi c1 a c3. Nastavení 
parametrů c1 = 2,05 a c3 = 0 odpovídá algoritmu mQPSO. 
Jak ukazuje graf 6-3, je zřejmé, že když se testovací funkce mění poměrně méně často, tj. po 50 
nebo 10 iteracích, má rostoucí parametr c3 zhoršující vliv na offline chybu. Avšak pokud se funkce 
mění častěji, tj. paměť částic již nemá příliš přínosný vliv na jejich chování, parametr c3 chybu 
algoritmu snižuje. Hodnota parametru c3 ale nesmí přesáhnout hodnotu parametru c1, pokud se tak 
stane, chyba se opět začne zvyšovat. 
 
graf 6-4: Vliv parametrů c1 a c3 na offline chybu při funkci měnící se po každé iteraci. 
Při nejrychlejší možné změně, tj. po každé iteraci algoritmu,viz graf 6-4, je zlepšující účinek 
parametru c3 takřka zanedbatelný. Navíc pokusy dokázaly, že při tomto nastavení rychlosti změny je 
nejvýhodnější ponechat parametry c1 i c3 nulové a posílit vliv parametru c2, tedy přitažlivosti 
k nejlepší částici hejna. Teoreticky je ale vhodné ponechat parametru c3 alespoň nějaký vliv, jelikož 
to má příznivé účinky na diverzitu hejna. 
Jako nejlepší nastavení parametrů se jeví c1 = c3 = 1,025. Toto nastavení je použité ve všech 
následujících testech porovnávajících  algoritmy mQPSO a mQPSOPC. 
6.3.2 Konfigurace populace M(N+Nq) 
Dalším experimentem je vliv konfigurace vícerojové populace na offline chybu. Nejprve jsou 
porovnány algoritmy mQPSO a mQPSOPC s výsledky uvedenými v literatuře [9], přičemž testovací 
funkce se  mění po 5000 evaluacích. Poté jsou porovnány oba implementované algoritmy při změně 
funkce po 500 evaluacích. 
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 graf 6-5: Vliv konfigurace populace při změně testovací funkce po 5000 evaluacích. 
Jak ukazuje graf 6-5, algoritmus mQPSOPC dosahuje většinou horších výsledků než původní 
algoritmus mQPSO. Navíc oba algoritmy jsou při větším počtu hejn o hodně horší než výsledky, 
které uvádí Blackwell s Brankem. Největší odchylka od těchto výsledků je při populaci sestávající 
pouze z normálních částic. Při nízkém počtu hejn je dosahováno lepších výsledků než uvádí literatura, 
avšak se snižujícím se počtem hejn se výsledky výrazně zhoršují. Nejlepších výsledků je podle 
předpokladu dosahováno, pokud je počet hejn stejný jako počet vrcholů funkce. 
 
graf 6-6:Vliv konfigurace populace při změně testovací funkce po 500 evaluacích. 
Graf 6-6 ukazuje, že i když je algoritmus mQPSOPC v rychleji se měnícím prostředí lepší než 
mQPSO, při velkém počtu částic v hejně (tedy při malém počtu hejn) je tomu naopak. V tomto testu 
se však výsledky obou algoritmů příliš neliší. 
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6.3.3 Poloměr kvantového mračna rcloud 
Tento test je zaměřen na jediný parametr kvantových částic, tedy na poloměr kvantového mračna. Jak 
je patrné z předchozích grafů, má počet kvantových částic velký vliv na celkové výsledky algoritmů. 
Proto je jeho správné nastavení stěžejní. Předpokladem je, že poloměr kvantového mračna by měl být 
stejně velký jako je největší možný pohyb vrcholu funkce při její změně. Při tomto testu by se také 
měl nejvíce ukázat rozdíl mezi testovanými algoritmy mQPSO a mQPSOPC. Protože pokud je 
parametr rcloud nastaven špatně, je chování algoritmu ovlivněno pouze normálními částicemi. A rozdíl 
mezi testovanými algoritmy spočívá právě ve změně chování normálních částic hejna, konkrétně 
v modifikaci rovnice pro aktualizaci rychlosti částice. 
 
graf 6-7:Vliv parametru rcloud při změně testovací funkce po 5000 evaluacích. 
Jak je patrné, naměřené hodnoty se velmi liší od hodnot uváděných v literatuře. Provedené 
testy ukazují, že algoritmy mQPSO a mQPSOPC jsou mnohem citlivější na správné nastavení 
parametru rcloud, protože při velmi nízkých (ale i vysokých) hodnotách parametru rcloud kvantové 
částice nepřispívají ke zlepšení výsledků algoritmů. Pokud je hodnota příliš nízká, jsou kvantové 
částice příliš blízko vrcholu a nedokáží zachytit jeho pohyb. Naopak pokud je hodnota parametru 
rcloud příliš vysoká, jsou částice rozprostřeny příliš daleko od vrcholu a nalezení jeho nové pozice jim 
trvá dále. 
 
graf 6-8: Vliv parametru rcloud při změně testovací funkce po 500 evaluacích. 
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Při velmi nízkých hodnotách parametru rcloud kdy kvantové částice nemají příliš velký vliv, jsou 
výsledky algoritmu mQPSOPC nepatrně lepší. Z toho vyplívá, že provedená modifikace nemá takový 
účinek jak se předpokládalo. Naopak testy potvrdily, že algoritmy dosahují nejlepších výsledků při 
rcloud = 1, což je hodnota maximální změny polohy vrcholu při změně testovací funkce.  
6.3.4 Poloměr exkluze rexcl 
Exkluze je lokální interakce mezi hejny. Předpokládaná optimální hodnota parametru rexcl se určí dle 
vztahu (5-2) následovně: 
5,31
10
100
2
1
2
1
5
11 =⋅=⋅=
d
excl
p
Xr  
kde X je maximální rozměr jedné dimenze, d je počet dimenzí a p je počet lokálních optim. 
 
graf 6-9: Vliv parametru rexcl při změně testovací funkce po 5000 evaluacích. 
 
graf 6-10: Vliv parametru rexcl při změně testovací funkce po 500 evaluacích. 
Na těchto grafech je názorně vidět, že úspěšnost testovaných algoritmů na parametru rexcl téměř 
vůbec nezávisí. Nejlepších výsledků je sice dosahováno při předpokládané hodnotě 31,5, ale velmi 
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podobných výsledků bylo dosaženo i při hodnotách 1,0 ≤ rexcl ≤ 40. Pouze pokud je exkluze zcela 
vypnuta jsou výsledky testů o poznání horší. 
6.3.5 Poloměr anti-kovergence rconv 
Anti-konvergence je globální interakcí mezi hejny, sloužící k neustálému prohledávání prostoru tak, 
aby byla nalézána nová řešení. Toto je vhodné pouze v případě, že je počet vrcholů testovací funkce 
větší než počet hejn. Proto byl při tomto testu nastaven počet vrcholů na 50. V důsledku této změny 
bylo nutno přepočítat i optimální hodnotu poloměru exkluze dle rovnice (5-2). Vypočítaná hodnota je 
rexcl = 22,9. Předpokládá se, že ideální hodnota poloměru anti-konvergence je stejná jako hodnota 
poloměru exkluze nebo menší. 
 
graf 6-11: Vliv parametru rconv při změně testovací funkce po 5000 evaluacích. 
 
graf 6-12: Vliv parametru rconv při změně testovací funkce po 500 evaluacích. 
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V prvním testu, kdy se testovací funkce mění po 5000 evaluacích, neměla hodnota poloměru 
anti-konvergence, na rozdíl od očekávání, téměř žádný vliv na výsledky. Při změně funkce po 500 
evaluacích dosahovaly oba algoritmy nejlepších výsledků v rozmezí hodnot rconv ∈ 〈0,1〉. Takovýchto 
nízkých hodnot však nemá velikost hejna téměř šanci dosáhnout. Dá se proto říci, že v těchto 
případech je anti-konvergence vypnuta. U algoritmu mQPSOPC dochází k zhoršování výsledků 
později a pomaleji než u algoritmu mQPSO. To je očekávatelné vzhledem k tomu, že operátor 
pasivního shromažďování slouží k zvýšení diverzity hejna, což vede k pomalejší konvergenci 
algoritmu. Výsledkem tohoto experimentu je, že v rychle se měnícím prostředí má parametr anti-
konvergence zhoršující vliv na schopnost algoritmu nalézt globální optimum a hlavně na schopnost 
sledování pohybu tohoto optima. 
6.3.6 Experimenty s počtem vrcholů testovací funkce 
V tomto experimentu byl testován vliv počtu vrcholů testovací funkce na výslednou offline chybu. 
Oba algoritmy byly testovány nejprve s vypnutou anti-konvergencí a poté i s poloměrem anti-
konvergence rconv nastaveným na stejnou hodnotu jako poloměr exkluze rexcl. 
Jelikož je vhodná hodnota poloměru exkluze závislá na počtu vrcholů funkce, musela být tato 
hodnota stanovena pro všechny testované varianty počtu vrcholů dle vztahu (5-2). 
tabulka 1: Hodnoty rexcl pro jednotlivé počty vrcholů: 
p 1 2 5 7 10 20 30 40 50 100 200 
rexcl 50 43,5 36,2 33,9 31,5 27,5 25,3 23,9 22,9 19,9 17,3 
 
 
graf 6-13: Změna offline erroru v závislosti na počtu vrcholů při změně testovací funkce po 5000 
evaluacích. Bez anti-konvergence. 
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 graf 6-14: Změna offline erroru v závislosti na počtu vrcholů při změně testovací funkce po 5000 
evaluacích. S anti-konvergencí. 
Z grafů je patrné, že zavedení anti-konvergence algoritmus mQPSO příliš nezlepšuje. V literatuře je 
uvedeno, že přináší zlepšení pouze při větším počtu vrcholů funkce, což se v testech příliš 
nepotvrdilo. Výsledky algoritmu mQPSOPC se při této konfiguraci díky anti-konvergenci dokonce 
zhoršily. 
 
graf 6-15: Změna offline erroru v závislosti na počtu vrcholů při změně testovací funkce po 500 
evaluacích. Bez anti-konvergence. 
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 graf 6-16: Změna offline erroru v závislosti na počtu vrcholů při změně testovací funkce po 5000 
evaluacích. S anti-konvergencí. 
Při změně testovací funkce po 500 evaluacích má anti-konvergence opět zhoršující vliv na 
výsledky obou algoritmů. Výsledky algoritmu mQPSOPC se však změnili jen mírně. Pokud měla 
testovací funkce 200 vrcholů, byly výsledky algoritmu mQPSOPC s anti-konvergencí dokonce mírně 
lepší než bez ní. Celkově vzato má anti-konvergence zhoršující vliv na výsledky algoritmů. 
Následující graf porovnává implementované algoritmy mQPSO a mQPSOPC bez anti-
konvergence s výsledky, kterých na stejné testovací úloze dosáhl ve své práci Jan Pokorný 
s algoritmem SOMA (SamoOrganizující se Migrační Algoritmus) [15]. 
 
graf 6-17: Závislost offline erroru na počtu vrcholů testovací funkce. Srovnání algoritmů mQPSO, 
mQPSOPC a SOMA. 
Jak je patrné, PSO dosahuje mnohem lepších výsledků, avšak s rostoucím počtem vrcholů se 
rozdíl mezi výsledky algoritmů PSO a SOMA snižuje. 
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6.3.7 Experimenty s počtem dimenzí testovací funkce 
Posledním testem, který byl proveden, bylo zjištění závislosti offline chyby na počtu dimenzí 
testované funkce. Tento test byl opět proveden kvůli porovnání implementovaných algoritmů 
mQPSO a mQPSOPC s výsledky algoritmu SOMA. 
 
graf 6-18: Závislost offline erroru na počtu dimenzí testovací funkce. Srovnání algoritmů mQPSO, 
mQPSOPC a SOMA 
V tomto testu vycházejí výsledky všech algoritmů srovnatelně, ale s nárůstem počtu dimenzí na 
deset a více, je algoritmus SOMA výrazně horší. 
 
graf 6-19: Změna offline erroru v závislosti na počtu dimenzí funkce při změně testovací funkce po 500 
evaluacích. 
Pro doplnění byla také testována závislost offline chyby na počtu dimenzí testovací funkce při 
změně funkce po 500 evaluacích. Zde je pro nižší počet dimenzí nepatrně lepší algoritmus mQPSO, 
ale s narůstajícím počtem dimenzí dává lepší výsledky modifikace mQPSOPC. Tento test potvrdil, že 
v dynamičtějším prostředí podává lepší výsledky algoritmus mQPSOPC. 
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7 Závěr 
 V této práci byly popsány základní principy optimalizace na bázi částicových hejn a několika dalších 
algoritmů založených na rojové inteligenci. Dále byla vytvořena stručná rešerše variant algoritmu 
PSO. Základní verze algoritmu PSO i všechny jeho uvedené varianty byly matematicky popsány. 
Pro jednoduchou demonstraci algoritmu PSO byly vytvořeny čtyři ukázkové applety. Tyto 
applety ilustrují chování algoritmu PSO pro statické i dynamické optimalizační úlohy. Je v nich 
přehledně znázorněna nevhodnost klasického algoritmu PSO pro řešení dynamických problémů a také 
jak jeho modifikací lze dosáhnout mnohem lepších výsledků. Proto jsou tyto applety vhodné pro 
výukové účely.  
Na základě doporučení vedoucího projektu byla stěžejní část práce věnována návrhu a 
implementaci PSO pro dynamické optimalizační úlohy. Jako nejlepší výchozí varianta algoritmu PSO 
byl zvolen algoritmus mQPSO. Na jejím základě byla navržena modifikace mQPSOPC (multiswarm 
Quantum Particle Swarm Optimization with Passive Congregation). Oba algoritmy byly testovány na 
úloze s pohybujícími se vrcholy a vykazovaly horší výsledky, než jaké uváděli ve své práci autoři 
algoritmu mQPSO. To bylo nejvíce patrno, pokud byla populace hejna tvořena pouze normálními 
částicemi. Dále bylo zjištěno, že modifikace provedená Blackwellem a Brankem zvaná anti-
konvergence, má zhoršující vliv na chování algoritmů, pokud má optimalizovaná funkce méně 
vrcholů než je počet částicových hejn. Také v rychleji se měnícím prostředí anti-konvergence 
zhoršuje výsledky algoritmů. Zjištěná citlivost na parametr poloměr anti-konvergence rconv byla nižší 
než udávaná. U parametru poloměr kvantového mračna rcloud tomu bylo naopak. To bylo dáno tím, že 
pokud byl tento parametr nastaven špatně, kvantové částice nepřispívali ke zlepšení výsledků. 
Chování algoritmu tak bylo ovlivněno pouze normálními částicemi, a ty dávaly horší výsledky, než 
bylo předpokládáno. 
Pokud byly testy prováděny na dynamické úloze měnící se po 5000 evaluacích, měla navržená 
modifikace mQPSOPC horší výsledky, než původní algoritmus mQPSO. Avšak pro dynamičtější 
prostředí (měnící se po 500 evaluacích) algoritmus mQPSOPC vykazuje lepší výsledky než 
algoritmus původní. Toto zlepšení ale nebylo příliš výrazné. Největšího zlepšení dosáhl algoritmus 
mQPSOPC při testech s anti-konvergencí a také v testech s rostoucím počtem vrcholů a dimenzí 
testovací úlohy.  
V porovnání s evolučním algoritmem SOMA dosahovaly oba PSO algoritmy výrazně lepších 
výsledků jak v testu s počtem vrcholů funkce, tak i v testu s počtem dimenzí této funkce. Je však 
nutné konstatovat, že navržený algoritmus mQPSOPC bude třeba dále obohatit o další techniky 
včetně rychlých heuristik a tak získat účinnější mementický algoritmus. 
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Seznam symbolů a zkratek 
ABC   artificial bee colony - umělá včelí kolonie 
ACO   ant colony optimization - optimalizace pomocí mravenčích kolonií 
c1   akcelerační konstanta řídící pohyb k nejlepší pozici částice 
c2   akcelerační konstanta řídící pohyb k pozici nejlepší částice 
c3   akcelerační konstanta řídící pohyb k pozici náhodné částice 
C-PSO   composite PSO - kompositní PSO 
CA   cellular automata - celulární automat 
CCGA cooperative coevolutionary genetic algorithm - kooperativní koevoluční 
genetický algoritmus 
CLPSO   comprehensive learning PSO - PSO s úplným učením 
CONPSO  concurrent PSO - konkurenční PSO 
CPSO   cooperative PSO 
CPSO-H  CPSO hybrid - hybridní  CPSO 
CPSO-S  CPSO split - rozdělující CPSO 
DEPSO  differential evolution PSO - PSO s diferenciální evolucí 
DN-PSO  dynamic neighborhood PSO - PSO s dynamickým sousedstvím 
DPSO   dissipative PSO - rozptýlené PSO 
EPSO   evolutionary PSO - evoluční PSO 
GA-PSO  genetic algorithm PSO - kombinace genetického algoritmu a PSO 
gbest   hodnota fitness funkce nejlepší částice 
GPSO   Gaussian PSO - Gaussovo PSO 
MOPSO  multiobjectiv PSO - víceúčelové PSO 
mPSO   multiswarm PSO - vícerojové PSO 
mQPSO  multiswarm quantum PSO - vícerojové kvantové PSO 
mQPSOPC  multiswarm quantum PSOPC - vícerojové kvantové PSOPC 
Npop   velikost populace částic 
pbest   nejlepší hodnota fitness funkce jedné částice 
pg   pozice nejlepší částice (sdílená informace) 
pi   pozice nejlepší hodnoty fitness funkce dané částice (paměť částice) 
PSO   particle swarm optimization - optimalizace na bázi částicových hejn 
PSOPC   PSO with passive congregation - PSO s pasivním shromažďováním 
QPSO   quantum PSO - kombinace PSO a QSO 
QSO   quantum swarm optimization - kvantová rojová optimalizace 
rconv   poloměr anti-konvergence 
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rcloud   poloměr kvantového mračna 
rexcl   poloměr exkluze 
SBPSO   species-based PSO - PSO založené na třídách 
SDS   stochastic diffusion search - stochastické rozptýlené prohledávání 
SOMA self-organizing migration algorithm - samoorganizující se migrační 
algoritmus 
SPPSO   small population PSO - PSO s malou populací 
SPSO   stretching PSO - rozpínavé PSO 
iv
r
   vektor rychlosti částice  
Vmax   maximální rychlost částice 
VEGA vector evaluated genetic algorithm - vektorově ohodnocený genetický 
algoritmus 
VEPSO  vector evaluated PSO - vektorově ohodnocené PSO 
ix
r
   vektor pozice částice 
ϕ   akcelerační konstanta 
ϕic   konstanta setrvačnosti 
χ   omezující faktor 
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Příloha A: Tabulky s výsledky testů 
tabulka A-1: Vliv parametrů c1, c3 a rychlosti změny funkce na offline chybu. 
rychlost změny funkce 5000 evaluací 1000 evaluací 500 evaluací 100 evaluací 
c1 c3     
2,05  0 3,091 ± 0,758 5,542 ± 0,814 8,019 ± 1,075 26,300 ± 3,927 
1,5375  0,5125 3,201 ± 0,837 5,839 ± 0,961 7,858 ± 0,871 26,206 ± 4,286 
1,025; 1,025 3,288 ± 0,764 6,119 ± 0,897 7,695 ± 0,812 26,290 ± 3,492 
0,5125 1,5375 3,934 ± 0,977 6,710 ± 0,848 8,665 ± 1,139 27,431 ± 3,168 
0 2,05 4,171 ± 0,902 7,516 ± 1,030 10,453 ± 1,178 27,342 ± 3,524 
 
tabulka A-2: Offline chyba pro různé konfigurace populace. 
rychlost změny 5000 evaluací 500 evaluací 
konfigurace mQPSO mQPSOPC mQPSO mQPSOPC 
2 (25 + 25) 9,614 ± 4,880 8,511 ± 6,508 12,900 ± 4,811 14,379 ± 4,781 
3 (17 + 16) 6,559 ± 3,406 6,749 ± 5,945 9,316 ± 2,352 11,513 ± 4,236 
4 (13 + 12) 4,702 ± 2,046 6,544 ± 4,884 10,060 ± 2,624 10,107 ± 2,543 
5 (10 + 10) 3,696 ± 1,268 4,570 ± 3,076 8,805 ± 1,665 9,362 ± 2,140 
10 (10 + 0) 8,172 ± 2,397 8,704 ± 3,085 20,714 ± 3,874 22,305 ± 3,042 
10 (0 + 10) 2,561 ± 0,659 2,500 ± 0,770 5,992 ± 1,061 5,987 ± 0,989 
10 (5 + 5) 3,091 ± 0,758 3,288 ± 0,764 8,019 ± 1,075 7,695 ± 0,812 
14 (4 + 3) 4,068 ± 1,067 5,136 ± 1,023 14,262 ± 1,815 10,584 ± 1,022 
20 (3 + 2) 6,021 ± 1,295 6,816 ± 1,842 14,414 ± 1,825 14,716 ± 1,592 
25 (2 + 2) 6,133 ± 1,272 6,473 ± 1,884 14,266 ± 1,628 14,948 ± 1,548 
50 (1 + 1) 12,606 ± 3,420 12,108 ± 2,716 34,476 ± 3,753 33,598 ± 4,045 
 
tabulka A-3: Offline chyba pro různá rcloud
rychlost změny 5000 evaluací 500 evaluací 
rcloud mQPSO mQPSOPC mQPSO mQPSOPC 
0,0 9,233 ± 2,297 9,685 ± 2,692 27,457 ± 5,304 26,786 ± 4,676 
0,01 9,054 ± 3,032 9,029 ± 2,695 26,345 ± 5,707 23,249 ± 4,097 
0,1 5,455 ± 2,206 6,623 ± 2,312 22,335 ± 3,505 21,896 ± 3,824 
1 3,091 ± 0,758 3,288 ± 0,764 8,019 ± 1,075 7,695 ± 0,812 
5 6,938 ± 1,718 6,666 ± 1,500 13,164 ± 1,331 13,133 ± 1,244 
10 7,223 ± 2,556 7,541 ± 1,894 15, 004 ± 1,383 14,835 ± 1,520 
 
tabulka A-4: Offline chyba pro různá rexcl 
rychlost změny 5000 evaluací 500 evaluací 
rexcl mQPSO mQPSOPC mQPSO mQPSOPC 
0 8,410 ± 7,534 8,356 ± 6,165 10,490 ± 3,504 11,987  ± 3,977 
1 3,461 ± 1,037 3,831 ± 1,385 8,120 ± 0,937 8,700 ± 0,973 
10 3,724 ± 1,534 3,947 ± 1,309 8,342 ± 1,039 8,785 ± 1,478 
20 3,402 ± 0,973 3,964 ± 1,290 7,911 ± 1,234 8,004 ± 0,850 
30 3,375 ± 1,289 3,886 ± 0,935 7,802 ± 0,892 7,649 ± 0,907 
31,5 3,091 ± 0,758 3,288 ± 0,764 8,019 ± 1,075 7,695 ± 0,812 
40 3,290 ± 0,867 3,899 ± 1,314 8,049 ± 1,251 8,076 ± 1,053 
50 3,462 ± 1,414 3,983 ± 1,276 8,836 ± 1,503 8,488 ± 1,468 
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tabulka A-5: Offline chyba pro různá rconv
rychlost změny 5000 evaluací 500 evaluací 
rconv mQPSO mQPSOPC mQPSO mQPSOPC 
0 3,869 ± 1,222 3,788 ± 1,047 8,183 ± 1,082 8,066 ± 1,019 
0,01 3,864 ± 1,343 3,739 ± 0,856 8,212 ± 0,933 8,010 ± 1,181 
0,1 3,864 ± 1,392 3,634 ± 0,862 8,255 ± 1,242 7,819 ± 1,079 
1 3,816 ± 1,091 3,758 ± 1,093 8,235 ± 1,003 8,002 ± 1,115 
10 3,812 ± 0,988 3,951 ± 0,936 9,119 ± 1,128 7,868 ± 1,059 
20 3,821 ± 1,022 3,911 ± 0,840 9,554 ± 1,007 8,370 ± 1,163 
22,9 3,723 ± 1,116 4,032 ± 1,112 9,744 ± 1,182 8,534 ± 1,151 
30 3,780 ± 1,381 4,608 ± 1,254 9,644 ± 1,030 8,737 ± 1,070 
40 3,792 ± 1,410 4,013 ± 1,016 9,606 ± 1,057 8,969 ± 1,040 
50 3,908 ± 1,065 3,821 ± 1,006 9,624 ±1,542 9,354 ± 1,116 
100 4,368 ± 1,679 4,462 ± 1,544 9,394 ± 1,152 9,785 ± 0,912 
 
tabulka A-6: Offline chyba pro různý počet vrcholů funkce při změně funkce po 5000 
evaluacích. 
 bez anti-konvergence s anti-konvergencí 
počet vrcholů mQPSO mQPSOPC mQPSO mQPSOPC 
1 6,201 ± 2,190 6,776 ± 2,57 6,391 ± 2,210 7,347 ± 2,416 
2 4,575 ± 1,714 5,288 ± 1,628 4,418 ± 1,662 5,337 ± 1,652 
5 3,892 ± 1,316 4,188 ± 1,243 3,601 ± 1,113 3,856 ± 1,063 
7 3,372 ± 0,745 4,039 ± 0,880 3,652 ± 1,091 4,117 ± 0,923 
10 3,091 ± 0,758 3,288 ± 0,764 3,442 ± 0,955 4,017 ± 1,010 
20 3,615 ± 1,105 3,975 ± 1,195 3,773 ± 1,193 4,027 ± 1,185 
30 3,621 ± 1,216 3,994 ± 1,153 3,972 ± 1,233 4,148 ± 1,120 
40 3,661 ± 1,293 3,886 ± 1,370 3,715 ± 1,195 4,391 ± 1,037 
50 3,628 ± 1,228 4,071 ± 1,136 3,723 ± 1,116 4,032 ± 1,112 
100 3,510 ± 1,019 3,775 ± 1,190 3,507 ± 0,967 3,632 ± 0,936 
200 3,276 ± 0,974 3,277 ± 0,761 3,059 ± 0,773 3,544 ± 0,852 
 
tabulka A-7: Offline chyba pro různý počet vrcholů funkce při změně funkce po 500 evaluacích. 
 bez anti-konvergence s anti-konvergencí 
počet vrcholů mQPSO mQPSOPC mQPSO mQPSOPC 
1 35,724 ± 13,779 37,532 ± 14,028 36,941 ± 15,399 36,278 ± 15,936 
2 22,305 ± 9,668 18,974 ± 7,524 21,030 ± 10,621 20,467 ± 9,334 
5 11,217 ± 3,343 10,887 ± 2,960 11,715 ± 2,864 11,676 ± 3,552 
7 9,200 ± 1,847 8,771 ± 1,724 11,162 ± 1,539 10,219 ± 1,514 
10 8,019 ± 1,075 7,695 ± 0,812 10,408 ± 1,075 9,457 ± 1,0456 
20 8,390 ± 1,274 8,033 ± 0,877 10,024 ± 1,134 9,452 ± 1,131 
30 8,147 ± 1,195 8,133 ± 0,820 9,895 ± 1,200 8,765 ± 1,157 
40 7,960 ± 1,118 8,030 ± 0,922 9,686 ± 1,284 9,105 ± 1,209 
50 8,195 ± 1,094 8,162 ± 1,038 9,744 ± 1,182 8,534 ± 1,151 
100 7,537 ± 0,920 8,039 ± 0,760 9,000 ± 0,866 8,000 ± 0,805 
200 7,134 ± 0,748 7,411 ± 0,767 8,090 ± 0,548 7,210 ± 0,730 
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tabulka A-8: Offline chyba pro různý počet dimenzí funkce. 
rychlost změny 5000 evaluací 500 evaluací 
počet dimenzí mQPSO mQPSOPC mQPSO mQPSOPC 
1 0,174 ± 0,034 0,198 ± 0,043 1,287 ± 0,118 1,338 ± 0,120 
2 0,887 ± 0,236 1,039 ± 0,314 4,023 ± 0,427 4,285 ± 0,442 
3 1,772 ± 0,437 1,776 ± 0,416 5,743 ± 0,841 6,011 ± 0,780 
5 3,091 ± 0,758 3,288 ± 0,764 8,019 ± 1,075 7,695 ± 0,812 
8 5,782 ± 1,254 6,452 ± 1,384 13,599 ± 2,119 12,965 ± 1,942 
10 6,964 ± 1,673 7,998 ± 1,797 20,297 ± 5,169 19,262 ± 2,973 
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Příloha B: Obsah přiloženého CD 
Na CD, které je přiloženo k této práci, mají adresáře následující obsah: 
Dokumenty  
- Diplomová práce.pdf (Písemná zpráva) 
- Diplomová práce.doc (Zdrojový tvar písemné zprávy) 
- Uživatelská příručka.pdf 
Programy 
- Applety (Webové stránky demonstrující čtyři varianty algoritmu PSO) 
- DynamicPSO (Hlavní program přeložený do formátu jar. Spustitelný dávkou 
run.bat.) 
Zdrojové kódy (Všechny zdrojové kódy jsou ve formě projektu vývojového prostředí NetBeans 
IDE 6.0.1) 
- Applet1 (PSO ve statickém prostředí) 
- Applet2 (PSOPC ve statickém prostředí) 
- Applet3 (PSO v dynamickém prostředí) 
- Applet4 (QPSOPC v dynamickém prostředí) 
- DynamicPSO 
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