Very recently the strong law of large numbers (SLLN) for the normalized number of conditional rejections has been derived by [4] through a technique called "principal factor approximation (PFA)"
1. Introduction. Multiple testing (MT) and control of the false discovery rate (FDR, [2] ) has been conducted in a variety of scientific endeavours including the microarray study in [3] and the analysis of spatial data in [1] .
It is very challenging to develop MT procedures with a desired FDR when the test statistics are strongly dependent. Recently, [4] is the cumulative distribution function (cdf) of the standard Normal rv. To tackle this MT problem, [4] proposed the technique of principal factor approximation (PFA) to decompose the dependence embedded in Σ and used Theorem 6 in [6] together with the PFA to obtain the strong law of large numbers (SLLN) for the normalized number of conditional rejections for arbitrary µ ∈ R m and Σ ≥ 0, where 1 A is the indicator of a set A and w k ∼ N k (0, I) are called by [4] the "principal factors"(see Section 2 for more details). The SLLN forR (·) (and that for another related quantity) enables [4] to derive an almost sure (a.s.) approximation to the false discovery proportion (FDP, [5] ) and it is considered a theoretical breakthrough in FDR control of MT under dependence.
Unfortunately, we found that the arguments given by the authors of [4] do not seem to be fully sufficient to yield the SLLN forR (·) for arbitrary µ ∈ R m and Σ ≥ 0, mainly due to their delicate handle of the involved functional remainders in the Taylor expansions and their use of some implicit assumptions to derive certain auxiliary asymptotic assertions. In this article, we will provide a complete justification of this law with clarifications on all needed assumptions. In Section 2 we will revisit the technique of PFA and provide examples on different speeds of the PFA to components of the original rv. In Section 3, we will briefly review the strategy on the proof used in [4] and point out the extra arguments needed to justify this law.
In Section 4, we present our detailed proof. Our reformulation provides an integrated view on how the speed of the PFA to Z, the dependence among z i 's, and the magnitudes of µ i 's should interact with each other in order to validate this law. We end the article with a short discussion in Section 5. 
For (2.1) with k ≥ 1, [4] pointed out that for a fixed δ > 0 there always
for some finite constant C > 0. It should be noted that (2.2) never holds for any δ > 0 when k = 0 and Σ > 0. Further, [4] defined
with the implicit assumption that ω i,m < 1 for 1 ≤ i ≤ m. Note that a i,m ≥ 1 for any 1 ≤ i ≤ m and finite m.
Let cov (·, ·) be the covariance operator and
The magnitudes of {a i,m } m i=1 play a crucial role in the asymptotic analysis onR (·) since they control the speed of PFA via η to Z and affect the dependence structure, i.e., entries of A, among components of v. Most importantly, {a i,m } m i=1 affect the remainders of the Taylor expansion used in [4] . Let T m = (γ ij ) m×m , D m = diag {λ 1,m , ..., λ m,m } and Σ = Σ m , where the subscript m denotes the dimension of matrices. We give an example where ω i,m = 1, i.e., a i,m = ∞ for 1 ≤ i ≤ k for some k.
Lemma 2.1. For all even m ≥ 4 and any µ ∈ R m , there exists (2.1) and that (2.2) holds with k = 2 −1 m, C = 1 and
Proof. First, we construct the needed positive eigenvalues
, C, δ and k validates (2.2). Next, we construct the desired Σ m and Z. Keep k = 2 −1 m. Let Q 1 ∈ O k and Q 2 ∈ O m−k , where O n denotes the set of n × n orthogonal matrices. T are independent of (z k+1 , ..., z m ) T , the latter of which has weakly dependent components as defined by [4] . Proof. First, we show the existence of such a T m . Let
Denote by ·, · the inner product in Euclidean space and by ⊥ the orthogonal complement with respect to ·, · . Pick
LetT m be the reflection with respect to Π (that keeps Π invariant but flips u).
for all x ∈ R m . In particular,T m e i = e i − 2 e i , u u = e i − 2u i u, where e i ∈ R m has the only non-zero entry, 1, at its ith entry. By the construction of u, for each 1 ≤ i ≤ m each entry ofT m e i is non-zero. Consequently, the matrix T m with the m columns γ i =T m e i = (γ i1 , ..., γ im ) T is orthogonal and none of the γ ij 's is zero.
Now we construct the needed Σ m > 0. Take any m positive numbers Let O n denote the set of n × n orthogonal matrices and S n the set of n × n positive-definite matrices. We provide the third example where with Σ m ∈ S n such that the following hold:
For each
Proof. We will employ the techniques used in the previous proofs. Take 
The proof is completed.
In fact, we can further construct more elaborate sequence of {Z m } m with
all the following three types of behaviour occur for some 1 ≤ i, i ′ , i ′′ ≤ m:
3. a i ′′ ,m = ∞ for some finite m. 
.., m − 1, and
and letT m be the reflection with respect to Π. ThenT m e i = e i − 2u i u. Let the matrix T m have its ith column γ i =T m e i . We see that The examples we constructed demonstrate the different behaviour of
in the PFA to Z m ∼ N m (µ m , Σ m ) as m changes and hence the need for a careful analysis of the terms involving a i,m 's and ratios between the a i,m 's.
However, such an analysis has not been explicitly and carefully conducted in [4] .
3. Review of strategy in [4] . Let E be the expectation operator.
Before we start reviewing the strategy in [4] to show the SLLN forR (·), we quote as Lemma 3.1 Theorem 6 of [6] as follows: are "weakly dependent" as termed in [4] . This implies that Z conditional on η (or equivalentlyw k ) has weakly dependent components. Hence it may be possible to apply Lemma 3.1 to
we see that if , and the corresponding functional mean values. However, it seems that [4] 
4. SLLN for normalized number of conditional rejections. We are ready to provide the extra arguments for the complete proof of the SLLN forR (·). We state the key result of [4] in our notations as follows:
Choose an appropriate k such that (2.2) holds for some δ > 0. Then
To present our proof, we introduce some notations and sets. 1. When E 1 = ∅, there exists some q ∈ N independent of m such that
where a (1) = min i∈E 1 ,1≤i≤m a i,m and a (m) = max i∈E 1 ,1≤i≤m a i,m .
For someε
Then,
holds except on the event
for any ε > 0, where z t/2 = Φ −1 (t/2) and Φ −1 is the inverse of Φ.
Proof. Let
since (4.4) implies m −2+δ |Sε ,m | < M for all m ∈ N, where A C denotes the complement of a set A. This means we only need to show
the inequality in (4.7) is not affected by such summands (asymptotically).
Therefore, it suffices to show (4.8) 2m
where
and ⊗ denotes the Cartesian product. We can break Iε ,m = I Let h 1 (x) = b 2 − x 2 −1/2 for |b| = |x|. Then
for some θ strictly between 0 and x, where 
for some θ * strictly between c and c + r 1 (c, x), where
We will now omit the subscript m in a i,m and write a i,m as a i . Set
Using the formula from [7] or page 192 of [8] for 0 ≤ ρ ij < 1, we have
ij and
ij , for which a summation involving x and/or b is summing q 1/2 ij and/or b 1/2 ij over certain pairs of (i, j). Applying Taylor expansion to ϕ (ρ ij , c l,i , z) but only to the second order with respect to x (in [4] this expansion is to the third order) gives
and
where the corresponding functional mean value θ * in (4.12) is denoted by θ l,i , the mean value θ in (4.11) by θ i , and (4.14)
It is easy to see that the set w k : η = z t/2 1 − µ m or η = −z t/2 1 m − µ m is P-null. Therefore,
In what follows, we will just work on the eventD, where (4.17) will help us obtain uniform boundedness of the functional coefficients in (4.15).
From (4.17), we see
Clearly,
If ∆õ j (x) for j = 1, ..., m are dominated by a polynomial g * (|x| , |z|) with uniformly bounded functional coefficients without the constant term, then 
for all β ∈ (0, 2] derived from (2.2) by Hölder's inequality. Obviously, (4.19)
from which (4.9) holds with δ 1 = 2β 0 δ. Therefore, it suffices to justify (4.19).
By their definitions,
it follows that
Using (4.17), (4.3) and the property of φ (·), we have
where we have used the inequality (3.1) and (4.20).
The last term κ m = m −2 1≤i<j≤m |r 4 (c i , x)| φ (z) dz needs intricate treatment. The summands in κ m that involve a i with i ∈ E 3 do not inflate the order of κ m to be greater than m −δ since such a i 's are uniformly bounded from both above and below, φ (·) is rapidly decreasing and smooth, and (3.1) holds. Therefore, to assess the order of κ m , it suffices to deal with its summands that involve a i and a j with (i, j) ∈ I * ε,m = I + ε,m ∩ (E 1 ⊗ E 1 ) and work with the set B |c| = z : |z| ≤ |c| , where |c| can be either |c 1,i | where we used the fact that tφ (t) is decreasing in t > 0. From
we see
Since εa i ≤ |c l,i | for l = 1, 2 and 1 ≤ i ≤ m by (4.17) and lim m→∞ a i = ∞,
and M |c| exp − |c| 2 /2 g * * (|x|) is thus dominated by a polynomial with uniformly bounded coefficients whose lowest degree in |x| is 2. Hence
Combining (4.27), (4.28) and (4.31) gives
Thus (4.19) and (4.21) hold with δ 1 = 2δ. Consequently, 
From the proof of Theorem 4.1, we see that among the functional remainders there are mainly two types that can diverge to infinity as m → ∞: Such terms will very likely inflate V R (t) out of the desired order m −δ for the SLLN forR (t) to hold. In fact, the event G t,ε contains all ω ∈ Ω for which the above two cases can happen but it does not necessarily have diminishing probability.
We briefly describe the roles the two additional conditions (4.3) and (4.4).
When a i,m → ∞ but a i.m < ∞ for finite m, a i,m represents the rate at which η i = η i +µ i stochastically approximates Z i , and condition (4.3) requires that the relative rate at which a i,m → ∞ can not be exponential. Condition (4.4) controls how many pairs of (v i , v j ), i = j can be highly correlated and restricts the contribution of such pairs in the variance of m −1 R (t|w k ). It also controls the "speed" at which Σ m > 0 can approach to singularity.
In addition, it ensures the validity and accuracy of the expansion (4.13) (since (4.13) is undefined when |ρ ij | = 1), and prevents h ′ 1 (θ) in ( 
