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Regional climate models are important tools in climate change impact studies due to their
high horizontal resolution. On the other hand, regional simulations still include considerable
uncertainties and can have substantial biases in comparison to observations. Thus, before the
data can be used for deriving climate projections, these biases have to be identified and, to the
extent possible, eliminated. There are two approaches to combine the information from obser-
vations and simulations: either to adjust observations with the simulated change (delta-change
approach) or to correct the biases in the simulations relative to observations during a control period.
In this thesis, seven projection methods for daily precipitation were tested in a cross-validation
framework. Model simulations taken from the ENSEMBLES data set were used to test the relative
performance of these methods. In addition to traditional delta change method that scales only
time mean precipitation, three algorithms which take daily variability into account were used. Two
of these (Engen-Skaugen and power transformation algorithms) scale the standard deviation, while
the most flexible one does the correction/adjustment percentilewise (analogy algorithm), so that
changes in the shape of the distribution are also taken into account. The algorithms were applied
both using delta change and bias correction approaches.
The performances of the projection methods depend on time, location and also the part of
the distribution considered. Bias correction done with the analogy-algorithm worked well in a
large part of the distribution, especially in north Europe. Due to smaller fraction of wet days
and larger intermodel differences in the simulations, delta change methods performed relatively
better in south Europe than in north Europe. On the other hand, bias correction with the power
transformation algorithm has the best ability to adjust heavy precipitation, apparently due to
the strong scaling it applies to the upper tail of the distribution. The results improved when the
projections for the best performing methods were combined. The reason is the same as with multi
model mean projections: errors in different projections tend to cancel each other out.
To assess the uncertainty due to intermethod differences, methods were applied directly to
observations taken from the data set gathered by European Climate Assessment & Data. The
results showed that most of the overall uncertainty (if only one emission scenario is used) comes
from intermodel differences that are large especially for bias correction methods. Uncertainty
related to intermethod differences is smallest in the middle parts of the distribution, but increases
towards the tails of the distribution and tends to be largest in summer. Thus, the intermethod
differences are non-negligible and should be taken into account when calculating daily precipitation
projections.
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Koska alueellisten ilmastomallien vaakasuuntainen erottelukyky on globaaleja ilmastomalleja
parempi, ovat ne tärkeitä työkaluja ilmastonmuutoksen vaikutusten arvioinnissa. Mallien puut-
teellisuuksista johtuen sademääräsimulaatiot eivät kuitenkaan kaikilta osin vastaa havaintoja
nykyilmastossa. Jotta muutosarvioista saataisiin luotettavampia, on simulaatioihin liittyvä harha
otettava tilastollisesti huomioon projektioita laskettaessa. Havaintojen ja simulaatioiden tarjoama
informaatio voidaan yhdistää kahdella tavalla: joko havaintoja muokataan simuloidun muutoksen
perusteella (ns. delta menetelmä), tai simulaatioita pyritään korjaamaan nykyilmaston harhan
mukaan.
Tässä pro gradu -työssä tarkasteltiin 7 päivittäisten sademääräprojektioiden muokkaamises-
sa käytetyn menetelmän toimivuutta mallien välisen ristiverifioinnin avulla. Aineistona tutki-
muksessa käytettiin ENSEMBLES-hankkeen tarjoamia alueellisia ilmastomalleja. Perinteisen
aikakeskiarvon muokkaamisen lisäksi tutkimukseen valittiin 3 päivittäiseen vaihteluun liittyvän
harhan huomioon ottaavaa algoritmia. Kutakin algoritmia sovellettiin sekä harhankorjaus- että
delta-menetelmänä. Näistä kaksi ottaa päivittäisen vaihtelun huomioon keskihajonnan kautta
monipuolisimman menetelmän tehdessä korjauksen/muokkauksen prosenttipisteittäin, jolloin myös
jakauman muodossa tapahtuvat muutokset otetaan huomioon.
Menetelmien toimivuus vaihtelee ajallisesti ja paikallisesti, minkä lisäksi niiden keskinäinen
paremmuus riippuu myös tarkasteltavasta jakauman osasta. Kuitenkin prosenttipisteittäin
tehty harhankorjaus toimi menetelmistä parhaiten suuressa osassa jakaumaa etenkin Pohjois-
Euroopassa. Etelä-Euroopassa sademäärien vähäisyydestä sekä mallien välisistä eroista johtuen
delta-menetelmät toimivat suhteessa paremmin kuin Pohjois-Euroopassa. Toisaalta rankkasateiden
tapauksessa parhaaksi osoittautui harhankorjausmenetelmä, joka potenssiskaalauksen perusteella
painottaa korjausta jakauman yläpäähän. Tuloksia saatiin edelleen parannettua, kun projektiot
muodostettiin parhaiten toimivien menetelmien yhdistelminä. Syynä tähän on se, että yksittäisten
menetelmien virheet pyrkivät kumoutumaan samalla tavoin kuin mallikeskiarvoja laskettaessa.
Lisäksi haluttiin tarkastella, miten suuri menetelmien välisistä eroista aiheutuva epävarmuus on
suhteessa malliepävarmuuteen. Tämän selvittämiseksi menetelmiä sovellettiin suoraan asema-
havaintoihin, jotka poimittiin European Climate Assessment & Data -projektin ylläpitämästä
aineistosta. Tulosten perusteella suurin osa epävarmuudesta liittyy mallien välisiin eroihin, jotka
ovat suuria etenkin harhankorjausmenetelmille. Menetelmän valintaan liittyvä epävarmuus on
suhteellisen pieni jakauman keskiosissa, mutta kasvaa jakauman häntiä kohti etenkin kesäaikaan ja
tulisi siksi ottaa huomioon projektioita laskettaessa.
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1 Introduction
Observations indicate that the hydrological cycle has been intensifying during the
20th century, especially over the land surfaces (Huntington, 2006). Climate model
simulations have given evidence that the trend in several hydrological variables,
including precipitation, will continue to rise in the future. Precipitation is an impor-
tant variable in all branches of climate change studies. By releasing latent heat to
the atmosphere it partly regulates the global energy balance. From a hydrological
point of view, it is a source of fresh water for the ocean and the driving mechanism
of water cycle on land. It is also one of the main external factors controlling
ecological systems. Apart from ecological impacts that are locally expected to be
significant (Easterling et al., 2000), implications to socio-economical sectors that
are vulnerable to changes in the water cycle are under an intensive study. Fields
such as agriculture, hydropower and water resource management need to adapt
to forthcoming changes, which exceed certain threshold levels. Therefore, reliable
predictions are crucial for proper planning, especially in sectors where decisions
span over several decades.
Global climate models (GCM) are the primary tools for climate researchers.
Whereas the resolution of a GCM is usually too coarse to be used in impact
studies, regional climate models (RCM) offer smaller scale information of the local
conditions. In the case of precipitation, they have been shown to give added value at
spatial and temporal scales at which GCMs are not performing adequately (Di Luca
et al., 2011). However, RCMs have in many cases noticeable biases in comparison
to observed climate. Before the data can be used for deriving climate projections
these biases have to be identified, and to the extent possible, their effects need to be
eliminated. For this demand, several bias correction methods have been developed.
While several ways to reduce biases in daily precipitation simulations have been
suggested, no single method has been shown to perform universally well. Due to
inherent biases in RCM simulations, an alternative approach for deriving climate
change projections has been to adjust the observations according to the simulated
changes (the so-called delta change method). Traditionally only the mean changes
have been taken into account. As a consequence, possibly valuable information on
the nonlinear changes in the precipitation distribution is lost when the changes in
daily variability are ignored.
The aim of this study is twofold. First, the performance of seven methods in
constructing refined daily precipitation projections is studied in a cross validation
framework. The study area covers the European region and northern parts of
Africa. In order to analyze temporal variations in the relative performance of the
methods, calculations are done separately for each month. The cross validation
exercise is done with six GCM-RCM simulation runs conducted in the EU-funded
ENSEMBLES project. All the simulations were run with A1B emission scenario
forcings. The control period was chosen to be 1971-2000 and the scenario period
2069-2098. One of the main questions in this study is how the observations and
simulations should be combined. Two different types of scenario construction
methods are tested: one that adjusts the observed daily precipitation distribution
with the simulated changes and one that (at least partially) removes model biases
relative to observed climate. The main interest is on the three algorithms, which
take the daily variability into account, but for comparison the traditional delta
change method is also included.
Secondly, refined scenarios based on station observations are calculated for four
stations across Europe. 14 GCM-RCM simulations, which had data available from
the scenario period are used in this section. Refined scenarios are then compared
against a counterpart calculated from raw model data to point out the main
differences, which are caused by the adjustment step. To keep the analysis concise
scenarios are shown only for summer and winter seasons.
The structure of the study is as follows. In the next section an overview of
regional climate modeling and the related issues is given. Also the main uncertainty
components are briefly introduced. Model data and observations are introduced
in section 3, while refinement methods used to correct biases in precipitation
projections are presented in section 4. In section 5, the cross validation framework
and verification statistics used in the skill assessment of the methods are explained.
Results for the cross verification exercise are discussed in section 6. In section 7,
all the methods are applied to four station time series chosen across Europe, and
precipitation scenarios are calculated to illustrate the differences between raw data
and adjusted scenarios. The study is concluded in sections 8 and 9 with a discussion
on the relevance of the results and possible directions for future research.
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2 Background
2.1 Regional climate modeling
At present, state-of-the-art Atmosphere-Ocean coupled general circulation models
(AOGCM) are the primary tool in climate change studies. Although having a
resolution on the order of hundreds of kilometers, they are able to produce realistic
large scale climate patterns (Ra¨isa¨nen 2007). For impact studies, however, their
resolution is not sufficient. This is due to the fact that many processes having an
impact on natural and socio-economical systems occur on scales below of what
global models are able to discern.
To overcome this problem, methodology for deriving regional scale information
on climatic variables has been under a rigorous study during the past couple of
decades. In general, the process for deriving smaller scale information from GCM
output is called downscaling. According to Giorgi and Mearns (1999) downscaling
methods can be broadly divided into three categories: empirical, semi-empirical
and dynamical downscaling methods. While empirical and semi-empirical methods
have their advantages (computational efficiency, site specific information), they are
by definition empirical methods and derive the relationship between large scale
features and local climate from historical data. Therefore, regional high-resolution
climate models that are based on fundamental physical principles are considered to
be more reliable tools in estimating spatial features of climate change at regional
scale.
Two different dynamical schemes are used in regional climate modeling: nested
limited-area models and variable-resolution global models. The main difference
between these two model types is that the previous one needs lateral boundary
conditions from a driving global model or from a re-analysis, while the latter one
scales the grid resolution down in a certain limited area, thus avoiding nesting
problems encountered with the other model type. Both modeling approaches can
be applied to resolutions order of magnitude higher than what is at present possible
with GCMs (Rummukainen, 2010).
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Studies have shown that RCMs are able to produce meteorologically coherent small-
scale features while preserving consistency with the large scale circulation of the
driving GCM (Wang et al., 2004). Particularly, in areas where the local forcings
are important RCMs may give an added value in comparison to GCMs (Di Luca
et al., 2011). For precipitation, topographic forcings and mesoscale weather systems
are important factors affecting the occurrence of rain that is often more intense
than precipitation created by synoptic scale processes. Therefore, some benefit in
simulating extremes can also be gained (Wang et al., 2004). Due to RCMs’ ability
to simulate mesoscale processes, they are also potentially a valuable tool in climate
process studies (Wang et al., 2004).
2.2 Problems and uncertainties related to regional climate
modeling
Regardless of the progress that has been achieved in the regional climate model
development, simulations still include considerable uncertainties. For example,
De´que´ et al. (2007) showed that RCM biases can be as large as those found in
GCMs. The main issues related to the simulation of daily precipitation are similar
both in GCMs and in RCMs and are predominantly related to the parameterization
of convection and cloud processes (Wang et al., 2004). These model deficiencies are
most likely to be a problem during in summer conditions when precipitation is to
large extent produced by convective clouds (Fowler and Ekstro¨m, 2009). Overall,
parameterizations originally designed to be used in GCMs, may not be working
appropriately when applied in RCMs (Hohenegger et al., 2008) due to GCMs
substantially coarser resolution.
There are also issues related to the downscaling process, which arise from the
nesting procedure. Firstly, how to define the lateral boundary conditions is an
ill-posed problem which has no unique solution. Secondly, numerical instabilities
might arise near the boundaries and have to be taken into account (Rummukainen,
2010). Another important issue is that biases in the driving fields are transferred to
the RCM through lateral boundary conditions (”garbage in garbage out” (Giorgi
and Mearns, 1999)). Thus, it is not only the RCM that should be well performing
but also the quality of the driving GCM has a major impact on the simulations.
In general, RCMs driven with re-analysis data show better results in comparison
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to GCM driven RCMs (Wang et al., 2004), however these simulations can not be
used for future climate change studies. Moreover, problems related to the nesting
procedure depend on the model domain size, orientation and model resolution
(Rummukainen (2010), Suklitsch et al. (2011)). Leduc and Laprise (2009) showed
that when the domain size is decreased, small scale stationary features still agree
with the driving field. On the other hand, the transient part tends to correlate
better with the driving field in a large RCM domain, because the ”spin-up” length
has to be large enough that the transient small scale features have enough time to
form. Suklitsch et al. (2011) also studied the range and magnitude of errors, which
RCMs have over an area of complex topography. One of their findings was that for
precipitation, when model resolution is increased, models are able to produce more
realistic regional scale patterns but in turn tend to overestimate local intensities.
Other sources of uncertainty that complicate the interpretation of the results
are the internal variability in the climate system and uncertainties in anthropogenic
induced greenhouse gas emissions. The internal variability is caused by non-linear
dynamics and interactions between different parts of the climate system. Several
phenomena, such as El-Nino and North Atlantic oscillation are manifestations of
internal processes and have an impact on climate at annual or even decadal time
scales. Especially for daily precipitation, the internal variability is larger and the
climate change signal is not as evident as for temperature. Anthropogenic emissions,
on the other hand, are hard to predict because several natural and socio-economical
factors (e.g growth of population, consuming habits and energy production) affect
the actual outcome. In turn, some of these factors themselves are affected by
the changes in the forcings through feedback processes, further complicating the
formulation of emission scenarios. Thus, to encompass all the uncertainty related
to emissions, runs using several scenarios have to be considered.
What is the most important source of uncertainty depends on the examined
scenario period. When predicting changes that arise during the next two to three
decades, internal variability is likely to be the most important factor. Especially
for daily precipitation, the role of internal variability is likely to be important at
even longer time scales (Deser et al., 2010). Uncertainties related to the choice of
emission scenario and model formulation, on the other hand, will become important
later in the simulations when the climate change signal is stronger.
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3 Methodology in refining precipitation scenarios
3.1 Introduction
Based on the discussion in the previous section, for RCM data to be applicable
in climate change impact studies, the inherent biases they comprise need to be
removed. There exists a vast amount of literature on different methods, whose
ability to refine climate projections have been tested and also, to some extent,
verified. Still, consensus has not been achieved on what should be considered as
the best approach, partly because the performances of individual methods display
large temporal and spatial variations making the comparison difficult, and partly
due to the fact that it is impossible to fully validate refined projections in the
absence of ground truth (see next section). These methods also add another source
of uncertainty to the future projections: rather than correcting the source of bias
(ie. climate model) itself, they derive a statistical relationship between observed
and simulated climate, which is based on certain assumptions on the model perfor-
mance in simulating the climate change. Nevertheless, at present this step is needed
in order to provide (presumably) more accurate data for the regional climate studies.
There is no universal methodology for identifying all the biases and their ef-
fect on climate projections. Many of the bias assumptions are based on the model
performance, that is how well the models are able to simulate the climate change.
For example, Buser et al. (2009) discuss some of the plausible assumptions. Al-
though biases may not be invariant in a warming climate (Christensen et al., 2008),
the most common approach is to assume that the bias does not change significantly
between the control and the scenario period. If this assumption is accepted, biases
in RCM simulations can be removed relatively straightforwardly. Alternatively,
one could assume that model biases depend only on the instantaneous value at a
climate variable. In other words, a model over- or underestimates the interannual
variability by same the factor as the climate change signal. Because this method
extrapolates the bias to the future scenario period, the resulting projection can be
quite different compared to the constant bias approach (Buser et al., 2009).
How to take daily variability into account depends on in which way the differ-
ent aspects of simulated precipitation and observed climate are combined. Due to
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model deficiencies, one commonly used approach has been to use the observations as
a starting point for rainfall projections and adjust them with the simulated changes
(delta approach). An obvious strength of using observations as the starting point
is the absence of inherent model biases in the control period. Further, when this
approach is used the observed autocorrelation structure of daily precipitation is
taken into account. Another option is to straightforwardly apply a bias correction
to RCM simulations so that biases in present climate are reduced (direct ap-
proach). This method is justified by the fact that when adjusting observations in
simple ways, not all the aspects of climate variability are transferred to adjusted
projections. Climate models are capable of representing complex changes in the
climate system and thus more flexible in taking the changes in the extremes into
account (Lederink et al., 2007).
This leads to some of the main questions in this study: which one of the pre-
sented approaches works best in combining the information from the observations
and simulations? How adding the daily information to the bias correction or to the
adjustment step is actually changing the projections? Although both approaches
have been studied individually, not many studies exist that have compared these
approaches to each other in detail (however, see Lederink et al. (2007)). In this
study, the relative performance of three algorithms taking the daily variability into
account are studied and evaluated. These algorithms are applied using both bias
correction and delta change approaches. Table 3.1 shows the abbreviations that are
used in following sections.
Table 3.1 Abbreviations for the methods that are used in the text. Subscript d is
used for the delta change and b for the bias correction methods.
Method Abbreviation
Mean change (1) Md
Constant relation (2) Qd (5) Qb
Power transformation (3) POWd (6) POWb
Engen-Skaugen algorithm (4) ESd (7) ESb
3.2 Mean change
The traditional delta change method scales the observations with the simulated mean
change between the control and the scenario period (Hay, 2000). For precipitation,
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the relative change is usually used to avoid negative values in the refined projections:
P (x)scen = P (x)obs
P sim,scen
P sim,ctrl
. (3.1)
Here, P (x)scen and P (x)obs are the corrected and observed percentiles of daily
precipitation, P sim,ctrl is the simulated mean precipitation in the observed climate
and P sim,scen the average of simulated precipitation in the scenario period. The
method has been widely used, because it is simple to apply and applicable over
periods of varying lengths. From (3.1) it can be seen, however, that this method
has an obvious drawback: if the simulated mean precipitation in the control period
is small, predicted changes in the mean values can grow unrealistically large.
One could suggest that instead of using the relative change to correct only
the mean precipitation, relative changes in individual percentiles could be used to
correct the observations. Problems arise, however, if the number of rainy days in
the simulation increases in the scenario period. This would cause the denominator
to be zero at certain x values and lead to infinite precipitation values. Simple delta
change scaling of mean precipitation might also be an inadequate tool especially
when regional projections are considered, as the changes in daily precipitation are
typically expected to be larger for the extreme and heavy rain events than in the
mean values (Ra¨isa¨nen et al., 2004). To further improve the projections of daily
precipitation, information on the daily variability has to be used in the evaluation
of the changes in the spread and the shape of precipitation distributions.
3.3 Methods taking the daily variability into account
Several ways to take the daily variability into account have been suggested. Engen-
Skaugen (2007) introduced a method, in which the biases in the mean and in the
spread of simulated daily precipitation values are removed to achieve the best corre-
spondence to observed values. The method assumes a constant relative bias between
the control and the scenario period. The first step is to obtain the residuals of sim-
ulated scenario period precipitation. This is done by removing the mean values
from daily precipitation sums and then standardizing the remaining part with the
standard deviation:
P,sc,ijk =
PRCM,sc,ijk−mP,RCM,sc,j
σP,RCM,sc,j
, (3.2)
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Here P,sc,ijk is the residual of the scenario period simulation, PRCMsc,ijk is the daily
precipitation value for i:th day of month j in year k, mP,RCM,j is the mean value of
daily precipitation in the scenario period for month j and σP,RCM,j is the standard
deviation in the scenario period for month j. As the errors in daily variability are
assumed to be same for both periods the corrected standard deviation σ̂P,sc,j can be
written as
σ̂P,sc,j = γPjσP,sc,j, (3.3)
where
γP,j =
σP,obs,j
σP,RCM,ctrl,j
. (3.4)
σP,sc,j is uncorrected monthly standard deviation of daily precipitation in the sce-
nario period and γP,j is the correction coefficient of daily variability for each month j
obtained as the ratio of monthly standard deviation of daily observations σP,obs,j and
monthly standard deviation of the control period simulation σP,RCM,ctrl,j. A simi-
lar scaling coefficient βP,j is also constructed for monthly mean values of simulated
precipitation,
βP, j =
mP,RCM,sc,j
mP,RCM,ctrl,j
, (3.5)
where mP,RCM,sc,j is the monthly mean value of daily precipitation in the scenario
period and mP,RCM,ctrl,j is the same, but for the control period.
Finally, the refined precipitation values are obtained by adding the adjusted
simulation residuals to the adjusted monthly mean precipitation taken from
observations:
PRCM2,sc,j = sc,ijkσ̂P,sc,j +mP,obs,jβP,j (3.6)
or
PRCM2,sc,j = (Psc,ijk −mP,sc,j)γP,j +mP,obs,jβP,j. (3.7)
Here PRCM2,sc,j represents the adjusted precipitation in the scenario period. In the
case, where the observed coefficient of variation (CV) is larger than in the control
period simulation (
σP,obs,j
mP,obs,j
>
σP,ctrl,j
mP,ctrl,j
), some of the adjusted values will be negative.
Because these values are set to zero, changes in comparison to observed values will
be too large for the mean precipitation. Therefore, adjusted values are processed
again according to equations (3.2)-(3.7) and the iteration cycle is repeated until the
mean and standard deviation are converged towards satisfactory values.
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The method can be thought to be a linear extension of the common delta
change method: if the first term on the left hand side of (3.7) is removed, the
equation returns back to equation (3.1). Engen-Skaugen (2007) showed that the
method potentially improves RCM simulations while maintaining climate change
trend and also improving frequency distribution of daily events. The algorithm was
originally applied directly to daily precipitation time series but it can also be used
as a delta change method. The same procedure is done for daily residuals derived
from observations, which are then scaled with the simulated changes in the mean
and standard deviation of the daily precipitation distribution.
Another way to take daily variability into account is presented by Leander
and Buishand (2007). Their method takes the daily variability into account by
considering the changes in the CV. Similarly to Engen-Skaugen algorithm, the
method also assumes a constant relative bias between the control and the scenario
period. The algorithm first derives adjusted precipitation values P ∗ using a power
transformation
P ∗ = aP b, (3.8)
where a and b define the scale and spread of P ∗. Leander and Buishand (2007)
represent two different algorithms for calculating the coefficients a and b; here
a distribution free approach is adopted. First, by assuming similar biases in
precipitation simulations in both study periods, target values for the mean daily
precipitation and the CV are then obtained by scaling the precipitation in the
scenario period with the biases in baseline values. The second step is to iteratively
find a solution for b in (3.8) so that the CV of the RCM in the control period
matches to that of the observations. If b is larger than one, this means that CV is
enhanced, i.e. the daily variability is increased in refined simulations. Finally, all P
values are multiplied with a so that the mean precipitation is corrected. When the
method is used via delta change approach, observations are adjusted according to
simulated changes in CV and mean precipitation.
The power transformation algorithm was originally applied as a bias correc-
tion method, but in this study we also use it as a delta change method. Its strength
and also the weakness is the non-linear adjustment that is done for all percentiles.
Leander and Buishand (2007) and later Terink et al. (2010) showed the method’s
ability to refine high quantiles significantly better in comparison to linear mean
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precipitation correction.
While the abovementioned methods have been shown to be able to refine RCM sim-
ulations, they are not flexible in taking the changes in the shape of the distribution
into account. If the changes are at some location complex and non-symmetrical,
these methods might be unable to catch all the information of the changes in
daily variability. In addition, while the method of Leander and Buishand (2007)
is non-linear, its flexibility in adjusting the shape of distributions is also limited.
Even if high quantiles are corrected well, other parts of the distribution might be
adjusted poorly. Furthermore, the frequency distribution of daily precipitation
might be skewed due to the complex transfer function.
M% N%
OBS
CTRL
SCEN
ADJ.
OBS(N%) = CTRL(M%)
SCEN(N%) = ADJ.(M%)
Figure 3.1 An illustration of the ”constant relation” method. The projection for
the N% quantile of the scenario period precipitation is derived by first finding M so
that the M% quantile of the simulated control precipitation equals the N% quantile in
the observations. Then, the corresponding M% quantile for the scenario simulation
is determined, and is assumed to equal the N% quantile in the real world during the
scenario period. The actual implementation of the method is slightly more compli-
cated, as described in the main text.
To allow a more flexible construction of the adjusted precipitation projections a
quantile-based ”constant relation” method was developed in the context of this
study. The basic idea is to find the percentile M from the simulated distribution
in the control period that corresponds to the percentile N in the observed daily
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precipitation distribution. By assuming that this relation is valid also in the scenario
period, the Mth percentile in the uncorrected simulation would then correspond to
the Nth percentile in the actual scenario period climate (Figure 3.1). Formally, this
can be written
POBS(N%) = PSIM,CTRL(M%) (3.9)
The refined value of quantile N is then obtained with the equation
PSCEN(N%) = PSIM,SCEN(M%) (3.10)
In reality, a more complex algorithm was used than what is described above:
1. First, the simulated values are pre-processed by multiplying them with a con-
stant factor to maximize the correspondence between the simulation and ob-
servations. This is done in order to reduce the impact of the noise in the upper
tail of the simulated distribution to the PSCEN in the case where the rainfall
intensity in the upper tail is underestimated.
2. To reduce noise in determining the changes, individual percentile values of
simulated control and scenario precipitation are not used directly. Rather, the
percentile distributions are smoothed using a running average from M-10% to
M+10%.
3. If the observed Nth percentile exceeds the maximum of the simulated
(smoothed) control period values, the projection for the scenario period
becomes Pobs(N%) * Psim,scen(100%)/PSim,ctrl(100%).
4. For the method to be applicable over the whole distribution, equal values in
both distributions are eliminated by adding small random numbers to them.
By doing this, problems in ordering the dry days are avoided.
5. After the distribution has been adjusted, the mean value is scaled to corre-
spond to the simulated relative change in this.
Although the simulations have to be ”pruned” before the quantile based method can
be used, an obvious advantage that is achieved in comparison to previous methods
is that it is applicable to distributions with varying shapes. On the other hand,
extrapolation that needs to be done in the tails of the distribution assumes constant
proportionality above the highest percentile. This assumption is not necessarily
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valid but is used for simplicity. In the final step where the mean change has been
scaled to correspond to the simulated change, ”constant bias” assumption is made.
Thus, the method is not purely applying either ”constant relation” or ”constant
bias” relationship but combines the both assumptions.
The abovementioned description is for adjusting the simulation according to
observed values. If the constant relation assumption holds, one can also use
the difference in scenario and control period simulations to obtain the adjusted
percentile, i.e. if Mth percentile in the scenario period simulation corresponds to
the Nth percentile in the control period, Nth percentile in the observations then
corresponds to the Mth percentile in the adjusted projection.
If it is assumed that the climate change signal varies slowly between the months, one
would gain benefit using data from subsequent months in the refinement. Although
changes in daily precipitation are noisier than for example in daily temperature, the
signal is relatively stable between subsequent months. Therefore, 3 months of data
is used instead of one in deriving the refined projections. This approach is briefly
validated in section 6. Naturally, some other window size could be more optimal
than what is used in this study but this is left to be evaluated in the future studies.
When the mean change method is included, seven different methods are present
in this study. Although the group encompasses several different approaches, the
introduced methods are just the tip of the iceberg and other possibilities exist (e.g.,
Themeßl et al., 2011; Piani et al., 2010b). An approach that is not studied here
is the so called distribution based scaling, where a climatic variable is assumed to
follow a certain distribution. Gamma distribution is probably the most commonly
used distribution in scaling precipitation due to its ability to model quantities
that have very high skewness (e.g., Piani et al., 2010a; Dobler and Ahrens, 2008).
Yang et al. (2007) suggested that instead of using a single distribution for all
values, dividing the daily rainfall values from 95th percentile and fitting two gamma
distributions separately to both parts could improve the results. Although the fit
is more realistic in the upper tail, this method can cause discrepancies to occur in
situations where the two distributions are scaled to opposite directions. Another
problem related to this distribution is that it is only defined with values above zero
and thus can be directly applied only to rainy days. Ylha¨isi (2009) has studied the
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performance of this method in Finland, but found it to be rather problematic to
apply due to the previously mentioned difficulties.
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4 Cross validation framework
In this section the methodology used in evaluating the performance of the refine-
ment methods, so called leave-one-out cross validation is discussed and motivated.
Further, three statistics that are calculated using this methodology are also intro-
duced.
4.1 Leave-one-out cross validation
A common approach to validate the quality of the refinement methods is to compare
the adjusted results directly to current and past observations (hindcast). Such
studies have shown (e.g., Dosio and Paruolo, 2011; Piani et al., 2010a,b; Themeßl
et al., 2011) that using bias correction indeed improves precipitation time series in
comparison to uncorrected simulations. Although the ability to remove biases can
be demonstrated easily in the current climate, it would be naive to assume that
these results will be valid when the projections for the future climate are considered.
How to validate them without using observations as a benchmark is, however, a
difficult question.
In the absence of observational data, leave-one-out cross validation is used to
assess and compare the performance of individual refinement methods (Figure
4.1). The methodology has been lately used in studies (eg. Ra¨isa¨nen et al. (2010),
Bracegirdle and Stephenson (2012)), which try to improve the estimates of future
climate changes. First, from the group of N regional climate models each model
is used respectively as a verifying model that portrays the ”real” climate at both
periods. Climate change projections are obtained from N -1 models and adjusted
with the refinement methods to obtain ”refined” future projections. Statistics
that measure how close the adjusted future projections come the ”actual” climate
in model N , are then calculated. This procedure is repeated for all choices of
model N and the verification statistics are averaged over all models. Here, three
simple and informative statistics are used in evaluating how well simulations are
adjusted: two that measure the differences between the adjusted and the ”actual”
percentiles in the inversed cumulative distributions and one that is used to compare
the similarities in the frequency distributions. These verification statistics are
introduced in the next subsection.
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Figure 4.1 A schematic description of leave-one-out cross validation procedure.
The validity of the cross validation procedure is based on two major assumptions:
first, all the GCM-RCM pairs are assumed to be independent from each other;
secondly, model simulations are thought to be from the same statistical population,
which also the present and future climate belongs to. The first assumption (being
necessary but no sufficient) can be considered plausible if all models have different
dynamical and physical formulations. For the present study six RCM-GCM pairs
with somewhat different mathematical formulation of model physics and dynamics
were available in the data set (see next chapter). By choosing these models, it was
ensured that models were independent to the extent possible. However, because
the numerical formulation of these models is relatively similar and the amount of
suitable models is small, the model set might not completely meet this criterion.
Due to model uncertainties it is also difficult to assess whether the simulations and
the real climate are from the same statistical population. Therefore, there is a
possibility that the results might be biased in the case where the correction methods
perform better for certain types of simulations. Still, the cross validation results are
not without a value as it is one of the few approaches that can be directly applied
to future projections.
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4.2 Verification statistics
4.2.1 Mean absolute error
Mean absolute error (MAE) is a measure of model performance, which is commonly
used in assessing how close model values come to the actual outcome. Mathemati-
cally
MAE =
1
n
n∑
i=1
|fi − yi| =
n∑
i=1
|ei|, (4.1)
where n is the number of percentiles, fi is the ith percentile in the predicted distri-
bution and yi is the ith percentile in the observed distribution. In other words, its
the average of absolute errors between the percentiles in the predicted distribution
and the ”actual” future distribution. When the predicted and ”actual” distributions
are similar, MAE tends to be small. While not as sensitive to outliers and large de-
viations as the root mean square error, it gives a general picture of the fit between
modeled and the actual data. It does not give any information about the direction
of the errors, ie. whether the model under- or overestimates the predicted values.
4.2.2 Mean squared error
Another commonly used statistical score is called mean squared error (MSE):
MSE =
1
n
n∑
i=1
(fi − yi)
2. (4.2)
Generally, MAE and MSE give similar results but MSE is more sensitive to large
errors than MAE and therefore is likely to put more weight on the errors in the upper
tail (larger daily precipitation amounts) of the precipitation distribution. This is a
useful trait because for regional impact studies, changes in the upper tail are usually
more important than changes in daily mean values. Similarly to MAE, small values
indicate better fit between predicted and the ”actual” distribution. On the other
hand, mean squared error does not either give any information on the sign of the
errors.
17
4.2.3 Perkins skill score
Perkins et al. (2007) developed a simple metric (from here on Sscore) for describing
the similarities between two frequency distributions. The idea is to calculate the
cumulative minimum value of both distributions for each bin, and take sum over the
bins. Formally
Pscore =
n∑
i=1
minimum(P (i)mod, P (i)obs), (4.3)
where n is the number of bins and P (i)mod and P (i)obs frequency of values in i:th
bin. From the definition, it can be seen that Perkins score gets values from one to
zero, one meaning perfect similarity between two distributions and zero no overlap
at all. Perkins score is a useful statistics because it is simple and easy to interpret,
and the statistics between different variables can be directly compared. The main
drawback of this score is its sensitivity to the selection of the bin width. In this
study, a bin width of 1 mm is used.
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5 Data descriptions
5.1 Model data
Model data used in this study were produced in the ENSEMBLES project (van der
Linden and Mitchell, 2009) funded by the EU sixth framework programme. One
of the project’s main achievements was the production of a large set of regional
transient climate model simulations in the European domain (Figure 5.1). Data is
freely available in the project website http://ensemblesrt3.dmi.dk/. Daily simula-
tions that extend to the end of the 21st century (table 5.1) were chosen from the
data base. All simulations were run at 25 km resolution by using A1B emission
scenario forcings (Nakic´enovic´ and Swart, 2000). Because the signal-to-noise ratio
for precipitation is small, simulated changes become clearer towards the end of the
century. Therefore, changes from the present climate (1971-2000) to the end of the
century (2069-2098) are only considered.
Because the models were run by using different map projections, simulations
were first interpolated to a common regular 0.25◦ lon × 0.25◦ lat grid having size of
278*170 grid points. This was done by using nearest-neighbor interpolation method,
in which the closest value for a given point is chosen without giving any weight
to other surrounding points. Although the method slightly distorts data spatially,
smoothing, which affects especially peak values is avoided and the information on
the extreme events is preserved. Simulations driven with 360-day calendar were
changed to gregorian calendar by adding previous’ days value to the end of each
30 days long month. Errors resulting from this procedure are likely to have only a
small effect on the results because multi year monthly time series are considered.
Cross validation is computationally expensive and produces massive amounts
of data. Due to these restrictions, only every tenth grid box in longitude and
latitude was chosen from the full resolution data. Thus, a total of 459 grid boxes
were sampled to the cross validation. In addition, two subdomains from north and
south Europe were chosen for more precise analysis of area averaged cross validation
statistics.
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Figure 5.2 shows the annual mean daily precipitation in the scenario period for the
models used in the cross verification exercise. The figure is included to simplify the
interpretation of some the statistical features shown in the next section. Largest
differences between the model simulations can be seen over the Atlantic region and
near eastern boundaries of the model domain. Also in the areas where topography
varies significantly annual precipitation sums might be relatively large. Models
generally simulate increasing annual sums in the northern parts of the domain, while
in south and central Europe the tendency is opposite. The intermodel differences are
large especially in south Europe. From the figure it can also be seen that when taking
a limited sample of grid boxes from the full resolution simulations reduces small scale
variability, some model specific regional aspects especially around mountainous areas
are included.
Figure 5.1 Model domain common to all simulations. Red dots mark the locations
of the stations used in section 7, namely, Dublin, Jyva¨skyla¨, Madrid and Vienna.
Studies have shown that RCMs tend to overestimate seasonal precipitation in Eu-
rope in the winter and underestimate it in the summer. For example, in Scandinavia
RCMs simulate too high average precipitation values. Another feature is the over-
estimation of annual sums near the boundaries especially in winter when lateral
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boundary forcings are strong (Jacob et al., 2007). Both of these biases are mainly
caused by the driving GCM. In southern Europe the situation is somewhat oppo-
site. Although the amount of wet days is overestimated, upper tail daily values are
underestimated especially during the summer. Whereas the biases in northern and
eastern parts of Europe are caused by lateral boundary forcings (i.e. the driving
GCM), biases in southern Europe are mainly due to problems in the description of
regional forcings.
Table 5.1 The GCM-RCM pairs used in this study. First column shows the insti-
tution providing the data, second column the driving GCM, third column the RCM
and fourth column the calendar type used in the model simulation. Stars (*) indicate
the six models used in the cross validation section.
Institute (abbreviation) GCM RCM calendar
Community Climate Change
Consortium for Ireland (C4I) ECHAM5 RCA3 gregorian
Mete`o France (CNRM) ARPEGE ALADIN4.5/5.1* gregorian
Danish Meteorological ARPEGE HIRHAM gregorian
Institute (DMI) ECHAM5-r3 DMI-HIRHAM5 gregorian
Swiss institute
of technology (ETHZ) HadCM3-Q3 CLM* 360 days
The Abdus Salam Intl. Centre
for Theoretical Physics (ICTP) ECHAM5-r3 RegCM gregorian
The Royal Netherlands
Meteorological Institute (KNMI) ECHAM5-r3 RACMO gregorian
Hadley Centre for Climate HadCM3-Q0 HadRM3-Q0* 360 days
Prediction and Research (HC) HadCM3-Q3 HadRM3-Q3 360 days
HadCM3-Q16 HadRM3-Q16* 360 days
Max-Planck-Institute
for Meteorology (MPI) ECHAM5-r3 REMO* gregorian
Swedish Meteorological and BCM RCA* gregorian
Hydrological Institute (SMHI) ECHAM5-r3 RCA gregorian
HadCM3Q3 RCA 360 days
5.2 Observational data
Observational data used in this study are taken from the dataset gathered by Euro-
pean Climate Assessment & data (ECA&D). The data set is quality controlled and
routinely tested for homogeneity (Aryan et al., 2008). Klok and Klein Tank (2009)
noted that precipitation observations have to be used carefully, because homogeneity
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Figure 5.2 Maps of the annual mean precipitation for each model in the control
period (1971-2000) and the relative change in the scenario period (2069-2098).
tests might not be able to detect discontinuities in time series due to large variability
of daily precipitation. On the other hand, problems related to measurements add
another source of uncertainty (Ylha¨isi, 2009). Yet, they should be relatively small
in comparison to modeling uncertainties.
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As it is of interest what kind of results are obtained in different climatic conditions,
four stations around Europe, namely Jyva¨skyla¨, Dublin, Vienna and Madrid were
chosen (see Figure 5.1). Dublin and Jyva¨skyla¨ are used to illustrate the results in
climatic conditions where it rains frequently but the daily sums are usually small.
Topographic effects are most prominent in Vienna, while Madrid is suitable for illus-
trating the results in a dry climate where rain comes to a large extent as sporadic,
intense showers. The same baseline period was used as in the cross validation ex-
ercise. Data was first checked for unrealistic and missing values but proved to be
good quality. In addition, because each of the time series included only a few (less
than 10) missing values, they were set to zero.
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6 Cross validation of refined precipitation projec-
tions
Due to the large spatial and temporal variations that the daily precipitation changes
are expected to have, we first test how well the methods perform in different locations
at different times. Statistics for the case, where the baseline simulations have been
directly used in the cross verification exercise, are included as a benchmark for the
projection methods. A brief analysis on the impact of the window size (1 month
and 3 months) to the cross validation statistics is also shown.
6.1 Spatial features
Figure 6.1 shows the spatial features of the annual 6-model mean statistics for Qd.
Both the MAE and the MSE have relatively similar patterns in the whole domain,
largest values occurring in the central and south European mountain regions and
near the domain boundaries especially in the Black Sea region. The Sscore is largest
in the southern parts of the domain and decreases toward north, but lower values
around mountainous areas are also visible. It can be seen that the spatial pattern
in north Europe is more homogeneous than in south Europe. Further, spatial
variability is larger in south due to larger fraction of grid boxes that have been
taken from mountainous areas. The seasonal variation in spatial features of the
MSE is small but the spatial pattern for MAE, on the other hand, exhibits some
seasonal variability (not shown) as the largest values are located in the eastern parts
of the domain during the summer in the western parts of the domain during the
winter. The same applies also to Sscore, for which the values tend to be relatively
lower (higher) in eastern (western) parts of the domain in the summer and higher
(lower) during the winter.
Poor statistics near the domain edges are caused by noticeably different daily
precipitation values in some of the models. As Figure 5.2 shows the annual mean
daily precipitation simulated by SMHIRCA-B is very large in eastern and south
eastern Europe and, on the other hand, CNRM-RM5.1 and MPI-M-REMO simulate
noticeably larger values in the Atlantic region than the other models. Because
the large precipitation values in these areas are probably a consequence of either
numerical instabilities advected from the boundaries or due to model deficiencies,
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Figure 6.1 The annual average of 6-model mean MSE, MAE multiplied by 10 and
Sscore multiplied by 100 for Qd are shown in the upper figures. Differences to the
statistics calculated for the uncorrected simulations are shown in the lower figures.
Negative (positive) differences for MSE and MAE (Sscore) mean that the statistics
are better for the projection method.
this lead to a decision to use two separate domains (see section 4) to suppress the
impact of unrealistic features to the results. These domains are also suitable for
evaluating the projection methods in different climatic conditions.
As an example of where the adjustment step results with the largest improve-
ment, differences in the statistics between Qd and the uncorrected simulations
are shown in Figure 6.1. The reduction in the MSE and the MAE is largest in
the eastern Europe and in the alpine regions. Yet, in the grid boxes, where the
reduction is largest, even after the refinement step errors still tend to be relatively
large in comparison to other areas. The improvement in the Sscore is similar to the
MSE and the MAE but varies more locally. The reduction in the MSE is smallest
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in the Atlantic region, around the Baltic sea and in north Africa. Figures also
show that the adjustment step does not always lead to improved results. In fact,
Qd fails to improve the MSE in some grid boxes especially in the Atlantic region.
The MAE and the Sscore are also worse in some grid boxes, although in much lesser
extent. In the north Atlantic region, model simulations are relatively similar due
to stronger large scale forcings, which might explain the lack of improvement. This
shows that even though the reduction in the annual mean statistics is large, in some
occasions the adjustment step fails to correct the projections. Naturally, methods
have differences in the location of the grid boxes where the adjusted projections
have poorer statistics, but the general picture stays similar.
6.2 Temporal features
First, annual statistics are analyzed to get a general picture of the performance of
each method and also briefly evaluate how the statistics differ from those calculated
either using the observations (i.e., for the control period simulation of the verifying
model) or the uncorrected simulations. Figure 6.2 shows annually averaged 6-model
mean statistics both for 1 month and 3 month window size in both subdomains.
It is immediately seen that the reduction both in the MSE and in the MAE after
the refinement step is large in comparison to uncorrected projections. In both
subdomains the MSE for the uncorrected simulations is approximately twice that of
the best methods. In addition, although the difference in the MSE is rather small
between the refinement methods and the ”observations” in south Europe, statistics
show some reduction in the MAE. In Scandinavia, the reduction is large both in
the MAE and in the MSE.
The benefit of using 3 month time-window in deriving the refined projections
can be readily seen. Using larger window size reduces the MSE by 0.1 to 0.4
(mm/d)2, the largest reduction occurring in south Europe. Especially the bias
correction methods gain benefit of using 3 month time-window, as this reduces
the sampling noise that is largest in the upper tail of the distribution. Note that
the reduction in the MSE is in south Europe largest for Qb (method 5) and in
Scandinavia for POWb (method 6). Some improvement can also be seen in MAE
values especially in Scandinavia, but for Sscore the improvement is rather marginal.
This is understandable, since the the Sscore is relatively insensitive to the changes
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that the smoothing causes on the occurence of heavy precipitation. In Scandinavia,
the smoothing has an effect not only on the MSE; also the MAE is reduced more
than in South Europe. The Sscore stays here mostly unchanged except in the
case of ESb (method 7), for which the statistic is already poorer than for the
other methods. The improvement varies between different months and especially
in the summer season, as larger window size tends to slightly bias the climate
change signal (not shown). Thus, tuning the time-window size could further im-
prove the results and also change the relative performance of the projection methods.
Figure 6.2 Annually averaged six-model mean MSE (first column) MAE (second
column) and Sscore (third column) for each method in south Europe (upper row) and
in Scandinavia (lower row). The numbering on the x-axis follows Table 3.1. The
last two bars represent the cross validation statistics when the (O) control period
simulation of the verifying model and (M) the uncorrected simulations for the five
training models are used as a prediction of the future climate. Bars show the results
for statistics calculated using 3 month time-window, while the plus signs show results
in the case where data from only 1 month is used.
Figure 6.2 shows that the MSE is over two times larger in south Europe than in
Scandinavia, while the MAE is slightly smaller for most of the methods. Larger
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MSE errors in south Europe are due to both larger daily precipitation values in
the upper tail and larger intermodel differences in the simulated precipitation.
The lower MAE is also understandable, as there generally are less rainy days
in south Europe than in Scandinavia. This also explains why Sscore is relatively
better in south Europe, as most of the contribution to the statistic comes from the
fraction of dry days. The reason for the better performance of the bias correction
methods (except ESb (method 7)) in Scandinavia is, apart from the impact of the
smoothing, that the intermodel differences in the simulations are relatively smaller
than in south Europe. Thus, using different simulations as the basis of the refined
projection is probably a more optimal approach to estimate daily variability in the
scenario period.
In south Europe the MSE is smallest for POWb (method 6) and for Qd (method
2). Results for the MAE and Sscore deviate slightly from those to the MSE, as the
MAE is lowest for POWd (method 3) and Qd (method 2). Md (method 1) has the
largest MSE, which shows that the assumption of a constant change in all parts of
the distribution is unrealistic in south Europe. On the other hand, the difference
in the MSE to other methods is marginal in north Europe. In addition, MAE and
Sscore also show that Qb has on average the best ability to adjust low and moderate
precipitation. Finally, ESb has a noticeably higher MAE (and also poorer Sscore) in
both subdomains than the other methods. Reasons causing the poor performance
of this method are discussed in more detail below.
Figure 6.3 shows monthly statistics for all methods when averaged over all verifying
models. In both subdomains, all statistics have a clear annual cycle that follows
the seasonal variability of the daily precipitation. In south Europe, Sscore has a
maximum in July and minimum around November. The summertime maximum is
due to the fact that during the summer months, rain events are most infrequent and
because changes in the number of dry days can not be large, as there are already few
days with precipitation, all methods are able to adjust the frequency distribution
relatively well. Minimum in the Sscore values occurs around the time when the
fraction of rainy days is largest. Qb has the best performance from October to
May but differences to other well performing methods are quite small. During the
summer and early autumn, delta change methods (excluding Md) are superior to
bias correction methods. This seems to be mostly caused by an overestimation
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Figure 6.3 Monthly 6 model mean statistics in south Europe and in Scandinavia.
Black curves show the statistics for the case, where baseline simulations have been
directly used in the cross verification exercise. Solid lines depict the results for the
delta change methods and dashed lines for the bias correction methods. Note the
different scale on y-axis for both subdomains.
of dry days in the bias corrected projections. Although differences are very small
between the best methods, POWd performs slightly better than Qd.
Sscore is smaller in Scandinavia than in south Europe throughout the year. The
maximum values are seen during spring and early summer (from April to June)
and minimum values around the rainy autumn, as the Sscore follows the seasonal
variation of the fraction of wet days similarly to south Europe. Qb shows superior
performance outside the autumn season when POWd gives slightly better results.
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On the other hand, Sscore for ESb, as suggested by the annual mean value, is
noticeably worse than for the other methods in both subdomains and is actually
worse than Sscore for the control period simulation of the verifying model most of
the year.
The MAE and the Sscore show similar results for the relative performance of
the projection methods in both subdomains. From the figure it can be seen that
the MAE values peak in the late autumn and winter and as in the case of Sscore, Qb
and POWd have the best relative performance. In Scandinavia, MAE is smallest in
winter and spring, while the values peak in October. Qb has generally the smallest
MAE except in August, when POWd performs best.
Figure 6.3 shows that the relatively larger MSE values in south Europe are
mostly due to the peak in the autumn, while in other seasons the MSE is sub-
stantially lower. In general, delta change approaches seem to give better results
during the summer months and bias correction methods in the winter. These
results are in line with the study made by Maraun (2012), who showed that the bias
correction of even time mean precipitation is substantially affected by the internal
variability in arid climates. From individual projection methods, POWb shows a
superior performance outside the summer season, while Qd performs best in the
summer, although the differences to other delta change methods are very small. In
Scandinavia, MSE behaves quite similarly to MAE, but the maximum is seen earlier
in the summer, when MSE values are especially high for the delta change methods.
Methods that largely have the lowest MSE are POWd (September-March) and Qb
(May-July), the only exception being Qd in August.
Although seasonal statistics give a general picture of the relative performance
of the projection methods, we now try to further shed some light on the problems
related to different methods. Therefore, refined quantile distributions are analyzed
directly to pinpoint some of the possible reasons causing the poor performance
in certain occasions. The reasons for the spatial and temporal differences in the
method performance are difficult to assess, but some main conclusions are suggested
below.
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The seasonal mean bias averaged over all verifying models for the 25-100th per-
centiles are shown in Figure 6.4. As expected, Md (method 1) with the unrealistic
assumption that the change is constant over the whole distribution underestimates
precipitation in the upper tail but also overestimates low and moderate precipitation
in almost every season. Both results are in accordance with the previous studies,
which have shown that large relative increases are more likely to occur in heavy than
in light precipitation in the warming climate conditions.
Figure 6.4 Seasonal bias averaged over 6 verifying models for 25-100th percentiles
in south Europe (left column) and in Scandinavia (right column). Methods numbered
according to table 3.1 are shown on the y-axis.
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The reason for the poor performance of ESb (method 7) is that it overestimates low
and very low precipitation, as suggested by Sscore. In fact, ESd (method 4) tends
to scale the whole lower tail unrealistically and remove practically all days that
have zero precipitation when the refined projections are averaged over all predicting
models. This is caused by the additive linear scaling the algorithm applies to the
distribution: because the same weight is given for all precipitation amounts, in a
situation where the coefficient of variation (σ/µ) is larger for the predicting model
than for the verifying model, the algorithm scales the lower tail above zero. On the
other hand, as the shape of the distribution does not change, this also causes the
underestimation of moderate precipitation values. In south Europe the method has
the largest bias in the low tail outside the summer season but in Scandinavia, low
values are overestimated throughout the year. It should be noted that the issue is
not that crucial when using real observations, because models rarely overestimate
the coefficient of variation. On the other hand, ESd underestimates the fraction of
wet days in some cases, because the coefficient of variation tends to be larger in the
scenario period simulations. However, the intermodel differences in the simulated
changes are smaller than the intermodel variations in the control period and the
biases are relatively smaller than for ESb (method 7).
Systematic biases related to other methods can also be identified. Qd (method
2) underestimates the extreme upper tail throughout the year in both domains.
Models generally simulate an unproportional increase in the large precipitation
values, and because strong smoothing is applied to the distribution to remove noise
from the upper tail, together these probably cause the method to underestimate
the upper tail values. On the other hand, the same method overestimates values
around the 75th percentile in many occasions, as the smoothing transfers larger
changes from the upper tail to this part of the distribution.
Qb (method 5) overestimates the extreme upper tail except in the summer in
south Europe. As the intermodel differences are large in the upper tail, the method
tends to fail due to uncertainty related to the extrapolation. Another problem is
that in south Europe, where the number of rainy days is small, smoothing applied
over the distribution might be too strong in certain cases and cause the method to
underestimate values in the upper tail. This suggests that one way to improve the
performance of the analogy methods could be to allow the smoothing parameter to
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change as a function of time and location. Especially in south Europe where the
distribution of daily precipitation is more strongly skewed than in north Europe,
this could improve the relative performance of this method.
The behavior of the power transformation algorithm is fundamentally different
from the other algorithms, as the non-linear scaling forces the projected relative
changes to always decrease toward the lower tail if the coefficient of variation
increases. Based on the abovementioned discussion this seems to be a beneficial
approach to scale the large daily precipitation amounts. In addition, the scaling is
defined using only two statistical parameters, which makes the algorithm relatively
robust. At least partially due to these aspects, POWb (method 6) has the smallest
bias in the 99th percentile. On the other hand, difficulties related to the algorithm’s
limited ability to change the shape of the distribution are also seen, as it often
tends to underestimate precipitation percentiles just below the extreme upper tail.
6.3 Ranking of the methods
Bulk statistics such as the ones shown in Figures 6.2-6.3 illustrate errors on the
average and thus do not give any information of the differences in specific parts of
the distribution. This information is crucial for many end users, since changes in the
occurrence and the intensity of extreme precipitation events are of special impor-
tance in several applications that use precipitation data as an input. As the analysis
of systematic biases related to different projection methods showed variation from
one part of the distribution to another, it will now be tested what is the methods’
relative performance in different parts of the distribution. To illustrate this aspect,
ranking based on the annual mean MAE averaged over all choices of the verifying
model is shown in Figure 6.5 for all methods and for both subdomains. Because dry
days are included in constructing the distributions, results are shown only above the
50th percentile, as the ranking for the lower tail is unimportant.
In Scandinavia, Qb (method 5) is superior in almost all percentiles, the only excep-
tion being the extreme upper tail (above 97th percentile), where POWb (method
6) has the best ranking. The ability of this method to robustly scale the extreme
upper tail at least partially explains the best ranking at annual level, although the
ranking is better for lower percentiles than what could be expected from the basis
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Method
Figure 6.5 Ranking based on annual average of 6 model mean MAE in the upper
half of the quantile distribution for all methods (for method numbering, refer to Table
3.1) both in Scandinavia (left panel) and South Europe (right panel). Color palette
goes from purple (best ranking) to orange (worst ranking).
of Figure 6.4. ESb (method 7) performs notably well in the upper tail in Scan-
dinavia, but the problems related to additive scaling become visible below 75th
percentile. Md (method 1) is also performing relatively well around 70th percentile
but the overestimation of low and the underestimation of high intensities degrades
the ranking elsewhere. In general, delta change methods are not good in scaling
daily precipitation above the 95th percentile. This is probably due to the fact that
these methods do not encompass the whole range of daily variability in the scenario
period. Naturally, there is some seasonal variability in the ranking, as suggested
by the bias analysis but the general picture on the relative performance does not
change significantly.
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Ranking for south Europe shows some differences in comparison to Scandinavia.
POWb (method 6) has again the best performance in the 97-100 percentiles. On the
other hand, POWd (method 3) has the highest ranking between 83-96 percentiles,
which probably explains the best statistics in the summer season. Although Qb
(method 5) has the best ranking below 83th percentile, it is performing notably
poorer in the upper tail than in Scandinavia. Overall, the delta change methods
seem to be performing better in the upper tail of the distribution in south Europe.
In addition, results for POWd (method 3) in the two highest percentiles illustrate the
fact that the relative performance can change rapidly from one percentile to another.
Model simulations are usually combined to multi model mean projections to
reduce uncertainty in the estimated changes. The same idea can in principle be
applied to model projections that have been refined with different methods. To
test, whether combining several refined projections improves the statistics, four
combinations were constructed using: (a) all methods (A7), (b) best four methods,
i.e both analogy methods and both power transformation methods (B4), (c) both
analogy methods only (Q2) and (d) both power transformation methods only
(P2). For these projections, the annual mean statistics and ranking based on the
MSE and the MAE were then calculated separately in both subdomains (figure 6.6).
Indeed, the results show that using several methods in parallel improves the
statistics in both subdomains. Especially the MSE values improve and are smaller
than for any single method. Differences between the combined projections are
small, but A7 and B4 have slightly lower MSE than the other two combinations.
Although the reduction in MAE is more marginal, combinations B4 and Q2 have
the lowest MAE in both subdomains. The impact of poorer performing methods,
specifically ESb probably causes the MAE to be higher for A7. Sscore gives a similar
conclusion showing that combinations are also able to improve the probabilities of
different daily intensities. These results are understandable, because as in the case
of multi-model mean projections, errors that the individual methods have tend to
cancel out each other. Further, because errors tend to be largest in the upper tail
of the distribution the largest reduction is seen in the MSE.
From the ranking shown in Figure 6.6, it can be immediately seen that the com-
binations are superior in comparison to individual methods in most parts of the
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distribution. In Scandinavia, A7 performs well in a large part of the distribution,
while Q2 has the best ranking in 89-96%. The combination that has the best
ranking above 88th percentile varies between B4, Q2 and P2. In south Europe,
Q2 dominates below the 85th percentile. There is again noticeable variability
in the ranking in the upper tail. The reason why Q2 is performing well in the
extreme upper tail is probably because Qb and Qd tend to have biases of the same
MethodMethod
Figure 6.6 On the left side, the ranking based on annual average of 6 model mean
MAE for the projections refined with methods 2-3 and 5-6, for the combinations
of all methods (A7), four best performing methods, i.e. both analogy methods and
both power transformation methods (B4), the analogy methods (A2) and for the
combination of the power transformation methods (P2) are shown. As dry days are
included in the projections, the ranking is shown only for 50th-100th percentiles.
Right panel shows results for Scandinavia and left panel for south Europe. Color
palette and numbering shows the ranking for individual methods. Also shown are the
annual mean statistics for the same methods and combinations. Note the different
scales on the y axis in the figures for the annual statistics.
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magnitude but with different signs. The results show that not all combinations of
relatively well performing methods give improved results, as P2 actually has worse
performance below the 70th percentile than methods 2, 3 and 5.
These diagrams further back up the fact that what method should be used in
adjusting precipitation projections, is a difficult question to answer due to notice-
able differences in the methods’ performances at different parts of the distribution.
Combinations also have their complications: While it is relatively easy to separate
the methods which give the most unrealistic results, the reliability of the combi-
nations is difficult to quantify because the differences in the relative performance
between the methods (and combinations) are small and non-systematic.
Figure 6.7 shows the best (left column) and the worst method (right column)
at individual grid boxes in the whole domain. Control period simulation of the
verifying model (CTRL) is also included in the ranking. The selection has been
made using similar ranking as is Figures 6.5-6.6. To test whether the results depend
on the sampling resolution, the ranking was also repeated for the full resolution
data in Scandinavia. Because the results did not reveal any small scale variability,
they are not shown in this study.
The spatial patterns for the best performing methods are noisy. Two upper-
most panels show that the best performing method according to MSE varies from
one grid box to another. This is understandable, since spatial variability of heavy
precipitation, for which the MSE is sensitive, is large. It can be seen that POWb
and Qb have the best ranking in most of the grid boxes, yet in some grid boxes
even using the control period as a projection gives the best results. On the other
hand, fields for MAE and Sscore are more coherent than for MSE. Qb is the best
method in most grid boxes in the Atlantic region and north Europe, while POWd
is performing well further south especially in Iberian peninsula, north Africa and
around Black Sea. It should noted though that the ranking near the boundaries
should be considered cautiously, because large model biases might cause some
models to dominate in the mean statistics and have an disproportionally large
impact on the results.
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MFigure 6.7 Best (left column) and worst (right colum) method at each grid box
according to annual mean MSE (first row), MAE (second row) and Sscore (third row).
Grid boxes where bias correction methods have the best performance are marked with
open circle. Color codes for the methods are shown in the panel under the figures.
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The maps for the poorest performing method show more coherent patterns. As
expected, the ranking based on the MSE is worst for DM in a large fraction of the
grid boxes in north Europe and in the Atlantic region. On the other hand, Dm
and ESb have the poorest performance in central and east Europe. Even for the
worst performing methods the patterns show substancial variability in the southern
parts of the domain. Figures for the MAE and Sscore are dominated by CTRL and
ESb, which is in accordance with the previous results shown in Figures 6.2-6.3.
This suggests that in the case of MAE and Sscore large values in the area averaged
cross-validation statistics are not completely dominated by individual grid boxes
and represent, at least to some extent, more general results. If the adjustment of
heavy precipitation is more important, the location and the domain size need to be
taken into account more carefully when selecting the best method, as the variability
between individual grid boxes is larger, especially in southern parts of the domain.
The main conclusions from this section are that the performances of the re-
finement methods have noticeable spatial and temporal dependencies and that their
relative performances change from one part of the distribution to another. Further,
statistics calculated for the combined projections suggest that it might be useful
to use methods in parallel to further reduce uncertainty. Yet, it has to be kept in
mind that these results hold only for this group of models and might deviate from
the presented ones if other models are used.
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7 Application of the methods to observations
In this section, the methods are applied directly to station observations. This is
done in order to illustrate how the choice of the refinement method affects the
projections and also to evaluate the differences to uncorrected projections. Another
important topic that is discussed in some detail is how the range of model projections
in the climate change scenarios is changed, not only for a single method, but also
the overall uncertainty between all the methods. To shed some light on this, all
of the models described in the section 4 are used to estimate (qualitatively) the
range of possible outcomes before and after the adjustment step. Precipitation
statistics in the scenario period are evaluated by using four indices that describe
different statistical aspects of daily precipitation: daily mean precipitation, standard
deviation, fraction of wet days (precipitation > 1mm/day)(%) and 99th percentile
of daily precipitation. To account for the seasonal variability, the results are shown
separately for the winter and summer seasons.
7.1 Differences to observations in the period 1971-2000
First, we take a look at the differences between the models and observations in
the baseline period in order to simplify the interpretation of the results. Figure
7.1 shows the simulated, multi-model mean and observed quantile distributions for
each station both for the summer and the winter season. Distributions have been
divided into two parts from 90th percentile so that more details are visible in the
upper tail. Simulated values and differences to the observations are shown for mean
precipitation and standard deviation.
During the winter, models tend to overestimate the number of rainy days and
light precipitation at every station due to spurious drizzle. The mean precipitation
is also overestimated at every station, although the difference to observations is
smaller in the southern stations (Wien and Madrid). Models on average simulate
too large daily variability except in Dublin where the largest precipitation sums
are underestimated. The spurious drizzle is also present in the summer conditions,
which causes the mean precipitation in Jyva¨skyla¨ and Dublin to be too high. On
the other hand, the underestimation of heavy precipitation is even more pronounced
during the summer everywhere else but in Madrid. The figure shows that, although
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having some similarities in daily precipitation biases, some local aspects are also
present, which makes these stations suitable for this study’s purposes.
m=1.9(0.52)
std=2.6(0.27)
m=2.7(0.2)
std=4.7(-1.2)
m=2.8(0.46)
std=3.9(-0.15)
m=2.4(0.4)
std=4.4(-0.88)
m=1.4(0.13)
std=3.7(0.05)
m=0.5(-0.03)
std=2.8(0.29)
m=1.6(0.27)
std=3.5(0.19)
m=1.8(-0.4)
std=4.5(-1.74)
Figure 7.1 Quantile distributions for all models and observations in the period
1971-2000 in Jyva¨skyla¨, Dublin, Vienna and Madrid. Results are shown separately
for winter (first and third row) and summer (second and fourth row) seasons. Red
curve shows the distribution for the observations, black curve for the 14 model mean
distribution and grey curves for individual models. Distributions are divided into
two parts from 90th percentile to show more of the details in the upper tail. Values
for the 14-model mean daily precipitation and standard deviation are shown together
with the differences to observations (numbers inside the brackets).
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7.2 Adjusted projections for the period 2069-2098
How do the methods take these biases into account? To answer this question, we
take a look at the differences the methods have in constructing refined projections
for the scenario period 2069-2098. Figure 7.2 shows the 14 model mean projected
precipitation change in different parts of the distribution both for the summer and
for the winter season. The observed percentile values are shown in left edges of
the panels. It can be seen that the absolute changes relative to observations are
largest in the upper tail of the distribution, and the refined projections show an
increase in the upper tail precipitation sums especially in the winter precipitation.
The methods project increasing precipitation values also in the other parts of the
distribution, except in Madrid, where the climate is more arid than in the other
stations. During the summer, patterns are more variable, but the methods generally
project increase in the upper tail precipitation and decrease in other parts of the
distribution.
In comparison to uncorrected simulations (M), the methods tend to reduce
100% precipitation in the winter and increase it during the summer except in
Madrid, where the models overestimate heavy precipitation in both seasons. The
projected precipitation sums are generally smaller for 50-90% in the winter, but in
the summer this varies substantially. The absolute intermethod differences in the
projected changes are also largest in the upper tail. In contrast to delta change
methods, bias correction methods project lower values just below 100% than Md
suggesting that the shape of the projected precipitation distribution is different for
these two approaches. Power transformation methods (methods 3 and 6) project
the largest heavy precipitation values in most occasions. On the other hand, Qb
(method 5) gives slightly smaller values than the other bias correction methods
in the extreme upper tail (in fact smaller than Md (method 1) in Jyva¨skyla¨ and
Dublin), but in Madrid where the models overestimate 100% precipitation during
the summer, the situation is reversed. A similar conclusion also holds for Qd
(method 2), for which the changes in comparison to uncorrected projections are
less extreme. This is at least partially an effect of the smoothing, but the 100%
precipitation projected by Qd is also affected by the extrapolation uncertainty.
As biases vary from model to model, it is also of interest what is the range of the
intermodel differences for different methods. To illustrate some of these aspects,
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Figure 7.2 Figure shows the 14-RCM mean changes projected by different methods
in different parts of the distribution for Jyva¨skyla¨ (first column), Dublin (second
column), Vienna (third column) and Madrid (last column). The results are shown
both for winter (upper row) and summer (lower row) seasons. As the method 1
applies a constant delta change to each part of the distribution, differences (mm/d)
from this value are shown for the other methods (shading). The leftmost column (O)
shows the percentile values for the observations and the rightmost column (M) for
the uncorrected projections.
box plots for the mean daily precipitation and standard deviation values estimated
from the refined projections are shown both for the winter (Figure 7.3) and for the
summer season (Figure 7.4). Uncorrected model simulations are again included as
a benchmark. Plots include the model mean, inter-quartile range and the absolute
maximum and minimum value estimated from 14 model projections. Note that
these plots do not try to represent the whole modeling uncertainty range, but rather
illustrate how the projection methods change the intermodel spread.
Some important properties for both delta change and bias correction methods are
well illustrated in these figures. The delta change methods give the same mean
change for the scenario period since they have all been set up to give the simulated
mean precipitation change. This also holds for the bias correction methods that
remove bias in the mean value exactly in the same way (small differences are due
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Figure 7.3 Box plots for daily mean precipitation (left column) and standard devi-
ation (right column) in the winter (December-January-February). Together with the
observed values (dashed line) are included the model mean (red lines), inter-quartile
range (box) and the absolute minimum and maximum values (whiskers) calculated
from 14 model projections. Note the varying scale on the y axis.
to the three-month averaging in the estimation of the changes and the biases).
Both the power transformation and the ES algorithm give the same change in the
standard deviation, but the analogy methods using more information in the scaling
of the distribution, give slightly different results.
The most notable changes in the mean precipitation projections relative to the un-
corrected model simulations are the reduction in the intermodel differences and an
overall decrease in the mean values. Especially in Jyva¨skyla¨, both the overall model
range and the inter-quartile range are much smaller than before the adjustment.
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This is in accordance with the the RCM’s tendency to overestimate the mean daily
precipitation in north Europe that all the methods are able to reduce. Further,
the bias correction methods tend to move the lowest values below the originally
modelled range in Vienna and Madrid. This shows that the methods are able to
move even the average value of mean precipitation outside the uncorrected model’s
range. Still, after the adjustment step all models project an unanimous increase in
the mean daily precipitation in Jyva¨skyla¨ and Dublin regardless of the refinement
method. In Madrid, on the other hand, methods on average project a reduction in
the mean precipitation in relation to baseline period. Differences between the two
approaches in the mean precipitation are also small in comparison to the range of
model projections suggesting that the method uncertainty is relatively unimportant
when estimating mean precipitation.
Plots for the standard deviation show more variability between the methods, but
on the other hand, the range of intermodel uncertainty for individual methods is
reduced. The uncorrected projections show a larger intermodel range, which in
most cases covers the range for the projection methods. The only exception is
Dublin, where models underestimate the spread in the baseline period. It should be
noted that Qb (method 5) predicts smaller values than the other two methods due
to the smoothing, which reduces the increase in the upper tail and also narrows the
distribution. The uncertainty related to the selection of the refinement method is
larger in the case of standard deviation. Bias correction methods generally give a
broader uncertainty range probably because simulations cover a broader range of
possible realizations of natural variability. This is not necessarily a weakness, as
using observations as the basis of the projections might not be a sufficient approach
to encompass the whole uncertainty range related to possible changes.
All refinement methods tend to decrease the mean precipitation relative to
the uncorrected scenario simulations in the summer, except in Vienna, where the
models underestimate the mean precipitation in the control period. The range of
the projections for individual methods is decreased in Jyva¨skyla¨ and Dublin by
both approaches, but in Madrid and Vienna the reduction is smaller and for some
methods even absent. Again, the delta change methods have smaller intermodel
variations than the bias correction methods, but on the other hand the mean
precipitation tends to be higher than what is given by the bias correction methods.
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Figure 7.4 Similar box plots as in Figure 7.3, but for the summer months (June-
July-August).
In addition, the adjusted projections lie outside the uncorrected uncertainty range
in Vienna. Finally, the figure for the mean precipitation in Dublin illustrates well
the fact that the projected changes even on average may have the opposite sign in
comparison to uncorrected simulations.
The intermethod differences in the standard deviation are noticeably larger in
summer than in winter, as models simulate large daily variability in summer. In
Vienna and Madrid, where the intermodel differences in the simulated change
are large, the uncertainty range tends is even broader than for the uncorrected
simulations. The bias correction methods show a noticeably larger intermodel range
than the delta change methods, but on average tend to project smaller values than
their counterpart.
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Figure 7.5 Box plots for the fraction of days with pr>1mm/day (right column) and
for the 99th percentile precipitation (left column) in the winter (December-January-
February). 14 model model mean (red lines), inter-quartile range (box) and the
absolute minimum and maximum values (whiskers) are shown together with the ob-
served values (dashed line).
Also shown are figures for the fraction of days with pr>1mm/d and for the 99th
percentile of daily precipitation (figures 7.5 and 7.6). As the models have difficulties
in simulating both the fraction of wet days and heavy precipitation values correctly,
we next qualitatively evaluate the impact of the refinement step to these indices.
During the winter, the fraction of wet days is on average shifted towards lower values
than in the uncorrected scenario simulations by all methods and the range of the
projections is narrowed and partially transferred outside the uncorrected simulation
range, which is in accordance with the substantial overestimation of light rain in the
models. Although the methods give very similar results in Jyva¨skyla¨, in the other
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Figure 7.6 Similar box plots as in Figure 7.5, but for the summer months (June-
July-August).
stations the intermethod differences are noticeable. Further, the behavior of the
methods is non-systematic reflecting the uncertainty related to the adjustment of
this parameter. 99% precipitation projections show large intermodel variations even
after the adjustment step. Yet, although the uncorrected projections encompass a
relatively larger range of possible outcomes, in some cases methods are able to shift
the projections outside the range of the uncorrected simulations.
During the summer, the intermethod differences are larger for both indices.
Plots for the 99th percentile precipitation show readily the uncertainty related to
selection of the projection method, as the two projection approaches show rather
different results especially in southern stations. For example, in Madrid the delta
change methods project much larger values for the 99% precipitation values than
the bias correction methods. These results suggest that the uncertainty due to
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intermethod variability is large especially in south Europe and needs to be taken
into account in the tails of the distribution.
We summarize the results shown in the box plots by concluding that, in gen-
eral, the refinement methods are able to reduce the uncertainty range in comparison
to uncorrected simulations during the winter, but in the summer this depends to
some extent on the parameter and the station considered. In many occasions, the
refinement methods shift the projections (at least partially) outside the range of
the uncorrected projections. Although there is some variability within the bias
correction and delta change methods, the largest differences are seen between the
two approaches. In addition, the delta change methods give a narrower uncertainty
range than the bias correction methods, but as was discussed earlier, this might
be due to imperfect description of the variability in the scenario period. The
intermethod variations are large especially in the summer, but it seems that the
uncertainty due to intermodel variations is at least as important in south Europe
than the uncertainty due to intermethod differences in the projections.
Several studies have shown that changes in heavy precipitation are relatively larger
in those models that also simulate large increases in mean precipitation (Ra¨isa¨nen
et al., 2004). Thus, it is tested how the relative changes in different parts of the
distribution are affected by the adjustment step. Figures 7.7 and 7.8 show scatter
plots for the mean precipitation versus the 99th percentile precipitation during the
winter and the summer seasons. Results for both analogy methods and for Md as
well as for uncorrected model simulations are shown at each station and the black
dot corresponds to the observed values. If a model is near the line drawn from the
origo through the observed values, the proportion of mean precipitation to heavy
precipitation in this model follows linearly the same relation as in the observations.
Figures for the winter season show that, except in Madrid, the ratio of heavy precip-
itation to mean precipitation is smaller for several models than what is observed in
the baseline period. Some differences in the summer can be seen, as the ratio varies
more between the models. After the adjustment step, projections have generally a
larger P(99%)/Pmean ratio than the uncorrected simulations and are moved closer to
the observed one. As expected, Md follows closely the observed linear relationship
(deviations in Madrid are caused by taking an average over the season). Especially
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Figure 7.7 Daily mean precipitation versus 99th percentile precipitation in win-
ter (December-January-February) for (a) Jyva¨skyla¨, (b) Dublin, (c) Vienna and (d)
Madrid. Results are shown for uncorrected model simulations (black cross), mean
change projections (red circles) and for both analogy methods (green circles for delta
change approach and blue squares for bias correction approach). In addition, obser-
vations (black dot) are shown for the period 1971-2000.
in Dublin, the changes in relation to uncorrected projections are noticeable, as
models overestimate mean precipitation substantially in the control period. The
ratio varies more in the summer, but is in general larger for Qb. As Qd applies the
simulated changes in the daily variability directly to the observations, projections
for Qb show more variability especially in the southern stations. Although the 99%
projections for the quantile methods are contracted due to smoothing, the other
two algorithms showed relatively similar results. This suggests that because the
shape of the precipitation distribution is adjusted by the bias correction methods,
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Figure 7.8 Same as in figure 7.7 but for summer (June-July-August).
the proportion of heavy precipitation to mean precipitation is at least to some
extent changed, although this depends on the location and season considered.
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8 Discussion
While this study focused on the evaluation of the spatio-temporal and distribution
dependent aspects in the relative performance of the projection methods, there are
other issues that need to be evaluated: How do the results depend on the models
chosen to the cross-validation? What is the optimal window-size to reduce the
variability in the upper tail? Could the smoothing parameter be tuned to improve
the performance of the analogy methods? Especially the relative performance of
the projection methods in adjusting heavy precipitation might depend on all these
aspects, as the internal variability is substantially large in the upper tail of the
distribution.
How the selection of the models affects the relative and absolute performance
could also be studied by dropping out models based on certain performance metrics
(Schaller et al., 2011). Another way to account for the large differences in the
simulations could be to weight the models according to certain metrics such as
differences in the control period (Ra¨isa¨nen et al., 2010). The weighting, on the other
hand, tends to be more or less a subjective procedure and may have noticeable
temporal and spatial dependencies (Schaller et al., 2011).
Finally, as mentioned in section 5, one of the consequenses of the adjustment
step is that it adds another layer of uncertainty to projections. This study shows
that parallel usage of different methods might improve the results but further com-
plicates the analysis of the projections. Variance analysis could be used to analyse
contributions of different components to the overall uncertainty. For example, Yip
et al. (2011) have introduced a relatively simple method for the partitioning of the
overall uncertainty to the relative contributions from different sources. Further, the
analysis should also be done with a larger group of stations, as this study considered
only four example cases.
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9 Summary
Daily precipitation changes during a climate change are expected to have largest
impact on regional and local scales. While RCM simulations offer a physically
plausible source of regional climate change information, due to inherent limitations
of these models precipitation simulations exhibit substancial biases in comparison
to observed climate. To account for these biases, projections are often statistically
adjusted to produce more plausible input for impact studies. The procedure is simple
when only time-mean climate is considered. On the other hand, if information of the
changes in the daily variability is needed the situation is more complicated. In this
study, six different methods that adjust the daily variability were tested in a cross
validation framework. Six GCM-RCM combinations from the ENSEMBLES data
were used to evaluate the relative differences in the performance of the methods.
Due to the low signal-to-noise ratio in the daily precipitation the scenario period
was chosen to be 2069-2098.
Table 9.1 A summary of the relatively best performing methods (see Table 3.1) for
different aspects of daily precipitation in both subdomains and for every season.
DJF MAM JJA SON MAM JJA SON
5 5 3 5 5 5 5 5
5 5 3 5 5 5 5 5
6 6 2 6 6 6 5 6
South Europe North Europe
Occurrence frequencies
Low to moderate precipiation
Heavy precipitation
A qualitative selection of the best performing method at different times and in
different parts of the distribution is given in table 9.1. The main conclusions from
the cross validation are:
• The performances of the projection methods depend on time and location.
Statistics calculated separately for south Europe and Scandinavia show that
both the delta change and bias correction methods have similar performance at
annual level. POWb (method 6) and Qb (method 5) have the best performance
during the summer, but in other seasons Qb performs better than the other
methods. On the other hand, ESb (method 7) has the worst performance due
to its tendency to produce an unrealistically large fraction of wet days.
53
• What is the best performing method varies from one part of the distribution
to another. Qb (method 5) shows the best performance in a large part of the
distribution, while POWb (method 6) is superior in the extreme upper tail
in both subdomains, apparently due to the strong scaling it applies to the
upper tail. The performance of the analogy methods in the upper tail might
be degraded due to strong smoothing applied to the distribution (for example
Qd (method 2) systematically underestimates the largest precipitation values).
In addition, extrapolation outside either the observed or simulated range also
causes uncertainty to the results.
• The uncertainty due to the selection of the projection method can be partially
taken into account by combining several well-performing projections. Our
cross-validation results show that some of the combinations indeed perform
better than the individual methods. Especially the combination of all methods
and the four best performing methods show good results in most parts of the
distribution. Yet, none of the combinations is superior in all situations.
To assess the impact of the adjustment step to the daily precipitation projections
the methods were also applied directly to observations at 4 different locations in
Europe (Jyva¨skyla¨, Dublin, Vienna and Madrid). 4 parameters (mean precipitation,
standard deviation, fraction of wet days and 99th percentile precipitation) were used
to illustrate the changes in different parts of the distributions, while the uncertainty
due to intermodel differences was roughly estimated from 14 models. The main
findings are:
• Both projection method groups show similar results for the mean precipitation.
On the other hand, values for the spread and in tails of the distribution seem to
depend more of the selected projection method. The dependency is strongest
in the summer, when the intermodel differences in the simulated changes and
the internal variability in the models are larger.
• Although some differences in the intermodel variation is seen inside the delta
change and bias correction method groups, the differences in the projections
are largest between these groups. Bias correction methods show the largest
variation not only in the tails and the spread of the distribution, but also in
mean values at most stations. In some situations, the intermodel variations
even increase in comparison to the uncorrected projections. In addition, the
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methods are in some cases able to transfer the projections outside the range
of the uncorrected simulations.
• Modeling uncertainties seem to be more important especially in the summer,
but the importance of the uncertainty due to intermethod variations increases
in the tails of the distribution.
It should be noted that the validation was done with a rather limited group of
models. Therefore, the relative performance of the projection methods should also
be verified with other data sets. Finally, the importance of different uncertainties
was assessed only at a qualitative level. As the importance of the uncertainty due
to intermethod variations tends to increase towards the tails of the distribution,
contributions of different sources of uncertainty to the overall uncertainty should be
studied quantitatively, for example using analysis of variance.
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