Non-commutative logic, which is an uni cation of commutative linear logic and cyclic linear logic, is extended to all linear connectives: additives, exponentials and constants. We give two equivalent versions of the sequent calculus | directly with the structure of series-parallel order varieties, and with their presentations as partial orders |, phase semantics and a cut elimination theorem.
Introduction
Non-commutative logic uni es commutative linear logic 5] and cyclic linear logic 6, 14] . In a previous paper with Abrusci 1] we presented the multiplicative fragment of non-commutative logic, with proof nets and a sequent calculus based on the structure of order varieties, and a sequentialization theorem. Here we consider full propositional non-commutative logic.
Non-commutative logic. Let us rst review the basic ideas, starting from the beginning. Let us consider the purely non-commutative fragment of linear logic, obtained by removing the exchange rule at all: ?; ; ; , ?; ; ; and say we want to introduce commutative connectives. First, we cannot just remove the exchange at all, because we need be able to distinguish one formula, sometimes two, in a sequent, and separate it from the context; the only reasonable solution is to admit cyclic permutations 1 :
; , ; with the well-known consequence that there is a single negation, see 6, 14] .
In order to combine a commutative conjunction and a non-commutative conjunction, we are naturally led to the idea of a single conjunction on a partial order: A times B can have therefore three di erent meanings, depending on the order between A and B. We are then faced with the following problems: 3. ?ed formulas are central: they commute with everyone. This is the choice we make here, as it is simpler than 2, while preserving the above isomorphisms.
Sequent calculus. There are naturally two ways of describing the sequent calculus: either directly on the order varieties or on the presentations (partial orders); we shall give both descriptions (sections 2 and 4), because the calculus on orders is closer to the phase semantics, and on the other hand order varieties is necessary for the connection with proof nets. The two versions are proved equivalent, but it is not trivial. Indeed, the calculus on order varieties has the following stricking properties:
-there is no explicit rule of entropy, -it is always possible to introduce a commutative par between any two formulas, which compensate each other. There are essential properties of commutations involved here, and a nice fact is that they can be proved directly at the level of order varieties: sections 3.4 and 3.5. A crucial point is that the & -rule modi es the context in a way | pasting | that can be simulated by entropy (proposition 3.23).
Phase semantics and cut elimination. Finally in section 5, we give a phase semantics. At this stage, we think it lacks a simple and natural construction; still it enables to prove (weak) cut elimination (section 6), using a technique of Okada 12 In practice the order will be series-parallel: see 10] for a survey on series-parallel orders. We just recall the de nition of serial and parallel compositions of orders: let ! 1 and ! 2 be orders on disjoint sets E and F respectively; their serial and parallel compositions ! 1 < ! 2 ?. Then there is a sequence of seesaw and co-seesaw, the application of which leads from`? to a sequent of the form`? 0 ; A with the same formulas.
Proof. The series-parallel order ? can be represented (not uniquely) by a binary tree with nodes either \," or \;". We proceed by induction on the minimal length l of a path from the root of ? to A. If l = 0 or 1, i.e., ? = A, ( ; A), ( ; A) or (A; ), the result is obtained after at most one application of the seesaw rule (exchange is implicit Cut elimination will be proved using the phase semantics (theorem 6.1).
Invariants
The sequent calculus with all the structural rules explicit (previous section) is not entirely satisfactory, essentially because a proof of a sequent containing only non-commutative connectives uses \,", for instancè This raises the question of determining the invariant of sequents under seesaw and co-seesaw. Otherwise said, we are looking for the sequent calculus without seesaw and co-seesaw, corresponding to the calculus of the present section. One might expect to solve the problem by adding`A ? ; A as an axiom, and other logical rules, with nested contexts, like:
?; A` B] : : : ?; A B] and by eliminating the seesaw rule, having again in mind a calculus bearing on orders (reminiscences of the intuitionistic calculus, see 2, 13]). But in fact to prove the associativity of multiplicative connectives, the seesaw rule is essential, what means that the mathematical structure underlying a sequent, invariant by the rules seesaw and co-seesaw, is not an order. This is our reason for introducing order varieties. Order varieties (section 3) are structures that can be presented by partial orders in several ways, a good analogy being the oriented circle which becomes a total order as soon as an origin is xed: provided a point of view (an element x in the base set), an order variety can be seen as a partial order on the complement of fxg. This re ects precisely proposition 2.5, which enables to change the presentation of a sequent (the associated order) in a completely reversible way, e.g. by \pulling out" any formula A. Order varieties can therefore be presented in di erent ways by changing the viewpoint, of course they are invariant under the change of presentation.
In section 4 we shall present the version of the sequent calculus without seesaw and co-seesaw, using order varieties. (Somewhat surprisingly, we can even get rid of entropy.) We rst recall from 1] the de nition and the some properties of order varieties, and introduce series-parallel order varieties.
Order varieties 3.1 Order varieties and orders
De nition 3.1 (Order varieties) Let E be a set. An order variety on E is a ternary relation which is { cyclic: 8x; y; z 2 E; (x; y; z) ) (y; z; x), { anti-re exive: 8x; y 2 E, : (x; x; y), { transitive: 8x; y; z; t 2 E, (x; y; z)^ (z; t; x) ) (y; z; t), { spreading: 8x; y; z; t 2 E, (x; y; z) ) (t; y; z) _ (x; t; z) _ (x; y; t).
An order variety on E is said total when 8x; y; z 2 E, x 6 = y 6 = z 6 = x ) (x; y; z) _ (z; y; x). Remarks. I As expected, if is a total order variety, (x; y; z) can be read as \y is between x and z".
Note that any total order variety on E induces an oriented graph ! on E with an oriented edge between x and y 2 E i 8z 2 E: z 6 = x^z 6 = y ) (x; y; z): One veri es easily that ! is an oriented cycle. Conversely, any oriented cycle G induces a ternary r(G) on jGj by: r(G)(x; y; z) i y is between x and z in G; then the set of nite oriented cycles is isomorphic to the set of nite total order varieties, by ! r(G) = G and r(! ) = .
I The empty ternary relation on any set E is an order variety on E, called the empty order variety on E and denoted by ; E , or simply ; if there is no ambiguity.
I The cyclic closure of f(a; b; c)g sati es the rst three axioms, but it is not an order variety on fa; b; c; dg (only on fa; b; cg). Notation. The nite total order variety corresponding to the oriented cycle a 1 ! ! a n ! a 1 will be simply denoted (a 1 : : : a n ). De nition 3.2 (i) Let be an order variety on E and x 2 E. De ne the binary relation x on E n fxg by: x (y; z) i (x; y; z). 
Proposition 3.3 If is an order variety on E and x 2 E, then x is a strict order on E n fxg. It is called the order induced by and x. If (E; !) is a strict order and z 2 E, then ! is an order variety on E.
If (E 1 ; ! 1 ) and (E 2 ; ! 2 ) are two strict orders on disjoints sets E 1 and E 2 , then ! 1 < ! 2 = ! 1 k ! 2 = ! 2 < ! 1 . Proposition 3.3 expresses the possibility to focus on an arbitrary element x in an order variety ( 7 ! x k x) to perform operations (the usual operations on binary orders) and then come back to an order variety (! 7 ! !).
Conversely, every order variety can be presented by an order: Proposition 3.4 Let be an order variety on a set E, a 2 E, and < be one of the following three strict orders on E: ( a k a), ( a < a) or (a < a ). Then < = .
Series-parallel order varieties
Recall that the class of so-called series-parallel orders is the least class of nite orders containing empty orders on singletons and closed by serial and parallel compositions. See 10] for a survey on series-parallel orders.
We de ne the corresponding notion for order varieties.
De nition 3.5 Let and be order varieties on the sets E and F respectively, with E \ F = fxg. De ne:
x = x < x < x and x = x k x k x . Proposition 3.6 If and are order varieties on the sets E and F respectively, with E \ F = fxg, then x and x are order varieties on E F.
Example. if E \ F = fxg, ; E x ; F = ; E F , but ; E x ; F 6 = ; E F . De nition 3.7 (Series-parallel order varieties) Given a set E, the class of series-parallel order varieties on E is the least class of order varieties containing the empty order varieties ; fag and ; fa;bg on singletons and pairs (a; b 2 E), and closed by x and x .
The following is a straightforward calculation: Lemma 3.8 Let and be order varieties on the sets E and F respectively, with E \ F = fxg, and let y 2 E n fxg, z 2 F n fxg.
Lemma 3.9 If is a series-parallel order variety on a non-empty set E, and x 2 E, then x is a series-parallel order on E n fxg. Proof. By proposition 3.3 (i), x is an order on E n fxg. To show that it is series-parallel, proceed by induction on the construction of series-parallel order varieties: for singletons and pairs, it is obvious; let = t or t , by induction hypothesis x , t , x and t are series-parallel orders, so by lemma 3.8, ( t ) x and ( t ) x are series-parallel, qed. Proposition 3.10 Let be an order variety on a non-empty set E. is series-parallel i there exists a series-parallel order < on E such that < = .
Proof. If is series-parallel, then let x 2 E: by lemma 3.9, (x k x ) is a series-parallel order, and by proposition 3.4, = x k x .
Conversely, if E has one or two elements, it is obvious, else take x 2 E: by lemma 3.9, x is a series-parallel order on the set E n fxg which has at least two elements, so x = (! 1 k ! 2 ) or (! 1 < ! 2 ); now by proposition 3.4, = x k x hence = x k ! 1 k ! 2 or = x k (! 1 < ! 2 ) = x < ! 1 < ! 2 (proposition 3.3); in the rst case, = x k ! 1 x x k ! 2 is series-parallel, and in the second case, = x k ! 2 x x k ! 1 is series-parallel as well, qed. Corollary 3.11 If and are series-parallel order varieties on E and F respectively, with E \ F = fxg, then x and x are series-parallel order varieties on E F. parallel order varieties on a set E as rootless trees with leaves labeled by elements of E and ternary nodes labeled by or . Given an order variety on E (]E 2), = ! for some (non-unique) series-parallel order !: write ! as a (non-unique) binary tree t with leaves labeled by elements of E, and root and nodes labeled by (in case of parallel composition) or (serial composition); then erase the root of t.
For instance (x < y < z) k v k (t < u) can be represented by: In particular, we have the following consequence: Proposition 3.14 (Restriction) (i) Let ! be an order on E and F E. Then (!) F = ! F .
(ii) If is an order variety on a set E and F E, then the restriction F of to F (as a set of triples) is an order variety on F. Moreover if F 6 = ; and is series-parallel, then so is F .
(iii) Let be an order variety on E fxg with x 6 2 E. Then E = x .
Proof. (i) Obvious.
(ii) Immediate consequences of (i), proposition 3.4 and proposition 3.13.
(iii) Let be an order variety on E fxg with x 6 2 E. E and x are both order varieties on E, and by proposition 3.4, E = ( x k x) E = x , qed.
Seesaw and entropy
The equivalence of series-parallel orders induced by the seesaw rule of section 2 is the same as the equality of the associated order varieties:
De nition 3.15 ( ) Let be the equivalence relation between series-parallel orders on the same set, de ned by (! 1 k ! 2 ) (! 1 < ! 2 ). Proposition 3.16 (Seesaw) Let ! and ! 0 be two series-parallel orders on the same set E. Then ! ! 0 i ! = ! 0 .
Proof. One direction is just proposition 3.3.
For the other direction, it is obvious if E = ;. If ]E > 0, let x 2 E. One proves that ! (x k (!) x ) by induction on h(x; !) = minflenght of the path from x to the root of t j t tree representing !g:
-if h(x; !) = 0 or 1, it is clear; -if h(x; !) > 1, then ! is a ternary combination of series-parallel orders with k and < : let us consider the case ! = (! 1 x] k ! 2 ) < ! 3 , the other cases being similar. Let ! 00 = ! 1 x] k (! 2 k ! 3 ). On one hand ! ! 00 , so ! = ! 00 , and on the other hand ! 00 (x k (! 00 ) x ) because h(x; ! 00 ) = h(x; !) ? 1, hence ! ! 00 (x k (! 00 ) x ) = (x k (!) x ), qed. Now assume ! = ! 0 . We have ! (x k (!) x ) and similarly ! 0 (x k (! 0 ) x ) = (x k (!) x ), whence ! ! 0 .
Moreover, the order on series-parallel orders induced by the entropy rule of section 2 gives rise to an order on the associated order varieties:
De nition 3.17 (4) Let / be the least transitive relation between seriesparallel orders on the same set, such that:
and ! ! As shown in 1], it satis es the following properties:
Proposition 3.21 Let and be cyclic orders on E.
(i) \ is an order variety on E.
(ii) \ .
(iii) \\ = \ .
(iv) \ is the largest order variety included in .
In item (ix), ! is the relation de ned on page 13. De nition 3.22 (Pasting) Let be an order variety on a set E fx; yg, with x; y 6 2 E, x 6 = y, and let z 6 Proof. Series-parallel orders can be written as binary trees with leaves labeled by the elements of the underlying set and binary nodes labeled by k and < . Here it will be a major simpli cation to erase parentheses corresponding to associativity of both compositions (((! 1 < ! 2 ) < ! 3 ) 7 ! (! 1 < ! 2 < ! 3 ), : : : ) and represent series-parallel orders by multi-ary trees using the multi-ary version of k and < . In terms of the representations of series-parallel order varieties by rootless trees (see section 3.2), this amounts to take a tree for such that the distance between x and y is minimal (such a tree can be obtained from a given representation of by permutations of nodes corresponding to associativity and commutativity). Call reduced such a representation when all possible erasures have been performed. If x 2 E and ! is a series-parallel order on E, then the path from x to the root of a reduced multi-ary tree representing ! is clearly independent from the choice of the reduced tree: it consists in alternating occurences of < and k nodes. Let (x; y ) be the number of occurences of < along the path from x to the root of a reduced multi-ary tree representing !. We shall prove that z=x; y] z is series-parallel and ( z=x; y] z k x) / y by induction on (x; y ).
If Remarks. I Dereliction and weakening automatically take the formula introduced out of the scope of the order variety; on its way back to earth | the scope of the order variety |, a formula can be placed in any position which does not a ect the current structure (cf. the condition that 0 ? = in the new center rule): this corresponds to the previous center rules in the calculus of section 2.
Note that in absence of exponentials, the right part of sequents remains empty (consequence of cut elimination) and can henceforth be forgotten.
I Instead of distiguishing certain ?ed formulas in sequents, we could have condidered sequents structured by a set of order varieties: the set of all order varieties obtained by choosing, for each formula, a position in the order variety. This would enable to remove the center rule. However we think that the present choice has the advantage of simplicity. 3. The transformations (1) and (2) leave the \logical skeleton" 3 unchanged.
The only obstacle to the result is the rule of entropy (the order variety we get in (1) might be strictly greater, i.e. more informative, than ! ? ), but the proof is almost trivial, by induction on a proof of`? h i ? : the work has been done above.
4. This is just a straighforward remark. 
