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Abstract
In this paper, the Lipschitz continuity of refinable functions related to the general acceptable dilations on the Heisenberg group
will be investigated in terms of the uniform joint spectral radius. We also give an investigation of the refinable functions in the
generalized Lipschitz spaces related to a kind of special acceptable dilations.
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1. Introduction
The wavelets associated with a multiresolution analysis are mainly determined by the corresponding refinable func-
tion. The refinable functions on the Euclidean space have been studied by many authors. Daubechies and Lagarias
[4] investigate the continuity of the refinable functions on R1. The smoothness of multivariate refinable functions is
investigated by Cohen, Gröchenig and Villemoes [2], Jia [9] and Jia and Jiang [10]. However, there are few papers
concerned with refinable functions on Lie groups. Lawton [13] studies the existence of refinable functions on a con-
nected nilpotent Lie group. Recently, the characterization of Lipschitz continuous refinable functions related to the
special dilation α2 on the Heisenberg group has been given in terms of the uniform joint spectral radius in [17]. In this
paper, we shall study the continuity of refinable functions related to the general acceptable dilations on the Heisenberg
group. Similar to the results in [17], we will give a characterization about the Lipschitz continuous refinable functions
on the Heisenberg group in terms of the uniform joint spectral radius. We also give an investigation of the refinable
functions related to a kind of special acceptable dilations in the generalized Lipschitz spaces on the Heisenberg group.
The uniform joint spectral radius was introduced by Rota and Strang [18] and used to characterize the continuity of
refinable functions on the Euclidean space by Colella and Heil [3].
The Heisenberg group Hd is a Lie group with the underlying manifold Rd × Rd × R and the multiplication
(x, y, t)(x′, y′, t ′) = (x + x′, y + y′, t + t ′ + 2(x′y − xy′)),
where x = (x1, . . . , xd), x′ = (x′1, . . . , x′d), y = (y1, . . . , yd), y′ = (y′1, . . . , y′d) ∈ Rd , t, t ′ ∈ R.
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We define the homogeneous norm on Hd by (see [19] or [6])∣∣(x, y, t)∣∣= max((|x|2 + |y|2) 12 , |t | 12 ),
which satisfies the triangle inequality∣∣(x, y, t)(x′, y′, t ′)∣∣ ∣∣(x, y, t)∣∣+ ∣∣(x′, y′, t ′)∣∣.
Let Γ = {(m,n, l) ∈ Hd : m,n ∈ Zd ; l ∈ Z}. Γ is a discrete subgroup of Hd . Similar to the case in [7], we can
define the acceptable dilation on the Heisenberg group. An automorphism D of Hd is said to be an acceptable dilation
for Γ if D satisfies the following properties:
(a) D leaves Γ invariant, i.e., DΓ ⊆ Γ ,
(b) all the eigenvalues λi of D satisfy |λi | > 1.
It is obvious that D preserves Γ if and only if all its parameters are integers. Thus, D is a integer matrix and |detD|
is an integer larger than 2. Obviously, the dilation α2 in [17] is a special acceptable dilation, where
α2 =
⎡
⎣ 2 0 00 2 0
0 0 4
⎤
⎦ .
Let Γ0 contain 0 and be a complete set of representatives of the right cosets of DΓ in Γ , and let T be a fundamental
domain for the right cosets of Γ in Hd . Then (DΓ )Γ0 = Γ and Γ T = Hd . By Lemma 5.1 in [13], we know that the
complete set of representatives Γ0 has |detD| elements. If D = α2, we know that
Γ/α(Γ ) ∼= Γ0 =
{
ε = (m,n, l) ∈ Hd : mj ,nj = 0 or 1, j = 1,2, . . . , d; l = 0,1,2 or 3
}
and #Γ0 = 2Q, where Q = 2d + 2 is the homogeneous dimension of Hd .
The acceptable dilation D acts on L2(Hd) defined by
Df (x, y, t) = f (D(x,y, t)), for all f ∈ L2(Hd).
The discrete subgroup Γ acts on L2(Hd) by the translations
Uγ ϕ(x, y, t) = ϕ
(
γ−1(x, y, t)
)= ϕ(x −m,y − n, t − l − 2(nx −my)), γ = (m,n, l) ∈ Γ.
We have UγD = DUD(γ ).
Let us consider the following refinement equation on Hd
φ =
∑
γ∈Γ
h(γ )DUγ φ, (1)
where h is a finitely supported sequence on Γ and satisfies the normalization condition∑
γ∈Γ
h(γ ) = |detD|.
We call h the refinement sequence. The nonzero solution φ of Eq. (1) is called the refinable function. It follows from
[15] that the refinable function φ is unique if φ is integrable and satisfies∫
Hd
φ(g) dg = 1.
In this paper we always assume that the refinable function φ satisfies the above conditions such that the solution of
refinement equation (1) is unique.
Refinement equations play an important role in multiresolution analysis and wavelet construction. We refer Jia and
Micchelli [11] for a discussion on Euclidean spaces, and Bagget et al. [1] on Lie groups.
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At first we show that a continuous refinable function φ is determined by its restriction on Γ . The similar results on
Euclidean spaces is due to Daubechies [4].
Lemma 1. If φ is a continuous refinable function related to the acceptable dilations and φ(γ ) = 0 for γ ∈ Γ , then
φ = 0.
Proof. Because
φ
(
D−1(β)
)= ∑
γ∈Γ
h(γ )φ
(
γ−1β
)= 0, β ∈ Γ,
it follows that φ vanishes on the set
⋃∞
n=1 D−n(Γ ) which is dense in Hd . Hence by continuity φ vanishes every-
where. 
We also note that the refinable function φ is compactly supported. Similar to the Lemma 2 in [15], we have the
following lemma.
Lemma 2. Suppose the refinement sequence h is supported in S = {γ ∈ Γ : |γ |M}. Then the refinable function φ
is supported in E = {g ∈ Hd : |g|AM}, where A > 1.
Proof. Suppose that the support of the initial function φ0 is in F = {g ∈ Hd : |g| B}, where B is a positive constant.
We start from φ1 =∑γ∈Γ h(γ )DUγ φ0 by using the cascade algorithm φn+1 =∑γ∈Γ h(γ )DUγ φn.
It follows that γ−1D(g) ∈ F for all g ∈ suppφ1. Then g ∈ D−1(γ F ) ⊆ D−1(S)D−1(F ). Hence, suppφ1 ⊆
D−1(S)D−1(F ).
For all g ∈ suppφ2, it follows from φ2 =∑γ∈Γ h(γ )DUγ φ1 that γ−1D(g) ∈ suppφ1. Then g ∈ D−1(γ suppφ1) ⊆
D−1(S)D−2(S)D−2(F ). Hence, suppφ2 ⊆ D−1(S)D−2(S)D−2(F ).
We deduce successively that
suppφn ⊆ D−1(S)D−2(S) · · ·D−n(S)D−n(F ).
Then for any g ∈ suppφn, there exist g1, g2, . . . , gn ∈ S,g′ ∈ F such that
g = D−1(g1)D−2(g2) · · ·D−n(gn)D−n(g′).
By Theorem 3.1 in [13], there exists a 1 < σ0 < mini{|λi |}, where λi ’s are the eigenvalues of D, such that |D−1g| <
1
σ0
|g|. Hence, we have
|g| = ∣∣D−1(g1)D−2(g2) · · ·D−n(gn)D−n(g′)∣∣

∣∣D−1(g1)∣∣+ ∣∣D−2(g2)∣∣+ · · · + ∣∣D−n(gn)∣∣+ ∣∣D−n(g′)∣∣
 1
σ0
|g1| + 1
σ 20
|g2| + · · · + 1
σn0
|gn| + 1
σn0
|g′|

(
1
σ0
+ 1
σ 20
+ · · · + 1
σn0
)
M + B
σn0
.
It follows from [13] that φn+1 converges in the sense of distribution to φ. Therefore, suppφ ⊆ {g ∈ Hd :
|g|AM}. 
For 0 < ν  1, the Lipschitz space Λν(Hd) is defined by (see [5])
Λν
(
Hd
)= {f ∈ L∞(Hd): ∥∥f (·) − f (· g)∥∥∞  C|g|ν}.
This section is devoted to characterizing the Lipschitz continuous refinable functions on the Heisenberg group Hd .
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positive constants C1 and C2 such that, for 1 p ∞,
C1‖h‖p 
∥∥∥∥∑
γ∈Γ
h(γ )Uγ φ
∥∥∥∥
p
 C2‖h‖p, h ∈ lp(Γ ).
To describe our result, we introduce the concept of uniform joint spectral radius. Let  be a finite collection of
linear operators on a finite-dimensional vector space V and n = {(A1, . . . ,An): A1, . . . ,An ∈ }. The operator
norm of a linear operator A on V is denoted by ‖A‖. Let∥∥n∥∥∞ = max{‖A1 · · ·An‖: (A1, . . . ,An) ∈ n}.
The uniform joint spectral radius of  is defined by
ρ() = lim
n→∞
∥∥n∥∥ 1n∞.
It is easy to see that the limit exists and
lim
n→∞
∥∥n∥∥ 1n∞ = infn1
∥∥n∥∥ 1n∞. (2)
A subspace W of V is said to be -invariant if AW ⊆ W for all A ∈ . Let X be a subset of V . The minimal
-invariant subspace generated by X is spanned by{
A1 · · ·Ajx: x ∈ X, (A1, . . . ,Aj ) ∈ j, j = 0,1, . . .
}
.
It follows from the same argument in [8] that there exist positive constants C1 and C2 such that
C1
∥∥nu∥∥∞  ∥∥n∣∣W(u)∥∥∞  C2∥∥nu∥∥∞, u ∈ V, n ∈ N, (3)
where ‖nu‖∞ = max{‖A1 · · ·Anu‖: (A1, . . . ,An) ∈ n} and W(u) denotes the minimal -invariant subspace gen-
erated by u.
The following two lemmas are similar to Lemmas 2.3 and 2.4 in [17], separately. Hence, we omit the proofs.
Lemma 3. Let h be a finitely supported refinement sequence on Γ . The operator Th is defined by
Thϕ =
∑
γ∈Γ
h(γ )DUγ ϕ.
Then
T nh ϕ =
∑
γ∈Γ
hn(γ )D
nUγ ϕ, (4)
where the sequences hn are inductively given by
h1 = h, hn(γ ) =
∑
β∈Γ
hn−1(β)h
(
D(β)−1γ
)
. (5)
Let l0(Γ ) be the linear space of all finitely supported sequences on Γ and h be a finitely supported refinement
sequence on Γ . We define the linear operator Aε (ε ∈ Γ0) on l0(Γ ) by
Aεv(γ ) =
∑
β∈Γ
h
(
D(γ )εβ−1
)
v(β) = h ∗ v(D(γ )ε). (6)
Lemma 4. Let Aε (ε ∈ Γ0) be given by (6), hn be given by (5), and v ∈ l0(Γ ). Suppose ξ = Dn(γ )Dn−1(εn) · · ·
D(ε2)ε1, where ε1, . . . , εn ∈ Γ0, γ ∈ Γ . Then
(hn ∗ v)(ξ) = (Aεn · · ·Aε1v)(γ ). (7)
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that K ⊆ Ω and l(Ω) is -invariant, where  = {Aε: ε ∈ Γ0}.
Lemma 5. Let  = {Aε: ε ∈ Γ0}, hn be given by (5), and v ∈ l0(Γ ) such that ‖v‖∞ = 1. Then∥∥nv∥∥∞ = ‖hn ∗ v‖∞. (8)
Lemma 5 is a consequence of Lemma 4.
Let
Tn = D−1(Γ0)D−2(Γ0) · · ·D−n(Γ0)
and
T =
∞⋃
n=1
Tn.
If D = α2,
T = {(x, y, t) ∈ Hd : 0 xj  1, 0 yj  1, j = 1,2, . . . , d, 0 t − F(x, y) 1}. (9)
By Lemma 5.2 in [13], we have Γ T = Hd .
Suppose φ is a refinable function satisfying the refinement equation (1), then
φ(γ ) =
∑
β∈Γ
h
(
D(γ )β−1
)
φ(β), γ ∈ Γ.
Let u ∈ l0(Γ ) be given by u(γ ) = φ(γ ), γ ∈ Γ . By definition (6), Aε0u(γ ) = u(γ ), where ε0 = 0 ∈ Γ0. That is, u is
an eigenvector of Aε0 with eigenvalue 1.
We define the difference operators ∇j and ∇˜j on l0(Γ ) by
∇j u(γ ) = u(γ )− u(γ ej ), ∇˜j u(γ ) = u(γ )− u(ej γ ),
where {ej : j = 1,2, . . . ,2d + 1} is the standard basis for R2d+1. We characterize the Lipschitz continuous refinable
functions related to the acceptable dilations on the Heisenberg group as follows (we refer [20] and [14] for similar
results on Euclidean space).
Theorem 1. Let  = {Aε: ε ∈ Γ0} and u ∈ l0(Γ ) be an eigenvector of Aε0 with eigenvalue 1. Then there exists the
refinable function φ satisfying φ(γ ) = u(γ ) (γ ∈ Γ ) and φ ∈ Λν(Hd) (0 < ν  1), if and only if
ρ(|μ) < 1, (10)
where μ is the minimal -invariant subspace generated by ∇j u, j = 1,2, . . . ,2d + 1.
Proof. First let the refinable function φ be in Λν(Hd) (0 < ν  1) and φ(γ ) = u(γ ) (γ ∈ Γ ). By Lemma 3 we have
φ(g) =
∑
γ∈Γ
hn(γ )D
nUγ φ(g), g ∈ Hd .
Then
φ
(
D−n(β)
)= ∑
γ∈Γ
hn(γ )φ
(
γ−1β
)= hn ∗ u(β), β ∈ Γ.
Therefore
φ
(
D−n(β)
)− φ(D−n(βej ))= hn ∗ u(β) − hn ∗ u(βej ) = hn ∗ ∇j u(β), β ∈ Γ.
Since φ ∈ Λν(Hd),
‖hn ∗ ∇j u‖∞ 
∥∥φ(·)− φ(· D−n(ej ))∥∥∞  C∣∣D−n(ej )∣∣ν = C
(
1
σ0
)nν
,
where σ0 > 1.
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ρ(|μ)
(
1
σ0
)ν
< 1.
The proof of the necessity part is completed.
Next we prove the sufficiency part. Suppose that (10) holds, we take ρ such that
ρ(|μ) < ρ < 1.
By (3),∥∥n∇j u∥∥∞  Cρn, j = 1,2, . . . ,2d + 1, n ∈ N.
By Lemma 5, we have
‖hn ∗ ∇j u‖∞  Cρn. (11)
We define the values of φ on the set D−n(Γ ) for every n ∈ N by
φ(β) = u(β) and φ(D−n(β))= hn ∗ u(β), β ∈ Γ.
Because Aε0u = u,
hn ∗ u
(
D(β)
)=∑
η∈Γ
hn(η)u
(
η−1D(β)
)
=
∑
η∈Γ
∑
γ∈Γ
hn−1(γ )h
(
D(γ )−1η
)
u
(
η−1D(β)
)
=
∑
γ∈Γ
hn−1(γ )
(∑
η∈Γ
h
(
D(γ )−1D(β)η−1
)
u(η)
)
=
∑
γ∈Γ
hn−1(γ )Aε0u
(
γ−1β
)
=
∑
γ∈Γ
hn−1(γ )u
(
γ−1β
)
= hn−1 ∗ u(β), β ∈ Γ.
We see that φ is well defined on the set
⋃∞
n=1 D−n(Γ ).
If g /∈⋃∞n=1 D−n(Γ ), since Γ T = Hd , then g = ηξ , η ∈ Γ , ξ ∈ T . There exists
ξn = D−1(ε1)D−2(ε2) · · ·D−n(εn), εj ∈ Γ0, j = 1,2, . . . , n, n = 1,2, . . . ,
such that g = limn→∞ gn = limn→∞ ηξn. Then we define φ(g) = limn→∞ φ(gn). We prove that {φ(gn)} is a Cauchy
sequence, therefore the above limit exists. We observe that
φ(gn+1)− φ(gn) = φ
(
ηD−1(ε1) · · ·D−n(εn)D−n−1(εn+1)
)− φ(ηD−1(ε1) · · ·D−n(εn))
= hn+1 ∗ u
(
Dn+1(η)Dn(ε1) · · ·D(εn)εn+1
)− hn+1 ∗ u(Dn+1(η)Dn(ε1) · · ·D(εn)).
Note that εn+1 = (εn+1,1, εn+1,2, εn+1,3) ∈ Γ0 can be written as
(εn+1,1, εn+1,2, εn+1,3) = (εn+1,1,0,0)(0, εn+1,2,0)(0,0, εn+1,3 + 2εn+1,1εn+1,2),
and |εn+1|M , where M is a positive constant. Therefore we can write u(· εn+1)−u(·) as a finite linear combination
of ∇j u(· β), j = 1,2, . . . ,2d + 1, β ∈ Γ . By (11),∣∣φ(gn+1)− φ(gn)∣∣< Cρn+1. (12)
Thus {φ(gn)} is a Cauchy sequence and φ is well defined.
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λ−n−1 <
∣∣g−1g′∣∣< λ−n, n ∈ N,
where λ is the spectral radius of D. Write g = gnβn, where gn = ηξn as before. Similarly g′ = g′nβ ′n. It is easy to see
that Dn(βn),Dn(β ′n) ∈ T , Dn(gn),Dn(g′n) ∈ Γ . Since T is compact (see [13]),∣∣Dn(gn)−1Dn(g′n)∣∣ ∣∣Dn(β−1n )∣∣+ λn∣∣g−1g′∣∣+ ∣∣Dn(β ′n)∣∣< C.
It follows that
∣∣φ(gn)− φ(g′n)∣∣ C
2d+1∑
j=1
‖hn ∗ ∇j u‖∞ < Cρn.
By (12), we have
∣∣φ(g) − φ(gn)∣∣ ∞∑
k=n
∣∣φ(gk+1)− φ(gk)∣∣ C ∞∑
k=n
ρk+1  Cρn.
Just same,∣∣φ(g′)− φ(g′n)∣∣Cρn.
Hence,∣∣φ(g) − φ(g′)∣∣ ∣∣φ(g)− φ(gn)∣∣+ ∣∣φ(g′)− φ(g′n)∣∣+ ∣∣φ(gn)− φ(g′n)∣∣ Cρn.
This means∣∣φ(g) − φ(g′)∣∣ C∣∣g−1g′∣∣− logλ ρ.
Therefore φ ∈ Λν(Hd), ν = − logλ ρ.
Finally, we prove that φ satisfies the refinement equation (1). From the definition of hn (see (5)), it is easy to prove
by induction that
hn+1(γ ) =
∑
β∈Γ
h(β)hn
(
Dn(β)−1γ
)
.
Hence, for any η ∈ Γ
φ
(
α−n−1η
)= ∑
γ∈Γ
∑
β∈Γ
h(β)hn
(
Dn(β)−1γ
)
u
(
γ−1η
)= ∑
β∈Γ
h(β)hn ∗ u
(
Dn(β)−1η
)
=
∑
β∈Γ
h(β)φ
(
β−1D−n(η)
)= ∑
β∈Γ
h(β)DUβφ
(
D−n−1(η)
)
.
This shows that φ satisfies the refinement equation (1) on the set ⋃∞n=1 D−n(Γ ). Because φ is continuous, φ satisfies
the refinement equation (1) on Hd . 
The following corollary gives that the index ν can be estimated by the joint spectral radius. Please refer to [12] for
the case on the Euclidean space.
Corollary 1. Let h ∈ l0(Γ ). Let  = {Aε: ε ∈ Γ0} and μ is the minimal -invariant subspace generated by ∇j u,
j = 1,2, . . . ,2d + 1. Suppose φ ∈ C(Hd). If φ is a refinable function associated with the refinement sequence h and
the left shifts of φ are stable, then
ν∞(φ)− logλ ρ(|μ),
where λ is the spectral radius of D and ν∞(φ) = sup{ν: φ ∈ Λν(Hd)}.
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φ(g) =
∑
γ∈Γ
hn(γ )D
nUγ φ(g), g ∈ Hd .
Thus
φ(g) −UD−n(ej )φ(g) =
∑
γ∈Γ
∇ej hn(γ )DnUγ φ(g),
where j = 1,2, . . . ,2d + 1. Since the left shifts of φ are stable, then there exists a constants C1 > 0 such that
‖∇ej hn‖∞  C1‖φ −UD−n(ej )φ‖∞ ∀n ∈ N.
Similarly we can show that Theorem 1 in [16] is valid for the acceptable dilations on the Heisenberg group. Then we
have
lim
n→∞‖∇j hn‖
1
n∞ = ρ(|μ).
Write ρ for ρ(|μ). Since φ ∈ C(Hd), then
lim
n→∞‖φ −UD−n(ej )φ‖∞ = 0.
Hence, ρ < 1. Therefore, for ε > 0, there exists a constant C > 0 such that, for n ∈ N,
‖∇j hn‖∞  C(ρ + ε)n = Cλ−νn,
where ν = − logλ(ρ + ε). Since D is the acceptable dilation on the Heisenberg group, hence,
ρ(|μ) λ−ν < 1.
It follows from the proof of sufficiency part of Theorem 1 that φ ∈ Λν(Hd). This show that ν∞(φ) 
− logλ(ρ(|μ)+ ε). Because ε > 0 can be arbitrarily small, then we can get
ν∞(φ)− logλ ρ(|μ). 
3. Refinable functions in generalized Lipschitz spaces
In this section we investigate the refinable functions in the generalized Lipschitz spaces on the Heisenberg
group Hd . We consider a kind of special acceptable dilations, that is,
D =
[
D¯ 0
0 (det D¯)
1
d
]
, (13)
where D¯ is a isotropic dilation matrix on R2d (see [9]) and D¯ = |det D¯| 12d D¯′, D¯′ ∈ Sp(n,R). Sp(n,R) is the sym-
plectic group which consists of all 2n× 2n real matrices preserving the symplectic form:
A ∈ Sp(n,R) ⇐⇒ ω1A∗JAω2 = ω1Jω2, for all ω1,ω2 ∈ R2n,
where
J =
[
0 I
−I 0
]
. (14)
Let f ∈ L2(Hd). we define the left invariant modulus of continuity by
ω2(f, s) = sup
|g|s
‖∇gf ‖2 = sup
|g|s
∥∥f (·)− f (· g)∥∥2, s > 0,
and the right invariant modulus of continuity by
ω˜2(f, s) = sup ‖∇˜gf ‖2 = sup
∥∥f (·)− f (g ·)∥∥2, s > 0.|g|s |g|s
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Λ2,∞ν
(
Hd
)= {f ∈ L2(Hd): ω2(f, s)Csν, s > 0}.
Suppose φ is a refinable function associated with the refinement sequence h. By Lemma 2, φ is compactly sup-
ported. If |(x, y, t)|M , |(x′, y′, t ′)| s, then
∣∣(x, y, t)(x′, y′, t ′)− (x′, y′, t ′)(x, y, t)∣∣= ∣∣0,0,4(x′y − xy′)∣∣= 2√∣∣x′(y − y′)+ (x′ − x)y′∣∣ C√Ms.
This means
ω2(φ, s) C
√
ω˜2(φ, s), 0 < s  1, (15)
and vice versa.
Let h be a refinement sequence. We define the subdivision operator Sh, which is a linear operator on l0(Γ ), by
Shv(γ ) =
∑
β∈Γ
h
(
D(β)−1γ
)
v(β). (16)
The following lemma is similar to Lemma 3.1 in [17].
Lemma 6. Suppose φ satisfies the refinement equation (1), then
φ =
∑
γ∈Γ
Snhδ(γ )D
nUγ φ, (17)
where δ is the Dirac sequence on Γ .
Lemma 7. Let the dilation D has the form (14). There exist two positive constants C1 and C2 such that
C1|detD|
n
Q |g| ∣∣Dng∣∣ C2|detD| nQ |g|
hold true for any integer n and every g ∈ Hd .
Proof. Suppose g = (x, y, t) ∈ Hd . Since the dilation D has the form (14), then∣∣Dng∣∣= max(∣∣D¯n(x, y)∣∣, ∣∣(det D¯) nd t∣∣ 12 ).
By Lemma 2.4 in [9], there exist two positive constants C1 and C2 such that
C1σ
n
∣∣(x, y)∣∣ ∣∣D¯n(x, y)∣∣ C2σn∣∣(x, y)∣∣,
where σ is spectral radius of D¯. Because D¯ is isotropic, its spectral radius σ = |det D¯| 12d . Hence,
C1σ
n|g| ∣∣D¯ng∣∣ C2σn|g|.
Since |detD| = |det D¯|1+ 1d = σQ, then
C1|detD|
n
Q |g| ∣∣D¯ng∣∣ C2|detD| nQ |g|. 
Lemma 8. Let 0 < ν < 1. Then
ω˜2(φ, s) Csν, s > 0, (18)
if and only if∥∥∇˜D−n(ej )φ∥∥2  C|detD| −νnQ , j = 1,2, . . . ,2d + 1, n ∈ N. (19)
1090 Y. Liu, M. Yu / J. Math. Anal. Appl. 338 (2008) 1081–1091Proof. We only need to prove that (18) is true when (19) holds.
We may assume that |g| s  1. Now we choose γj ∈ Γ inductively as follows. First, we choose γ1 ∈ Γ such that∣∣D(g)γ−11 ∣∣= min
β∈Γ
{∣∣D(g)β−1∣∣}.
Set g1 = D(g)γ−11 , then choose γ2 ∈ Γ such that∣∣D(g1)γ−12 ∣∣= min
β∈Γ
{∣∣D(g1)β−1∣∣}
and so on. In general, let gk = D(gk−1)γ−1k , then choose γk+1 ∈ Γ such that∣∣D(gk)γ−1k+1∣∣= min
β∈Γ
{∣∣D(gk)β−1∣∣}.
It is easy to show that |gk| A and hence |γk| B , k = 1,2, . . . , where A and B are positive constants. Therefore,
we have
g = lim
k→∞D
−k(γk) · · ·D−1(γ1). (20)
Let n be the smallest positive integer such that γn = 0. Then gn−1 = Dn−1(g) satisfies |D(gn−1)|  ε, where ε
is a positive constant which is less than 1. Hence by Lemma 7, we have |g|  C1|detD|
−n
Q , where C1 is a positive
constant.
Set vk = D−k(γk), uk = vk−1 · · ·v1. It follows from (20) that
∇˜gφ(ξ) =
∞∑
k=n
∇˜vkφ(ukξ).
Consequently,
∥∥∇˜gφ∥∥2 
∞∑
k=n
∥∥∇˜vkφ∥∥2.
Since |γk|  A1, where A1 is a positive constant, ∇˜vkφ can be written as a finite linear combination of
∇˜D−k(ej )φ(·β), j = 1,2, . . . ,2d + 1, β ∈ D−k(Γ ). From (19) we obtain that∥∥∇˜vkφ∥∥2  C|detD| −νkQ .
Hence,
∥∥∇˜gφ∥∥2  C
∞∑
k=n
|detD| −νkQ C|detD| −νnQ  C|g|ν .
This prove (18). 
Proposition 1. Let φ ∈ L2(Hd) be a refinable function satisfying the refinement equation (1), 0 < ν < 1. Suppose the
subdivision operator Sh satisfies∥∥∇˜j Snhδ∥∥2 C|detD|( 12 − νQ )n, j = 1,2, . . . ,2d + 1, n ∈ N. (21)
Then the right invariant modulus of continuity ω˜2(φ, s) satisfies (18). Conversely, if the right invariant modulus of
continuity ω˜2(φ, s) satisfies (18) and the left shifts of φ are stable, then the subdivision operator Sh satisfies (21).
Proof. Suppose the subdivision operator Sh satisfies (21). It follows from Lemma 6 that
∇˜D−n(ej )φ =
∑
∇˜j Snhδ(γ )DnUγ φ. (22)γ∈Γ
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By Lemma 8, ω˜2(φ, s) satisfies (18).
Conversely, if the left shifts of φ are stable, it follows from (22) that
|detD|− n2 ∥∥∇˜j Snhδ∥∥2  C∥∥∇˜D−n(ej )φ∥∥2.
Also by Lemma 8, the subdivision operator Sh satisfies (21) whenever ω˜2(φ, s) satisfies (18). 
Combine Proposition 1 with (15), we obtain the following theorem.
Theorem 2. Let φ ∈ L2(Hd) be a refinable function satisfying the refinement equation (1), 0 < ν < 1. Suppose the
subdivision operator Sh satisfies∥∥∇˜j Snhδ∥∥2 C|detD|( 12 − νQ )n, j = 1,2, . . . ,2d + 1, n ∈ N.
Then φ ∈ Λ2,∞ν/2 (Hd).
Conversely, if φ ∈ Λ2,∞ν (Hd) and the left shifts of φ are stable, then the subdivision operator Sh satisfies∥∥∇˜j Snhδ∥∥2 C|detD|( 12 − ν2Q )n, j = 1,2, . . . ,2d + 1, n ∈ N.
Remark 1. Due to (15), the two parts in Theorem 2 can not be consistent since ν and ν2 are different. But the
inconsistency does not occur on the Euclidean space. Please refer to [9] for the details. This is the difference between
Heisenberg group and Euclidean space.
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