Let Z be a stochastic process of the form Z (t) = Z (0) exp(µt + X (t) − X t /2) where Z (0) > 0, µ are constants, and X is a continuous local martingale having a deterministic quadratic variation X such that X t → ∞ as t → ∞. We show that the mantissa (base b) of Z (t) (denoted by M (b) (Z (t)) converges weakly to Benford's law as t → ∞. Supposing that X satisfies a certain growth condition, we obtain large deviation results for certain functionals (including occupation time) of (M (b) (Z (t))). Similar results are obtained in the discrete-time case. The latter are used to construct a non-parametric test for nonnegative processes (Z (t)) (based on the observation of significant digits of (Z (n))) of the null hypothesis H 0 (σ 0 ) which says that Z is a general Black-Scholes process having a volatility σ ≥ σ 0 (>0). Finally it is shown that the mantissa of Brownian motion is not even weakly convergent.
Introduction
In a paper by Newcomb [19] it was apparently first noted in print that in logarithmic tables the first significant (leading) digits did not occur with equal frequency. He concluded e.g. that the first significant digit (base 10) d occurs with 'probability' log 10 (1 + 1/d) (for all d = 1, . . . 9) without supplying a meaning to this probability. Later, Benford [1] popularized (and perhaps rediscovered) this kind of distribution, and gave substantial empirical evidence for it, based on many different data sets. Excellent detailed surveys of the literature on this distribution (including theoretical models intended to 'explain' its occurrence) can be found in Knuth [15] , Raimi [20] and Hill [9] [10] [11] . It has been shown (cf. e.g. [2, 6] ) that many real sequences (e.g. 1!, 2!, 3!, . . .) as well as the orbits of many real-valued dynamical systems have the property that the proportion of values of the first n members of the sequence (resp. orbit), exhibiting a fixed block of significant digits, tends (as n → ∞) to the corresponding probability given by Benford's law.
The purpose of this paper is to study the asymptotic behaviour of significant (or leading) digits of a stochastic process Z = (Z (t)) of the form Z (t) = Z (0) exp(µt + X (t) − X t /2) for all t > 0, (1.1) which is defined on a filtered probability space (Ω , F, (F t ), P). Here, Z (0) > 0, µ ∈ R are constants, and X = (X (t)) is a continuous local martingale with respect to the filtration (F t ) supposed to satisfy the usual conditions; X denotes the quadratic variation of X (cf. [13, 21] ). Note that Z is an exponential local martingale if µ = 0 (see [21] ). Throughout the paper we shall assume that X (0) = 0 a.s., (1.2) X is deterministic for the generalized inverse of X . Some results will be proved under the additional assumption that X satisfies the following growth condition (depending on numbers α > 0 and δ > −1):
There exists a function h (defined on R + ) which is continuous on (0, ∞) such that A special case of the process Z in (1.1), satisfying (1.2) and G(σ 2 , 0), is a Black-Scholes process (also called geometric Brownian motion) depending on parameters µ ∈ R and σ > 0, which is of the form Z (t) = Z (0) exp(µt + σ B(t) − σ 2 t/2), t ≥ 0 (1.8) (cf. [3, 4] ). Here, B = (B(t)) is a (standard) Brownian motion starting at 0 (note that σ B t = σ 2 t, t ≥ 0); Z (0) > 0 is a constant. If Z (t) is modelling the price per share at time t of a certain stock, than µ may be interpreted as the mean rate of return for the stock, and σ 2 may be interpreted as the variance of the rate of return (σ is also called volatility).
In the sequel, b ∈ {2, 3, . . .} denotes any base. If a real number r > 0 has a unique b-adic expansion r = ∞ n=−∞ a n b n , where a n ∈ {0, 1, . . . , b − 1}, such that a N > 0 and a n = 0 for all n > N , then the significant (or leading) digits (base b) of r are given by
n (r ) := a N −n+1 for all n ≥ 1 (1.9)
(note that S 
For any m ≥ 1 we put
(1.14)
In the sequel, all random variables are defined on some probability space (Ω , F, P). 16) where the density β b is given by
(see [9] [10] [11] [12] ).
Let ξ be a random variable such that ξ > 0 a.s. Then (1.16) holds iff, for all m ≥ 1 and
(1.18)
If this holds for b = 10, we have P(S
1 (ξ ) = 1) = log 10 (2/1) = 0.3010, P(S
1 (ξ ) = 2) = log 10 (3/2) = 0.1761, . . . , P(S (10) 1 (ξ ) = 9) = log 10 (10/9) = 0.0458. It was already noticed by Benford [1] for certain tables of data, that the frequencies of the first significant digits are well approximated by these probabilities. Definition 1.2. We say that a sequence (ξ n ) of random variables asymptotically satisfies BL(b) if 
We show in Section 2 (assuming throughout (1.2)-(1.4)) that the process (M (b) (Z (t))) asymptotically satisfies BL(b) (as t → ∞). It turns out, however, that, in general, g(M (b) (Z (t))) does not converge in probability, even if the (Borel-measurable) function g : [1, b) −→ R is bounded. In Section 3 it is shown that this negative result is in sharp contrast to the asymptotic behaviour of certain functionals (including occupation time) of (M (b) (Z (t))) and (M (b) (Z (n))) (the discrete-time case), provided the growth condition G(α, δ) holds for some α > 0 and δ > −1.
The functionals under consideration are defined as follows. In the sequel, given any base b, g : [1, b) −→ R denotes a Borel-measurable function which, additionally, will be assumed to be integrable or even bounded. The functionals under consideration are then given by
and (in the discrete-time case) by
(note that L(t) and L(n) also depend on b). In particular, if g = I (A) (the indicator function of a Borel set
(Leb denoting Lebesgue measure) and
Assuming G(α, δ) for some α > 0 and δ > −1, we obtain in Section 3 large deviation results for (L(t)/t) and ( L(n)/n) (assuming g to be bounded) which, in turn, imply that (L(t)/t) and ( L(n)/n) converge pathwise to E[g(ξ )] where ξ has the BL(b) distribution. In Section 4, we construct a non-parametric test for nonnegative processes (Z (t)) (based on observing significant digits of (Z (n))) of the null hypothesis H 0 (σ 0 ) which says that a nonnegative continuoustime process (Z (t)) under consideration is a general Black-Scholes process having volatility σ ≥ σ 0 (>0). In order to achieve this, we derive, in the case of Black-Scholes processes, a large deviation result for ( L(n)/n) with an explicit upper bound. Finally, it is shown in Section 5 that the mantissa of Brownian motion does not even weakly converge. Throughout we shall write
(note that τ (α) depends on b).
Asymptotic behaviour of the mantissa of Z(t)
In this section we study the asymptotic behaviour of M (b) (Z (t)). If ξ is a random variable, ξ ∼ N (µ, σ 2 ) means that ξ is normal with mean µ and variance σ 2 .
Lemma 2.1. Assume ξ ∼ N (0, σ 2 ) for some σ > 0. Then M (b) (a ·exp(ξ )) (a > 0) has a density which, for x ∈ [1, b] , is given by
Proof. Writing r A := {ra : a ∈ A} for any r ∈ R and A ⊂ R (2.2) and ln A := {ln a : a ∈ A} for any A ⊂ (0, ∞), (2.3)
we have, for 1 ≤ u ≤ b, a > 0 and ω ∈ Ω ,
which gives
Substituting x = ln(b j /a) + ln y leads to
A special case of Poisson's summation formula applied to N (µ, σ 2 ) gives (cf. [8, 14] )
for all µ ∈ R and σ > 0. Applying (2.4) for µ = − ln(x/a)/ ln b and σ/ ln b instead of σ , implies (2.1).
Corollary 2.2. For fixed numbers t ≥ 0, u > 0, Z (0) > 0 and µ, the random variable
has a density which, for x ∈ [1, b] , is given by
(2.5)
Proof. Apply Lemma 2.1 for a = Z (0) exp(µt − u/2) and σ = √ u.
Now let (as mentioned in Section 1) X = (X (t)) be a continuous local martingale with respect to the filtration (F t ) satisfying the usual conditions. Recall that throughout we assume (1.2)-(1.4). This implies (see [5, 7, 13, 21] ) that there exists a (standard) Brownian motion B = ( B(t)) (starting at 0) with respect to a filtration (G t ) satisfying the usual conditions such that P-a.s.
(2.6) Proposition 2.3. Let g be integrable. Then, for any t such that X t > 0,
uniformly with respect to Z (0) > 0 and µ.
(Note that the formulation of Proposition 2.3 means that a certain base b is fixed, and g :
Proof. It suffices to prove (2.7) for g ≥ 0. Let t > 0 be such that X t > 0. Using (2.6) and (1.3) we deduce that ϕ t, X t given by (2.5) is a density of M (b) (Z (t)). Hence the left-hand side in (2.7) equals
Using the substitution π
(this will be needed later), which proves (2.7).
Theorem 2.4. Let g be integrable. Then
uniformly with respect to Z (0) > 0 and µ. This, in turn, implies that
In particular, (2.9)-(2.11) hold for the Black-Scholes process
with parameters σ > 0 and µ.
Proof. Assertion (2.9), being an immediate consequence of (2.7) and (1.4), clearly entails (2.10).
) converges weakly (by Theorem 2.4). The following example shows that, in general, g(M (b) (Z (t))) does not converge in probability (as t → ∞) -even if g is bounded. In fact, let
We show for the Black-Scholes process Z (t) := exp(B(t) − t/2) that g(M (b) (Z (t))) does not converge in probability or, equivalently,
(Note that the sequence is uniformly bounded.) In the sequel we fix numbers 0 < t < u and write
The claim (2.13) follows from the estimate
where ψ is given by
In fact, by (2.14), lim inf
In order to prove (2.14), first note that
if the function υ is defined by
In order to prove (2.15) one can apply Lemma 3.6 where B is the σ -algebra generated by
and has the same distribution as Z (u − t)). It is easily seen that if, for some k, m ∈ Z and ω ∈ Ω ,
Using the notation in (2.2) and (2.3), gives
Applying Poisson's summation formula (2.4) for σ 2 = t/(ln b) 2 , µ = −(x + t/2)/ ln b, and using (2.8) gives
Using (2.15), (2.17) and proceeding similarly as in the above estimation of S(t), we obtain
which proves (2.14).
Asymptotic behaviour of (L(t)/ t) and ( L(n)/n)
Recall that X = (X (t)) is a continuous local martingale with respect to the filtration (F t ) satisfying the usual conditions. We continue to assume (1.2)-(1.4). Put
(recall that X is continuous, monotone increasing, deterministic (by (1.3)) and satisfies X 0 = 0). Note that, for all t ≥ 0, T (t) = ϕ(t) (given by (1.5)) if X is strictly increasing. There exists a Brownian motion B = ( B(t)) (starting at 0) with respect to a certain filtration (G t ) satisfying the usual conditions such that P-a.s. (2.6) holds; here G t is given by
(see [13, 21] ). We start with investigating the asymptotic behaviour of (L(t)/t). An easy consequence of Proposition 2.3 is
(b) Let g be bounded. Then, for all t ≥ T (1),
uniformly with respect to Z (0) > 0 and µ ( g ∞ denoting the essential supremum of |g|) implying 
. Then Proposition 3.1 applies and, by (1.21),
(For a Black-Scholes process with parameters µ = 1/2 and σ = 1, (3.6) is obtained in [16] by using a different approach.) It follows from large deviation results for (L(t)/t) to be obtained later, that we even have
In order to obtain the desired large deviation results for (L(t)/t) and ( L(n)/n), we shall need (cf. [17, 18, 22] ) Theorem 3.3 (Azuma's Inequality). Let (ξ n ) be a martingale with respect to a filtration (A n ) (n = 0, . . . , N ), for some N ≥ 1, such that
Assume that there exist constants c 1 , . . . , c N such that the increments ξ n := ξ n − ξ n−1 (n = 1, . . . , N ) satisfy
Then (putting exp(−∞) := 0),
The following result is crucial for the applicability of Azuma's inequality (cf., e.g., the proof of Theorem 3.10 in this section).
Proposition 3.4. In addition to (1.2)-(1.4) assume that X is strictly increasing.
(3.11)
Let g (occurring in the definition of L(t)) be bounded. Then, for all numbers r, s, t such that
uniformly with respect to Z (0) > 0 and µ (ϕ given by (1.5)).
Remark 3.5. If g is additionally assumed to be ≥0 or ≤0, then, in (3.12), 2(ϕ(s) − ϕ(r )) can be replaced by ϕ(s) − ϕ(r ).
For the proof of Proposition 3.4 we need the following elementary result (its proof being omitted).
Lemma 3.6. Let h : R m+n −→ R + be Borel-measurable. Let B ⊂ F be any σ -algebra. Let ξ and η be m-(resp. n-) dimensional random vectors such that ξ is B-measurable, and η is independent of B. Then
if ψ is given by
Proof of Proposition 3.4. In order to simplify notation, we put
and we write B(t) instead of B(t) (so that B is a Brownian motion with respect (G t )). Fix any numbers r, s, t, such that 0 ≤ r < s ≤ X t . Then, by (3.11), 0 ≤ ϕ(r ) < ϕ(s) ≤ t. By (3.2), the integrals
which entails
(If g is ≥0 or ≤0, then the factor 2 can be omitted.) Writing, for x ∈ R and u ≥ 0,
Since, for u ≥ ϕ(s), B( X u )− B(s) is independent of G s , and B(s) is G s -measurable, we obtain, by (3.19) and Lemma 3.6, for u ≥ ϕ(s),
where, for z ∈ R, v ≥ 0 and u ≥ ϕ(v),
Similarly, for u ≥ ϕ(r ), 
Writing, for z ∈ R and u ≥ 0,
we get, by (3.22) and (3.18), for
Using (3.26) and Lemma 2.1 gives, for u > ϕ(s) that, uniformly with respect to z, w ∈ R,
(The last inequality follows from (2.8).) Combining this with (3.24) proves (3.12). 23)) . Then, for all numbers r, s, t such that 0 ≤ r < s ≤ X t , (Here again, Remark 3.5 applies!)
Proof. Fix any numbers r, s, t such that 0 ≤ r < s ≤ X t . Then, the integral in (3.12) equals
.
.) This proves (3.30). In order to obtain large deviation results by applying Azuma's inequality, we now suppose the growth condition G(α, δ) (see (1.6) and (1.7)). Proposition 3.8. Assume (1.2) and G(α, δ) for some α > 0 and δ > −1. Let g (occurring in (1.19)) be bounded. Let r, s, t be any numbers such that 0 ≤ r < s ≤ X t .
Remark 3.9. If g is additionally assumed to be ≥0 or ≤0, then the factor 2 in (3.31) and (3.32) can be omitted.
Proof of Proposition 3.8. Fix any numbers r, s, t such that 0 ≤ r < s ≤ X t . Recall (see end of proof of Proposition 3.7) that f −1 s (w) runs through [ϕ(s), t] if w runs through [0, f s (t)]. If −1 < δ ≤ 0, the integral in (3.30) is less than 1 α
which, by (3.30), implies (3.31). If δ > 0, the integral in (3.30) is less than 1 α
which, by (3.30), implies (3.32).
Combining Proposition 3.8 and Azuma's inequality, gives the desired large deviation result for (L(t)): Theorem 3.10. Suppose that
(i.e., any event in F 0 has probability 0 or 1). Assume (1.2) and G(α, δ) for some α > 0 and δ > −1. Let g (occurring in (1.19) ) be bounded.
(a) If −1 < δ < 1/2, then there exists a constant K 1 > 0 such that, for all v > 0 and t ≥ 2,
uniformly with respect to Z (0) > 0 and µ. (b) If δ = 1/2, then there exists a constant K 2 > 0 such that, for all v > 0 and t ≥ 2,
uniformly with respect to Z (0) > 0 and µ. (c) If δ > 1/2, then there exists a constant K 3 > 0 such that, for all v > 0 and t ≥ 2,
uniformly with respect to Z (0) > 0 and µ. The constants K 1 , K 2 , K 3 only depend on b, g ∞ , α and δ.
Proof. In the sequel let t ≥ 2 be fixed. Recall that ϕ is given by (1.5). Case 1. −1 < δ ≤ 0. We apply Azuma's inequality to the martingale
Here, N = u(t) + 1 ( r denoting the integer part of r ; u(t) will be chosen later). The indices t (n) are given by 24) ). Therefore, we obtain
Choosing u(t) := 2t 1+δ /τ (α) leads to (recall that t ≥ 2)
By Azuma's inequality, this proves (3.34) in the case −1 < δ ≤ 0. Case 2. δ > 0. Now we apply Azuma's inequality to the martingale
the time points given by t (0) = 0 and ϕ(t (n)) = 1 + (n − 1)(t − 1)/N , n = 1, . . . , N + 1. By (3.32), we get
and, for n = 2, . . . , N + 1,
This implies
and using (3.39) as well as Azuma's inequality, finishes the proof of Theorem 3.10.
The following theorem is (besides Theorem 3.10) our main result about (L(t)).
Theorem 3.11. Under the hypotheses of Theorem 3.10 we have, as t → ∞,
This implies that, for each m ≥ 1 and 18) ).
In particular, (3.40) and (3.41) hold for each Black-Scholes process.
Proof. If suffices to consider the case g ∞ > 0. By Proposition 3.1,
Hence, for each v > 0 and 0 < ε < 1, there exists a number t 0 (ε, v) ≥ 2 such that
We only consider the case −1 < δ < 1/2. Using Theorem 3.10(a) gives, for all v > 0, 0 < ε < 1 and t ≥ t 0 (ε, v),
Hence, by the first Borel-Cantelli lemma,
Remark 3.12. Suppose we observe some nonnegative continuous-time process Z = (Z (t)). In the next section we shall outline the construction of a non-parametric test of the following null hypothesis (depending on a lower bound σ 0 > 0 for the volatility):
H 0 (σ 0 ): There exist constants Z (0) > 0, µ ∈ R and σ ≥ σ 0 such that Z is a Black-Scholes process of the form
The construction of the test uses a large deviation result for the process ( L(n)) (instead of (L(t))!) and is based on observing the significant digits S
m (Z (n)) at time points n = 1, . . . , T , where T is a suitably chosen (finite) time horizon.
In order to arrive at the desired large deviation result for ( L(n)) we first need Lemma 3.13. Assume (1.2)-(1.4) , and let g (occurring in the definition of L(n)) be integrable. Then
(Recall that the formulation of Lemma 3.13 means that a certain base b is fixed, and g :
Proof of Lemma 3.13. Immediate from Proposition 2.3 and (1.4).
An analogue of Propositions 3.7 and 3.8 is Let g be bounded. Let the time points 0 = t (0) < t (1) < · · · be given by
Put, for m = 0, 1, . . .,
(b) Additionally assume G(α, δ) for some α > 0 and δ > −1. Let 0 ≤ k < m ≤ n be any integers.
given by (1.24)).
(If g is additionally assumed to be ≥0 or ≤0, then, in (3.48)-(3.50), 2(m − k) can be replaced by m − k.)
Proof. Let 0 ≤ k < m ≤ n be any integers. In order to prove (a), we can follow the reasoning in the proof of Proposition 3.4 and thereby obtain that
Using the substitution w = g m (u) gives (3.48) (see proof of Proposition 3.7). Arguing as in the proof of Proposition 3.8 yields (b).
The following result is the discrete-time analogue of Theorem 3.10.
Theorem 3.15. Suppose that
Assume (1.2) and G(α, δ) for some α > 0 and δ > −1. Let g (occurring in (1.20) ) be bounded. Then there exists a constant K 4 > 0 (only depending on b, g ∞ , α and δ) such that, for all v > 0 and n ≥ (τ (α)/4) 1/δ (if −1 < δ < 0) and n ≥ 1 (if δ ≥ 0),
Proof. Since the proof of Theorem 3.15 follows the reasoning of the proof of Theorem 3.10, we only sketch some of the modifications required. We shall need the simple inequality
Let ϕ be given by (1.5). Case 1. −1 < δ < 0. Let n ≥ (τ (α)/4) 1/δ be fixed. Azuma's inequality will be applied to the martingale
Here, the indices s(m) are given by
where w(n) := (τ (α)/4)n −δ , and N ≥ 0 is maximal such that w(n)N ≤ n. Note that this implies
and n − w(n)N < w(n). 
(note that w(n) ≥ 1) and, by (3.49) and (3.55),
Using (3.55), gives
which, by Azuma's inequality, proves (3.52) in the case −1 < δ < 0. Case 2. δ ≥ 0. For fixed n ≥ 1 we apply Azuma's inequality to the martingale 
This proves (3.52) in the case δ ≥ 0 (note that the integral is o(n) if δ > 0).
An immediate consequence of Theorem 3.10 is Theorem 3.16. Under the hypotheses of Theorem 3.15, we have, as n → ∞,
This implies that, for each m ≥ 1 and
In particular, (3.56) and (3.57) hold for each Black-Scholes process.
Construction of a non-parametric test based on observing significant digits
Suppose we observe some nonnegative continuous-time process Z = (Z (t)). The purpose of this section is to outline the construction of a non-parametric test (based on observing significant digits of Z ) of the null hypothesis H 0 (σ 0 ) (already mentioned in Remark 3.12) which says that there exist constants Z (0) > 0, µ ∈ R and σ ≥ σ 0 (>0) such that Z is a Black-Scholes process of the form
To be more precise, fix any base b and any block (d 1 , . . . , d m ) ∈ I b (m) of significant digits. The desired test is then based on the observation of the significant digits S
m (Z (n)) for all n = 1, . . . , T , where T is a suitably chosen (finite) time horizon. The simple idea is now to reject H 0 (σ 0 ) if the relative frequency of the time points n, for which (S 1.18) ). More precisely, let g :
for some (fixed) 0 < v < 1. In order to construct the desired test, we shall need explicit upper bounds in large deviation results for ( L(n)/n) in the case of Black-Scholes processes. 
given by (1.24)) uniformly with respect to Z (0) > 0, µ and σ ≥ σ 0 .
(b) For all v > 0 and n ≥ 1,
uniformly with respect to Z (0) > 0, µ and σ ≥ σ 0 .
Proof. In order to prove (a), note that, using (2.7) and (1.15), gives
which implies (4.3) since τ (2σ 2 ) ≤ τ (2σ 2 0 ) if σ ≥ σ 0 . For the proof of (b) see proof of Proposition 3.14(b) and Remark 3.9; note that G(α, δ) is satisfied for h ≡ σ 2 , α = σ 2 and δ = 0 (since σ B t = σ 2 t for all t ≥ 0). 
An immediate consequence of Lemma 4.1 is
holds for all
(Note that τ (σ 2 0 ) depends on b.) We now choose an upper bound 0 < p 0 < 1 for the probability of a type I error and specify the critical region determined by (4.2), by choosing some 0 < v < 1. It follows from Corollary 4.2 that, for fixed 0 < ε < 1, the probability of a type I error is ≤ p 0 provided the time horizon T satisfies the inequalities
and (by (4.6))
Note that (4.7) holds iff
(4.9)
Clearly, the maximum
(as a function of 0 < ε < 1) is minimal if
(4.10)
One of the two solutions of (4.10) is located in the interval (0, 1), and is given by
Let the time horizon T satisfy 
m (Z (n)) for n = 1, . . . , T , it follows from (4.13) that we need at least 8480 observations! Remark 4.4. For the test under consideration it turns out (as observed in the preceding example) that it pays out much less than expected to base the test on a long block of significant digits in order to reduce the number of observations. Apparently, the reason for this is that the upper bound in (4.5) does not depend on the block (d 1 , . . . , d m ) . This, in turn, is due to the fact that the upper bound in (3.52) depends on g only through g ∞ .
The mantissa of Brownian motion
The purpose of this section is to show that (M (b) (B(t))) is not even weakly convergent as t → ∞. In order to see this, first note that, by (1.12) 
