Abstract. The mirror theorem is generalized to any smooth projective variety X. That is, a fundamental relation between the Gromov-Witten invariants of X and Gromov-Witten invariants of complete intersections Y in X is established.
Notation. Our notations follow those in [5] unless otherwise mentioned. All Chow groups are over Q and all varieties (or schemes, stacks) are over ground field C.
X is a smooth projective variety. i : X ֒→ P := N i=1 P r i is and embedding such that i * : A 1 ( P r i ) → A 1 (X) is an isomorphism. Let p i := i * (h i ), where h i is the hyperplane class of P r i . Note that the index i will be reserved for the factor P r i in P . L l := i * ( O P r i (l i )) is a line bundle over X. l = (l 1 , · · · , l N ). We will use L if there is no confusion.
For each β ∈ A 1 (X) d(β) := i * (β). Let the classes of lines in P r i be γ i . Therefore
dl. π j : M 0,n+1 (Y, β) → M 0,n (Y, β) is the forgetful morphism which forgets the j-th marking. π := π n+1 .
ev : M 0,n (X, β) → (X) n is the evaluation morphism. p j : Y 1 × Z Y 2 → Y j are the projection morphisms. G 0,n (X, β) := M 0,n (X × P 1 , (β, 1)). For a convex vector bundle E on X, define a vector bundle E β := π * (R 0 π * ev * E) on M 0,1 (X, β). If E is concave, E β := π * (R 1 π * ev * E). Similar definition on G 0,n (X, β): E 1. Introduction 1.1. Statement of the main results. Let E := (⊕ j L j ), where L j are pull-backs of (convex/concave) line bundles on P (see below for definitions). Define the generating functions of genus zero one-point gravitational Gromov-Witten invariants to be ) and E = ⊕ j L j → X be the sum of line bundles L j which are pull-backs of convex and concave line bundles on P such that Proof. The part 1 is nothing but the statement
which can be found in e.g. [14] . See also § 1.2. The second part is a corollary of the first part plus a reconstruction theorem proved in [12] , which states that one can reconstructs n-point descendants provided that H * (X) is generated by divisor classes and one-point descendants are known. Remark 2. Whenever X carries a group action by G, one could carry out the whole work to H * G (X) (instead of H * (X)) without any change. In this case, only localization of C * -action on graph space is needed.
Remark 3. Combining quantum differential equation [7] and the above theorems, one can easily see the following interesting phenomenon. When X is a toric variety this is a corollary of Givental's quantum Serre duality theorem [8] .
Then in fact
.
Similar interpretation is true for J ′ : it is the J-function of the bundle
), multiplied by e 1 (t 0 +p log q) . Notice that the ranks of the two bundles R 0 π * (ev
To see why (2) is true, one first observe that G E X (q, , t 0 , log q) is equal to P e 1 (t 0 +h log q) i * J E X . It follows from Theorems 1 and 2
Notice the change of limits in the products of k due to c top (E) and c top (E ∨ ) and the possible sign coming from the ratio of c top (E) and c top (E ∨ ). The difference between I ′ and I ′ ∨ can be easily figured out by using the quantum differential equation [7] .
Claim. There is a power series φ(q) such that
We now sketch the proof of (3). Fix a basis {e a } of the vector space H * (X) with e 1 = 1. Let
be a matrix of genus zero two-point Gromov-Witten invariants via the "fundamental class"
vir . Note that we have identified t i = log q i . Givental's theory of quantum differential equation says
where p i • is the quantum multiplication matrix. By the (virtual) dimension counting J X is a polynomial in −1 of the form 1+O(
′ , e a . This implies that the first row S 1a of S has the same order in −1 .
Set v j := c 1 (L j ) and ∂ j be the directional derivative on the direction v j . First of all (
∨ by simple derivations. Now apply induction on the order m of the differential operator
The case m = 1 is true by (4) . Suppose that (5) is true for some
are independent of t from LHS. Now differentiate one more time:
and the first row of RHS will be (
. Because the first row of the LHS modulo −1 is independent of t, we have again (
j=1 v j . Thus (5) holds. If m = rk(E) − 1, then the first row of LHS of (6) would be certain power series φ(q) of q (mod −1 ). Since the first row of first term on RHS still vanishes (mod −1 ), we have the first row of (6) equal to
∨ . An interesting consequence of (2) is that one can prove the mirror conjecture of convex bundles by concave bundles. For example the proof of mirror conjecture in the case of quintic three-fold can be carried out 1 by using O(−5) instead of O (5) [10] . Quantum cohomology is defined by Gromov-Witten invariants, which are intersection numbers of certain tautological classes on the moduli space of stable maps. If X is not convex (see [5] ), the dimension of the moduli space might go wrong and the virtual fundamental classes should be introduced as "orientation classes" in the intersection theory. When Y is a complete intersection in X determined by the zero locus of a convex vector bundle E, M. Kontsevich [11] realized that the virtual fundamental class
vir may be identified with
vir . Givental [7, 8] later found that a similar statement holds for concave vector bundles. Thus the main results of this paper are really on the relations between some Gromov-Witten invariants of Y and those of X.
More precisely, our theorems state that one-point Gromov-Witten invariants generated by H * (X) div and ψ 1 := c 1 (L 1 ) of a projective smooth variety determine essentially those of its hyperplane sections, at least for classes coming from X. Here H * (X) div is the subring of H * (X) generated by divisors and L 1 is the tautological line bundles 2 on M 0,1 (X, β). It appears that we have not gained too much progress toward the relation between quantum cohomology of X and that of its hyperplane section. First, we have confined ourselves to H * (X) div . Second, we would need three-point invariants to define the structure constants of the small quantum ring QH * (X) (or n-point invariants for big quantum ring). The first issue is not essential as mirror conjecture requires only intersection numbers from divisor classes 3 . It is also true quintic three-fold can be described as complete intersections in P 5 of the bundle
2 L j over M g,n (X, β) is defined in the following way. Let C → M g,n (X, β) be the universal curve, x j : M g,n (X, β) → C be the j-th marking and ω C/M be the relative dualizing sheaf. Then L j := x * i (ω C/M ).that in most important cases H * (X) are (equivariantly) generated by divisor classes (see the next paragraph) 4 . The second issue is solved by the theory of quantum differential equation [7] , which addresses the issue of obtaining essential information of small quantum ring QH * (X) from one-point gravitational invariants. Moreover, a result in [12] confirms that it is possible to reconstruct n-point descendants from onepoint descendants when H * (X) = H * (X) div . Therefore our theorem even relates their big gravitational quantum cohomology algebras.
Many important special cases 5 of QLHT, including the celebrated quintic three-fold, have been worked out by A. Givental ([8] and references therein), B. Kim [10] and Liu-Lian-Yau [13] . In the case of quintic three-fold, the ambient space X = P 4 and E = O(5). Since the computation of small quantum cohomology of P 4 is an easy task, QLHT is therefore the central part of the proof of mirror conjecture, which will be discussed in the next subsection.
Remark 4. As stated in Corollary 1 when H * (X) is (equivairantly) generated by divisor classes, one may apply our results to obtain n-point gravitational Gromov-Witten invariants of Y from that of X when restricted to i * Y H * (X). Thus one may obtain essential information of QH * (Y ) from one-point descendants of X alone. This also shows, in another way, that one-point descendants play a central role in the theory of quantum cohomology.
1.3.
Relation to mirror conjecture. In a seminal paper [3] Candelas, de la Ossa, Green and Parkes applied the mirror symmetry to the quintic three-fold and derived, in a string-theoretic way, the celebrated formula which predicts the number n d of rational curves on the quintic three-fold of any degrees. This formula was then named mirror conjecture, or mirror identity to distinguish itself from more fundamental physical principle of mirror symmetry. This conjecture basically says that a generating function of n d is equivalent to a hypergeometric series up to a mirror transformation. Their result soon stimulated a lot of mathematical work in enumerative geometry. Among different groups working on the proof their prediction, there have been notably two different approaches. One approach is trying to mathematically justify the string-theoretic mirror symmetry and therefore obtain mirror 4 Even so, it would be nice to have a generalization to the entire cohomology ring H * (X). Gathmann's approach [6] holds promise here. We hope to come back to this issue later. 5 Although in some cases H * (X) is not generated by
conjecture as a corollary. The other is to attack the enumerative consequence directly by developing new mathematics inspired from physics. Gromov-Witten theory is partly inspired by this second approach and we will concentrate on that.
The first major progress came from M. Kontsevich [11] . As is well known in algebraic geometry, an enumerative problem can usually be formulated as an intersection-theoretic one on suitable moduli spaces. Kontsevich introduced the moduli space of stable maps and formulated the mirror conjecture as follows. Let O(5)
, then the enumerative problem was equivalent to computing the integral
and N d can be related to n d by Aspinwall-Morrison Formula. By using torus action on P 4 and fixed point localization method, he was able to reduce the integral (7) to summation of trees, but failed to complete the complicated combinatorial problem. Another (conceptual) drawback of this approach was that it did not explain the occurrence of hypergeometric series.
Then came A. Givental's proof. The main new innovations of his approach were, among other things, the introduction of equivariant quantum cohomology and graph space. The quantum cohomology of Calabi-Yau manifold X is not semisimple, which makes the structure of quantum ring, like associativity relation, useless in computing n d . By introducing equivariant quantum cohomology one produces a family of Frobenius structure over H * G (pt) whose generic fibre carries semisimple Frobenius structure while the special fibre H * (Y ) does not. Therefore QH * (Y ) for Calabi-Yau manifold Y may be considered as a limiting case of semisimple Frobenius manifold. This explains, in one way, why the structure of quantum cohomology of Calabi-Yau manifolds play a role in enumerative problem and why Givental considers mirror conjecture of Calabi-Yau manifolds as a degenerate case of Fano manifolds. On the other hand, to properly explain the presence of hypergeometric series, the graph space G 0,0 (P r , d) was introduced and was shown to have a natural birational morphism u to the toric compactification space, or linear sigma model, P r d := P (r+1)d+r (see § 2.1 for details). It was earlier found by E. Witten [15] and Givental (from different approaches) that some suitable correlators on P r d actually produce the desired hypergeometric series. However, neither G 0,0 (P r , d) nor P r d is the right space to perform the integral (7). The way Givental resolved this issue was to identify M 0,1 (P r , d) as a fixed point component of
Use the birational morphism u to pass the correlators to G 0,0 (P r , d) and then pass to M 0,1 (P r , d). In the quintic three-fold case, r = 4 and the correlator obtained from this procedure is
The −2 term in Laurent series expansion, when integrated over P 4 , will be
which is exactly (7) .
There are now many proofs of the mirror conjecture on complete intersections of projective spaces. However, A. Bertram's new proof [1] is the only one, up to date, which does not rely on the torus action on the target space. Our proof is based on his work. (8) with (1), one sees that our results can be interpreted as a generalization of mirror conjecture.
Remark 6. The recent preprint of Gathmann [6] shows that there is possibly another way to explain the role of hypergeometric series in enumerative problem.
Acknowledgments. My special thanks go to A. Bertram. The current proof is based on his work [1] and I benefit a lot from our collaboration. I would also like to thank A. Givental, B. Kim and R. Pandharipande for numerous useful discussions. A. Bertram and R. Pandharipande read the the preliminary draft and gave many suggestions.
Note. 1. B. Kim informed us that he had previously obtained a special case of Theorem 2 case 2.
2. Several people have pointed us to Gathmann's preprint [6] when we discussed our result with them. Gathmann's result should be related to ours. The actual relation is, however, not clear at this moment.
2. Graph space in Gromov-Witten theory 2.1. Graph space and one-point invariants. The n-pointed graph space of X of degree β is defined to be G 0,n (X, β) := M 0,n (X × P 1 , (β, 1)), where the degree (β, 1) is the element in A 1 (X) ⊕ A 1 (P 1 ). It is a compactification of the space of maps from parameterized P 1 to X. This space G 0,n (X, β) carries a natural C * -action induced from the action on P 1 . When X = P r there is another (toric) compactification of the space of parameterized map of degree d, denoted P r d . It is also called linear sigma model and constructed in the following way. Consider the projective space of (r + 1)-tuple of the degree d (symmetric) binary forms of (z 0 : z 1 ). When there is no common factors of positive degrees among these (r + 1)-tuples, it represents a morphism from P 1 → P r . We may compactify it by simply allowing the common factors and taking quotient by C * -action. It is easy to see that this space is equal to
In fact, more is true:
. This morphism u can be described as follows. Consider a stable degree (d, 1) map f :
The map is given by the binary forms (p 0 : · · · : p r ) of degree d 0 with no common factors and determines the forms uniquely up to a non-zero constant factor. The curve C \ C 0 has s connected unparameterized components which are mapped to
, and the image of i-th component is contained in the slice (a i :
. See e.g. [2] for a detailed exposition.
Of course we can also find simple birational models for
There is also a morphism u s :
The first factor is defined by the composition
s and the second factor is the composition of the forgetful morphism
From the above description, it is clear that two spaces G 0,0 (P r , d) and P r d differ on certain boundary strata, which can be indexed by
These strata have substrata, which can be obtained by further degenerating the unparameterized components. However, it will not enter our discussion. 
For such a stratum D µ there is a finite birational morphism
There are also useful morphisms fromD µ to simple spaces:
defined by the compositioñ
To avoid heavy notations, we will sometimes not distinguish between D andD.
The above setting actually works for product of projective spaces P := P r i . There are only small changes in this adjustment. First, all d, µ etc. should stand for multi-index now. Second, the birational morphism in Theorem 3 should be replaced by
When X i ֒→ P is an embedding described earlier, we may consider the similar (partial) stratification of the boundary in G 0,0 (X, β). Let
, one may form the following commutative diagram:
Graph space is introduced by A. Givental to obtain one-point gravitational Gromov-Witten invariants of X, i.e. to do intersection theory on M 0,1 (X, β). Givental realized that M 0,1 (X, β) is a fixed point component of the above mentioned C * -action on graph space G 0,0 (X, β). It is summarized in the following commutative diagram:
where the left upper square is a commutative diagram such that M 0,1 (X, β) ֒→ G 0,0 (X, β) and M 0,1 (P, d) ֒→ G 0,0 (P, d) are fixed point components of C * -action on the graph space and M 0,1 (X, β) is the only fixed point component being mapped to M 0,1 (P, d) by i M . The same can be said about the right triangle: P ֒→ P d is a fixed point component such that M 0,1 (P, d) is the only fixed point component mapping to P .
2.2.
Virtual localization on graph space. We will follow the notation set up in [9] unless otherwise mentioned. The main result in [9] is the following theorem:
Theorem 4. (Graber-Pandharipande virtual localization formula) Let X be an algebraic scheme with a C * action and C * -equivariant perfect obstruction theory. Then the virtual localization formula holds:
], where t is the generator of the A C * * (pt). An immediate consequence of this theorem is the correspondence of residues:
Corollary 2. Suppose that f : X 1 → X 2 is a C * -equivariant map of two algebraic schemes and j 1 : F 1 → X 1 and j 2 : F 2 → X 2 are two fixed point components of X 1 and X 2 respectively, such that F 1 is the only fixed point component mapping into F 2 . Then
for any ω ∈ H * C * (X 1 ).
Apply this result to our case: Let X 1 = G 0,0 (X, β), X 2 = G 0,0 (P, d), F 1 = M 0,1 (X, β), F 2 = M 0,1 (P, d) and ω = c top (E β ), as displayed in the upper left square of (13) . Since j *
where is the generator of H * T (pt) and ψ is the first chern class of the tautological line bundle L 1 on M 0,1 (X, β) or M 0,1 (P, d). The one small difference between (15) and (16) is that G 0,0 (X, β) and M 0,1 (X, β) are orbifolds and Poincare duality makes sense there.
Boundary contribution via MacPherson's graph construction
Recall that there is a morphism u X,1 := u 1 • i G (see (9) ) from the universal curve C = G 0,1 (X, β) of the graph space G 0,0 (X, β) to
. These two line bundles are isomorphic on the open subset U := G 0,1 (X, β) \ ∪ ν=(β 0 ,β 1 ) C ν , where C ν is the universal curve of the unparameterized component lying over D ν . The reason is that C ν are exactly the exceptional divisors of u 1 . More explicitly, there is a rational map b : P 1 × P d → P such that b is well-defined on u(U) and makes the following a commutative diagram:
It is easy to see that b is a morphism on u(U), of degree d in the first factor and linear in the second. Namely b| *
The coefficients c ν can be determined by the following observation. The degree of f * (L) on the unparameterized branch of the universal curve over the divisor D ν (at a generic point) has degree c 1 (L), β 1 . This leads to c ν = − c 1 (L), β 1 . The same argument applies to n-pointed graph space: Lemma 1. On the universal curve C over the graph space G 0,n (X, β)
where C ν is the universal curve of the unparameterized component over D ν . It is actually a sum of irreducible divisors in C, on which the markings can be arbitrarily placed on either component.
Corollary 3. There are equivariant maps of vector bundles on graph
One has
Here on the left hand side of (19) x m : (P 1 ) n ⊗P d → P 1 is the projection to the m-th factor of P 1 , considered as a marked point. On the right hand side the x m is simply the marked point on the universal curve.
Proof. It is clear that the vector bundles in this lemma are the pushforwards of two line bundles on the universal curve C considered in Lemma 1. When the coefficient c ν is positive, one has the following inclusion
σ 0 is then obtained by pushing-forward the above inclusion of line bundles to G 0,n (X, β). σ 1 can be obtained in a similar way. When L is concave, − c 1 (L), β 1 is positive so that the arrow of (20) is reversed. Push-forward to G 0,n (X, β) and one gets σ 1 .
Theorem 5. The virtual fundamental class c top (L
for L convex and 
Proof. I. (Convex case)
The following proof is nothing but a "pullingback" version of the proof given in [1] Lemma 4.4, where the case X = P = P r is proved. For readers' convenience and the reference to concave case, we reproduce the proof with explicit modifications.
From Lemma 1 it is clear that the equivariant virtual class has its "main" contribution from
It is also clear that other contributions to c top (L β ) comes from the boundary strata ν (and possibly its substrata). A key observation of [1] is that boundary contributions can be explicitly computed using MacPherson's graph construction for vector bundle morphisms [4] .
Recall that There is a canonical embedding
taking (z, λ) to (graph of λσ 0 (z), (1 : λ)). Let W be the closure of the image of Φ and let
a cycle on G of dimension equal to dim(G 0,0 (X, β)), m δ being the multiplicity of V δ . Let η δ : V δ → G 0,0 (X, β) be the map induced by projection, and V δ projects onto the Z δ ⊂ G 0,0 (X, β). The philosophy of the graph construction is that different components Z δ account for different type of degeneration of σ 0 . Since σ 0 is generically of full rank, there is one component
To calculate the contributions from V δ , further study on the behavior of σ 0 on boundary strata D ν is needed. Letf : C → X × P 1 be a stable map on strata ν = (β 0 , · · · , β r ) and f := p 1 •f . σ 0 can be described fibre-wisely (at a generic point of D ν ) as:
The first map is simply the restriction and the last map is defined by multiplying a factor
, where (a m : b m ) are the nodal points on the parameterized P 1 and (z 0 : z 1 ) the homogeneous coordinates on parameterized P 1 . It follows that σ 0 drops ranks only on the strata of types ν described in the previous section. Any substrata obtained from ν by further degenerating the unparameterized components will not reduce the rank further. Moreover, if σ 0 has generic co-rank n 1 and n 2 along D ν 1 and D ν 2 respectively. Then σ 0 has generic co-rank n 1 + n 2 along the intersection of two strata.
The above fibre-wise description actually holds globally. Namely, on the strata D ν ϕν ֒→ G 0,0 (X, β) σ 0 is the composition of
The last map in the above bundle maps is defined to be the push-forward (along the first P 1 ) of the map between line bundles as defined in (23):
Now we may apply the graph construction to our case. Since the right hand side of (22) comes from the strata when the rank of σ 0 decreases, we conclude that
Namely, the only Z δ in (22) 
is then filtered by the order of zeros of e:
consists of those sections of ev * 2 L which vanishes at least k-th order at the marking. Similarly we can filter ϕ * ν F β by the span of the image of σ 0 | kDν on P 1 × P d 0 :
Now for each D ν there are
7 k, and the tautological bundle on V k ν can be 7 The explicit multiplicity is actually irrelevant to our result.
expressed in terms of the filtrations of L G β and F β :
The contribution v ν from the boundary strata ν = (β 0 , β 1 ) can be therefore written as
where
This is exactly what we are looking for.
When ν is not a divisoral stratum we may use the above property of σ 0 concerning the intersection of two boundary strata. Since every D ν is the intersection of divisors, and, by (23), the co-rank of σ 0 at intersection is equal to the sum of the co-ranks generically, we can then obtain v ν for general ν inductively. Let ν 1 = (β 0 , β 1 ) and V k ν 1 ⊂ W ∞ be the P 1 -bundle over D ν 1 . Now apply graph construction to the following vector bundle morphism on V
Here and below we will omit various obvious pulling-back, etc.. Then the components of W 
. This implies that V ν for any ν = (β 0 , β 1 , · · · .β s ) with a fixed ordering of
). An explicit expression of e ν can therefore be obtained:
where Σ m := a<m d a and L k βm is defined to be the filtration of kernel on the m-th unparameterized component, similar to that defined in (26) and
Σm is the push-forward of the inclusion of line bundles on
This completes our proof of the convex case.
II. (Concave case)
The proof of the concave case can be carried out in a similar way as in the convex case. However, some crucial modifications will be necessary. Now
. Corollary 2 guarantees that there is a bundle map σ 1 between F β and L G β . We may apply Serre duality and find σ *
Carry out the graph construction to σ * 1 . The equation (23) (on D (β 0 ,··· ,βs) ) should be replaced by
Here x 1 , · · · , x s are the nodal points on the parameterized P 1 (see Corollary 2) and ω C is the dualizing sheaf of C.
A similar modification to (24) should also take place:
For the filtration of the kernel of σ * 1 , we may use the following exact sequence (see (25))
where res is the residue at x 1 . Again we can further filter the L 1 β 1 by the order of zeros of res, (as did in (26)). Similar filtration can be defined on ϕ * ν F β . Namely
Now a similar computation leads to
The rest is straightforward and is left to the reader.
Corollary 4. Similar result holds for the complete intersections. Namely the virtual fundamental class
for E convex and
G β ) and apply the excess intersection theory.
Recall that our goal is to compute ev
). From (13) we have
We can easily get, by using (15), the "main contribution" term:
Thus the main contribution of J E X is equal to J X ∪ j H L j β , as desired. If there were no boundary terms, then the Theorem 1 and 2 would simply hold without coordinate transformations. This is not the case in general. We will see, however, that the boundary term contributions are of a very special form and can be taken care of by a change of variables 8 due to the nonnegative condition on the tangent bundles of hyperplane sections stated in Theorem 1.
4.2.
Boundary contributions and dimension counting. Before we start our discussion, we should remark that the term "dimension" here means virtual dimension. 8 Here instead of doing it through the diagrams (37) (38), it is possible to proceed by another (equivalent) way using Givental's double construction formula [7] , which reads
(1)). This should give us a formula (see (49)) of G(q, , t 0 , t) from formulas in Corollary 4.
Consider the commutative diagram (see (13) )
g g P P P P P P P P P P P P P P P P P P
In the convex case (see (35)),
Here we have used (16). Similar results holds in concave case:
Apply (a non-virtual version of) equation (15) to the right commuting triangle of (38)
Then equation (39) becomes, using (41),
Similarly in the concave case (l j < 0)
Thus the task is now to compute u vir ν * e ν . First let us work on the convex hypersurface case, i.e. E = L and L convex. From Theorem 5
Again, to see the simplify the notations, let us start with the divisor strata, i.e. ν = (β 0 , β 1 ). In this case, ) has the cohomological degree 1 − k + c 1 (L) − c 1 (X), β 1 , which is at most one for k = 1 and at most zero for k = 2. It vanishes otherwise. It is also obvious that if c 1 (L) − c 1 (X), β ≤ −2 for any β, i.e. the case Fano of index ≥ 2, then all boundary contributions vanish.
From our assumption that degree one (and degree zero too of course) classes are those pulled back from P , we may conclude that ). The difference is that the cohomological degree of ev
