Abstract-The ageing population worldwide is constantly rising, both in urban and regional areas. There is a need for IoTbased remote health monitoring systems that take care of the health of elderly people without compromising their convenience and preference of staying at home. However, such systems may generate large amounts of data. The key research challenge addressed in this paper is to efficiently transmit healthcare data within the limit of the existing network infrastructure, especially in remote areas. In this paper, we identified the key network requirements of a typical remote health monitoring system in terms of real-time event update, bandwidth requirements and data generation. Furthermore, we studied the network communication protocols such as CoAP, MQTT and HTTP to understand the needs of such a system, in particular the bandwidth requirements and the volume of generated data. Subsequently, we have proposed IReHMo -an IoT-based remote health monitoring architecture that efficiently delivers healthcare data to the servers. The CoAP-based IReHMo implementation helps to reduce up to 90% volume of generated data for a single sensor event and up to 56% required bandwidth for a healthcare scenario. Finally, we conducted a scalability analysis to determine the feasibility of deploying IReHMo in large numbers in regions of north Sweden.
I. INTRODUCTION
The world aging population comprises an important part of the world society. Due to the worldwide improvements in society, economy and healthcare in the last decades, the average life expectancy has increased substantially while the mortality rate decreased. As a direct consequence, the number of elderly people worldwide has risen constantly. Today, the average percentage of elderly people (a person who is 65 years old or more) worldwide of 7% [1] . Moreover, in many countries the percentage of people over 65 years old exceeds the world average, such as 18% in Sweden, 18 .5% in Finland and 15% average for countries in Organisation for Economic Co-operation and Development (OECD) group. Furthermore, this percentage is likely to rise in the future. It is predicted that by 2050, 24% of the Swedish population will be elderly people, among them 10% will be 80 or over [2] . This situation poses challenges to the government as well as local municipalities, whose responsibilities are to maintain the health of elderly people and enhance their quality of life.
Among the health care facilities for elderly people such as home care, hospitals, health centers, home for elderly people and service house for elderly, home care are preferred by the majority of the elderly people [3] . Furthermore, in some countries, the government makes the target of increasing the possibilities that elderly people can stay in their home and receive same care as they go to care facilities dedicated for them [4] .
Considering an elderly person with Alzheimer staying in his/her house, it is very beneficial to deploy a remote health monitoring system there. The system will allow the caregiver to know if a person is in the room or opens a door, and sends alarm if the stove is on for too long or a person walks out in the middle of night. The healthcare service provider can deploy three scenarios that can help monitoring the patient remotely. In scenario 1, the system offers basic monitoring capability by using an emergency button with voice recorder, door sensor, motion sensor and fire alarm. In scenario 2 and 3, the system offers enhanced monitoring capability with video stream by using a set of sensors including an emergency button with voice recorder, motion sensor, IP camera and different numbers of wall plugs. However, this system alone can generate large amounts of data, especially when a large number of sensors are included.
An efficient remote health monitoring system is needed as it offers healthcare providers the ability to constantly monitor the behaviours and wellbeing of the elderly people. At the same time, the system gives them the convenience and peace of living in their own house, knowing that they will get assistance immediately when they need. The expected system should perform tasks such as detecting and preventing accidents and transmitting body parameters to the processing place. Body parameters range from non-time-critical information such as periodic check of heart rate, body temperature, blood pressure, blood glucose level to time-critical information such as ECG signal. This paper seeks to study the network communication needs of IoT devices in the context of remote health monitoring for smart regions. The major contributions of our work are:
• Studying the network communication requirements of an IoT-based remote health monitoring application.
• Proposing an overall remote health monitoring architecture to evaluate and compare several network communication protocols.
• Realizing the architecture into a prototype that can reduce up to 90% volume of generated data for a single sensor event and up to 56 % required bandwidth for a healthcare scenario compared with an existing commercial product.
The paper is organized as follows: In Section 2, IoT architecture and network communication are reviewed; in Section 3, the components of the existing commercial product and the architecture of the proposed IReHMo are described; in Section 4, the results and comparisons of the performance of different protocols are analyzed; in Section 5 the conclusion and future work are presented.
II. BACKGROUND AND RELATED WORK

A. IoT architecture
The last decade has witnessed the developments of many IoT-based healthcare applications [5] , [6] , [7] . Researchers have worked on a reference model for IoT implementations. For example, Jin et al. [8] proposed a generic framework for creating IoT implementations, including smart healthcare. According to this article, there are three main viewpoints that guide the building of an IoT implementation: network-centric IoT, cloud-centric IoT and data-centric IoT. Each viewpoint has several building blocks, and each building block in a viewpoint corresponds to one or more blocks in the other viewpoints. Therefore, the three viewpoints have strong relation with each other. All these three viewpoints have influenced the implementation of different IoT applications.
Furthermore, this reference model is reflected in other literature works, especially in the field of IoT-based healthcare. Fengou et al. [9] proposed an architecture of the e-Health telemonitoring system, which has several components performing data collection, data management and data interpretation. It represents the data-centric IoT viewpoint that is discussed in [8] . In [10] , the data-centric IoT viewpoint is highlighted as the authors explicitly described the data flow from sensors to intermediate gateways and hubs and eventually to cloudbased data stores. In [11] , the authors described an overall system design of e-Health applications, with focus on the interaction between several components of the system such as Body Sensor Network (BSN), Zigbee, smart house and medical call center. In [12] , an open IoT platform was proposed. The platform is designed as a self-management model for chronic diseases, but the architecture can be extended to have remote health monitoring capabilities.
B. IoT communication
In the application layer, there are many network communication protocols for IoT devices such as HTTP [13] or novel protocols dedicated to the field of IoT such as MQTT [14] or CoAP [15] . The comparison between these protocols have been discussed in recent literature work. In [16] , the authors suggested that MQTT is a better candidate for applications requiring sophisticated functionalities such as different level of QoS and message persistence and multicast. However, quantitative analysis indicates that CoAP performs better than MQTT in terms of bandwidth requirement and round trip time (RTT). For reliability, it depends on the actual scenario; MQTT achieves better results in scenarios where message exchange happens very frequently, otherwise the difference is not much. The ability of CoAP to fragment large messages makes it more efficient when transmitting large messages. In [17] , CoAP has been compared against HTTP in terms of energy consumption and volume of generated data. CoAP energy consumption is 50% and 83% less than HTTP in push mode and pull mode, respectively. In term of volume of generated data, the CoAP-based system generated data which is 85% less than the HTTP-based system (62 GB vs 434 GB). In [18] , the author gave a qualitative analysis on the competing IoT protocols (HTTP, MQTT, CoAP, AMQP). The criteria used were architecture, security mechanism, QoS schemes and communication pattern (inquiries, telemetry, commands and notification). The authors concluded that each and every protocol has its own strengths and drawbacks. It depends on the scenario and the requirements to choose the most appropriate protocol. Furthermore, it is possible for a complex system to incorporate several protocols together.
III. IREHMO-IOT-BASED REMOTE HEALTH MONITORING SYSTEM
A. Architecture
In order to realize a system which combines several IoT protocols in the lower layer and efficiently transmits data to the remote servers, the paper proposed an architecture called IoT-based Remote Health Monitoring (IReHMo). The overall architecture of IReHMo consists of five layers, namely sensing layer, home gateway, network infrastructure, cloud computing and application layer, as described in figure 1. The sensing layer comprises of home automation devices, such as sensors (temperature, humidity, smoke and CO, water leak) and actuators (power switch, lock, dimmer). For the purpose of remote health monitoring, IoT sensors such as RFID sensors, accelerometers can be included in this layer. Today, there is a long list of biosensors or healthcare sensors that measure body temperature, blood pressure, heart pulse, ECG, respiratory rate, glucose level. Another source of healthcare information may come from smartphones which act as the gateway of the wireless body area network. It is possible to collect all these health-related information in this sensing layer and forward it to higher layers for further processing.
In the home gateway layer, the focus is on the data collection, filtering, pre-processing and encryption, which are highlighted in blue in figure 1. Sensor data are collected and stored locally as well as transmitted to the remote servers. Using openHAB -a middleware for integrating several home automation solutions, the home gateway can interact with several types of IoT protocols such as Z-wave, KNX and Insteon. Other medical sensors stream their data to local databases. In the home gateway, activities such as filtering or pre-processing can take place, to select and improve the data for the next stage of data transmission. These activities can help reducing the bandwidth required or the volume of data to be transmitted. Different databases are presenting in this layer. Local database is in charged of storing raw data, while export database is for storing processed data, ready to be transmitted. Encryption is carried out in this layer, as health data is sensitive and need to be protected. At the gateway layer, the selection of IoT application layer protocol is crucial as it decides the performance of the system, which is discussed in the next section.
Data from the home gateway is transmitted to the monitoring side where it is consumed using the network infrastructure. To date, different networking technologies are available, namely cellular (3G, 4G), mobile broadband, fiber and ADSL. The transmission can include WiFi and Ethernet technologies. Depending on the required bandwidth of the implementation, certain technologies are preferred to ensure the best performance and efficiency.
The cloud is the receiving end of the data flow from the sensors. Further processing is done in cloud computing facilities. Here the sensor data is transformed into meaningful knowledge and actions, using algorithms and dedicated softwares. In this layer, the main activities are further processing of data, data storage and analytics. Efficient and elastic data storage can be achieved by cloud services such as Amazon S3 or Microsoft Azure.
The top-most layer of the stack is the application layer, where applications interact with users through web interfaces. Since sensor data is collected, stored and processed continuously, users can get a holistic picture of the situation and deliver actions accordingly. Typical applications based on health data collected by sensors can be remote health monitoring, quick reaction to emergency situations or health data gathering and statistics.
B. Prototype implementation
An actual implementation of IReHMo has been carried out. In the sensing layer, the implementation includes Z-wave sensors for monitoring parameters such as room temperature, the presence of a person, the state of the door/windows, the presence of smoke. Healthcare sensors are RFID readers and embedded accelerometers from iPhone for the purpose of activity recognition. Encryption is carried out at the home gateway, using AES 128-bit encryption algorithm as shown in figure 2 . This encryption method is selected due to its simplicity in implementation. Furthermore, the monetary perbit cost of AES is several orders of magnitude lower than that of other encryption methods (RSA, DSA and ECDSA) [19] . At the patient's house, the healthcare data is encrypted into a string, which is then transmitted over the public network. As shown in figure 2 , at the monitoring side, the decryption of the received string takes place; as a result the original healthcare data is obtained. This security feature comes at a small additional price (more CPU cycles at both home gateway and monitoring side), however AES decryption at cloud facilities is much more efficient and cost-effective than other smaller facilities (2.37E+01 picocent vs 1.42E+03 picocent) [19] . Fig. 2 : The encryption process.
In the home gateway layer, the sensed data are stored locally and secured by user authentication as well as transmitted to the monitoring side, which acts as the receiving end of the data flow. HTTP and CoAP were used to transport sensor data to the monitoring side. The amount of generated data depends on the monitoring policy and the health situation of the patient. Although the actuation of home automation devices is not in the scope of the paper, it can be done using the REST API of openHAB. The command can be sent from the monitoring side to the openHAB middleware using POST command of HTTP and CoAP. The details of the implementation are depicted in the following figure 3. 
IV. RESULTS AND ANALYSIS
A. Results
The IReHMo architecture allows to deploy several application layer protocols at the home gateway layer. In this paper, CoAP and HTTP were deployed, evaluated and compared.
1) CoAP-based IReHMo implementation:
The CoAP-based IReHMo implementation can deliver sensor data in three different modes using CoAP GET, PUT and Observe method. Furthermore, CoAP has two QoS mechanisms, namely Confirmable (CON) and Non-confirmable (NON). In Confirmable mode, each packet sent is acknowledged by an ACK packet from the receiver. If the receiver has to reply to a request, the response is piggybacked in that ACK packet. In case the sender doesn't receive the ACK message, the sender resends the packet after a backoff time. In contrast, the receiver will not acknowledge the packet transmission in Non-confirmable mode. The response for a NON request is usually a NON reply.
Considering a healthcare value, for example the room temperature of 19.9 o C. After encryption, the value is turned into a hexadecimal string of length 32 bytes. This encrypted string will be delivered by CoAP, using its methods of GET, PUT or Observe. The following table I summarizes the traffic generated and bitrate when the encrypted string is delivered using CoAP CON and NON mode. Using CoAP, the overhead for any small healthcare payload is from 48 to 53 bytes in each packet, depending on the method.
2) HTTP-based IReHMo implementation:
The HTTPbased IReHMo implementation can deliver sensor data using HTTP GET method. To get a sensor value, the monitoring side has to establish an HTTP session with the home gateway, therefore HTTP packets can be exchanged. From the measurements, for the whole session (which lasted for 30 seconds) it took 845 bytes in the downlink and 494 bytes in the uplink to get a sensor reading (voltage level) from the wall plug. In that session, the following events occurred: 3-way handshake, HTTP GET, HTTP/1.1 200 OK, TCP KeepAlive and session closing. While the 3-way handshake, HTTP GET and HTTP/1.1 200 OK happened immediately after each other, the TCP Keep-Alive and session closing happened later in the session. We took the two events of HTTP GET and HTTP/1.1 200 OK for comparison with the CoAP-based IReHMo implementation. The following table II summarizes the traffic generated and bitrate when a small sensor data (voltage level) is delivered using HTTP get. 3) The commercial product: The commercial product, having a similar implementation contains, contains a door sensor, a motion sensor, smoke sensor, IP camera and emergency button. MQTT was used to deliver sensor data from the home gateway to the remote servers. There are two traffic patterns produced by this product: the periodic traffic pattern and the traffic pattern from sensor data. The periodic traffic pattern is the packet exchange between the gateway and the server (the frequency depends on the pattern), to maintain the connection. The following table III summarizes the periodic traffic pattern.
For each sensor event, the gateway sends several packets to the remote server. Each outgoing packet is followed by acknowledgement packets from the remote server and the gate- The bitrate for the voice connection is 32 kbps for each uplink and downlink channel, while the bitrate for video stream is 167.46 kbps for the uplink and 12.328 kbps for the downlink channel.
B. Discussion
In a typical remote health monitoring scenario, a sudden event will trigger sensors to sense and produce data. This data is collected by the home gateway and forwarded to the remote servers for further processing and knowledge extraction. Due to its characteristics, the remote health monitoring has to reliably deliver sensor data to the monitoring side. To achieve this goal, we have to calculate the required bandwidth of the system in different conditions. In this paper, we evaluate scenario 1, 2 and 3 as described in Section 1. Scenario 1 contains an emergency button, a door sensor, motion sensor and fire alarm. Scenario 2 contains an emergency button, a motion sensor, IP camera and one wall plug. Scenario 3 contains an emergency button, a motion sensor, IP camera and several wall plugs. To ensure that the system performs in all cases, the worst situation is considered when all sensor events happened at the same time. The bandwidth in this worst-case scenario is the sum of all bitrates from the sensors included in that event (for example door opened, motion sensor on, smoke alarm on, emergency button pressed) plus the bitrate of the periodic traffic patterns. The following figure 4 details the required bandwidth for scenario 1, 2 and 3 for the commercial product and the CoAP-based IReHMo implementation.
For each single sensor event, the HTTP-based IReHMo implementation reduced the required bandwidth in the uplink, compared with the commercial product. However, the volume of generated data remains the same, especially when sensor events happen intermittently. In this case, HTTP sessions are established and closed consecutively, which produce unnecessary traffic. From the results, it is clear that CoAP delivers sensor data very efficiently due to its small protocol overhead. For a single sensor data, CoAP reduces the volume of generated data up to 90 % in the uplink channel (85 bytes vs 842 bytes), using several methods such as GET, PUT and Observe as shown in figure 5 . This efficiency allows the implementation to reduce significantly the required bandwidth, especially in the uplink, and the volume of generated data. Furthermore, it is advantageous to deploy the CoAPbased IReHMo implementation compared with the commercial product since the communication pattern from IReHMo can be either telemetry (CoAP Observe method) or request-response (CoAP GET and PUT methods). If real-time update is the priority then the telemetry pattern is preferred. Otherwise, the monitoring side can request the home gateway for a particular value of sensor on demand, thus reducing bandwidth and volume of generated data both in the uplink and downlink. In contrast, the commercial product offers only the telemetry communication pattern, which sends data even when it is not needed. When all the sensor events are combined in a scenario, the CoAP-based IMeHRo implementation helps reducing the total required bandwidth up to 56% in the uplink channel.
From the tables, it is clear that the video stream consumes most of the bandwidth, compared with sensor data. Instead of using the video stream, we can deploy several types of sensors that can gather more information and provide them to the monitoring side. The second biggest bandwidth consumer is the voice connection. If we can offload voice traffic from the remote health monitoring system to the GSM network (which has the same coverage) then a large portion of the uplink bandwidth can be used for healthcare data.
C. Scalability analysis
As suggested by the IReHMo high level architecture, the healthcare data can be delivered using various network technologies such as cellular, mobile broadband, fiber and ADSL. Among them, the cellular network is used by the vast majority of the population. However, the network offers limited capacity and it can change very dynamically. As a result, this scalability analysis studies the feasibility of deploying remote health monitoring systems in remote rural areas, where the cellular network infrastructure offers limited capacity. Moreover, the importance of these systems are best shown here where people have limited access to regular healthcare service. The analysis needs the information on cellular network quality and the number of users for these systems.
The information on cellular network quality is retrieved from the coverage map of a service provider in Sweden. Based on this, we have selected several villages/residential areas that have moderate to low quality cellular network. To estimate the available bandwidth, we set up a testbed to measure the average download/upload speed to our selected server. In order to verify the available bandwidth, we cross-check our obtained results with a well-established speedtest app. The comparisons showed that both results converged with small discrepancies. For a single user, the upload bandwidth is in the range of 1.35-3.61 Mbps, while the range for download bandwidth is 8.15-15.364 Mbps, depending on the measurement locations. For the DC-HSPA+ technology that are being used in these locations, the upper bound of cell capacity in the uplink channel is 6.2 Mbps [20] .
The selected communities have diverse population, ranging from several dozens to several hundreds. Using the statistics from the regional government, it is safe to say that at least 25% of the population are at least 65 years old. We assume that all these elderly people are using a remote health monitoring system, with a mix of healthcare scenarios. The following table V shows the required bandwidth from selected villages/residential areas, with different combination of scenario 1, 2 and 3 (all scenario 3, 30% scenario 3 -40% scenario 2 -30% scenario 1, 10% scenario 3 -20% scenario 2 -70% scenario 1 and all scenario 1) when using the commercial product. Table VI shows the required bandwidth from selected villages/residential areas, with different combination of scenario 1, 2 and 3 when using the CoAP-based IReHMo implementation. It is evident that the bandwidth reduction from CoAP helps to deploy more remote health monitoring systems into the existing cellular network in rural areas. For example, in most of the selected villages/residential areas, scenario 1 can be deployed to all elderly people in that area.
V. CONCLUSION AND FUTURE WORK
The paper has identified several network-related requirements of a remote health monitoring system, such as low bandwidth consumption, especially upload bandwidth so that it can fit in and scale up in areas where network infrastructure is limited and reduce volume of generated data so that it will not stress the existing network infrastructure as well as induce unnecessary costs to users. The paper proposed and evaluated an architecture called IReHMo. IReHMo is capable of incorporating several types of home automation sensors and healthcare IoT devices in the sensing layer. An IReHMo implementation using CoAP significantly reduced the bandwidth requirements and volume of generated data. For each small size healthcare data, IReHMo significantly reduced the number of packets being sent, the required bandwidth and the volume of generated data compared to the commercial product. This will translate to a large saving in bandwidth, volume of generated data and round trip time; the system reduces up to 56% of the required bandwidth for a remote health monitoring scenario. Finally, the scalability analysis showed that the combination of IReHMo and CoAP make it possible to deploy larger number of remote health monitoring systems compared to the existing commercial product. This is of paramount importance in remote rural areas where the network capacity is low and local people have limited access to regular healthcare services. In the future, IoT based healthcare architectures such as IReHMo will be used to recognize complex activities [21] of patients to enable improved remote healthcare services. Further, such complex activity recognition will generate large-scale data that needs to be processed using cloud services available closest to the end-user [22] to minimize end-to-end latency and ensure timely response from healthcare services.
