fading channel is considered. We assume that the transmitter, in addition to the statistics of all channel gains, is aware instantaneously of a noisy version of the channel to the legitimate receiver. On the other hand, the legitimate receiver is aware instantaneously of its channel to the transmitter, whereas the eavesdropper instantaneously knows all channel gains. We evaluate an achievable rate using a Gaussian input without indexing an auxiliary random variable. A sufficient condition for beamforming to be optimal is provided. When the number of transmit antennas is large, beamforming also turns out to be optimal. In this case, the maximum achievable rate can be expressed in a simple closed form and scales with the logarithm of the number of transmit antennas. Furthermore, in the case when a noisy estimate of the eavesdropper's channel is also available at the transmitter, we introduce the SNR difference and the SNR ratio criterions and derive the related optimal transmission strategies and the corresponding achievable rates.
I. INTRODUCTION
The notion of information theoretic security was first introduced by Shannon in [1] . According to the fundamental principle set in this paper, the intended receiver can recover the message without errors while the eavesdropper is kept completely ignorant of the information. In [2] , [3] and [4] , extensive efforts have been devoted to designing different schemes to achieve secrecy through wireless channel.
Multi-antenna system has gained great popularity since it can provide both spatial multiplexing and diversity gains. For instance, in [5] , the authors consider two types of feedback: the mean feedback and the covariance feedback. Optimal transmission strategies in both cases are derived in [5] . In [6] , the authors derive a necessary and sufficient condition under which beamforming is the optimal transmission strategy. Furthermore, the effect of channel uncertainty on the capacity is analyzed in [7] , [8] and [9] .
In the case of transmission with secrecy constraints, the effect of fading together with the knowledge of channel This work has been supported by King Abdulaziz City of Science and Technology (KACST), Riyadh, Saudi Arabia.
information at the transmitter has received a great deal of attention recently. Related results have reported in e.g., [10] - [17] .
In this paper, the maximum achievable rate using a Gaussian input without an auxiliary random variable (r.v.) is considered. In this sense, the present paper is different from [16] as the latter does not put fourth the Gaussian input without an auxiliary r.v. restriction. While the maximization problem is not convex and thus not straightforward to solve in general, we develop a sufficient condition for beamforming to be optimal in case where the transmitter is ignorant of the eavesdropper's channel, besides its statistics. In the case of large number of antennas at the transmitter, we also find that beamforming is optimal and the maximum achievable rate takes a simple closed form. In this regime, we show that the maximum achievable rate scales with the logarithm of the number of transmit antennas.
In the more general case, when the transmitter also has a noisy version of the eavesdropper's channel too, we consider two important optimization problems related to the achievable rate: the SNR difference criterion and the SNR ratio criterion. 1 The transmission strategies related to the maximization of the previous performance metrics are derived. We also argue (through numerical results) that if the power constraint and the channel estimation errors satisfy certain conditions, then these two SNR criterions can provide achievable secrecy rates that are very close to the maximum achievable rates using Gaussian input. Recall that the SNR ratio criterion has been considered previously in e.g., [18] , but in a different context.
We note that our problem somewhat resembles to the mean feedback problem treated in [5] and [6] , but without secrecy constraint. Furthermore, our framework is also related to [10] . However, the result in [10] cannot be applied to our problem 1 Clearly, the case where the transmitter has noisy versions of both the main channel and the eavesdropper's channel gains is more general than the setting where the transmitter has only a noisy version of the main channel gain. This is true in the sense that the results in the former case may be retrieved from the latter one. Please see our discussion in Section IV. Note that this is essentially due to our channel noise model. This may not be true in general.
since perfect CSIT is not available. Our primary concern in this paper is about how to design secure transmission strategies leveraging CSIT.
The remainder of this paper is organized as follows: Section II contains the system model and the problem statement. Section III evaluates the achievable rate and gives the main results. Section IV addresses a more general case and introduces the SNR difference criterion and the SNR ratio criterion. Numerical results are provided in Section V. Section VI concludes the paper.
Notation: CN(µ, K) denotes circularly symmetric complex distribution with mean vector µ and covariance K. N(µ, K) represents real Gaussian distribution with mean µ and covariance K. All logarithms are natural logarithm. For two vector m, n, m n means m majorizes n. The function f x () and F x () denote the probability density function (pdf) and the cumulative distribution function (cdf) of the r.v. x. More specifically, Φ(x) is the cumulative distribution function of standard Gaussian distribution with zero mean and unity variance, → X means that the sequence X n converges almost surely towards X, i.e., P(lim n→∞ X n = X) = 1.
II. SYSTEM MODEL AND PROBLEM STATEMENT
We consider a multiple-input single-output (MISO) channel where a transmitter is communicating to a receiver in the presence of an eavesdropper. The transmitter is equipped with N t antennas while each of the legitimate receiver and the eavesdropper is equipped with only one antenna. The channel gains to the legitimate receiver and the eavesdropper can be represented as two N t ×1 vectors h and g. The received signals at the legitimate receiver and the eavesdropper can be written as, respectively,
Where x i is the transmitted signal at time i and v i , w i are unit-variance complex circularly symmetric Gaussian random variables. The channel gains h and g are assumed to be independent and identically distributed, both h and g follow CN(0, I). The transmitter is provided with a noisy version of h which can be written as:
whereĥ is the estimate of the main channel,ĥ follows CN(0, I).h represents the estimation error,h ∼ CN(0, I) and α is the error variance, α ∈ [0, 1]. For simplicity, it is assumed thatĥ,h and g are independent of each other. We assume that the transmitter is only aware of an estimateĥ of the main channel h. On the other hand, the legitimate receiver is aware instantaneously of its channel to the transmitter, whereas the eavesdropper instantaneously knows all channel gains. It is also assumed that the transmitter would broadcast its channel estimate so that this estimate is known to all parties. Finally the input is subject to an average power constraint:
From [19] , an achievable secrecy rate of above channel is given by:
= max u→x→g,y,h,z
where u, x and (y, h, z, g) form a Markov chain conditioned onĥ, and where (3) follows from (2) since givenĥ, u and h are independent and u and g are also independent. Note that to establish (2), one may model the wiretap channel with fading stateĥ as a set of N parallel wiretap channels, each indexed by a specific realizationĥ =ĥ i , i = 1, . . . , N. This is always possible sinceĥ is known instantaneously to all terminals. For each of these parallel wiretap channels, one can readily apply the result in [19] to achieve:
for i = 1, . . . , N. By summing the secrecy rate over all these parallel channels, letting N → ∞ and using the ergodicity of the channel, (2) is established. We restrict ourselves to perhaps sub-optimal inputs without indexing, i.e., x = u, under which the achievable rate becomes:
It is well known that a Gaussian input maximizes the target in (5) . Finally the problem of interest is:
where Q is the covariance matrix of the channel input x and is subject to the constraint tr(Q) ≤ P. The preceding optimization problem can be simplified by only considering covariances that attain the constraint, i.e.,
Given our setting, it is clear that in case α = 1, there is no advantage of the legitimate receiver over the eavesdropper that can be exploited by the transmitter. Hence, in this case, the secrecy capacity is equal to 0. Therefore, in the sequel, we assume that α < 1.
III. ACHIEVABLE RATE EVALUATION
For a givenĥ, the target in (6) can be written as:
Note that Q = Q(ĥ). However, to keep the notation convenient, we make the dependence onĥ implicit and write it as Q instead of Q(ĥ). We define the eigenvalue decomposition of the covariance matrix Q = UΛU H , where Λ is a diagonal matrix and U is a unitary matrix with U H U = UU H = I. Then (8) can be rewritten as:
Equation (10) follows from (9) since according to [20] , when U is unitary and g is a random vector whose elements are independent and identically distributed (i.i.d.) zero-mean complex circularly symmetric Gaussian, then U H g shares the same distribution as g.
The expected form of the maximum achievable rate can be expressed as:
A. Discussion
The problem is slightly related to the mean feedback case in [5] , where the capacity without secrecy constraint is studied. In [5] , the capacity is strictly concave in Q and thus the Frechet differential condition which is necessary for optimality is also sufficient. This was the key observation to solve the channel capacity with mean feedback problem. Unfortunately, this approach cannot be applied directly to our problem since the cost function is not concave in Q, and hence the Frechet differential only provides a necessary condition for optimality.
While we do not solve the problem in its general form, the problem of interest can be solved in some non-trivial special cases. In Theorem 1, we give a sufficient condition for beamforming to be optimal. In Theorem 2, we claim that beamfoming is also optimal in the case where the number of antennas at the transmitter approaches infinity. The maximum achievable rate takes a simple closed form and scales with the logarithm of the number of transmit antennas.
B. Sufficient Condition For Beamforming To Be Optimal
Theorem 1 provides a sufficient condition for beamfoming to be the optimum transmission strategy. The outline of the proof is that departing from (10), beamforming can maximize the first term and minimize the second term simultaneously under this sufficient condition, thus the difference of them is maximized.
Theorem 1: For a given noisy estimation of the main channel h, if the following condition is satisfied,
where ω 1 has a noncentral chi-squard distribution, i.e., ω 1 ∼ e
, where I 0 (.) is the 0th-order modified Bessel function of the first kind, then the maximum achievable rate is attained by beamforming to the direction of h.
Proof: For convenience, the proof is provided in [21] .
C. Large Scale Antennas Case
In this section, we consider the case where the number of antennas at the transmitter goes to infinity. We prove that beamforming is the optimal strategy and the maximum achievable rate can take a simple closed form. The proof is streamlined into 3 lemmas. The proofs of Lemmas 1, 2 and 3 are given in [21] .
That is, the value of |ĥ| 2 converges to infinity almost surely, lim N t →∞ |ĥ| 2 a.s.
→ ∞.
The following lemma is also useful to establish our result.
Lemma 2: Let v be a circularly-symmetric complex Gaussian random variable with real mean m and variance σ 2 . Then
Finally, we claim the following result. Lemma 3: Given anyĥ. If |ĥ| 2 < τ, where τ is a positive real number, then R s (Q,ĥ) defined in (8) is bounded. Now we are ready to give the result.
Theorem 2: As N t → ∞, the achievable rate can be maximized by beamforming to the direction ofĥ. The expectation of the maximum achievable rateR s , defined in (11), can be expressed as:
Proof: Only a sketch of the proof is provided here. Please refer to [21] for the full proof. For a givenĥ, we give an upper bound and a lower bound on the maximum achievable rate, i.e.,
where the upper bound in equation (16) 
and the lower bound LB(ĥ)
The upper bound is obtained using the Jensen's inequality, whereas the lower bound is derived by applying a specific Q to (8) . By Lemma 2, the upper bound and the lower bound converge as |ĥ| → ∞, that is,
So, according to Squeeze Theorem:
This maximum is achieved by choosing Λ to be rank-one and U [1] 
After substituting UB(ĥ) with [log(1
From Theorem 2, if the number of antennas at the transmitter is large enough, beamforming to the direction ofĥ is optimal.
The maximum can be also expressed as the upper bound yield by Jensen's inequality. Moreover, the following proposition shows that the maximum achievable rate scales with log(N t ). Proposition 1: As N t → ∞, The expectation of the maximum achievable rateR s , defined in (11), can be expressed as:
Proof: For convenience, the proof is provided in [21] . Proposition 1 also highlights the impact of channel estimation errors on the secrecy rate through α. Should α be equal to 0, one obtains directly from (26) that lim N t →∞ {R s − log(N t ) − log(P) + E g 1 [log(1 + P|g 1 |
2 )]} = 0. Moreover, if we treatR s as a function of α, i.e.,R s (α), we can also derive from (26) that,
Note that (27) characterizes the penalty due to CSI error. For example, if α = 0.5, there should be a | log(0.5)| ≈ 0.7 npcu gap between the achievable rates with α = 0.5 and α = 0 as the number of transmit antennas goes to infinity. This result is also demonstrated numerically in Figure 1 of Section V.
IV. ACHIEVABLE RATE BASED ON SNR CRITERIONS
In this section, in addition to the estimation of the main channel, the transmitter is provided with an estimation of the eavesdropper's channel. Thus the channel to the eavesdropper can be expressed as:
whereĝ is the estimate of the eavesdropper's channel which follows CN(0, I).g represents the estimation error andg ∼ CN(0, I). β is the error variance. Similar to the main channel, we assume thatĝ andg are independent of each other. Furthermore, the transmitter would also broadcast its estimate of the eavesdropper's channel and this estimate is known to all parties. In our analysis, we mainly focus on the SNR as the performance measure. Although there are differences between SNR and mutual information criterion in a sense that SNR characterizes the performance of uncoded systems and mutual information measures the maximum rate achieved by coded systems, these two metrics are still highly related. Moreover, in some cases, the optimization involving mutual information is far less tractable than that with respect to SNR. Following similar steps leading to (6) , one can show that the following rate is achievable:
The rate in (29) is achievable for any positive definite Q satisfying tr(Q) = P, we are free to choose Q such that it either maximizes the difference of the expected SNR at the legitimate receiver, denoted as S NR r , and the one at the eavesdropper, denoted as S NR e , or their ratio. Two SNR criterions are introduced here, the first one is the SNR difference maximization criterion:
The second one is the SNR ratio maximization criterion:
In (32), we add 1 in the nominator and denominator of the SNR ratio criterion in order to ensure that our result is consistent with the result in [22] in the perfect feedback case, i.e., when both α and β are equal to 0.
A. The SNR Difference Criterion
Here, we want to obtain the covariance matrix Q that maximizes the received SNR difference between the legitimate receiver and the eavesdropper. The optimization problem can be written as:
It turns out that beamforming is once again optimal as formalized in Proposition 2. Proposition 2: An optimal solution of (34) is given by Q
B. The SNR Ratio Criterion
In this section, our main objective is to find the optimal covariance matrix Q maximizing the ratio of received SNR of the legitimate receiver and the eavesdropper. The optimization problem can be expressed as follows:
Once again, beamforming is a right choice. Proposition 3: An optimal solution of (35) is given by Q * = Pw 0 w H 0 , where w 0 is the generalized eigenvector corresponding to the largest generalized eigenvalue of
The optimal transmission strategy based on the SNR ratio criterion is beamforming to the direction of w 0 .
Proof: The proof of Proposition 3 is provided in [21] .
If the values of α and β are set to 0, the optimal transmission strategy becomes beamforming to the direction of the generalized eigenvector corresponding to the largest generalized eigenvalue of (Phh H + I, Pgg H + I), which is consistent with the result in [22] .
C. Special Case When β = 1
Here we discuss the special case when β = 1, which indicates that there is only an estimate of the main channel at the transmitter. We will show that both the SNR difference and the SNR ratio criterions imply that the optimal transmission strategy is beamforming to the direction ofĥ. With β equal to 1, we have:
From equation (39), it is clear that the expected SNR of the eavesdropper remains constant regardless of the choice of Q. Thus, we only need to maximize the expected SNR of the legitimate channel in order to maximize the SNR difference or the ratio between the legitimate receiver and the eavesdropper. As a result, both the SNR difference and the SNR ratio criterions can be reduced to the following form:
It is well known that the solution to (40) is given by rank-one . Therefore, when no estimate of the eavesdropper's channel is available at the transmitter, the optimal transmission strategy based on the SNR difference and the SNR ratio criterions is beamforming to the direction ofĥ. V. NUMERICAL RESULTS Figure 1 describes the convergence of the lower bound and the upper bound on the maximum achievable rate indicated in (16) . The maximum achievable rate when α = 0 is also included in Fig. 1 as a benchmark. In our simulation, the power P is set to 17 dB. The expectation overĥ is computed using Monte Carlo methods. The unit of the transmission rate is nats per channel use (npcu). As indicated in Fig. 1 , the upper bound and the lower bound converge as the number of antennas converges to infinity. As a result, the maximum achievable rate is fully characterized in this regime. Moreover, the gap between the maximum achievable rates with α = 0 and α = 0.5 is about 0.7 npcu, which is consistent with our analytical result after Proposition 1. Figure 2 depicts the performance of the SNR difference and the SNR ratio criterions in the low SNR regime, for α = 0.3 and β = 0.2. We can see from Fig. 2 that the transmission rates achieved by both the SNR ratio and the SNR difference criterions are close to the maximum achievable rate, which is derived by exhaustive numerical search. Figure 3 shows the performance in case of low error variance of both the legitimate channel and the eavesdropper channel. Both α and β are set to 0.02. The result shows that the transmission rate determined by the SNR ratio criterion can approach quite closely the maximum achievable rate. However, as the power increases, there exists a 0.8 npcu gap between the rate based on the SNR ratio criterion and the maximum achievable rate as the power reaches 20 dB.
VI. CONCLUSION
We have considered secret transmission in a fast fading MISO channel with imperfect channel state information at the transmitter. A sufficient condition for beamforming to be optimal is provided. Moreover, when the number of transmit antennas is very large, beamforming is also optimal, the achievable rate takes a simple closed form and scales with the logarithm of the number of transmit antennas.
Furthermore, when the transmitter is also provided with an estimate of the eavesdropper's channel, the SNR difference and the SNR ratio criterions are proposed in order to provide suboptimal transmission strategies. We have found numerically that the performance of these two criterions is satisfactory in the low SNR regime in the sense that the corresponding achievable rates are asymptotically (in the low SNR regime) optimal. However, the performance of the SNR difference and the SNR ratio criterions degrades as the transmit power increases. Furthermore, the performance of the SNR ratio criterion also depends on the channel estimate error variance; smaller is this variance, better is its performance.
