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We compute the string susceptibility γstr for the regularized Nambu-Goto string in d dimensions and
obtain γstr = 1/2 in 2 < d < 26. This agrees with previous results obtained for lattice strings.

























An important characteristics of string dynamics is the string susceptibility γstr which is deter-
mined by the pre-exponential in the entropy of surfaces with large area. For the Polyakov string of
genus g embedded in d-dimensional space-time it equals the Knizhnik-Polyakov-Zamolodchikov–

















where c = d−1 ≤ 1 is the central charge of conformal matter. Equation (1) beautifully describes a
vast amount of the models with c ≤ 1 and it follows in a simple way from the conformal invariance
of the quantum Liouville action, as we will briefly review in Sec. III, but it apparently breaks down
for 1 < c < 25 (or 2 < d < 26), where the right-hand side of (1) becomes complex.
The non-trivial dynamical information about the coupling of geometry and matter is present
already in γ
(0)
str , i.e. for genus 0, as is apparent from (1). On the other hand, g = 1 has in this
respect a special status since γ
(1)
str = 2, independent of the coupling of surface geometry to matter,
reflecting that the integral of the intrinsic curvature for a closed surface of genus g = 1 is zero.
Models where c > 1 (d > 2) have been addressed for strings with an explicit UV cutoff and







for d > 2 (2)
which is a typical behavior for branched polymers. The same value (2) has been obtained [4, 5]
for the Nambu-Goto string with the proper-time or Pauli-Villars regularizations at 2 < d < 26 in
the mean-field approximation. Further, it has been argued [6] that the left equation in (1) is valid
even for models with c > 1, i.e. in particular that γ
(1)
str = 2 even for these models.
The purpose of this Letter is twofold. Firstly, we repeat the computation of γ
(0)
str of [5] for
closed surfaces, such that one gets rid of the boundary effect present in [4, 5] where strings with
the topology of a cylinder were considered. We do that by compactifying target space Rd to
T 2 × Rd−2, where T 2 is a torus of fixed periods β and L. Secondly, we go beyond the mean-field
approximation and show that Eq. (2) is exact for 2 < d < 26.
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II. THE SETUP FOR A TORUS
The results [4, 5] for the long cylinder of length L and circumference β are expected to be
analogous to those for the long torus modulo boundary effects which are suppressed as β/L for the
cylinder. Let us demonstrate this by explicit computations for the torus.
The setup is the following: we consider the closed bosonic string in d-dimensional target space,








where K0 is the bare string tension. In addition we insist that the string winds around the target-
space torus. A classical solution, minimizing the action under the condition that it winds around
the target-space torus, is then
X1cl = βω1, X
2









 , SNG[Xµcl] = K0Lβ, (4)
where the parameters ω1, ω2 ∈ [0, 1] also belong to a torus with periods 1.
In order to use the Nambu-Goto action in the path integral we follow the setup [4] for a long
cylinder and introduce the Lagrange multiplier λab and the intrinsic metric tensor ρab such that
SNG(X















The path integral now involves the integration over Xµ, ρab and λ
ab. The integration over the Xµ
is performed by writing Xµ = Xµcl +X
µ
q and performing the Gaussian integration over the quantum
fluctuations Xµq . The integration over ρab requires a gauge fixing and we choose conformal gauge.
We can then write







 , ĝ = det ĝab = τ22 , (6)











det ρclab = Lβ. (7)
The integration over Xµq will result in a term [4, 5](
det O
)−d/2





and similarly there is a ghost term det(Ogh) from choosing the conformal gauge (6). Including the
determinants in an effective action Seff [λ














In the mean-field approximation advocated in [4] we have that ρab(ω) and λ
ab(ω) are independent
of ω for the worldsheet coordinates we use. We can thus write
ρ̄ab = ρ̄ ĝab(τ),
√
det ρ̄ab = ρ̄τ2, λ̄
ab = λ̄
√
ĝ ĝab(τ) = λ̄τ2 ĝ
ab(τ),
√
det λ̄ab = λ̄, (10)
where ρ̄ and λ̄ are constants. In this case the determininants can be calculated1 and we obtain in
the limit where L β, using the Pauli-Villars regularization described in [5]:
Seff [λ̄














































where Λ is a UV cutoff.



























which is associated with the mean-field approximation. As was shown in [4], this minimum in
2 < d < 26 is favorable to the usual classical minimum and stable under local fluctuations. At this
value of λ̄ the coefficient in front of ρ̄ in Eq. (11) vanishes so this term vanishes at the minimum
and we find












As far as the integral over the modular parameters is concerned, it has a saddle point for large
L. The saddle point occurs at the values





For these values we have
ρ̄ =
λ̄(J)√(










1 The cutoff-independent finite part of ln det(−ĝab∂a∂b) is given by −πτ2/3+F (τ) where F (τ)/τ2 → 0 for τ2 →∞ [7].
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Finally the value of the effective action in the mean-field approximation for L β reads:
Seff [λ̄, ρ̄, J ] = K0λ̄(J)L
√
β2 − π(d− 2)
3K0λ̄(J)
. (16)
Notice that for long strings with L β  1
√
K0 the values (14) of the modular parameters are
close to the values (7) for the classical induced metric ρclab, and in fact ρ̄ab becomes proportional to
the classical value (7):
ρ̄ab(J) =
λ̄(J)√(






We finally note that for J = 0 we can introduce renormalized target-space lengths LR, βR and
















such that the expressions for Seff and ρ̄ab stay finite when the cutoff Λ→∞.
Thus we have explicitly demonstrated that the results for the long cylinder and the long torus
are analogous modulo boundary effects which are suppressed for the cylinder as β/L.
III. MEAN-FIELD APPROXIMATION FOR STRING SUSCEPTIBILITY
The string susceptibility γstr characterizes the string entropy. In the case of Liouville gravity















aφ+ 2bQR̂φ+ b2µ eφ
)
(19)
where b + 1/b = Q =
√
(25− c)/6, R̂ is the scalar curvature of the metric ĝab and where dm(τi)
denotes the integration over the modular parameters τi for surfaces of genus g. This is the partition
function for an ensemble of surfaces with cosmological constant µ. The partition function Z(A) of



























By using the fact that a scaling of A can be compensated by a shift φ→ φ+ c one arrives at
Z(A) = A(g−1)Q/2b−1 Z(A = 1) := Aγ
(g)
str−3Z(A = 1). (22)
With this definition of γ
(g)
str − 3 one obtains (1). We remark the following: firstly, it is clear that
γ
(1)
str = 2 and that this scaling comes entirely from the δ-function in (21). Secondly, we see that the












which is the reason for the notation “string susceptibility”, by analogy with the susceptibilty of
a spin-system, and the origin of the −3 in γstr−3. Thirdly, the relation to the entropy of the







dA e−µAZ(A), Z(A) =
∫
DS δ(A(S)−A), (24)
where the integration is over embedded surfaces S in the target space. In this case Z(A) is just
the formal number of embedded surfaces.
This number is of course infinite. In (22) this infinity has been renormalized away, but in a
quantum theory where we keep the UV cutoff it will appear as an exponential growing number de-
pending on the cutoff, but remarkably, and important for consistency of string theory, independent
of the genus g of the surfaces. Thus in general we will write
Z(A) ∝ Aγ
(g)
str−3 eC(Λ)A(1 +O(1/A)), (25)
where C(Λ) is a cutoff-dependent constant which can also depend on some of the other bare
coupling constants of the model, and where the correction indicates that in a regularized theory
we only expect the formula to be correct for areas much larger than 1/Λ2 and also much larger
than any dimensionful bare coupling constant in the appropriate power.
Until now we have been considering closed surfaces. Consider marking a point on the surface.
For such a marked surface one would expect
Zm(A) ∝ Aγ
(g)
str−2 eC(Λ)A(1 +O(1/A)), (26)
simply because we can put the mark anywhere on the surface, and that should produce a factor
proportional to A. External length-scales can be introduced either by considering vertex operators
producing generalized marked points or by considering for instance strings fixed at a boundary
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in target space. Topologically, having such a boundary, say a rectangular planar loop with side
lengths L and β in target space, corresponds to a surface with a marked point, and using such
surfaces for the calculation of γ
(g)
str one should use formula (26), since for A  Amin = Lβ the
boundary looks essentially like a point. A similar argument applies to our present setup. Here we
are not changing the topology of the surface, but we are forcing it to wind around a torus in target
space which has area Amin = Lβ, which then acts much like fixing a boundary. But in addition
we should also change g → g − 1 in (26), since we have already, by the explicit setup, used up one
of the “handles” g going around the small target space torus. The large area fluctuations which
contributes to the entropy will thus be fluctuations corresponding to genus g − 1. In our case we
consider surfaces of g = 1 and by our setup, finding the large A behavior of Z(A), using formula
(26), we will therefore determine γ
(0)
str .















However in order to use our mean-field results we want to get rid of the δ-function in (27) and
we do that by a Lagrange multiplier J (i.e. in the notation of (20) we express Z(A) as the inverse












Dρ e−Seff [λab,ρ,J ]+JA, (28)
where the integral over J runs along the imaginary axis.
In the mean-field approximation we compute the integral over J in (28), expanding the exponent






−K0 − Λ2, Amin = Lβ. (29)
















(∆J)2 + . . . . (30)
Integrating over ∆J along the imaginary axis and over the modular parameters τ1 and τ2 about















logAmin + const. (31)
Comparing with the definition (27), this gives [5] γ
(0)
str = 1/2 in the mean-field approximation.
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Note also that we indeed obtain the announced form (26) for Z(A):
Z(A) ∝ A−3/2 eC(Λ,K0) A(1 +O(1/A)), C(Λ,K0) = K0 + Λ2 −
√
2dΛ2K0. (32)
As discussed in [4, 5] the so-called critical point K0 = K∗, where scale invariance should be restored
when Λ→∞, is precisely the point where C(Λ,K0) = 0,
K∗ = [(d− 1) +
√
d(d− 2)] Λ2, (33)
which is also the point where the constant of proportionality between ρ̄ab and ρ
cl
ab in (17) diverges
since 2λ(0)K0 − (K0 + Λ2) =
√
(K0 + Λ2)2 − 2dΛ2K0 according to (12). To obtain a finite result
for ρ̄ one has to choose K0 infinitesimally larger than K∗, as







which is precisely the renormalization of K0 given in (18).
IV. BEYOND THE MEAN FIELD
To account for fluctuations about the mean field, we write ρ = ρ̄ eφ and compute the effective
action for ρ̄, the slow part of the metric, by averaging over φ associated with the fast part. An
important observation is that we need only the divergent part of the effective action because the
finite part does not affect γstr. This divergent part comes only from tadpole diagrams.
We perform the computation of (the divergent part of) the effective action (11) by path-
integrating over φ. The result has the form
Sdiveff [λ







λ11β2 + λ22L2 −
[























and involves two functions f1(b
2) and f2(b
2), coming respectively from the matter and ghost tad-
poles, whose Taylor’s expansions in b2 (that multiplies the propagator of φ as usual in the Liouville
field notation (see (19))) starting from 1. Since the Lagrange multiplier λab does not propagate,
we can replace it for the torus by a constant value λab = λ̄
√
ĝ ĝab and analogously ρ̄ is constant for
our choice of the coordinates. Then the action (35) takes the form analogous to (11):



















where for latter convenience we have introduced the notation
Λ21 = f1(b
2)Λ2, Λ22 = f2(b
2)Λ2. (37)
The field ρ̄ is analogous to constant fields generated in the problems of spontaneous symmetry
breaking. It does not fluctuate if the volume is large and can be substituted by its value minimizing







































generalizing Eqs. (12) and (15) (for β2  1/K0).

























Let us concentrate on the scaling limit when K0 approaches the critical value
K∗ = dΛ
2
1 − Λ22 + Λ1
√
d2Λ21 − 2dΛ22 (41)
as






This is a generalization of the scaling limit already discussed in Eqs. (33) and (34). We then have
either particle-like or string-like behavior in the scaling regime, in the terminology of [4], and


















Only the domain J  K∗ will be essential in the integral over J for A  Lβ̃ as is seen from
Eq. (29), so we can drop J2 under the square root in Eq. (43). Introducing the new variables2













we then rewrite (43) as
(43) = JA− Lβ̃
2
√
K2R + 2J(K∗ + Λ






These B and c are both large as ∼ KR for large KR, so the results of the previous section for the
one-loop order of the expansion about the mean field can be reproduced, expanding the integral






















(u− ū)2 + . . . . (47)














which clearly shows the same dependence on A as in Eq. (31). The remaining in Eq. (48) integrals
over the modular parameters do not change the A-dependence at large A and only give the same
normalization factor as in Eq. (31). How to compute these integrals will be described at the end
of this section.
We can continue the analysis, introducing the new integration variable
x =
√
B + 2u− c√
B
(49)












































B ± 2i∞− c√
B
. (51)
This gives precisely the distribution (48) whose one-loop approximation calculated by the expansion
(47) is thus exact.
The remaining integrals over the modular parameters τ1 and τ2 in Eq. (48) can be easily com-
puted at large Lβ by the saddle point given by Eq. (14) and which is justified by large Lβ
√
2dΛ21K∗.











logAmin + const., Amin = Lβ (52)
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which reproduces the scaling regime of (31) for Λ1 = Λ. We have thus demonstrated that this
behavior is exact, yielding γ
(0)
str = 1/2 for bosonic string in 2 < d < 26 to all orders.
V. CONCLUSION
The main result of this paper is that γ
(0)
str = 1/2 for Nambu-Goto bosonic strings in target-space
dimensions 2 < d < 26. Our setup was designed to avoid any problem with tachyonic modes of the
bosonic string. The origin of this half-integer value is the square-root dependence of the effective
action on J through λ̄(J) given by Eq. (12) which is the true minimum. The usual classical string
ground state is stable only for d < 2, where zero-point fluctuations indeed increase the effective
action. In the formal limit d < 2 we thus expect the standard results from the Liouville theory,
and it is seen explicitly from the formulas that the limit d→ 2+ is somewhat singular.
The value γ
(0
str = 1/2 is clearly outside the standard range of KPZ-DDK. We used explicitly
the Pauli-Villars regularization when calculating the effective action. However, it agrees with the
value obtained for bosonic strings in 2 < d < 26 using a hyper-cubic lattice [2]. It is interesting
to understand if our effective bosonic string theory, which has γ
(0)
str = 1/2, can still be viewed as a
conformal invariant worldsheet theory.
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