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A Convex Optimization Approach to the Design of
Multiobjective Discrete Time Systems
Anirudh Oberoi
Supervising Professor: Juan C. Cockburn
One of the most important contributions of robust control theory has been the devel
opment of a new framework for the design and analysis of feedback systems satisfying
mixed time-frequency specifications. This framework is given by the Linear Matrix
Inequality (LMI) approach where design and analysis problems are posed as convex
optimization problems subject to affine matrix constraints. Most of the focus in this
area has been on continuous-time systems design with very few results for
discrete-
time systems. One of the main contributions of this work is the development and
implementation of a MATLAB toolbox for discrete-time controller design using the
LMI approach. Another important contribution is the development of a new linear
matrix inequality for peak-to-peak gain minimization that allows the use of projec
tion formulas for i-design. In order to illustrate the advantages and effectiveness
of the LMI framework to multiobjective design problems it was applied to design a
noise-shaping feedback coder. This nonlinear circuit is an important component of
S A modulators. This work shows that a robust control approach based on LMIs
provides a rigorous framework for the systematic analysis and design of these coders
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Chapter 1
Introduction
One of the prime problems in control theory in recent times has been design of systems
satisfying multiple objectives [25] . Robust Control theoretic techniques developed in
the last decade have matured to the point where it is possible to consider such prob
lems. One such technique is the Linear Matrix Inequality (LMI) methodology that
provides a natural and the most practical approach to the design of multiobjective
control systems due to its flexibility and sound numerical implementation. More im
portantly, it only requires the knowledge of linear algebra and some basic functional
analysis thus making it accessible to most practical. The LMI design framework will
be the focus of this work. The emphasis of the study will be on discrete time control
systems as most control systems today are implemented in a digital computer [2].
The fundamental principle that will be emphasized in this work is the idea of con
verting a design problem into an optimization problem. One of the most important
contributions of robust control theory was the introduction of norms to measure the
"size"
of a signal and characterize the performance of systems. This idea was popu
larized by Bruce Francis, John Doyle and Allen Tannenbaum in their book "Feedback
Control
Theory"
[13]. Different norms can capture different performance objectives,
including time and frequency domain specifications, and the design problem is for
mulated as an optimization problem where different competing objectives must be
minimized.
The general robust control problem can be reduced to the standard feedback structure










Figure 1.1: A Generalized Plant
which represents all the fixed parts of the system to be controlled and a controller K,
which represents the parts of the system to be designed. From a systems point of view
the controller uses noisy sensor outputs to generate control commands to steer the
generalized plant to a desired state. The generalized plant contains information that
is known about the system like how and where the exogenous commands, disturbances
and noise enter the system [4] and what class of signals they are. The output signals
from the generalized plant contain information that is important from the design
specification standpoint. Time or Frequency weights are used in the generalized
plant to force a certain profile on input and output signals as directed by the design
specifications. In Figure 1.1 the input signals are w2 and Woo and the output signals
are z2 and z^. Frequency domain specifications are captured by the closed loop
map W2Z2 from signal w2 to z2 which are 2-norm bounded or of finite energy. The
fulfillment of frequency domain specifications is an "Woo- optimization problem on
<&u,222. Time domain specifications are captured by the closed loop map $WooZoo from
Woo to Zoo signals that are finite amplitude signals or ^-norm bounded. An
t\-
optimization of the closed loop map $,______ guarantees the satisfaction of time domain
specifications.
To satisfy both time and frequency domain constraints one could pose an optimization
problem where the objective is to find a stabilizing controller K such that
inf A ||*,02_J00 + (l-A)||$Woo_<J|1
where A is used as to weight different objectives. In order to solve this problem
it is first reformulated as a convex optimization problem where systems norms are
represented as constraints.
Constraints on system norms {e.g., _ , H2 and Tix, ) are captured naturally by LMIs.
Jan Willems introduced the notion of LMIs for linear quadratic regulation problems
in the 1970s [26]. However, it was not until the late 1980s that they were rediscovered
and applied to robust control problems, e.g., [6]. LMIs remained a good tool for
analysis but could not be used for design because when the controller variables were
introduced in the problem as unknowns the constraints became nonlinear matrix
inequalities. It was not until the mid 1990s, when the discovery of the elimination
lemma [15] and the projection formulas [9] made it possible to reduce the design
problem back to a linear matrix inequality problem. Furthermore, at about the same
time, efficient numerical methods to solve LMI problems were discovered [14, 5, 6, 20].
It is only then that the LMI approach to robust design became a practical tool.
One of the main advantages of the LMI approach is that the LMI feasibility set is
convex. This means that a unique solution to the optimization problem is guaranteed
to exist [19]. Moreover, the numerical solution approaches to this problem allow
the designer to stop at any arbitrary feasible sub-optimal solution which is often
more than sufficient for practical design problems. This is an important strength of
this method in contrast to variational approaches to optimal control where only the
optimal solution is sought.
Most of the work on LMI design has focussed on continuous time systems [25] . This
is reflected in the current version of MATLAB 's LMI toolbox [14] where there is
a routine for mixed 7i2-Hoodesign for continuous time systems but no such routine
exists for discrete time systems. More recently, there has been some work in the
area of discrete time systems using the elimination lemma approach [8, 7]. However,
no attempt has been made to develop software design tools for these systems. One
of the main contributions of this work has been the development of an extension to
MATLAB's LMI Toolbox [14] for doing mixed norm discrete time design using the
LMI approach.
In doing so, a new LMI was discovered for LMI based \ -optimization that allows the
use of projection formulas given in [25] in contrast to the elimination lemma approach
developed in [8, 7]. This new LMI simplified the design LMI significantly making it
easier to implement.
In order to illustrate the power of the LMI approach, the design of a noise-shaping
feedback coder was performed as part of this work. This example was chosen be
cause it naturally imposes multiobjective time-frequency design constraints into the
problem. The feedback coder essentially functions as a information digitizer and the
Figure 1.2: Noise-Shaping Feedback Coder with Additive Noise model for the Quan
tizer
goal of the designer is to reduce the quantization artifacts. The quantizer in modelled
using an additive white noise model as shown in Figure 1.2. The design specifications
are to force averaging of the tracking error, prevent the saturation of the quantizer
and reduce the effects of the white noise disturbance. These specifications are mixed
time
frequency in nature and can be naturally captured by the LMI environment.
This work shows that a robust control approach based on LMIs provides a rigorous
framework for the systematic analysis and design of noise-shaping coders in contrast
to existing ad hoc design techniques used for such problems traditionally [21, 3].
The rest of this thesis is organized as follows. In Chapter 2 the concepts of signal and
system norms and their relation to time and frequency domain performance specifi
cations are introduced. Chapter 3 contains the main contribution of this work. It
describes in detail how to convert different performance specifications given in terms
of norms of closed loop maps into LMIs. It also includes a summary of LMIs for dif
ferent norm-optimization problems. In order to show the power of the multiobjective
framework of the LMI approach an application example in the form of a noise shaping
feedback coder is discussed in Chapter 4. Finally, the contributions of this work and
some directions for future research are summarized in Chapter 5.

Chapter 2
Performance Specifications and Norms
One of the main contributions of robust control was the introduction of norms to
characterize the performance of systems. Control system design objectives can be
translated into constraints on the
"size"
of certain signals [27, 11, 23]. For instance,
for good tracking the size of the tracking error signal has to be made small, to avoid
actuator saturation the output of the controller must not be too large, etc.
In this chapter, several meaningful ways of describing the sizes of signals are discussed.
The size of a signal is captured by a certain norm, and the choice of the norm is
governed by what the application demands. In other words, the norm that most
naturally captures a particular design specification is the norm to be used. The use
of norms as a performance measure is convenient because the design problem can be
converted into a norm-optimization problem. Before going into details it is essential
to introduce some relevant concepts of discrete time state-space systems theory that
will be needed later. For more details see [27, 10].
2.1 Review of Discrete Time Systems
In this work, discrete systems will be modelled in the state space. A finite dimensional
linear-time invariant (FDLTI) causal system admits a state-space realization of the
form
x(k + l) = Ax(k) + Bw(k)
z(k + l) = Cx(k) + Vw(k)
where z G
R"*
represents the output signal vector and w G
Rnt"
represents the input
signal vector. The pulse response of the above system can be related to its state-pace
realization through its Markov parameters as
V for k = 0
G(k) = { (2.1.1)
CAk~1B forfc>0
Furthermore, given a state-space model, the transfer function of the system is
g(z) = C(zl-A)~1B + V (2.1.2)
A system has a unique transfer function but may have infinitely many state-space
realizations.
The stability of a FDLTI discrete system can be described by the location of the
eigenvalues of its state matrix. A FDLTI discrete time system is said to be stable if
p(A) < 1, where p(A) denotes the spectral radius of A that is, the magnitude of the
largest eigenvalue of A. If p(A) < 1 then A is a called a Schur matrix. Equivalently
a FDLTI discrete time system is stable if all the poles of its transfer function lie inside
the unit circle.
Of primary importance is to characterize minimal state-space realizations, that is,
models with the minimum number of states. This is related to coprime transfer
functions where all common poles and zeros have been cancelled. It turns out that
minimality is equivalent to joint reachability and observability. These concepts will
be introduced next.
A system is said to be reachable if there always exists an input that can steer the sys
tem from any initial condition (e.g., state) to any final state in a finite amount of time.
A simple algebraic test for reachability of FDLTI systems is given by the following
lemma. Note that this property depends only on the state and input matrices.
Lemma 2.1.1 [27] A FDLTI system is reachable if and only if the reachability matrix
defined as
Ct,Jn A AB A2B ... An~lB (2.1.3)
has full row rank (equal to n) where A G
R"x
and B G R"xn.
A weaker notion of reachability is stabilizability. A system is said to be stabilizable
if all its unreachable modes are stable or equivalently if for every initial condition an
input can be found that steers the state asymptotically towards the origin or towards
an equilibrium state. Stabilizability is an important property because it characterizes
the set of systems that can be stabilized using full state feedback. That is, a FDLTI
system is stabilizable if and only if there exists amatrix T such that
A+BJ7 is stable.
A property dual to reachability is observability. Observability of a system implies
that the initial condition (e.g., state) of a system can be constructed by observing the
output of the system for a finite amount of time. By duality the following algebraic
test for observability can be derived.
10





has full rank (equal to n) where A G
R"x
and C G Rnxn.
(2.1.4)
The dual notion of stabilizability is detectability. It essentially requires that all the
unobservable modes be stable. Detectability is an important property because it
characterizes the systems for which an observer can be constructed for the purpose
of state estimation when the states are not directly available for feedback. More
precisely, a FDLTI system is detectable if and only if there exists a matrix C such
that A + BC is stable.
As mentioned earlier, the properties of reachability and observability are central to
state-space system theory because they make the link between minimality of state-
space realizations and coprimeness of input-output descriptions such as transfer func
tions. A realization (A, B, C, V) is said to be minimal if and only if it is observable
and reachable. The degree (i.e., order) of the minimal realization is referred to as the
McMillan degree of the system. In essence, the transfer function of a minimal system
does not have any pole-zero cancellations, i.e., is coprime.
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2.2 Signal Norms
There are many different ways in which the
"size"
of signals can be measured [11,
13, 12, 10, 4]. The size of a signal is measured by a norm. There are many different
possible norms to use and each one introduces different geometric and topological
properties to the signal spaces it defines. Signals will considered as elements of a
vector space endowed with a norm of our choice. More formally a norm is defined as
follows:
Definition 2.2.1 Given a vector space V, the functional ip : V > R+ is a norm if it
satisfies the following conditions
Non negativity : ^(v) > 0
Homogeneity : ip(/3v) |/?| ip(v)
Triangle Inequality : tp(v + u) < tp(v) + ip(u)
Positive Definiteness : i/j(v)
= 0 -^ v = 0
for all (3 G R and k,u6V.
The following norms are important for capturing the size of discrete time signals or
sequences of the form v(k)
= {v(0),v(l), . . .}.
foo-norm: peak value : The ^oo-norm captures the peak value or the highest am
plitude of the signal of interest.
klloo = sup^(A;)| (2.2.1)
k
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Using the peak value for measuring signal size is especially useful in cases where
not much is known about the spectral content of the signal and the only infor
mation regarding the signal is its peak value. An example of one such signal is
the quantization error signal which can be captured by its peak value which is
bounded by one half of the quantization interval. This norm is also useful when
it is desired to bound the largest deviation from a tracking reference signal.
2-norm: signal energy : The 2-norm captures information about the signal "en
ergy"





The 2-nona is useful for situations where the energy of a certain signal needs
to be minimized. For example, the energy of a controller output may need to
be minimized in order to prevent actuator saturation.





= 1,2, . . . , oo
Norms can be used to define signal spaces. For example, one can define the space of
2 signals as the space of discrete sequences with finite 2 norm, that is finite energy
sequences.
Weighting filters can be used to characterize certain subspaces of signals or model
certain signal characteristics. In the 2 case the weight is typically represented by a
transfer function and hence shapes the frequency profile of the signal. For example,
weighting the ^2-norm of the tracking error signal with an integrator would cause
13
averaging of the tracking error. This is possible due to the equivalence of the ^2-norm
in time and frequency domain established via Parseval's identity. Parseval's identity













where v(k) is discrete time 2-signal and v is its Z-transform. Parseval's identity
essentially says that the Z-transform preserves the energy of the signals.
The notion of a norm can also be applied to measure the
"size"
of systems and
this allows the reduction of a control system design problem to a norm optimization
problem.
2.3 System Norms
In an abstract sense, systems can be regarded as operators from an input signal
space to an output signal space. The idea is to consider a system as an element of a
vector space and introduce a suitable norm in this vector space. This measure of the
size of the system operator can be induced by the choice of norms on the input and
output signal spaces and will determine the topological and geometric properties of
the normed vector space. In practice, the norm of a system can be used to measure
its level of performance.
There are principally three important norms used to quantify the size of a system.
For a general Multi-Input-Multi-Output (MIMO) system Q : w * z defined by
convolution as
z = Q*w (2.3.1)
14













G(z) = ess sup o(G(z))
\A>i
(2.3.4)
where 0(z) is the 2-transform of the system, G(k) is its pulse response given by
equation (2.1.1) and a denotes the largest singular value. Note that the first norm
is defined in terms of the (time domain) impulse response of the system indicating a
time domain performance while the last two are defined in terms of the (frequency
domain) transfer function of the system.
It will be shown later that time domain performance specifications can be captured
by i-norm constraints and frequency domain performance specifications by "W2-norm
and Tioo-norm constraints.
Having defined these norms it is important to analyze how they relate to one another
and to the input and output signal spaces. This will be the task of the following
sections. It will be demonstrated that a certain system norm is suitable for a certain
set of design specification depending on the application at hand. Also, it will be




For a stable FDLTI discrete time system the 7^2-norm is a measure of the energy in
the pulse response of the system. This result is simply an extension of the Parseval's
identity applied to a system operator G defined in equation (2.3.1)
2 1 f dz
G(z) = <b
trace(G(z)*G(z)) (2.3.5)




To study the response of the system to a different input signal, a weighting filter
can be used to generate the transient signal through its pulse response. Also, if w
is a standard (zero mean, unit variance) white noise signal, then the rms-value of
the output signal z is given by ||_7||2- For arbitrary wide sense stationary stochastic
signals, a weighting function could be incorporated into the ^.-optimization setup.
In this case, the weighting function is generated through the spectral factorization
of the spectral density profile of the stochastic signal [11, 4]. Hence, it is seen that
the K2-norm is an appropriate measure of performance when information about the
frequency profile of a signal is known. For example, if the frequency profile of a
disturbance is known H2-norm minimization would help in disturbance rejection. It
can also be shown that the 7i2-norm is the induced norm from the space of bounded
2-norm signals to the space of bounded ^oo-norm signals. This interpretation applies
to only to the case of scalar
outputs [11, 10]. In general, the ?_2-norm is not an




The 'H0onorm defined in equation (2.3.4) is the induced norm from finite energy input
signals to finite energy output signals. That is, it is the induced norm from bounded
energy signals (2) to bounded energy signals(2). This notion is captured by the
following important result [10, 12].
Lemma 2.3.1 [12] For a system Q : w > z
=
sup ||_/w||2 = sup ||z||2
1 IMI2<i
The Hoo-norm of a system transfer function is a measure of the worst case amplifi
cation for bounded 2-norm signals or signals with finite energy.
Suppose that a design problem requires that certain output signal have a desired
frequency spectrum profile, (for example, a low pass nature). Since the weighted
2-norm can be used to capture frequency domain information like bandwidth and
roll-off, the induced norm for ^-signals, i. e., the T^oo-norm of certain transfer function,
can be used to capture frequency domain specifications. By bringing the value of the
Hoo-norm of the transfer function to that output below 1, the desired frequency profile
is guaranteed by Lemma 2.3.1, as long as the weighted output has been projected to
the 2-miit ball, that is, the set of signals with 2 -norm less than one.
2.3.3 ^-Norm
The ^!-Norm of a system as defined in equation (2.3.2) is the induced norm of the sys
tem when the input and output signals belong to ^ that is, when they are bounded
amplitude signals.
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This is captured by the following important result [10]
Lemma 2.3.2 [10] For a system G : w > z
\\Q\\l=
SUP l|Hloo = SUPN
IMI <i
The ^i-norm of a system operator reflects the worst case peak-to-peak gain. It is
an important system norm when the only information about the exogenous inputs
(example disturbances) is limited to their amplitude bound. The use of this norm as
a performance specification allows the designer to bound, in the time domain, certain
critical signals such as tracking errors and the peak value of the controller output.
By application of lemma 2.3.2 the design problem then reduces to the design of a
controller that would push the ^-norm of the system below 1 as long as the inputs
and outputs have been projected to the 4 unit ball.
Using these norms it is possible to represent a large class of performance specifica
tions for feedback control systems design. The translation of actual specifications
to performance constraints is more an art than a science and must be carried out
by an experienced designer. This involves careful modelling of exogenous signals,
disturbances and noise sources.
The control design problem is then translated into a norm minimization problem.
Finally, to evaluate the design it is important to be able to compute the system
norms. For a good description of the algorithms for computing the 7i2-norm, Hoo-
norm and ^-norm see [10].
In this chapter it has been shown how to relate performance specifications in the
time and frequency domain to signal and system norms. After translating the design
specifications into constraints on norms of closed loop transfer functions, the next step
18
is to convert the problem into an optimization problem. This will be accomplished
by reducing these norm constraints into Linear matrix Inequalities (LMIs) and is the
prime focus of the next chapter.
19
Chapter 3
LinearMatrix Inequalities in Control
Systems
3.1 Introduction to Linear Matrix Inequalities
Linear Matrix Inequalities (LMIs) provide a unified framework for the analysis and
design of control systems [25, 15, 6, 1]. The basic idea is to reduce a control sys
tem design problem to a convex optimization problem with constraints where the
objective function to be minimized is given by a convex combination of the norms of
certain closed loop transfer functions and the constraints capture various performance
specifications and control objectives. The constraints are Linear Matrix Inequalities
that allow the designer to trade-off conflicting objectives.
For most practical problems the closed loop design specifications can be represented
by the following system norms:
The Hoo norm, which captures objectives such as I/O stability for finite energy
signals, robustness to model uncertainty and frequency domain specifications
like bandwidth and roll-off.
20
The H2 norm, which captures stochastic attributes of the system such as sensi
tivity of the system to white noise. It also measures the maximum time-domain
amplification for signals of bounded energy.
The \ norm and the H* norm, which captures time domain constraints such
as peak-to-peak gain.
Note that some norms capture frequency domain constraints and others time domain
constraints. Moreover, they can be represented as LMIs. Therefore, by capturing
both time and frequency domain constraints through systems norms, LMIs provide a
unified framework for doing joint time-frequency design.
The closed loop LMIs for various system norms can be combined through matrix
manipulations of the closed loop Lyapunov matrix at the expense of some conserva-
tiveness. In this chapter LMIs for various systems norms will be derived. Therefore,
some formal definitions and notation will be introduced.
Definition 3.1.1 A linear matrix inequality (LMI) [11] in a variable X is an in
equality of the form
C(X)<Q (3.1.1)
where X belongs to a real finite dimensional vector space X
,




denotes the space of hermitian matrices of size n x n and the matrix Q is
inTn.
The LMI solution set C has the following important property which has deep impli
cations for LMI optimization problems.
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Lemma 3.1.1 [11] The set C := {X G X such that C(X) < Q} is convex in X.
The above lemma indicates that LMIs are convex constraints.
There are two types of problems that arise in the study of LMIs [24]: feasibility
problems and optimization problems.
Feasibility Problem : Let C(X) < Q be a LMI in X. The feasibility problem is to
determine whether a solution X G X exists. The LMI is feasible if such an X
exists.
Optimization Problem : Let C(X) be a linear functional capturing some objective
to be minimized. The LMI optimization problem is to find X such that
C^t = mfC(X) subject to (3.1.2)
C(X) < Q (3.1.3)
From Lemma 3.1.1 it is known that the solution set of the optimization problem is
convex. Hence, it suffices to compute a local minimum of the convex functional C(X)
as the local minimum is also the global minimum. This problem is a classical semi-
definite optimization problem and can be solved through semi-definite programming.
Efficient Numerical software based on interior point methods and ellipsoidal methods
is now available to solve LMI problems with reasonable computational complexity
[14, 5, 6, 20].
Now, that the class of LMI problems has been described it is important to gain some
insight into how to obtain LMIs capturing system design objectives. Two very impor
tant properties of positive definite matrices are instrumental in converting constraints
22
imposed by control system design specifications into LMIs: congruence transforma
tions and Schur's complements.





Q1Z is referred to as the congruence transformation of matrix Q with matrix 1Z.
This lemma is a consequence of the fact that congruence transformations preserve
the inertia (the number of negative, positive and zero eigenvalues) of a matrix.
The following two lemmas are known as Schur's complement lemma. They are cru
cial for the reduction of nonlinear matrix inequality constraints to linear inequality
constraints.



















is called the Schur complement of Q.
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For non strict inequalities Schur's complement result is as follows:
Lemma 3.1.4 [7, 17] Suppose Q and V, are symmetric. The following conditions
are equivalent
i)
Q- STZ^ST > 0




where ft) is the Moore-Penrose inverse (or pseudo inverse) of TL.









where A and B are given, A is stable and Q = Qj > 0. The objective is to convert
the nonlinear inequality (3.1.4) into an LMI in the variable Q.
Solution: Since Q is positive definite, it is non-singular. Hence from Lemma 3.1.2 the
inequality (3.1.4) is not changed by multiplying it on the left and right by Q (since




+ BBT)Q < 0
=> QAQTlATQ -Q+ QBBTQ < 0
24
Again using the fact that Q =
QT






(through completion of squares)
-Q AQ
1ATQ -Q
Applying Schur's complement again using Lemma 3.1.3






Note that this inequality is linear in Q.
<0 (3.1.5)
3.2 Control Problem Formulation
A large class of feedback control problems can be represented by the standard feedback
structure shown in Figure 3.1.
where the generalized plant G represents the fixed parts of the system, including a
model of the plant, performance weights and uncertainty weights and the controller
K is the free parameter to be designed. The signals u, w, y and z are vector valued
signals where u G
R"u is the control input,w G
R""" is the external input to the
system representing reference and noise signals, y G
R"" is the measured output and
z G
R"2 the regulated output or error signal that captures design objectives such as




Figure 3.1: Standard Feedback Structure
All input-output maps are causal, linear time-invariant and finite dimensional so they
can be represented by a rational transfer matrix functions or state-space equations.
The objective is to design a controller K such that the closed loop transfer function
from w to z satisfies certain design specifications. In order to apply the LMI approach
to this problem, it is necessary to represent the generalized plant and controller in
state variable form. In this work only finite dimensional, discrete-time, linear time-
invariant (DLTI) systems will be considered.
The state-space equations for the generalized plant G are given by
x(k + l) = Ax(k) + Bww(k) + Bu(k)
z(k)











For multiobjective optimization it is necessary to penalize different subsets of input
and output signals with different norms. Let T denote the closed loop map from w





where Tj is the transfer function from a particular subset of inputs w and outputs
z. The matrices j and IZj select the appropriate I/O channels (this notation is
adopted from [25]).
Given the generalized plant (3.2.1) and controller (3.2.2) model, the state-space equa
tions of the closed-loop system are

















In order to select specific input and output channels for capturing different perfor
mance objectives the following variables are defined
Csj
"T1
















The control design problem is to find the control law (Ak, Bk,Ck,T>k) that satisfies
a certain set of specifications on the general transfer function described by equation
(3.2.6). These set of specifications are captured by weighted system norms. The
weighted system norms are minimized in order to satisfy the specification set.
In the sequel, it is assumed that the pair (A, B) is controllable and the pair (A, C) is
detectable. The minimal realization of a transfer function T(z) = V+C(zl A)~lB
(






3.3 Multiobjective Performance Specifications and
LMIs
In this section LMIs representing system norm constraints that capture different per
formance specifications will be derived.
3.3.1 TL2 Performance
When the performance objective requires the attenuation of the root mean square
(rms) value of a particular output channel in response to a white noise input or
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a wide sense stationary stochastic input, the H2-norm of the corresponding
input-
output map should be minimized. 7Y2-norm minimization is useful when dealing with
random disturbances with bounded energy and to capture the frequency spectrum
of signals. It is also the induced norm from 2 to 00 and hence captures the worst
time domain amplification for inputs of finite energy. The value of the H2-norm for
a stable discrete time system is given by the following lemma
Lemma 3.3.1 [12] For a stable DLTI system G(z) = V + C(zl - A)~lB
|| G ||i =
trace(CXCT
+ VVT)





Note that the norm is characterized by the positive definite solution X to a Lyapunov
equation. Lemma 3.3.1 does not specify an LMI constraint in its original form.
However, it can be converted into an LMI by using certain properties of the discrete
time Lyapunov equation [27] as shown below.
Lemma 3.3.2 [27] Let Q be a symmetric matrix satisfying the following Lyapunov
matrix equation
AXA - X + Q = 0




ii) if Q^O, then (Q,A) is observable if and only ifX>0
Using Lemma 3.3.2 we can derive the following important result
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Lemma 3.3.3 For stable A andV^ Q^O. If
AXAT
- X + Q = 0
AYAT
- Y + V = 0





+ (Y - X) + (V
-
Q) = 0,
Furthermore A is stable and (V - Q) ^ 0. From Lemma 3.3.2,Y-X^0orY^X.
? A consequence of this is summarized in the following corollary that highlights the
partial ordering of solutions to Lyapunov equations.



















Hence using Lemma 3.3.3,
=> Y ^ X. ?
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From Lemma 3.3.1 and Corollary 3.3.1 a condition for an upper bound on the H2




















+ VVT) >|| Q \\22 which implies
















and using Schur's complement and completion of squares






Set Q = X'1. Substituting and applying a congruence transformation Q to the
discrete time Lyapunov inequality (3.3.3) and then performing Schur's complement
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Summarizing, to perform ?_2-norm minimization, the objective function trace(Z) is
minimized with respect to the LMIs (3.3.4) and (3.3.5) This is a semi-definite
optimization problem as the objective itself is convex and linear.
3.3.2 Hoc Performance
The Hoc-norm is a measure of the rms-gain of the system and by definition it is
the induced norm for signals belonging to the 2 space, e.g., finite energy signals.
"Hoc-constraints deal with finite energy or bounded power signals. Therefore, when
the primary design objective is to shape the (weighted) energy of the outputs, the
problem is naturally posed as an "Woe-norm minimization problem.
The characterization of the Hoo-norra as an LMI is based on the Bounded Real Lemma
which specifies the conditions for an upper-bound of 7 on the Hoo-norm of system
and thus on its rms-gain.
Lemma 3.3.4 [15, 8, 7, 27] For a Discrete Time System T(z) = V+C(zl -A)'^.




ii) there exists Q =
QT














Lemma 3.3.4 is used to derive the Hoo-LMI condition. Performing a congruence
transformation on (3.3.6) with matrix diag(Q,X,l,l)
AT
BT
(Q. 0 0 (A (
0 J 0 0
0 0 J 0






\ (Q 0 0 0^
V 0 V -j2)
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0 J 0 0
0 0X0
0 0 0 J

























3.3.3 Peak-to-Peak Gain: l\ Performance
Sometimes in practical applications exogenous inputs (disturbances, noise, etc.) are
encountered which are persistent in nature and the only information available about
these signals is their peak amplitude. The ^oo norm provides a suitable way to char
acterize the effect of such signals. It can be used to capture the peak amplitude of
certain output signals in a control system design problem. For instance, the design
specifications might impose a bound on the peak value of the tracking error. Also, in
cases where the plant has a maximum input rating, the output of the controller has to
be bounded in amplitude in order to avoid saturation of the plant. Such constraints
can be captured by the oo norm of the transfer function from the input to the output
signal of interest. A good description of the importance of the4 signal norm is given
in [10]. The ^ norm of a sequence w(k) is defined as
\w\\oo = max sup|wj(fc)|
For a FDLTI discrete time system with impulse response H, the output z(k) is given






If the input and output to the system are amplitude bounded signals, e.g., belong to
4o, then the norm induced on the system is the i norm defined as
Tlu) OO
HW||i= max $_>.! (3.3.8)
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Good performance is reflected by a small ^j-norm. Since this norm is difficult to
compute it is often not used in direct minimization. Instead an upper upper bound
on it that is easier to compute, called the star norm, will be used as shown below.
The peak value of signals can also be captured by the pointwise Euclidean norm [8, 7]
|iu||oo,e = sup \w'F(k)wJ(k)\
k
The norm induced by the peak pointwise Euclidean norm is denoted by ||7Y||oo,e- Fr
SISO systems this norm is equal to the i-norm while for MIMO systems
\n\U < ||H||oo,e < V^||W||i
The LMI approach to \ norm minimization is based on minimizing ||H||oo,e using the
following important result.
Lemma 3.3.5 [8, 7, 23] For a proper, stable DLTI system T(z) = V+C(zI-A)~1B

















Moreover, V(a) is quasiconvex function for a G (0, 1 p2(A)), where p(A) denotes
the spectral radius ofA.
Hence the \- norm can be minimized by minimizing the *- norm (read star- norm)
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subject to conditions (3.3.9) and (3.3.10) as the optimal *-norm is an upper bound
on the optimal ty norm.
The next step is to convert these conditions into LMIs. This is done by first working on
condition (3.3.9) by performing a congruence transformation with diag(-j^, -5j, Jo)


























The original problem in Lemma 3.3.5 is transformed into the following problem

















= "P, transforming (3.3.10) with a congruence with V and using Schur's
complement and completion of squares the *-norm minimization problem becomes
|H||2














The objective function for the *-norm minimization is still non-convex. This non-


















































Note that the matrix inequalities are still nonlinear. This problem is solved by doing
a line search over a G (0, 1). For a fixed value of a the resulting LMI-optimization is
solved for V .
3.3.4 7i2-T~ioo Performance
Practical control systems design problems often involve performance objectives that
cannot be captured by a single norm. For instance, stability with respect to
unmod-
elled dynamics might be of primary concern. In addition the spectrum of certain
output signals might have to be shaped in a certain way. Such objectives are natu
rally captured by the Woo-norm. On the other hand, the 7i2-norm provides a natural
setting for capturing
disturbance rejection specifications with respect to white noise,
or the maximum time-domain amplification for inputs with finite energy. Hence
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combining H2 and Woo performance objectives provides additional flexibility to the
designer.
One of the main advantages of the LMI approach is that it provides a natural frame
work to combine different objectives. In particular, the W.-LMI condition (3.3.5) can
be recovered from the Woo-LMI condition (3.3.7) by applying Schur's complement.
Therefore, the LMI given by inequality (3.3.7) is a unifying LMI for mixed H2-'H00
control. H2 and Hoo are competing performance objectives and can bemixed through
a convex combination.
To summarize, the mixed 7i2-Hoo design problem can be posed as follows:
























where A G [0,1]. By varying A the TC2 performance can be traded against 7ic
performance.
A key observation in the above LMIs is that the input channels for H2 and Hc
minimization are the same while the output channels can be different.
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3.3.5 TxV^i Performance
In addition to disturbance rejection captured by the H2-norm sometimes it might
be necessary to minimize peak-to-peak gain for certain inputs-outputs pairs. For
instance, the peak-to-peak gain from an external input to the controller output may
need to be bounded to prevent plant saturation for a plant with a fixed input rating.
Such objectives are best captured by ^i-norm objectives via the *-norm. The *-norm
LMIs are combined with the H2 LMIs by using the following unifying result given
in [8].











respectively. Then Q > X > 0.
Using Lemmas 3.3.6 and 3.3.1 and Corollary 3.3.1 the mixed H2-* norm optimization
is posed as
































Varying A G [0, 1] would yield a trade-off between Ti2 and the *-norm (and hence \
norm ) minimization.
3.3.6 Ti-oo-h Performance
For cases when ^-stability and frequency response shaping is needed along with
peak-to-peak gain minimization it is convenient to combine the 7ioo and \ design
frameworks. This can be accomplished through the following result presented in [8].
Lemma 3.3.7 [8] Given a DLTI system T(z) = V + C(zl
- AJlB. For a given
a G (0, 1 p2(A)) let Q =
QT
> 0 be a solution to the following inequality:
(


















in Lemma 3.3.5 and ||_7()||^ <
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where z = (y/[l - a)z.
The original proof of the above lemma given in [8] was derived for 7 = 1. The proof
can be extended to any arbitrary value of 7. The mapping z > (JI a)z transforms
the unit circle into a circle with radius Jl a. Thus by using the Maximum Modulus
theorem from complex analysis, it follows that ||_7(2)lloo ll^(^)lloo- Moreover,
lim||a(z)||00 = ||S(5)
a >u
Hence, ||_/(-2||oc provides an upper bound to ||/(-2)lloo- Using this fact and Lemmas
3.3.7 and 3.3.5, the Woo and \(*) design frameworks can be unified in the form of





























Finally, transforming condition (3.3.26) through a congruence transformation with

































The value of A is a measure of the compromise between the Woo and \ norm min
imization. It is worth noting again that due to common A and B matrices in the
unifying LMI (3.3.29) the input channels are same for both \ and W^o minimization.
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3.4 Linearizing Change of Variables: Projection
Formulas
The last section has described different ways to capture frequency and time domain
specifications in terms of LMI constraints. These are sometimes called analysis LMIs.
The design problem however poses additional complications since the introduction
of the controller variables Ak, Bk, Ck and Vk breaks down the linearity of the
matrix inequalities as these variables appear together with the Lyapunov matrix Q
in a nonlinear fashion. This problem was solved by a change of variables described
in [25] that transforms the original problem back into a convex LMI problem. Let











where X and Y, are n x n and symmetric while f\f and _Vf, are k x n where k is the








where Q FL = IT2 (3.4.2)














For full row rank M and J\f and a given set of matrices (A,B,C,D,X and Y) the
controller state matrices (Ak,Bk,Ck,Vk) can be recovered from equations (3.4.3)
and (3.4.4). If M and A/ are square (Ak,Bk,Ck,Vk) are unique. Hence, dynamic
feedback design in the present context shall be restricted to full-order controllers
(n=k) to keep the design constraints convex.
It is also possible to synthesize reduced order controllers. However, the price to be
paid is an additional non-convex rank minimization constraint that is coupled with the
design constraints [15, 25, 23]. Some methods to deal with this non-convex problem
can be found in [16].
The following identities derived from equations (3.4.3), (3.4.4) and (3.4.2) validate the
change of variables described in equations (3.4.3) and (3.4.4).
A(<p) = ni(QA)n1 = n12An1


















<p above refers to the
set (A,B,C,D,XY). The identities listed above are used to
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derive synthesis LMIs from the analysis LMIs described in the last section. The anal
ysis LMIs are projected onto the <p space using suitable congruence transformations
involving the projection matrix ITi and ILf . The original LMIs with blocks Q, QA,
QBj, Cj and V, are transformed into LMIs with blocks nfQn_, HfQAIii, UjQBj,
Cjlli and Vj. Using the above identities new synthesis LMIs in the variables (A, B,
C, D, X, Y) and some auxiliary variables are obtained. Note that for the mixed
design LMIs the input channels are the same, hence
Bj = Bw, Fj = Vw, Vj = CjVzw (3.4.9)
The above requirement can be relaxed by using the Lyapunov shaping technique
described in [25]. The basic idea is to force the equivalence of Lyapunov matrices
of the LMIs for different norms. The congruence transformations for the various
LMIs derived in the section 3 that would project them onto the <fi- space are given in
Table 3.1
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Table 3.1: Congruence Transformation Matrix List
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3.5 Discrete Time LMI Toolbox (DT-LMI Tool
box)
Numerical implementation of design LMIs requires careful numerical conditioning
techniques. An extension to the MATLAB LMI toolbox was developed to implement
LMIs for discrete time design. Routines for pure (W2, Woo, 1) and mixed (H2/H00,
Ti2/i, Woo/^i) designs were developed by converting analysis LMIs into projected
LMIs using the projection formulas listed in the last section. The solution of the
projected synthesis LMIs yields the values of the variables (^4, B, C, D, X, Y) which
are used to reconstruct the controller. This requires consideration of the following
numerical aspects:
1. The LMI variables (A, B, C, D, X, Y) should be kept bounded during the LMI
optimization process. This can be done by adding the following LMIs to the
synthesis feasibility inequalities [24]
j|X|| <6




and then minimizing 5 for a certain near optimal feasible objective. The auxil
iary variables can be bounded in a similar fashion.









> 0, implies that Y > 0 and X
-
Y_1
> 0 such that X - XY is
48
non-singular. Hence, the factorization
MMT
= X - XY always exists. One
way of determining M and A/ is through singular value decomposition (SVD)
ofX XY. For good controller conditioning, X XY must be well conditioned.




is very close to zero for
optimum objective. Thus, in order to avoid numerical ill-conditioning
X I
I Y







for some nearly optimal value of the objective function and maximizing 0.
(3.5.2)
/
Once M and Af have been determined, the controller state space matrices are re











The DT-LMI toolbox was developed taking into consideration the above numerical
conditioning techniques.
After the controller has been reconstructed, the closed loop state matrices are ob
tained. The design is then validated by computing the system norms. A routine for
calculating the "Woo-norm already
exists in the MATLAB LMI Toolbox [14]. Routines
for computing the 4-norm and
"W2-norm were developed using the algorithms given
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in [10]. These algorithms use the positive definite solutions of the discrete time Lya
punov equations for norm computations and hence numerical techniques that ensure




Design of a A General Noise Shaping
Feedback Coder
Having formulated tools for multi-objective design in the last chapter, the emphasis
in this chapter is going to be on the application of those tools to a practical problem.
The central theme is going to be the demonstration of the power of multi-objective
framework afforded by the LMI paradigm to a practical application. The problem
under consideration is the design of a general noise-shaping feedback coder.
The Noise-Shaping Feedback coder uses a quantizer in a feedback loop to code in
formation continuous in magnitude in the form of a digital word (Figure 4.1). The
noise-shaping is performed by the loop controller or loop filter. The controller forces
a high pass spectrum on the quantization noise thereby moving artifacts produced
due to the process of digitizing information into the high frequency region. The idea
gains force from the fact that there is a low-pass filter following the coder which will
remove the shaped quantization noise. This idea of noise-shaping is used in real-life
applications like Delta-Sigma Modulation [21] and Error-Diffusion. The Quantizer is
a non-linear operator which maps an infinite number of input amplitude values to a













Reference i \ J
Input ^
Figure 4.1: A General Noise-Shaping Feedback Coder
where U is the dynamic range of the input x(k). For the purpose of design and
analysis a linear additive white noise model (Figure 4.2) for the quantizer (plant) is
traditionally [21, 3] used based on certain assumptions about its statistical properties:
i. The quantization error sequence is a sample sequence of a stationary random
process.
ii. The quantization error is uncorrelated with the input to the quantizer.
iii. The probability density function is uniform over the range of the quantization
error
iv. The random variables of the error process are uncorrelated or the quantization
error is a white noise
Figure 4.2: Noise-Shaping Feedback Coder with Additive Noise model for the Quan
tizer
As stated above, one of the objectives of the controller or filter for the noise-shaping
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feedback loop is to the push the quantization noise energy into the high frequency
spectrum with an additive white noise model for the quantizer. Another objective
it must fulfill is to prevent the saturation of the quantizer which is equivalent to
bounding the amplitude of the input to the quantizer. Traditional design techniques
[21, 3] for the design of Noise-shaping feedback coders do not address these mixed
requirements in time and frequency domain in a suitable, tangible and mathematically
rigorous fashion. These mixed time-frequency specifications can be captured in a very
natural way through the unified LMI design framework providing a systematic way
to the design of the loop controller. The idea is to translate closed-loop specifications
into constraints on the system norms. Then the design problem can be converted into
a convex LMI optimization problem using the techniques and principles developed in
the last chapter. It will be shown that the LMI framework provides a practical and
mathematically rigorous way of designing control systems while addressing several
different specifications and requirements in the time or the frequency domain.
4.1 Performance Objectives
The controller for the noise-shaping feedback loop must fulfill the following specifica
tions:
1. The transfer function from the quantization error to the output of the coder
be high pass in nature. This is equivalent to averaging of the tracking error or
low-pass filtering the tracking error.
2. The closed loop must be able to reject the white-noise or the output variance
in response to white noise disturbance needs to be minimized
54
w
Figure 4.3: Generalized Plant model with weighted inputs and outputs
3. The input to the quantizer must never exceed the saturation limit for the quan
tizer. For the purpose of this design we will take the saturation limit to be
4. In addition, the controller effort needs to be minimized for most part of the
system bandwidth.
4.2 Problem Formulation: Generalized Plants and
Weights
The next step is to capture the specifications in terms of weighted system norms.
This is accomplished through the development of a generalized plant model for the
system as shown in Figure 4.3.
The outputs are chosen to be the weighted tracking error (zi(k)) and controller output
(z2(k)) (i.e., input to the quantizer) and input to the generalized plant is the reference
signal (r(k)) into the coder and the white noise disturbance (d(k)) whose effect on
the closed loop response we wish to minimize.
The sampling frequency is chosen to be 1 MHz and the reference input bandwidth
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is chosen to be 100 KHz. The reference input bandwidth is forced to be 100 KHz
by weighing it with a low pass filter (WT) with bandwidth of 100 KHz. The transfer






According to Specification (1), the tracking error spectrum is required to be low-pass
in nature or averaging of the tracking error is required. Hence, the spectral content
of the tracking error needs to be shaped in a way which emphasizes energy at low
frequencies over high frequencies. This design constraint is naturally captured by
the "Woo-norm and the weighted energy of the tracking error would have the desired
frequency profile if
WeSWrW^ < 1 (4.2.2)




where JC and V are the plant and controller transfer function.
For the current design problem V(z) = 1. Thus from equation (4.2.2) it follows
that the tracking error spectrum can be forced to be of low pass nature by finding
a controller through "Woo-norm minimization such that the closed loop "Woo-norm is
less than 1. A low-pass filter weight is chosen for the tracking error weight We with
a bandwidth of 50 KHz.
Specification (2) is naturally translated into the minimization of closed-loop W2-norm
as this would lessen the impact of the white noise disturbance on the output variance.
Peak-to-Peak gain minimization from the inputs to the outputs would be a natural
way of capturing
specification (3). If the input rating of the quantizer is Umax then
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the controller output can be scaled by
r^
. Since, i-norm is the induced norm for
^oo-signals, designing a controller that keeps the -f^-norm below 1 would guarantee
that the controller output or the input to the quantizer never exceeds Umax. For the
purpose of design, let Umax = 1.
To minimize the controller effort the controller energy is shaped with the weight Wu
to have a high-pass profile. A high pass filter with a bandwidth of 10 KHz is chosen





Nominal performance is guaranteed in terms of a constraint on the Woo-norm
IWu/csl < i (4.2.6)
The Bode plots for the weighting filters are shown in Figures 4.4,4.5 and 4.6.
Once the weights have been designed, the state-space model for the generalized plant
is obtained. The form of the state-space model should be similar to that in Section 3.3
in order to translate the design problem into the LMI framework. It was found that
a loop-shifting transformation [23, 27] needed to be applied to generalized plant state-
space model to obtain the formulation compatible with the LMI framework. The



























Figure 4.4: Reference Input Weighting Filter
4.3 Controller Synthesis and Performance Analy
sis
Having set up the generalized plant model it is time to synthesize controllers using




Figure 4.5: Tracking Error Weighting Filter
Bode Diagram
Frequency (rad/sec)
Figure 4.6: Controller Output Weighting Filter
last section are captured by different norms, optimization in terms of several different
norms was carried out. The LMI setup routines of the MATLAB LMI Toolbox were
used to setup the LMIs for the li.2-'HQO and pure i(*) design of controllers.
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4.3.1 Ti.2'H0O Design
The objective of the W2-Woo design was to study the compromise between distur
bance rejection (W2-performance) and the fulfillment of frequency domain specifica
tions CWoo-performance) by varying the value of A (Subsection 3.3.1). The trade-off
achieved is summarized by Figure 4.7 As is clearly demonstrated by the plot opti-
Trade off between rms-gain and disturbance rejection
Figure 4.7: Compromise between "W2 and Woo Performance
mizing "W2-norm resulted in the degradation of Woo-performance and visa-versa. For
values of A close to one ?Y2-performance was enhanced and for A close to zero Woo-
performance was augmented. Controller characteristics for three different values of A
(0.9,0.1,0.5) are shown in the Figures 4.8,4.11 and 4.14 respectively.
The sensitivity function S(z) (equation (4.2.3)) represents the transfer function from
the disturbance d(k) to the output of the feedback coder y(k) (e.g., see Figure 4.2). It
clearly has a high pass nature as shown in Figures 4.9, 4.12 and 4.15. The controller
plots demonstrate a low pass nature with some gain (around 11 db) at low frequencies















































Figure 4.12: A = 0.1 Near optimal "Woo-Design: Sensitivity Plot
Frequency (rad/sec)
Figure 4.13: A = 0.1 Near optimal Woo-Design: Control Sensitivity Plot
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Frequency (rad/sec)
Figure 4.14: A = 0.5 H2/Woo-Design: Controller Plot
Frequency (rad/sec)
Figure 4.15: A = 0.5 H2/Woo-Design: Sensitivity Plot
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Frequency (rad/sec)
Figure 4.16: A = 0.5 W2/"Woo-Design: Control Sensitivity Plot
4.3.2 ^i(*)-Design
A pure \-Design was performed through the *-norm optimization framework. This
design involves a LMI optimization for a fixed a and a scalar minimization over a. (See
Subsection 3.3.3). The minimization of the *-norm objective over a is summarized
by the Figure 4.17.
A controller was designed for a = 0.46 for which the *-norm objective achieved a
minimum. The characteristics of this controller are captured in Figures 4.18, 4.19
and 4.20.
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Upper bound on Star Norm as a function of alpha
1 .66 -


























Figure 4.19: _(*): Sensitivity Plot
Bode Diagram
Frequency (rad/sec)
Figure 4.20: i(*): Control Sensitivity Plot
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4.3.3 Summary of Results
The performance of the different controllers designed is summarized in terms of the
different norm values in Table 4.1
Design Controller n2 'Woo V*
U2-H00\ = 0.9
0.47794(z - 0.4498)(2 - 0.001763)(z - 0.0002342)
0.31 0.42 0.52
(z - 0.5947)(z - 0.7304)(z - 0.3676)
"W2 Woo A = 0.1
0.7910(2 - 0.4664)(z - 0.002027)(2 + 0.0007528)
0.35 0.35 0.63
(z - 0.4716)(z - 0.7304)(z - 0.02155)
U2-H00\ = 0.5
0.6251(z - 0.4566)(z - 0.001831)(z + 0.0001911)
0.32 0.38 0.58
(z - 0.5077)U
- 0.7304)(z - 0.2655)
*_(*)
0.25669(z + 0.9816)(z - 0.472)(z - 0.001867)
(z - 0.08013)(z - 0.7304)(z - 0.4962)
0.32 0.45 0.64
Table 4.1: Performance Summary
Since the Woo-norm is less than 1 for all the designs, all the frequency domain specifi
cations are satisfied. Also, since the ^-norm is less than 1 the time domain peak-to-
peak gain constraints are also satisfied. Table 4.1 reveals that 'H2-'H00 designs bring
the system i-norm down below that achieved by the *-norm design. This can be
attributed to the following reasons:
1. The high-pass nature of the control energy, due to the weight Wu, brings the
peak value of the controller output down as it is penalized for most of the loop
bandwidth.
2. The high-pass nature of the sensitivity function and the fact that it represents
the transfer characteristic from the inputs (reference and disturbance) to the
tracking error output, brings the transfer gain down for most of the signal
bandwidth.
3. The minimization of the "W2-norm brings the gain from finite energy input refer
ence (belonging to 2) to the peak of the tracking error (belonging to l^) down,
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thus pushing down the peak-to-peak gain.
Hence, it is seen that due to the choices of the weights, W2-Woo is the most suitable
and practical approach for the current design. The above observations also highlight
the fact that the most important aspect of the current design turned out to be the
selection of the weights. Since, the plant has been approximated by a static model
the weights govern all the loop dynamics. This design captures the essence of the
multi-objective LMI design framework and the fact that it can address a wide range
of specifications in a very natural and practical way.
Time domain simulations were performed for the controllers given in Table 4.1 using
the Simulink model shown in Figure 4.21
Sequence
output
Figure 4.21: Time domain Simulation Simulink Model
The response of the noise-shaping system to a step function and an arbitrary reference
command was studied. A uniform random number generator was used for modelling
the white noise representing the quantization error. The magnitude of the white
noise was chosen for design purposes to be 0.0009 which is representative of a 10-bit
quantizer in the feedback loop. The system outputs of interest were the tracking
error, the controller output
and the output of the feedback loop. The closed loop
response for the various controllers from Table 4.1 are shown in the following figures.
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Figure 4.24: Near optimal Woo-Step response (A = 0.1)
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Figure 4.25: Near optimal Woo-Reference Tracking (A = 0.1)
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Figure 4.28: ^i(*)-Step response
Figure 4.29: i(*)-Reference Tracking
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From the tracking time domain simulation plots it can be seen that there is a constant
steady-state tracking error. This can be resolved by scaling the input reference signals
by the reciprocal of the closed loop dc-gain using or by using integration in the
feedback loop controller.
Looking at the step response and tracking plots it is clear that the near optimal
W2-design has the best tracking and disturbance rejection performance.
The near optimal Woo-design achieves good tracking and also keeps the controller
output within bounds by high pass filtering the controller energy. The W2-"Woodesign
achieves a good compromise between the two objectives of tracking and bounding
of the controller amplitude. The ^i(*)-design is primarily concerned with
peak-to-
peak gain minimization and hence pushes the controller output way down thereby
degrading the tracking response. These results suggest that for this problem a mixed
W2-Woodesign achieves the best compromise.
It is worth noting that in the simulations the weights We, Wu and WT were not
included. This is because the purpose of the weights is to model the frequency spectra
of the input and output signals in the generalized plant. These designs illustrate the
essence of the multi-objective LMI design framework. The fact that this approach can





The field of Robust Control has evolved over the last decade and has matured to a
point that control systems satisfying both time and frequency domain specifications
can now be designed. Examples of time and frequency domain specifications are
bandwidth, roll-off, rise-time, steady state error, overshoot etc.
One recent robust control technique that has captured the attention of control system
designers is the Linear Matrix Inequality (LMI) approach to control system design.
The central idea of robust control is to formulate the problem as a feedback inter
connection of a generalized plant and controller. Performance specifications are then
written in terms of norms of input and output signals of interest and the design prob
lem becomes an optimization problem where the goal is to optimize the norms of
some closed loop maps between input and output signals of interest.
The optimization problem can be recast as a semidefinite optimization problem with
LMI constraints. The main advantage of the LMI approach is derived from the
fact that the solution set is convex in the parameters and thus a unique solution
is guaranteed to exist. Furthermore it allows the designer to stop at a suboptimal
feasible point which is more than enough for most practical situations. Also, sound
numerical methods have been developed recently to solve LMI problems. Due to
these reasons the LMI approach is the most practical approach to solve multiobjective
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optimization problems that arise in the study of control systems subject to time and
frequency domain specifications.
Although the LMI approach has been around since the mid 1990s most of the work
reported in the literature has been on continuous time systems [15, 9, 14, 25]. This
is reflected in the current version of MATLAB's LMI toolbox [14] where there is
a routine for mixed W2-Woodesign for continuous time systems but no such routine
exists for discrete time systems. Since most control systems today are implemented
in digital computers it is important to develop computational tools for direct discrete
time control system design. This was the primary purpose of this work.
The major contributions of this work can be summarized as follows:
Software Development for FDLTI systems An extension to the MATLAB LMI
toolbox was developed for control system design in the discrete domain using
the LMI approach. Routines were developed for pure W2, Woo, i and mixed
designs.
Suboptimal ^-Control A new LMI was derived for sub-optimal i-design that al
lowed the use of projection formulas from [25].
Application to a Noise Shaping Coder The power of the LMI approachwas demon
strated through an application example of a noise-shaping feedback coder. The
purpose was to utilize the mathematically justifiable multiobjective framework
afforded by the LMI approach to do a rigorous design as opposed to the tradi
tional ad hoc practices followed for such design examples.
During this work, significant understanding and insight was gained in the application
of the LMI approach to discrete time linear time invariant systems. This work also
opened the door to some future directions worthy of research and scrutiny such as:
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Multirate and High Sample Rate Systems : An extension of the convex LMI
approach to the design of multirate and high sample rate discrete time systems
needs to be considered and evaluated. One possible approach is to consider the
delta transform instead of the Z-transform as the discretization operator and
derive the a set of LMIs for this domain.
Multidimensional Signals and Systems : The LMI approach can be extended
for handling multidimensional systems. A good start would be an extension
to the case of two-dimensional systems. This would allow the application of
LMI methods to be the design of better image processing and computer vision
algorithms.
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