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This paper considers a nonlinear Volterra equation which has an oscillating 
bounded solution. We show that if the set where the real part of the Fourier 
transform of the kernel vanishes is compact, then the nonlinearity must have 
a holomorphic nature. Moreover, the only possible entire nonlinearities are 
polynomials. 
1. INTRODUCTION 
We investigate the properties of the function g in a nonlinear Volterra equation 
x’(t) + 6 t, &(t - $1) 44s) = f(t) (1 E R+); x(0) = x0 U-1) 
which has an oscillating, bounded solution. The results we present are unique 
in the sense that we have found no work of a similar nature among the literature 
on the asymptotic behavior of integral equations. 
Our basic assumptions on (1.1) are (here R+ = [0, 03), BM stands for finite 
Bore1 measures, LAC stands for the set of locally absolutely continuous 
functions, and A(w) = JR+ e+wt dh(t) for h E BM(R+)): 
44s) = Ws) + B([O, SI) 4 a, B E BM(R+), B(R+) > 0, 
and Re{B(w) + (io.~)-~fi(w)} > 0 (w E R, w + 0); 
g E C(R), feLl(R+); 
W) 
WI 
x EL”(R+) n LAC(R+) satisfies (1.1) ax. on R+; (H3) 
it is not true that lim t+m x(t + d) ~ x(t) = 0 for evevy d E R; (H4) 
there exists w,, > 0 such that Re{S(w) + (iw)-l/!?(w)} # 0 (1 w / > us). ow 
The assumptions (HI)-(H3) are the same as in [12], and they permit us to 
use the results of [12]. In particular, it follows from (HI) that the Radon measure 
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p is positive definite. Moreover, if fi is the distribution Fourier transform of CL, 
then Re $ is the sum of a positive point mass at zero and the locally integrable 
function Re{B(w) $- (iw)-l b(w)}. We define the zero set Z(p) of Re p by 
Z(p) = {w E R ] liT+Ff Re[B(Q + (it)-‘/$[)I = O}. 
Thus (H5) is equivalent to Z(p) being compact. Clearly (H5) is true whenever 
the set Z(p) is finite. Another instance when (H5) holds is when d&t) = u(t) dt, 
a E Cr[O, 00) n C2(0, co), a, a’, a” eLl(R+), and a’(O) < 0, because then 
liml,l,, w2 Re d(w) = -a’(O) > 0, as one can show using two integrations by 
parts and the Riemann-Lebesgue lemma. 
The condition (H4) prevents the function x from behaving like a constant at 
infinity. If in addition to (HI)-(H3) we have 
then (H4) is equivalent to 
&(t)) ft 0 (t+ a) (H4’) 
(see Section 2). Note that, e.g., in the case /3 = 0 (H6) amounts to a(R+) = 
JR+ da(t) > 0. 
It follows from (Hl)-(H4) that Z(p) must be nonempty, and in fact it must 
contain some point different from zero (see Theorem A and Lemma 2.2 below). 
It should be pointed out that (Hl)<H5) exclude the possibility of the kernel 
being convex, i.e., the case dp(t) = u(t) dt, where a is nonnegative, nonin- 
creasing, and convex. This follows from the fact that for a convex kernel, 
either Z(p) = ,0, in which case (H4) violates (Hl)-(H3), or Z(p) is not compact, 
which violates (H5). 
Before we can state our first theorem we have to recall some results from [12]. 
The limit set r(rp) of a function v E BUC(R+) (BUC stands for the set of bounded 
and uniformly continuous functions) is defined by 
r(p) = {#E BUC(R) / ~(t + tk) --+ #(t)for some sequence 
t, + CO, uniformly for t in compact subsets of R). 
The spectrum U(F) of a bounded function g, is by definition the support of the 
distribution Fourier transform of v. 
Theorem 3.1 in [ 121 can now be formulated as follows: 
THEOREM A. Let (Hl)-(H3) hold. Then every y E T(x) sutis$es u(y) C 
48 0 Y> ” CO>, and 4g 0 Y) C Z(P). 
We observe from Theorem A that (H5) puts a very strong restriction on the 
Iimit set J”(X): The spectra of y and g 0 y are compact for every y E r(x). We 
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claim that this, together with (Hl)-(H4), implies that g is holomorphic in 
certain regions. Fix some nonconstant y E I’(x) (this is possible because of 
(H4), see Lemma 2.1 below). Then y and g 0 y have compact spectra, and hence 
by the Paley-Wiener theorem [8, Theorem 7.23(a)], applied to the Fourier 
transforms of y and g 0 y, both y and g oy extend to entire functions in the 
complex plane. Intuitively it is then clear that g must be holomorphic, maybe 
not everywhere, but at least in certain regions. 
To simplify the precise statement about the holomorphic properties of g 
(Theorem 1 below) we first classify the different values obtained by functions 
in r(x): 
DEFINITION 1. A point [ E R is called regular, if there exists y E r(x) such 
that 
inf y(t) < 5 < sup y(t). 
teR 1ER 
U-2) 
A point 6 E R is called semiregular, if there exist a nonconstant y E r(x) such 
that f is a local extreme value of y. 
THEOREM 1. Let (Hl)-(H5) hold. Then 
(i) for every regular point ,$ there exist q > 0, a function g, holomorphic in 
{z E C j 1 z - 4 1 < Q}, and a positive odd integer k, such that 
(1.3) 
where we define (7 - [)l/% = sign(v - [) 1 q - 4 /l/4; 
(ii) for every semiregular point 5 there exist Ed > 0, a function g, holomorphic 
in {z E C 1 j z - f 1 < Q}, and a (not necessarily odd) integer k, such that 
&d = !&(I rl - 5 I”““) (1.4) 
in a one-sided neighborhood of 6. 
The proof of Theorem 1 does formally not use (H4), but if (H4) is violated, 
then the sets of regular and semiregular points are empty (see Lemma 2.1 below), 
and so is the conclusion of Theorem 1. 
According to Theorem 1 the function g can be extended to a holomorphic 
function in certain regions, but the extension may have a number of branch 
points on the real axis. We show by an example in Section 9 that one cannot 
in general expect to be able to exclude such branch points. However, if one does 
not allow any singularities in the complex plane, the one obtains a somewhat 
unexpected result: 
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THEOREM 2. Let (HI)-(H5) hold. In addition suppose that g is the restriction 
to the real axis of an entire function. Then g is a polynomial. 
The proof of Theorem 2 is based on a theorem by Polya on the growth rate 
of the composition of two entire functions. In Section 3 we give an example 
illustrating how one can sometimes use Theorem 2 to conclude that a bounded 
solution of (1.1) is asymptotically stable. 
Definition 1 is not very useful if one wants to know whether a specific point is 
regular (or semiregular) or not, because it requires a much too detailed knowledge 
of the limit set r(x). Fortunately, if in addition to (Hl)-(H5) the condition (H6) 
is true, then we have the following very simple sufficient criterion for the 
regularity of a point: 
THEOREM 3. Let (HI)-(H6) hold. Define w = lim inf,,, x(t), w = 
lim SUP~+~ x(t). Then every point 8 E (v, w) such that g(e) # 0 is regular. If 
g(v) # 0 or g(w) # 0, then v or w, respectively, is semiregular. 
A priori it could happen that the conclusion of Theorem 3 would be empty, 
that is, g would vanish identically on [v, w]. However, this is impossible: 
LEMMA 1. Let (HI)-(H6) hold, and de&e v and w as in Theorem 3. Then 
In addition to the points listed in Theorem 3 at least one more point must 
be regular. Our following theorem roughly says that out of two consecutive 
zeros of g at least one must be regular (and by Lemma 1 at least one zero exists): 
THEOREM 4. Let (HI)-(H6) hold, and define v and w as in Theorem 3. Let 
,$ E [u, w] be such that g(e) # 0, and let [@, @] be the largest interval containing [ 
in which g does not change sign. Then 
(i) if v < v or w > w, then all points in (5, a] or [c, 0, respectively, 
are regular; 
(ii) if v < ti < Ed < w, then either all points in [ti, E) are regular, or all 
points in (E, a] are regular. 
Section 3 contains several applications of Theorem 3 and 4. 
So far we have worked with rather mild conditions on the set Z(p), that is Z(p) 
is compact, and 0 $2(p) (conditions (H5)-(H6)). If more is known about Z(p), 
then sharper conclusions can be obtained. We illustrate this by treating the 
simplest possible case, i.e., when Z(p) contains exactly two points fw,, (the set 
Z(p) is always even, and (Hl)-(H4) imply that Z(,u)g (0)): 
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THEOREM 5. Let (Hl)-(H4) hold, and define v and u: as in Theorem 3. In 
addition, suppose that Z(p) = (km,,) for some w(, > 0. Then g is linear: 
g(t) = kg - -$(v + 4) (E 6 [VT WI), 
where k-l = -w;’ Im{OZ(wo) + (iw&l ig(w,)> i 0. 
2. ALTERNATIVE HYPOTHESES 
The assumption (H4) can be written in several equivalent ways. To begin 
with, the following statement, the proof of which is quite simple and therefore 
omitted (use [12, Lemma 1.21 and the Arzela-Ascoli lemma), is true: 
LEMMA 2.1. Let (HI)-(H3) hold. Then I’( ) x contains a nonconstant function 
23 (H4) holds. 
This lemma one can in turn rewrite as follows, using Theorem A and the 
fact that a bounded function v is a constant iff U(T) C (0): 
LEMMA 2.2. Let (Hl)-(H3) hold. Then there exists a function y E r(x) such 
that g 0 y is nonconstant z. (H4) holds. 
Finally, from this one can easily pass to another equivalent version: 
LEMMA 2.3. Let (Hl)-(H3) hoEd. Then (H4) is equivalent to the following: 
it is not true that Em,,, g(x(t + d)) - g(x(t)) = 0 for evwy d E R. 
Lemmas 2.1-2.3 assume only (Hl)-(H3). If in addition (H6) is true, then 
(H4) can be simplified: 
LEMMA 2.4. Let (Hl)-(H3), (H6) hold. Then (H4) is equivalent to (H4’). 
In one direction this statement follows trivially from Lemma 2.3, and to 
prove the other direction one applies Theorem A, Lemma 2.2, and [12, Lemma 
1.31. 
The proofs given here are still valid if one replaces the conditions (H5), 
(H6) throughout by the weaker 
“k o Y) is compact for every y E r(x), VW 
0 6 4g 0 y) for any Y E r(x), W’) 
respectively (cf. Theorem A). We prefer to work with (H5), (H6) rather that 
with (HS), (H6’) because the former refer to the kernel p, whereas the latter 
depend on the asymptotic behavior of a particular solution of (1.1). However, 
it is possible to sharpen the inclusion u(g 0 y) C Z(p) in Theorem A, and that 
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way find conditions on p which are weaker than (H5), (H6) but which still 
imply (H5’), (H6’); see [ll, Proposition 7.11 (especially the part referring to 
[ll, Theorem 4.31. We leave an explicit formulation of these to the reader. 
3. EXAMPLES 
We take different explicit continuous functions g and investigate what can 
be said about the asymptotic behavior of x. Throughout we assume that 
f ELl(R+), and (Hl), (H3), (HS), (H6) hold. (3.1) 
Our first example demonstrates the use of Theorem 2: 
EXAMPLE 1. Let g(x) = ex - 1 (x E R), and let (3.1) be true. Then x(t) -+ 0 
(t -+ a). 
Proof. It follows from Theorem 2 that (H4) must be false. Hence by Lemma 
2.4, gw) - 0 (t + co), which in this case yields x(t) -+ 0 (t -+ co). 
Our next five examples illustrate the conclusions of Theorems 3-4. 
EXAMPLE 2. Let 
g(x) = 2x (x d Oh 
=X (x > O), 
and let (3.1) be true. Then x(t) --f 0 (t + 00). 
Proof. By Theorem 1 the point zero (because the function g,,(y) = 2yk0 
(y < 0), g,(y) = yko (y > 0) is not real analytic). It then follows from Lemma 
2.4, Lemma 1, and Theorem 4 (take [ = w) that g(x(t)) -+ 0 (t + co), which 
implies x(t) -+ 0 (t--f co). 
EXAMPLE 3. Let 
g(x) = -(x + 1J2 (x < --1), 
= 0 (-1 <x<O), 
= x2(x - 1)” (x > O), 
and let (3.1) be true. Then g(x(t)) + 0 (t -+ co). 
Proof. By Theorem 1, the points -1 and 0 cannot be regular. Lemma 2.4, 
Lemma 1, and Theorem 4 (take 6 = w) then give g(x(t)) -+ 0 (t -+ co). 
EXAMPLE 4. Let 
g(x) = --el/* (x -=l O), 
= 0 (x = O), 
= e-l/” (x > O), 
and let (3.1) be true. Then x(t) + 0 (t -+ co). 
54 OLOF J. STAFFANS 
The proof is an exact copy of the proof of Example 2. Note that the function g 
here is infinitely differentiable. 
EXAMPLE 5. Let 
g(x) = -1 (x G -11, 
=x (-1 <x<l), 
= 1 (x > I), 
and let (3.1) be true. Then 
lim sup I x(t)/ < 1. 
t+m 
(3.2) 
Proof. If by chance g(z(t)) + 0 (t + co), then (3.2) holds trivially. We can 
therefore assume that g(x(t)) # 0 (t -+ a). By Lemma 2.4 the condition (H4) 
is then true. Applying Lemma 1 and Theorem 3 we obtain (3.2) because the 
points -1 and 1 are not regular. 
EXAMPLE 6. Let 
g(x) = 2x + 2 (x d -11, 
=x3-x (-1 <x,< I), 
=2x-2 (x > l), 
and let (3.1) be true. Then (3.2) holds. 
Proof. Argue as in the proof of Example 5, but replace the reference to 
Theorem 3 by a reference to Theorem 4. 
For completeness we also include an example on a function g where Theorems 
3 and 4 are of much less help when one wants to obtain information about the 
asymptotic behavior of x. Take 
&f(x) = -(x + 1)(x + 2) (x < --I), 
= 0 (-1 <x,c I), 
= (x - 1)(x - 2) (x > l), 
and suppose that (3.1) is true. Then one can only conclude that one of the 
following alternatives must be true (define D and w as in Theorem 3): 
(9 ‘dxw -+ 0 (t -+ m), 
(ii) z, > -1, w > 2, 
(iii) v<--2,w<l, 
(iv) z, < -2, w > 2. 
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We leave the proof of this fact to the reader. Note in particular that one 
cannot exclude the possibility that the interval (v, zu) contains nonregular 
points. 
4. PROOF OF THEOREM 1 
(i) Let 6 be a regular point, and pick y E r(x) such that (1.2) holds. 
Define h = g oy. By (H5) and Theorem A, both u(y) and a(h) are compact. 
One version of the Paley-Wiener theorem [S, Theorem 7.23(a)], applied to the 
Fourier transforms of y and h, then yields that y and h both extend to entire 
functions in the complex plane. 
There exists at least one point t, E R such that y(t,) = 6, and E is not a local 
extreme value of y at t, . One can apply [7, Theorem 10.321, and it yields the 
existence of a complex neighborhood V of t, , a positive integer k, and a function r 
holomorphic in V with r(tJ = 0, r’(z) # 0 (.z E V) such that 
Y(4 = f + w41” (z E V). (4.1) 
Moreover, Y is an invertible mapping of V onto the disk {x E C j ] x ] < c} for 
some E > 0. 
We observe that the integer k must be odd. This is true because y(n)(t,) = 0 
(n < k), y’“‘(t,) = k! [y’(t# # 0, and y, restricted to R, does not have a local 
extreme value at t, . 
We claim that it is no loss of generality or take r real on V n R. First consider 
the case y(k)(t,) > 0. Then the argument of r must be a constant multiple of 
a/k (modulo 2~) on V n (-00, to), and a constant multiple of 2a/k (modulo 2~) 
on V n (to, co). That the difference between these arguments equals 7~ (modulo 
2~) follows from the fact that Y’ is nonzero at t, . Hence Y becomes real if it is 
divided by the appropriate kth root of unity. Note that this affects neither (4.1) 
nor any of the other properties of r listed above. The case y(“)(t,,) < 0 is treated 
in the same way. 
Let 4 be the inverse of I, defined on (z E C 1 [ x / < c}. Then Q is real on 
(-E, l ) for the following reason: The function Y satisfies Y(Z) = T(X) (x E V) 
(cf. the Schwartz reflection principle [7, Theorem Il. 171) and since it is one-to-one 
it cannot map any nonreal points into the real line. 
We are finally ready to define the different entities listed in the conclusion 
of Theorem l(i). Put Ed = ck, g, = h 0 9, k, = k. Then all the side conditions 
in (i) are satisfied, but of course we still have to verify (1.3). Take any 7~ E 
([ - et, 5 + l E). Define 7 = ~([q - Ql/“), where the fractional power is 
defined as in the line following (1.3). Then 7 is real. Clearly I+(T) = [y - []1/k, 
and hence by (4.1), y(7) = q. Thus 
‘m = dY(4) = h(T) = dr) - Wk)* 
This yields (1.3), and completes the proof of (i). 
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(ii) The proof of (ii) is a straightforward modification of the proof of (i). 
The main difference is that the integer k becomes even instead of odd (since y 
will have a local extreme value at t,), and that the plus sign in (4.1) may have to 
be changed to a minus. We leave the details to the reader. 
5. PROOF OF THEOREM 2 
By Lemma 2.1 there exits a nonconstant y E I’(X). Pick any such function, 
and define h = g 0 y. As in the proof of Theorem 1 we find that a(y) and a(h) 
are compact, and that y and h extend to entire functions of exponential type (we 
did not mention in the proof of Theorem 1 that y and h are of exponential 
type, but that this is true follows from [S, Theorem 7.23(a)]). Also, by the 
hypothesis, g extends to an entire function. The uniqueness theorem for functions 
17, Corollary 10.181 then extends the relation h(z) = g(y(z)) to all z E C. 
In the sequel it will be convenient to have y(0) = 0. In general this is not the 
case, so we work with the functions J(z) = y(z) -y(O) (a E C) and g(z) = 
g(z + y(0)) (a E C) rather than with y and g. Note that h = g” 0 9, and that it 
clearly suffices to show that g” is a polynomial. 
The case when g” is a constant is trivial, so we can assume that g” is nonconstant. 
Then also h is nonconstant. Let Y(Y), G(Y), and H(Y) be the maxima of the 
moduli of the functions 9, g”, and h in the disk {a E C I 1 z 1 < Y}, and let 01, 6 be 
the types of the functions y and h: LY = lim sup,.+,, r-l In Y(Y), /3 = lim SUP~,~ 
y-1 In H(Y). Then a, /3 > 0 since 9 and h are bounded on R but nonconstant 
(see [l, Theorem 6.2.131). 
We claim that /3/a is an integer, and that g” is a polynomial of degree /3/a. 
We begin the proof of this fact by expanding g” in a power series: i(z) = ~~=a 
~~,zj (z E C). It follows from the Cauchy’s estimates [7, Theorem 10.261 that 
G(Y) >, 1 yj ) rj (Y E R+, j E N). Let m be a nonnegative integer such that yTn # 0. 
Using the preceding estimate and a theorem by Polya [6, Theorem II] (replace 
his h, g, j by 7, g”, h, respectively, and note the remark following [6, Theorem II]) 
we can for every p E (0, 1) find a constant c(p) > 0 such that 
WY) 2 WP) Y(PY>> 2 I Ym I [C(P) Y(PY)l” (Y E R+). 
Take logarithms, divide by Y, and let Y + 00. This yields /3 > pma. Since p can 
be taken arbitrarily close to 1 we get m < /3/a. Hence yj = 0 (j > /3/a), that is g” 
is a polynomial of a degree k < ,6/a. 
The preceding argument shows that the conclusion of Theorem 2 is true, 
although it does not yet prove our more specific claim that k = /l/a. However, 
the opposite inequality j3 < ka follows easily from the trivial estimate H(Y) < 
G(Y(r)). This completes the proof of Theorem 2. 
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Remark 5.1. The numbers (Y. and /3 can also be obtained in a different way: 
a= max,,,(g) I w I, B = max,,,(h) I w I. That 0~ d max,,,(l) I w I, S < =~~,(a I w I 
follows from [8, Theorem 7.23(a)], and to get the opposite inequality one uses a 
Phragmen-Lindelof argument (see [l, Theorem 6.2.41) and [8, Theorem 7.23(b)]. 
6. PROOFS OF THEOREM 3 AND LEMMA 1 
The proofs of Theorems 3-4 and Lemma 1 employ 
LEMMA 6.1. Let v E BUC(R) be of 07te sign and not identically zero. Then 
0 E u(v). 
Proof of Lemma 6.1. Suppose to get a contradiction that 0 $ a(p). Then there 
exists E > 0 such that (-6, 6) n u(v) = O. Take some nonzero function 
J/ E Ca supported in (-6, E) such that $ > 0, where 4 is the Fourier transorm 
of #, Then $ is real analytic (cf. [8, Theorem 7.22(a)]), and it therefore has 
only countably many zeros, i.e., E+$ > 0 a.e. Hence (cf. [8, Definition 7.141) 
0 = $W) = d& = j- d(t) v(t) dt f 0, 
R 
a contradiction. 
Proof of Theorem 3. Fix .$ as in the statement of Theorem 3. Let (Z, 5) be 
the largest interval containing E such that 1 g(v)1 > 4 I g(t)1 (7 E (a, b”)), and 
put (a, 4 = (4 6) n (t& + E), t(w + 5)). 
Consider the open set s2 = {t E R I x(t) E (a, b)). Since lim inf,,, x(t) = 
ZI < a < b < w = lim sup,,, x(t) the set Q must contain an infinite sequence 
of intervals Ik = ((Ye , Igk) such that ~(a~) = a, x(&J = b, and (Ye + co (k -+ a). 
Passing to a subsequence (again denoted by lk) we can suppose that y = Em,,, 
j3, - (Ye exists, possibly equaling +co. Define the translates yk(t) = x(t + tk), 
where t, = $(CQ + /3J. By the uniform continuity of x (see [12, Lemma 1.21) 
and the Arzela-Ascoli lemma one can find a subsequence of the functions yk 
converging uniformly on compact sets to some y E I’(X). All the functions yk 
satisfy !.&kWl 2 Bl A9 0 E HGsk - 4, S(A - 41) so clearly I&WI 3 
3 I g(t): ‘(i E (-&, b)). This implies y < co for the following reason: If 
y = co, then by Lemma 6.1 0 E u(g 0 y), but that contradicts (H6) since 
according to Theorem A, u(g o y) C Z(p). 
As y < co, and X(LYJ = a, x(&J = b we must have y( -&) = a, y(b) = b. 
This means that we have found such a function y as is required in the definition 
of the regularity of the point f. 
The proof of the statement concerning the semiregularity of the points v 
and w is even simpler that the preceding one: Take any y E r(x) such that 
58 oLoF J. STAFFAM 
y(0) = v or y(0) = w, and use Lemma 6.1 to conclude that it cannot be a 
constant. We leave the details to the reader. 
Proof of Lemma 1. Combine Lemmas 2.2 and 6.1 with Theorem A 
7. PROOF OF THEOREM 4 
Fix .$ as in the statement of Theorem 4. By Theorem 3 the point [ is either 
regular or semiregular. Hence there exist a function y E r(x) and a constant 
to E R such that y(t,,) = 5. Note that z, < y(t) < w (t E R). 
Consider first the case 6 < v. If it were true that y(t) < w (t E R), then g 0 y 
would be of one sign. Moreover, g(y(ts)) = g(t) # 0, so g oy f 0. Hence by 
Lemma 6.1 0 E u(g 0 y). But this violates (H6) combined with Theorem A. 
Thus supteR y(t) > a, and by Definition 1 all points in (5, @] are regular. 
The two other cases, i.e., @ > w and v < v < ti < w are treated in a 
completely analogous manner. 
8. PROOF OF THEOREM 5 
Take some sequence t, + cc such that lim,,, 1 g(x(t,J)l = lim sup,,, 
1 g(x(t))j. Define the corresponding translates ylc(t) = x(t + tk) (t E R). Using 
the uniform continuity of x and the Arzela-Ascoli lemma one can construct a 
subsequence of the functions yr converging to a function y E P(X). This y 
satisfies 
I g(Y(o d I g(Y(wl (t E R). (8.1) 
Employ Theorem A to conclude that u(g 0 y) E { +a}. Thus g 0 y can be written 
in the form 
g(y(t)) = kl cos(w,t) + & sin(w,t) 
(see [ll, Lemma 5.2]), where K, and k, are constants. It follows from (8.1) that 
K, = 0. Moreover, by (H4) and Lemma 2.4, j K, 1 = lim sup,,, / g(x(t))i > 0. 
We could use Theorem A to conclude that also x must be a sum of trigono- 
metric functions, but we need even more precise information, and therefore 
we use the limit equation [12, line (2.4)] instead. By [12, Theorem 2.21 y satisfies 
(Y’W + j-+g(Y(t - 4) J”(4) + JR+dYct - 4 4%) = 0 (t E R). 
The substitution g(y(t)) = K, cos(w,t) transforms this into 
y”(t) = kp, cos(w,t) Im(B(w,) + (i~a)-~ /?(w,)} 
+ Jzlws sin(w,t) Re{B(w,) + (iw,,-r /?(~a)} (t E R). 
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Solving for y, using the facts that y is bounded and that w,, E Z(p), we get 
r(t) = Yo + @3 co+Jot) (t E R), 
where y. is an undetermined constant, and k, = -w;r Im{&(w,) + (&-’ 
/?(w,)}. Combining this with the fact that g(y(t)) = K, cos(w,t) (t E R) we find 
that K, is nonzero, and that g(T) := k(y - yo) (7 E [y. - / K,/K j, y. + 1 iz,/K I]), 
where k = k;l. 
It only remains to show that y. = +(v + w), and that g is linear in the whole 
interval [v, w]. We begin with the latter claim. Let [G, 61 be the largest interval 
for which g(T) = K(q - y,,) (7 E [a, 61). Then it must be true that d < v, 
5 2 w, because otherwise by Theorem 3 v” or z?, would be a regular point, and 
by Theorem 1 the function g would have to be linear beyond the point v” or 6. 
To see that y. = &(v + w), note first that / kr 1 = lim suptern 1 g(x(t))i = 
I k ! lim sw+, I x(t) - ro)l = I k I max{w - y. , y. - v} 3 / K 1 &(w - v). On 
the other hand, by the argument above, y. - v > / KJK I, w - y. 3 / K,/K /. 
These three inequalities imply I k,/k / = $(w - v) and y. = +(v + w), thereby 
completing the proof of Theorem 5. 
9. AN EXAMPLE WITH A BRANCH POINT 
We show here by an example that it is not always possible to take K, = 1 
in Theorem l(i). Put &(t) = a(t) dt (t E R+), where a is any function satisfying 
a EU(R+), I t j a(t)1 at < co, 
R’ 
Re 6(w) > 0 (w f il, 0.J f Ik3), (9.1) 
ri(1) = 47, 43) = -i 
(it can be shown that such a function exists). Define 
i?(7) = 3(7 + F3) (rl E RI, 
x(t) = sin3 t (t E R+), (9.2) 
f(t) = x’(t) + s,, t,g(~(t -- 4 4s) A (t E R+). 
A straightforward computation which makes use of (9.1) and (9.2) yields 
f(t) =-s,t.,, g(x(t - s) u(s) ds. 
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Note that (9.1) implies JR+ SC+) 1 a(s)1 A dt < co. Hence fsLt(R-), and 
(HI)-(H6) are satisfied. 
Comparing this example to the conclusion of Theorem 1 we observe that 
one can take k, == 1 (6 + 0), but that the smallest possible value of k,, is 3. 
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