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Abstract
We consider a random walk on a Galton–Watson tree in random environment, in the
subdiffusive case. We prove the convergence of the renormalised height function of the
walk towards the continuous-time height process of a spectrally positive strictly stable
Lévy process, jointly with the convergence of the renormalised trace of the walk towards
the real tree coded by the latter continuous-time height process.
Mathematics Subject Classification (2010): 60J80, 60G50, 60K37, 60F17.
1 Introduction
Let us consider N a point process taking values in
⊔
n∈N∪{N}R
n (with the convention that R0
is the empty sequence, and RN is the set of real sequences, allowing #N = ∞). Let
V :=
(
T, (V (u))u∈T
)
be a branching random walk with reproduction law N , that is a ran-
dom marked tree built by induction as follows:
• Initialisation
Generation 0 of T is only made up of the root, denoted by ρ. We set V (ρ) = 0.
• Induction
Let n ≥ 0, and suppose that the tree has been built up to generation n. If generation n
is empty, then generation n+1 is empty. Otherwise, each vertex u of generation n gives
progeny to a set of marked children (c(u), (∆V (v))v∈c(u)) according to N , independently
of other vertices, thus forming generation n + 1. We set V (v) := V (u) + ∆V (v) for
every v in c(u).
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For a vertex u in the tree, we will denote by |u| its generation, by ←u its parent, by c(u) its
set of children in T (which may be an infinite set), and by u0, u1, . . . , u|u|−1 its ancestors at
generation 0, . . . , |u| − 1 (so u0 = ρ and u|u|−1 = ←u). We also let Tu := {v ∈ T : u ≤ v} be the
"subtree" of T rooted in u. For every u, v ∈ T, we will write u ≤ v (resp. u < v) when u is an
ancestor of v (resp. u is a strict ancestor of v).
We let P be the measure of this branching random walk, E be the associated expectation,
and P∗ be the measure of the branching random walk conditioned to survive.
We are interested in the nearest-neighbour random walk (XVn )n≥0 on T starting in ρ, and
with transition probabilities depending on (V (u))u∈T, defined as follows for every u ∈ T
and n ≥ 0:
PV
(
XVn+1 =
←
u | XVn = u
)
=
e−V (u)
e−V (u) +
∑
w∈c(u) e−V (w)
PV
(
XVn+1 = v | XVn = u
)
=
e−V (v)
e−V (u) +
∑
w∈c(u) e−V (w)
for every v ∈ c(u).(1.1)
We denote by (pu,v)u,v∈T these transition probabilities (with pu,v = 0 if u and v are not
neighbours in T). Notice that they only depend on (∆V (v))v∈c(u) (this can be seen by dividing
both the top and bottom of the fractions above by e−V (u)). In order to properly define the
transition probabilities from the root, we artificially add a parent
←
ρ to the root and we suppose
that the random walk is reflected in
←
ρ .
We denote by PV the law of (XVn )n≥0 conditionally on V: this law is called the quenched
law of the random walk. We associate the expectation EV to this law. We denote by P the
annealed law of the random walk (and by E the associated expectation), that is the quenched
law averaged over P; we will also denote by P∗ the annealed probability averaged over P∗.
When there is no ambiguity on V, we will simply denote the walk by (Xn)n≥0.
Let us introduce the Laplace transform of V, defined for all t ≥ 0 by:
ψ(t) := E
[ ∑
|u|=1
e−tV (u)
]
,
Notice that ψ(0) is the mean of the offspring distribution of T; in order the tree T to have a
positive probability to be infinite, we will suppose from now on that m := ψ(0) > 1 (allow-
ing m =∞, as we allowed P(∑|u|=1 1 =∞) > 0). It was shown in this case by R. Lyons and
R. Pemantle [29] that on the event of non-extinction, the walk is transient or positive recur-
rent, depending on whether mint∈[0;1] ψ(t) is respectively > 1 or < 1. When mint∈[0;1] ψ(t) = 1,
the random walk is recurrent. If ψ is well-defined in a small neighbourhood of 1 and is differen-
tiable in 1, then it was shown by G. Faraud [13] that the walk is null recurrent when ψ′(1) < 0.
We will consider this case in this article; to sum up, we make the following hypotheses:
(Hc)

• m := ψ(0) = E
[∑
|u|=1 1
]
∈ (1,∞],
• mint∈[0;1] ψ(t) = 1,
• ψ′(1) = −E
[∑
|u|=1 V (u)e
−V (u)
]
< 0.
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When the marks V (also called environment) of the point process N are all equal to a con-
stant ln(λ), then the walk is a λ-biased random walk. The second condition, which actually
reads λ = m, implies the third. In a seminal work, Y. Peres and O. Zeitouni [34] proved
for the λ-biased random walk a central limit theorem on the height function of the walk,
(|Xn|)n≥0, under some conditions on the moments of the offspring distribution of T. Namely,
they showed that when renormalised by a factor n1/2, the height function converges towards a
reflected Brownian motion. This theorem has been extended later by A. Dembo and N. Sun
in [9] to the case where the underlying tree is a multitype Galton–Watson tree, and under
weaker hypotheses.
When the environment is random, in order to further understand the behaviour of the
random walk we need to introduce the following quantity:
κ := inf{t > 1 : ψ(t) ≥ 1}
(with the convention inf ∅ := ∞). Indeed, in [18], Y. Hu and Z. Shi showed that the height
of the maximum of the random walk at time n is of order nγ , where γ := min(1
2
, 1− 1
κ
). This
indicates a phase transition at κ = 2.
When κ > 2, the walk is therefore of order n1/2. In [13], G. Faraud generalised Y. Peres
and O. Zeitouni’s result [34] to the random-environment case, at least for κ > 5 (resp. κ > 8)
in the annealed case (resp. in the quenched case). Then, in [1], we considered with E. Aïdékon
the trace of the walk at time n, that is the sub-tree of T made up of the vertices visited by
the walk:
Rn := (Tn, dTn),
this notation standing for the graph Tn := {u ∈ T : ∃k ≤ n, Xk = u} regarded as a metric
space, equipped with the natural graph distance denoted by dTn. We proved for κ > 2 the
convergence after renormalisation by a factor n1/2 of Rn towards the real tree coded by the
very reflected Brownian motion towards which converges the height function. Let us say a few
words on the definition of the real tree coded by a function.
Let g : [a; b] → R+ a càdlàg function on R+. Consider dg on [a; b]2 defined by dg(t, s) =
g(t) + g(s) − 2 infr∈[t,s] g(r). Then set t ∼ s if dg(t, s) = 0; the real tree coded by g is the
metric space Tg := [a; b]/ ∼ equipped with the distance dg. If g has compact support, then Tg
is compact. The set of compact real trees can be endowed with the pointed Gromov-Hausdorff
distance, which makes it a Polish space. See [25] for a detailed introduction to real trees.
We intend in this article to deal with the case κ ∈ (1; 2]. More precisely, we will show that
when renormalised by a factor n1−1/κ, the height function of the walk (|Xn|)n≥0 converges
towards the continuous-time height process of a spectrally positive stable Lévy process of
index κ (a notion which will be defined in the next paragraph). We will also show the joint
convergence of the trace (Rn)n≥0 towards the Lévy forest coded by this very continuous-time
height process.
We mention that several results were already obtained about the behaviour of the walk in
the case κ ∈ (1; 2]. Among others, in [2], P. Andreoletti and P. Debs showed that the largest
entirely visited generation is of order ln(n), and that the local time of the root at time n is of
order n1/κ. This was greatly refined in [17], where Y. Hu obtained the limit law of the local
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time of the root after renormalisation.
The proof of the main theorem in [1] relied on a result of T. Duquesne and J.-F. Le Gall [11]:
consider a critical Galton–Watson forest the offspring distribution of which has finite variance,
then the associated height process (that is the sequence of heights of the vertices of the
aforesaid forest taken in the lexicographical order induced by Neveu’s notation [33]) converges
in law after renormalisation towards the reflected Brownian motion. This implies in some
sense the convergence of the forest viewed as a metric space towards the real tree coded by
the later reflected Brownian motion.
Actually [11] also covers the case of offspring distributions with regularly varying tails: this
is this version of the theorem that we will use in our article. However the limit is different
(if κ < 2), so let us introduce it.
Assume that the offspring distribution is regularly varying with index −θ where θ ∈ (1; 2].
Let (Yt)t≥0 be a strictly stable spectrally positive Lévy process (that is with no negative jumps)
of index θ (if θ = 2, then Y is a Brownian motion). Consider I ts := infr∈[s;t] Yr, and set for
all t ≥ 0
Ht := lim
ε→0
1
ε
∫ t
0
1{Ys<Its+ε} ds.
This random variable Ht is the local time at level 0 of Y − I t at time t. As explained in
Subsection 4.3 of [26], the limit exists almost surely, and it is possible to consider a measurable
version of the whole process (Ht)t≥0. This process is called the continuous-time height process
of Y , and was first introduced in [26] (if θ = 2, then H is a reflected Brownian motion). Notice
that given the definition, as Y satisfies the scaling property (Yct)t≥0 law= (c
1
κYt)t≥0 for any c ≥ 0,
so does H : (Hct)t≥0 law= (c
1− 1
κHt)t≥0. Moreover, as Y is spectrally positive, it admits a Laplace
transform which characterizes its law.
The main theorem of [11] says that the height process associated with a Galton–Watson for-
est with regularly varying offspring distribution converges towards the continuous-time height
process H .
Let us add a few technical hypotheses, which will be necessary for us to apply Kesten’s
renewal theorem (Theorem B of [21]) in certain proofs:
(Hκ) ψ(κ) = 1, E
[ ∑
|u|=1
(−V (u))+e−κV (u)
]
<∞ and E
[( ∑
|u|=1
e−V (u)
)κ]
<∞,
where for x ∈ R, x+ := max(x, 0). The statement of our main theorem is the following.
Theorem 1. Suppose (Hc) and (Hκ) for a certain κ ∈ (1; 2]. Suppose also that the distribution
of the point process N is non-lattice. Then there exists a constant C⋆ ∈ (0;∞) such that the
following convergence holds in law under PV for P∗-almost every V:
1
n1−
1
κ
(
(|X⌊nt⌋|)t≥0,Rn
)
=⇒
n→∞C
⋆
(
(Ht)t≥0, T(Ht)0≤t≤1
)
if κ ∈ (1; 2),
or
1(
n ln−1(n)
) 1
2
(
(|X⌊nt⌋|)t≥0,Rn
)
=⇒
n→∞C
⋆
(
(|Bt|)t≥0, T(|Bt|)0≤t≤1
)
if κ = 2,
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where (Ht)t≥0 is the continuous-time height process of a strictly stable spectrally positive Lévy
process of index κ, (Bt)t≥0 is a standard Brownian motion, and where T(Ht)0≤t≤1 (resp. T(|Bt|)0≤t≤1)
is the real tree coded by (Ht)0≤t≤1 ((resp. by (|Bt|)0≤t≤1)). The convergence holds in law for
the Skorokhod topology on càdlàg functions and the pointed Gromov-Hausdorff topology on
compact metric spaces.
Remark 1. By requiring the fact that the point process N is non-lattice we actually mean that
there shall not exist any a > 0 such that almost surely, for every x ∈ N , x ∈ aZ.
Remark 2. We will see in the proofs of Proposition 1 and Proposition 7 that the constant C⋆
is actually equal to
C⋆ =
|Γ(1− κ)|
−1/κ
(
κ−1
κ
Ĉ∞(limA→∞KA)
)−1/κ
µ(mX)
−1+ 1
κ if κ ∈ (1; 2),(
1
2
Ĉ∞(limA→∞KA)
)−1/2
µ(mX)
−1/2 if κ = 2,
where Ĉ∞ is defined in Lemma 4.19, KA is defined in Lemma 17, and µ and mX are defined
in Proposition 2. We were not able to compute explicitly the limit limA→∞KA.
Our paper is organised as follows. The next section (Section 2) gives the global strategy of
the proof, which is similar to that used in [1]. It contains the proof of Proposition 1 (which is an
annealed version of Theorem 1 for random walks on forests), provided that certain hypotheses
are satisfied.
Section 3 introduces a change of measure on the trace, for which we give two equivalent
constructions. The first construction consists in size-biasing the trace (which we will see is a
multitype Galton–Watson tree); the second consists in size-biasing the environment first, and
then considering the trace of a series of random walks on the size-biased environment.
Then, the whole Section 4 is dedicated to proving that the hypotheses required for the
proof of Proposition 1 are satisfied indeed. It contains the most important part of this paper,
Subsection 4.2, in which we establish the regular variation of the tail of a key random variable
(denoted by L1), namely the number of vertices which are the first of their ancestry line to have
been visited only once by a given number of excursions of the walk. It is the main contribution
of this paper, as in [1] we only had to establish the finiteness of the second moment of the
aforesaid key random variable L1.
To do this, we first have to understand the behaviour of this random variable L1 when
the number of excursions is large, which is done in Proposition 6. Next, in Subsection 4.2.2,
we carry out a sharp study of the random walk on a biased tree (inspired by the strategy
developed by H. Kesten, M.V. Kozlov and F. Spitzer in [22]), on which we are led to use
Kesten’s renewal theorem [21].
Finally, we deduce Theorem 1 from Proposition 1 in Section 5. A sum-up of the notation
used in the paper can be found in the appendix.
2 Overview of the proof
Inspired by the strategy of Y. Peres and O. Zeitouni in [34] who, in order to study λ-biased
random walks on a Galton–Watson tree, studied random walks on Galton–Watson trees with
infinite ray, we will first prove an annealed version of our main theorem for random walks
on forests. Let us denote by W =
(
F, V (u)u∈F
)
a marked forest made up of a collection
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of i.i.d. branching random walks (Vi)i≥1 = (Ti, V (u)u∈Ti)i≥1 (as defined in Section 1). The
nearest-neighbour random walk (XWn )n≥0 on W starts on ρ1 the root of V1 and has transition
probabilities defined as follows:
PW
(
XWn+1 = v | XWn = u
)
=
e−V (v)
e−V (u) +
∑
w∈c(u) e−V (w)
for all v ∈ c(u),
PW
(
XWn+1 =
←
u | XWn = u
)
=
e−V (u)
e−V (u) +
∑
w∈c(u) e
−V (w)
if u is not a root,
PW
(
XWn+1 = ρi+1 | XWn = u
)
=
e−V (u)
e−V (u) +
∑
w∈c(u) e
−V (w)
if for a certain i, u = ρi,
where for i ≥ 1 we denote by ρi the root of Ti. The behaviour of the random walk on W is
then similar to that on V except when it is on a root. Being recurrent, it will then visit each
tree composing W for a finite time, and sometimes when on a root then jump to the next one.
Thus, if we let
F := {u ∈W : ∃n ≥ 0, XWn = u}
be the sub-forest ofW made up of the visited vertices, it is therefore almost surely well-defined
with finite component trees. As there should not be any ambiguity on the context thereafter,
we will simply denote the walk by (Xn)n≥0, and we still denote by Rn the set of vertices of F
visited before time n, seen as a metric space.
Proposition 1. Suppose (Hc) and (Hκ) for a certain κ ∈ (1; 2], and suppose that the dis-
tribution of the point process N is non-lattice. Then the following convergence holds in law
under P:
1
n1−
1
κ
(
(|X⌊nt⌋|)t≥0,Rn
)
=⇒
n→∞C
⋆
(
(Ht)t≥0, T(Ht)0≤t≤1
)
if κ ∈ (1; 2),
or
1(
n ln−1(n)
) 1
2
(
(|X⌊nt⌋|)t≥0,Rn
)
=⇒
n→∞C
⋆
(
(|Bt|)t≥0, T(|Bt|)0≤t≤1
)
if κ = 2,
where (Ht)t≥0 is the continuous-time height process of a strictly stable spectrally positive Lévy
process of index κ, and (Bt)t≥0 is a standard Brownian motion. The convergence holds in law
for the Skorokhod topology on càdlàg functions and the pointed Gromov-Hausdorff topology on
metric spaces.
In Section 5, we will deduce Theorem 1 from Proposition 1. The strategy will be to con-
sider excursions of the random walk above a level of height ln2(n), the collection of which will
behave as a random walk on a forest. As said before, this strategy was inspired by [34]. Then
the quenched version will result from the annealed one: as the tree is supercritical, condition-
ally on survival up to high height, the subtrees grafted at that height in T and visited by the
walk tend to look like a collection of i.i.d. trees chosen according to P (the proof is similar to
that at the end of Section 5 of [1]).
Let us detail the organisation of this section. First, we will see in Subsection 2.1 that the
trace can be seen as a multitype Galton–Watson tree/forest, and we will introduce the notion
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of leafed Galton–Watson forest with edge lengths. We will then associate to ((|Xn|)n≥0,F) two
leafed Galton–Watson forests with edge lengths, the first being such that its associated height
process is equal to (|Xn|)n≥0, and the second being such that its associated height process is
equal to that of F. In Subsection 2.2, we will state a result on the associated height processes
of such forests, under certain hypotheses. Provided that these hypotheses are satisfied by the
leafed Galton–Watson forest with edge lengths associated with (Xn)n≥0, we conclude the proof
of Proposition 1 in Subsection 2.3.
2.1 Reduction of trees
Recall that F is the sub-tree of F made up of the visited vertices. For every u ∈ F not a root,
let us denote by β(u) the edge local time of u:
(2.1) β(u) := #{n ≥ 0 : Xn = ←u and Xn+1 = u},
that is the number of visits made to u by Xn from
←
u. If u is a root, we set β(u) = 1. The
forest F can be seen as the set of vertices with non-null edge local time.
Notice that the vertex local times can be retrieved from edge local times: ∀u ∈ F not
a root, #{n ≥ 0 : Xn = u} = β(u) + ∑←v=u β(v) (as the walk is recurrent, we also have
β(v) = #{n ≥ 0 : Xn = v and Xn+1 = ←v}). However, edge local times are more convenient to
study, as for example under PV, the process ((β(u))|u|=n)n≥0 is Markovian, unlike the process
of vertex local times. We will give a description of β as a Markov process in Subsection 3.1.
The idea of looking at these edge local times to understand a random walk was introduced
in the paper of H. Kesten, M.V. Kozlov and F. Spitzer [22], and also used by A.-L. Basdevant
and A. Singh in [4],[5],[6]. In our case, they allow to understand the law of F, which is given
in Lemma 3.1 of [1] which we recall here.
Lemma 1. [1] Under the annealed law P, the marked forest (F, β) is a multitype Galton–
Watson forest with roots of initial type 1.
The reproduction law of process (β(u))u∈F seen as a multitype Galton–Watson tree will be
given in details in Section 3.
Let us now introduce a new kind of branching process, that we introduced in [8]: leafed
Galton–Watson forests with edge lengths. These forests are multitype Galton–Watson forests
with edge lengths with two types, 0 and 1, such that only vertices of type 1 may give progeny
(so vertices of type 0 are sterile).
Formally, a leafed Galton–Watson forest with edge lengths consists in a triplet (F, e, ℓ)
where for every u ∈ F , e(u) ∈ {0; 1} stands for the type of u and ℓ(u) for the length of the
edge joining u with its parent. Let ζ be a probability measure on
⊔
n∈N∪{N}({0; 1}×R+)n (with
the convention that ({0; 1} × R+)0 is the empty sequence). We build each component of the
forest (T, e, ℓ) by induction on generations as follows:
• Initialisation
Generation 0 of T is only made up of the root, denoted by ρ, such that e(ρ) = 1 and
ℓ(ρ) = 0.
• Induction
Let n ≥ 0, and suppose that the tree has been built up to generation n. If generation
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n is empty, then generation n + 1 is empty. Otherwise, each vertex u of generation n
such that e(u) = 1 gives progeny according to ζ , independently of other vertices, thus
forming generation n+1. Vertices u of generation n such that e(u) = 0 give no progeny.
The forest (F, e, ℓ) is then built as a collection of i.i.d. trees built as explained above. We
define its associated weighted height process HℓF , which is such that for every n ≥ 1, if u(n) is
the nth vertex of F in the lexicographical order, then
HℓF (n) =
∑
ρ≤v≤u(n)
ℓ(v).
We intend in this subsection to build from (F, β) two leafed Galton–Watson forests with edge
lengths: the first one will be such that its height process is equal to that of F, and the second
one will be such that its height process is equal to (|Xn|)n≥0.
We emphasize that the height process of a forest is a different notion from that of height
function of a random walk, even though the two terms are close. The height process of a forest
is the sequence of heights of its vertices taken in the lexicographical order (somehow it is the
height function of a deterministic walk on the tree, with jumps).
Among others, we will apply to (F, β) the transformation introduced in Section 3.2 of [8]
(which is inspired by another transformation introduced in [32]). To this end, let us define
the notion of optional line of a given type.
Definition 1. Let u ∈ F. For v > u, we denote by Ku, vJ := {w ∈ F : u < v < w} the set of
vertices between u and v.
• We let B1u be the set of vertices descending from u in F having no ancestor of type 1
since u. Formally,
B1u :=
{
v ∈ F : u < v and β(w) 6= 1 ∀w ∈ Ku, vJ
}
.
• We denote by L1u the set of vertices of type 1 descending from u in F and having no
ancestor of type 1 since u. Formally,
L1u :=
{
v ∈ F : u < v, β(v) = 1, and β(w) 6= 1 ∀w ∈ Ku, vJ
}
.
We will denote by L1u (resp. B
1
u) the cardinal of L1u (resp. B1u).
Figure 1 gives a representation of these sets, among others. This construction is also valid
for trees. As for every u ∈ T the law of the random variables L1u (resp. B1u) only depends on
the type of u under the annealed law, we will generically denote L1ρ (resp. B1ρ) by L1 (resp.
B1), and by L1 (resp. B1) its cardinal. For u ∈ T, we will write u < L1 if u ∈ B1 but u /∈ L1.
2.1.1 The forests FR and FR
1
Let us build a leafed Galton–Watson forest with edge lengths the associated weighted height
process of which matches exactly that of F. Let us explain how each component TRk of F
R is
built from each component Tk of F. Note that this construction implies a bijection between
vertices of F and vertices of FR, as illustrated in Figure 1. We proceed by induction as follows:
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• Initialisation
Generation 0 of TRk is made up of the root ρk of Tk the k
th component of F, and we set
ℓ(ρk) = 0 and e(ρk) = 1.
• Induction
Let n ≥ 1, and suppose that generation n of TRk has been built. If generation n of TRk
is empty then generation n + 1 of TRk is empty.
Otherwise, by construction, to each u ∈ TRk of the nth generation of TRk such that
e(u) = 1 was associated a vertex u′ in Tk. Take in the lexicographical order the vertices
v′ ∈ Tk such that v′ ∈ B1u′ , and add a vertex v as a child of u in TRk , thus forming the
progeny of u. We set e(v) = 1 if β(u′) = 1 (that is if v′ ∈ L1u) and e(v) = 0 otherwise.
Then, for each of these vertices v ∈ TRk , we set ℓ(v) = |v′| − |u′|.
We let FR
1
be the sub-forest of FR made up of the vertices of type 1. By construction, we get
the following lemma.
Lemma 2. The forest (FR, e, ℓ) is a leafed Galton–Watson forest with edge lengths. Denoting
by HR the associated weighted height process, and HF the height process of F, then for all
n ≥ 0,
HℓR(n) = HF(n).
|HTk(n)| HℓR(n)Tk TRk
Vertices u s.t. β(u) 6= 1
Vertices u s.t. β(u) = 1 The set B1
First generation of TRk Vertices of type 0
Vertices of type 1
Figure 1: Construction of TRk from Tk.
2.1.2 The forests FX and FX
1
Consider the forest FR. The set of vertices of this forest can be put in bijection with the set
of vertices visited by (Xn)n≥0. However one cannot completely retrieve (|Xn|)n≥0 from FR,
as some vertices have been visited several times, and in a specific order. Let us build FX
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a leafed Galton–forest with edge lengths, the associated weighted height process of which is
equal to (|Xn|)n≥0.
Take FR. In this forest, vertices of type 0 are vertices that have been visited from their
parent more than once. For each vertex v of type 0, add as siblings as many vertices as the
number of time it was visited by (Xn)n≥0 (minus one, as v stands already for one step of
(Xn)n≥0) (that is even when the visit was made from a child), and attach them to the parent
of v (of type 1, as in FR) of v. Put 0 as their type, and give them the same length as that of
v. Do the same for vertices u of type 1: for each visit of (Xn)n≥0 to u from a children, attach
a new vertex to u, of type 0, and length 0.
Now, each vertex in this forest correspond to a step of (Xn)n≥0. In each set of sibling,
re-order the vertices according to the time of visit of the step to which they correspond. The
forest FX is built.
The sub-forest of FX made up only of vertices of type 1, denoted by FX
1
, is the same as FR
1
,
up to a chronological ordering of the vertices (vertices are ordered according to their first time
of visit, rather than to the spatial position of the vertex in F to which they correspond).
By construction, we get the following lemma:
Lemma 3. The forest FX is a leafed Galton–Watson forest with edge lengths. Let HℓX be its
associated weighted height process. Then for each n ≥ 0 we have |Xn| = HℓX(n).
Thus, any result obtained on the scaling limit of HℓX will be valid for (|Xn|)n≥0 too. The tree
reduction is summarised in the following diagram.
F {Xn, n ≥ 0} (FR, e, ℓ)
. . .FX(|Xn|)n≥0
F
Keep only visited
vertices
Untangle vertices, attach them
to their closest ancestor of
type 1, and keep the distance
in ℓ
Duplicate vertices vis-
ited more than once by
(Xn)n≥0Re-order vertices
chronologically
Take the weighted height
function
(Weighted)
height function
2.2 Convergence of the height processes associated with leafed Galton–
Watson forests with edge lengths
Lemmas 2 and 3 indicate that the study of F and (|XWn |)n≥0 can boil down to that of certain
leafed Galton–Watson forests with edge lengths. We intend in this section to give a result on
the scaling limit of the height process associated with such forests. In [8], we proved under
a condition of finite variance (Theorem 1) that their height process converges towards the
reflected Brownian motion. Adjusting the proof of this theorem, we will be able to obtain an
equivalent result in the infinite variance case.
So let us consider the setting of [8]: let (F, e, ℓ) be a leafed Galton–Watson forest of
reproduction law ζ , recall that for every vertex u ∈ F we let ν(u) (resp. ν1(u)) be the total
number of children (resp. number of children of type 1) of u in F , and recall that we denote
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by F 1 the forest F limited to its vertices of type 1. We make the following hypotheses on ζ :
(Hℓ)

(i) E
[∑
|u|=1,e(u)=1 1
]
= E
[
ν1
]
= 1,
(ii) There exists ε > 0 s.t. E
[(∑
|u|=1 1
)1+ε]
= E
[
(ν)1+ε
]
<∞,
(iii) There exists C0 > 0 s.t. P
(∑
|u|=1,e(u)=1 1 > x
)
= P(ν1 > x) ∼
x→∞
C0x
−κ,
(iv) There exists r > 1 s.t. E
[∑
|u|=1 r
ℓ(u)
]
<∞.
Following the notation of [8], we let
m := E
[ ∑
|u|=1
1
]
= E[ν] and µ := E
[ ∑
|u|=1,e(u)=1
ℓ(u)
]
.
We let H1F be the height process of F
1 and recall that we denote by HℓF the weighted height
process of F :
∀n ∈ N, H1F (n) := |u1(n)| and HℓF (n) =
∑
ρ≤v≤u(n)
ℓ(v),
where u(n) (resp. u1(n)) stands for the nth vertex of F (resp. F 1) taken in the lexicograph-
ical order. Our main result on leafed Galton–Watson forests with edge lengths, which is an
extension of Theorem 1 of [8], is the following.
Theorem 2. Let (F, e, ℓ) be a leafed Galton–Watson forest with edge lengths, with offspring
distribution ζ satisfying hypothesis (Hℓ). The following convergence in law holds for the Sko-
rokhod topology on the space D(R+,R) of càdlàg functions:
1
n1−1/κ
((
HℓF (⌊ns⌋)
)
s≥0
, (H1F (⌊ns⌋))s≥0
)
=⇒
n→∞
1
(C0|Γ(1− κ)|) 1κ
((
µHm−1s
)
s≥0
, (Hs)s≥0
)
if 1 < κ < 2,
or
1
(n ln−1(n))
1
2
((
HℓF (⌊ns⌋)
)
s≥0
, (H1F (⌊ns⌋))s≥0
)
=⇒
n→∞
1
(C0)
1
2
((
µ|Bm−1s|
)
s≥0
, (|Bs|)s≥0
)
if κ = 2,
where H is the continuous-time height process of a spectrally positive Lévy process Y of Laplace
transform E[exp(−λYt)] = exp(tλκ) for λ, t ≥ 0, (Bt)t≥0 is a standard Brownian motion, and
where C0 is the constant for which (Hℓ)(iii) is satisfied.
Proof. See the appendix.
We acknowledge that hypotheses (Hℓ)(ii) and (Hℓ)(iv) can probably be weakened, but
this would be unnecessary for the sequel of our paper and this would lengthen the proof.
2.3 Proof of Proposition 1
Let us introduce the following proposition, which will allow us to apply Theorem 2 to the
forests FR and FX .
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Proposition 2. Suppose (Hc) and (Hκ) for a certain κ ∈ (1; 2], and suppose that the distri-
bution of the point process N is non-lattice. Then the leafed Galton–Watson forests with edge
lengths FR and FX satisfy hypotheses (Hℓ). In particular, they satisfy Hℓ(iii) for the same
constant. Moreover, the associated constants µ,m are respectively
µR = µ := (a1b1)
−1 and mR = a
−1
1 for F
R,
µX = µ = (a1b1)
−1 and mX = 2(a1b1)
−1 for FX ,
where a1 and b1 are defined in Subsection 3.2
Proof. The proof of this proposition is the subject of Section 4. Hypothesis (Hℓ)(i) is shown
to be satisfied by the laws of FR and FX in Lemma 9, hypothesis (Hℓ)(iv) in Lemma 10,
hypothesis (Hℓ)(ii) in Lemma 11, and hypothesis (Hℓ)(iii) in Proposition 7. The constants
are computed in Lemma 12.
Let us give a lemma on the range Rn the cardinal of Rn before giving the proof of Propo-
sition 1.
Lemma 4. Let Rn := #{Xk, k ≤ n} be the number of different vertices visited by the walk at
time n. Then, as n→∞,
Rn/n→ mR/mX a.s.
Proof. Let R1n := #{Xk, k ≤ n : β(Xk) = 1} be the number of vertices visited by the walk at
time n that will eventually be of type 1. For any k ≥ 1, let us denote by χX(k) (resp. χR(k))
the index for the lexicographical order of the kth vertex of type 1 in FX (resp. in FR). Then
χX(R1n) ≤ n ≤ χX(R1n+1) and χR(R1n) ≤ Rn ≤ χR(R1n+1).
According to the equation below equation (2.10) in the proof of Proposition 5 of [8] (where
χ is denoted by ψ), almost surely χX(R1n)/R
1
n → mX and χR(R1n)/R1n → mR as n → ∞. As
|Rn+1 − Rn| ≤ 1, we obtain Rn/n→ mR/mX as n→∞ almost surely.
We are now ready to give the proof of Proposition 1. This proof is summarized in a diagram
at the end.
Proof of Proposition 1. Recall that we denote by HℓR (resp. H
ℓ
X) the weighted height process
of the leafed Galton–Watson forest with edge lengths FR (resp. FX). Notice also that H1R
(resp. H1X) the height process restricted to vertices of type 1 associated with F
R (resp. FX)
is actually the non-weighted height process associated with FR
1
(resp. FX
1
). Let K⋆ be the
constant for which the offspring distributions of FR and FX satisfy (Hℓ)(iii), and let us denote
for every n ≥ 1,
cn := (K
⋆|Γ(1−κ)|)−1/κn1−1/κ if κ ∈ (1; 2) or cn := ((2K⋆)−1n ln−1(n))1/2 if κ = 2.
Now according to Proposition 2, we can apply Theorem 2 to FR: for the Skorokhod topology
on the space of càdlàg functions, we have the following convergence in law:
(2.2) c−1n
(
(HℓR(⌊nt⌋))t≥0, H1R(⌊nt⌋)t≥0
)
⇒
(
µ(Hm−1
R
t)t≥0, (Ht)t≥0
)
,
where H is the continuous-time height process of a spectrally positive Lévy process Y of
Laplace transform E[exp(−λXt)] = exp(tλκ) for t, λ > 0 (if κ = 2, then H =
√
2|B| where B
is a standard Brownian motion).
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Now notice that for every n ≥ 1, Rn is coded by (HℓR(k))1≤k≤Rn. This together with (2.2)
and Lemma 4 (Rn/n→ mR/mX) yield the following convergence:
(2.3) c−1n
(
Rn, T(H1
R
(⌊nt⌋))0≤t≤1
)
⇒
(
µT(H
m−1
X
t
)0≤t≤1 , T(Ht)0≤t≤1
)
,
where the convergence for the Gromov-Hausdorff topology is due to Lemma 2.4 of [25] (the
convergence of the height function implying that of the contour function in our case, as we can
use the same arguments as those of Theorem 2.4.1 of [11]). Now, still thanks to Proposition 2,
let us apply Theorem 2 to FX :
(2.4) c−1n
(
(HℓX(⌊nt⌋))t≥0, T(H1X (⌊nt⌋))0≤t≤1
)
⇒
(
µ(Hm−1X t
)t≥0, T(Ht)0≤t≤1
)
.
Notice that by construction, FX
1
is equal to FR
1
up to a re-ordering of the vertices. Therefore,
T(H1
R
(⌊nt⌋))t≥0 = T(H1X(⌊nt⌋))t≥0 for all n ∈ N∗, t ≥ 0. Moreover, according to Lemma 3, we have
for every n ≥ 0 that HℓX(n) = |Xn|. So equation (2.4) yields:
(2.5) c−1n
(
(|X⌊nt⌋|)t≥0, T(H1
R
(⌊nt⌋))0≤t≤1
)
⇒
(
µ(Hm−1
X
t)t≥0, T(Ht)0≤t≤1
)
.
Together with (2.3) (and the scaling property: (Hct)t has same law as (c
1− 1
κHt)t), this yields
the convergence in law of the couple
c−1n
(
(|X⌊nt⌋|)t≥0,Rn
)
⇒ µ(mX)−1+ 1κ
(
(Ht)t≥0, T(Ht)0≤t≤1
)
.
This can be seen by the following reasoning. According to Skorokhod’s representation theorem,
there exists a probability space in which the convergence (2.5) holds a.s. and therefore in
probability. It is then possible in this new probability space to build a sequence of random
variables which has same law as (Rn)n≥1, and which depends on (|Xn|)n≥0 and FR1 as initially.
Now thanks to the convergence of TH1
R
in this space, the convergence of (2.3) implies the
convergence in probability of Rn in the new probability space towards the real tree coded
by the continuous time height process. This implies the convergence in probability (still in
this space) of the couple c−1n
(
(|Xn|)t≥0,Rn
)
towards µ
(
(Hm−1X t
)t≥0, T(H
m−1
X
t
)0≤t≤1
)
, convergence
which then holds in law for the initial couple (which was in the initial probability space).
For the sake of understanding, we summarize the proof in the following diagram.
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c−1n
(
(HℓR(⌊nt⌋))t, H1R(⌊nt⌋)t
)
⇒
(
µ(Hm−1R t
)t, (Ht)t
)
(Theorem 2)
c−1n
(
Rn, T(H1R(⌊nt⌋))0≤t≤1
)
⇒
(
µT(H
m−1
X
t
)0≤t≤1 , T(Ht)0≤t≤1
)
,
c−1n
(
(|X⌊nt⌋|)t≥0,Rn
)
⇒ µ(mX)− 1κ
(
(Ht)t≥0, T(Ht)0≤t≤mX
)
c−1n
(
(|X⌊nt⌋|)t≥0, T(H1R(⌊nt⌋))0≤t≤1
)
⇒
(
µ(Hm−1X t
)t≥0, T(Ht)0≤t≤1
)
c−1n
(
(HℓX(⌊nt⌋))t≥0, T(H1X(⌊nt⌋))0≤t≤1
)
⇒
(
µ(Hm−1X t
)t≥0, T(Ht)0≤t≤1
)
(Theorem 2)
Rn coded by HℓR (Lemma 2) and
Lemma 4
HℓX(n) = |Xn| (Lemma 3)
3 Study of the trace of the random walk and change of
measure
3.1 Quenched law of β
Under PV, the process (β(u))u∈F introduced in Subsection 2.1 is not a multitype Galton–
Watson tree (unless V is a regular tree). However the description of its law under PV will
allow us to understand its law under P, and it will also be very useful in Subsection 4.2.
Recall that we denote by (pu,v)u,v,∈F the transition probabilities of the random walk (Xn)n≥0.
Lemma 5. Let k ≥ 1 and u ∈ F. Then, under PV, conditionally on β(u) = k,the random
variable (β(v))v∈c(u) has negative multinomial distribution with parameters k and (pu,v)v∈c(u)
(see Chapter 36 of [20] for details on this law). That is for every k ≥ 1 and every sequence
with finite support (ℓv)v∈c(u),
(3.1) PV
(
(β(v))v∈c(u) = (ℓv)v∈c(u)|β(u) = k
)
= pk
u,
←
u
(
k − 1 +∑v∈c(u) ℓv
(ℓv)v∈c(u), k − 1
)
× ∏
v∈c(u)
pℓvu,v,
where for (an)n a sequence with finite support,
(∑
n
an
(an)n
)
:=
(
∑
n
an)!∏
n
an!
stands for the multinomial
coefficient of the sequence (an)n. Its generating function is, for every (sv)c(u) ∈ [0; 1]c(u),
EV[
∏
v∈c(u)
sβ(v)v |β(u) = k] =
( p
u,
←
u
1−∑v∈c(u) pu,vsv
)k
.
Remark 3. A negative multinomial random variable of parameter k and (pi)i≥1 has the law of
the sum of k independent negative multinomial random variables of parameters 1 and (pi)i≥1.
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Proof. If β(u) = 1 and c(u) = {v}, that is u has only one child, then β(v) is a geometric
distribution with parameter p
u,
←
u
(each time we have Xn = u, either it goes to v ("failure"
event, with probability pu,v) and β(v) is increased by one, or it goes to
←
u ("success" event,
with probability p
u,
←
u
) and never comes back, as there was only one ascent from
←
u to u). In
this case, for every ℓ ≥ 0,
PV
(
β(v) = ℓ|β(u) = 1
)
= p
u,
←
u
pℓu,v.
If u has several children, then each time we have Xn = u, either it goes to a vertex v ∈ c(u),
with probability pu,v, the local time β(v) is increased by one, and since the random walk is
recurrent it eventually comes back to u. Or it goes to
←
u and never comes back. In this case,
we have for any (ℓv)v∈c(u),
PV
(
(β(v))v∈c(u) = (ℓv)v∈c(u)|β(u) = 1
)
= p
u,
←
u
(∑
v∈c(u) ℓv
(ℓv)v∈c(u)
) ∏
v∈c(u)
pℓvu,v.
Finally, if β(u) = k, (β(v))v∈c(u) is the sum of the local times of k i.i.d. excursions. Another
way to describe it : (β(v))v∈c(u) is the number of outcomes of the events {Xn = u,Xn+1 = v} for
v ∈ c(u), before the event {Xn = u,Xn+1 = ←u} has occurred k times. That is (β(v))v∈c(u) has
negative multinomial distribution (see Chapter 36 of [20]) with parameters k and (pu,v)v∈c(u),
and has distribution as prescribed in the statement of the lemma. The generating function of
such a law is given in (36.1) of [20].
Remark 4. In this proof and in the remaining of the paper, when mentioning the geometric
distribution, we consider the definition for which the support is {0, 1, 2, . . .}.
We give a few consequences of this lemma, some of which may seem trivial but will actually
be quite helpful to understand the process.
Lemma 6. Let u ∈ F.
• Let c′(u) ⊂ c(u). Under PV, conditionally on β(u),the random variable (β(v))v∈c′(u) has
negative multinomial distribution with parameters β(u) and (e−∆V (v)/(1+
∑
w∈c′(u) e
−∆V (w)))v∈c′(u).
• Let c′(u) ⊂ c(u). Under PV, conditionally on β(u), the random variable ∑v∈c′(u) β(v) has
the law of the sum of β(u) geometric random variables of parameter 1/(1+
∑
w∈c′(u) e
−∆V (w))
(that is of expectation β(u)
∑
w∈c′(u) e
−∆V (w))).
In particular, for any v ∈ c(u), under PV, β(v) has the law of the sum of β(u) indepen-
dent geometric random variables of parameter 1/(1 + e−∆V (v))
• For any w ∈ F such that u ≤ w,
(3.2) EV
[
β(w)|β(u)
]
= β(u)e−(V (w)−V (u)).
Proof. The first point can be established by simply summing over all (ℓv)v∈c(u)\c′(u) in (3.1), but
this can also be seen as follows. Since (Xn)n≥0 is a Markov chain under P
V, we can consider
(X˜n)n≥0 its restriction to the tree T without the subtrees (Tv)v∈c(u)\c′(u). The probability to
go from u to v ∈ c′(u) is now e−∆V (v)/(1+∑w∈c′(u) e−∆V (w)), and we can do the same proof as
that of Lemma 5 to get the result.
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The second point can be shown using the same restricted Markov chain as in the first
point, but considering the event ∪v∈c′(u){the random walk goes to v}, against the event {the
random walk goes to
←
u}, which happens with probability 1/(1 +∑v∈c′(u) e−∆V (v)).
Finally, the third point can be shown by induction, as for every v ∈ T, one has (according
to the first point of the lemma) E[β(v)|β(←v )] = β(←v )pu,←u
pu,v
= β(
←
v )e−∆V (v),
EV
[
β(w)|β(u)
]
= EV
[
EV
[
β(w)|β(←w), β(u)
]
|β(u)
]
= EV
[
β(
←
w)|β(u)
]
e−(V (w)−V (
←
w))
= · · · = β(u)e−(V (w)−V (u)).
3.2 Law of (F, β) as a multitype Galton–Watson forest
Recall from Lemma 1 that under P, the marked forest (F, β) is a multitype Galton–Watson
forest with roots of type 1.
We denote by ζ = (ζi)i≥1 the generic offspring distribution of this multitype Galton–
Watson tree (that is for every i ≥ 1, ζi stands for the offspring distribution of a vertex of
type i). For every i ≥ 1, we denote by Pi the law of a generic multitype Galton–Watson tree
(T, β) with such an offspring distribution, and with initial type i.
Considering the setting of multitype Galton–Watson forests used in [8], (3.1) yields that
the mean matrix (mi,j)i,j≥1 of T is given by
(3.3) mi,j := Ei
[ ∑
|u|=1
1{β(u)=j}
]
=
(
i+ j − 1
j
)
E
[ ∑
|u|=1
e−jV (u)
(1 + e−V (u))i+j
]
(to establish the previous equation, one just has to use the expression of the quenched prob-
ability PV(β(u) = j) for a given u and the linearity of the expectation) Let us introduce a
random variable Ŝ1 with law defined by E[f(Ŝ1)] = E[
∑
|u|=1 f(V (u))e
−V (u)] for any bounded
continuous real function f . We define (Ŝk)k≥0 as the random walk starting from 0 with step
distribution Ŝ1. Notice that under (Hc), E[Ŝ1] = −ψ′(1) > 0 so ∑k≥1 e−Ŝk ∈ (0;∞) almost
surely. Letting for all i ≥ 1
ai := C
−1
a E

(∑
k≥1 e
−Ŝk
)i−1
(
1 +
∑
k≥1 e
−Ŝk
)i+1
 ,
bi := Cai,(3.4)
with Ca := E
[(
1 +
∑
k≥1 e
−Ŝk
)−1]
, then (ai)i≥1 and (bi)i≥1 are respectively left and right eigen-
vectors of the matrix (mi,j)i,j≥1 associated with the eigenvalue 1 (this is proved in Lemma 6.2
of [1]). We normalised a and b so that
∑
i ai = 1 and
∑
i aibi = 1 for convenience in the sequel,
and for the notation to be coherent with [8].
3.3 Change of measure on (T, β)
We let for all n ≥ 1,
(3.5) Zn :=
∑
|u|=n
β(u)
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be the multitype additive martingale of (T, β). If for n ≥ 1 we let Fn be the sigma-algebra
generated by (u, β(u))u∈T,|u|≤n, then for every i ≥ 1, (Zn/i)n≥0 is an Fn-martingale under Pi of
expectation 1 (this is due to the fact that (bi)i≥1 is a right eigenvector of (mi,j)i,j≥1 associated
with 1).
Let us introduce a new law P̂i on marked trees with distinguished path (T, β, (wn)n≥0)
(potentially on an enriched probability space). Let ζ̂ = (ζ̂i)i≥1 be a probability law on⊔
n∈N N
∗n of Radon-Nikodym derivative Z1 with respect to ζ; that is for any i ≥ 1, if
X ∼ ζi, then X̂ ∼ ζ̂i if and only if for any bounded real-valued function f on ⊔n∈NN∗n,
E[f(X̂)] = E[
∑
1≤k≤|X|Xkf(X)] (where we denoted by |X| the length of X, and by Xk its
components). For every i ≥ 1, we construct (T, β, (wn)n≥0) under P̂i by induction as follows:
• Initialisation
Generation 0 of T is only made up of the root ρ of given type β(ρ) = i. We set w0 = ρ.
• Induction Let n ≥ 0. Suppose that the tree up to generation n and (wk)k≤n have been
built. The vertex wn has progeny according to ζ̂β(wn). Other vertices u of generation n
have progeny according to ζβ(u). Then, choose a vertex at random among children u of
wn, each with probability β(u)/
(∑
←
v=wn
β(v)
)
and set wn+1 as this vertex.
We denote by Êi the expectation associated with P̂i. The following proposition is easily
deduced from [24]:
Proposition 3. [24] Let i ≥ 1. We have the following links between Pi and P̂i:
(i) Recall that for every n ≥ 0, Fn = σ((u, β(u))u∈T,|u|≤n). The restricted measure P̂i|Fn is
absolutely continuous with respect to Pi|Fn and is such that
dP̂i|Fn
dPi|Fn
=
1
i
Zn.
(ii) Conditionally on Fn, for all u ∈ T such that |u| = n,
P̂i
(
wn = u | Fn
)
=
β(u)
Zn
(iii) Under P̂, the process (β(wk))k≥0 is a Markov chain on N with initial state i, and with
transition probabilities (p̂i,j)i,j≥1 where for all i, j ≥ 1,
(3.6) p̂i,j :=
bi
bj
mi,j =
(
i+ j − 1
i
)
E
[ ∑
|u|=1
e−jV (u)
(1 + e−V (u))i+j
]
.
Notice that the Markov chain (β(wk))k≥0 introduced in (iii) admits an invariant measure
(πi)i≥1 where for all i ≥ 1,
(3.7) πi = ai × bi = iE

(∑
k≥1 e
−Ŝk
)i−1
(
1 +
∑
k≥1 e−Ŝk
)i+1
 ,
and that this measure is of total mass 1 (using Tonelli’s theorem and the formula
∑
i≥1 i(
x
1+x
)i =
x(1+ x) for x > 0), thus making (β(wk))k≥0 a positive recurrent Markov chain. Proposition 3
yields the multitype many-to-one lemma:
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Lemma 7. For all n ∈ N∗, let g : Nn → R+ be a positive measurable function and Xn a
positive Fn-measurable random variable, then
Ei
[ ∑
|u|=n
β(u)g(β(u1), β(u2), . . . , β(un))Xn
]
= iÊi
[
g(β(w1), β(w2), . . . , β(wn))Xn
]
.
3.4 Understanding the law of (T, β) under the new measure P̂
The idea is that (T, β, (wk)k≥0) under P̂ can actually be seen as the natural trace of a series
of random walks on a certain tree with spine. Let us begin by introducing this tree.
Recall thatN is the point process giving the offspring distribution of V. Let us consider N̂ a
point process defined as follows: for any bounded measurable function f :
⊔
n∈N∪{N}R
n → R we
have E[f(N̂)] = E[
∑
u∈N e
−V (u)f(N)]. Hypothesis (Hc) ensures that this defines a probability
law indeed. Let us introduce a law P̂ on (T, V ) to which is added a spine (w˜k)k≥0 (potentially
on an enriched probability space). We build (T, V, (w˜k)k≥0) under P̂ by induction as follows:
• Initialisation
Generation 0 of T is only made up of the root ρ and we set V (ρ) = 0. We set w˜0 = ρ.
• Induction Let n ≥ 0. Suppose that the tree up to generation n and (w˜k)k≤n have been
built. The vertex w˜n has progeny according to N̂ translated by V (w˜n). Other vertices u
of generation n have progeny according to N translated by V (u). Then, choose a vertex
at random among children u of w˜n, each with probability e
−V (u)/
(∑
←
v=w˜n
e−V (v)
)
and
set w˜n+1 as this vertex.
For every k ≥ 0, we let
(3.8) Gk := σ
(
(u, V (u))u∈T,|u|≤k
)
and G := ∨
k≥1
Gk
be the sigma-algebras generated by the environment, and
Wk :=
∑
|u|=k
e−V (u)
be the additive martingale of the environment. Let W∞ := limk→∞Wk be its a.s. limit.
According to [28], under (Hc), W∞ is positive P
∗-almost surely.
We get the following proposition from [28]:
Proposition 4. [28] Let n ≥ 0 and u ∈ T such that |u| = n. We have
P̂(w˜n = u | Gn) = e
−V (u)
Wn
.
Moreover, the process (V (w˜k))k≥0 under P̂ has the same distribution as that of the random
walk (Ŝk)k≥0 introduced in Subsection 3.2.
From this proposition we get the many-to-one lemma for the environment, which can be
proved by induction:
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Lemma 8. Let for every n ≥ 0, g : Rn → R+ be a positive function. Then for any k ≥ 0,
and for any positive Gk-measurable random variable Xk,
E[
∑
|u|=k
e−V (u)g(V (u1), . . . , V (uk))Xk] = Ê[g(V (w˜1), . . . , V (w˜k))Xk] = Ê[g(Ŝ1, . . . , Ŝk)Xk],
where (Ŝk)k≥0 is the random walk with step distribution Ŝ1 introduced in Subsection 3.2.
Let us now consider for each vertex of the spine w˜i two i.i.d. truncated nearest-neighbour
random walks with same law (X1,w˜in )n≥0 and (X
2,w˜i
n )n≥0, each defined as follows. It starts
on w˜i. If it is on a vertex u ∈ T, then for each vertex v child of u, it will jump to v with
probability e
−V (v)
e−V (u)+
∑
←
z =u
e−V (z)
and towards
←
u with probability e
−V (u)
e−V (u)+
∑
←
z =u
e−V (z)
. If it reaches
w˜i−1, then it is killed instantly.
w˜i+1
w˜i
w˜i−1killed
Figure 2: Possible paths for the walks (X1,w˜in )n≥0 and (X
2,w˜i
n )n≥0.
Now for each u ∈ T we let
β˜1i (u) := #{n ≥ 0 : X1,w˜in = ←u,X1,w˜in+1 = u} and β˜2i (u) := #{n ≥ 0 : X2,w˜in = ←u,X2,w˜in+1 = u}
be the edge local times on u of the walks launched on w˜i, and we let
β˜1(u) :=
∞∑
i=1
β˜1i (u) and β˜
2(u) :=
∞∑
i=1
β˜2i (u)
be the sum of the edge local times of all the walks. Finally, we let
(3.9) β˜(u) := β˜1(u) + β˜2(u) + 1{u∈(w˜k)k≥0}.
In other words, for every vertex u ∈ T not on the spine, β˜(u) corresponds to the sum of the
edge local times of the walks launched on each vertex of the spine below; moreover, we add 1
for each vertex of the spine. We let T˜ := {u ∈ T, β˜(u) > 0}
Proposition 5. Under P̂1, (T, β, (wk)k≥0) has same law as (T˜, β˜, (w˜k)k≥0) (with (T, (w˜k)k≥0)
built under P̂).
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Proof. Notice that (T˜, β˜, (w˜k)k≥0) is a multitype tree with spine, and can be built by induction.
Indeed, the same reasoning as that in the proof of Lemma 5 yields the two following facts.
• Let u ∈ T˜ be a vertex not on the spine. Conditionally on β˜(u), the progeny of u has the
law of a negative multinomial random variable of parameter
(
β˜(u), (1/(1+e−V (v)))v∈Nu
)
,
(where Nu ∼ N is a random variable independent of everything else) independent of
that of other vertices.
• Let i ≥ 0. Conditionally on β˜(w˜i), the progeny of w˜i has the law of a negative multino-
mial random variable of parameters β˜(w˜i) + 1. This is because β˜(w˜i)− 1 stands for the
edge local time of the walks launched below w˜i, to which we have to add the contribution
of the two walks (X1,w˜ik )k≥0 and (X
2,w˜i
k )k≥0) and
(
1/(1 + e−V (v))
)
v∈N̂ w˜i
(where N̂ w˜i ∼ N̂
is independent of everything else). After choosing w˜i+1 proportionally to N̂
w˜i, we add 1
to its type.
Since the offspring distribution outside the spine is the same as that of (T, β) under P̂ (edge
local times of a random walk on a non-biased tree), we only need to focus on the offspring
distribution of vertices of the spine. We let U := ⊔n≥0N(n) be the set of all potential vertices
(following Neveu’s notation [33]). For every (su)u∈U ∈ [0; 1]U and t ∈ [0; 1], we have
Êi
[
tβ(w1)
∏
|u|=1,u 6=w1
sβ(u)u
]
=
1
i
Ei
[ ∑
|v|=1
β(v)tβ(v)
∏
|u|=1,u 6=v
sβ(u)u
]
=
1
i
E
[ ∑
|v|=1
t
d
dt
(
EVi
[
tβ(v)
∏
|u|=1,u 6=v
sβ(u)u
])]
.
The first equality is due to the multitype many-to-one lemma (Lemma 7). With a slight abuse
of notation, we wrote PVi for the quenched law of β after i excursions from the root.
Now according to Lemma 5, (β(u))|u|=1 is a negative multinomial random variable of param-
eter
(
i, (pρ,u)|u|=1
)
under PVi . Therefore its generating function under P
V
i is (
p
ρ,
←
ρ
1−
∑
|u|=1
pρ,usu
)i.
Using this expression with t instead of sv, we get
Êi
[
tβ(w1)
∏
|u|=1,u 6=w1
sβ(u)u
]
=
1
i
E
[ ∑
|v|=1
t
d
dt
( p
ρ,
←
ρ
1− pρ,vt−∑|u|=1
u 6=v
pρ,usu
)i]
= E
[ ∑
|v|=1
e−V (v)t
( p
ρ,
←
ρ
1− pρ,vt−∑|u|=1
u 6=v
pρ,usu
)i+1]
= Ê
[
t
( p
ρ,
←
ρ
1− pρ,w1t−
∑
|u|=1
u 6=w1
pρ,usu
)i+1]
.
We used the fact that pρ,v = e
−V (v)p
ρ,
←
ρ
in the last but one equality, and the many-to-one
lemma (Lemma 8) in the last equality. Now this last generating function is precisely the
annealed version (with respect to P̂) of a negative multinomial random variable of parameter
(i + 1, (pρ,u)|u|=1), to which 1 was added on the vertex w˜1. But since the type of w˜0 was i, it
means that it was reached i− 1 times by the walks below (since 1 was added), so two random
walks were added, exactly as described above.
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The idea of Proposition 5 sums up in the following diagram.
(T, (V (u))u∈T) under P (T, β) under P
(T, (V (u))u∈T, (w˜k)k≥0)
under P̂
(T, β, (wn)n≥0) under P̂
(1.1) and (2.1)
Run an excursion of (Xn)n≥0, and keep the trace
and the local times
Change of measure
w.r.t. Zn
(Subsection 3.3)
Change of measure
w.r.t Wk
(Subsection 3.4)
Trace and local times (3.9) of the random
walks (X1,win )n and (X
2,wi
n )n
From now on we will therefore consider (T, β, (wk)k≥0) under P̂1 as the trace of all the
random walks on (V, (w˜k)k≥0) under P̂, and β will also stand for their edge local times β˜.
4 Proof of Proposition 2
Before tackling the proof of Proposition 2, that is ensuring that FR and FX satisfy (Hℓ), it is
very important to notice that by construction:
• For both FR and FX , the law of the offspring distribution of vertices of type 1, denoted
by ν1 in (Hℓ), has the law of L
1 (the cardinal of the optional line L1, introduced in
Definition 1) under P1.
• The law of the total offspring distribution of FR (vertices of type 0 and 1 denoted by ν in
(Hℓ)), has the law of B
1 (the cardinal of the optional line B1, introduced in Definition 1)
under P1.
• The law of the total offspring distribution of FX (vertices of type 0 and 1) has the law
of
∑
u∈B1 2β(u) (the total time spent by the walk in B1 in one excursion) under P1.
Therefore, proving that hypothesis (Hℓ)(i) is satisfied boils down to proving that E1[L
1] = 1,
which will be done in Lemma 9. Then, to ensure that hypothesis (Hℓ)(ii) is satisfied it is
enough to prove that there exists an ε > 0 such that E1[(
∑
u∈B1 β(u))
1+ε] <∞, (we would also
have to prove that E1[(B
1)1+ε] < ∞ but as ∑u∈B1 β(u) ≥ B1 this will be automatic), which
will be done in Lemma 11.
Still by construction, notice that to each vertex u′ of the first generation of FR corresponds
a vertex u of B1, and that ℓ(u′) = |u|. Moreover, the set of vertices of the first generation of
FX matches that of the first generation of FR after having replicated each vertex u a number
2β(u)− 1 of times. Therefore, denoting by νR (resp. νX) the law of the first generation of FR
(resp. FX), we have for any r > 1,
(4.1) E
[ ∑
u∈νR
rℓ(u)
]
= E1
[ ∑
u∈B1
r|u|
]
≤ E1
[ ∑
u∈B1
2β(u)r|u|
]
= E
[ ∑
u∈νX
rℓ(u)
]
.
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Thus, it will be enough to show that there exists an r > 1 such that E1
[∑
u∈B1 β(u)r
|u|
]
<∞
to prove that hypothesis (Hℓ)(iv) is satisfied, and this is what we will do with Lemma 10.
We will also compute the constants given in Proposition 2 in Lemma 12
Finally, hypothesis (Hℓ)(iii) will be satisfied if we are able to show that there exists a
positive constant K⋆ such that P1
(
L1 > x
)
∼ K⋆x−κ. This will be the subject of the whole
Subsection 4.2, and it will be finally proved in Proposition 7. This is actually the main
contribution of this paper when compared to [1]. Indeed, in the latter, we only had to show
the finiteness of the second moment of ν1, and this could be obtained by quite straightforward
backbone decomposition techniques; whereas here proving the regular variation of the tails of
ν1 will appear to be quite technical, and will require the fine understanding of L1.
4.1 Hypotheses (Hℓ) (i), (ii) and (iv)
Now recall that we assume that hypotheses (Hc) and (Hκ) are satisfied for a certain κ ∈ (1; 2].
Let
τ̂1 := min{k ≥ 1 : β(wk) = 1}
be the first non-null hitting time of 1 by the Markov chain (β(wk))k≥0 .
Lemma 9. For any i ≥ 1, we have,
(4.2) Ei[L
1] = i.
In particular, E1[L
1] = 1, and the reproduction law of both forests FR and FX satisfies condi-
tion (Hℓ)(i).
Proof. For any i ≥ 1, we have
Ei
[
L1
]
= Ei
[ ∑
u∈L1
1
]
= Ei
[ ∑
u∈L1
β(u)
]
=
∑
k≥1
Ei
[ ∑
|u|=1
β(u)1{β(u1),...,β(uk−1)6=1 and β(u)=1}
]
=
∑
k≥1
iÊi
[
1{β(w1),...,β(wk−1)6=1 and β(wk)=1}
]
= i
∑
k≥1
Ê1
[
1{τ̂1=k}
]
= i,
the Markov chain (β(wk))k≥0 being recurrent, and where we used the multitype many-to-one
lemma (Lemma 7) between the last two lines. The case i = 1 reads E1[L
1] = 1, which proves
that (Hℓ)(i) is satisfied by F
R and FX .
Let us prove now a Lemma that allows us to control the Markov chain (β(wk))k≥0 up to a
hitting time, and which will yield that FR and FX also satisfy hypothesis (Hℓ)(iv).
Lemma 10. For every α ∈ (0;κ−1), there exists Cα > 0 such that for any r ∈ (1;ψ(1+α)−1)
and i ≥ 1,
(4.3) Êi
[ τ̂1∑
k=1
(β(wk))
αrk
]
≤ Cαiα.
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As consequences, first there exists a constant C1 > 0 such that for any p > 0
(4.4) Êi[τ̂
p
1 ] ≤ C1 lnp(1 + i),
and second, the laws of FR and FX satisfy hypothesis (Hℓ)(iv).
Proof. Let α ∈ (0;κ − 1), and let us set for every i ≥ 1, F (i) := Γ(i+1+α)
Γ(i+1)
. As proved in the
appendix (Lemma 25), there exists d ∈ (0; 1) such that for any i > i0 large enough,∑
j≥1
p̂i,jF (j) ≤ dF (i),
that is F is a Lyapounov function satisfying condition (V 4) introduced p.371 of [31]. Thus,
Theorem 15.3.3 of [31] ensures that there exists a constant CF > 0 (depending on d, and then
on F ) such that for any r ∈ (1; d−1) and for any i ≥ 1,
(4.5) Êi
[ τ̂1∑
k=1
F (β(wk))r
k
]
≤ CFF (i).
The function F being greater than 1, and equivalent to iα as i→∞, (4.5) yields (4.3).
Now the first consequence is just Jensen’s inequality applied to (4.3) with x 7→ lnp(1 + x).
Let us deal with the second consequence. We want to show that there exists r > 1 such
that E1[
∑
u∈B1 β(u)r
|u|] < ∞. Let r ∈ (1; d−1), using the many-to-one lemma (Lemma 7), we
get
E[
∑
u∈νR
rℓ(u)] ≤ E[ ∑
u∈νX
rℓ(u)] = E1
[ ∑
u∈B1
2β(u)r|u|
]
=
∑
k≥1
E1
[ ∑
|u|=k
β(u)1{β(u1),...,β(uk−1)6=1}r
k
]
=
∑
k≥1
Ê1
[
1{β(w1),...,β(wk−1)6=1}r
k
]
= Ê1
[ τ̂1∑
k=1
rk
]
,
and (4.3) ensures the finiteness of this last quantity. Hence by (4.1), the laws of FR and FX
satisfy hypothesis (Hℓ)(iv).
Let us now focus on hypothesis (Hℓ)(ii). We are then interested in moments of order 1+ ε
of
∑
u∈B1 β(u) under P1. For convenience, let us denote this quantity by B˜
1. We have the
following lemma:
Lemma 11. For any α ∈ (0;κ − 1), ε > 0, there exists a constant C ′α+ε ∈ (0;∞) such that
for any i ≥ 1,
Ei[(B˜
1)1+α] ≤ C ′α+εi1+α+ε.
As a consequence, the laws of FR and FX satisfy hypothesis (Hℓ)(ii).
Proof. Let us start by computing some estimates on the first moment of B˜1 under Pi for i ≥ 1:
Ei
[
B˜1
]
= Ei
[ ∑
u∈T\{ρ}
β(u)1
{β(u1),β(u2),...,β(
←
u )6=1}
]
=
∑
k≥1
Ei
[ ∑
|u|=k
β(u)1{β(u1),...,β(uk−1)6=1}
]
= i
∑
k≥1
Êi
[
1{β(w1),...,β(wk−1)6=1}
]
= iÊi[τ̂1],
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where we used the many-to-one lemma (Lemma 7). Now, equation (4.4) yields
(4.6) Ei
[
B˜1
]
≤ C1i ln(1 + i).
Let us now compute the 1 + αth moment of B˜1 under Pi. Discussing on the generation to
which vertices of B1 belong, we get
Ei[(B˜
1)1+α] =
∑
k≥1
Ei
[( ∑
|u|=k
β(u)1{u∈B1}
)
× (B˜1)α
]
.
For k ≥ 1, let us focus on the general term of the sum. When conditioning on Fk, it can be
written as
Ei
[( ∑
|u|=k
β(u)1{u∈B1}
)
(B˜1)α
]
= Ei
[( ∑
|u|=k
β(u)1{u∈B1}
)
Ei
[
(B˜1)α | Fk
]]
.
Let us apply the many-to-one lemma (Lemma 7) at generation k to this expectation, with the
setting Xk = Ei
[
(B˜1)α | Fk
]
(which is Fk-measurable); we get
(4.7) Ei
[( ∑
|u|=k
β(u)1{u∈B1}
)
(B˜1)α
]
= iÊi
[
1{k≤τ̂1}Ei
[
(B˜1)α | Fk
]]
.
Decomposing B1 according to generations we have for any k ≤ τ̂1,
B˜1 =
∑
|u|<k
β(u)1{u∈B1} +
∑
|u|=k,u 6=wk
1{u∈B1}(β(u) + B˜
1
u) + β(wk) + B˜
1
(wk)
.
where for u ∈ T we denoted by B˜1u the quantity
∑
v∈B1u
β(v), that we choose to be equal to 0
if β(u) = 1. The fact that α < 1 and equation (4.6) yield for any k ≤ τ̂1,
Ei
[
(B˜1)α | Fk
]
≤ Ei
[( ∑
|u|<k
β(u)1{u∈B1} +
∑
|u|=k,u 6=wk
1{u∈B1}(β(u) + B˜
1
u) + β(β(wk))
)α]
+ E
[
B˜1β(wk) | Fk
]α
≤ Ei
[( ∑
|u|<k
β(u)1{u∈B1} +
∑
|u|=k,u 6=wk
1{u∈B1}(β(u) + B˜
1
u) + β(wk)
)α]
+
(
C1β(wk) ln(1 + β(wk))
)α
.
(4.8)
Now notice that according to the construction of T in Subsection 3.2, for u 6= wk the B˜1u have
same law under P̂i and Pi. The previous equation can therefore be written as
Ei
[
(B˜1)α | Fk
]
≤ Êi
[( ∑
|u|<k
β(u)1{u∈B1} +
∑
|u|=k,u 6=wk
1{u∈B1}(β(u) + B˜
1
u) + β(β(wk))
)α]
+
(
C1β(wk) ln(1 + β(wk))
)α
≤ Êi
[
(B˜1)α | Fk
]
+
(
C1β(wk) ln(1 + β(wk))
)α
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Plugging this in (4.7) and summing over k ≥ 1, we finally get a more convenient upper
bound for the (1 + α)th moment:
Ei
[
(B˜1)1+α
]
≤ iÊi
[ τ̂1∑
k=1
Êi[(B˜
1)α]
]
+ iÊi
[ τ̂1∑
k=1
(
C1β(wk) ln(1 + β(wk))
)α]
= iÊi
[
τ̂1(B˜
1)α
]
+ iÊi
[ τ̂1∑
k=1
(
C1β(wk) ln(1 + β(wk))
)α]
≤ iÊi
[
τ̂1(B˜
1)α
]
+ Cα1Cα+εi
1+α+ε,(4.9)
where the last inequality was obtained thanks to (4.3) for any ε > 0. We therefore only have
to bound the first quantity to prove the lemma. Now we get, thanks to Hölder’s inequality,
for any ε′ > 0 (we choose ε′ such that α′ := α(1 + ε′) < κ− 1)
(4.10) iÊi[τ̂1(B˜
1)α] ≤ iÊi[τ̂ 1+1/ε
′
1 ]
ε′
1+ε′ Êi[(B˜
1)α(1+ε
′)]
1
1+ε′ ≤ C1i ln(1 + i)Êi[(B˜1)α(1+ε′)]
1
1+ε′ ,
where we used equation (4.4) in the last inequality. Now, computing this last quantity will
require a more subtle decomposition . Under the biased law P̂, B1 is made up of the spine
below wτ̂1, together with the sets B1u for any sibling u of the spine below wτ̂1 such that β(u) 6= i.
That is, denoting by Ω(wk) the set of siblings of wk, and still for u ∈ T by B˜1u the quantity∑
v∈B1u
β(v) (that we choose to be equal to 0 if β(u) = 1),
Êi[(B˜
1)α
′
] = Êi
[( τ̂1∑
k=1
β(wk) +
τ̂1∑
k=1
∑
u∈Ω(wk)
(β(u) + B˜1u)
)α′]
≤ Êi
[ τ̂1∑
k=1
(β(wk))
α′
]
+ Êi
[ τ̂1∑
k=1
( ∑
u∈Ω(wk)
(β(u) + B˜1u)
)α′]
≤ Cα′iα′ + Êi
[ τ̂1∑
k=1
( ∑
u∈Ω(wk)
Ê
[
β(u) + B˜1u
∣∣∣σ(β(v), v ∈ ⋃
1≤k≤τ̂1
Ω(wk)
)])α′]
after this decomposition along the spine (we used (4.3) and Jensen’s inequality in the last
inequality). Now (4.6) yields that
(4.11) Êi[(B˜
1)α
′
] ≤ Cα′iα′ + Êi
[ τ̂1∑
k=1
( ∑
u∈Ω(wk)
β(u) + C1β(u) ln(1 + β(u))︸ ︷︷ ︸
≤C′1β(u) ln(1+β(u))
)α′]
,
where C ′1 is a suitable constant. Conditioning with respect to σ((wk)k∈J0;τ̂1−1K), we get
Êi
[ τ̂1∑
k=1
( ∑
u∈Ω(wk)
β(u) ln(1 + β(u))
)α′]
≤ Êi
[ τ̂1−1∑
k=0
Êβ(wk)
[( ∑
|u|=1
β(u) ln(1 + β(u))
)α′]]
= Êi
[ τ̂1−1∑
k=0
1
β(wk)
Eβ(wk)
[( ∑
|u|=1
β(u)
)( ∑
|u|=1
β(u) ln(1 + β(u))
)α′]]
≤ Êi
[ τ̂1−1∑
k=0
1
β(wk)
Eβ(wk)
[( ∑
|u|=1
β(u)
)1+α′(1+ε′)]]
,(4.12)
25
where we used the branching property on each wk for 0 ≤ k ≤ τ̂1 − 1 and where ε′ > 0 can
be chosen as small as we want. We let α′′ = α(1 + ε′).Recall from (3.8) that (Gk)k≥0 is the
filtration generated by the environment. Recall from the second point of Lemma 6 that under
Pβ(wk),
∑
|u|=1 β(u) is the sum of β(wk) independent geometric random variables of parameter
1
1+
∑
|u|=1
e−V (u)
); Lemma 26 (given in the appendix) yields
1
β(wk)
Eβ(wk)
[( ∑
|u|=1
β(u)
)1+α′(1+ε′)]
=
1
β(wk)
E
[
Eβ(wk)
[( ∑
|u|=1
β(u)
)1+α′′ ∣∣∣∣G1]]
≤ 16
(
E
[ ∑
|u|=1
e−V (u)
]
+ E
[( ∑
|u|=1
e−V (u)
)1+α′′])
︸ ︷︷ ︸
=:K1
α′′
+(β(wk))
1+α′′ 2E
[( ∑
|u|=1
e−V (u)
)α′′]
︸ ︷︷ ︸
=:K2
α′′
.
Hypothesis (Hκ) ensures the finiteness of K
1
α′′ and K
2
α′′ . Plugging this back in equation (4.12)
yields
Êi
[ τ̂1∑
k=1
( ∑
u∈Ω(wk)
β(u) ln(1 + β(u))
)α′]
≤ Êi
[ τ̂1∑
k=1
K1α′′ +K
2
α′′(β(wk))
α′′
]
Now, together with inequality (4.3) this yields
Êi
[ τ̂1∑
k=1
( ∑
u∈Ω(wk)
β(u) ln(1 + β(u))
)α′]
≤ (K1α′′ +K2α′′)Cα′′iα
′′
,
where we recall that α′′ can be chosen as close to α′ as we want, and α′ as close to α as we
want. Plugging this into (4.11) and then in (4.9) (via (4.10)), we get that for any α′′′ > α as
close to α as we want,
Ei
[
(B˜1)1+α
]
≤ C ′α′′′i1+α
′′′
where C ′α′′′ is a suitable constant.
To conclude this subsection and before proving that (Hℓ)(iii) is satisfied, let us compute
the constants µR, mR, µX and mX introduced in Proposition 2.
Lemma 12. The constants m and µ associated with forests FR and FX are
µR = µ := (a1b1)
−1 and mR = a
−1
1 for F
R,
µX = µ = (a1b1)
−1 and mX = 2(a1b1)
−1 for FX ,
Proof. Recall from Proposition 3 that (β(wk))k≥0 is a Markov chain on N
∗ with invariant
measure (πi)i≥1 given in (3.7). According to the remark at the beginning of Section 4, we have
µX = µR = E1
[ ∑
u∈L1
|u|
]
= Ê1
[
|wτ̂1 |
]
= Ê1[τ̂1] = 1/π1 = (a1b1)
−1,
where we used the many-to-one lemma (Lemma 7) in the third equality. We also have still
using the remark at the beginning of Section 4 and the many-to-one lemma,
mR = E1
[ ∑
u∈B1
1
]
= Ê1
[ τ̂1∑
k=1
1
β(wk)
] =
∑
i≥1
1
i
πi
π1
= (a1)
−1
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and
mX = E1
[ ∑
u∈B1
2β(u)
]
= 2Ê1
[ τ̂1∑
k=1
1] = 2
∑
i≥1
πi
π1
= 2(a1b1)
−1.
4.2 Hypothesis (Hℓ)(iii)
In this section, we intend to show that hypothesis (Hℓ)(iii) is satisfied by F
R and FX , i.e.
according to the beginning of Section 4, that there exists a constant K⋆ > 0 such that
(4.13) P1(L
1 > x) ∼
x→∞
K⋆x−κ.
Actually, establishing the regular variation of the tail of L1 under P1 is equivalent to estab-
lishing that of L1 under P̂1.
Lemma 13. There exists a constant K⋆ ∈ (0;∞) such that as x→∞, P1(L1 > x) ∼ K⋆x−κ
if and only if as x→∞,
(4.14) P̂1(L
1 > x) ∼ κ
κ− 1K
⋆x−(κ−1).
Proof. According to Theorem 8.1.4 of [7], equation (4.13) is equivalent to
E1[L
11{L1>x}] ∼
x→∞
κ
κ− 1K
⋆x−(κ−1).
The many-to-one lemma (Lemma 7) yields
E1
[
L11{L1>x}
]
=
∑
k≥1
E1
[ ∑
|u|=k
1{u∈L1}1{L1>x}
]
=
∑
k≥1
Ê1
[
1{k=τ̂1}P1
(
L1 > x | Fk
)]
=
∑
k≥1
Ê1
[
1{k=τ̂1}P̂1
(
L1 > x | Fk
)]
= P̂1
(
L1 > x
)
,
where between the last two lines we used the fact that on the event {k = τ̂1} we have
P1
(
L1 > x | Fk
)
= P̂1
(
L1 > x | Fk
)
. The last equality comes from the fact that (β(wk))k≥0
is recurrent. This concludes the proof.
This lemma motivates us to understand the behaviour of L1 under P̂. To this end, let us
describe the behaviour of L1 after a large number of excursions from the root.
4.2.1 Behaviour of L1 with large initial local time
Let us begin with a result allowing us to control the small moments of L1.
Lemma 14. Let α ∈ (0, κ− 1), and i ≥ 1. There exists a constant Cα ∈ (0,∞) such that
(4.15) Ei[(L
1)1+α] ≤ Cαi1+α.
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Proof. The proof of Lemma 11 on the small moments of B˜1 can easily be adjusted to L1,
just by following its lines, to get this sharper estimate. Indeed, there is not any need to shift
from α to α′, since we get Ei
[(∑
|u|=k 1{u∈L1}
)
(L1)
α
]
= iÊi
[
1{τ̂1=k}(L
1)α
]
in (4.7) and so
Ei[(L
1)1+α] ≤ iÊi[(L1)α] in (4.9). For the same reason, equation (4.10) will not be necessary
and the ln(1+β(wk)) will not appear in (4.8), so there will not be any need to shift from α
′′ to
α′′′. Moreover, there is not any need either to shift from α′ to α(1+ ε) = α′′ in equation (4.12)
since the term ln(1 + β(u)) will not appear in (4.11) (as we can use equation (4.2) instead
of (4.6)).
Let us now state a proposition that describes the behaviour of L1 under Pn when n is
large.
Proposition 6. Let α ∈ (0;κ−1), we have the following convergence in mean of order 1+α,
En
[∣∣∣∣L1n −W∞|1+α
]
−→
n→∞0,
where W∞ is the almost sure limit of the positive martingale (Wk)k≥1 := (
∑
|u|=k e
−V (u))k≥1.
Proof. At the heart of this proof is (4.2) (which states that for every i ≥ 1, Ei[L1] = i), and
the law of large numbers : for every u ∈ T, since excursions from ρ are independent,
β(u)
n
P
V
n
−→
n→∞
e−V (u),
the expectation of β(u) being computed in (3.2).
Let us first establish the convergence in law of L1/n. Actually we intend to prove a little
more than this: for any ℓ ≥ 1, M ≥ 0, we will prove the convergence in law of L1/n−Wℓ∧M ,
where we recall that Wℓ :=
∑
|u|=ℓ e
−V (u). To this end, we will establish the convergence of its
Laplace transform (which exists as it is bounded from below).
Let us start with the lower bound. Recall that for every k ≥ 1 we denote by Fk the sigma-
algebra generated by (β(u), u ∈ T, |u| ≤ k), and Gk := σ((u, V (u))u∈T,|u|≤k) the sigma-algebra
generated by the environment below generation k. For u ∈ T, recall that we denote by L1u the
cardinal of L1u, and let WMℓ := Wℓ ∧M . Now for any t > 0, k ≥ ℓ,
En
[
exp(−t(L
1
n
−WMℓ ))
]
= En
[
En
[
exp(− t
n
( ∑
|u|=k
1{u<L1}L
1
u +
∑
|u|<k
1{u∈L1}
)
) | Fk,Gk
]
exp(tWMℓ )
]
≥ En
[
exp(− t
n
∑
|u|=k
1{u<L1}Eβ(u)[L
1]− ∑
|u|<k
t
n
1{u∈L1}) exp(tW
M
ℓ )
]
= En
[
exp(− t
n
∑
|u|=k
1{u<L1}β(u)−
∑
|u|<k
t
n
1{u∈L1}) exp(tW
M
ℓ )
]
,
where the last equality comes from (4.2). Now recall that under PVn ,
∑
|u|=k β(u) is the sum of
n independent
∑
|u|=k β(u) under P
V
1 , and that according to Lemma 6, E
V
1 [
∑
|u|=k β(u)] =∑
|u|=k e
−V (u). Hence, conditionally on the environment, 1
n
∑
|u|=k β(u)
P
V
n
−→
n→∞
∑
|u|=k e
−V (u) in
probability, by the law of large number. Moreover, as for any u ∈ T of generation k, 1{u<L1}
28
tends to 1 a.s. with n, this implies the convergence in probability of 1
n
∑
|u|=k 1{u<L1}β(u) to-
wards
∑
|u|=k e
−V (u). These convergences are immediate if {u ∈ T : |u| = k} is finite; otherwise,
one way to see that is to introduce for every p ≥ 1
Epk := {u ∈ T : |u| = k,#{v ∈ T : e−V (v) ≥ e−V (u)} < p},
that is the set of the p vertices of generation k with lowest potential. Now∣∣∣∣1n ∑
|u|=k
β(u)1{u<L1} −
∑
|u|=k
e−V (u)
∣∣∣∣ ≤∣∣∣∣ 1n ∑
u∈Ep
k
β(u)1{u<L1} −
∑
u∈Ep
k
e−V (u)
∣∣∣∣
+
1
n
∣∣∣∣ ∑
|u|=k,u/∈Ep
k
β(u)
∣∣∣∣+ ∣∣∣∣ ∑
|u|=k,u/∈Ep
k
e−V (u)
∣∣∣∣,(4.16)
and since Epk is finite, the first member of this last sum tends to 0 with n, and the second
tends a.s. to |∑|u|=k,u/∈Ep
k
e−V (u)| by the law of large numbers, which can be made as small as
desired with p large, hence ensuring the convergence in probability of 1
n
∑
|u|=k β(u)1{u<L1}.
Moreover, the many-to-one lemma yields
1
n
En
[ ∑
|u|<k
1{u∈L1}
]
= P̂n
(
τ̂1 < k
)
≤
(
P̂
(
X1,w0 does not reach the level k
))n
−→
n→∞0.
The inequality can be seen by the representation of the Markov chain (β(wk))k≥0 given in
the previous subsection, and using the fact that τ̂1 is the first level such that none of the
walks launched below reach it. The latter equation implies the convergence in probability of
n−1
∑
|u|=k 1{u<L1} towards 0.
Finally, Lebesgue’s dominated convergence theorem yields
lim inf
n→∞
En
[
exp(−tL
1
n
+ tWMℓ )
]
≥ E
[
exp(−t ∑
|u|=k
e−V (u) + tWMℓ )
]
,
and k being arbitrary, lim infnEn[exp(−t(L1n − WMℓ ))] ≥ limk→∞E[exp(−t
∑
|u|=k e
−V (u) +
tWMℓ )] = E[exp(−t(W∞ −WMℓ ))] (the equality is obtained by Lebesgue’s dominated conver-
gence theorem).
Let us now tackle the upper bound. For any t > 0,
En
[
exp(−t(L
1
n
−WMℓ ))
]
= En
[(
exp
(
− t
n
(
∑
|u|<k
1{u∈L1n} +
∑
|u|=k,u<L1
L1(u))
)
∧ 1
)
exp(tWMℓ )
]
≤ En
[( ∏
|u|=k,u<L1
En
[
exp
(
− t
n
L1(u)
)
| Fk
]
∧ 1
)
exp(tWMℓ )
]
.
Now as remarked in [30] between equations (B.4) and (B.5), the inequality e−x ≤ 1−x+x1+α ≤
e−x+x
1+α
yields
≤ En
[( ∏
|u|=k,u<L1
En[1− t
n
L1(u) + (
t
n
L1(u))1+α] ∧ 1
)
exp(tWMℓ )
]
≤ En
[( ∏
|u|=k,u<L1
exp
(
− t
n
En[L
1(u)] + (
t
n
)1+αEn[(L
1(u))1+α]
)
∧ 1
)
exp(tWMℓ )
]
≤ En
[(
exp
(
− ∑
|u|=k,u<L1
t
β(u)
n
+ t1+αCα(
β(u)
n
)1+α
)
∧ 1
)
exp(tWMℓ )
]
,
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where the last inequality results from (4.15). Now since 1
n
∑
|u|=k 1{u<L1}β(u) −→n→∞
∑
|u|=k e
−V (u)
in probability and 1
n1+α
∑
|u|=k 1{u<L1}β(u)
1+α −→
n→∞
∑
|u|=k e
−(1+α)V (u) (this can be proved using
the same strategy as in (4.16)), by Lebesgue’s dominated convergence theorem we get
lim sup
n→∞
En[exp(−(tL
1
n
−WMℓ ))] ≤ E
[(
exp
(
−t ∑
|u|=k
e−V (u)+Cαt
1+α
∑
|u|=k
e−(1+α)V (u)
)
∧1
)
exp(tWMℓ )
]
But according to our hypotheses, as E[
∑
|u|=1 e
−(1+α)V (u)] < 1 since α < κ−1,∑|u|=k e−(1+α)V (u) −→k→∞0
in probability, and therefore the function in the expectation being bounded, and k arbitrary
lim sup
n→∞
En[exp
(
− t(L
1
n
−WMℓ )
)
]
≤ lim
k→∞
E
[
(exp(−t ∑
|u|=k
e−V (u) + Cαt
1+α
∑
|u|=k
e−(1+α)V (u)) ∧ 1) exp(tWMℓ )
]
= E
[
exp(−t(W∞ −WMℓ ))
]
.
Thus, the convergence in law of (L1/n−WMℓ )n is established, as its Laplace transform converges
towards that of W∞ −WMℓ .
Let us now consider α ∈ (0;κ− 1), we have
En[|L
1
n
−WMℓ |1+α] ≤ 2En[|
L1
n
|1+α] + 2E[|Wℓ|1+α] ≤ Cα + C ′,
where we used equation (4.15) for the first inequality and Theorem 2.1 of [27] for the second
(C ′ being then a constant independent of ℓ andM). This ensures that (|L1/n−WMℓ |1+α′)n≥1 is
uniformly integrable for any α′ < α, and α being arbitrary (|L1/n−WMℓ |1+α)n≥1 is uniformly
integrable. This together with the convergence in law of L1/n−Wℓ∧M implies the convergence
of En[|L1/n−WMℓ |1+α] towards E[|W∞ −WMℓ |1+α] (the convergence in law being enough for
the convergence of the expectation). Therefore, as for any k ≥ 1,
En
[
|L
1
n
−W∞|1+α
]
≤ 2En
[
|L
1
n
−WMℓ |1+α
]
+ 2E
[
|WMℓ −W∞|1+α
]
,
we get, as k and M are arbitrary,
lim sup
n
En
[
|L
1
n
−W∞|1+α
]
≤ 4E
[
|W∞ −WMℓ |1+α
]
−→
M→∞4E
[
|W∞ −Wℓ|1+α
]
−→
ℓ→∞0,
thus ensuring the convergence in mean of order 1 + α of L1/n under Pn towards W∞.
4.2.2 Tail of L1 under P̂
We now intend to show that (4.14) stands. In what follows, we will systematically consider
(T, V, (wk)k≥0) under the law P̂ and the walk under the law P̂1 (that we will denote by P̂).
Our proof will be strongly inspired from that of H. Kesten, M.V. Kozlov and F. Spitzer in [22].
In the latter the authors studied the behaviour of the random walks (X1,win )n≥0 restricted to
the spine. Letting τ̂ 11 := min{k ≥ 0 : β1(wk) = 0} and κ′ := κ− 1, they proved that under our
conditions,
P̂(
τ̂11∑
k=0
β1(wk) > x) ∼
x→∞
Kx−κ
′
,
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where K is a positive constant. Our strategy will rely on the fact that under P̂, L1 can be
decomposed into smaller lines stemming from the spine (plus wτ̂1). In terms of counting, this
yields
(4.17) L1 =
τ̂1∑
k=1
∑
u∈Ω(wk)
L1u + 1
where we recall that for k ≥ 1, we denoted by Ω(wk) := {u 6= wk : ←u = wk−1} the set of the
siblings of wk, and that for u ∈ T, L1u stands for the cardinal of the vertices of L1 descending
from u (that we choose here to be equal to 1 if u ∈ L1). Now let for every u ∈ T
(4.18) W u∞ := limn→∞
∑
u<v,|v|−|u|=n,
e−(V (v)−V (u))
be the limit of the additive martingale stemming from u (so W∞ = W
ρ
∞). We also let for all
A ≥ 1
σA := min{k ≥ 1 : β(wk) > A}
be the first time that the edge local time of the spine is larger than A. The first thing that we
will prove, in Lemma 16, is that actually if we want L1 to be large, then σA has to be smaller
than τ̂1, that is, there has to be a vertex on the spine whose edge local time is larger than A.
Then, still in Lemma 16 we will show that the number of vertices of L1 which separated from
the spine below wσA is negligible when L
1 is large; that is we will show that the two quantities
• L1 = ∑τ̂1k=1∑u∈Ω(wk) L1u + 1
• ∑τ̂1k=σA+1∑u∈Ω(wk) L1u
are close. Now, as the heuristics of Proposition 6 say that for u ∈ T, L1u ≈ β(u)W u∞ when
β(u) is large, we expect that when L1 is large,
L1 ≈
τ̂1∑
k=σA+1
∑
u∈Ω(wk)
β(u)W u∞.
This is what we will show at the end of this subsection, in Lemma 20. Before that, in
Lemma 19, we will see that the contribution to L1 of the walks launched above wσA is negligible;
that is if we denote for every u ∈ T by
(4.19) βA(u) :=
σA−1∑
k=0
β1k(u) + β
2
k(u)
the edge local time on u of the walks launched below wσA, then the quantities
• ∑τ̂1k=σA+1∑u∈Ω(wk) β(u)W u∞
• ∑τ̂1k=σA+1∑u∈Ω(wk) βA(u)W u∞
are close. And we will see in Lemma 18 that for large A, the behaviour of this last quantity
is dictated by βA(wσA) together with the environment above wσA, namely that
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• ∑τ̂1k=σA+1∑u∈Ω(wk) βA(u)W u∞ and
• βA(wσA)WwσA∞
are close.
To sum up, the heuristics indicate that when L1 is large, then it is close to βA(wσA)W
wσA
∞ ,
and we have σA < τ̂1 w.h.p. We will conclude in Proposition 7: we will see that Ê[β
A(wσA))
κ′]×
P(σA < τ̂1) converges towards a non-trivial constant K, and since there exists a non-trivial
constant Ĉ∞ such that P̂(W
wσA
∞ > x) ∼ Ĉ∞x−κ′, we will get the same tail distribution for L1:
P̂(L1 > x) ∼ KĈ∞x−κ′ .
We determine the tail distribution of W
wσA
∞ under P̂ in the following lemma (this result
was first shown by Liu [27] in order to get the tail distribution of W∞ under P).
Lemma 15. [27] Recall from (4.18) the definition of W u∞ for u ∈ T. When x→∞,
P̂
(
W
wσA
∞ > x
)
= P̂
(
W∞ > x
)
∼ Ĉ∞x−κ′,
where
Ĉ∞ =
1
κE
[∑
|u|=1(−V (u))e−κV (u)
] Ê[(W∞)κ′ − (e−V (w1)Ww1∞ )κ′].
Proof. The environment above wσA being independent of wσA, W
wσA
∞ has same law as W∞,
hence the first equality.
Now notice that under P̂,
W∞ =
∞∑
k=0
e−V (wk)
∑
u∈Ω(wk+1)
e−∆V (u)W u∞.
The (e−∆V (wk))k≥1 are i.i.d., with Ê[e
−κ′V (w1)] = 1 and Ê[(−V (w1))+e−κ′V (w1)] < ∞ thanks to
hypothesis (Hκ). Moreover,
Ê
[( ∑
u∈Ω(w1)
e−∆V (u)W u∞
)κ′] ≤ Ê[( ∑
|u|=1
e−∆V (u)Ê[W u∞ | G1]
)κ′]
= Ê
[ ∑
|u=1|
( ∑
|u|=1
e−∆V (u)×1
)κ′]
= 1 <∞,
by Jensen’s inequality and the many-to-one lemma. Hence, as N is non-lattice, Theorem B
of [21] can be applied to W∞ under P̂:
P̂(W
wσA
∞ > x) = P̂(W∞ > x) ∼ Ĉ∞x−κ′ .
The expression of Ĉ∞ in terms of fractional moments ofW∞ is given in Theorem 4.1 of [15].
Let us now prove Lemmas 16, 18, 19 and 20.
Lemma 16. For all ε > 0, A > 0,
P̂
(
L1 > εx, τ̂1 ≤ σA
)
= o(x−κ
′
).
Moreover, we have for all ε > 0, A > 0,
P̂
( σA∑
k=1
∑
u∈Ω(wk)
L1u > εx, σA < τ̂1
)
= o(x−κ
′
).
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Proof. Let ε > 0 and A > 0. Let us apply Markov’s inequality in both cases:
P̂
(
L1 > εx, τ̂1 ≤ σA
)
≤ (εx)−κ′Ê
[
(L11{τ̂1≤σA})
κ′1{L1>εx}
]
= (εx)−κ
′
Ê
[(
1 +
τ̂1∑
k=1
∑
u∈Ω(wk)
L1u
)κ′
1{τ̂1≤σA}1{L1>εx}
]
≤ (εx)−κ′Ê
[(
1 +
τ̂1∑
k=1
1{β(wk−1)<A}
∑
u∈Ω(wk)
L1u
)κ′
1{L1>εx}
]
,
where the equality is due to (4.17). For the same reason,
P̂
( σA∑
k=1
∑
u∈Ω(wk)
L1u > εx, σA < τ̂1
)
≤ (εx)−κ′Ê
[(
1 +
σA∑
k=1
∑
u∈Ω(wk)
L1u
)κ′
1{σA<τ̂1}1{L1>εx}
]
≤ (εx)−κ′Ê
[(
1 +
τ̂1∑
k=1
1{β(wk−1)<A}
∑
u∈Ω(wk)
L1u
)κ′
1{L1>εx}
]
.
Now since 1{L1>εx} tends to 0 when x tends to infinity, it is enough to show the finiteness
of Ê
[(∑τ̂1
k=1 1{β(wk−1)<A}
∑
u∈Ω(wk) L
1
u
)κ′]
to conclude. We have, κ′ being smaller than 1,
Ê
[( τ̂1∑
k=1
1{β(wk−1)<A}
∑
u∈Ω(wk)
L1u
)κ′]
≤ Ê
[ τ̂1∑
k=1
1{β(wk−1)<A}
( ∑
u∈Ω(wk)
L1u
)κ′]
≤ Ê
[ τ̂1∑
k=1
1{β(wk−1)<A}
( ∑
u∈Ω(wk)
Eβ(u)
[
L1
])κ′]
= Ê
[ τ̂1∑
k=1
1{β(wk−1)<A}
( ∑
u∈Ω(wk)
β(u)
)κ′]
,
where the second inequality is obtained after applying Jensen’s inequality (as κ′ ≤ 1) and the
branching property. The last equality is due to (4.2). Now conditioning on the edge local
times of the spine and using the branching property, we get that this is
≤ Ê
[ τ̂1∑
k=1
1{β(wk−1)<A}Êβ(wk−1)
[( ∑
|u|=1
β(u)
)κ′]]
= Ê
[ τ̂1∑
k=1
1{β(wk−1)<A}
β(wk−1)
Eβ(wk−1)
[( ∑
|u|=1
β(u)
)( ∑
|u|=1
β(u)
)κ′]]
= Ê
[ τ̂1∑
k=1
1{β(wk−1)<A}
β(wk−1)
Eβ(wk−1)
[( ∑
|u|=1
β(u)
)κ]]
where the first equality comes from Proposition 3. Finally, as noticed in Lemma 6, under
Pβ(wk−1),
∑
|u|=1 β(u) has the law of the sum of (β(wk−1) geometric r.v. of parameter 1/
(
1 +
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∑
|u|=1 e
−V (u)
)
, and Lemma 26 yields that this is
≤ Ê
[ τ̂1∑
k=1
1{β(wk−1)<A}
β(wk−1)
(
16β(wk−1)
(
E
[ ∑
|u|=1
e−V (u)
]
+ E
[( ∑
|u|=1
e−V (u)
)κ])
+ 2(β(wk−1))
κ
E
[( ∑
|u|=1
e−V (u)
)κ])]
≤ Ê
[ τ̂1∑
k=1
(
16
(
E
[ ∑
|u|=1
e−V (u)
]
+ E
[( ∑
|u|=1
e−V (u)
)κ])
+ 2Aκ
′
E
[( ∑
|u|=1
e−V (u)
)κ])]
<∞,
by (Hκ), and as Ê[τ̂1] is finite.
In light of (4.17), we get from this lemma that for any ε > 0, for sufficiently large A and
x,
(4.20)
P̂
( τ̂1∑
k=σA+1
∑
u∈Ω(wk)
L1u > x, σA < τ̂1
)
≤ P̂
(
L1 > x
)
≤ P̂
( τ̂1∑
k=σA+1
∑
u∈Ω(wk)
L1u > (1−ε)x, σA < τ̂1
)
+2εx−κ
′
.
In the lemmas to come, we will consider a certain quantity, namely Ê
[(
βA(wσA)
)κ′
1{σA<τ̂1}
]
.
Let us prove that it is finite.
Lemma 17. We let
KA := Ê
[(
βA(wσA)
)κ′
1{σA<τ̂1}
]
= Ê
[(
βA(wσA)
)κ′]
P̂
(
σA < τ̂1
)
.
The quantity KA is finite.
Proof. The equality is due to the strong Markov property: if we let σ+A := min{k > τ̂1 : β(wk) > A},
then
Ê
[(
βA(wσA)
)κ′
(1−1{σA<τ̂1})
]
= Ê
[(
βA(wσ+
A
)
)κ′
(1−1{σA<τ̂1})
]
= Ê
[(
βA(wσA)
)κ′]
P̂
(
1−1{σA<τ̂1})
)
,
by the strong Markov property in τ̂1.
To prove that this quantity is finite, let us just follow the lines of Lemma 4 of [22]. For
convenience, we will actually study β(wσA) = β
A(wσA) + 1. Let A > 0, we have on the event
{σA < τ̂1},
β(wσA) =
(
β(wσA−1) + 1
) β(wσA)
β(wσA−1) + 1
≤ (A+ 1) β(wσA)
β(wσA−1) + 1
≤ (A + 1)
τ̂1−1∑
k=1
β(wk)
β(wk−1) + 1
.
Thus, as κ′ ≤ 1, and then by Jensen’s inequality, we have
KA = Ê
[(
β(wσA)
)κ′
1{σA<τ̂1}
]
≤ (A+ 1)κ′ ∑
k≥1
Ê
[
1{k<τ̂1}
( β(wk)
β(wk−1) + 1
)κ′]
≤ (A+ 1)κ′ ∑
k≥1
Ê
[
1{k<τ̂1}
(Ê[β(wk)∣∣∣(β(wℓ))
ℓ∈J1;k−1K
]
β(wk−1) + 1
)κ′]
.
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Now recall from Subsection 3.4 that for any k ≥ 1 β(wk) is a negative binomial random
variable of parameters
(
β(wk−1) + 1, 1/(1 + e
V (wk)−V (wk−1))
)
plus one. Thus,
KA ≤ (A+ 1)κ′
∑
k≥1
Ê
[
1{k<τ̂1}
((β(wk−1) + 1)e−∆V (wk) + 1
β(wk−1) + 1
)κ′]
≤ (A+ 1)κ′ ∑
k≥1
Ê
[
1{k<τ̂1}
(
e−κ
′∆V (wk) + 1
)]
The event {k < τ̂1} = {k − 1 ≤ τ̂1} being independent of the environment above wk−1 (so
independent of e−∆V (wk)), we get
KA ≤ (A+ 1)κ′
∑
k≥1
Ê[1{k<τ̂1}]
(
Ê
[
e−κ
′∆V (wk)
]
+ 1
)
= (A+ 1)κ
′
Ê[τ̂1 − 1]
(
ψ(κ) + 1
)
<∞,
where we used the branching property and the many-to-one lemma (Lemma 8) in the last
equality. The expectation Ê[τ̂1 − 1] is finite thanks to (4.4).
Lemma 18. For all ε > 0, there exists an A0 such that for any A > A0 we have for all x ≥ 1,
P̂
(∣∣∣∣( τ̂1∑
k=σA+1
∑
u∈Ω(wk)
βA(u)W u∞
)
− βA(wσA)WwσA∞
∣∣∣∣ > εx, σA < τ̂1) ≤ εx−κ′KA.
Proof. Actually, we intend to show a more general result, which will be helpful in the proof of
Lemma 20: let us consider a family of i.i.d. random variables indexed by the set of the siblings
of the spine, that we denote by (Zu)u∈Ω (where we have set Ω :=
⋃
k≥1Ω(wk)). Suppose that
this family is independent of the walk and the environment on the spine and the siblings of the
spine
(
(β(wk), V (wk))k≥0, (β(u), V (u))u∈Ω
)
, and suppose that these random variables admit a
finite moment of order κ′. Let for every k ≥ 0
(4.21) Zwk :=
∑
ℓ≥k+1
e−(V (wℓ−1)−V (wk))
∑
u∈Ω(wℓ)
e−∆V (u)Zu.
Notice that when (Zu)u∈Ω = (W
u
∞)u∈Ω, then Zwk = W
wk
∞ . As the Zu have a finite moment
of order κ′ ≤ 1, so do the ∑u∈Ω(wℓ) e−(V (u)−V (wℓ−1))Zu for ℓ ≥ 1 (this can be seen using the
many-to-one lemma, Hölder’s inequality and (Hκ)), and then Theorem B of [21] ensures that
there exists a constant CZ such that for any k ≥ 0,
(4.22) P̂
(
Zwk > x
)
∼
x→∞
CZx
−κ′ .
Let us fix ε > 0. We want to prove that there exists an A0 such that for any A > A0 and any
x ≥ 1:
(4.23) P̂
(∣∣∣∣( τ̂1∑
k=σA+1
∑
u∈Ω(wk)
βA(u)Zu
)
− βA(wσA)ZwσA
∣∣∣∣ > εx, σA < τ̂1) ≤ εx−κ′KA.
The (W u∞)u∈Ω being i.i.d. and independent of the walk and the environment on the spine and
the siblings of the spine, and admitting a finite moment of order κ′, proving (4.23) is enough
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to prove the lemma.
As βA(v) = 0 for vertices v ∈ T such that wτ̂1 ≤ v, and by definition of ZwσA , we have
τ̂1∑
k=σA+1
∑
u∈Ω(wk)
βA(u)Zu − βA(wσA)ZwσA =
∑
k≥σA+1
∑
u∈Ω(wk)
(
βA(u)− βA(wk−1)e−∆V (u)
)
Zu
+
∑
k≥σA+1
(
βA(wk−1)− βA(wσA)e−(V (wk−1)−V (wσA))
) ∑
u∈Ω(wk)
e−∆V (u)Zu.
Hence, by the union bound, denoting ZΩ(wk) :=
∑
u∈Ω(wk) e
−(V (u)−V (wk−1))Zu for every k ≥ 1,
we just have to prove that the two following quantities
fA(x) := P̂
(∣∣∣∣ ∑
k≥σA
(
βA(wk)− βA(wσA)e−(V (wk)−V (wσA ))
)
ZΩ(wk+1)
∣∣∣∣ > ε2x, σA < τ̂1
)
and
gA(x) := P̂
(∣∣∣∣ ∑
k≥σA+1
∑
u∈Ω(wk)
(
βA(u)− βA(wk−1)e−(V (u)−V (wσA))
)
Zu
∣∣∣∣ > ε2x, σA < τ̂1
)
are smaller than ε
2
x−κ
′
Ê
[(
βA(wσA)
)κ′
1{σA<τ̂1}
]
for A large enough uniformly in x ≥ 1 and
ε > 0 to get (4.23). Let ε > 0, x ≥ 1.
Let us start with fA(x). Let us decompose β
A(wk)− βA(wσA)e−(V (wk)−V (wσA)) for k ≥ σA:
(
βA(wk)− βA(wσA)e−(V (wk)−V (wσA))
)
=
k∑
ℓ=σA+1
(
βA(wℓ)e
−(V (wk)−V (wℓ)) − βA(wℓ−1)e−(V (wk)−V (wℓ−1))
)
=
k∑
ℓ=σA+1
e−(V (wk)−V (wℓ))
(
βA(wℓ)− βA(wℓ−1)e−(V (wℓ)−V (wℓ−1))
)
.
Hence, inverting the sums on k and ℓ we get∑
k≥σA
∣∣∣βA(wk)− βA(wσA|e−(V (wk)−V (wσA)))ZΩ(wk+1)
≤ ∑
ℓ≥σA+1
∣∣∣βA(wℓ)− βA(wℓ−1)e−(V (wℓ)−V (wℓ−1))∣∣∣∑
k≥ℓ
e−(V (wk)−V (wℓ))ZΩ(wk+1)
=
∑
ℓ≥σA+1
(
βA(wℓ)− βA(wℓ−1)e−∆V (wℓ)
)
Zwℓ.
This yields (using also the fact that
∑
ℓ≥1 ℓ
−2 = π2/6 < 2),
fA(x) = P̂
(∣∣∣ ∑
ℓ≥σA+1
(
βA(wℓ)− βA(wℓ−1)e−∆V (wℓ)
)
Zwℓ
∣∣∣ > ∑
ℓ≥σA+1
(ℓ− σA)−26π−2εx, σA < τ̂1
)
≤ Ê
[ ∑
ℓ≥σA+1
P̂
(
Zwℓ >
(ℓ− σA)−2εx
2|βA(wℓ)− βA(wℓ−1)e−∆V (wℓ)| , σA < τ̂1
∣∣∣∣σA, (V (wk), βA(wk))k≤ℓ)]
≤ Ê
[ ∑
ℓ≥σA+1
C ′Z(εx)
−κ′2κ
′
(ℓ− σA)2κ′ |βA(wℓ)− βA(wℓ−1)e−∆V (wℓ)|κ′1{σA<τ̂1}
]
,(4.24)
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where the last inequality comes from equation (4.22), and where C ′Z ≥ CZ is a suitable
constant. Now, as each βA(wℓ) has the law of the sum of β
A(wℓ−1) geometric r.v. of parameter
e−∆V (wℓ)/(1 + e−∆V (wℓ)), we have (using Jensen’s inequality first)
Ê
[
|βA(wℓ)− βA(wℓ−1)e−∆V (wℓ)|κ′
∣∣∣βA(wℓ),∆V (wℓ)]
≤ Ê
[
|βA(wℓ)− βA(wℓ−1)e−∆V (wℓ)|2
∣∣∣βA(wℓ),∆V (wℓ)]κ′/2
= Ê
[
βA(wℓ−1)
(
e−2∆V (wℓ) + e−∆V (wℓ)
)∣∣∣βA(wℓ),∆V (wℓ)]κ′/2
≤
(
βA(wℓ−1)
)κ′/2(
e−κ
′∆V (wℓ) + e−
κ′
2
∆V (wℓ)
)
,(4.25)
( we recall that κ′ ≤ 1). Plugging this into (4.24) yields
fA(x) ≤ C ′Z2κ
′
(εx)−κ
′
Ê
[ ∑
ℓ≥σA+1
(ℓ− σA)2κ′
(
βA(wℓ−1)
)κ′/2(
e−κ
′∆V (wℓ) + e−
κ′
2
∆V (wℓ)
)
1{σA<τ̂1}
]
≤ C ′Z2κ
′
(εx)−κ
′
Ê
[ ∑
ℓ≥σA+1
(ℓ− σA)2κ′
(
βA(wℓ−1)
)κ′/2
1{σA<τ̂1}
]
× Ê
[(
e−κ
′∆V (w1) + e−
κ′
2
∆V (w1)
)]
,
(4.26)
by the branching property of the environment. Thanks to (4.3) and the many-to-one lemma,
we finally obtain
fA(x) ≤ C ′ZCα2κ
′
(εx)−κ
′
Ê
[(
βA(wσA)
)κ′/2
1{σA<τ̂1}
]
(ψ(κ) + ψ(1 +
κ
2
))
≤ CA−κ′/2x−κ′Ê
[(
βA(wσA)
)κ′
1{σA<τ̂1}
]
,(4.27)
since βA(wσA) ≥ A. Now forA large enough, this is smaller than ε2x−κ
′
Ê
[(
βA(wσA)
)κ′
1{σA<τ̂1}
]
,
which is what we wanted on fA(x).
Let us now deal with gA(x). The equality
∑
k 1/k
2 = π2/6 and Markov’s inequality yield
(4.28)
gA(x) ≤ (ε
2
x)−κ
′
Ê
[ ∑
k≥σA+1
(k−σA)2κ′
∣∣∣ ∑
u∈Ω(wk)
(
βA(u)−βA(wwk−1)e−(V (u)−V (wσA))
)
Zu
∣∣∣κ′1{σA<τ̂1}
]
.
As for any k > σA, conditionally on β
A(wk−1) and V, Lemma 6 ensures that the (β
A(u))u∈Ω(wk)
are uncorrelated and have variances (βA(wk−1)(e
−∆V (u) + e−2∆V (u)))u∈Ω(wk), we have (after
applying Jensen’s inequality)
ÊV
[∣∣∣ ∑
u∈Ω(wk)
(
βA(u)− βA(wk−1)e−∆V (u)
)
Zu
∣∣∣κ′]
≤ ÊV
[
ÊV
[∣∣∣ ∑
u∈Ω(wk)
(
βA(u)− βA(wk−1)e−∆V (u)
)
Zu
∣∣∣2 ∣∣∣∣βA(wk−1), (Zu)u]κ′/2]
=
[
ÊV
[
βA(wk−1)
( ∑
u∈Ω(wk)
(e−∆V (u) + e−2∆V (u))Z2u
)κ′/2]
,(4.29)
and we can conclude in a similar way as we did for fA(x).
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Lemma 19. For all ε > 0, there exists an A0 such that for any A > A0 we have for all x ≥ 1
P̂
( τ̂1∑
k=σA+1
∑
u∈Ω(wk)
(
β(u)− βA(u)
)
W u∞ > εx, σA < τ̂1
)
≤ εx−κ′KA.
Proof. Just as in the proof of the previous lemma (Lemma 18), we intend to prove a little more
than required. Denoting by (Zu)u∈Ω (with Ω :=
⋃
k≥1Ω(wk)) a family of random variables
independent of the walk and the environment on the spine and the siblings of the spine(
(β(wk), V (wk))k≥0, (β(u), V (u))u∈Ω
)
with a finite moment of order κ′, we want to prove that
for all ε > 0, there exists an A0 such that for any A > A0, for all x ≥ 1,
(4.30) hA(x) := P̂
( τ̂1∑
k=σA+1
∑
u∈Ω(wk)
(
β(u)− βA(u)
)
Zu > εx, σA < τ̂1
)
≤ εx−κ′KA.
As explained in the proof of Lemma 18, the properties of (W u∞)u∈Ω are such that proving (4.30)
is enough to prove the lemma.
So let ε > 0 be fixed. Recall the definition of β1i and β
2
i from Subsection 3.4. Notice that
on {σA < τ̂1}, if k ∈ JσA + 1; τ̂1K, then for any u ∈ Ω(wk)
(
β(u)− βA(u)
)
=
τ̂1−1∑
i=σA
(β1i (u) + β
2
i (u)).
This yields
τ̂1∑
k=σA+1
∑
u∈Ω(wk)
(
β(u)− βA(u)
)
Zu =
τ̂1−1∑
i=σA
( τ̂1∑
k=σA+1
∑
u∈Ω(wk)
(
β1i (u) + β
2
i (u)
)
Zu
)
=
τ̂1−1∑
i=σA
( ∑
k≥i+1
∑
u∈Ω(wk)
(
β1i (u) + β
2
i (u)
)
Zu
)
,
where the last equality comes from the fact that β1i (wk−1) = β
2
i (wk−1) = 0 for k ≤ i, as the
walks launched on wi are killed when they reach wi−1, and β
1
i (wk−1) = β
2
i (wk−1) = 0 for
k ≥ τ̂1, as τ̂1 is the first level such that none of the walk launched below reach it. Now as∑∞
i=1 i
−2 = π2/6 < 2, the union bound yields
hA(x) = P̂
( τ̂1−1∑
i=σA
( ∑
k≥i+1
∑
u∈Ω(wk)
(
β1i (u) + β
2
i (u)
)
Zu
)
> εx6π−2
∑
i≥σA
(i− σA + 1)−2
)
≤∑
i≥1
P̂
(
1{σA≤i<τ̂1}
∑
k≥i+1
∑
u∈Ω(wk)
β1i (u)Zu >
ε
4
x(i− σA + 1)−2
)
+ P̂
(
1{σA≤i<τ̂1}
∑
k≥i+1
∑
u∈Ω(wk)
β2i (u)Zu >
ε
4
x(i− σA + 1)−2
)
But β1i , β
1
i and (Zu)u∈Ω(wk) (for k > σA) only depend on the walks launched above wi and
on the environment above wi, when the event {σA ≤ i < τ̂1} only depends on the walks
launched strictly below wi and on the environment of the spine below wi. Thus β
1
i and
β2i and the (Zu)u∈Ω(wk) are independent of the event {σA ≤ i < τ̂1}, and since all the
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∑
k≥i+1
∑
u∈Ω(wk) β
1
i (u)Zu and
∑
k≥i+1
∑
u∈Ω(wk) β
2
i (u)Zu have the distribution of
∑
k≥1
∑
u∈Ω(wk) β
1
0(u)Zu
we get (with the change of variable j = i− σA) that
(4.31) hA(x) ≤
∑
j≥1
2P̂(1 ≤ j < τ̂1 − σA)P̂
(∑
k≥1
∑
u∈Ω(wk)
β10(u)Zu >
ε
4
xj−2
)
.
Notice that now, it would be enough to conclude that there exists a constant C such that for
x ≥ 1,
(4.32) P̂
(∑
k≥1
∑
u∈Ω(wk)
β10(u)Zu > x
)
≤ Cx−κ′.
Indeed, if this inequality was satisfied, equation (4.31) would yield
hA(x) ≤ C(4
ε
)κ
′
x−κ
′
∞∑
j=1
2P̂(1 ≤ j < τ̂1 − σA)j2κ′
= C(
4
ε
)κ
′
x−κ
′
Ê[(τ̂1 − σA)2κ′+11{τ̂1≥σA}]
= C(
4
ε
)κ
′
x−κ
′
Ê
[
Êβ(wσA)[(τ̂1)
2κ′+1]1{τ̂1≥σA}
]
≤ C(4
ε
)κ
′
x−κ
′
Ê[C1 ln
1+2κ′(1 + β(wσA))1{τ̂1≥σA}]
≤ CC1 ln
1+2κ′(1 + A)
Aκ′
(
4
ε
)κ
′
x−κ
′
Ê[
(
β(wσA)
)κ′
1{τ̂1≥σA}],
where we used the branching property in the second equality, and equation (4.4) in the last
but one inequality. Now using the fact that βA(wσA) = β(wσA) + 1 ≥ 12β(wσA), this last
quantity could be made smaller than εx−κ
′
Ê[
(
βA(wσA)
)κ′
1{τ̂1≥σA}] for A large enough, thus
proving the lemma. So let us prove that (4.32) stands. We have
P̂
(∑
k≥1
∑
u∈Ω(wk)
β10(u)Zu > x
)
≤ P̂
(∑
k≥1
β10(wk−1)
∑
u∈Ω(wk)
e−(V (u)−V (wk−1))Zu >
x
2
)
︸ ︷︷ ︸
=:f(x)
+ P̂
(∑
k≥1
∑
u∈Ω(wk)
|β10(u)− β10(wk−1)e−(V (u)−V (wk−1))|Zu >
x
2
)
︸ ︷︷ ︸
=:g(x)
.
We denoted by f(x) and g(x) these last two quantities. Let us show that they are both smaller
than Cx−κ
′
for a certain C.
Let us start with f(x). Recall the definition of (Zwk)k≥0 from (4.21). For any k ≥ 0,
noticing that Zwk =
(∑
u∈Ω(wk+1) e
−(V (u)−V (wk))Zu
)
+ e−(V (wk+1)−V (wk))Zwk+1, we get∑
k≥1
β10(wk−1)
∑
u∈Ω(wk)
e−(V (u)−V (wk))Zu =
∑
k≥1
β10(wk)
(
Zwk − e−(V (wk+1)−V (wk))Zwk+1
)
=
∑
k≥1
(
β10(wk)− β10(wk−1)e−(V (wk)−V (wk−1))
)
Zwk ,
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(we recall that β10(w0) = 0). This yields by the union bound (and using the fact that∑
k≥1 k
−2 = π2/6 < 2)
f(x) = P̂
(∑
k≥1
(
β10(wk)− β10(wk−1)e−(V (wk)−V (wk−1))
)
Zwk > x6π
−2
∑
k≥1
k−2
)
≤ ∑
k≥1
P̂
((
β10(wk)− β10(wk−1)e−(V (wk)−V (wk−1))
)
Zwk >
1
2
xk−2
)
and we can proceed as for fA(x) in (4.24), (4.25) and (4.27), with A = 1 (so β
A(wσA) = 1).
Likewise, the domination of g(x) can be made similarly to that of gA(x) in (4.28) and what
follows.
Lemma 20. For all ε > 0, there exists an A0 such that for any A > A0 we have for x large
enough
P̂
(∣∣∣ τ̂1∑
k=σA+1
∑
u∈Ω(wk)
β(u)W u∞ −
τ̂1∑
k=σA+1
∑
u∈Ω(wk)
L1u
∣∣∣ > εx, σA < τ̂1) ≤ εx−κ′KA.
Proof. Let ε > 0. Let A ≥ 1 and x ≥ 1. First, the union bound yields
P̂
(∣∣∣ τ̂1∑
k=σA+1
∑
u∈Ω(wk)
β(u)W u∞−
τ̂1∑
k=σA+1
∑
u∈Ω(wk)
L1u
∣∣∣ > εx, σA < τ̂1)
≤ P̂
( τ̂1∑
k=σA+1
∑
u∈Ω(wk)
βA(u)
∣∣∣W u∞ − L1uβ(u)
∣∣∣ > εx, σA < τ̂1)
+ P̂
( τ̂1∑
k=σA+1
∑
u∈Ω(wk)
(
β(u)− βA(u)
)∣∣∣W u∞ − L1uβ(u)
∣∣∣ > εx, σA < τ̂1).(4.33)
Now according to Proposition 6, we can apply Lemma 27 (in the appendix) to the |W u∞− L
1
u
β(u)
∣∣∣
for u ∈ Ω: there exists a positive random variable Y with a finite moment of order 1 + α
(with α ∈ (0;κ′)) and a decreasing sequence (an)n≥1 which tends to zero (with a0 ≤ 1), such
that for any n, anY is stochastically greater than |W∞ − L1k | under Pk for any k ≥ n. Let us
set (Yu)u∈Ω a sequence of independent random variables of same law as Y , independent of the
environment of the spine and the walk on the spine. This yields (using also the fact that the
(an)n≥1 are smaller than 1) that the second quantity of (4.33) is smaller than
P̂
( τ̂1∑
k=σA+1
∑
u∈Ω(wk)
(
β(u)− βA(u)
)
Yu > εx, σA < τ̂1
)
,
which according to (4.30) can be made smaller than εx−κ
′
Ê
[(
βA(wσA)
)κ′
1{σA<τ̂1}
]
for A large
enough. Therefore, we just have to bound the first quantity of (4.33) to show the lemma. For
the reasons explained above, we can write that
P̂
( τ̂1∑
k=σA+1
∑
u∈Ω(wk)
βA(u)
∣∣∣W u∞− L1uβ(u)
∣∣∣ > εx, σA < τ̂1) ≤ P̂( τ̂1∑
k=σA+1
∑
u∈Ω(wk)
βA(u)aβ(u)Yu > εx, σA < τ̂1
)
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We will deal with this last quantity until the end of the proof, as it will be more convenient to
bound as required. In order to deal with the case where #{u ∈ Ω(wk)} =∞, let us introduce
for every k ≥ 1, p ≥ 1,
ÊpΩ(wk) := {u ∈ Ω(wk),#{v ∈ T : e−V (v) ≥ e−V (u)} < p},
the set of the (at most) p vertices of Ω(wk) with lowest potential, which is finite (according
to the second condition of (Hc)). Let N ≥ 1, p ≥ 1; discussing for each u ∈ Ω(wk) ( with
k ≥ σA + 1) on whether u ∈ ÊpΩ(wk) or not, and then on whether β(u) > N or not, we get by
the union bound (and the fact that (an)n≥1 ≤ 1, and βA ≤ β)
P̂
( τ̂1∑
k=σA+1
∑
u∈Ω(wk)
βA(u)aβ(u)Yu > εx, σA < τ̂1
)
≤ P̂
( τ̂1∑
k=σA+1
∑
u∈Êp
Ω(wk)
βA(u)aNYu >
ε
3
x, σA < τ̂1
)
︸ ︷︷ ︸
=:fN,p(x)
+ P̂
( τ̂1∑
k=σA+1
∑
u∈Êp
Ω(wk)
NYu >
ε
3
x, σA < τ̂1
)
︸ ︷︷ ︸
=:gN,p(x)
+ P̂
( τ̂1∑
k=σA+1
∑
u/∈Êp
Ω(wk)
βA(u)Yu >
ε
3
x, σA < τ̂1
)
︸ ︷︷ ︸
=:hp(x)
Therefore, to prove the lemma it suffices to show that there exist p and N such that fN,p(x),
gN,p(x) and hp(x) can each be made smaller than εx
−κ′Ê
[(
βA(wσA)
)κ′
1{σA<τ̂1}
]
for A and x
large enough.
• Let us start with hp(x). We have that
hp(x) ≤P̂
(∣∣∣ τ̂1∑
k=σA+1
∑
u/∈Êp
Ω(wk)
(
βA(u)− βA(wσA)e−(V (u)−V (wσA))
)
Yu
∣∣∣ > ε
6
x, σA < τ̂1
)
+ P̂
(
βA(wσA)
τ̂1∑
k=σA+1
e−(V (wk−1)−V (wσA))
∑
u/∈Êp
Ω(wk)
e−(V (u)−V (wk−1))Yu >
ε
6
x, σA < τ̂1
)
The first quantity of this last sum can be bounded by
P̂
(∣∣∣ τ̂1∑
k=σA+1
∑
u∈Ω(wk)
(
βA(u)− βA(wσA)e−(V (u)−V (wσA))
)
Yu
∣∣∣ > ε
6
x, σA < τ̂1
)
,
which according to (4.23) can be bounded by 1
2
εx−κ
′
Ê
[(
βA(wσA)
)κ′
1{σA<τ̂1}
]
for A large enough
(the (Yu)u∈Ω satisfying the same conditions as the (Zu)u∈Ω). For the second quantity of this
sum, notice that as for any k ≥ 1
Ê
[( ∑
u∈Ω(wk)
e−(V (u)−V (wk−1))Yu
)κ′]
≤ Ê[Yu]κ′Ê
[( ∑
←
u=wk
e−(V (u)−V (wk−1))
)κ′]
= Ê[Yu]
κ′
E
[( ∑
|u|=1
e−V (u)
)κ]
,
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which is finite. We used Jensen’s inequality first, and then the branching property and the
many-to-one lemma (Lemma 8). This allows us to apply Theorem B of [21] to the ran-
dom variable
∑
k≥σA+1 e
−(V (wk−1)−V (wσA))
∑
u/∈Êp
Ω(wk)
e−(V (u)−V (wk−1))Yu: there exists a constant
Cp ∈ (0,∞) such that
P̂
( ∑
k≥σA+1
e−(V (wk−1)−V (wσA))
∑
u/∈Êp
Ω(wk)
e−(V (u)−V (wk−1))Yu > x
)
∼
x→∞
Cpx
−κ′,
which implies that there exist positive constants Kp, K
′
p such that
P̂
( ∑
k≥σA+1
e−(V (wk−1)−V (wσA))
∑
u/∈Êp
Ω(wk)
e−(V (u)−V (wk−1))Yu > x
)
≤ Kp1{x≤K ′p} + Cpx−κ
′
.
Consequently,
P̂
(
βA(wσA)
τ̂1∑
k=σA+1
e−(V (wk−1)−V (wσA))
∑
u/∈Êp
Ω(wk)
e−(V (u)−V (wk−1))Yu >
ε
6
x, σA < τ̂1
)
≤ Ê
[
P̂
( ∑
k≥σA+1
e−(V (wk−1)−V (wσA))
∑
u/∈Êp
Ω(wk)
e−(V (u)−V (wk−1))Yu >
ε
6βA(wσA)
x
)
1{σA<τ̂1}
]
≤ KpP̂
(
βA(wσA) ≥
x
6K ′p
, σA < τ̂1
)
+ CpÊ
[(
βA(wσA)
)κ′
1{σA<τ̂1}
]
x−κ
′
.
Now, as according to Corollary 4.3 of [15],
Cp ≤ 1
κE[
∑
|u|=1−V (u)e−κV (u)]
Ê
[( ∑
u/∈Êp
Ω(w1)
e−(V (u)−V (wk−1))Yu
)κ′]
we have (by Lebesgue’s dominated convergence theorem) that for p large enough, for any
A > 0, this last quantity is smaller than
KpP̂
(
βA(wσA) ≥
x
6K ′p
, σA < τ̂1
)
+
ε
2
x−κ
′
Ê
[(
βA(wσA)
)κ′
1{σA<τ̂1}
]
≤ Kp(6Kp′)κ′x−κ′Ê
[(
βA(wσA)
)κ′
1{σA<τ̂1}1{x≤Kp′βA(wσA)}
]
+
ε
2
x−κ
′
Ê
[(
βA(wσA)
)κ′
1{σA<τ̂1}
]
,
by Markov’s inequality. This yields that for x large enough, we have
(4.34) hp(x) ≤ εx−κ′Ê
[(
βA(wσA)
)κ′
1{σA<τ̂1}
]
.
• Let us now deal with fN,p(x) for p fixed and x large enough such that (4.34) holds. We
have
fN,p(x) ≤ P̂
(∣∣∣ τ̂1∑
k=σA+1
∑
u∈Ω(wk)
βA(u)Yu − βA(wσA)YwσA
∣∣∣ > ε
6aN
x, σA < τ̂1
)
+P̂
(
βA(wσA)YwσA >
ε
6aN
x, σA < τ̂1
)
,
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where we recall that following the notation introduced in the proofs of Lemmas 18 and 19, we
denoted by YwσA the random variable
∑
k≥σA+1 e
−(V (wk−1)−V (wσA))
∑
u∈Ω(wk) e
−(V (u)−V (wk−1))Yu.
Now equation (4.23) and Theorem B of [21] applied to YwσA yield that for A large enough
fN,p(x) ≤ ε(6aN)κ′x−κ′Ê
[(
βA(wσA)
)κ′
1{σA<τ̂1}
]
+ CY (6aN)
κ′x−κ
′
Ê
[(
βA(wσA)
)κ′
1{σA<τ̂1}
]
,
where CY is to YwσA what CZ is to ZwσA in (4.22). Then, as an → 0, we have for N large
enough
(4.35) fN,p(x) ≤ εx−κ′Ê
[(
βA(wσA)
)κ′
1{σA<τ̂1}
]
.
• Finally, let us consider gN,p(x) for p and N fixed such that (4.34) and (4.35) hold. We
have by Markov’s inequality
(4.36) gN,p(x) ≤ (3
ε
)x−κ
′
Ê
[( τ̂1∑
k=σA+1
∑
u∈Êp
Ω(wk)
NYu
)κ′
1{σA<τ̂1}1{
∑τ̂1
k=σA+1
∑
u∈Ê
p
Ω(wk)
NYu>
ε
3
x}
]
.
Let us study the expectation appearing in this expression; we have as κ′ ≤ 1 and as #ÊΩ(wk) ≤ p,
Ê
[( τ̂1∑
k=σA+1
∑
u∈Êp
Ω(wk)
NY
)κ′
1{σA<τ̂1}
]
≤ Ê
[ τ̂1∑
k=σA+1
∑
u∈Êp
Ω(wk)
Nκ
′
Y κ
′
u 1{σA<τ̂1}
]
≤ Ê
[
(τ̂1 − σA)1{σA<τ̂1}
]
pNκ
′
E[Y κ
′
]
= Ê
[
Êβ(wσA)[τ̂1]1{σA<τ̂1}
]
pNκ
′
E[Y κ
′
]
≤ Ê
[
C1 ln(1 + β(wσA))1{σA<τ̂1}
]
pNκ
′
E[Y κ
′
]
≤ C1Ê
[(
β(wσA)
)κ′
1{σA<τ̂1}
]
pNκ
′
E[Y κ
′
],
where the equality is obtained by the strong Markov property and where the last but one
inequality is obtained thanks to (4.4). This together with (4.36) (and the fact that βA(wσA) =
β(wσA)− 1 ≥ 12β(wσA)) yields that for any A, for x large enough,
gN,p(x) ≤ εx−κ′Ê
[(
βA(wσA)
)κ′
1{σA<τ̂1}
]
as required, thus concluding the proof of the lemma.
We can now prove that (4.14) stands.
Proposition 7. There exists a constant K ∈ (0;∞) such that
P̂
(
L1 > x
)
∼ Kx−κ′ .
The forests FX and FR satisfy hypothesis (Hℓ)(iii).
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Proof. Let ε > 0. Combining (4.20) with Lemma 20 allows us to write that for A and x large
enough,
P̂
(
L1 > x
)
≥ P̂
( τ̂1∑
k=σA+1
∑
u∈Ω(wk)
β(u)W u∞ > (1 + ε)x, σA < τ̂1
)
− εx−κ′KA
and
P̂
(
L1 > x
)
≤ P̂
( τ̂1∑
k=σA+1
∑
u∈Ω(wk)
β(u)W u∞ > (1− 2ε)x, σA < τ̂1
)
+ εx−κ
′
(
2 +KA
)
.
Then, Lemmas 19 and 18, yield that for A and x large enough,
(4.37) P̂
(
L1 > x
)
≥ P̂
(
βA(wσA)W
wσA
∞ > (1 + 3ε)x, σA < τ̂1
)
− 3εx−κ′KA
and
(4.38) P̂
(
L1 > x
)
≤ P̂
(
βA(wσA)W
wσA
∞ > (1− 4ε)x, σA < τ̂1
)
+ εx−κ
′
(
2 + 3KA
)
.
Now, Lemma 15 and Lebesgue’s dominated convergence theorem yield that for any A > 0, we
have
lim
x→∞
xκ
′
P̂
(
βA(wσA)W
wσA
∞ > x, σA < τ̂1
)
= lim
x→∞
xκ
′
Ê
[
P̂
(
W
wσA
∞ >
x
βA(wσA)
| FσA
)
1{σA<τ̂1}
]
= Ĉ∞Ê
[(
βA(wσA)
)κ′
1{σA<τ̂1}
]
= Ĉ∞KA ∈ (0;∞).
Therefore, equations (4.37) and (4.38) yield for ε > 0 and A > 0 large enough,
0 < ((1 + 3ε)−κĈ∞ − 3ε)KA ≤ lim inf
x→∞
xκP̂
(
L1 > x
)
≤ lim sup
x→∞
xκP̂
(
L1 > x
)
≤ ((1− 4ε)−κĈ∞ + 3ε)KA + 2ε <∞
This ensures the non-triviality of the potential limit in x of xκP̂
(
L1 > x
)
. Taking the lim sup
(resp. lim inf) in A on the left member (resp. right member) of this inequality, and then letting
ε→ 0 ensures that this limit exists and is equal to Ĉ∞ limA→∞KA.
As explained at the beginning of Subsection 4.2, P̂(L1 > x) ∼ Kx−κ′ is equivalent to
P(L1 > x) ∼ κ−1
κ
Kx−κ, and therefore the reproduction laws of forests FX and FR satisfy
hypothesis (Hℓ)(iii).
Remark 5. The constant K⋆ for which (Hℓ)(iii) is satisfied is thus equal to
κ−1
κ
Ĉ∞ limA→∞KA,
but we are unable to compute this last limit.
5 Proof of Theorem 1
Let us now return to the random walk on V that we initially considered, (XVn )n≥0. We intend
to prove Theorem 1 by linking this random walk to another one taking place on a forest
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as introduced at the beginning of Section 2. The strategy of the proof is the same as that
presented in Section 5 of [1], but we write it thoroughly for the sake of completeness.
For every k ≥ 1, let
Tk := inf{n ≥ 1 :
∑
1≤i≤k
1
{Xi−1=
←
ρ ,Xi=ρ}
= k}.
be the time of the kth visit to ρ from its parent. In other words, Tn is the time after which
n excursions have been made from
←
ρ , and so the law of TTn the visited tree at time Tn is
the same as that of T under Pn. We extend the notation β introduced in Subsection 2.1 by
setting for every u ∈ T and every k ≥ 1
β(k)(u) :=
Tk∑
i=1
1
{Xi−1=
←
u ,Xi=u}
.
We have the following lemma, which is the analogue of Lemma 7.1 of [1]:
Lemma 21. P∗-almost surely, Tn1−1/κ⌊ln10(n)⌋ ≥ n for n ≥ 1 large enough.
Proof. For every k ≥ 1, let us set R(k) := #TTk as the number of distinct vertices visited by
(Xn)n≥0 after k excursions from
←
ρ . Observe that {Tn1−1/κ⌊ln10(n)⌋ ≥ n} ⊃ {R(n1−1/κ⌊ln10(n)⌋) ≥
n}. Therefore, it is enough to show that P∗-almost surely,
R(k⌊ln
10(k)⌋) ≥ k κκ−1 for k large enough.
Now notice that the probabilityPV
(
R(k⌊ln
10(k)⌋) < k
κ
κ−1
)
is smaller thanPV
(
R(1) < k
κ
κ−1
)k⌊ln10(k)⌋
.
On the event
{
PV
(
R(1) ≥ k κκ−1
)
≥ 1
k⌊ln5(k)⌋
}
, we get that PV
(
R(k⌊ln
10(k)⌋) < k
κ
κ−1
)
≤ e−⌊ln5(k)⌋
which is summable in k. Therefore, if we are able to show that P∗-almost surely, for k large
enough, PV
(
R(1) ≥ k κκ−1
)
≥ 1
k⌊ln5(n)⌋
, then the lemma will be proved.
Let us set Gk := {u ∈ T : eV (u) ≥ k ln2(k) and eV (v) < k ln2(k) ∀v < u} as the set
of vertices the exponential potential of which is the first of their ancestry line to overshoot
k ln2(k). According to the proof of Lemma 7.1 of [1], there exist constants C, c > 0 such that
if we set G′k := {u ∈ Gk : eV (u) < 2Ck ln2(k)}, then P∗-almost surely, there exists ε > 0 such
that,
• for k large enough, #G′k ≥ cεk ln2(k), and
• for k large enough, |u| < ⌊ln2(k)⌋ for any u ∈ G′k.
For all ε > 0, k0 > 0, let Eε,k0 :=
⋃
k≥k0
{
#G′k ≥ cεk ln2(k) and |u| < ⌊ln2(k)⌋ ∀u ∈ G′k
}
.
Let us now consider for any u ∈ T, (X(u)n )n≥0 as the first excursion from u of the random walk
(Xn)n≥0. Let Eu,k be the event that the walk (X(u)n )n≥0 hits more than k
κ
1−κ distinct vertices
before hitting
←
u. Notice that the quenched probability PV
(
R(1) ≥ k κκ−1
)
is larger than the
probability that there exists a u ∈ G′k such that u gets visited before T1 and Eu,k happens.
Moreover, as remarked by A.O. Golosov [16], the probability that the walks visits u before
visiting
←
ρ is equal to (1+eV (u1)+ · · ·+eV (u))−1 and when u ∈ G′k, (1+eV (u1)+ · · ·+eV (u))−1 ≥
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(
2/C×k⌊ln2(k)⌋× (|u|+1)
)−1 ≥ 2(⌊ln(k)⌋×k⌊ln2(k)⌋×⌊ln2(k)⌋)−1 for k large enough. This
yields that P-almost surely, for k large enough,
PV
(
R(1) ≥ k κκ−1
)
≥ 2
k⌊ln5(k)⌋P
V
( ⋃
u∈G′
k
Eu,k
)
.
and therefore, for k large enough,
(5.1)
{
PV
(
R(1) ≥ k κκ−1
)
<
1
k⌊ln5(n)⌋
}
⊃
{
PV
( ⋃
u∈G′
k
Eu,k
)
<
1
2
}
=
{
PV
( ⋂
u∈G′
k
E cu,k
)
≥ 1
2
}
.
Now for any ε > 0, k0 ≤ k, we have by independence of the events Eu,k for k ∈ G′k,
P
( ⋂
u∈G′
k
E cu,k
∣∣∣Eε,k0) ≤ P(R(1) < k κκ−1)cεk ln2(k).
The quantity R(1) is smaller than #{u ∈ T(1) : β1(u) = 1}, and since the tree made up of the
vertices u of type β(1)(u) = 1 is a critical Galton–Watson tree with power-law tail of index
κ ≤ 2, Theorem 1 of [10] ensures that there exists a c′ such that P
(
R(1) < k
κ
κ−1
)
≤ 1− c′
k
if
1 < κ < 2 and P
(
R(1) < k
κ
κ−1
)
≤ 1− c′
k
ln
1
2 (k) if κ = 2. This yields in any case
P
( ⋂
u∈G′
k
E cu,k
∣∣∣Eε,k0) ≤ e−c′cε ln 32 (k),
and then Markov’s inequality gives
P
(
PV
( ⋂
u∈G′
k
E cu,k
)
≥ 1
2
∣∣∣Eε,k0) ≤ 2e−c′cε ln3 2(k),
which is summable in k. This yields that for any ε > 0, k0 ≥ 1, on the event Eε,k0, P∗-almost
surely for k ≥ k0 large enough PV
(⋂
u∈G′
k
E cu,k
)
≥ 1
2
. In view of (5.1) and by the fact that
P∗-almost surely there exist ε > 0, k0 ≥ 1 such that Eε,k0 holds, this ensures that P∗-almost
surely for k large enough PV
(
R(1) ≥ k κκ−1
)
≥ 1
k⌊ln5(n)⌋
, which is enough to conclude the proof
as explained at the beginning.
Let us now prove the analogue of Lemma 5.2 of [1]. Recall that for every u ∈ T, Kρ, uJ
denotes the set of strict ancestors of u, excluding ρ.
Lemma 22. There exists a constant c > 0 such that for any ℓ, k ≥ 1,
P
(
∃u ∈ T : |u| ≥ ℓ and β(k)(v) ≥ 2 ∀v ∈ Kρ; uJ
)
≤ 2k2e−cℓ
Proof. We just have to follow the lines of Lemma 5.2, let apart that at the end where we write
instead of equation (5.6):
E
[ ∑
|v|=ℓ/2
1{β(1)(v)≥1,β(2)(v)−β(1)(v)≥1}
]
= E
[ ∑
|v|=ℓ/2
PV
(
β(1)(v) ≥ 1
)2]
≤ E
[ ∑
|v|=ℓ/2
PV
(
β(1)(v) ≥ 1
) 1+κ
2
]
,
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as κ ≤ 2. Then as explained in the proof of Lemma 21, PV
(
β(1)(v) ≥ 1
)
= (1 + eV (v1) + · · ·+
eV (v))−1 ≤ e−V (v), and therefore the last equation is less than ψ(1+κ
2
)ℓ/2 (with ψ(1+κ
2
) < 1),
which allows us to conclude as in the proof of Lemma 5.2 of [1].
We are now ready to give the proof of Theorem 1.
Proof of Theorem 1. Let us set for every n ≥ 1, cn := n1−1/κ if κ ∈ (1; 2) and cn :=(
n ln−1(n)
)1/2
if κ = 2. We need to prove that for any a > 0,
c−1n
(
(|X⌊nt⌋|)0≤t≤a,Rn
)
=⇒
n→∞
(
(Ht)0≤t≤a, T(Ht)0≤t≤1
)
.
It is actually enough to prove this for a ≥ 1; so let us now fix a ≥ 1. Let for all n ≥ 1,
jn := (an)
1−1/κ⌊ln10(an)⌋. According to Lemma 21, P∗-almost surely, Tjn ≥ an for n large
enough. Let
Ln :=
{
u ∈ T : β(jn)(u) = 1 and β(jn)(v) ≥ 2 ∀v < u s.t. |v| ≥ 1
2
ln2(n)
}
be the set of vertices which at time Tjn are the first of their ancestry line since generation
1
2
ln2(n) to be of edge-local time 1. Let us also set
Zn :=
{
u ∈ T : β(jn)(u) 6= 1 and β(jn)(v) ≥ 2 ∀v > u,
}
as the set of the vertices "below" the line Ln (see Figure 3 for a representation of Zn). According
to Lemma 22, P-almost surely, for n large enough, maxu∈Ln∪Zn |u| < ln2(n). Moreover, as for
any u ∈ T, k ≥ 1, EV
[
β(k)(u)
]
= ke−V (u), Markov’s inequality yields that
PV
( ∑
|u|≤ln2(n)
β(jn)(u) ≥ jn ln3(n)
)
≤ 1
ln3(n)
∑
k≤ln2(n)
∑
|u|=k
e−V (u)
which goes to zero P-almost surely by the Kesten-Stigum theorem [23]. To sum up, for both
the convergence under P∗ and under PV for P∗-almost every V, we just have to show that for
any n0 ≥ 1, the theorem holds on the event
En0 :=
{
∀n ≥ n0, Tjn ≥ an, max
u∈Ln∪Zn
|u| < ln2(n), and ∑
|u|≤ln2(n)
β(jn)(u) < jn ln
3(n)
}
.
Let us fix an n0 and restrict to the event En0. Let n ≥ n0. Let us denote by ρ˜1, ρ˜2, . . .
the vertices of Ln ordered according to their first time of visit by the walk (Xk)k≥0. For every
1 ≤ i ≤ #Ln we denote by T˜i the sub-tree of T rooted in ρ˜i. See Figure 3 for a picture of the
situation. We also let for every i ≥ #Ln, V˜i = (T˜i, V ) be i.i.d. branching random walks with
same law as that of V, and we denote by W˜ = (F˜, V ) the whole forest made up of the trees
(T˜i)i≥1. Let for all i ≥ 1,
ηini := min{k ≥ 1 : Xk = ρ˜i} and ηouti := min{k ≥ ηini : Xk =
←
ρ˜i}
be the entrance and exit times of the trees T˜i by the walk. The walk (Xk)k≥0 considered until
time an will therefore behave as follows:
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• It remains in the set Zn from time 0 to ηin1 − 1,
• for any i ≥ 1, between times ηini and ηouti − 1 it makes an excursion in the tree T˜i,
• for any i ≥ 1, between times ηouti and ηini − 1 it remains in the set Zn.
T
{ Visited edges
Unvisited edges
Vertices of local time 1
Trees T˜i
The set Zn
1
2
ln2(n)
ln2(n)
T˜1T˜3T˜2T˜4
ρ˜4
ρ˜2 ρ˜3 ρ˜1
Figure 3: The tree T (represented up to generation 9), the set Zn and the trees T˜i.
We denote by (X˜k)0≤k≤
∑#Ln
i=1
(ηouti −η
in
i )
the random walk made up of the excursions of the
walk on the trees (T˜i)1≤i≤#Ln (the roots of which are considered to be at height 0), that we
extend for convenience as (X˜k)k≥0 by adding excursions on the trees (T˜i)i≥#Ln+1. The random
walk (X˜k)k≥0 is therefore a random walk on a Galton–Watson forest in random environment,
as introduced at the beginning of Section 2.
For all k ≤ an, we set fn(k) := ∑1≤i≤k 1{Xi /∈Zn} as the time spent by the walk in the forest F˜
before time k. On the event En0 , uniformly in k ≤ an,
(5.2) 0 ≤ k − fn(k) ≤ n− fn(n) ≤ 2jn ln3(n) = o(n),
Let R˜fn(n) be the trace of (X˜k)k≥0 up to time fn(n). Proposition 1 together with (5.2) (which
also yields cfn(n) ∼ cn) says
(5.3) c−1n
(
(|X˜⌊fn(nt)⌋|)0≤t≤a, R˜fn(n)
)
=⇒
n→∞
(
(Ht)0≤t≤a, T(Ht)0≤t≤1
)
48
under the annealed law P∗.
We can use the same arguments as those used in Section 5 of [1] to extend (5.3) result to the
quenched law. The only difference is in equation (5.9),where we can bound the probability to
touch a vertex at generation 1
2
ln2(n) by max|u|= 1
2
ln2(n) e
−V (u). Then, the upper bound of (5.9)
of [1] can be replaced by njnE
[
max|u|= 1
2
ln2(n) e
−V (u)
]
. Now we write
njnE
[
max
|u|= 1
2
ln2(n)
e−V (u)
]
≤ njnE
[( ∑
|u|= 1
2
ln2(n)
e−(
1+κ
2
)V (u)
) 2
1+κ
]
≤ njnE
[ ∑
|u|= 1
2
ln2(n)
e−(
1+κ
2
)V (u)
] 2
1+κ
= njnψ(
1 + κ
2
)
1
1+κ
ln2(n),
which is summable as ψ(1+κ
2
) ∈ (0; 1).
Now we just notice that by construction, for any k ≤ an, on the event En0,
(5.4)
∣∣∣∣|Xk| − |X˜fn(k)|∣∣∣∣ ≤ max
u∈Zn∪Ln
|u| ≤ ln2(n).
Moreover, Lemma 2.3 of [12] says that if (R, d) and (R′, d′) are two real trees, and if φ :
R 7→ R′ is a surjective map which sends the root of R to that of R′ (we mention that
the roots of a forest are considered to be at a null distance from each other for the graph
distance), then dGH(R,R
′) the Gromov-Hausdorff distance between R and R′ is smaller than
1
2
sup{|d(x, y)− d′(φ(x), φ(y))|, (x, y) ∈ R}. Using this with the map φ1 : Rn 7→ R˜fn(n) which
is the identity on the trees T˜i and which sends all the vertices of Zn to ρ˜1, we get that
dGH(Rn, R˜fn(n)) ≤ ln2(n) = o(cn).
This and (5.4) used together with (5.3) concludes the proof.
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Appendix
Proof of Theorem 2
We recall that we are in the setting of [8]: let (F, e, ℓ) be a leafed Galton–Watson forest of
reproduction law ζ , recall that for every vertex u ∈ F we let ν(u) (resp. ν1(u)) be the total
number of children (resp. number of children of type 1) of u in F , and recall that we denote
by F 1 the forest F limited to its vertices of type 1. We recall the hypotheses we make on ζ :
(Hℓ)

(i) E
[∑
|u|=1,e(u)=1 1
]
= E
[
ν1
]
= 1,
(ii) There exists ε > 0 s.t. E
[(∑
|u|=1 1
)1+ε]
= E
[
(ν)1+ε
]
<∞,
(iii) There exists C0 > 0 s.t. P
(∑
|u|=1,e(u)=1 1 > x
)
= P(ν1 > x) ∼
x→∞
C0x
−κ,
(iv) There exists r > 1 s.t. E
[∑
|u|=1 r
ℓ(u)
]
<∞.
Recall also m := E
[∑
|u|=1 1
]
= E[ν], µ := E
[∑
|u|=1,e(u)=1 ℓ(u)
]
, and for each vertex u ∈ F ,
h(u) :=
∑|u|
k=1 ℓ(uk). We define H
1 the height process of F 1 and Hℓ the weighted depth-first
exploration process of F as follows:
∀n ∈ N, H1(n) := |u1(n)| and Hℓ(n) := h(u(n)),
where u(n) (resp. u1(n)) stands for the nth vertex of F (resp. F 1) taken in the lexicographical
order. Recall Theorem 2.
Theorem 2. Let (F, e, ℓ) be a leafed Galton–Watson forest with edge lengths, with offspring
distribution ζ satisfying hypothesis (Hℓ). The following convergence in law holds for the Sko-
rokhod topology on the space D(R+,R) of càdlàg functions:
1
n1−1/κ
((
Hℓ(⌊ns⌋)
)
s≥0
, (H1(⌊ns⌋))s≥0
)
=⇒
n→∞
1
(C0|Γ(1− κ)|) 1κ
((
µHm−1s
)
s≥0
, (Hs)s≥0
)
if 1 < κ < 2,
or
1
(n ln−1(n))
1
2
((
Hℓ(⌊ns⌋)
)
s≥0
, (H1(⌊ns⌋))s≥0
)
=⇒
n→∞
1
(C0)
1
2
((
µ|Bm−1s|
)
s≥0
, (|Bs|)s≥0
)
if κ = 2,
where H is the continuous-time height process of a spectrally positive Lévy process Y of Laplace
transform E[exp(−λYt)] = exp(tλκ) for λ, t ≥ 0, (Bt)t≥0 is a standard Brownian motion, and
where C0 is the constant introduced in (Hℓ)(iii).
As we said in Subsection 2.2, the proof of this theorem will follow that of Theorem 1 in [8].
First, Subsection 2.1 of [8] remains valid under our hypotheses: we can consider a measure P̂
on (F, e, ℓ, (wk)k≥0) where (wk)k≥0 is a marked ray of T (which is not to be considered under
P then) such that the following many-to-one lemma stands.
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Lemma 23. The random variables (ℓ(wk))k≥0 are i.i.d. under P̂ and such that for all n ∈ N,
if g : Rn+1 → R+ is a measurable function,
E
[ ∑
|u|=n,u∈T 1
g
(
ℓ(u0), . . . , ℓ(un−1), ℓ(u)
)]
= Ê
[
g
(
ℓ(w0), . . . , ℓ(wn−1), ℓ(wn)
)]
.
The next lemma is an adaptation of Lemma 2 of [8].
Lemma 24. Let Γ1n := u
1(n)0 be the index of the tree in F
1 to which the nth vertex of F 1
belongs. Then under (Hℓ), for all ε > 0, there exist M,M
′ > 0 such that for all sufficiently
large n ∈ N,
P
(
Γ1n > Mn
1/κ or max
0≤i≤n
|u(i)| > M ′n1−1/κ
)
< ε.
The proof of this lemma is similar to that of Lemma 2 in [8]. We give it for the sake of
completeness.
Proof. According to Corollary 2.5.1 of [11],
P
(
Γ1n
n1/κ
> M
)
−→
n→∞P
(
L01 > M
)
<
ε
3
forM large enough, where L01 is the local time at level 0 at time 1 of a strictly stable spectrally
positive Lévy process Y . Moreover,
P
(
max0≤i≤n |u(i)|
n1−1/κ
> M ′
)
−→
n→∞P
(
max
0≤s≤1
|Hs| > M ′
)
<
ε
3
for M ′ large enough, where H is the continuous-time height process of Y . The union bound
concludes the proof.
Let for i ∈ N, ϕ(i) be the index of u(i) in F1 if e(u(i)) = 1, or of its parent in F1 if
e(u(i)) = 0; that is
ϕ(i) :=
k, where u
1(k) = u(i) if e(u(i)) = 1
k, where u1(k) =
←
u(i) if e(u(i)) = 0.
Let us now explain how to extend Proposition 2 of [8] to the following proposition:
Proposition 8. Let (F, e, ℓ) be a leafed Galton–Watson forest with edge lengths satisfying
hypothesis (Hℓ). Then, for all ε > 0,
P
(
max
1≤i≤n
∣∣∣∣Hℓ(i)− µH1(ϕ(i))∣∣∣∣ > εn1−1/κ) −→n→∞0.
Proof. Let us follow the lines of the proof of Proposition 2 in [8]. As explained at the beginning
of that proof, it suffices to show that
(A.1) P
(
max
1≤i≤n
∣∣∣∣h(u1(i))− µH1(i)∣∣∣∣ > εn1−1/κ) −→n→∞0.
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Now (Hℓ)(iv) ensures that there exists c > 0 such that P̂(ℓ(w1) > c ln(n)) =n→∞o(
1
n
). Similarly
to how (2.4) is proved in [8], we get that
P
(
∃i ≤ n : ℓ(u1(i)) > c ln(n)
)
−→
n→∞ 0.
Letting for every n ≥ 1 and every u ∈ F 1, ℓ(n)(u) := ℓ(u)1{ℓ(u)<c ln(n)}, showing (A.1) boils
down to showing that
P
(
∃ i ≤ n,
∣∣∣∣ ∑
u⊢u1(i)
ℓ(n)(u)− µH1(i)
∣∣∣∣ > εn1−1/κ) −→n→∞0.
Now Lemma 24 allows us to get an equivalent of (2.8) of [8], and using the same arguments
that follow it, we get that it suffices to show that
(A.2) P̂
(∣∣∣∣ k∑
i=1
(
ℓ(n)(wi)− Ê
[
ℓ(n)(w1)
])∣∣∣∣ > ε2n1−1/κ
)
= o(
1
n
)
uniformly in k ≤ M ′n1−1/κ. The many-to-one lemma (Lemma 23) allows us to re-write
(Hℓ)(iv) as Ê[r
ℓ(w1)] <∞. The ℓ(n)(wi)−Ê
[
ℓ(n)(w1)
]
being i.i.d. centred random variables with
some finite exponential moments, the Cramer-Chernoff theorem yields (A.2), which concludes
the proof.
Let us now prove the equivalent of Proposition 3 of [8] in our case.
Proposition 9. Recall that m = E[ν]. Under (Hℓ), the function (ϕ(⌊ns⌋)/n)s>0 converges in
probability to (m−1s)s>0 as n tends to infinity, for the topology of uniform convergence over
compact sets.
Proof. Let us follow the lines of the proof of Proposition 3 of [8]. As explained, we just have
to prove that Rn :=
∑n−1
k=0 #{u ∈ F : ←u = u1(k), u1(n) ≺ u} is such that P(R(n) > εn) −→n→∞0
for any ε > 0. Let cn := n
1/κ ln(n). Hypothesis (Hℓ)(iii) implies that P (ν
1 > cn) = o(
1
n
).
Combining this with Lemma 24 and Markov’s inequality yields
P
(
R(n) > εn
)
≤ ε′ + 1
εn
E
[( ∑
u⊢u1(n)
ν(u)
)
1{maxi<n ν1(u1(i))<cn, |u1(n)|≤M⌊n1−1/κ⌋}
]
︸ ︷︷ ︸
=:An
,
and it is sufficient to show that An is o(n) to conclude the proof. Let us introduce the
Lukasiewicz path of F 1, defined by S0 := 0 and for all k ≥ 1, Sk := ∑k−1i=0 (ν1(u1(i))− 1). Let
us also set
τ1 := inf{k ≥ 1 : Sk > 0} and ∀i ∈ N, τi+1 = inf{k > τi : Sk > max
ℓ<k
Sℓ}
as the stopping times at which record high are achieved. Following the lines of the proof of
Proposition 3 of [8] we get that
An = E
[(∑
k≥1
ν(u1(τk))1{τk≤n}
)
1{maxi≤n ν1(u1(i))<cn,τ⌈Mn1−1/κ⌉≥n}
]
.
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Applying the strong Markov property to stopping times τ1, . . . , τ⌊Mn1−1κ⌋, we obtain
An ≤Mn1−1/κE
[
ν(u1(τ1))1{ν1(u1(τ1))<cn}
]
.
Using Jensen’s inequality and then the same lines as in [8] for E
[
ν(u1(τ1))1{ν1(u1(τ1))<cn}
]
, we
get for ε > 0 small enough
E
[
ν(u1(τ1))1{ν1(u1(τ1))<cn}
]
≤ (E
[
(ν(u1(τ1)))
1+ε1{ν1(u1(τ1))<cn}
]
)
1
1+ε
≤ m
1
1+ε
ε (E
[ τ1−1∑
k=0
1{Sk>−cn+1}
]
)
1
1+ε ,
where mε := E[(ν)
1+ε] < ∞ according to (Hℓ)(iii). Now the renewal theorem (p.360 of [14])
ensures that the expectation in the last line is smaller than c′cn (where c
′ is an adequate
constant) and this yields
An ≤ (Mn1−1/κ)m
1
1+ε
ε (c′cn)
1
1+ε =
n→∞o(n),
as required, thus concluding the proof.
Proof of Theorem 2. The proof of the convergence of n−(1−1/κ)(Hℓ(⌊ns⌋)) is now similar to that
in Section 2.4 of [8], let apart that we use Theorems 2.3.1 and 2.3.2 of [11] and Theorem 3 of
Section XVII.5 of [14] in the case of the infinite variance:(
1
n1−
1
κ
H1(⌊ns⌋)
)
s≥0
=⇒
n→∞
(
1
(C0|Γ(1− κ)|) 1κ
Hs
)
s≥0
if 1 < κ < 2
(
1
(n ln−1(n))
1
2
H1(⌊ns⌋)
)
s≥0
=⇒
n→∞
(
1
(2C0)
1
2
Hs
)
s≥0
if κ = 2
where H is the continuous-time height process of a spectrally positive Lévy process of Laplace
transform exp(tλκ), and where C0 is the constant introduced in (Hℓ)(iii). If κ = 2, then H =√
2|B| where B is a standard Brownian motion. We refer to [19] for an explicit computation
of the constants.
Technical lemmas
This subsection contains some technical lemmas which are useful in several proofs.
Lemma 25. Recall from (3.6) that p̂i,j =
(
i+j−1
i
)
E
[∑
|u|=1
e−jV (u)
(1+e−V (u))i+j
]
are the transition
probabilities of the Markov chain (β(wk))k≥0. Let α ∈ (0;κ − 1), and let for all i ≥ 1,
F (i) := Γ(i+1+α)
Γ(i+1)
. There exists d ∈ (0; 1) such that for any i large enough,∑
j≥1
p̂i,jF (j) ≤ dF (i),
i.e. F is a Lyapounov function for the Markov chain (β(wk))k≥0.
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Proof. We have, for any i ≥ 1,∑
j≥1
p̂i,jF (j) =
∑
j≥1
(
i+ j − 1
i
)
E
[ ∑
|u|=1
e−jV (u)
(1 + e−V (u))i+j
]
F (j)
= E
[ ∑
|u|=1
1
(1 + e−V (u))i+1
× e−V (u) × 1
i!
∑
j≥0
Γ(j + 1 + α)
Γ(j + 1)
(j + i)!
j!
(
e−V (u)
1 + e−V (u)
)j]
.(A.3)
Now for all x ∈ (0; 1), setting y = 1− x, we have∑
j≥0
Γ(j + 1 + α)
Γ(j + 1)
(j + i)!
j!
xj =
di
dxi
(
xi
Γ(1 + α)
(1− x)1+α
)
= Γ(1 + α)(−1)i d
i
dyi
(
(1− y)i
y1+α
)
= Γ(1 + α)(−1)i d
i
dyi
( i∑
k=0
(
i
k
)
(−1)kyk−1−α
)
= Γ(1 + α)
i∑
k=0
(
i
k
)
(−1)i(k − 1− α)× · · · × (k − i− α)(−1)kyk−i−1−α
=
Γ(1 + α)
yi+1+α
i∑
k=0
(
i
k
)
(−1)i(k − 1− α)× · · · × (k − i− α)(−1)kyk
=
i!
yi+1+α
i∑
k=0
Γ(1 + α)
(i− k + α)× · · · × (α + 1)
(i− k)! ×
α× · · · × (α− (k − 1))
k!
(−y)k.(A.4)
Denoting the last sum by S, notice that all its terms are negative for k > 1, and thus we can
write
S ≤
⌊ln(i)⌋∑
k=0
Γ(i− k + 1 + α)
(i− k)! ×
α× · · · × (α− (k − 1))
k!
(−y)k.
For k ≤ ⌊ln(i)⌋, noticing that Γ(i−k+1+α)
(i−k)!
≥ Γ(i−⌊ln(i)⌋+1+α)
(i−⌊ln(i)⌋)!
=
i→∞
Γ(i+1+α)
i!
+ o
(
Γ(i+1+α)
i!
)
, we get
uniformly in y ∈ (0; 1),
S ≤
i→∞
(
Γ(i+ 1 + α)
i!
+ o(
Γ(i+ 1 + α)
i!
)
) ⌊ln(i)⌋∑
k=⌊α⌋+2
α× · · · × (α− (k − 1))
k!
(−y)k.
Plugging this inequality into (A.4) yields∑
j≥0
Γ(j + 1 + α)
Γ(j + 1)
(j + i)!
j!
xj ≤
i→∞
i!
yi+1+α
(
Γ(i+ 1 + α)
i!
+ o(
Γ(i+ 1 + α)
i!
)
)(
(1− y)α− εi(1− y)
)
,
where εi(y) is a sequence of positive functions of y simply decreasing to 0 and smaller than
(1− y)α. Plugging this latter inequality into (A.3) yields∑
j≥1
p̂i,jF (j) ≤ E
[ ∑
|u|=1
1
(1 + e−V (u))i+1
× e−V (u) ×
(
Γ(i+ 1 + α)
i!
+ o(
Γ(i+ 1 + α)
i!
)
)
× (1 + e−V (u))i+1+α
×
(
(
e−V (u)
1 + e−V (u)
)α − εi( e
−V (u)
1 + e−V (u)
)
)]
=
i→∞E
[ ∑
|u|=1
e−(1+α)V (u)
](
Γ(i+ 1 + α)
Γ(i+ 1)
+ o(
Γ(i+ 1 + α)
Γ(i+ 1)
)
)
,
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where between these two lines we used the monotone convergence theorem on
(
( e
−V (u)
1+e−V (u)
)α −
εi( e
−V (u)
1+e−V (u)
)
)
. Now since 1 < 1 + α < κ, E
[∑
|u|=1 e
−(1+α)V (u)
]
< 1 so there exists d < 1 such
that for all i > i0 large enough, ∑
j≥1
p̂i,jF (j) < dF (i),
which is what we wanted.
Lemma 26. Let n ∈ N and p ∈ (0; 1). Let Xn ∼ NB(n, p) be a negative binomial random
variable of parameter (n, p); we have for any 0 < α < 1,
E[(Xn)1+α] ≤ 16n
( p
1− p + (
p
1− p)
1+α
)
+ 2n1+α(
p
1− p)
1+α.
Proof. Recall that E[Xn] = n p
1−p
and Var(X1) = p
(1−p)2
.
• If p ≤ 1/2, then Var(X1) = p
(1−p)2
≤ 2 p
1−p
. Therefore,
E[|X1 − p
1− p |
1+α] ≤ E[|X1 − p
1− p |] + E[(X
1 − p
1− p)
2] ≤ 4 p
1− p.
• On the other hand, if p > 1/2, then Var(X1) = p
(1−p)2
≤ 2 p2
(1−p)2
, and then by Jensen’s
inequality,
E[|X1 − p
1− p |
1+α] ≤ E[(X1 − p
1− p)
2]
2
1+α ≤ 2( p
1− p)
1+α.
So in general, E[|X1 − p
1−p
|1+α] ≤ 4( p
1−p
+ ( p
1−p
)1+α). Finally, according to B. von Bahr and
C.-G. Esseen [3]
E[|Xn − np
1− p |
1+α] ≤ 2nE[|X1 − p
1− p |
1+α] ≤ 8n( p
1− p + (
p
1− p)
1+α).
The inequality (x+ y)1+α ≤ 2(x1+α + y1+α) for x, y ≥ 0 concludes the proof.
Lemma 27. Let p > 0, and let (Xn)n≥1 be a sequence of non-negative random variables which
converges in mean of order p. Then for any r ∈ (0; p), there exists a random variable Y with
a finite moment of order r and a decreasing sequence (an)n≥1 (with a1 = 1) such that for any
n ≥ 1, anY is stochastically greater than Xk for any k ≥ n.
Proof. Let r ∈ (0; p), and s ∈ (r; p); let us consider Y a random variable with distribution
function defined for all x > 0 by
P
(
Y ≤ x
)
=
(
1− maxi≥1E
[
(Xi)
s
]
xs
)+
,
which is continuously increasing from 0 to 1 indeed, and defines a random variable with a
finite moment of order r as s > r. Let for all n ≥ 1,
an :=
(maxi≥nE[(Xi)s]
maxi≥1E
[
(Xi)s
]) 1s
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(we do not consider the trivial case Xn = 0 a.s. for all n ≥ 1). As (Xn)n≥1 converges in mean
of order p > s, this sequence tends to zero as required. Now Markov’s inequality together
with the fact that distribution functions are positive yield that for any k ≥ n,
P
(
Xk > x
)
≤
(maxi≥n(E[(Xi)s])
xs
)
∧ 1 =
(maxi≥1(E[(Xi)s])
(an)−sxs
)
∧ 1 = P
(
anY > x
)
,
which proves that anY is stochastically greater than Xk for any k ≥ n indeed.
Notation
The environment (Section 1)
N : the point process
T : the genealogical tree
(V (u))u∈T : the branching random walk generated by N
∆V (u) : the increment V (u)− V (←u)
ρ : the root of T
|u| : the generation of the vertex u
←
u : the parent of the vertex u
c(u) : the set of children of the vertex u
Tu : the subtree of T rooted in u
Ω(u) : the set of strict siblings of u (vertices having the same parent, excluding u)
ψ(t) : Laplace transform of the point process N
κ : characteristic quantity of ψ defined as inf{t > 1 : ψ(t) > 1}
W : Collection of i.i.d. branching random walks (Ti, (V (u))u∈Ti)i≥1
F : The genealogical forest of W
ρi : the root of Ti the i
th tree composing F
The random walk (Section 1)
(Xn)n≥0 (also noted (X
V
n )n≥0 or (X
W
n )n≥0) : The random walk on V or W
pu,v : probability transitions of (Xn)n≥0, introduced in (1.1)
PV : the law of (Xn)n≥0 conditionally on V (quenched law)
P : law PV averaged on P (annealed law)
P∗ : law PV averaged on P∗
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C⋆ : the renormalising constant of the random walk (Xn)n≥0
Tg : the real tree coded by the càdlàg function g
The trace and the process of local times
Tn (resp. Fn) : the set of vertices of T (resp. F) visited by (Xn)n≥0 before time n
Rn : the trace, that is the graph Tn (or Fn) seen as a metric space when equipped by
the graph distance
Rn : #F
n the range of the walk
F : the set of vertices of F visited by (XWn )n≥0
T : generic random variable with same law as the trees composing F
β(u) : the edge local time of (XWn )n≥0 in u
Fn : the sigma-algebra generated by (u, β(u))u∈T,|u|≤n
B1u (resp. B1) : the set of vertices descending from u ∈ F (resp. ρ) having no ancestor of
type 1 since u (resp. ρ). See Definition 1
L1u (resp. L1) : the set of vertices descending from u ∈ F (resp. ρ) being the first of type
1 in their ancestry line since u (resp. ρ). See Definition 1
B1u and L
1
u (resp. B
1 and L1) : #B1u and #L1u (resp. #B1 and #L1)
u < L1 : u ∈ B1 and u /∈ L1
ζ : reproduction law of T when seen as a multitype Galton–Watson tree
Pi : law of T as a multitype-Galton–Watson tree with initial type i
mi,j : coefficient of the mean matrix of T (defined in (3.3))
(ai)i≥1 (resp. (bi)i≥1) : defined in (3.4), left (resp. right) eigenvector of the matrix
(mi,j)i,j≥1
Zn : multitype additive martingale of (T, β), defined in (3.5)
P̂i : biased law on (T, β, (wk)k≥0) marked tree with spine
ζ̂ : biased offspring distribution of (T, β, (wk)k≥0)
(πi)i≥1 : invariant measure of the Markov chain (β(wk))k≥0
pˆi,j : transition probabilities of the Markov chain (β(wk))k≥0
τ̂1 : hitting time of the state 1 by the Markov chain (β(wk))k≥0
K⋆ : defined in (4.13)
σA : hitting time of the set {A,A+ 1, A+ 2, . . . } by the Markov chain (β(wk))k≥0
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βA(u) : defined in (4.19), sum of the local times of the walks launched below wσA
KA : Ê
[(
βA(wσA)
)κ′
1{σA<τ̂1}
]
, studied in Lemma 17
Leafed Galton–Watson forests with edge lengths (Section 2)
T (resp. F ) : the genealogical tree (resp. forest)
ζ : offpring ditribution of (T, e, ℓ) as a leafed GW tree with edge lengths
e(u) : type of the vertex u (can be 0 or 1)
ℓ(u) : length of the edge linking
←
u to u
ν : law of the count of the total progeny of ζ (counts both vertices of type 0 and 1)
ν1 : law of the count of vertices of type 1 given by the law ζ
F 1 : subforest of F only made up of the vertices of type 1
m : E[ν]
µ : E[
∑
|u|=1,e(u)=1 ℓ(u)]
u(n) (resp. u1(n)) : nth vertex of F (resp. of F 1) for the lexicographical order
Hℓ : weighted height process of F
H1 : (non-weighted) height process of F 1
FR : defined in Subsection 2.1.1
FX : defined in Subsection 2.1.2
FR
1
(resp. FX
1
) : subforest of FR (resp. FX) made up of the vertices of type 1 (both are
equal up to re-ordering, by construction)
νR (resp. νX) : law of the total count of the offspring of a vertex of type 1 of FR (resp.
of FX)
HℓX (resp. H
ℓ
R) : weighted height process of F
R (resp. FX)
µR, mR (resp. µX , mX) : constants µ and m as defined above for F associated with the
reproduction law of FR (resp. FX)
C0 : introduced in (Hℓ)
Change of measure on the environment
P : The measure on the environment (V (u), u ∈ T)
P
∗ : The measure P(·|#T =∞)
P̂ : The biased measure on the environment with spine (V (u), u ∈ T, (w˜k)k≥0), defined
in Subsection 3.4
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Gk : the sigma-algebra generated by the environment up to generation k, defined in (3.8)
Wk =
∑
|u|=k e
−V (u) : the additive martingale for the environment
W∞ : the a.s. limit of the positive martingale (Wk)k≥0
W u∞ : the a.s. limit of the martingale (
∑
v≥u,|v|=n)n≥|u|e
−(V (v)−V (u))
N̂ : the biased point process
(w˜k)k≥0 : the spine of T built under P̂
Ŝk : introduced in Subsection 3.2. Has same law as (V (w˜k))k≥0 under P̂
Ĉ∞ : coefficient of regular variation of the tail of W∞, defined in Lemma 15
The launched random walks (Subsection 3.4)
(X1,w˜in )n≥0 and (X
2,w˜i
n )n≥0 : random walks on the marked tree with spine (T, (w˜k)k≥0),
launched on wi and die when hitting wi−1
β˜1i (u) (resp. β˜
2
i (u)) : local time of (X
1,w˜i
n )n≥0 (resp. (X
1,w˜i
n )n≥0) in u
β˜1(u) (resp. β˜2(u)) : sum of the local times of all the walks (X1,w˜in )n≥0 (resp. (X
2,w˜i
n )n≥0)
for i ≥ 0
β˜(u) : β˜1(u) + β˜2(u)− 1{u∈(wk)k≥0}. Has actually same law as β (see Proposition 5)
T˜ : set of vertices visited by the collection of walks (X1,w˜in )n≥0 and (X
2,w˜i
n )n≥0 for i ≥ 0.
Has actually same law as T under P̂
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