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Cette thèse achève mes études doctorales, qui ont été possibles grâce au Contrat
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Je suis très reconnaissant envers l’I.N.d.A.M. ”Istituto Nazionale di Alta Mate-
matica - Francesco Severi” de Roma pour le soutien financier grâce auquel mon
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Résumé
On considère le problème de Cauchy pour des équations hyperboliques à données
initiales petites. On prouve l’existence d’une solution globale dans trois cas :
- équations hyperboliques ayant une partie non-linéaire qui satisfait la condition
nulle de Klainerman,
- équation du type de Kirchhoff,
- équation de Klein-Gordon non-linéaire avec une masse m = m(ε) qui tend vers
zéro quand ε↘ 0.
Mots clés :




We consider the Cauchy problem for hyperbolic equations with small initial data.
We prove the globale existence of a solution in the following cases :
- hyperbolic equations with non-linear terms satisfying the null condition of Klai-
nerman,
- a Kirchhoff type équation,
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Notations
Dans cette thèse Rn, x = (x1, ..., xn) et t ≥ 0 désignent, respectivement, l’espace
euclidien de dimension n, la variable spatiale et la variable temporelle.
On pose









x1 , ..., ∂
αn
xn )
représentent, respectivement, l’opérateur de Laplace et la dérivée partielle d’ordre




f ∈ L2(Rn) :
∑
0≤|α|≤s
‖∂αx f(·)‖2L2(Rn) < +∞







et par L∞(Rn) l’espace des fonctions bornées en dehors d’un ensemble de mesure
de Lebesgue nulle, étant donné
‖f(·)‖L∞(Rn) = supessx∈Rn |f(x)|.
On pose, d’autre part,
C∞0 (R
n) = {f ∈ C∞(Rn) : supp(f) est compact}
et
B(0, L) = {x ∈ Rn : |x| ≤ L}




Le problème de Cauchy pour l’équation des ondes non-linéaire
∂ttu(t, x) − ∆xu(t, x) = F (u(t, x),∇t,xu(t, x)) (0.1)
avec données initiales
u(0, x) = u0(x) ∈ Hs(Rn) et (∂tu)(0, x) = u1(x) ∈ Hs−1(Rn) (0.2)
représente l’un des modèles mathématiques les plus connus et étudiés dans la théorie
des équations aux dérivées partielles. La non-linéarité F est d’ordre p > 0 s’il existe
une constante c > 0 telle que |F (λ)| = c|λ|p, où λ = (u(t, x),∇t,xu(t, x)).
Si les données initiales sont suffisamment petites (dans une norme convenable) et
la non-linearité F (u, v) est régulière et telle que F (0, 0) = 0, le problème (0.1)-(0.2)
admet une solution locale u ∈ L∞([0, T ];Hs(Rn)), T > 0, pourvu que p > p0 et
s > n2 +1 (cf. par exemple [1], [51], [55], [57], [62], [95], [102]). L’exposant p0 dépend
de la dimension n (cf. [51], [95] et (0.28)).
La preuve de l’existence locale (dans le cas où s > [n/2]+2) découle de l’application
des estimations classiques d’énergie et des injections de Sobolev (cf. [51], [59]). En
utilisant des techniques plus raffinées, qui consistent principalement à remplacer
les inégalités de Sobolev par les estimations de Strichartz, on étend ce résultat à
l’intervalle s > n2 + 1 (cf. [5], [48], [90], [95], [107], [109]).
La question qu’on se pose naturellement est de savoir s’il existe des formes speciales
F (u(t, x),∇t,xu(t, x)) telles que le problème (0.1)-(0.2) admet une solution locale
lorsque on cherche à optimiser ultérieurement la régularité des données initiales.
On va considérer quelques exemples dans cette direction.
Ponce et Sideris ont prouvé (cf. [95]) que le problème de Cauchy
∂ttu(t, x) − ∆xu(t, x) = uk|∇t,xu|α, (0.3)
u(0, x) = u0(x),
(∂tu)(0, x) = u1(x),
où k ≥ 0 et |α| = 2, 3, admet une solution locale pourvu que
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(u0, u1) ∈ Hs(R3) ×Hs−1(R3), s > 2.
Nous obervons alors que la forme particulière de la non-linéarité dans (0.3) permet
d’obtenir des estimations optimales en ce qui concerne la décroissance de la solution
et que cela donne l’existence locale dans le cas où 2 < s < 52 .
Dans [95] les inégalités de Strichartz remplacent les injections de Sobolev. Plus
précisement, si φ(t, x) est la solution locale du problème des ondes nonhomogène
∂ttφ(t, x) − ∆xφ(t, x) = F (t, x),
φ(0, x) = φ0(x),
(∂tφ)(0, x) = φ1(x),
les estimations de Strichartz (cf. [109], [111]) sont de la forme générale
‖φ‖CHs+‖∂tφ‖CHs−1+‖φ‖Lqt Hr,αx ≤ c
(
‖φ0‖Hs + ‖φ1‖Hs−1 + ‖F‖Lq′t Hr′,βx
)
. (0.4)




















Nous avons utilisé la notation suivante




où Hk,δ(Rn) est l’espace de Sobolev muni de la norme
‖f(·)‖Hk,δ(Rn) = ‖(−∆δ/2)f(·)‖Lk(Rn).
Strichartz a prémierement établi une forme partielle de (0.4) (cf. [110]) pour la
solution du problème linéaire
∂ttu(t, x) − ∆xu(t, x) = 0,
u(0, x) = 0,
(∂tu)(0, x) = g(x),
en prouvant l’estimation dispersive
‖u(t, ·)‖Lq(Rn) ≤ c
td
‖g(·)‖Lp(Rn), (0.5)
où on suppose q = 2(n+ 1)/(n− 1), p = 2(n+ 1)/(n+ 3) et d = (n− 1)/(n+ 1).
D’autre part, si φ(t, x) est la solution du problème (∂tt − ∆x)φ = F, avec données





dsZ(t− s)F (t, x),
où Z(τ) = sin(τ




















‖φ‖Lq(R+×Rn) ≤ c ‖F‖Lp(R+×Rn), (0.6)
où q = 2(n+1)/(n−1), p = 2(n+1)/(n+3) et c > 0 est une constante convenable.
Une généralisation de (0.6) aux dérivées d’ordre supérieur permet de déduire (0.4)
dans le cas où q = r.
Des inégalités similaires à (0.4) ont été établies par Peral (cf. [92]) pour des valeurs
différentes de p, q. La forme complète (0.4) est due à Strichartz (cf. [111], [112]).
Dans ce cadre nous citons également les travaux de Brenner (cf. [5]), Kapitanski
(cf. [60]) et Pecher (cf. [91]) et la technique AA utilisée par Ginibre et Velo (cf.
[49]). Dans [49], en particulier, on présente une généralisation des inégalités de
Strichartz pour l’équation des ondes non-homogène. Plus précisement, en utilisant




dτ U(t− τ) f(τ),
où f est dans un espace de Hilbert convenable H, U(t) est le groupe unitaire de





A : H → L∞(I,H) est l’opérateur adjoint de A et I ⊆ R.
On envoie à [25] pour une généralisation des estimations de Strichartz avec poids
pour l’équation des ondes.
A côté de ces résultats, on connâıt des études intéressantes dans le cas des solutions
à symétrie sphérique. Klainerman et Machedon (cf. [71]) ont prouvé que le problème
(0.1)-(0.2) admet une solution locale en dimension n = 3, en supposant s = 2, la
non-linéarité quadratique par rapport à ∇t,xu et les données initiales à symétrie
sphérique.
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D’autre part, les résultats qu’on vient d’exhiber échouent si la non-linéarité est de
forme quelconque et s ≤ n+12 . Par exemple, en dimension n = 3, H. Lindblad (cf.
[75]) a prouvé que le problème
∂ttu(t, x) − ∆xu(t, x) = Fk(u(t, x), ∂tu(t, x)), k = 0, 1, 2,
u(0, x) = u0(x),
(∂tu)(0, x) = u1(x),
où F0 = u2, F1 = u ∂tu et F2 = |∂tu|2, n’admet pas de solution si, respectivement,
(u0, u1) ∈ Hk−ε(R3) ×Hk−1−ε(R3), k = 0, 1, 2, ε > 0.
Nous introduisons maintenant, pour le problème des ondes, une classe spéciale de
non-linéarités qui permettent d’obtenir des estimations très intéressantes en termes
de décroissance de la solution. Ces résultats sont principalement dûs à Klainerman
et Machedon (cf. [71], [72]).
Dans [71] ont étudié le problème de Cauchy pour le système d’équations
∂ttu
I(t, x) − ∆xuI(t, x) = F I(u(t, x),∇t,xu(t, x)), (0.7)
où I = 1, ..., N et les données initiales sont de la forme
u(0, x) = u0(x) et (∂tu)(0, x) = u1(x), (0.8)
avec u = (u1, ..., uN ). On suppose n = 3, u0 ∈ H2(R3), u1 ∈ H1(R3) et








où ΓIJ,K(u(t, x)) sont des fonctions réelles analytiques et B
I







Qµ,ν(u, v) = ∂µu∂νv − ∂νu∂µv, µ, ν = 0, ..., n, µ 
= ν. (0.10)
Dans (0.9) et (0.10) on utilise les coordonnées (x0, x1, ..., xn) de l’espace de Min-










g = {gµν}µ,ν=0,...,n =


−1 0 ... 0
0 1 ... 0
... ... ... ...
0 0 ... 1

 (0.11)
est la matrice de Lorentz, x0 = t, xi = xi, ∂0 = −∂t et ∂i = ∂xi , pour i = 1, ..., n.
On démontre (cf. [71]) que le problème (0.7)-(0.8) admet une solution locale u(t, x)
définie dans le domaine [0, T ]× R3, T > 0, et telle que









|Q(u, u)|2 + |∇t,xQ(u, u)|2
)
< +∞,
(c) supt∈[0,T ] ‖u(t, ·)‖H2(R3) < +∞.
Ici, Q(u, u) désigne une des formes (0.9), (0.10).
Pour améliorer le résultat précédent au sens de l’optimisation de la régularité des
données initiales, on peut considérer uniquement la non-linéarité du type (0.9).
Dans ce cas, l’équation (0.7) prend la forme
∂ttu






J(t, x), uK(t, x)),
(0.12)
où ΓIJ,K(u(t, x)) sont des fonctions réelles analytiques. On démontre (cf. [72]) que
la solution u(t, x) de l’équation (0.12) avec données initiales
u(0, x) = u0(x) ∈ Hs(R3) et (∂tu)(0, x) = u1(x) ∈ Hs−1(R3)
existe localement pourvu que s > 32 .
Klainerman et Machedon utilisent l’invariance des formes Q0 et Qµ,ν par rapport à
l’action des opérateurs du groupe de Poincaré. Les estimations bilinéaires pour les
formes nulles (0.9)-(0.10) forment la base de la preuve de ces résultats. En particu-
lier, on voit que chaque non-linéarité qui est une combinaison des formes (0.9)-(0.10)
présente des propriétés de décroissance optimales par rapport aux autres termes
non-linéaires du même ordre.
En utilisant une localisation convenable dans les variables de l’espace dual, Klainer-
man et Foschi (cf. [33]) ont montré que les estimations bilinéaires pour les formes
nulles dans le problème des ondes découlent d’une application des inégalités de
Strichartz.
Récemment, N. Tzvetkov (cf. [114]) a étudié le problème de Cauchy pour le système
∂ttu
I(t, x) − ∆xuI(t, x) = F I(u(t, x),∇t,xu(t, x)), (0.13)
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avec données initiales
u(0, x) = u0(x) et (∂tu)(0, x) = u1(x). (0.14)
On suppose I = 1, ..., N , u = (u1, ..., uN ) ∈ RN et





‖(1 + | · |2)δ+j∇jxf(·)‖
2
L2(Rn).
Tzvetkov a concentré son attention sur le cas des non-linéarités quadratiques qui
satisfont la définition suivante.
Définition 1. La forme quadratique Q(t, x,∇t,xu,∇t,xv) satisfait la Condition
Nulle si
(i) Q(t, x,∇t,xu,∇t,xv) est homogène d’ordre zéro par rapport à (t, x),
(ii) Q(t, x,∇t,xu,∇t,xv) est homogène du premier ordre par rapport à ∇t,xu et
∇t,xv et bilinéaire par rapport à ∇t,xu et ∇t,xv.
(iii) Q(t, x,−t, x,−t, x) = 0 lorsque (t, x) ∈ t2 − x2 = 0.
Les formes suivantes (cf. [114]) satisfont la Définition 1 :






Q2ij(∇t,xuJ ,∇t,xuK) = ∂xiuJ∂xjuK − ∂xjuJ∂xiuK ,
Q3j(∇t,xuJ ,∇t,xuK) = ∂tuJ∂xjuK − ∂xjuJ∂tuK ,
Q4ij(x,∇t,xuJ ,∇t,xuK) = xixj|x|2 ∂tu
J∂tu
K − ∂xiuJ∂xjuK ,
Q5ijlk(x,∇t,xuJ ,∇t,xuK) = xixj|x|2 ∂ku
J∂xlu
K − xkxl|x|2 ∂xiu
J∂xju
K ,
Q6ij(x,∇t,xuJ ,∇t,xuK) = xi|x|∂tu
J∂xju
K − xj|x|2 ∂xiu
J∂tu
K ,
pour 1 ≤ i, j, k, l ≤ n.






JK(t, x,∇t,xuI ,∇t,xuJ), (0.15)
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où ΓIJK(u) sont des fonctions régulières et chaque B
I
JK(t, x,∇uI ,∇uJ) représente
une forme satisfaisant la Définition 1.
En dimension n > 1, la solution u(t, x) du problème (0.13)-(0.14) existe globalement
(cf. [114]) si s > 1 + n2 et
‖u0‖Hs,s−1(Rn) + ‖u1‖Hs−1,s(Rn) ≤ ε.
On suppose ε ∈]0, ε0[, étant donné
ε0 = ε0(‖u0‖Hs,s−1(Rn), ‖u1‖Hs−1,s(Rn), n) > 0
un paramètre réel suffisamment petit. Les estimations montrent qu’il existe une
constante c > 0 telle que
|u(t, x)| ≤ c
(1 + t+ |x|) n−12 (1 + |t− |x||) n−12
.
Dans [114] on utilise l’application de Penrose
P : R1+n → E1+n,
qui transforme l’espace de Minkowsky dans une region bornée du cylindre
En+1 = (R × Sn, η),
où η = dT 2 − dω2n, T ∈ R et ωn est l’élément de surface de Sn. Par conséquent,
des singularités apparaissent dans la partie nonlinéaire. L’approche de Tzvetkov
consiste à décomposer chaque dérivée comme la somme de ses composantes ra-
diales et angulaires. En utilisant les propriétés des formes nulles (cf. (0.15)), les
composantes angulaires permettent de supprimer ces singularités.
Les arguments qu’on vient d’exhiber montrent que les inégalités de Strichartz et
les estimations bilinéaires pour les formes nulles donnent des résultats optimaux
lorsqu’on étudie les solutions locales avec données peu régulières. Dans certains cas,
il est convenable d’appliquer une transformation conforme (par exemple l’applica-
tion de Penrose) pour réduire le problème de Cauchy global à un problème du type
local.
Pour prouver l’existence globale on cherche à déterminer, si cela est possible, une
loi globale de conservation. L’équation scalaire d’auto-interaction
utt − ∆u+ u|u|p = 0
représente un exemple typique dans cette direction (cf. [53], [60]). D’autre part,
si les données initiales sont petites, la preuve de l’existence globale découle des
estimations dispersives (cf. [109], [111]), des inégalités du type Lp, p > 2 (cf. [115]),
et de la méthode de contraction.
Dans le cas où il n’est pas possible d’obtenir un résultat d’existence globale, on
cherche à établir une estimation convenable du temps d’existence de la solution,
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en fonction de la taille des données initiales et de la forme de la non-linéarité (cf.
[59], [51], [68]).
Dans le chapitre 1 nous étudions l’équation
∂ttu(t, x) − ∆xu(t, x) = F (∂tu(t, x),∇xu(t, x)), (0.16)
en supposant les données initiales petites, très régulières et à support compact dans
R
n. La non-linéarité
F (∂tu(t, x),∇xu(t, x)) = λ(|∂tu(t, x)|2 − |∇xu(t, x)|2) + |∇t,xu(t, x)|
2
(1 + t+ |x|)a ,
λ 
= 0, a ≥ 1, est la somme d’un terme principal du type nul (satisfaisant la
Condition Nulle de Klainerman) et d’une perturbation rapidement décroissante
pour |x| → +∞.
Nous prouvons un théorème d’existence globale en utilisant les estimations clas-
siques d’énergie, les inégalités de Von Wahl (cf. [115]) et les opérateurs du groupe
de Poincaré (cf [68], [70]). En suivant l’approche de Klainerman, on voit que la
nonlinéarité du type nul décrôıt plus vite que les autres termes non-linéaires du
même ordre.
Dans le chapitre 2, nous étudions un modèle proche de l’équation de Kirchhoff. On
considère, d’abord, les équations hyperboliques (cf. [4], [13], [23], [24], [21], [22],





∆u(t, x) = 0, (0.17)
où m ∈ C1(R+).
En général, le problème de Cauchy pour l’équation (0.17) admet une solution glo-
bale si les données initiales sont analytiques (cf. [4], [21]) ou petites et rapidement
décroissantes pour |x| → +∞ (cf. par exemple [52]).
Les premiers résultats dans ce cadre sont dûs à S. Bernstein (cf. [4]), qui a étudié
l’équation (0.17) en dimension n = 1, en supposant m(r) = 1 + r. Dans [4], on
prouve qu’une solution globale ou locale existe si, respectivement, on prend les
données initiales réelles analytiques ou dans un espace de Sobolev convenable. Plus
tard, Carrier (cf. [13]) a étudié une équation non-linéaire qui décrit le mouvement
transversal d’une corde. Le problème de Carrier a été repris et développé par Na-
rishima (cf. [82]), Dickey (cf. [30], [31], [32]) et Nishida (cf. [84]), qui ont examiné
des modéles mathématiques qui représentent, du point de vue physique, les vibra-
tions des cordes de longueur finie et infinie. En suivant l’approche de Dickey (cf.
[32]), J.M.Greenberg et S.C.Hu (cf. [52]) ont considéré le problème de Cauchy en








∂xxu(t, x) = 0, λ > 0, (0.18)
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avec données initiales
u(0, x) = u0(x) et (∂tu)(0, x) = u1(x), (0.19)
où u0 ∈ C3(R), u1 ∈ C2(R), (1 + x2)|∇xu0(x)| < +∞ et (1 + x2)|u1(x)| < +∞.
La solution de (0.18)-(0.19) existe globalement si l’une des conditions suivantes est
satisfaite :
(a) le paramètre λ est suffisamment petit,
(b) les données initiales sont petites (avec λ fixé).
En suivant un argument heuristique, on peut déduire aisément le résultat d’exis-









on obtient, pour λ→ 0,
m(‖∂xu(t, ·)‖2L2(Rn))  1.
Par conséquent, l’équation (0.18) peut être considérée comme une approximation
du modèle linéaire
∂ttu(t, x) − ∂xxu(t, x) = 0.
Récemment, D’Ancona et Spagnolo (cf. [24]) ont considéré le problème de Cauchy
pour l’équation (0.17) en supposant la fonction m de classe C1 dans un voisinage
à droite de l’origine et m(0) > 0. Les données initiales sont de la forme
u(0, x) = u0(x) ∈ C∞0 (Rn) et (∂tu)(0, x) = u1(x) ∈ C∞0 (Rn). (0.20)
L’approche de D’Ancona et Spagnolo consiste à construire une fonctionnelle conve-
nable H qui dépend des propriétés de la fonction m et de la taille des données
initiales. Plus précisement, on pose













































est une constante. On a noté par f̂ la transformation de Fourier de la fonction f .
L’inégalité (0.22) montre que le problème (0.17)-(0.20) admet une solution globale
si les données initiales sont suffisamment petites par rapport à la norme N(f)
ou, de manière équivalente, si m(r) est proche de la constante m(0) pour tout
r ∈ (0, ν0). Dans ce deuxième cas, en suivant le même argument heuristique que
celui utilisé pour l’équation (0.18), on peut utiliser un changement de variable tel
que m(0) = 1 et considérer l’équation (0.17) comme une approximation du modèle
linéaire ∂ttu(t, x) − ∆u(t, x) = 0.
En choisissant m(r) = 1 + r, par (0.17) on obtient l’équation
∂ttu(t, x) −
(
1 + ‖∇xu(t, ·)‖2L2(Rn)
)
∆u(t, x) = 0, (0.23)
étudiée pour la première fois par Kirchhoff [65] en dimension n = 1.
En général, l’existence des solutions de classe C∞ pour l’équation (0.23) est un
problème ouvert, si aucune restriction n’est faite sur la taille des données initiales.
On considère l’équation (0.17) comme un modèle mathématique pour décrire les
vibrations des membranes élastiques. La fonction m, qui représente la vitesse
de propagation de la perturbation u(t, x), dépend de façon continue de l’énergie
de déformation ‖∇xu(t, ·)‖2L2(Rn). Pour ce qui concerne l’équation (0.23), cette
dépendance est du premier ordre (m(r) = 1+ r). Au contraire, l’approximation est
d’ordre zéro (m(r) = 1) pour le modèle linéaire ∂ttu(t, x) − ∆xu(t, x) = 0.
Par conséquent, du point de vue physique, le modèle de Kirchhoff permet une
meilleure description que l’équation classique des ondes.




1 + ‖∇xu(t, ·)‖2L2(Rn)
)




u(0, x) = ε u0(x) et (∂tu)(0, x) = ε u1(x), (0.25)
où ε > 0 est un paramètre réel suffisamment petit, (u0, u1) ∈ C∞0 (Rn)×C∞0 (Rn) et
n ≥ 2. La fonction F est de classe C∞ et il existe deux constantes c1, c2 > 0 telles
que c1|s|λ+1 ≤ |F (s)| ≤ c2|s|λ+1 dans un voisinage de s = 0, où s = (u, ∂tu,∇xu).
On démontre (cf. [23]) que le problème (0.24)-(0.25) admet une solution globale
u ∈ C∞(R+ × Rn)
pourvu que λ > λ0(n) et 0 < ε < ε0, où ε0 = ε0(u0, u1, F ) est suffisamment petit.
Pour ce qui concerne l’exposant critique λ0(n), les estimations montrent que
λ0(2) = 10, λ0(3) = 6 et λ0(n) = 5 pour n ≥ 4.
Dans le cas particulier où F ne dépend pas de u (i.e. F = F (∂tu(t, x),∇xu(t, x)))
on obtient λ0(2) = 9.
En conclusion de ces remarques, nous proposons une comparaison entre le résultat
de D’Ancona et Spagnolo (cf. [23]) et le travail de Glassey (cf. [51]) pour l’équation
semi-linéaire des ondes
∂ttu(t, x) − ∆xu(t, x) = |u(t, x)|p, (0.26)
avec données initiales
u(0, x) = ε u0(x) et (∂tu)(0, x) = ε u1(x). (0.27)
Dans (0.27), (u0, u1) ∈ C∞0 (Rn) × C∞0 (Rn), ε > 0 représente un paramètre suffi-








Le problème (0.26)-(0.27) admet une solution
u(t, x) ∈ C2([0, T [×Rn), T > 0,
non globale (cf. [51]) si
{
1 < p < p0 = n+1+
√
n2+10n−7
2(n−1) pour n = 2, 3,





n2 + 10n− 7
2(n− 1) (0.28)
représente la plus grande solution de l’équation
n− 1
2
p(p− 1) − p− 1 = 0.
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On déduit que p0(n) et λ0(n) représentent, respectivement, les exposants critiques
pour les problèmes (0.26)-(0.27) et (0.24)-(0.25). Les difficultés qu’on rencontre
dans [23] lors de l’application des estimations de Von Wahl et des inégalités de
Strichartz sont dues principalement à la présence du terme ‖∇xu(t, ·)‖2L2(Rn) dans






< λ0(2) et p0(3) = 1 +
√
2 < λ0(3). (0.29)






dyK(x− y) |∇yu(t, y)|2
)
∆xu(t, x) = 0, (0.30)
avec données initiales
u(0, x) = ε u0(x), (∂tu)(0, x) = ε u1(x), ε > 0, (0.31)
où (u0, u1) ∈ C∞0 (Rn)×C∞0 (Rn), ε est un paramètre petit et K(z) est une fonction
suffisamment régulière, positive et rapidement décroissante pour |z| → +∞.
Si on note par  le produit de convolution par rapport à la variable spatiale,









∆xu(t, x) = 0. (0.32)
En particulier, on peut considérer (0.30) comme une interpolation entre l’équation
(0.23) et l’équation quasi-linéaire
∂ttu(t, x) −
(
1 + |∇xu(t, x)|2
)
∆u(t, x) = 0, (0.33)
obtenues de (0.32) en choisissant, respectivement, K ≡ 1 et K = δ, où δ est la
distribution de Dirac.
Dans le troisième chapitre, nous nous intéressons à l’équation de Klein-Gordon
non-linéaire
∂ttu(t, x) − ∆xu(t, x) +m2u(t, x) = F (u(t, x),∇t,xu(t, x)), (0.34)
en étudiant le cas où la masse m est variable et décrôıt vers zéro.
Pour introduire ce type de problèmes, considérons d’abord le cas m > 0 (m fixée)
et supposons que F (u, v) est une fonction régulière par rapport à ses variables et
telle que F (0, 0) = 0. Plusieurs articles (cf. par exemple [17], [41], [?], [78], [79],
[86], [90], [100], [106]) sont dédiés au problème de Cauchy pour l’équation (0.34)
avec données initiales
u(0, x) = ε u0(x) et (∂tu)(0, x) = ε u1(x), (0.35)
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où ε > 0 est petit et u0, u1 sont des fonctions suffisamment régulières.
L’inégalité classique d’énergie donne




où c1, c2 > 0 représentent deux constantes convenables. En particulier, si F est de
la forme
F (u) = |u|p−1u, (0.36)
on voit que















, pour τ → +∞,
nous en déduisons que












pour t suffisamment grand. Cet argument heuristique montre que le problème









< +∞ ⇐⇒ p > 1 + 2
n
. (0.39)
Nous rappelons brièvement quelques résultats concernant les équations du type
(0.34) dans le cas où la nonlinéarité est d’odre quadratique dans un voisinage de
l’origine.
En dimension n ≥ 5, Klainerman-Ponce (cf. [67]) et Shatah (cf. [99]) ont prouvé que
la solution du problème (0.34)-(0.35) existe globalement si les données initiales sont
suffisamment petites et la non-linéarité est quadratique. Les estimations Lp(Rn) →
Lq(Rn), 1 ≤ p, q ≤ +∞, forment la base de ces résultats.
Klainerman (cf. [?]) a étendu ce résultat en dimension n = 3, 4, en utilisant les
opérateurs du groupe de Poincaré. Hörmander (cf. [55]), Sideris (cf. [104]) et Geor-
giev (cf. [36]) ont établi de nouvelles estimations qui décrivent les propriétés de
décroissance de la solution par rapport au temps. Dans ces travaux on combine
la technique de Klainerman et les estimations pour la solution fondamentale de
l’équation linéaire de Klein-Gordon.
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Quand la dimension spatiale n devient petite (en particulier n = 2), la difficulté
principale consiste à établir les estimations classiques en présence des termes qua-
dratiques dans la non-linéarité (cf. (0.39)). Les inégalités Lp(Rn) → Lq(Rn) ne
donnent pas des résultats optimaux dans cette direction. On utilise alors des tech-
niques différentes, qui consistent à remplacer les non-linéarités quadratiques par
des termes d’ordre cubique ou supérieur. Cela peut être réalisé à l’aide d’une trans-
formation convenable de la fonction inconnue u. En utilisant cette méthode Shatah
(cf. [100]), en dimension n = 3, 4, et Simon (cf. [105]) ont prouvé des théorèmes
d’existence globale pour la solution du problème (0.34)-(0.35) dans le cas où les
données initiales sont petites et la non-linéarité est quadratique.
Supposons n = 2 et soit u(t, x) la solution du problème de Cauchy (0.34)-(0.35)
avec non-linéarité d’ordre quadratique et du type (0.36). L’estimation d’énergie
donne (cf. (0.38))


















on déduit que l’inégalité (0.40) ne donne aucune information en ce qui concerne
les propriétés de décroissance de la solution u(t, x). En utilisant la méthode des
formes normales (introduite par Shatah, cf. [100]), on se propose de remplacer
la non-linéarité quadratique par des termes d’ordre supérieur, qui décroissent plus
vite par rapport au temps. Une transformation du type u→ v(u) permet d’obtenir,
d’après (0.34), l’équation
∂ttv(t, x) − ∆xv(t, x) +m2v(t, x) = F̃ (u(t, x),∇t,xu(t, x)),
où F̃ est d’odre cubique ou supérieur.
En dimension n = 2 Georgiev-Popivanov (cf. [35]), Kosecki (cf. [74]) et Simon-
Taffin (cf. [106]) ont prouvé que le problème (0.34)-(0.35) admet une solution glo-
bale pourvu que la non-linéarité quadratique ait une forme spéciale et que les
données initiales soient suffisamment petites. Dans [35] et [74] on suit l’approche
de Klainerman et on utilise la technique de Shatah.
En combinant la méthode des formes normales et les estimations de Georgiev pour
l’équation linéaire de Klein-Gordon, Ozawa, Tsutsumi et Tsutaya (cf. [86]) ont
étendu le résultat précédent au cas des non-linéarités de forme générale.
Nous étudions le problème de Cauchy
∂ttu(t, x) − ∆xu(t, x) +m2(ε)u(t, x) = u2(t, x) + g(u(t, x)), (0.41)
u(0, x) = ε u0(x),
(∂tu)(0, x) = ε u1(x),
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où t ≥ 0, x ∈ R2 et g(s) est une fonction cubique dans un voisinage de l’origine.
Les données initiales u0, u1 sont des fonctions très régulières à support compact
dans R2 et ε > 0 représente un paramètre réel suffisamment petit.
On se propose d’étudier le cas où la masse m est variable et décrôıt vers zéro.
Notre approche (cf.(0.41)) consiste à établir une liaison entre la masse m et la taille
(d’ordre ε) des données initiales. Plus précisement, si σ > 0 désigne un paramètre
réel convenable, nous posons m(ε) = ε
σ




De manière heuristique, on peut considérer le modèle (0.41) comme une interpola-
tion entre l’équation semi-linéaire des ondes (m = 0) et l’équation semi-linéaire de
Klein-Gordon (m > 0 fixée).
En utilisant la technique des formes normales (cf. [100], [86]) et une transformation
convenable des variables t et x, nous prouvons que le problème (0.41) admet une





pour k ≥ 18 et 0 < ε < ε0. Ici
ε0 = ε0(k, σ, ‖u0‖Hk+16(R2), ‖u1‖Hk+15(R2)) > 0
représente un paramètre réel suffisamment petit. On démontre, d’autre part, que




Nous présentons brièvement le contenu des trois chapitres.
Chapitre 1. Nous étudions le problème de Cauchy pour l’équation des ondes non-
linéaire
∂ttu(t, x) − ∆xu(t, x) = F (t, x,∇t,xu(t, x)) (0.43)
avec des données initiales petites, très régulières et à support compact dans Rn,
n > 3. Le terme F (t, x,∇t,xu(t, x)) désigne une forme quadratique par rapport
à (∂tu, ∂x1u, ..., ∂xnu) dans un voisinage de l’origine (0, 0, ..., 0). Plus précisement,
nous supposons que
F (t, x,∇t,xu(t, x)) =< λg∇t,xu(t, x) ,∇t,xu(t, x) > +
< A(t, x)∇t,xu(t, x) ,∇t,xu(t, x) >,
où λ est une constante réelle non nulle,
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g = {gab}a,b=0,...,n =


−1 0 ... 0
0 1 ... 0
... ... ... ...
0 0 ... 1

 (0.44)




(1 + t+ |x|)a ,
où a ≥ 1 est un paramètre réel.
En utilisant les coordonnées de l’espace de Minkowski (R1+n, g), nous rappelons
(cf. [71], [74]) que le vecteur ξ = (ξ0, ξ1, ..., ξn) ∈ R × Rn est nul par rapport à la






a ξb = 0. (0.45)
En rappelant la notation ∂0 = −∂t et ∂a = ∂xa , a = 1, ..., n, on voit que le terme




représente une forme polynômiale quadratique nulle au sens de (0.45). Par suite,
la non-linéarité se compose du terme principal
< λg∇t,xu(t, x) ,∇t,xu(t, x) > (0.46)
satisfaisant la Condition Nulle de Klainerman (cf. [68],[70], [71], [66], [72]) et de la
perturbation quadratique
< A(t, x)∇t,xu(t, x) ,∇t,xu(t, x) >,
qui décrôıt très vite pour t suffisamment grand.
La structure du chapitre 1 est la suivante. Nous rappelons (cf. Section 1.2) des
résultats préliminaires sur les inégalités de Von Wahl pour l’équation des ondes. Ces
estimations, du type L∞(Rn) → L2(Rn), montrent les propriétés de décroissance
de la solution par rapport à la variable temporelle et en fonction de la norme de
Sobolev des données initiales. En suivant l’approche de Klainerman (cf. [68], [70])
et Kosecki (cf. [74]), nous introduisons les opérateurs différentiels de l’algèbre de
Poincaré (cf. Section 1.3) et exhibons les estimations bilinéaires pour la forme nulle
(0.46) (cf. Section 1.4). Ces techiques sont appliquées pour établir des estimations
convenables pour la solution locale du problème (0.43) (cf. Section 1.5, 1.6), en
combinaison avec les inégalités classiques d’énergie (cf. Section 1.7). Nous prouvons
un théorème d’existence globale en utilisant la méthode de contraction et le principe
de prolongement des solutions des équations différentielles.







dy K(x− y) |∇yu(t, y)|2
)
∆xu(t, x) = 0. (0.47)
On suppose les données initiales petites, très régulières et à support compact dans
R
n, n > 3. Le noyau K : Rn → R est une fonction régulière, positive et rapidement
décroissante à l’infini avec toutes ses dérivées. Plus précisement, nous supposons





(1 + |z|)N , (0.48)
pour |z| → +∞, N > n et m ≥ 2 [n2 ] + 6.
On a déjà remarqué (cf. (0.32)) qu’on peut considérer l’équation (0.47) comme une
interpolation entre l’équation de Kirchhoff
∂ttu(t, x) −
(
1 + ‖∇xu(t, ·)‖2L2(Rn)
)
∆u(t, x) = 0 (0.49)
et de l’équation quasi-linéaire
∂ttu(t, x) −
(
1 + |∇xu(t, x)|2
)
∆u(t, x) = 0. (0.50)
L’intérêt dans l’étude de ce type d’équations (cf. [4], [13], [30], [31], [32], [82],
[84]) est dû principalement aux applications possibles du point de vue physique.
L’équation (0.49) représente un modèle mathématique pour décrire les vibrations
des membranes élastiques quand la vitesse de propagation de la perturbation u(t, x)
est variable.
Nous exibons les propriétés de décroissance de la solution locale du problème
(0.47) en utilisant les estimations classiques d’énergie (cf. section 2.2-2.3) et les
inégalités L∞(Rn) → L2(Rn) de Von Wahl (cf. section 2.4). L’application de la
méthode de contraction et du principe de prolongement des solutions des équations
différentielles permet d’achever la preuve de l’existence globale.





dy K(x− y) |∇yu(t, y)|2.
Pour avoir une idée des effects dûs à la présence du terme η(u, t), nous proposons
une comparaison entre le modèle (0.47) et l’équation des ondes linéaire.
Soit z(t, x) la solution du problème
∂ttz(t, x) − ∆xz(t, x) = 0, (0.51)
z(0, x) = z0(x),
(∂tz)(0, x) = z1(x),
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avec données initiales petites, régulières et à support compact dans Rn. Sans perte
de généralité, supposons que
supp(z(0, x)) ∪ supp((∂tz)(0, x)) ⊆ B(0, L),
où B(0, L) = {|x| ≤ L}. En tenant compte du fait que la vitesse de propagation de
la perturbation z(t, x) est unitaire, l’inégalité d’énergie peut être obtenue aisément
après une intégration convenable dans le cône caractéristique
Γ(T, L) = {(t, x) ∈ [0, T ]× Rn : |x| ≤ L− t}.
Soit, maintenant, u(t, x) la solution locale de l’équation (0.47) et, sans perte de
généralité, supposons que
supp(u(0, x)) ∪ supp((∂tu)(0, x)) ⊆ B(0, R),
où B(0, R) = {|x| ≤ R}. En considérant que la vitesse de propagation
v(t, x,K,∇xu) = 1 +
∫
Rn
dy K(x− y) |∇yu(t, y)|2
est variable, il faut remplacer le cône caractéristique Γ(T, L) par le domaine
Ω(T,R) = {(t, x) ∈ [0, T ]× Rn : |x| ≤ R−D(T )t},
où 0 < T <∞ et





dy K(x− y) |∇yu(t, y)|2
)
: t ∈ [0, T ], |y| ≤ R
}
.
L’estimation d’énergie pour u(t, x) découle d’une intégration convenable dans le
domaine Ω(T,R).
Chapitre 3. Dans ce chapitre, nous étudions le problème de Cauchy pour l’équation
de Klein-Gordon
(∂tt − ∆x +m2(ε))u(t, x) = u2(t, x) + g(u(t, x)), (0.52)
où t ≥ 0, x ∈ R2 et les données initiales sont de la forme
u(0, x) = ε u0(x) et (∂tu)(0, x) = ε u1(x),
avec (u0, u1) ∈ C∞0 (Rn) × C∞0 (Rn). La fonction g(s) est d’ordre cubique près de
l’origine et ε > 0 représente un paramètre réel suffisamment petit.
Nous supposons (cf. (0.52)) que la masse m dépend de la taille des données initiales








m(ε) = 0 (0.54)
et l’équation (0.52) prend la forme
(∂tt − ∆x + εσ)u(t, x) = u2(t, x) + g(u(t, x)). (0.55)
La dépendance de m (cf. (0.53)) rend impossible une application directe des esti-
mations L∞(Rn) → L2(Rn) (cf. section 3.4). D’autre part, en tenant compte de la
présence du terme quadratique dans la non-linéarité, nous voyons que l’inégalité
d’énergie ne donne aucune information en ce qui concerne la décroissance de la
solution (cf. section 3.5 et (0.39)). Notre idée est de travailler avec les nouvelles
variables
τ(t) = εβt, ξ(x) = εβx, (0.56)
où on suppose β = σ2 . Si on note
ũ(τ(t), ξ(x)) = u(t, x),
l’équation (0.52) prend la forme







avec données initiales convenablement transformées selon (0.56).





pour k ≥ 18 et 0 < ε < ε0. On suppose
ε0 = ε0(k, σ, ‖u0‖Hk+16(R2), ‖u1‖Hk+15(R2)) > 0
un paramètre suffisamment petit.
Notre idée est de considérer l’équation (0.52) comme une interpolation entre le
modèle classique de Klein-Gordon et l’équation semi-linéaire des ondes. Dans ce
deuxième cas, on peut montrer une comparaison avec le travail de Glassey (cf.
[51]), où on prouve que le problème semi-linéaire
∂ttv(t, x) − ∆xv(t, x) = |v(t, x)|p (0.59)




De (0.58) nous déduisons que la solution u(t, x) est d’autant plus régulière que k
est grand. D’autre part, les estimations montrent que l’exposant σ dépend de k et
0 < σ = σ(k) < 2k+10 . Par conséquent,
lim
k→∞
σ(k) = 0. (0.60)
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La structure du chapitre 3 est la suivante. Nous rappelons (cf. Section 3.2) la
technique des formes normales introduite par Shatah (cf. [99], [100]) et utilisée pour
supprimer la non-linéarité quadratique. Plus précisement, une transformation du
type u→ v(u) permet d’obtenir une équation équivalente à celle que nous étudions,
mais avec des termes non-linéaires cubiques ou d’ordre supérieur qui décroissent
plus vite. En suivant l’approche de Ozawa, Tsutsumi, Tsutaya (cf. [86]) et Georgiev
(cf. ([36])), nous exhibons des estimations convenables L∞(Rn) → L2(Rn) pour la
solution locale du problème (0.52) (cf. Sections 3.3-3.4). On combine ces résultats
avec les inégalités classiques d’énergie (cf. Section 3.5). On montre ainsi que la
solution locale est bornée et petite en termes de la norme uniforme et de la norme
d’énergie. L’application du principe de prolongement des solutions des équations







Nous nous proposons d’étudier le problème de Cauchy pour l’équation des ondes
non-linéaire
∂ttu(t, x) − ∆xu(t, x) = F (t, x,∇t,xu(t, x)) (1.1)
avec comme données initiales
u(0, x) = ε u0(x) et (∂tu)(0, x) = ε u1(x), (1.2)
où (u0, u1) ∈ C∞0 (Rn)×C∞0 (Rn) et ε > 0 est un paramètre réel suffisamment petit.
Sans perte de généralité, nous supposons que
supp(u0) ∪ supp(u1) ⊆ B(0, L).
Dans (1.1), F (t, x,∇t,xu(t, x)) représente une forme quadratique par rapport à
(∂tu, ∂x1u, ..., ∂xnu) dans un voisinage de l’origine (0, 0, ..., 0). Plus précisement,
nous notons
F (t, x,∇t,xu(t, x)) = F1(t, x,∇t,xu(t, x)) + F2(t, x,∇t,xu(t, x)),
où





F2(t, x,∇t,xu(t, x)) =< A(t, x)∇t,xu(t, x) ,∇t,xu(t, x) >= A(t, x)|∇t,xu(t, x)|2.
(1.4)
Dans (1.3), λ est une constante réelle non nulle, < ·, · > désigne le produit scalaire
dans R1+n × R1+n et
g = {gab}a,b=0,...,n =


−1 0 ... 0
0 1 ... 0
... ... ... ...
0 0 ... 1

 (1.5)
est la matrice de Lorentz. Dans (1.4) on pose
A(t, x) =
1
(1 + t+ |x|)a ,
où a ≥ 1 représente une constante réelle.
Nous utilisons les coordonnées (x0, x1, ..., xn) de l’espace de Minkowsky (R×Rn, g),








où on note x0 = t et xi = xi, pour chaque i = 1, ..., n.
En suivant l’approche de Klainerman et Machedon (cf. [68], [70]), nous rappelons
que le vecteur ξ = (ξ0, ξ1, ..., ξn) ∈ Rn+1 est nul par rapport à la métrique de






a ξb = 0. (1.6)
En utilisant la notation ∂0 = −∂t et ∂a = ∂xa , a = 1, ..., n, on voit que le terme




représente une forme polynômiale quadratique nulle au sens de (1.6) et satisfaisante
la Condition Nulle de Klainerman (cf. Introduction et [68],[70], [71], [66], [72],
[114]). D’autre part, on peut considérer le terme (1.4) comme une perturbation
non-linéaire qui décrôıt très vite pour t suffisamment grand.
Du point de vue physique, l’équation (1.1) représente un modèle mathématique
utilisé pour décrire les vibrations des membranes élastiques quand la perturbation
u(t, x) est petite et la vitesse de propagation v est constante (on suppose, ici,
v = 1). Les fonctions u(0, x) et (∂tu)(0, x) représentent, respectivement, la forme
et la vitesse de la perturbation au temps t = 0.
On a supposé les données initiales (cf. (1.2)) ayant support compact contenu dans
la sphère B(0, L). Du principe de Huygens, on déduit que
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supp(u(t, x)) ⊆ {|x| ≤ L+ t},
pour t > 0. Nous allons prouver le théorème suivant.
Théorème 1.1 Soit s ≥ 2 ([n2 ] + 2), n > 3 1. Alors il existe
ε0 = ε0(‖u0(·)‖Hs(Rn), ‖u1(x)‖Hs−1(Rn), n) > 0,
suffisamment petit, tel que, pour tout 0 < ε < ε0, la solution u(t, x) du problème





Nous présentons brièvement la structure du chapitre 1. Le théorème de Cauchy-
Kovalevskaja permet de déduire que la solution du problème (1.1)-(1.2) existe lo-
calement dans l’intervalle [0, T ], T = T (ε) > 0. Nous rappelons (cf. Section 1.2)
quelques résultats préliminaires concernants les inégalités L∞(Rn) → L2(Rn) de
Von Wahl pour l’équation des ondes. En suivant l’approche de Klainerman (cf.
[68], [70]) et Kosecki (cf. [74]), nous introduisons les opérateurs différentiels de
l’algèbre de Poincaré (cf. Section 1.3) et exhibons des estimations convenables
pour la forme nulle (1.3) (cf. Sections 1.4-1.5-1.6). Ces résultats, combinés avec
les inégalités classiques d’énergie (cf. Section 1.7), permettent de montrer les pro-
priétés de décroissance de la solution du problème (1.1)-(1.2) en fonction du temps
et de la norme de Sobolev des données initiales. La preuve du théorème 1.1 découle
de l’application de la méthode de contraction et du principe de prolongement des
solutions des équations différentielles.
1.2 Résultats préliminaires
Dans cette section, nous rappelons les inégalités L∞(Rn) → L2(Rn) pour
l’équation des ondes établies par Von Wahl (cf. [73], Chap. 1, pp.20-30 et [66]).
Nous considérons, d’abord, le problème homogène. On étendra le résultat au cas
non-homogène en utilisant le principe de Duhamel. Les inégalités de Von Wahl
montrent les propriétés de décroissance de la solution en fonction de la variable
temporelle et de la norme de Sobolev des données initiales.
Inégalité de Von Wahl pour le problème homogène. Soit w(t, x) la solution locale
de l’équation
∂ttw(t, x) − ∆xw(t, x) = 0, (1.7)
avec données initiales w(0, x) = 0 et (∂tw)(0, x) = w1(x), où w1 ∈ C∞0 (Rn) et
supp(w1) ⊆ B(0, L).
Considérons, d’abord, le cas n impair. La formule de représentation donne
1La technique que nous utilisons ne permet pas d’obtenir le résultat analogue du Théorème












dSξ w1(x+ tξ), (1.8)
où ak sont des constantes et Ωn est la sphère unitaire dans Rn. L’estimation de










pour t ≥ 1.
Pour n pair, la formule de représentation donne























où bk sont des constantes. De manière similaire, l’estimation de Von Wahl (cf. [66])









pour t ≥ 1.
La presénce des constantes c0 = c0(n,L) et c1 = c1(n,L) montre que les inégalités
(1.9) et (1.11) dépendent de la dimension n et de la mésure du support des données
initiales.
L’hypothèsew1 ∈ C∞0 (Rn) permet d’améliorer ces résultats. Pour cela, nous considérons
le lemme suivant.
Lemme 1.1 Soit f ∈ C∞0 (Rn) et supposons que supp(f) ⊆ B(0, L). Alors il existe
une constante c = c(n,L) > 0 telle que
‖f(·)‖L1(B(0,L)) ≤ c ‖f(·)‖L2(B(0,L)). (1.12)
















En utilisant le Lemme 1.1, d’après (1.9) et (1.11) nous obtenons, respectivement,
















‖w1(·)‖Hn/2(Rn), n pair, (1.14)
pour t ≥ 1.
Ces estimations échouent pour t = 0. Pour surmonter cette difficulté et obtenir une
résultat convenable dans un voisinnage de t = 0, nous utilisons le lemme suivant,
qui découle du théorème d’immersion de Sobolev.
Lemme 1.2 Soit n ≥ 3 et supposons que w(t, x) est la solution locale du problème
(1.7). Alors il existe une constante c = c(n) > 0 telle que
‖w(t, ·)‖L∞(Rn) ≤ c ‖w1(·)‖H[n/2](Rn). (1.15)
Preuve. Considérons le problème (1.7). En utilisant la transformation de Fourier,




dxw(t, x) e−i x ξ
représente la solution du problème
∂ttŵ(t, ξ) + |ξ|2ŵ(t, ξ) = 0, (1.16)
ŵ(0, ξ) = 0,
(∂tŵ)(0, ξ) = ŵ1(ξ).









et, suite à l’inégalité de Cauchy-Schwartz, on déduit que







































En rassemblant les estimations (1.13), (1.14) et (1.15), grâce au lemme 1.2 on peut





pour t ≥ 0.
Soit maintenant w(t, x) la solution locale du problème
(∂tt − ∆)w(t, x) = 0, (1.18)
w(0, x) = w0(x),
(∂tw)(0, x) = w1(x)
et supposons que (w0, w1) ∈ C∞0 (Rn)×C∞0 (Rn) et supp(u0)∪ supp(u1) ⊆ B(0, L).










pour t ≥ 0.
Inégalité de Von Wahl pour le problème non-homogène. Nous allons prouver le
lemme suivant.
Lemme 1.3 Soit w(t, x) la solution locale du problème non-homogène
(∂tt − ∆)w(t, x) = F (t, x), (1.20)
w(0, x) = w0(x),
(∂tw)(0, x) = w1(x)
et supposons que (w0, w1) ∈ C∞0 (Rn)×C∞0 (Rn) et supp(u0)∪ supp(u1) ⊆ B(0, L).















(1 + (t− τ))(n−1)/2
‖F (τ, ·)‖H[n/2](Rn),
pour t ≥ 0.
Preuve. Posons w = v + z, où v et z sont, respectivement, les solutions des
problèmes
(∂tt − ∆)v(t, x) = 0, (1.22)
v(0, x) = w0(x),
(∂tv)(0, x) = w1(x).
et
(∂tt − ∆)z(t, x) = F (t, x), (1.23)
z(0, x) = 0,
(∂tz)(0, x) = 0.








Considérons maintenant le problème (1.23). En appliquant le principe de Duhamel




dτZ(t− τ)F (τ, x), (1.25)
où Z(s) = sin(s
√−∆)√−∆ .
En utilisant l’estimation (1.17), d’après (1.25) on déduit qu’il existe une constante






(1 + (t− τ))(n−1)/2
‖F (τ, ·)‖H[n/2](Rn). (1.26)
Puisque w = v + z, on conclut que











(1 + (t− τ))(n−1)/2
‖F (τ, ·)‖H[n/2](Rn),
où c1, c2 > 0 sont deux constantes convenables. Le Lemme 1.3 est prouvé.
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1.3 L’algèbre des opérateurs de Poincaré
En suivant l’approche de Klainerman (cf. [68], [70]) et Kosecki (cf. [74]), nous








où g est la matrice (1.5), x0 = t et xi = xi pour chaque i = 1, ..., n.
Nous introduisons ensuite les familles des opérateurs différentiels du premier ordre
Ωij = xi∂xj − xj∂xi i, j = 1, ..., n (1.27)
et
Ω0i = t∂xi + xi∂t, i = 1, ..., n. (1.28)




A ∈ GL(1 + n,R) : AT Ip,qA = Ip,q
}
,






étant donné Ik×k la matrice identité d’ordre k.
L’ensemble O(p, q), muni du produit des matrices, est un groupe de Lie. En parti-
culier, en choisissant p = 1 et q = n, nous obtenons le groupe de Lorentz (O(1, n), ·)
des transformations linéaires qui conservent la longueur des vecteurs dans l’espace
de Minkowski.
L’algèbre de Lie correspondant au groupe (O(1, n), ·) est engendrée par les éléments
{Ωij}i,j=1,...n ∪ {Ω0i}i=1,...n (1.29)
qui agissent comme des opérateurs de rotation en fonction des variables spatiales
et temporelles.
On appelle groupe de Lorentz non-homogène le groupe de Lie qui contient les
éléments de l’ensemble O(1, n) et les translations. L’algèbre de Lie correspondante
est engendrée par les opérateurs (1.29) et les dérivées usuelles ∂a, a = 0, 1, ..., n.
Considérons, ensuite, la transformation d’échelle xa → λxa, λ ∈ R, a = 0, 1, ..., n.
L’élément correspondant dans l’algèbre de Lie est l’opérateur
S = t∂t + x1∂1 + · · · + xn∂n.
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Nous appellons algèbre de Poincaré la couple (, [·, ·]), où l’ensemble
 = {{∂i}i=0,...n ∪ {Ωij}i,j=1,...n ∪ {Ω0i}i=1,...n ∪ S}
contient n
2+3n+4
2 éléments. En rappelant la notation (1.5), on démontre aisément
les identités suivantes (cf. [68], [70], [74]) :
[Ωab, (∂tt − ∆)] = 0, a, b = 0, ..., n, (1.30)
[Ωab,Ωcd] = gbcΩad + gadΩbc − gbdΩac − gacΩbd, a, b, c, d = 0, ..., n,
[S, (∂tt − ∆)] = −2(∂tt − ∆), [S,Ωab] = 0, a, b = 0, ..., n,
[Ωab, ∂c] = gbc∂a − gac∂b, a, b, c = 0, ..., n, [S, ∂a] = −∂a, a = 0, ..., n.
Les définitions précédentes permettent de généraliser les espaces de Sobolev usuels.




f ∈ Hs(Rn) :
∑
0≤|α|≤s


















Dans les lemmes suivantes, nous décrivons les propriétés principales des operatéurs
de l’algèbre de Poincaré.
Lemme 1.4 Soient z ∈  et f ∈ C∞(R+ × Rn). Alors il existe des constantes
c0, c1, ..., cn telles que




Preuve. Sans perte de généralité, supposons z = Ωkm, où 0 ≤ k,m ≤ n, et soient




1 si i = j,
0 autrement.
On a
[∂i,Ωkm]f = [∂i, xk∂m]f − [∂i, xm∂k]f
= (∂i(xk∂m) − xk∂m∂i)f − (∂i(xm∂k) − xm∂k∂i)f
= δik∂mf + xk∂i∂mf − xk∂m∂if − δim∂kf − xm∂i∂kf + xm∂k∂if
= δik∂mf − δim∂kf.
La démonstration est similaire pour chaque z ∈ .
On peut étendre ce résultat au cas général |α| > 1. Plus précisement, on prouve





pour tout z ∈ .
Notre but est d’établir (cf. Section 1.4) une estimation convenable du terme non-
linéaire (1.3). Pour cela, nous utiliserons les lemmes suivants.
Lemme 1.5 Soit g la matrice (1.5) et supposons z ∈ , |α| ≥ 0 et f ∈ C∞(R+ ×
R
n). Alors il existe des constantes cαα1,α2 telles que




cαα1,α2 < g∇t,xzα1f(t, x) ,∇t,xzα2f(t, x) > .
Preuve. Fixons z ∈  et |α| ≥ 0. En appliquant la règle de Leibnitz, il existe des
constantes bαα1,α2 telles que




bαα1,α2 < g z
α1∇t,xf(t, x), zα2∇t,xf(t, x) > .
D’après (1.34), nous déduisons qu’on peut déterminer de nouvelles constantes cαα1,α2
telles que
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cαα1,α2 < g∇t,xzα1f(t, x),∇t,xzα2f(t, x) > .
Le lemme 1.5 est prouvé.
Lemme 1.6 Soit z ∈  et supposons a ≥ 1 une constante réelle. Alors, pour
chaque β fixé, il existe une constante c = c(a, β) > 0 telle que
∣∣∣∣zβ 1(1 + t+ |x|)a
∣∣∣∣ ≤ c(1 + t+ |x|)a .
Preuve. Sans perte de la généralité, supposons z = Ω0i = t∂i + xi∂t. Alors, il
existe une constante c = c(|a|) > 0 telle que
∣∣∣∣(t∂i + xi∂t) 1(1 + t+ |x|)a
∣∣∣∣ = |a|
∣∣∣∣t xi|x| (1 + t+ |x|)−a−1 + xi (1 + t+ |x|)−a−1
∣∣∣∣
≤ |a|t
(1 + t+ |x|)a+1 +
|a||x|
(1 + t+ |x|)a+1 ≤
c
(1 + |x| + t)a .
La démonstration est similaire pour chaque z ∈ . On étend aisément le résultat
au cas général |β| > 1.
Supposons, maintenant, z ∈  et g, h ∈ Hsz (Rn) et fixons |α| ≥ 0. Grâce à la règle
















où c1, c2 > 0 sont des constantes convenables.
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1.4 Estimations du terme non-linéaire
On se propose d’établir une estimation convenable du terme non-linéaire (1.3).
Pour semplicité, on utilise les notations u et ∂i à la place, respectivement, de u(t, x)






, i = 1, ..., n, (1.37)
nous obtenons















, (∂t, ∂1, · · · , ∂n)u >
∣∣∣∣
= |λ|









































Par conséquent, il existe une constante c(|λ|) telle que
sup
|x|≤L+t




où on considère z ∈ {{Ω0i}i=1,...n ∪ S}.
L’inégalité (1.38) présente une singularité pour t = 0. Pour surmonter cette diffi-









, i = 1, ..., n, (1.39)
obtenue de (1.28). On en déduit que









, i = 1, ..., n. (1.40)
Par suite, nous obtenons











































, · · · , ∂nu
1 + t
)














, · · · , Ω0nu
1 + t
)]








, · · · , ∂nu
1 + t
)















, · · · , Ω0nu
1 + t
)]









, · · · , ∂nu
1 + t
)
, (∂tu, ∂1u, · · · , ∂nu) >
∣∣∣∣ ,
l’inégalité (1.41) prend la forme
| < λg∇t,xu(t, x) ,∇t,xu(t, x) > | ≤ G1(t, x,∇t,xu,Ω0iu) +G2(t, x,∇t,xu).
On va établir des estimations convenables pour les termes G1 et G2.






















































‖zu(t, ·)‖L∞(|x|≤L+t)‖∇t,xu(t, ·)‖L∞(|x|≤L+t) + ‖∂tu(t, ·)‖2L∞(|x|≤L+t)
)
,
où on considère z ∈ {{Ω0i}i=1,...n ∪ S}.
Estimation du terme G2. On a
G2(t, x,∇t,xu) ≤ c(|λ|)1 + t ‖∇xu(t, ·)‖
2
L∞(|x|≤L+t). (1.43)
En utilisant la notation (1.3), on voit que








‖∂tu(t, ·)‖2L∞(|x|≤L+t) + ‖∇xu(t, ·)‖2L∞(|x|≤L+t)
)
,
où on pose z ∈ {{Ω0i}i=1,...n ∪ S}.




∣∣∣∣< 1(1 + t+ |x|)a∇t,xu(t, x) ,∇t,xu(t, x) >
∣∣∣∣ (1.45)





‖F (t, ·,∇t,xu(t, ·))‖L∞(|x|≤L+t) (1.47)














où z ∈ {{Ω0i}i=1,...n ∪ S} et c, c(|λ|) > 0 sont des constantes convenables.
1.5 Application des inégalités de Von Wahl au
problème (1.1)-(1.2)
Les résultats qu’on vient d’établir (cf. Sections 1.3-1.4) forment la base de la
preuve de la proposition suivante.
Proposition 1.1 Soit z ∈  et supposons que u(t, x) est la solution locale du
problème (1.1)-(1.2). Alors, pour t ∈ [0, T ], il existe des constantes c1, c2(|λ|), c3(|λ|),


















































Preuve. Soit u(t, x) la solution locale du problème (1.1)-(1.2). En rappelant les











(1 + (t− τ))(n−1)/2
‖F (τ, ·,∇τ,xu(τ, ·))‖H[n/2](Rn),
où c1, c2 > 0 sont deux constantes convenables.
Estimation des données initiales. Les hypothèses sur les données initiales du problème
(1.1)-(1.2) impliquent que
‖u(0, ·)‖H[n/2]+1(Rn) + ‖(∂tu)(0, ·)‖H[n/2](Rn)  ε.
Pour ce qui concerne le terme non-linéaire, on a
‖F (τ, ·,∇τ,xu(τ, ·))‖H[n/2](Rn)












où z ∈ . Notons


























cββ1,β2‖ < g∇τ,xzβ1u(τ, x),∇τ,xzβ2u(τ, x) > ‖L2(|x|≤L+τ),
où bββ1,β2 et c
β
β1,β2
sont des constantes convenables. Sans perte de généralité, nous






























où c1(|λ|), c2(|λ|), c3(|λ|) sont des constantes et z ∈ .





















où c1, c2 > 0 sont des constantes. En utilisant le principe de Huygens et le Lemme









où c > 0 est une constante et 0 ≤ |β2| ≤ [n/2]2 (cf. (1.36)). La Proposition 1.1 est
démontrée.
1.6 Généralisation aux dérivées d’ordre supérieur
Le résultat établi dans la section 1.5 peut être généralisé aux dérivées d’ordre
supérieur.
Soit u(t, x) la solution locale du problème (1.1)-(1.2) et supposons que z ∈  et
0 ≤ |α| ≤ [ s2] + 1. En utilisant les idéntités (1.30), nous déduisons que zαu(t, x)
est la solution locale du problème de Cauchy




βF (t, x,∇t,xu(t, x)), (1.51)
où cαβ sont des constantes et (z
αu)(0, x), (zα∂tu)(0, x) représentent les données ini-













(1 + (t− τ))(n−1)/2


























où c1, c2, c3 et cαβ sont des constantes.
Estimation des données initiales. Les hypothèses sur les données initiales du problème
(1.1)-(1.2) impliquent que
‖u(0, ·)‖H[n/2]+|α|+1(Rn) + ‖∂tu(0, ·)‖H[n/2]+|α|(Rn)  ε.























Estimation du terme R1,α(τ,∇τ,xu). Sans perte de la généralité, nous supposons
que 0 ≤ |β2| ≤ |α|+[n/2]2 (cf. (1.36)). En exploitant les résultats déjà établis (cf.




















où c1(|λ|), c2(|λ|) et c3(|λ|) sont des constantes convenables.







où c > 0 est une constante et 0 ≤ |β2| ≤ |α|+[n/2]2 . .
On a démontré ainsi la proposition suivante.
Proposition 1.2 Soit u(t, x) la solution locale du problème (1.1)-(1.2) et sup-
posons que 0 ≤ |α| ≤ [ s2] + 1. Alors, pour t ∈ [0, T ], il existe des constantes
































(1 + (t− τ))(n−1)/2

















Dans (1.53) on suppose 0 ≤ |β2| ≤ |α|+[n/2]2 .
1.7 Estimations classiques d’énergie
Nous nous proposons d’établir les estimations classiques d’énergie pour la solu-
tion locale u(t, x) du problème (1.1)-(1.2). On rappelle d’abord le résultat suivant.
Proposition 1.3 Soit w(t, x) la solution locale du problème de Cauchy
(∂tt − ∆)w(t, x) = F (t, x), (1.54)
w(0, x) = ε w0(x),
(∂tw)(0, x) = ε w1(x),
où (w0, w1) ∈ C∞0 (Rn) × C∞0 (Rn) et supp(w0) ∪ supp(w1) ⊆ B(0, L). Supposons
aussi que
supp(F (t, x)) ⊆ B(0, L+ t) = {x ∈ Rn : |x| ≤ L+ t}.
Alors il existe deux constantes c1, c2 > 0 telles que
‖w(t, ·)‖L2({|x|≤L+t}) ≤ c1 ε+ c2
∫ t
0
dτ‖| · |F (τ, ·)‖L2({|x|≤L+t}). (1.55)
La preuve de la Proposition 1.3 repose sur le lemme suivant.




































































En appliquant l’inégalité de Cauchy-Schwartz, le dernier terme est borné par
1





















≤ ‖χ(τ, ·)‖L2(Rn). (1.57)
On obtient (1.56) en intégrant (1.57) par rapport à τ dans l’intervalle [0, t].
Nous utilisons aussi le résultat suivant qui découle de l’inégalité de Hardy. Soit h(z)
une fonction suffisamment régulière et rapidement décroissante pour |z| → +∞.











Preuve de la Proposition 1.3. Considérons le problème (1.54). Par la trans-
formation de Fourier, on trouve que





|ξ| F̂ (τ, ξ)
est la solution du problème
∂ttŵ(t, ξ) + |ξ|2ŵ(t, ξ) = F̂ (t, ξ), (1.59)
ŵ(0, ξ) = ε ŵ0(ξ),
ŵt(0, ξ) = ε ŵ1(ξ).
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On voit que
































L’hypothèse supp(F (τ, x)) ⊆ {x ∈ Rn : |x| ≤ τ + L} assure que la fonction F (τ, x)
est régulière et à support compact pour chaque τ ∈ [0, t] fixé. Par conséquent,
F̂ (τ, ξ) décrôıt très rapidement pour |ξ| → +∞. En utilisant le Lemme 1.7, d’après
(1.60) on obtient














En désignant cn = (2π)
n/2, nous déduisons de l’identité de Plancharel que
‖ŵ(t, ·)‖L2ξ(Rn) = cn‖w(t, ·)‖L2({|x|≤L}) (1.62)
et
‖ŵ0(·)‖L2ξ(Rn) = cn‖w0(·)‖L2({|x|≤L}) < +∞. (1.63)
De manière analogue, puisque w1 est régulière et à support compact, la fonction
ŵ1 décrôıt rapidement pour |ξ| → +∞. En utilisant (1.58) et la propriété
∇ξF̂ (τ, ξ) = −i ˆ(xF )(τ, ξ),





≤ c1 ‖∇ξŵ1(·)‖L2ξ(Rn) = c2‖
ˆ(xw1)(·)‖L2ξ(Rn) = c3‖xw1(·)‖L2({|x|≤L})
















dτ ‖| · |F (τ, ·)‖L2({x≤L+τ}).
52
D’après (1.61)-(1.62)-(1.63), nous obtenons
‖w(t, ·)‖L2({|x|≤L}) ≤ c1ε+ c2
∫ t
0
dτ ‖| · |F (τ, ·)‖L2({|x|≤L+τ}).
Cela acheve la preuve de la Proposition 1.3.
La proposition suivante permet d’étendre ce résultat au cas général des dérivées
d’ordre supérieur.
Proposition 1.4 Soit z ∈  et supposons que u(t, x) est la solution locale du
problème de Cauchy (1.1)-(1.2). Alors, pour t ∈ [0, T ], il existe deux constantes
c0, c1 > 0 telles que
∑
0≤|α|≤s









dτ (L+ τ)‖zαF (τ, ·,∇τ,xu(τ, ·))‖L2({|x|≤L+τ}).
Preuve. Fixons 0 ≤ |α| ≤ s. D’après (1.51), nous savons que zαu(t, x) est la
solution locale du problème de Cauchy




βF (t, x,∇t,xu(t, x)) (1.65)
avec données initiales (zαu)(0, x) et (zα∂tu)(0, x). Grâce à la Proposition 1.3, il
existe deux constantes c2 et c3 positives telles que












En utilisant le principe de Huygens, on peut déterminer d’autres constantes c4 et
c5 telles que
















dτ (L + τ)
∑
0≤|β|≤|α|
∥∥zβF (τ, ·,∇τ,xu(τ, ·))∥∥L2({|x|≤L+τ}).
En tenant compte que 0 ≤ |α| ≤ s, nous obtenons
∑
0≤|α|≤s









dτ (L+ τ)‖zαF (τ, ·,∇τ,xu(τ, ·))‖L2({|x|≤L+τ}),
où c1 et c2 désignent deux constantes positives convenables.
La proposition 1.4 est prouvée.




‖zαu(0, ·)‖L2({|x|≤L})  ε.
Pour établir une estimation du terme non-linéaire, nous notons




(1 + τ + |x|)a
)
∇t,xu(τ, x) ,∇t,xu(τ, x) >,
où 0 ≤ |α| ≤ s et τ ∈ [0, t]. Nous prouvons qu’il existe des constantes c1(|λ|), c2(|λ|),
c3(|λ|) et c4 telles que

























où on suppose 0 ≤ |α2| ≤ |α|2 (cf. 1.36).
Preuve de l’inégalité (1.66). Posons
Fα(τ, x,∇τ,xu(τ, x)) = Fα1 (τ, x,∇τ,xu(τ, x)) + Fα2 (τ, x,∇τ,xu(τ, x)),
où
Fα1 (τ, x,∇τ,xu(τ, x)) = zα < λg∇τ,xu(τ, x) ,∇τ,xu(τ, x) >
et
Fα2 (τ, x,∇τ,xu(τ, x)) = zα <
1
(1 + τ + |x|)a∇τ,xu(τ, x) ,∇τ,xu(τ, x) >,
Estimation de Fα1 (τ, x,∇u). Nous savons que (cf. section 1.4)
















où c1(|λ|), c2(|λ|), c3(|λ|) > 0 sont des constantes. Par conséquent,
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où 0 ≤ |α2| ≤ |α|2 et c1(|λ|), c2(|λ|), c3(|λ|) sont de nouvelles constantes.
Estimation de Fα2 (τ, x,∇u). Considérons d’abord le cas |α| = 0, c’est-à-dire le
terme
F2(τ, x,∇τ,xu(τ, ·)) =< 1(1 + τ + |x|)a∇τ,xu(τ, x) ,∇τ,xu(τ, x) > .





Supposons ensuite 0 < |α| ≤ s. En utilisant la règle de Leibnitz et l’idéntité (1.34),
on déduit qu’il existe des constantes bαα1,α2,α3 et c
α
α1,α2,α3 telles que
Fα2 (τ, ·,∇τ,xu(τ, x))
= zα <
1















(1 + τ + |x|)a∇τ,xz
α2u(τ, x)∇τ,xzα3u(τ, x).
Suite au Lemme 1.6, nous déduisons que, pour chaque 0 < |α| ≤ s fixé, il existe
une constante c = c(a, α) telle que
‖Fα2 (τ, ·,∇τ,xu(τ, ·))‖L2(|x|≤L+τ) (1.68)
=








où 0 ≤ |α2| ≤ |α|2 .
Si on rassemble les estimations (1.67) et (1.68) on déduit que, pour chaque 0 ≤
|α| ≤ s fixé, il existe des constantes c1(|λ|), c2(|λ|), c3(|λ|), c4 positives telles que
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‖Fα(τ, ·,∇τ,xu(τ, ·))‖L2(|x|≤L+τ) (1.69)
























pour τ ∈ [0, t] et 0 ≤ |α2| ≤ |α|2 .
On a ainsi prouvé la proposition suivant.
Proposition 1.5 Soit u(t, x) une solution locale du problème (1.1)-(1.2) et sup-
posons que 0 ≤ |α| ≤ s. Alors, pour t ∈ [0, T ], il existe des constantes c1, c2(|λ|),
c3(|λ|), c4(|λ|), c5, positives telles que
∑
0≤|α|≤s


















































où 0 ≤ |α2| ≤ |α|2 .
1.8 Existence globale
Dans les sections précédentes on a établi des estimations convenables pour la
solution locale du problème (1.1)-(1.2) en termes de la norme d’énergie et des
inégalités de Von Wahl. Pour completer la preuve du théorème 1.1, nous introdui-
sons les normes














où t ∈ [0, T ]. Nous utiliserons le lemme suivant.
Lemme 1.8 Supposons n > 3 et 0 < t ≤ +∞. Alors il existe une constante
















(1 + t− τ)n−12 (1 + τ) n−12















(1 + t− τ) n−12 (1 + τ) n−12
.














































(1 + t− τ)(n−1)/2
=
1



















Le lemme 1.8 est prouvé.
On va écrire les estimations (1.53) et (1.70) en utilisant la notation (1.71)-(1.72).
Dans ce qui suit, ci(|λ|) représentent des constantes qui dépendent de λ.















(1 + (t− τ))(n−1)/2(1 + τ)(1 + τ) n−12





(1 + (t− τ))(n−1)/2(1 + τ)a(1 + τ) n−12
.
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En désignant
I(Θ(u, t, s),Λ(u, t, s), n)





(1 + (t− τ))(n−1)/2(1 + τ)(1 + τ) n−12





(1 + (t− τ))(n−1)/2(1 + τ)a(1 + τ) n−12
,
on voit que
I(Θ(u, t, s),Λ(u, t, s), n)



























(1 + (t− τ))(n−1)/2(1 + τ) n−12





(1 + (t− τ))(n−1)/2(1 + τ) n−12
.




















et, de manière équivalente,
Λ(u, t, s) ≤ cε+ c(|λ|)Θ(u, t, s)Λ(u, t, s). (1.76)
De manière similaire, l’inégalité (1.70) prend la forme









































converge pour t → +∞. Cela permettra d’appliquer le principe de prolongement
des solutions des équations différentielles.
Par (1.77) on déduit qu’il existe deux constantes c et c(n) positives telles que
Θ(u, t, s) ≤ cε+ c(n)Θ(u, t, s)Λ(u, t, s). (1.78)
D’après (1.76) et (1.78) on voit que
{
Λ(u, t, s) ≤ cε+ c(|λ|)Θ(u, t, s)Λ(u, t, s),
Θ(u, t, s) ≤ cε+ c(n)Θ(u, t, s)Λ(u, t, s), (1.79)
pour t ∈ [0, T ]. En définissant le vecteur
Υ(u, t, s) = (Θ(u, t, s),Λ(u, t, s))
et la norme
‖Υ(u, t, s)‖ =
√
Θ2(u, t, s) + Λ2(u, t, s),
le systeme (1.79) prend la forme
‖Υ(u, t, s)‖ ≤ c0ε+ c(n, |λ|)‖Υ(u, t, s)‖2, (1.80)
où c0 et c(n, |λ|) sont des constantes convenables et t ∈ [0, T ]. Le lemme suivant
montre que l’énergie généralisée et la norme uniforme de la solution locale u(t, x)
du problème (1.1)-(1.2) sont bornées supérieurement par des termes d’odre ε.
Lemme 1.9 Supposons que (1.80) est satisfaite. Alors il existe un paramètre réel
suffisamment petit
ε0 = ε0(‖u0(·)‖Hs(Rn), ‖u1(·)‖Hs−1(Rn), n, |λ|) > 0
et une constante c = c(n, λ) > 23c0, uniforme par rapport à T , tels que
‖Υ(u, t, s)‖ < cε (1.81)
pour tous ε ∈]0, ε0[ et t ∈ [0, T ].
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Preuve. On prouve le lemme 1.9 par l’absurde. Notons c = 2c1 et supposons qu’il
existe t1 ∈ [0, T ] tel que
‖Υ(u, t, s)‖ < 2c1ε ∀ 0 ≤ t < t1 et ‖Υ(u, t1, s)‖ = 2c1ε. (1.82)
D’après (1.80) on obtient
‖Υ(u, t, s)‖ < c0ε+ c(n, |λ|)(2c1ε)2, (1.83)
pour chaque 0 ≤ t < t1. Observons que l’inégalité
c0ε+ c(n, |λ|)(2c1ε)2 < 32c1ε
a lieu pour tout




Par suite, en désignant ε0 = 3c1−2c08c(n,|λ|)c21 > 0, nous obtenons
‖Υ(u, t, s)‖ < 3
2
c1ε, (1.84)
pour tout 0 < ε < ε0 et 0 ≤ t < t1. La continuité de ‖Υ(u, t, s)‖ permet de déduire
que
‖Υ(u, t1, s)‖ ≤ 32c1ε, (1.85)
pour tout 0 < ε < ε0. Cela contradit (1.82).
Puisque t1 est arbitraire, l’inégalité (1.81) est valable pour tout t ∈ [0, T ].
Par conséquent, d’après (1.81) nous obtenons
Θ(u, t, s) ≤ cε ⇔ ‖u(t, ·)‖L2(|x|≤L+t) ≤ cε
et






pour tout 0 < ε < ε0 et t ∈ [0, T ].
Nous nous proposons finallement de montrer que la solution u(t, x) du problème
(1.1)-(1.2) existe pour tout t ∈ [0,+∞[. Pour cela, on utilise le principe de prolon-
gement des solutions des équations différentielles.
Lemme 1.10 Soient ε0 et c les mêmes paramètres que dans le lemme 1.9 et, pour
0 < ε < ε0, notons
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T1 = max{τ ∈ R+ : u(t, x) existe et ‖Υ(u, t, s)‖ < cε pour tout 0 ≤ t ≤ τ}.
(1.86)
Alors T1 = +∞.
Preuve. Nous supposons, par l’absurde, que T1 < +∞. Considérons alors l’in-
tervalle [T1 − δ, T1 + δ], où δ > 0 est suffisamment petit. Comme on déduit de
(1.86), le problème de Cauchy pour l’équation (1.1) avec données initiales u(T1, x)
et (∂tu)(T1, x) admet une solution unique dans l’intervalle [T1 − δ, T1 + δ]. De
manière analogue à ce qu’on a fait dans la preuve du lemme 1.9, nous déduisons
que
‖Υ(u, t, s)‖ < cε,
pour tous 0 < ε < ε0 et t ∈ [0, T1 + δ]. Encore une fois, ε0 et c sont les mêmes que
dans le lemme 1.9. En fait, comme l’inégalité (1.81) montre, le paramètre ε0 et la
constante c ne dépendent que des données initiales u0 et u1 et, par conséquent, ils
sont uniformes par rapport à T1 + δ.
D’autre part, la méthode de contraction (cf. [67], [98])) assure que, dans l’intervalle
[T1 − δ, T1], la solution du problème avec donnée initiales u(T1, x) et (∂tu)(T1, x)
concide avec celle de la définition (1.86).
Par conséquent, la solution u(t, x) du problème (1.1)-(1.2) est prolongeable à droite
de T1, ce qui contradit l’hypothèse T1 <∞.
Le Théorème 1.1 est prouvé.
Chapitre 2










dy K(x− y) |∇yu(t, y)|2
)
∆xu(t, x) = 0, (2.1)
u(0, x) = ε u0(x), (∂tu)(0, x) = ε u1(x), ε > 0, (2.2)
où (u0, u1) ∈ C∞0 (Rn) × C∞0 (Rn), n > 3 et ε est un paramètre réel suffisamment
petit.
Le noyau K : Rn → R représente une fonction régulière, positive et rapidement
décroissante à l’infini avec toutes ses dérivées. Plus précisement, en utilisant la
notation
∇γzK(z) = ∂γ1z1 · · ·∂γnznK(z),





(1 + |z|)N , (2.3)
pour |z| → +∞, N > n et s ≥ 2 [n2 ] + 6 (cf. Théorème 2.1).





∆u(t, x) = 0, (2.4)
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où m ∈ C1(R+) (cf. [4], [13], [23], [24], [21], [22], [30], [31], [32], [52], [82], [84]).
Les premieres résultats sur l’équation (2.4) sont dûs à S. Bernstein (cf. [4]), en
dimensions n = 1. En supposant m(r) = 1 + r, Bernstein a prouvé qu’une solution
globale ou locale existe si, respectivement, on prend les données initiales réelles
analytiques ou dans un espace de Sobolev convenable. Ce type de problème a été
développé par Carrier (cf. [13]) et, plus tard, par Narishima (cf. [82]), Dickey (cf.
[30], [31], [32]) et Nishida (cf. [84]), qui ont étudié des modèles mathématiques
non-linéaires qui décrivent, du point de vue physique, les vibrations transversales
des cordes de longueur finie et infinie. En suivant l’approche de Dickey (cf. [32]),








∂xxu(t, x) = 0, λ > 0, (2.5)
u(0, x) = u0(x),
(∂tu)(0, x) = u1(x),
en dimension n = 1 et avec données initiales u0 ∈ C3(R) et u1 ∈ C2(R) telles que
(1 + x2)|∇xu0(x)| < +∞ et (1 + x2)|u1(x)| < +∞.
On prouve (cf. [52]) que le problème (2.5) admet une solution globale si les données
initiales sont suffisamment petites ou, de manière équivalente, si le paramètre λ est








et le modèle (2.5) représente une approximation, dans un sense convenable, de
l’équation des ondes linéaire.





∆u(t, x) = 0, (2.6)
en supposant la fonction m de classe C1 dans un voisinage à droite de l’origine,
m(0) > 0 et les données initiales
u(0, x) = u0(x) ∈ C∞0 (Rn) et (∂tu)(0, x) = u1(x) ∈ C∞0 (Rn). (2.7)
L’approche de D’Ancona et Spagnolo (cf. [24]) consiste à construire une fonction-
nelle H convenable, qui dépend de la fonction m et de la norme de Sobolev des
données initiales, et à prouver que la solution du problème (2.6)-(2.7) existe globa-
lement d’autant que H est suffisamment petit. Plus précisement, la fonctionnelle
est définie de la façon suivante





























c’est-à-dire quand les données initiales sont suffisamment petites par rapport à la
norme N(f) ou, de manière équivalente, quand m(r) est proche de la constante
m(0), pour r ∈ (0, ν0).









∆xu(t, x) = 0, (2.10)
où  représente la convolution par rapport aux variables spatiales. Par suite, on




1 + ‖∇xu(t, ·)‖2L2(Rn)
)




1 + |∇xu(t, x)|2
)
∆u(t, x) = 0, (2.12)
obtenues d’après (2.10) en choisissant, respectivement, K ≡ 1 et K = δ, étant
donné δ la distribution de Dirac.
Nous nous intéressons au cas des données initiales petites. D’autre part, si aucune
restriction n’est faite sur la taille des données initiales, l’existence des solutions
de classe C∞ pour les équations proches du modèle de Kirchhoff est un problème
ouvert.




1 + ‖∇xu(t, ·)‖2L2(Rn)
)
∆u(t, x) = F (u(t, x), ∂tu(t, x),∇xu(t, x))
(2.13)
avec données initiales
u(0, x) = ε u0(x) et (∂tu)(0, x) = ε u1(x), (2.14)
où ε > 0 est suffisamment petit, (u0, u1) ∈ C∞0 (Rn)×C∞0 (Rn) et n ≥ 2. La fonction
F est de classe C∞ et il existe deux constantes c1, c2 > 0 telles que
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c1|s|λ+1 ≤ |F (s)| ≤ c2|s|λ+1
dans un voisinage de s = 0, où s = (u, ∂tu,∇xu).
On démontre (cf. [23]) que le problème (2.13)-(2.14) admet une solution globale
u ∈ C∞(R+ × Rn)
pourvu que λ > λ0(n) et 0 < ε < ε0, où ε0 = ε0(u0, u1, F ) est suffisamment petit.
Du point de vue physique les équations (2.1) et (2.11) permettent une meilleure des-
cription que l’équation classique des ondes. On utilise ces modèles mathématiques
pour décrire les vibrations des membranes elatiques quand la vitesse de propagation
m(r) de la perturbation u(t, x) est variable.
En particulier, on voit que la fonction m dépend de façon continue de l’énergie de
déformation
η(u; t) = ‖∇xu(t, ·)‖2L2(Rn)
et que l’approximation est du premier ordre (m(r) = 1 + r) dans l’équation de
Kirchhoff (2.11) et d’ordre 0 (m(r) ≡ 1) dans l’équation linéaire ∂ttu− ∆xu = 0.
Notre but est de prouver le théorème suivant.
Théorème 2.1 Supposons s ≥ 2 [n2 ] + 6, n > 3 1. Alors il existe
ε0 = ε0(‖u0(·)‖Hs(Rn), ‖u1(x)‖Hs−1(Rn), n) > 0
suffisamment petit, tel que, pour chaque 0 < ε < ε0, le problème (2.1)-(2.2) admet





Nous présentons brièvement la structure du chapitre 2. Nous exhibons d’abord les
propriétés de décroissance de la solution locale u(t, x) en utilisant les inégalités
classiques d’énergie (cf. sections 2.2-2.3). La difficulté principale lorsque on établi
ces estimations est due à la présence du terme variable
v(t, x,K,∇xu) = 1 +
∫
Rn
dyK(x− y) |∇yu(t, y)|2.
Notre approche consiste à remplaçer le cône caractéristique de l’équation linéaire
des ondes par un ensemble de forme plus général (cf. Section 2.2). On combine
ensuite les inégalités d’énergie avec les estimations L∞(Rn) → L2(Rn) de Von
Wahl (cf. section 2.4). L’application de la méthode de contraction et du principe
de prolongement des solutions des équations différentielles permet de completer la
preuve du Théorème 2.1.
1La technique que nous utilisons ne permet pas d’obtenir le résultat analogue du Théorème
2.1 en dimension n ≤ 3 (cf. Section 2.5).
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Dans ce qui suit, pour simplicité, nous désignons ∂αx u et ∂tu, respectivement, par
u(α) et ut.
2.2 Résultats préliminaires
Considérons le problème (2.1)-(2.2) et supposons, sans perte de généralité, que
supp(u0) ∪ supp(u1) ⊆ B(0, L).
Grâce à la régularité des données initiales, le théorème de Cauchy-Kovalevskaja
permet de déduire que la solution u(t, x) du problème (2.1)-(2.2) existe localement
dans l’intervalle [0, T ], T = T (ε) > 0.
Nous nous proposons d’établir une estimation d’énergie convenable pour cette so-
lution. Pour cela, nous rappelons la méthode classique utilisée pour l’équation des
ondes.
Soit ũ(t, x) la solution de l’équation linéaire
∂ttũ(t, x) − ∆xũ(t, x) = 0 (2.15)
et supposons que les données initiales soient regulières et que
supp(ũ(0, x)) ∪ supp((∂tũ)(0, x)) ⊆ B(0, R).
L’inégalité d’énergie pour ũ(t, x) découle aisément d’une intégration convenable de
l’équation (2.15) dans le cône caractéristique
Γ(T ) = {(t, x) ∈ [0, T ]× Rn : |x| ≤ R− t}.
Dans l’équation (2.1) la vitesse de propagation v(t, x,K,∇xu) est variable. Par
conséquent, notre idée est de remplacer le cône Γ(T ) par l’ensemble
Ω(T ) = {(t, x) ∈ [0, T ]× Rn : |x| ≤ L−D(T )t}, (2.16)
où





dy K(x− y) |∇yu(t, y)|2
)




On introduit ensuite l’énergie associée à la solution locale u(t, x) du problème (2.1)-
(2.2)

















et l’énergie associée aux dérivées d’ordre supérieur

















pour |α| > 0. On va démontrer la proposition suivante.
Proposition 2.1 Supposons que u(t, x) est la solution locale du problème (2.1)-
(2.2). Alors
























Preuve. Pas 1. Définition du cône caractéristique. Considérons l’ensemble
Ωγ(T ) = {(t, x) ∈ [0, T ]× Rn : |x| ≤ L− γ(t, x)}, (2.21)
où
γ : [0, T ]× Rn → R
est une fonction de classe C∞(R+ × Rn), positive et telle que
γ(0, x) = 0, γ(T, x) = D(T )T (2.22)
et
γt(t, x) > 0 pour (t, x) ∈ [0, T ]× Rn. (2.23)
















Après une intègration par partie, la dernière identité prend la forme
























































i=1,...,n ∂xif(x) représente l’opérateur de divergence.
Pas 2. Application du théorème de la divergence. Soit
Γγ(T ) = {(t, x) ∈ ]0, T [×Rn : |x| = L− γ(t, x)}
la surface latérale de Ωγ(T ), et, pour (t, x) ∈ Γγ(T ), notons
ν(t, x) = (νt(t, x), νx(t, x)) = (2.25)
1√
|γt(t, x)|2 +




|x| + ∇xγ(t, x)
)
la normale unitaire orientée vers l’éxtérieur de Γγ(T ).
De (2.22) nous déduisons que les surfaces de base inférieure (t = 0) et supérieure
(t = T ) du cône Ωγ(T ) sont de la forme
Binf = {x ∈ Rn : |x| ≤ L}
et
Bsup = {x ∈ Rn : |x| ≤ L−D(T )T }.
Les normales unitaires orientées vers l’extérieur de Binf et Bsup sont, respective-

































peut être écrit comme la somme des trois intégrales





























































dyK(x− y) |∇yu(t, y)|2
)
ut(t, x)∇xu(t, x) · νx(t, x).
En rappelant (2.18), on voit que J1 et J2 désignent, respectivement, l’énergie aux
temps t = 0 et t = T .





















dyK(x− y) |∇yu(t, y)|2
)
ut(t, x)∇xu(t, x) · νx(t, x)




∣∣∣ x|x| + ∇xγ(t, x)∣∣∣2
,




















dy K(x− y) |∇yu(t, y)|2
)(
x




de telle façon que
J31 = φ(γ)×
(
A(γ)|ut(t, x)|2 +B(γ,K,∇u)|∇xu(t, x)|2 − 2C(γ,K,∇u)ut(t, x)∇xu(t, x)
)
.
D’abord, on voit que φ(γ) > 0. Il reste alors à chosir la fonction γ(t, x) de telle
façon que
A(γ)|ut(t, x)|2 +B(γ,K,∇u)|∇xu(t, x)|2 − 2C(γ,K,∇u)ut(t, x)∇xu(t, x) > 0.







β(t, x) = |x| + γ(t, x), (2.28)





|x| + ∇xγ(t, x)




dy K(x− y) |∇yu(t, y)|2
) . (2.29)
Puisque
βt(t, x) = γt(t, x) et ∇xβ(t, x) = x|x| + ∇xγ(t, x),
en remplaçant γ par β, l’inégalité (2.29) prend la forme




dy K(x− y) |∇yu(t, y)|2
) .
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Sans perte de généralité, on peut étudier l’équation éiconale correspondante




dy K(x− y) |∇yu(t, y)|2
) . (2.30)
Une solution de cette équation est de la forme
β(t, x) = |x| +D(T ) t. (2.31)
Par suite, d’après (2.28), on obtient γ(t, x) = D(T ) t. On voit alors que Ωγ(T ) et
Γγ(T ) cöıncident, respectivement, avec Ω(T ) et Γ(T ) (cf. (2.21)) et que
A(γ) > 0 et B(γ,K,∇u) > 0,
pour (t, x) ∈ Γ(T ) (cf. (2.26)). D’après (2.27), nous obtenons
C2(γ,K,∇u) ≤ A(γ)B(γ,K,∇u), (2.32)
et, par conséquent,








Cela montre que J31 ≥ 0. On en déduit que J3 est positive.
En utilisant (2.18), on voit que J1 = −E(u, 0) et J2 = E(u, T ). La positivité de J3
implique que























La proposition 2.1 est prouvée.
2.3 Généralisation aux dérivées d’ordre supérieur
On se propose d’étendre l’estimation d’énergie aux dérivées d’ordre supérieur
∂αx u(t, x), pour |α| > 0. On prouve la proposition suivante.
Proposition 2.2 Supposons que u(t, x) est la solution locale du problème (2.1)-
(2.2). Alors
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dy K(x− y) |∇yu(t, y)|2
)
∆u(α2)(t, x),
pour tout 0 < |α| ≤ s. On suppose ici 1 ≤ |α1| ≤ |α|, 0 ≤ |α2| ≤ |α| − 1 et cαα1,α2
des constantes convenables.
































dy K(x− y) |∇yu(t, y)|2
)
∆u(α2)(t, x),
où cαα1,α2 sont des constantes, 1 ≤ |α1| ≤ |α| et 0 ≤ |α2| ≤ |α| − 1. Si on multiplie
l’équation (2.34) par u(α)t (t, x) et on intègre dans le domaine Ω(T ), on déduit que∫
Ω(T )
dt dx u(α)t (t, x)u
(α)

























dy K(x− y) |∇yu(t, y)|2
)
∆u(α2)(t, x).









































































dy K(x− y) |∇yu(t, y)|2
)
∆u(α2)(t, x).
De manière similaire à ce qu’on a fait dans la section 2.2, nous appliquons le




































t (t, x)∇xu(α)(t, x)
]
et rappelons (2.19). La preuve de la proposition 2.2 découle aisément.
2.4 Estimations de Von Wahl
En suivant la méthode utilisée dans le chapitre 1, on se propose d’établir des
estimations L∞(Rn) → L2(Rn) convenables pour la solution locale du problème
(2.1)-(2.2). Pour cela, nous reprenons les inégalités de Von Wahl présentées dans
la section 1.2.
Définissons, d’abord, la norme
Σ[ s2 ]+1(u, T ) = (2.36)
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sup





∣∣∂βxu(t, x)∣∣ , (1 + t)n−12 ∣∣∂t∂βxu(t, x)∣∣}
et considérons le lemme suivant.
Lemme 2.1 Soit r ≥ 0 un entier et notons
Cr0 (R
n) = {h ∈ Cr(Rn) : supp(h) est compact dans Rn}.
Supposons f ∈ Cr0 (Rn), g ∈ L1loc(Rn)∩Lp(Rn) et 1 ≤ p ≤ +∞. Alors, il existe une
constante c = c(p, n) > 0 telle que
‖f  g‖Lp(Rn) ≤ c ‖f‖L1(Rn)‖g‖Lp(Rn),
où f  g désigne le produit de convolution. De plus,
(f  g) ∈ Cr(Rn) et (∂jx(f  g))(x) = ((∂jxf)  g)(x),
pour tout 0 ≤ |j| ≤ r.
Dans ce qui suit, nous utiliserons le résultat suivant.
Lemme 2.2 Supposons n > 3 et 0 < T ≤ +∞. Alors il existe une constante





(1 + T − t)n−12 (1 + t)n−1
≤ c










(1 + T − t)n−12 (1 + t)n−1














(1 + T − t)n−12 (1 + t)n−1
.

























(1 + T2 )
(n−1)/2 ≤
c












(1 + T − t)(n−1)/2
=
1

















(1 + T )(n−1)/2
.
Le lemme 2.2 est prouvé.
On a la proposition suivante.
Proposition 2.3 Supposons que u(t, x) est la solution locale du problème (2.1)-
(2.2). Alors il existe deux constantes c0, c1 > 0 telles que
Σ[ s2 ]+1(u, T ) ≤ c0ε+ c1Σ
2
[ s2 ]+1









Preuve. On peut écrire l’équation (2.1) sous la forme
∂ttu(t, x) − ∆xu(t, x) =
(∫
Rn
dy K(x− y) |∇yu(t, y)|2
)
∆xu(t, x). (2.39)
Les estimations de Von Wahl (cf. Section 1.2) donnent


























(1 + T − t)n−12
,
où c0 et c1 sont des constantes.
On va étendre ce résultat aux dérivées d’ordre supérieur. Plus précisement, soit
0 < |β| ≤ [ s2] + 1 et considérons l’équation
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∂βx (∂ttu(t, x) − ∆xu(t, x)) = ∂βx
[(∫
Rn






En utilisant la notation u(β) à la place de ∂βxu, par (2.41) nous obtenons
u
(β)
tt (t, x)−∆xu(β)(t, x) = ∂βx
[(∫
Rn





Les données initiales prennent la forme




x∂tu)(0, x) = ε ∂
β
xu1(x). (2.43)
















dy K(x− y) |∇yu(t, y)|2
)
∆xu(β2)(t, x),
où 0 ≤ |β1| ≤ |β| et 0 ≤ |β2| ≤ |β|. Les estimations de Von Wahl, appliquées au
problème (2.42)-(2.43), donnent





























(1 + T − t) n−12
,
où c0,β et c1,β sont des constantes convenables.













D’autre part, la condition (2.3) assure que, pour chaque 0 ≤ |β1| ≤ |β|, il existe
une constante cβ1 < +∞ telle que
‖∂β1z K(·)‖L1(Rn) ≤ cβ1 < +∞. (2.46)








































où c0 = c0(n), c1 = c1(n, β1) et c3 = c3(n, β1, β2) sont des constantes convenables.
On déduit que, pour chaque β fixé, il existe des constantes c0,β et c1,β telles que


















0≤|β2|≤|β| ‖u(t, ·)‖H[ n2 ]+|β2|+2(Rn)
(1 + T − t)n−12 (1 + t)n−1
.






























(1 + t)n−1(1 + T − t) n−12
≤ c0ε
















(1 + t)n−1(1 + T − t)n−12
.
En utilisant (2.37), l’inégalité (2.47) prend la forme
























La proposition 2.3 est prouvée. .
En tenant compte de (2.19), l’inégalité (2.48) prend la forme
Σ[ s2 ]+1(u, T ) ≤ c0ε+ c1(n, s)Σ
2
[ s2 ]+1
(u, T ) sup
t∈[0,T [
{√




Rappelons, maintenant, les estimations d’énergie (2.20) et (2.33). En appliquant
l’inégalité de Cauchy-Schwartz, nous déduisons qu’il existe des constantes cαα1,α2
telles que








dy (∇xK(· − y)) |∇yu(t, y)|2
∥∥∥∥
L∞

































où 1 ≤ |α1| ≤ |α|, 0 ≤ |α2| ≤ |α| − 1 et 0 ≤ |α| ≤ s. D’autre part, on voit que





































Dans ces estimations on a utilisé la condition (2.3). En remplaçant ces résultats
dans (2.50), nous obtenons







pour tout 0 ≤ |α| ≤ s. Sans perte de généralité, à la place de E(α)(u, T ) on va
considérer la fonction monotone (par rapport à t)
Ê(α)(u, T ) = sup
t∈[0,T ]
E(α)(u, t).
De (2.51) on obtient




















Ê(α)(u, T ) ≤ c0
∑
0≤|α|≤s






Σ2[ s2 ]+1(u, T ).
(2.53)
On avance de manière similaire à ce qu’on a fait dans le chapitre 1. Notons




et, d’après (2.38), considérons le système d’inégalités suivant





Ê([ s2 ]+[n2 ]+3)(u, T ) (2.54)
η(u, T, s) ≤ η(u, 0, s) + c2(n, s) η(u, T, s)Σ2[ s2 ]+1(u, T ).
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En tenant compte de la taille des données initiales on voit que η(u, 0, s)  ε2.










Le systeme (2.54) prend alors la forme





η(u, T, s) (2.55)
η(u, T, s) ≤ ε2 + c2(s, n)η(u, T, s)Σ2[ s2 ]+1(u, T ).
En désignant
θ(u;T ; s) = η(u, T, s) + Σ[ s2 ]+1(u, T ),
d’après (2.55) on voit qu’il existe une constante c = c(n, s) > 0 telle que
θ(u;T ; s) ≤ c
(
ε+ ε2 + θ(u;T ; s)
5
2 + θ(u;T ; s)3
)
. (2.56)
En suivant l’approche utilisé dans la preuve du lemme 1.9, on peut déterminer une
constante c1 = c1(s, n,K) > c, uniforme par rapport à T , et un paramètre
ε0 = ε0(‖u0(·)‖Hs(Rn), ‖u1(x)‖Hs−1(Rn), n,K, s) > 0,
suffisamment petit, tels que
θ(u; t; s) < c1ε,
pour ε ∈]0, ε0[ et t ∈ [0, T ]. Par analogie avec ce qu’on a établi dans le chapitre 1 (cf.
Lemme 1.10), le principe de prolongement des solutions des équations différentielles
permet de prouver que la solution du problème (2.1)-(2.2) existe globalement. La





avec masse m(ε) qui tend
vers zéro.
3.1 Introduction
Ce chapitre est consacré au problème de Cauchy pour l’équation non-linéaire





et les données initiales sont de la forme
u(0, x) = ε u0(x) et (∂tu)(0, x) = ε u1(x). (3.2)
Ici (u0, u1) ∈ C∞0 (R2) × C∞0 (R2), ε > 0 est un paramètre réel suffisamment petit
et on suppose qu’il existe une constante c > 0 telle que |g(s)| ≤ c|s|3 dans un
voisinage de s = 0.
L’équation (3.1) représente un cas particulier de l’équation classique de Klein Gor-
don
(∂tt − ∆x +m2)u(t, x) = F (u(t, x), ∂tu(t, x),∇xu(t, x)), m > 0, (3.3)
qui joue un rôle très important dans la mécanique relativiste, en particulier pour ce
qui concerne l’analyse de l’action des champs électromagnétiques et la description
des phénomènes liés aux particules de spin zéro.
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Du point de vue physique, le paramètre m dans (3.3) représente la masse associée
au champ u(t, x). Dans l’équation (3.1), nous nous proposons d’étudier le cas limite




où σ est un paramètre réel positif (cf. Théorème 3.1). On établi ainsi une liaison
entre la masse et la taille ε des données initiales. Le problème (3.1)-(3.2) prend la
forme
(∂tt − ∆x + εσ)u(t, x) = u2(t, x) + g(u(t, x)), (3.4)
avec données initiales
u(0, x) = ε u0(x) et (∂tu)(0, x) = ε u1(x). (3.5)
En tenant compte de la régularité des fonctions u0 et u1, le théorème de Cauchy-
Kovalevskaja permet de déduire que la solution du problème (3.4)-(3.5) existe lo-
calement dans un intervalle [0, T ], T = T (ε) > 0, ε > 0 fixé.
Notre but est d’étudier la régularité et les propriétés de décroissance de la solution
u(t, x) du problème (3.4)-(3.5) quand ε→ 0. Remarquons que la dépendance de m
rend impossible une application directe des estimations L∞(R2) → L2(R2) (section
3.4) et des inégalités d’énergie (section 3.5). Pour surmonter cette difficulté, notre
idée est de travailler avec les variables
τ(t) = εβt, ξ(x) = εβx, (3.6)
où β = σ2 . On pose alors
ũ(τ(t), ξ(x)) = u(t, x), (3.7)
de telle façon que
∂tu(t, x) = ∂τ ũ(τ, ξ) εβ , ∂xu(t, x) = ∂ξũ(τ, ξ) εβ (3.8)
et le problème (3.4)-(3.5) prend la forme
ε2β∂ττ ũ(τ, ξ) − ε2β∆ξũ(τ, ξ) + εσũ(τ, ξ) = ũ2(τ, ξ) + g(ũ(τ, ξ)), (3.9)




où ũ0(ξ) = u0( ξεβ ) et ũ1(ξ) = u1(
ξ
εβ
). Étant donné que β = σ2 , nous obtenons











Nous prouvons le théorème suivant.
3.1. INTRODUCTION 85
Théorème 3.1 Soit k ≥ 18 un entier et supposons que 0 < σ = σ(k) < 2k+10 .
Alors, il existe
ε0 = ε0(k, σ(k), ‖u0‖Hk+16(R2), ‖u1‖Hk+15(R2)) > 0,






pour tout 0 < ε < ε0.
Le Théorème 3.1 montre que σ dépend de k. La restriction k ≥ 18 implique que
0 < σ(k) < 114 . D’autre part, la solution est d’autant plus régulière que k est grand




De manière heuristique, on peut considérer l’équation (3.4) comme une interpola-
tion entre le modèle de Klein-Gordon
(∂tt − ∆x +m2)u(t, x) = u2(t, x), m > 0, (3.13)
et l’équation semi-linéaire des ondes
(∂tt − ∆x)u(t, x) = u2(t, x), (3.14)
correspondante au cas m = 0. Pour plus de détails en ce qui concerne le temps
d’existence des solutions de (3.13) et (3.14) on envoie, respectivement, à [86] et
[51].
Considérons, maintenant, l’équation
(∂tt − ∆x +m2)u(t, x) = F (u(t, x),∇t,xu(t, x),∇2t,xu(t, x)), m > 0 (3.15)
où F (u, v, w) est d’odre quadratique dans un voisinage de l’origin.
En dimension n ≥ 5, Klainerman-Ponce (cf. [67]) et Shatah (cf. [99]) ont montré
que l’équation (3.15) admet une solution globale si les données initiales sont suf-
fisamment petites. Pour obtenir ce résultat, on utilise les inégalités classiques
Lp(Rn) → Lq(Rn), 1 ≤ p, q ≤ +∞, qui permettent de montrer les propriétés
de décroissance de la solution.
En utilisant les opérateurs du groupe de Poincaré et en supposant les données
initiales petites, Klainerman (cf. [?]) a prouvé que la solution du problème (3.15)
existe globalement en dimension n = 3, 4. Des estimations plus raffinées sont dues
à Hörmander (cf. [55]), Sideris (cf. [104]) et Georgiev (cf. [36]), qui ont combiné
la technique de Klainerman avec les estimations pour la solution fondamentale de
l’équation linéaire de Klein-Gordon.
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Les estimations Lp(Rn) → Lq(Rn) ne donnent pas des résultats optimaux quand
la dimension spatiale n est petite (n = 2, 3). La difficulté principale est liée à la
présence des termes quadratiques dans la non-linéarité.
En appliquant des transformation convenables, Shatah (cf. [100]), en dimension
n = 3, 4, et Simon (cf. [105]) ont prouvé que le problème (3.15) admet une solution
globale si les données initiales sont petites. On utilise ces transformations pour
supprimer les termes non-linéaires d’ordre quadratique.
En dimension n = 2 Georgiev-Popivanov (cf. [35]), Kosecki (cf. [74]) et Simon-
Taffin (cf. [106]) ont prouvé que la solution de l’équation (3.15) existe globalement
pourvu que la non-linéarité quadratique ait une forme spéciale et que les données
initiales soient petites. L’approche de Georgiev-Popivanov (cf. [35]) et Kosecki (cf.
[74]) consiste à combiner la méthode de Klainerman avec la technique de Shatah.
Ce résultat a été étendu au cas des non-linéarités quadratiques de forme générale
par Ozawa-Tsutsumi-Tsutaya (cf. [86]), qui ont utilisé la méthode de Shatah et les
estimations de Georgiev pour l’équation linéaire de Klein-Gordon.
Dans ce chapitre nous reprenons la méthode des formes normales (cf. [99], [100])
et considérons (cf. Section 3.2) la fonction

















où ũ(τ, ξ) est la solution locale du problème (3.10)-(3.11), Bi ∈ S′(R2×R2), i = 1, 2
(cf. Lemme 3.1), et





dη dζ f(τ, η)Bi(ξ − η, ξ − ζ) f(τ, ζ) (3.16)
est le produit de convolution au sens des distributions, étant donné1 f, g ∈ S(R2).
D’après (3.10), on obtient l’équation de Klein Gordon pour ṽ(τ, ξ)

























En suivant l’approche de Ozawa, Tsutaya, Tsutsumi (cf. [86]), on supprime les
termes quadratiques dans la non-linéarité de l’équation (3.17) (cf. Section 3.2).
Cela permet de travailler avec des termes les plus décroissants possibles.
Les estimations L∞(R2) → L2(R2) (cf. Section 3.4 et [36]) et les inégalités d’énergie
(cf. Section 3.5) montrent que la solution locale du problème (3.4)-(3.5) est bornée
et petite en termes de la norme uniforme et de la norme d’énergie. L’application
du principe de prolongement des solutions des équations différentielles (cf. Lemme
1.10, Chapitre 1) permet de completer la preuve du Théorème 3.1.
1S(Rn) et S′(Rn) désignent, respectivement, l’espace de Schwartz et son espace dual.
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3.2 Rappel de la méthode des formes normales
Nous rappelons brièvement la technique des formes normales introduite par
Shatah (cf. [100]).
Soit w(t, x) la solution locale du problème de Cauchy pour l’équation non-linéaire
de Klein-Gordon
wtt(t, x) − ∆xw(t, x) + w(t, x) = w2(t, x), (3.18)
avec données initiales
w(0, x) = η w0(x), (∂tw)(0, x) = η w1(x), η > 0.
Supposons que (w0, w1) ∈ C∞0 (Rn) × C∞0 (Rn) et soit η > 0 un paramètre réel
suffisamment petit.
En dimension n = 2 l’inégalité d’énergie donne








où c0, c1 > 0 sont des constantes convenables. En rappelant les estimations établies




, pour τ → +∞.
On déduit alors, de façon heuristique, que l’inégalité (3.19) ne donne aucune infor-









Pour surmonter ces difficultés, liées à la présence des termes quadratiques, on se
propose d’augmenter l’ordre de la non-linéarité. En suivant la méthode des formes
normales introduite par Shatah (cf. [100]), on cherche à obtenir des termes cubiques
ou d’ordre supérieur qui décroissent plus vite.
Plus précisément, soit ũ(τ, ξ) la solution locale de l’équation (3.10) et considérons
la transformation (cf. [86])

















où Bi ∈ S′(R2 × R2), i = 1, 2 (cf. Lemme 3.1), et [·, ·, ·] désigne le produit de
convolution au sens des distributions (cf. (3.16)). Le problème de Cauchy pour la
fonction ṽ(τ, ξ) prend la forme
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avec comme données initiales








































Développons les termes non-linéaires de (3.22) de la façon suivante



























































































































































































































































On va écrire (3.22) sous la forme
(∂ττ − ∆ξ + 1)ṽ(τ, ξ) = ũ
2(τ, ξ)
ε2β




+ Cεβ (ũ, ∂τ ũ,∆ũ)(τ, ξ) +R4,εβ (ũ, ∂τ ũ,∆ũ)(τ, ξ)
+R5,εβ(ũ, g(ũ))(τ, ξ) +R6,εβ (ũ, g(ũ))(τ, ξ),
où
Qεβ (ũ, ∂τ ũ,∆ũ, ∂τ∆ũ) =
(∆ξ − 1)
ε2β




([∂τ ũ, B2, ∂τ ũ]) − 1
ε2β








(−2[(∆ − 1)ũ, B2, (∆ − 1)ũ] − [∂τ ũ, B2, (∆ − 1)∂τ ũ]) ,
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Cεβ (ũ, ∂τ ũ,∆ũ) =
1
ε4β




(−[∂τ ũ2, B2, ∂τ ũ] − [∂τ ũ, B2, ∂τ ũ2] − 2[ũ2, B2, (∆ − 1)ũ]) ,











(−[∂τg(ũ), B2, ∂τ ũ] − [∂τ ũ, B2, ∂τg(ũ)] − 2[g(ũ), B2, (∆ − 1)ũ]) ,
R5,εβ (ũ, g(ũ)) =
1
ε6β
(−[ũ2, B2, g(ũ)] − [g(ũ), B2, ũ2])
et




On utilise maintenant le lemme suivant (cf. [86]).
Lemme 3.1 Il est possible de choisir les distributions B1 et B2 de telle façon que
ũ2(τ, ξ)
ε2β
+Qεβ(ũ, ∂τ ũ,∆ũ, ∂τ∆ũ)(τ, ξ) = 0. (3.27)
Le Lemme 3.1 permet de supprimer les termes quadratiques dans l’équation (3.25),
qui prend la forme
(∂ττ − ∆ξ + 1)ṽ(τ, ξ) = g(ũ)(τ, ξ)
ε2β
+ Cεβ (ũ, ∂τ ũ,∆ũ)(τ, ξ) (3.28)
+R4,εβ(ũ, ∂τ ũ,∆ũ)(τ, ξ) +R5,εβ (ũ, g(ũ))(τ, ξ) +R6,εβ (ũ, g(ũ))(τ, ξ),
avec données initiales (3.23) et (3.24). Pour plus de détails concernants le lemme
3.1 on envoie à [86].
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3.3 Algèbre des opérateurs du groupe de Poincaré
Nous introduisons l’ensemble
{Γi}i=1,··· ,6 (3.29)
= {∂τ , ∂ξ1 , ∂ξ2 ,Ω12 = ξ1∂ξ2 − ξ2∂ξ1 , L1 = ξ1∂τ + τ∂ξ1 , L2 = ξ2∂τ + τ∂ξ2}





pour |α| = ∑i=1,··· ,6 |αi|.
En utilisant (3.6) et (3.7), on voit que le changement d’échelle de variable n’a aucun
effet sur les opérateurs de rotation Ω12, L1, L2, car
(x1∂x2 − x2∂x1)u(t, x) = (ξ1∂ξ2 − ξ2∂ξ1)ũ(τ, ξ), (3.30)
(x1∂t + t∂x1)u(t, x) = (ξ1∂τ + τ∂ξ1 )ũ(τ, ξ) (3.31)
et
(x2∂t + t∂x2)u(t, x) = (ξ2∂τ + τ∂ξ2 )ũ(τ, ξ). (3.32)
Au contraire, les identités (3.8) montrent l’effet de nouvelles variables sur les
dérivées partielles ∂t, ∂x1 , ∂x1 .
Nous rappelons brièvement les propriétés suivantes
[Ω12, ∂ξi ] = (−1)i∂ξ3−i , [Ω12, ∂τ ] = 0, [Lj , ∂τ ] = −∂ξj , [Lj, ∂ξi ] = −δij∂τ ,
(3.33)
où [A,B] = A ◦ B − B ◦ A et δij désignent les symboles de Kronecker, i, j = 1, 2.
Pour plus de détails on envoie au Chapitre 1, Section 1.3.






η3 Ω12η4 L1η5 L2η6 , (3.34)




















Γτ,ξα1+λ1 Γτ,ξα2+λ2 , (3.35)
où |α1|+|λ1|+|α2|+|λ2| = |α|+|λ| et cα+λα1+λ1,α2+λ2 sont des constantes convenables.
















Gk(τ) = [ũ]k(τ) + sup
s∈[0,τ ]
‖ũ(s, ·)‖k+16. (3.39)
On énonce ensuite quelques résultats techniques qu’on utilisera dans les sections
suivantes.
En tenant compte de (3.16), de la règle de Leibnitz et après une intégration par
partie, on voit qu’il existe des constantes cµ,ν,ζ,ρ et ĉµ,ν,ζ,ρ telles que












[(1 − ∆y)2Γζf, (1 − ∆y)−2(1 − ∆z)−2yµzνBj , (1 − ∆z)2Γρg].
Si Bj , j = 1, 2, sont choisis comme dans le lemme 3.1, on a
(1 − ∆y)−2(1 − ∆z)−2yµzνBj(y, z) ∈ L1(R2y × R2z), (3.41)
pour tous multi-indices |µ| ≤ |ζ| et |ν| ≤ |ρ|. On utilisera, d’autre part, l’estimation











≤ c ‖Kj(·)‖L1(R2×R2)‖f(t, ·)‖L∞(R2)‖g(t, ·)‖L2(R2),
où c > 0 est une constante et
3.3. ALGÈBRE DES OPÉRATEURS DU GROUPE DE POINCARÉ 93
Kj(y, z) = (1 − ∆y)−2(1 − ∆z)−2yµzνBj(y, z), j = 1, 2.
Pour plus de détails en ce qui concerne (3.41) et (3.42) on envoie à [86].
Le lemme suivant est une application directe du théorème d’injection de Sobolev.
Lemme 3.2 Soit w ∈ C(R2). Alors il existe une constante c > 0 telle que
‖w2(·)‖L∞(R2) ≤ c ‖w(·)‖Hs(R2)‖w(·)‖L∞(R2). (3.43)
Preuve. Soit f ∈ C(R2) et supposons s > 1. En utilisant la transformation inverse

































Il existe alors une constante c, uniforme par rapport à x ∈ R2, telle que
‖f(·)‖L∞(R2) ≤ c ‖f(·)‖Hs(R2). (3.44)
En remplaçant f par w2 dans (3.44), on obtient
‖w2(·)‖L∞(R2) ≤ c1 ‖w2(·)‖Hs(R2), (3.45)
où c1 > 0 est une constante convenable. D’autre part, il existe une constante c2 > 0
telle que
‖w2(·)‖Hs(R2) ≤ c2 ‖w(·)‖Hs(R2)‖w(·)‖L∞(R2). (3.46)
Cela acheve la preuve du lemme 3.2.
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3.4 Estimations L∞(R2) → L2(R2)
En utilisant des estimations convenables du type L∞(R2) → L2(R2), nous
étudions les propriétés de décroissance de la solution locale ũ(τ, ξ) du problème
(3.10)-(3.11).
Nous rappelons d’abord les fonctions {ψj}j=0,...,∞ intervenant dans la décomposition
de Littlewood-Paley et caractérisées par les propriétés suivantes
1. ψj ∈ C∞0 (R) telles que ψj ≥ 0, ∀ j ≥ 0,
2.
∑
j=0,...,∞ ψj(s) = 1, ∀ s ≥ 0,
3. supp(ψj) ⊆ [2j−1, 2j+1], ∀ j ≥ 1, et supp(ψ0) ⊆ [0, 2].
On va utiliser le résultat suivant, dû à Georgiev (cf. [36]).
Proposition 3.1 (cf. [36]). Soit x ∈ R2 et supposons que w(t, x) est la solution
locale du problème de Cauchy
(∂tt − ∆x + 1)w(t, x) = F (t, x), (3.47)
w(0, x) = w0(x),
(∂tw)(0, x) = w1(x).
Alors, il existe des constantes c1, c2, c3 > 0 telles que




















‖(1 + | · |)2ψj(| · |)(Γλ∂tw)(0, ·)‖L2(R2). (3.51)
On se propose de démontrer la proposition suivante.
Proposition 3.2 Soit ũ(τ, ξ) la solution locale du problème (3.10)-(3.11) et sup-
posons que 0 ≤ |α| ≤ k. Alors il existe des constantes c1, c2, c3, c4, c5, c6 positives
telles que
(1 + τ + |ξ|)|Γατ,ξũ(τ, ξ)| (3.52)




















où δ = δ(k) > 0 est un paramètre réel (cf. (3.67)).
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Preuve. En appliquant l’opérateur Γατ,ξ, 0 ≤ |α| ≤ k, à l’équation (3.28), nous
obtenons






Cεβ (ũ, ∂τ ũ,∆ũ) +R4,εβ (ũ, ∂τ ũ,∆ũ) +R5,εβ (ũ, g(ũ)) +R6,εβ(ũ, g(ũ))
)
,




























(Γατ,ξ∂τ ṽ)(0, ξ) = (Γ
α
























En utilisant la Proposition 3.1, nous déduisons qu’il existe des constantes c1, c2, c3
positives telles que






























‖(1 + | · |)2ψj(| · |)(Γα+λ∂tṽ)(0, ·)‖L2(R2). (3.59)
Estimation des termes (3.58) et (3.59). Sans perte de généralité, on se propose
d’établir une estimation convenable du terme (3.58). On considère les propriétés
des fonctions ψj et on rappelle que les données initiales du problème (3.4)-(3.5)
sont petites (la taille est d’ordre ε) et régulières. En utilisant aussi les propriétés
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des distributions Bj , j = 1, 2, (cf. lemme (3.1), (3.41) et (3.42)), on déduit qu’il





‖(1 + | · |)ψj(| · |)(Γα+λτ,ξ ṽ)(0, ·)‖L2(R2) ≤





























De (3.6) et (3.7) on voit que
‖ũ(τ, ·)‖L2ξ(R2) = ε
β‖u(t, ·)‖L2x(R2). (3.60)
En tenant compte de (3.35) et des propriétés (3.6)-(3.7)-(3.30)-(3.31)-(3.32), nous
obtenons
‖(Γα+λτ,ξ ũ)(0, ·)‖L2ξ(R2) = c1 ε
β





≤ c2 ε+ o(ε)
εβ(|α1+λ1|−1)
= I1(ε)
où c1, c2 > 0 sont des constantes convenables.

























(1 − ∆ξ)2Γζ ũ
εβ





























(1 − ∆y)2Γζ ∂τ ũ
εβ












Si on suppose β tel que




Ii(ε) = 0, (3.65)
pour tout i = 1, 2, 3. Puisque |λ| ≤ 5, on a |α1 + λ1| ≤ k + 5 et, d’après (3.64),









On peut établir une estimation similaire pour le terme (3.59).











‖(1 + | · |)2ψj(| · |)(Γα+λ∂tṽ)(0, ·)‖L2(R2) ≤ cεδ,
où
δ = min {1 − β (|α1 + λ1| − 1) , 2 − β (|α1 + λ1| + 11)} . (3.67)
On se propose maintenant d’étudier le terme (3.57). On rappelle d’abord que les








où c > 0 est une constante. Dans ce qui suit |α| ≤ k, |λ| ≤ 4 et c représente une
constante convenable.



























[ũ]2[ k+42 ]+1(τ) sups∈]0,τ [
‖ũ(s, ·)‖k+4.
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Estimation du terme qui contient Cεβ (ũ, ∂τ ũ,∆ũ). Sans perte de généralité, nous









































































[ũ]2[ k+102 ]+1(τ) sups∈]0,τ [
‖ũ(s, ·)‖k+10.





























[ũ]3[ k+102 ]+1(τ) sups∈]0,τ [
‖ũ(s, ·)‖k+10.




ψj(s)‖(1 + s+ | · |)Γα+λR5,εβ(ũ, g(ũ))(s, ·)‖L2(R2)












[ũ]4[ k+82 ]+1(τ) sups∈]0,τ [
‖ũ(s, ·)‖k+8.
















[ũ]5[ k+82 ]+1(τ) sups∈]0,τ [
‖ũ(s, ·)‖k+8.
Par conséquent, de (3.56) on déduit qu’il existe des constantes positives c0, c1, c2, c3, c4, c5
telles que
(1 + τ + |ξ|)|Γατ,ξṽ(τ, ξ)| ≤ c0εδ +
c1
ε2β























[ũ]5[ k+82 ]+1(τ) sups∈]0,τ [
‖ũ(s, ·)‖k+8.
En utilisant (3.39), on a




























Suite à l’inégalité triangulaire, d’après (3.21) on obtient
(1 + τ + |ξ|)|Γατ,ξũ(τ, ξ)| ≤ (1 + τ + |ξ|)|Γατ,ξṽ(τ, ξ)| (3.71)



















Par conséquent (cf. 3.70),
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(1 + τ + |ξ|)|Γατ,ξũ(τ, ξ)| ≤ c1εδ (3.72)

























































∣∣∣∣ ≤ c(1 + τ)
−1
ε2β
[ũ][ k+42 ]+1(τ)‖ũ(τ, ·)‖k+4















∣∣∣∣ ≤ c(1 + τ)
−1
ε2β
[ũ][ k+52 ]+1(τ)‖ũ(τ, ·)‖k+5





En remplaçant ces résultats dans (3.72), on complete la preuve de la Proposition
3.2.
3.5 Inégalité d’énergie
On se propose d’établir l’inégalité d’énergie pour la solution locale ũ(τ, ξ) du
problème (3.10)-(3.11).
Soit k ≥ 18 et supposons que ṽ(τ, ·) est la solution locale du problème (3.28).
L’inégalité d’énergie donne














où c1, c2 > 0 sont des constantes convenables. Notre but est de prouver la propo-
sition suivante.
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Proposition 3.3 Soit ũ(τ, ξ) la solution locale du problème (3.10)-(3.11). Alors,
il existe des constantes ci, i = 1, · · · , 6, positives telles que




























(k) > 0 est un paramètre convenable (cf. 3.75).
Preuve. En suivant la preuve de la proposition 3.2, nous posons
δ
′
= min {1 − β (|γ| − 1) , 2 − β (|γ| + 11)} , (3.75)
où 0 ≤ |γ| ≤ k + 11. On en déduit que









Estimation des données initiales. En utilisant la technique de la section 3.4, d’après
(3.21) nous obtenons
‖ṽ(0, ·)‖k+10 (3.77)



























































où c > 0 est une constante convenable.





≤ c1(1 + s)−2
[ũ]2[ k+102 ]+1(τ)(sups∈]0,τ [ ‖ũ(s, ·)‖k+10)
ε2β
,
‖Cβ(ũ, ∂τ ũ,∆ũ)(s, ·)‖k+10 ≤ c2(1 + s)−2




‖R4,β(ũ, ∂τ ũ,∆ũ)(s, ·)‖k+10















‖R5,β(ũ, g(ũ))(s, ·)‖k+10 ≤ c4(1 + s)−4




‖R6,β(ũ, g(ũ))(s, ·)‖k+10 ≤ c5(1 + s)−5












































On en déduit que






























où c0, c1, c2, c3, c4 sont des constantes convenables.
En utilisant l’inégalité triangulaire, d’après (3.21) nous obtenons
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≤ c (1 + τ)
−1
ε2β
[ũ][ k+142 ]+1(τ)‖ũ(τ, ·)‖k+14




























≤ c (1 + τ)
−1
ε2β
[ũ][ k+152 ]+1(τ)‖ũ(τ, ·)‖k+15 ≤
















≤ c (1 + τ)
−1
ε2β
[ũ][ k+162 ]+1(τ)‖ũ(τ, ·)‖k+16 ≤




En remplaçant ces résultats dans (3.80), on complete la preuve de la Proposition
3.3.
3.6 Existence globale
Si on rassemble les résultats (3.52) et (3.74), on obtient l’inégalité




















où δ̂ = min{δ, δ′} et c1, c2, c3, c4, c5, c6 sont des constantes.
De (3.66) et (3.76) nous déduisons que β dépend de k et, précisément, que




En rappelant que k ≥ 18, on obtient 0 < β(k) < 128 et 0 < σ(k) = 2β(k) < 114 .
On avance de manière similaire à ce qu’on a fait dans le chapitre 1 (cf. lemme
1.9). Nous supposons δ̂ > 2β et notons Gk(τ) = ε2βHk(ε;u; τ). De (3.82) on déduit
l’inégalité suivante
Hk(ε;u; τ) ≤ c1εδ̂−2β + c2H2k(ε;u; τ) + c3H3k(ε;u; τ) + c4H4k(ε;u; τ) (3.84)
+c5ε2βH5k(ε;u; τ) + c6ε
4βH6k(ε;u; τ).
Fixons alors τ̄ < +∞. On a le lemme suivant.
104
Lemme 3.3 Soit 0 < θ < δ̂ − 2β et supposons que (3.84) est satisfaite. Alors, il
existe
ε1 = ε1(k,Hk(ε;u; 0)) > 0,
suffisamment petit, et une constante c1, uniforme par rapport à τ̄ , tels que
Hk(ε;u; τ) < c1εδ̂−2β−θ (3.85)
pour ε ∈]0, ε1[ et τ ∈ [0, τ̄ ].
Preuve. En suivant la preuve du Lemme 1.9, soit c1 = 2c0 et supposons qu’il
existe τ1 ∈ [0, τ̄ ] tel que
Hk(ε;u; τ) < 2c0εδ̂−2β−θ ∀ 0 ≤ τ < τ1 et Hk(ε;u; τ1) = 2c0εδ̂−2β−θ.
(3.86)
En ne tenant pas compte des termes d’ordre 5 et 6, d’après (3.84) et (3.86) on
obtient
Hk(ε;u; τ) ≤ c1εδ̂−2β+4c2c20ε2(δ̂−2β−θ)+8c3c30ε3(δ̂−2β−θ)+16c4c40ε4(δ̂−2β−θ), (3.87)
pour tout 0 ≤ τ < τ1.









pour tous 0 < ε < ε1 et 0 ≤ τ < τ1. Par suite,
Hk(ε;u; τ) ≤ 32c0ε
δ̂−2β−θ,
pour chaque 0 < ε < ε1 et 0 ≤ τ < τ1. En utilisant la continuité de la fonction
Hk(ε;u; τ), on déduit que
Hk(ε;u; τ1) ≤ 32c0ε
δ̂−2β−θ. (3.88)
Cela contradit (3.86).
Par conséquent, il existe une constante c > 0, uniforme par rapport à τ̄ , telle que
Gk(τ) = ε2βHk(ε;u; τ) < c εδ̂−θ,
pour tous 0 < ε < ε1 et 0 ≤ τ ≤ τ̄ .
Le principe de prolongement des solutions des équations différentielles (cf. lemme
1.10) permet d’établir que la solution ũ(τ, ξ) du problème (3.10)-(3.11) existe pour
tous les temps τ ≥ 0.
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En rappelant (3.6) et (3.7), en correspondance de ε1 nous trouvons un paramètre
suffisamment petit
ε0 = ε0(k, σ, ‖u0‖Hk+16(R2), ‖u1‖Hk+15(R2)) > 0





pour tout 0 < ε < ε0. Cela acheve la preuve du Théorème 3.1.
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