n n Supporting Information: Individuality and slow dynamics in bacterial growth homeostasis
S1: Additional statistics over all traces
In this section we present, for completeness, additional global statistics. All panels are created from the entire data-set in LB medium, which includes 8152 cell cycles pooled from 79 singlecell traces. Note that all statistics plotted here are model-independent and rely only on the parameterization of the data illustrated below. 
S2: Model equivalence in special cases
We show that our mapping model for size across cell-cycles, which was constructed empirically from the data, reduces to the model of Amir (1) under simplifying assumptions and in the linear approximation.
We start from the description of the trace as exponential accumulations and divisions, +1 = , (Eq. S2-1) and the correlation of the accumulation exponent with initial size: = * − ln * , (Eq. S2 -2) where we have neglected the noise for this derivation. Now assume that the division ratio is exactly 1/2 in each cell cycle, and that the average accumulation satisfies * = ln 2, and insert back into Eq. (S2-1):
(Eq. S2-3)
Denoting the size at division and birth by and respectively, Eq. (S2-3) implies
which is the relation suggested by Amir (1). Now, expand this relation to first order in the deviation of from the ensemble average * :
This approximate relation between size at birth and size at division has three special cases:
which can be intuitively interpreted as "timer" control (doubling of cell size during the cycle, equivalent to a constant time under the assumption of constant exponential rate); "adder" control, where a constant mass is added each cycle; and "sizer" control, where the cell needs to reach a threshold size to divide.
To further connect to previous work (1, 2), we present here the analysis of our data in terms of added cell-size per cycle, and size at the cycle end, as a function of initial size ( Fig. S2-1 , top and bottom rows respectively). Over the entire collection of traces, the data exhibits no significant correlation between added size, Δ , and initial cell size (panel A top; note however that the slope is different from zero within the estimate error). Correspondingly, the slope of final vs. initial size is close to 1 (A bottom). The error estimate of these slopes is reduced by the large statistics but increased by a large spread of the data around the fit. When the same analysis is applied to long and stable traces (B-D), it is found that the ensemble average correlation is in fact composed of a mixture of different slopes for individual cells. The added size and final size give expected corresponding slopes (the difference between them is 1). 
S3: Statistical analysis of slopes in individual bacterial traces
To assess individuality of different bacterial traces in terms of their homeostasis parameter ( ) , we use two types of analysis: a measure of ergodicity breaking used in statistical mechanics (3) , and a statistical test of the hypothesis that the two estimates of the linear slopes are drawn from the same process (4) . Assume first that all individual traces are statistically equivalent and drawn from a welldefined stochastic process represented by Eq. (4) in the main text with fixed parameters. Our best estimate of these parameters is obtained by using the whole data set: we use the correlation between and ln over all ~8000 cell cycles to estimate it as  = 1.23 − 0.49 ln + (Eq. S3-1) (see Fig. 1B in main text), with the measured noise around the linear fit. This is found to be, to an excellent approximation, a Gaussian with zero mean and standard deviation ( ) = 0.16. Now we simulate from this process a trace of exponential accumulations and division, where division is distributed randomly around ½ and accumulation is drawn as a function of current size from Eq. (S3-1) ; we construct the same number of traces and trace lengths as those measured in our experiment. For the simulated traces, we estimate the correlation slopes in the same way as was done for the data. This procedure gives a benchmark for how different from one another the individual estimated slopes are expected to be, as a result of noise and finite sampling. We find that the variance among traces in the experiment is more than twice (0.025) the variance among simulated traces (0.012).
To further quantify the set of estimated slopes, an "ergodicity breaking" parameter can be defined which measures to what extent the difference among the traces stems from variability of the entire ensemble, as opposed to a real underlying distinction between traces. The best estimate of the slope is obtained by the following average over the -th trace
,
. The external variance of ̂( ) estimates across the collection of traces is then
This is a measure of how different the estimated slopes are from one trace to the other. This variance needs to be compared to the inaccuracy of the estimate in one trace due to the finite sample and the noise, which is given by
. For a fixed noise level, in 2 (̂( ) ) decreases to zero as the size of the sample increases
The Ergodicity Breaking parameter is defined as (3):
where we have used the notation ⟨ ⟩ for averaging over traces. If the variation between traces is within the error of each trace, then we will have approximately = 0. If, however, the variance among trace estimates is larger than the error in each trace, we will have a nonzero . In our data we find = 0.49 for the measured data; for the simulated traces shown in the figure, we find = 0.04 (repeating the simulation results in slightly different values depending on realization, but these are invariably much smaller than the data). This suggests that the distinction between traces is beyond statistical noise.
We apply also a statistical test for the hypothesis that two traces are consistent with the same linear correlation; this takes into account explicitly the noise in the correlation and the number of samples. In this approach, we consider the estimates ̂ as random variables. For a sampling of length from the uniform process in Eq. (S3-1), this random variable has average and variance given by 2 (̂( ) ) defined above.
To address the hypothesis that two such estimates for two different traces are random variables drawn from one and the same distribution, one defines the normalized difference
. Estimation theory predicts that, for samples drawn from a common process and with Gaussian noise, is a standard normal variable (average zero and variance 1) (4). Indeed, for the simulated traces sampled from the global process, Fig. S3 shows this variable is normal -with an average of zero and a standard deviation of 1 (light gray histogram). In contrast, the experimental data exhibit a zero mean but a standard deviation of 1.41, more than 40% above the theoretical predictions. For the collection of traces in our experiment, the histogram is constructed from hundreds of pairs, and this large sampling would suggest a precise fit to estimation theory, as indeed is found for the synthetic traces. This result refutes the hypothesis, that all traces were drawn from the same ensemble and that the differences between slopes is explained by random noise and finite sampling. 
S5: Effect of division ratio bias on time-averaged cell sizes of individual traces
Here we address the deviations between time-averaged cell size of individual traces within the framework of our model. We use the mapping model to compute the cell size in the two ensembles, i.e. averaging over the collection of traces and averaging over time in a single trace. Performing first the average over all cells we find:
〈ln 〉 = ln * + * +〈ln 〉 = ln * , (Eq. S5-1) as expected, since over the entire data-set 〈ln 〉 = ln (
) whereas * = ln 2. This makes explicit the independence of the steady-state on . In contrast, when averaging over time in an individual trace, we find:
A deviation of the temporal average ln ( ) from the global average of ln ( 1 2 ) will create a mismatch weighted by the individual homeostasis parameter ( ) , and induce a discrepancy between the temporal average and the common attractor ln * . Indeed, we find that averaged over all traces in our data-set, the temporally averaged division ratio shows an external standard deviation of ⟨ ex (ln )⟩ = 0.054. For comparison, a collection of random fractions drawn from the ensemble-level distribution (with the same trace lengths as the data), is ~4.5 times smaller. showing a reasonably good agreement with the prediction. We note that the deviation from ensemble-average size due to slow dynamics of division fractions does not rely on variability in ; even two traces with the same could differ in their average size, depending on the temporal average ln . Figure S5 . Deviations of temporally averaged cell size from ensemble average are computed directly from measurements (x-axis), and predicted from mapping model, Eq. (S5-2), using estimates of the parameters (y-axis). Blue circles: LB medium. Green circles: M9 medium.
S6: Protein homeostasis
Figure S6. Protein homeostasis: GFP expressed from -pR (top) and lac (bottom) promoters. In general, highly expressed proteins display qualitatively similar dynamics as cell size, i.e. exponential accumulation and division, with negative correlation between exponential accumulation of protein during the cell-cycle and its initial value at the start of the cycle. In these plots represents the total fluorescence over the cell area, where GFP is expressed from two promoters: the -pR promoter (top panels) and the lac promoter (bottom). The dynamics of all components during the cell-cycle can be directly calculated from this model. The resulting trajectory within cycle is given by:
Here are the eigenvalues of , are the respective eigenvectors, and are the projections of (0) onto the basis of eigenvectors = [ 1 ⃗⃗⃗⃗ … ⃗⃗⃗⃗ ], i.e.
The resulting in-cycle trajectories are linear combinations of exponentials (Eq. S7-1), where at least some of them are positive. Such a combination can be described, to a good approximation over a finite time interval, by a single exponential with an effective accumulation rate. Fig. S7-1A (upper panel) illustrates a model trajectory of one phenotype component, fitted to effective exponential growth. Over long time-scales, a linear combination of exponential functions would be dominated by the leading exponent (5). However, biological constraints limit the cell-cycle to relatively short times, over which the components increase by only a factor of ~2. Due to this limited time the effective exponent depends on all eigenvalues as well as on their contribution to the initial condition at cycle start. Fluctuations across cycles in the effective exponent of any component are caused by the distribution of random fractions at the beginning of each cycle, which in turn reshuffles the prefactors of the exponents in Eq. (S7-1) .
Examples of the range of effective exponentials for one phenotype component along consecutive generations, all normalized to 1 at the cell-cycle start, are presented in Fig. S7-1A (lower panel). Model simulation results are plotted in blue dots whereas exponential fits are shown with black lines. Our previous work on traces of highly expressed proteins, has shown that variability in the exponential accumulation rates among generations is significant ( ≈ 0.5), and crucial for obtaining the broad universal protein distribution of individual traces (6) . This variability arises here naturally from the effective interactions and division noise, without the need to explicitly introduce a large stochastic element into the rate. Moreover, even though the exponential accumulation rate of each phenotype component exhibits wide variability across cell-cycles, a strong correlation is still observed between the exponential accumulation rates of all components on a cycle-by cycle basis (Fig. S7-1B) .
In Fig. 6 of the main text it was shown that all components acquire an induced negative correlation between their exponential accumulation and initial value, namely an effective homeostasis parameter . Fig. S7-1C shows that different realizations induce different values of for the same component even when the matrix is kept fixed. Finally, as discussed in the main text, the variability in leads to distinct patterns in the autocorrelation function (ACF) of each component, which is washed away when all ACFs are averaged together (Fig. S7-1D ). 
S7-B: Dynamic interactions are essential for homeostasis
The interactions among the different components during the cell-cycle are essential for stabilizing the exponential accumulation and division of all components over multiple cycles. When interactions are absent ( = 0 for ≠ ), stability will only be achieved for the controlling component, even if the growth rates of all components are identical ( ≡ 1). Stated differently, a picture where all proteins are enslaved to cell size and have the same exponential growth rates, is not only inconsistent with statistical properties of the data (Fig. 5 of main text), but is also theoretically inconsistent with global homeostasis in a multidimensional system over multiple cycles.
Figure S7-2. Instability of multi-component dynamics. The traces of three components out of 50 in a simulation of our model are presented. These traces were generated under the assumption that 1 controls cell division, and that the other components are enslaved to the first, namely, components are assumed to grow with the same exponential rates, up to noise. It is seen that components that do not control cell division are not stable and can either decay to zero, as in the case of 2 , or diverge, as in the case of 3 .
S7-C: Different strategies of cell-division control
For a multi-dimensional system of phenotype components interacting within the cellcycle, one could hypothesize different division control strategies. We considered models with noisy thresholds as division triggers, in analogy with the correlation inferred from the data for a single component. For one controlling component, the results are presented above and in the main text. For more than one controlling component, there are at least two possibilities: either the cell divides when at least one of the conditions is satisfied, or it divides when both are satisfied. We find that in both cases the entire system is stable to the noisy division events, and that the dynamical and statistical properties are maintained. A more in-depth understanding of the significance of multi-component division control is still lacking, and should be further investigated.
S8: Peak-to-peak distance in ACF: theoretical prediction
Starting from our mapping model, Eq. (4) in the main text, where is a noise term with zero mean and given variance.
We are interested in the probability of the event in which the current cell size forms a peak, i.e. it is larger than both the next and the previous values: −1 < > +1 . Under the assumption of a Gaussian noise , one may compute this probability as
The derivation is worked out in detail in (7) . The period of an oscillatory pattern is then approximated as the inverse of this probability. This is the expression for the mean timeinterval between consecutive peaks ( ), plotted in Fig. 7 of the main text. 
S9: Experimental setup and stability
Figure S9-1: Experimental Setup. Bacteria (depicted in green) were trapped in an array of long micro-channels (1µm width 1 µm height), micro-fabricated in PDMS. The micro-channels were closed at one end and open at the other to large perpendicular channels (30 µm width 30 µm height), through which medium could be pumped in order to feed the trapped bacteria and to allow growth for many generations along the micro-channels. Shown are the average cell-cycle times for several traces during the first half of the trace, divided by the same average over the second half of the trace. The ratio for different traces is presented in the figure. We have chosen only traces that are longer than 100 generations for this test. The lack of trend indicates that the system was very stable over time, and that the experimental procedure did not influence our measurements. 
