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Resumen: Los procesos y su sistema de control se disen˜an de forma independiente
y secuencial. Dicho procedimiento no garantiza que el sistema de control funcione
correctamente, y en ocasiones es necesario realizar modificaciones en el proceso mismo.
Para evitar este tipo de situaciones se desarrollo´ la metodolog´ıa del disen˜o simulta´neo,
en el cual se disen˜an al mismo tiempo el proceso y su sistema de control, pero au´n no
existe una metodolog´ıa consolidada para realizar el disen˜o simulta´neo. Con base en esto,
en esta tesis se propone una metodolog´ıa para realizar el disen˜o simulta´neo, basada en
los Me´todos de Teor´ıa de Conjuntos en Control. En estos me´todos se tiene una forma
diferente de entender la controlabilidad de estado del proceso, que es complementaria a
la mirada cla´sica. En la metodolog´ıa propuesta se incluyen las perturbaciones, inherentes
al proceso, en el ca´lculo de los conjuntos, y con el fin de tener una cuantificacio´n de la
controlabilidad de los procesos, se propone un indicador de la controlabilidad basado en
los Conjuntos Alcanzable y Reversible. La metodolog´ıa propuesta se prueba con e´xito
en dos benchmark diferentes de un Reactor de Tanque Continuamente Agitado (CSTR
por sus siglas en ingle´s), para los cuales se tiene en cuenta, o no, las perturbaciones, y
se disen˜a un sistema de control con el fin de mostrar la mejora en la controlabilidad del
proceso al aplicar la metodolog´ıa.
Palabras clave: Disen˜o Simulta´neo de Proceso y Control; Modelo Semif´ısico de Base
Fenomenolo´gica; Me´todos de Teor´ıa de Conjuntos en Control; Sistema de Control Robusto.
A Methodology for Simultaneous Design of Equipment and its Robust Control
System.
Abstract: Processes and their control system are designed independently and sequen-
tially. This method does not guarantee that the control system works properly, and
sometimes it is necessary to make changes in the process itself for the control system to
work adequatelly. To avoid such situations a simultaneous design of process and control
methodology was developed, in which the process and its control system is designed at
the same time, but it does not yet exist a established methodology for simultaneous
design. Based on this, in this thesis a methodology for simultaneous design, based on
Set Theoretic Methods in Control is proposed. These methods have a different way of
understanding process state controllability, which is complementary to the classical look.
In the proposed methodology disturbances inherent in the process are included in the
calculation of sets, and in order to have a quantification of the controllability process, an
indicator based on Reachable and Reversible Sets is proposed. The proposed methodology
is successfully tested on two different benchmark of a Continuously Stirred Tank Reactor
(CSTR) for which disturbances are or not considered and a control system is designed
in order to show the improvement in the process controllability when the methodology
herein proposed is applied.
Keywords: Simultaneous Design of process and control; Phenomenological Based
Semiphysical Model; Set Theoretic Methods in Control; Robust Control System.
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Cap´ıtulo 1
Introduccio´n
El disen˜o de equipos y procesos es quiza´s la labor por excelencia que realizan los
ingenieros, y es por ello que esta tema´tica ha sido ampliamente abordada por las diferentes
disciplinas de la ingenier´ıa. En el siglo pasado se consolido´ el tema de disen˜o en ingenier´ıa
y con la entrada de la computadora digital se comienza a realizar disen˜os o´ptimos de
equipos y de procesos. De forma adicional, las altas demandas del mercado en cuanto a
seguridad, a calidad y a productividad, obligaron a implementar sistemas de control que
garantizaran el funcionamiento o´ptimo de los procesos en diferentes puntos de operacio´n.
Hasta hace unos pocos an˜os, la u´nica manera para abordar el disen˜o del proceso y
de su sistema de control era la secuencial; esto es, se disen˜aba el proceso de tal forma
que satisfaga una condicio´n econo´mica en el estado estacionario, y una vez disen˜ado el
proceso se realiza el disen˜o de su sistema de control, para as´ı garantizar el funcionamiento
adecuado del proceso.
Esta mirada secuencial del disen˜o de proceso y su sistema de control en algunos casos
dificulta considerablemente, o incluso hace imposible sintonizar el controlador, pues no se
considera la controlabilidad dina´mica del proceso. Por ello, desde hace unas de´cadas surgio´
el disen˜o simulta´neo, en el cual se consideran desde un comienzo los aspectos econo´micos
y la controlabilidad dina´mica del proceso. Actualmente, existen dos libros que tratan el
tema Luyben (2004) y Alvarez (2012); no obstante, los dos paradigmas de controlabilidad,
espacio de estado y entrada-salida, junto con las amplias posibilidades de la optimizacio´n
han ocasionado que existan muchas vertientes del tema, y au´n no sea un tema consolidado.
En las metodolog´ıas para el disen˜o simulta´neo que se basan en el paradigma de
la controlabilidad entrada-salida, se propone un controlador previamente, teniendo as´ı,
un sistema disen˜ado para ese sistema de control propuesto. Mientras la controlabilidad
en el espacio de estados da informacio´n puntual y binaria, es decir, s´ı o no, sobre la
controlabilidad del proceso para el punto de operacio´n que se quiere disen˜ar.
Con base en lo anterior, en este trabajo se propone una metodolog´ıa para el disen˜o
simulta´neo de procesos y su sistema de control basado en el paradigma de espacio de
estados. La metodolog´ıa esta´ basada en los Me´todos de Teor´ıa de Conjuntos en control,
la cual ampl´ıa la visio´n de la controlabilidad de estado de procesos cla´sica, dado que con
estos me´todos es posible indicar hasta que´ punto el proceso es controlable.
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Este trabajo empieza en Capitulo dos, con una revisio´n del estado del arte sobre el
disen˜o simulta´neo de procesos y su sistema de control, teniendo como conclusio´n que´ falta
en las metodolog´ıas actuales y as´ı obtener una pregunta de investigacio´n. Luego en el
Cap´ıtulo tres, se expone el marco conceptual que existe sobre el disen˜o de procesos, para
luego seguir en el Cap´ıtulo cuatro con el marco conceptual de controlabilidad de procesos,
y se explican los elementos necesarios de los Me´todos de Teor´ıa de Conjuntos en Control
necesarios para la controlabilidad de procesos. Despue´s, en el Cap´ıtulo cinco se propone
la metodolog´ıa y se explica, para as´ı en el Cap´ıtulo seis, aplicar la metodolog´ıa a dos
ejemplos.
Cap´ıtulo 2
Estado del Arte
Con el fin de evidenciar adecuadamente las diferentes vertientes abordadas en el
disen˜o simulta´neo de proceso y control, se realiza una revisio´n sistema´tica de la literatura
usando para ello la metodolog´ıa propuesta por Brereton et al. (2007). El me´todo de la
revisio´n sistema´tica de la literatura esta´ basado en la metodolog´ıa propuesta por Barbara
Kitchenham (Brereton et al., 2007; Kitchenham et al., 2010). Esta metodolog´ıa tiene sus
or´ıgenes en el estilo de revisio´n de literatura de las Ciencias Humanas y la Medicina
(Kampenes et al., 2009; Petticrew y Roberts, 2005); pero en an˜os recientes se han propuesto
modificaciones para ser usado en otras disciplinas tales como ingenier´ıa (Kitchenham, 2004;
Sjoeberg et al., 2005). La ventaja de esta metodolog´ıa, es disponer de una gu´ıa para realizar
el estado del arte sobre algu´n tema de intere´s. La desventaja que tiene esta metodolog´ıa,
es el hecho que no reconoce errores en los art´ıculos que se estudian, adema´s, es necesario
tener conocimientos previos de la tema´tica a estudiar, porque de lo contrario, no es posible
realizar bien los criterios de clasificacio´n. A continuacio´n se lista lo ma´s importante de la
gu´ıa para la revisio´n sistema´tica, y la explicacio´n de cada elemento.
• Realizar un proceso de bu´squeda.
• Realizar unas preguntas de investigacio´n.
• Clasificar la literatura encontrada.
• Responder las preguntas de investigacio´n.
2.1. Proceso de Bu´squeda
Para realizar el proceso de bu´squeda de literatura, se recomienda buscar documentos
relacionados con el tema principal, y limitar el an˜o de publicacio´n. Despue´s es necesario
clasificar la literatura encontrada por la cantidad de art´ıculos presentes en cada revista,
ya que esto puede dar una idea de en que revistas se publica sobre el tema que se esta´
trabajando.
En este caso el tema principal es“Disen˜o Simulta´neo”, y que hayan sido publicados entre
los an˜os 2000 y 2012. Para esta bu´squeda se utilizo´ la base de datos bibliogra´fica Science
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Revista No. de Art´ıculos
Journal of Process Control 4
Chemical Engineering Research and Design 4
Computers and Chemical Engineering 4
Chemical Engineering and Processing: Process Intensification 3
Annual Reviews in Control 2
Mechatronics 1
Chemical Engineering Science 1
Journal of The Franklin Institute 1
International Journal of Pressure Vessels and Piping 1
Finite Elements in Analysis and Design 1
Journal of Petroleum Science and Engineering 1
Process Safety and Environmental Protection 1
Tabla 2.1. Revistas Seleccionadas
Direct, administrado y operado por el editor Elsevier. La bu´squeda se disen˜a basada en
los t´ıtulos y palabras claves de cada art´ıculo. Las palabras claves utilizadas fueron:
• “Simultaneous” AND “Design”
• “Process” AND “Design”
• “Design” AND “Control”
• “Integrated Design” AND “Optimization”
En la Tabla 2.1 se presenta la lista de eleccio´n de las revistas seleccionadas en la revisio´n
de la literatura, en las cuales al menos un art´ıculo fue publicado.
2.2. Preguntas de Investigacio´n
Con la bu´squeda de literatura realizada se procede a leer los diferentes documentos
encontrados. Para facilitar la lectura de los mismos, es mejor leerlos con unas preguntas
de investigacio´n en mente, ya que estas ayudan a filtrar la bibliograf´ıa. Las preguntas
de investigacio´n son el paradigma bajo el cual se clasifica el material bibliogra´fico. Las
preguntas de investigacio´n, en este caso, son:
• P1: ¿Co´mo es considerada la controlabilidad en el disen˜o simulta´neo?
• P2: ¿Que´ tipo de algoritmo es usado para la optimizacio´n en el disen˜o simulta´neo?
• P3: ¿Co´mo son considerados los aspectos de disen˜o?
• P4: ¿Es el disen˜o simulta´neo tratado como un problema a gran escala?
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2.3. Clasificacio´n de la Literatura
La metodolog´ıa continu´a sugiriendo que se realice una clasificacio´n ma´s riguroso de
la literatura encontrada. Para ello indica que a cada art´ıculo se le identifique el an˜o y
la revista de publicacio´n, y tambie´n el nu´mero de citaciones que cada art´ıculo tiene en
Scopus. Esto con el fin de tener una idea de que´ tan reciente es el art´ıculo, en que´ revista
se trata el tema, y el impacto que ha tenido el trabajo.
De forma adicional, la metodolog´ıa sugiere que se elabore criterios de clasificacio´n
propios. En este caso, en co´mo respond´ıan a las preguntas de investigacio´n:
• Tipo de modelo utilizado, bien fuera Dina´mico (DD) o Esta´tico (SD).
• Paradigma de controlabilidad utilizado; esto es, Controlabilidad en el espacio de
estado (SSC) o Controlabilidad entrada-salida (IOC).
• Algoritmo usado para resolver el problema de optimizacio´n, usar un software (OS)
o un algoritmo (AO).
• Indicar si es un problema a gran escala
Los resultados de la clasificacio´n se indican en la Tabla 2.2. A continuacio´n se describen
en detalle los criterios de clasificacio´n propuestos.
Controlabilidad en el Espacio de Estado: De acuerdo con Kalman (1960): “El
estado de un sistema dina´mico es el conjunto ma´s pequen˜o de nu´meros que se deben
especificar en el tiempo t = t0 con el fin de ser posible la prediccio´n del comportamiento del
sistema para cualquier tiempo t ≥ 0.”Donde el sistema es el“Conjunto de reglas, principios,
me´todos, te´cnicas o cosas, ordenadas con arreglo a una ley (Estructura) y para una
finalidad determinada o funcio´n comu´n (salida del Sistema), que resulta de la interaccio´n
parcial (Para´metros funcionales) de dichos elementos” (Alvarez, 2012). Y la controlabilidad
de estado es definida por Kalman (1960) como: “Un estado de una planta se dice que es
controlable si existe una sen˜al de control u1(t) definida en un intervalo finito 0 ≤ t ≤ t1 tal
que Φ(t1, x, 0) = 0. En general, el tiempo t1 dependera´ de x. Si cada estado es controlable,
la planta se dice que es ‘totalmente controlable’ ”. Donde la funcio´n Φ es definida por
Kalman como una funcio´n de transicio´n o movimiento que representa la transicio´n desde
el estado inicial x0(t0 = 0) hasta el estado final x(t1) = Φ(t1;x(t0), t0). Esta definicio´n
no incluye algu´n controlador, so´lo se refiere a la planta. En trabajos posteriores, este
concepto se ha generalizado para sistemas dina´micos no lineales (Bertsekas y Rhodes, 1971;
Hermann y Krener, 1977; Isidori, 1995). En este caso surgen varios te´rminos colaterales a
la controlabilidad como: accesibilidad local y global, y controlabilidad local y global. Para
sistemas lineales, los conceptos de controlabilidad y accesibilidad son equivalentes. Este
paradigma tiene la ventaja de proporcionar ma´s informacio´n acerca del comportamiento
del proceso, pero es necesario desarrollar un modelo matema´tico.
Controlabilidad entrada-salida: En este paradigma se evalu´a co´mo deber´ıa cambiar
la variable de entrada con base en los cambios que se presentan en la variable de salida.
Es ma´s simple si se compara con el otro paradigma, pero la informacio´n que proporciona
sobre el proceso es muy poca, y si el punto de operacio´n cambia es necesario sintonizar de
nuevo el sistema de control.
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Autores An˜o SD DD SSC IOC SO AO LS Citas
Ahmad et al. (2011) 2011 X X 1
Asteasuain et al. (2006) 2006 X X X X 16
Azapagic et al. (2006) 2006 X X 33
Belblidia y Hinton (2002) 2002 X 4
Campi et al. (2009) 2009 X X 4
Carbonari et al. (2011) 2009 X 0
Charpentier (2010) 2010 X X 8
Cruse et al. (2000) 2000 X X 4
Flores-Tlacuahuac y Biegler (2007) 2007 X X X 13
Grosch et al. (2008) 2008 X X X 12
Harmsen (2004) 2004 X X 16
Kuhlmann y Bogle (2004) 2004 X 5
Lakerveld et al. (2010) 2010 X X X 1
Moles et al. (2003) 2003 X X X X 17
Moon et al. (2011) 2011 X X X 0
Rahman et al. (2001) 2001 X X 12
Ravichandran et al. (2006) 2006 X X 13
Ricardez Sandoval et al. (2008) 2008 X X X 15
Ricardez-Sandoval et al. (2009a) 2009 X X X 6
Ricardez-Sandoval et al. (2009b) 2009 X X X X 3
Ricardez-Sandoval et al. (2011) 2011 X X 1
Sugiyama et al. (2006) 2006 X X 16
Tahouni et al. (2011) 2011 X 1
Utz et al. (2007) 2007 X X X 8
Tabla 2.2. Revisio´n y Clasificacio´n de la Literatura
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Software: Indica que el problema de optimizacio´n se soluciona utilizando un programa
basado en una propiedad matema´tica, por ejemplo el gradiente.
Algoritmo: Hace referencia a que se utilizo´ un algoritmo creado por el autor o un
tercero para dar solucio´n al problema de optimizacio´n.
Gran Escala: Indica que se trata del disen˜o simulta´neo de una planta.
2.4. Respuesta a las Preguntas de Investigacio´n
Despue´s de la clasificacio´n y lectura de los diferentes art´ıculos, se procede a dar
respuesta a las preguntas de investigacio´n.
P1 ¿Co´mo es considerada la controlabilidad en el disen˜o simulta´neo?
De los 11 art´ıculos que trabajan la controlabilidad, seis de e´stos usan el paradigma
entrada-salida, lo que indica que no existe preferencia por paradigma alguno. En el
paradigma de controlabilidad entrada-salida, se selecciona desde el comienzo del disen˜o
el tipo de controlador, por ejemplo el cla´sico PI o PD y sus para´metros de sinton´ıa son
incluidos en la funcio´n objetivo (Asteasuain et al., 2006; Ravichandran et al., 2006). De una
forma similar Flores-Tlacuahuac y Biegler (2007) propone el PI, pero considera adema´s las
perturbaciones, por tanto es un control robusto. Otra forma de realizar el disen˜o simulta´neo
es evaluar el controlador desde un punto de vista econo´mico (Ricardez-Sandoval et al.,
2009b).
Aunque no se observan preferencias por paradigma alguno, s´ı se observa que desde el
2008 aparecen trabajos bajo el paradigma de control en el espacio de estado, por lo que
son ma´s recientes en contraste con la publicacio´n en el 2003 de Moles et al. (2003), en el
cual se disen˜a una planta de tratamiento de aguas residuales a la vez que optimizan el
desempen˜o del controlador, siendo el objetivo principal del art´ıculo comparar diferentes
me´todos de optimizacio´n. A pesar de que en el paradigma del espacio de estado no se
piensa en la estrategia de control, es posible obtener informacio´n sobre la controlabilidad
del proceso.
Para la controlabilidad en el espacio de estado es necesario realizar un modelo
matema´tico de la planta, y con respecto a esto, Campi et al. (2009) propone un modelo
emp´ırico, y con este modelo optimiza, todo a trave´s de una funcio´n de transferencia, en la
cual es posible incluir el efecto de la perturbacio´n. Otra propuesta son los modelo de base
fenomenolo´gica el cual depende de los estados y el valor de la perturbacio´n (Grosch et al.,
2008), y de antemano propone un control PI con el objetivo de comprobar el desempen˜o
de la propuesta.
Para la clasificacio´n de la variables que hay en el sistema (Ricardez Sandoval et al.,
2008; Ricardez-Sandoval et al., 2009a) realiza una propuesta ma´s detallada de la que
usualmente se hace, por ejemplo las perturbaciones (d) se diferencian las que cambian
muy poco con el tiempo o de banda angosta (ω) de las que cambian mucho con el tiempo
(v) o de banda ancha. La clasificacio´n detallada que propone para las variables permite
un mejor entendimiento del proceso.
P2 ¿Que´ tipo de algoritmo se utiliza para la optimizacio´n en el disen˜o
simulta´neo?
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Para la solucio´n del problema de optimizacio´n, se encuentra que hay varias propuestas
para la funcio´n que se desea optimizar, y para la solucio´n de la misma se utiliza software
como Matlab R© (Campi et al., 2009; Lakerveld et al., 2010; Ricardez Sandoval et al., 2008;
Ricardez-Sandoval et al., 2009a; Utz et al., 2007), gPROMS/gOPT (Asteasuain et al.,
2006), y Maple (Grosch et al., 2008), pero los autores no especifican co´mo estos programas
realizan la optimizacio´n. De igual manera se propone la utilizacio´n de algoritmos para la
solucio´n, tales como: Simulated Annealing (SA) (Ahmad et al., 2011; Tahouni et al., 2011),
Mixer-Integer Dynamic Optimization (MIDO) (Asteasuain et al., 2006; Flores-Tlacuahuac
y Biegler, 2007), Mixer Integer non-linear programming (MINLP) (Harmsen, 2004), y
Genetic Algorithms (GA) (Ravichandran et al., 2006; Tahouni et al., 2011).
Para realizar la propuesta de la funcio´n objetivo es necesario considerar el paradigma
de controlabilidad, esto se debe a que en el paradigma entrada-salida es necesario incluir
los para´metros del controlador. Para ello se propone optimizar la Integral del Error
(Asteasuain et al., 2006; Flores-Tlacuahuac y Biegler, 2007), o dar pesos diferentes al
disen˜o de la planta y del controlador (Ravichandran et al., 2006) y de esta forma se
determina el desempen˜o del controlador. Tambie´n es posible observar la funcio´n objetivo
como un funcional de costos (Ricardez-Sandoval et al., 2009b). Otra propuesta como
funcio´n objetivo es optimizar los para´metros con base en la medida del error entre el valor
del modelo y los valores de la planta (Campi et al., 2009). Adema´s, en las restricciones
se puede incluir los l´ımites de operacio´n con el fin de tener una condicio´n ma´s real del
proceso e incluir el tipo de controlador y las perturbaciones (Grosch et al., 2008).
P3 ¿Co´mo son considerados los aspectos de disen˜o?
El disen˜o de equipos de las plantas es visto desde el disen˜o del producto, esto se
debe a la tendencia de desarrollar equipos multi-productos (Charpentier, 2010), en el cual
tambie´n propone escalas de tiempo (10−5 a 108 s) y taman˜o (10−9 a 106 m), esto con el
fin de entender el disen˜o de proceso necesario para la obtencio´n del producto de intere´s. Y
puede ser complementado con un algoritmo de disen˜o desde el planteamiento de la reaccio´n
qu´ımica hasta la demolicio´n de la planta (Harmsen, 2004), esto basado en un historial de
disen˜o de planta y con el fin de mejorar los pro´ximos disen˜os. Otra posibilidad para el
disen˜o de una planta, pero tambie´n con base en un historial de otras, es la propuesta de
Sugiyama et al. (2006), en la cual se trabaja desde el disen˜o del producto en el cual tambie´n
se tiene en cuenta las condiciones medioambientales, y el principio de disen˜o con asignacio´n
de actividades y suministrar la informacio´n necesaria para llevarlo a cabo. Al disponer de
un modelo de base fenomenolo´gica se cuenta con ecuaciones diferenciales, las cuales son
una restriccio´n de la funcio´n objetivo o funcional de costo. Los diferentes para´metros de
los equipos tambie´n son incluidos en las restricciones (Ricardez Sandoval et al., 2008).
Tambie´n es posible realizar un disen˜o de la planta con base en un conjunto de datos,
para ello se propone un regresor lineal resultando un modelo emp´ırico (Campi et al., 2009).
El inconveniente con este tipo de modelos es que si se cambian los puntos de operacio´n
sera´ necesario recalcular los para´metros.
P4 ¿Es el disen˜o simulta´neo tratado como un problema a gran escala?
El disen˜o simulta´neo es posible pensarlo desde el disen˜o de un equipo, o el disen˜o
de una planta completa. Con el fin de diferenciar ambas propuestas se crea el criterio
de clasificacio´n, en el cual se observa que 11 de los 24 art´ıculos encontrados trabajan el
disen˜o simulta´neo de planta (Ahmad et al., 2011; Azapagic et al., 2006; Charpentier, 2010;
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Harmsen, 2004; Lakerveld et al., 2010; Moles et al., 2003; Ricardez-Sandoval et al., 2009a,
2011; Sugiyama et al., 2006).
2.5. Pregunta Emergente de Investigacio´n
Con esta metodolog´ıa, al finalizar el estado del arte sobre el Disen˜o Simulta´neo, y dar
respuesta a las preguntas de investigacio´n, se observa que falta au´n aspectos por estudiar,
lo que lleva a la siguiente pregunta:
¿Sera´ posible realizar el disen˜o simulta´neo de un equipo, con controlabilidad
garantizada y desempen˜o mı´nimo garantizado, en el espacio de estado, basado
en un modelo de base fenomenolo´gica?
2.6. Grupo de Investigacio´n en Procesos Dina´micos - Kalman
En el Grupo de Investigacio´n en Procesos Dina´micos - Kalman, se han realizado varios
trabajos con relacio´n al disen˜o simulta´neo de proceso y su sistema de control. Algunos de
estos son los siguientes.
• Tesis de Maestr´ıa titulada “Metodolog´ıa para la integracio´n disen˜o - control en el espacio
de estados”. Realizada por Silvia Mercedes Ochoa Ca´ceres, en el an˜o 2005. En este trabajo
se propone la utilizacio´n de una me´trica para evaluar el pareamiento de variables, y as´ı
garantizar la controlabilidad de los equipos a disen˜ar, teniendo como resultado, que aunque
la funcio´n objetivo es menor para otros casos no cumple todas las condiciones que garantizan
la controlabilidad del proceso.
• Tesis de Maestr´ıa titulada “Metodolog´ıa de disen˜o simulta´neo de proceso y control aplicada
a un secador por atomizacio´n multiproducto para sustancias qu´ımicas naturales”. Realizada
por Madalyd Yurani Vera Pen˜a, en el an˜o 2012. En este trabajo se propone una metodolog´ıa
para realizar el disen˜o de un equipo multiproducto en el cual se garantice la controlabilidad
en el caso que se cambie el producto a trabajar.
• Tesis de Doctorado titulada “An approximation to plant wide design and control by using
state controllability”. Realizada por Juan Camilo Calderon Osorio, en el an˜o 2013. En el
este trabajo se propone una metodolog´ıa para el disen˜o de planta en el cual se garantiza
controlabilidad en los diferentes equipos, adema´s, en el modelo se incluye la interaccio´n
entre los equipos a trave´s de las tuber´ıas, y desarrollando para esto un indicador de la
controlabilidad dina´mica del sistema, y basado en los Me´todos de Teor´ıa de Conjuntos en
Control.
Adema´s, se cuenta con un libro escrito por el profesor Hernan Dario Alvarez Zapata,
publicado en el 2012, titulado “Introduccio´n al disen˜o simulta´neo de proceso y control”,
y con base en este libro ya se logra consolidar una metodolog´ıa inicial para el disen˜o
simulta´neo de proceso y su sistema de control.
Tambie´n, se han realizado varios trabajos relacionados con los Me´todos de Teor´ıa de
Conjuntos en Control, tal como la tesis de doctorado, previamente mencionada, como los
siguientes.
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• Tesis de doctorado titulada “Una Aproximacio´n al Control de Procesos por Lotes”.
Realizado por la profesora Lina Mar´ıa Go´mez Echavarr´ıa, en el an˜o 2009. En este
trabajo se aborda el problema de la controlabilidad de procesos por lotes, para ello
se basa en los Me´todos de Teor´ıa de Conjuntos, siendo as´ı el primer trabajo en el
grupo de investigacio´n abordado desde esta mirada.
• Tesis de Maestr´ıa titulada “Control predictivo basado en modelo (CPBM) con
estabilidad garantizada en procesos por lotes”. Realizada por Ce´sar Augusto Go´mez
Pe´rez en el an˜o 2010. En este trabajo se utiliza la teor´ıa de conjuntos con el fin de
evaluar el efecto que tiene cambiar el tiempo de duracio´n del lote en la controlabilidad
del mismo.
• Tesis de Maestr´ıa titulada“Efecto de las condiciones iniciales sobre la Controlabilidad
de Estado en Procesos por Lotes”. Realizada por Pablo Garcia Rivera, en el an˜o 2012.
En este trabajo se basa en la teor´ıa de conjuntos con el fin de determinar el efecto
que tendr´ıa cambiar las condiciones iniciales en la controlabilidad de lote.
Con la revisio´n del estado del arte, se procede a explicar el marco conceptual necesario
para sustentar el desarrollo de este trabajo.
Cap´ıtulo 3
Disen˜o Simulta´neo
En ingenier´ıa el disen˜o es una tarea que involucra el conocimiento que tienen las
personas, bien sea por lo aprendido durante su formacio´n, o por el d´ıa a d´ıa del ejercicio
profesional. En el caso particular de la ingenier´ıa qu´ımica, es necesario utilizar cada una
de las operaciones unitarias con el fin de obtener algu´n producto de intere´s, por ejemplo,
concentrar una sustancia que se encuentra en una solucio´n, o transformar un compuesto
en otro.
Algunos conceptos utilizados a la hora de disen˜ar, dependen de la persona que los
usen, para evitar confusiones y manejar un mismo lenguaje, es necesario definir cada uno
de los conceptos ba´sicos. Por esto, en este cap´ıtulo se dan varias definiciones y elementos
necesarios para el disen˜o de procesos.
3.1. Disen˜o y Control de Procesos
Con el fin de conseguir algu´n producto, utilizando las operaciones unitarias, es necesario
plantear el orden correcto de implementarlas, y esta tarea implica disen˜ar un proceso. El
cual esta´ definido por Alvarez (2012) como:
Definicio´n 3.1. Proceso: Grupo de operaciones o tratamientos de materia, energ´ıa o
informacio´n, organizado de acuerdo con un arreglo dado (Estructura), con el fin de obtener
un producto de caracter´ısticas espec´ıficas (salida del Proceso), que resulta de la interaccio´n
(Para´metros funcionales) de las partes del proceso.
Y a dicha definicio´n tambie´n an˜ade:
Definicio´n 3.2. Proceso es el resultado de la interaccio´n Equipo o Planta con la Sustancia
que se trata. De manera general, dicha Sustancia puede ser masa, energ´ıa o informacio´n.
De acuerdo con esta definicio´n, es necesario conocer las propiedades, tanto de la
sustancia que se esta´ trabajando, como del equipo en el cual se desea llevar a cabo la
transformacio´n. Esto se debe a que las propiedades de la sustancia de trabajo son las
responsables de los para´metros de la sustancia. Mientras los para´metros del equipo son las
variables de disen˜o. Y los para´metros del proceso, son el resultado de la interaccio´n entre
los para´metros de la sustancia con los del equipo. Y cada uno de estos para´metros son
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Figura 3.1. Representacio´n de la definicio´n de proceso. Tomada de Alvarez (2012)
necesarios conocerlos con el fin de realizar un buen disen˜o del proceso. Esta descripcio´n se
puede observar mejor en la Figura 3.1.
En ingenier´ıa, el disen˜o se puede definir como la creacio´n de un sistema, componente o
proceso que satisfaga una necesidad (Bieniawsky, 1992). Y dado que el disen˜o en ingenier´ıa
es un proceso, el mismo presenta una serie de etapas (Pahl y Beitz, 1984):
• Clasificacio´n de la tarea.
• Disen˜o conceptual.
• Disen˜o preliminar.
• Disen˜o de detalle.
• Evaluacio´n f´ısica.
Aunque Harmsen (2004) propone otras serie de etapas, la cuales son:
• Definicio´n del problema.
• S´ıntesis de la solucio´n.
• Ana´lisis de la solucio´n.
• Evaluacio´n.
• Reporte.
Independientemente del me´todo que se utilice, el disen˜o de procesos se realiza con el
fin de encontrar la mejor configuracio´n de los equipos y las condiciones de operacio´n de
forma que se obtenga el producto con las caracter´ısticas deseadas. Para lo cual, tambie´n
es necesario optimizar las condiciones de operacio´n, dado que, de ese modo es posible
ahorrar recursos, y se garantiza que se obtiene la mayor cantidad del producto con la
calidad deseada.
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En el disen˜o cla´sico se desea optimizar la condicio´n econo´mica. Y los disen˜os actuales
continu´an con la misma tendencia, ya que se realizan pensando en los retos del mercado
global, tales como ahorrar energ´ıa, gastos de capital y costos de materia prima. De
igual forma debido a los retos del mercado global, es necesario satisfacer los requisitos
medioambientales cada vez ma´s exigentes.
Los requerimientos previos, imponen la necesidad de mantener un continuo monitoreo
de las operaciones de un sistema de produccio´n y por lo tanto, de efectuar una intervencio´n
externa (sistema de control) para satisfacer el cumplimiento de los objetivos anteriores.
Pero los requerimientos expresados no se pueden cumplir con la mirada cla´sica de disen˜ar
basada en principios esta´ticos, es decir cumpliendo los balances de materia y energ´ıa en
estado estacionario. Con el agravante, que el disen˜o de equipo y su sistema de control se
realiza de manera independiente, separada y secuencial, no habiendo interaccio´n alguna
entre ambos disen˜os. Por ello, un nuevo paradigma exige que se disen˜e con balances
dina´micos y de forma simulta´nea con el sistema de control, es decir, utilizando las
ecuaciones diferenciales del proceso. De esta forma, puede darse, por ejemplo, la posibilidad
de disen˜ar los procesos de forma que sean multi-productos.
Con el fin de garantizar la condicio´n de operacio´n para la cual fue disen˜ado el proceso,
y como se menciono´ en el pa´rrafo anterior, es necesario implementar un sistema de control.
El cual, segu´n Alvarez (2012), es definido como:
Definicio´n 3.3. Sistema de Control: Es un conjunto de dispositivos meca´nicos,
neuma´ticos, ele´ctricos, electro´nicos o de cualquier otra ı´ndole, organizados de una manera
espec´ıfica (Sistema) que le permita comparar, indicar, calcular (computar) y transmitir
informacio´n en forma de sen˜al para lograr como objetivo la regulacio´n o gu´ıa de una
variable determinada. Las tres caracter´ısticas principales que posee cualquier sistema de
control son: i) Sensar-Estimar, ii) Comparar-Calcular y iii) Accionar.
Para realizar el disen˜o del sistema de control, es necesario tener en cuenta el paradigma
de control con el cual se piensa trabajar. Y en la literatura existen dos paradigmas
para abordar el disen˜o simulta´neo de procesos y su control, los cuales se basan en la
controlabilidad entrada-salida o en la controlabilidad en espacio de estados, este trabajo
se basa en el paradigma de controlabilidad de estado mirado desde la teor´ıa de conjuntos.
El te´rmino que permite cualificar si el proceso es o no controlable, es la controlabilidad.
Este concepto de controlabilidad se retoma en el cap´ıtulo 4. Aunque, informalmente
hablando la controlabilidad es la habilidad que tiene un sistema de control para alcanzar
un estado final determinado desde cualquier estado inicial; es decir, responde a preguntas
como: ¿puede el sistema ser llevado desde un estado inicial X 0 a un estado final X f?,
¿puede e´sto hacerse para cualquier par de estados inicial y final?, ¿cua´les trayectorias
del sistema son realizables y co´mo encontrar la secuencia de acciones de control U i (i =
1, 2, 3, · · · ) que llevan al sistema por dicha trayectoria?, ¿puede modificarse sustancialmente
el comportamiento de las soluciones del sistema variando las acciones de control U ?
3.2. Modelado
Con el fin de trabajar con el paradigma de Control en el Espacio de Estados, es necesario
tener un modelo del proceso a controlar. Los modelos pueden ser agrupados en tres tipos
(Go´mez et al., 2004):
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• Modelos Explicativos: Estos modelos buscan incrementar el entendimiento de las
causas del feno´meno y adema´s, se refiere a las pruebas emp´ıricas de las proposiciones
de la teor´ıa a las que les da apoyo (Concari, 2001). Normalmente son modelos
complejos y basados en leyes y principios. En general, no se basan en modelos
emp´ıricos o heur´ısticos y se utilizan cuando el sistema ya se conoce, pero se desea
conocer su comportamiento en una situacio´n espec´ıfica y las razones de porque´
determinado feno´meno han ocurrido de esa forma y no de otra manera. Finalmente
se puede decir que los modelos explicativos en la investigacio´n cient´ıfica responden
a la pregunta ¿Por que´ y de que´ forma ocurren determinados mecanismos, eventos
o feno´menos en un sistema?
• Modelo Descriptivos: Describir un feno´meno implica definir sus caracter´ısticas y
componentes, as´ı como definir las condiciones en que se presenta y las distintas
maneras en que puede manifestarse (Concari, 2001). En el modelado descriptivo de
un sistema se persigue que la representacio´n obtenida sea adecuada para el disen˜o
de equipos. Por tanto, el modelo descriptivo debe ser sencillo y aportar informacio´n
a la toma de decisiones en las diferentes etapas de su disen˜o. Aunque el ideal para
disen˜o es el modelo explicativo, la complejidad matema´tica que este trae aparejada
resulta prohibitiva a la hora de abordar labores de disen˜o rutinarias. Finalmente, se
puede decir que los modelos descriptivos en el disen˜o de ingenier´ıa responden a la
pregunta ¿Que´ es preciso conocer del sistema para el fin de disen˜o?
• Modelos Puramente Predictivos: Aunque todos los modelos matema´ticos son pre-
dictivos, cuando se habla de modelos puramente predictivos se hace referencia a
aquellos modelos obtenidos emp´ıricamente, los cuales sintetizan en una estructura
sencilla (y generalmente predefinida) las dina´micas principales del sistema. Aunque
su cara´cter explicativo es mı´nimo, su sencillez disminuye la complejidad compu-
tacional hacie´ndolos ideales para su uso en l´ınea, es decir un modelo predictivo es un
modelo lo suficientemente preciso para ser manipulado automa´ticamente (Concari,
2001). Los modelos AutoRegresivos con entrada eXogena (ARX) son un ejemplo de
modelos puramente predictivos. Finalmente, se puede decir que los modelos pura-
mente predictivos en el disen˜o de ingenier´ıa responden a la pregunta ¿Co´mo sera´ el
comportamiento del sistema modelado en circunstancias diferentes?
Con esta clasificacio´n se determina cual es el objetivo de cada modelo, o con que fin
es realizado. Adema´s de esta forma, es posible clasificar los modelos con base en la forma
como son deducidos. Esta clasificacio´n es realizada por Alvarez et al. (2009), y los tipos
de modelos son:
• Fenomenolo´gicos o Caja Blanca: Son los modelos que esta´n basados en fundamentos
teo´ricos que permiten explicar perfectamente el comportamiento del proceso.
• Emp´ıricos o Caja Negra: Son los modelos que son construidos mediante experimen-
tacio´n y observacio´n, haciendo luego uso de los datos experimentales para ajustar
los para´metros en una estructura matema´tica dada.
• Semif´ısicos o Caja Gris: Son los modelos que son combinacio´n de los dos tipos
anteriores, llamados modelos semif´ısicos (si la estructura es fenomenolo´gica) o
semiemp´ıricos (si la estructura es emp´ırica).
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De igual forma, Alvarez et al. (2009) propone una metodolog´ıa para determinar los
Modelos Semif´ısicos de Base Fenomenolo´gica (MSBF), dicha metodolog´ıa es:
• Elaborar una Descripcio´n Verbal y un Diagrama de Flujo de Proceso que se
complementen.
• Fijar un Nivel de Detalle para el Modelo, de acuerdo con su utilizacio´n: ¿Que´
preguntas contestara´ el modelo?
• Definir tantos Sistemas de Proceso (SdeP) sobre el Proceso que se modelara´ como los
exija el Nivel de Detalle y representar la relacio´n de todos los SdeP en un diagrama
de bloques.
• Aplicar el Principio de Conservacio´n sobre cada uno de los Sistemas de Proceso
(SdeP).
• Seleccionar de las Ecuaciones Dina´micas de Balance (EDB) aquellas con informacio´n
valiosa para cumplir con el objetivo del modelo.
• Definir para las EDB esenciales, los para´metros, las variables y las constantes
conocidas en cada SdeP.
• Hallar ecuaciones constitutivas que permitan calcular el mayor nu´mero de para´metros
en cada Sistema de Proceso.
• Verificar los Grados de Libertad del modelo.
• Obtener el modelo computacional o solucio´n del modelo matema´tico.
• Validar el modelo para diferentes condiciones y evaluar su desempen˜o.
3.3. Disen˜o Simulta´neo
Como se menciono´, los equipos de procesos y su sistema de control se disen˜an de
forma independiente y secuencial, y de esta forma, no es posible garantizar que el sistema
de control sea el adecuado para el proceso. Con el fin de evitar que los procesos sigan
teniendo un sistema de control no apto para su operacio´n, o que sea incluso necesario
realizar modificaciones al equipo o al proceso. Se propone disen˜ar al mismo tiempo el
sistema de control con el proceso. Esta forma de disen˜ar recibe el nombre, de Disen˜o
Simulta´neo de Proceso y Control (DSPC).
De acuerdo con Luyben (2004), el disen˜o simulta´neo se define como: “... El desarrollo
de un proceso qu´ımico considerando al mismo tiempo la economı´a del estado estacionario
y la controlabilidad dina´mica de todos los estados en la sintesis del diagrama de flujo. La
nocio´n ba´sica es que las dina´micas del proceso son de vital importancia en su habilidad para
operar eficientemente y seguro y cumplir las especificaciones del producto con pequen˜as
variaciones en la calidad del producto.”
Hasta el momento no existe una metodolog´ıa consolidada para realizar el Disen˜o
Simulta´neo de Proceso y Control, excepto la propuesta de Alvarez (2012), la cual se puede
observar en la Figura 3.2.
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Figura 3.2. Metodolog´ıa Disen˜o Simulta´neo. Tomada de Alvarez (2012)
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Con esta metodolog´ıa se cumple el objetivo de disen˜ar el equipo y el sistema de control
para el proceso que se desea disen˜ar. En esta metodolog´ıa se utiliza el paradigma de
Kalman para la controlabilidad. La cual, so´lo indica si la condicio´n de operacio´n es o no
controlable, pero no suministra ma´s informacio´n al respecto, por ejemplo, hasta que´ punto
el proceso es controlable.
3.4. Robustez
Con los modelos de base fenomenolo´gica se tiene una representacio´n matema´tica del
proceso. En esta representacio´n es posible clasificar los diferentes elementos que tiene.
Y bajo el paradigma de control en el espacio de estados, las variables presentes en los
diferenciales reciben el nombre de estados del proceso.
En ocasiones falta conocimiento de una parte dina´mica del sistema, esta situacio´n
recibe el nombre de incertidumbre. La incertidumbre se diferencia en dos clases,
incertidumbre estructural e incertidumbre parame´trica. La primera se presenta cuando no
se conocen todas la dina´micas del feno´meno y la parame´trica cuando no se tiene certeza
en el valor de algunos de los para´metros del modelo.
Las entradas que son manipuladas en el proceso se llaman acciones de control. Mientras
las entradas que no son controladas y que afectan la condicio´n de operacio´n reciben el
nombre de perturbaciones. En los procesos, las perturbaciones se deben a operaciones mal
realizadas, problemas en el procesamiento, influencia del medio ambiente y otros efectos no
medibles que actu´an sobre el proceso como resultado de las etapas anteriores del proceso.
La incertidumbre y las perturbaciones hacen que el modelo matema´tico presente
diferencias con respecto al proceso real. Para minimizar estas diferencias, se realiza una
estimacio´n del valor ma´ximo que podr´ıa tener la perturbacio´n, y as´ı se tiene un modelo
robusto ante cambios en la perturbacio´n. De forma similar, ante la incertidumbre, se opta
por darle un rango al valor del para´metro y as´ı el modelo ser´ıa robusto ante cambio en el
para´metro.
Con base en lo anterior es necesario considerar dos situaciones para realizar el sistema
de control robusto, en este trabajo se considera el efecto de las perturbaciones, es decir,
cuando una entrada no manipulable modifica la condicio´n de operacio´n del proceso.
Con lo expuesto, se procede al Cap´ıtulo 4 en el cual se ampl´ıa el concepto de
controlabilidad y ma´s elementos necesarios para realizar una metodolog´ıa diferente para
el disen˜o simulta´neo de proceso y su sistema de control.
Cap´ıtulo 4
Controlabilidad de Procesos
Como se indica en la Seccio´n 3.1, y al final del Cap´ıtulo 3, en este cap´ıtulo se explica
una definicio´n ma´s formal de la controlabilidad de procesos, y se analiza desde dos miradas
diferentes, pero que resultan ser complementarias.
Para estudiar la controlabilidad de procesos, existen dos paradigmas: Controlabilidad
en el espacio de estados, y Controlabilidad entrada-salida.
Para la controlabilidad entrada-salida, no existe una definicio´n formal, pero se evalu´a
co´mo deber´ıa cambiar la variable de entrada con base en los cambios que presenta la
variable de salida. Es ma´s simple si se compara con el otro paradigma, adema´s propone
con antelacio´n los para´metros para el controlador, pero la informacio´n que indica es poca,
y si se cambia el punto de operacio´n es necesario volver a sintonizar el sistema de control.
En el paradigma de controlabilidad en el espacio de estado, se tiene la ventaja de
indicar ma´s informacio´n sobre el comportamiento del proceso, pero para ello es necesario
desarrollar un modelo matema´tico, tal como se explico´ en la Seccio´n 3.2. Este trabajo se
basa en el paradigma de la controlabilidad en el espacio de estados.
4.1. Controlabilidad de Sistemas Lineales
La controlabilidad de estado es un concepto artificial que permite analizar que´ tipo de
efecto produce una determinada entrada (causa) en los estados del sistema a ser controlado,
con el fin de brindar elementos de juicio que ayuden a realizar un mejor disen˜o del control
de un proceso. La controlabilidad de estado describe la interaccio´n entre las variables de
entrada manipuladas y las variables de estado y es por tanto una propiedad del sistema
en s´ı, independiente del tipo de controlador que se utilice.
Para estudiar la controlabilidad de sistemas lineales considere el sistema lineal e
invariante en el tiempo (LTI) definido en la Ecuacio´n 4.1
x˙ = Ax(t) +Bu(t) (4.1)
y(t) = Cx(t)
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donde x ∈ Rn es el vector de estados y u ∈ Rn es el vector de entradas.
En 1960 R.E. Kalman en su trabajo “On the General Theory of Control Systems”
definio´ el concepto de controlabilidad para un sistema lineal y de una u´nica entrada as´ı
Kalman (1960):
Definicio´n 4.1. Un estado de la planta se dice que es controlable si existe una sen˜al de
control u1(t) definida sobre un intervalo finito 0 ≤ t ≤ t1 tal que Φ(t1,x, 0) = 0. En
general, el tiempo t1 dependera´ de x. Si cada estado de la planta es controlable, se dice
que la misma es ‘completamente controlable’.
Donde la funcio´n Φ es definida por Kalman como una funcio´n de transicio´n o
movimiento que representa la transicio´n desde el estado inicial x0(t0 = 0) hasta el estado
final x(t1) = Φ(t1;x(t0), t0). Si el estado final x(t1) = 0 es un estado de equilibrio, entonces
dicho estado es controlable.
De esta definicio´n es posible analizar, que la controlabilidad de sistemas de control
lineal es una propiedad global, pues el u´nico equilibrio de un sistema lineal es el origen.
De igual forma, una caracter´ıstica que se debe recalcar es que en su definicio´n, Kalman
asume que la entrada u no tiene restricciones y que por tanto, podra´ tomar valores desde
(−∞,∞). Adema´s, en esta definicio´n no se incluye ningu´n controlador, so´lo se preocupa
por la planta.
Con el fin de verificar la propiedad de controlabilidad se define la matriz de
controlabilidad. La cual es definida como:
Definicio´n 4.2. Matriz de Controlabilidad. La matriz W ∈ Rn×nm definida como
W = [BAB · · ·An−1B], se conoce como la matriz de controlabilidad.
A continuacio´n se enuncia el teorema que permite verificar la propiedad de
controlabilidad para sistemas lineales.
Teorema 4.1. Condicio´n de Rango. El sistema LTI ( 4.1) es controlable s´ı y so´lo si la
matriz de controlabilidad W es de rango completo, esto es, Rango(W ) = n
Note que la matriz de controlabilidad so´lo involucra las matrices A y B del modelo 4.1,
esto debido a que la propiedad de controlabilidad so´lo relaciona la variable de entrada con
las variables de estado.
A continuacio´n se indica la interpretacio´n de la condicio´n de rango, para facilitar su
comprensio´n dicho desarrollo se realiza para sistemas discretos; por tanto considere la
Ecuacio´n 4.2.
x(k + 1) = Ax(k) +Bu(k) (4.2)
Interpretacio´n del rango de controlabilidad de un sistema LTI discreto. La matriz de
controlabilidad surge de resolver el sistema en forma recursiva, obtenie´ndose,
x(k) = Akx(0) +WU
Donde
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U = [u(k − 1)u(k − 2) . . . u(1)(0)]T
Si se asume que la accio´n de control U es desconocida, para alcanzar el origen es
necesario resolver el sistema de ecuaciones lineales:
WU = −Akx(0)
Para que dicho sistema de ecuaciones tenga solucio´n u´nica, se debe cumplir que
rang[BAB . . . An−1B] = n
Sin embargo, si el rango de la matriz W < n, no significa que el sistema no sea posible
de controlar, significa que habra´n algunos estados a los cuales no es posible llegar, ma´s au´n,
los estados alcanzables corresponden a aquellos que pertenecen a la combinacio´n lineal de
las columnas de W , inclusive si se deseara llegar a un estado que no pertenece al espacio
columna de W , es posible determinar el estado ma´s pro´ximo alcanzable.
Otra definicio´n importante de resaltar es la de alcanzabilidad.
Definicio´n 4.3. Alcanzabilidad. Un sistema lineal es alcanzable, si para todo x1,x2 ∈ R
n,
existe una sen˜al de control u que lleva el sistema del estado inicial x1 al estado final x2
en un tiempo finito.
De estas definiciones se puede resaltar que la alcanzabilidad es la habilidad de alcanzar
cualquier estado final desde un estado inicial dado; mientras que la controlabilidad se puede
interpretar como la habilidad que tiene el sistema para alcanzar el origen (el u´nico equilibrio
de un sistema lineal) desde un estado inicial arbitrario. La controlabilidad tambie´n puede
interpretarse como la posibilidad de que un estado sea alcanzable y que el estado alcanzado
sea un punto de equilibrio del sistema forzado. Y que en los sistemas LTI la controlabilidad
coincide con la alcanzabilidad.
En trabajos consecuentes, la controlabilidad se ha generalizado para sistemas dina´micos
no lineales (Bertsekas y Rhodes, 1971; Hermann y Krener, 1977; Isidori, 1995; Sontag,
1998), y han aparecido varios te´rminos: accesibilidad local y global, y controlabilidad local
y global. Y para los sistemas lineales, los conceptos son equivalentes.
4.2. Controlabilidad de Sistemas no Lineales
Un estudio sistema´tico de la controlabilidad para sistemas no lineales comenzo´ desde
los an˜os 70’s con los trabajos desarrollados por Hermann y Krener (1977); Sussmann y
Jurdjevic (1972), los cuales pretenden plantear un ana´logo no lineal del criterio de la
condicio´n de rango para la controlabilidad propuesta por Kalman para sistemas lineales.
Sin embargo, en el caso de los sistemas no lineales la verificacio´n de la controlabilidad es
ma´s compleja que en el caso lineal (Sontag, 1998) y requiere incorporar otros conceptos
como el de accesibilidad; adema´s, se diferencia la controlabilidad global y local y la
accesibilidad local y global.
Para presentar el estudio de la accesibilidad y de la controlabilidad de sistemas no
lineales considere los sistemas descritos por las Ecuaciones 4.3.
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Σ : x˙ = f(x(t),u(t)) (4.3)
Σaff : x˙ = f(x(t)) +
m∑
i=1
(uigi(x(t)))
Donde x(t) ∈ X, es el estado del sistema, con X un subconjunto abierto de Rn, o una
variedad diferenciable M de dimensio´n n, las acciones de control o entradas u(t) ∈ U ,
con U un subconjunto de Rm. Adema´s, la funcio´n dina´mica f es (real) anal´ıtica; y las
acciones de control u(·) son sen˜ales medibles y acotadas. Se denota Φ(t,x,u) la funcio´n
de transicio´n del sistema, donde Φ(t,x,u) = z significa que partiendo de x(0) = x se llega
a x(t) = z usando como sen˜al de control a u : [0, t]→ U .
En el caso de los sistemas no lineales el concepto de alcanzabilidad no es equivalente al
concepto de controlabilidad, de hecho la alcanzabilidad es una propiedad ma´s de´bil que la
controlabilidad (Sontag, 1988), tambie´n llamada por algunos autores como controlabilidad
de´bil o accesibilidad.
Definicio´n 4.4. Alcanzabilidad en tiempo T. Se dice que z es alcanzable desde x en
tiempo T o equivalentemente, que x es controlable a z en tiempo T, si existe una sen˜al de
control u : [0, t]→ U tal que Φ(T,x,u) = z
Definicio´n 4.5. Alcanzabilidad. Se dice que z es alcanzable desde x o equivalentemente,
que x es controlable a z si existe T ≥ 0 y una sen˜al de control u : [0, t] → U tal que
Φ(T,x,u) = z.
A partir de este punto se introduce la siguiente simplificacio´n en la notacio´n. Se escribira´
x→
T
z si z es alcanzable desde x en tiempo T (Definicio´n 4.4) y x→ z si z es alcanzable
desde x (Definicio´n 4.5).
Interpretacio´n del concepto de alcanzabilidad de sistemas no lineales. No´tese que
cuando se fija la accio´n de control u la ecuacio´n del sistema x˙ = f(x(t),u(t)) define
un sistema dina´mico u´nico; de tal forma, que el sistema de control Σ, puede interpretarse
como una coleccio´n de sistemas dina´micos parametrizados por la accio´n de control; es decir,
para u fijo x˙ = f(x(t)) o tambie´n puede verse como una familia de funciones. De forma
adicional, del teorema de existencia y unicidad de la solucio´n de una ecuacio´n diferencial
ordinaria se tiene que, si fu(x(t)) es de clase C
k, con k ≥ 1, entonces para cualquier
punto inicial x0 en el dominio de fu(x(t)) existe un intervalo [0, T ], donde se verifica que
x(·) = φ(x0) en [0, T ].
Definicio´n 4.6. Alcanzabilidad local. El sistema 4.3 se dice localmente alcanzable
alrededor de un punto x1 ∈ X si existe una vecindad V de x1 en la cual el sistema pueda
alcanzar cualquier estado x2 en tiempo finito y con acciones de control apropiadas.
Definicio´n 4.7. Controlabilidad local. El sistema 4.3 se dice localmente controlable en
x0 si para cada entorno U de x0RU (x0) tambie´n es un entorno de x0.
Definicio´n 4.8. Controlabilidad completa. El sistema 4.3 se dice (completamente)
controlable en tiempo T si para cualquier pareja de estados x, z ∈ X se cumple que x→
T
z.
Ana´logamente, se dice que el sistema es (completamente) controlable si para cualquier
pareja de estados x, z ∈ X se cumple que x→ z.
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Otros conceptos relevantes relacionados con la controlabilidad son el de conjunto
alcanzable y el de conjunto controlable que se definen a continuacio´n.
Definicio´n 4.9. Conjunto alcanzable desde x en el tiempo T. Es el conjunto que
contiene todos los puntos del espacio de estados que pueden ser alcanzados por soluciones
del sistema en el tiempo T.
RT (x) = z ∈ X : x→
T
z
Ana´logamente, el conjunto alcanzable desde x se define como
R(x = z ∈ X : x→ z =
⋃
T≥0
RT (x)
Definicio´n 4.10. Conjunto controlable a x. El conjunto controlable a x en el tiempo
T, se define como,
CT (x) = z ∈ X : z→
T
x
Ana´logamente, el conjunto controlable a x se define como
C(x = z ∈ X : z→ x =
⋃
T≥0
CT (x)
Las nociones de conjunto controlable y de conjunto alcanzable se pueden extender
naturalmente a conjuntos. Si Ω es un subconjunto de X, entonces pueden definirse:
Conjunto alcanzable desde Ω en tiempo T RT (Ω) =
⋃
x∈ΩR
T (x)
Conjunto alcanzable desde Ω R(Ω) =
⋃
T≥0R
T (Ω)
Conjunto controlable desde Ω en tiempo T CT (Ω) =
⋃
x∈ΩC
T (x)
Conjunto controlable desde Ω C(Ω) =
⋃
T≥0 C
T (Ω)
Estos conjuntos se retoman en la seccio´n 4.3, con definiciones ma´s formales.
Definicio´n 4.11. Se dice que el sistema es (completamente) controlable a x si C(x) = X.
Se dice que el sistema es (completamente) alcanzable desde x si R(x) = X.
La definicio´n anterior indica que la controlabilidad (completa) implica que en un
sistema se puede ir desde cualquier estado a todo el espacio de estados, lo cual es un
resultado bastante fuerte y u´til a la hora de disen˜ar un sistema de control. Sin embargo,
el problema de determinar cuando un sistema no lineal es controlable (localmente,
globalmente o cualquiera de sus variantes) es au´n un problema abierto (Sontag, 1988).
Existen pruebas que dan condiciones necesarias, ma´s no suficientes para la controlabilidad,
la ma´s simple es la condicio´n de rango de los corchetes de Lie (Isidori, 1995; Jakubczyk,
2001; Sontag, 1998), la cual permite verificar cuando un sistema es alcanzable. No obstante,
la alcanzabilidad es una propiedad ma´s de´bil que la controlabilidad.
El Algebra de Lie y espec´ıficamente los corchetes de Lie ofrecen un marco donde es
posible verificar la accesibilidad de sistemas no lineales. Cuando un sistema dina´mico se
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representa por campos vectoriales es posible realizar operaciones algebraicas entre dichos
campos. Una operacio´n es las combinaciones lineales (o interconexiones) de los campos,
la cual se obtiene por medio del producto conocido como corchete de Lie. Este producto
de Lie permite estudiar las interconexiones entre los sistemas dina´micos en un sistema de
coordenadas independientes.
Un sistema de control no lineal Σ (Ecuacio´n 4.3) puede considerarse como una coleccio´n
o familia de sistemas dina´micos (campos vectoriales) parametrizados por un para´metro
llamado control fu = f(, u) que definen una familia de campos vectoriales; esto es
F = {fu}u∈U . De esta forma las propiedades ba´sicas de tales sistemas dependen de las
interconexiones entre los diferente sistemas dina´micos correspondientes a los diferentes
controles.
Antes de indicar la condicio´n de rango de los corchetes de Lie que permite verificar la
propiedad de alcanzabilidad se establecen algunas definiciones relacionadas con el a´lgebra
y los corchetes de Lie (Sontag, 1998).
Se considera que f = (f1, · · · , fn)
′ : O → Rn es un mapeo continuamente diferenciable
o un campo vectorial suave (infinitamente diferenciable) definido en algu´n subconjunto
abierto O ⊆ Rn. El conjunto de todos los campos vectoriales suaves en un O ⊆ Rn dado,
es denotado por V (O).
Definicio´n 4.12. Corchete de Lie. El corchete de Lie entre dos campos vectoriales
f, g ∈ V (O) es otro campo vectorial definido por
[f, g](x) =
∂g
∂x
f(x)−
∂f
∂x
g(x) ∈ V (O)
Donde ∂g
∂x
y ∂f
∂x
denotan las matrices Jacobianas de f y g respectivamente
Definicio´n 4.13. A´lgebra de Lie. Un a´lgebra de Lie (de campos vectoriales en O) es un
subespacio lineal S ⊆ V (O) que es cerrado bajo la operacio´n del corchete de Lie; esto es,
[f, g] ∈ S cuando f y g esta´n en S.
Un A´lgebra de Lie asociada al sistema Σ (Ecuacio´n 4.3) es el espacio lineal ma´s pequen˜o
de los campos vectoriales en X, el cual contienen la familia F y es cerrado bajo el corchete
de Lie; esto es,
f1, f2 ∈ L⇒ [f1, f2] ∈ L
Para cualquier subconjunto A ⊆ V (O), se define ALA, el a´lgebra de Lie generada por
A, como la interseccio´n de todas las A´lgebras de Lie de los campos vectoriales contenidos
en A. Una interseccio´n de cualquier familia de A´lgebras de Lie es tambie´n un A´lgebra de
Lie; as´ı,
ALA = la ma´s pequen˜a a´lgebra de Lie de los campos vectoriales los cuales contienen a
A
Para el sistema Σ : x˙(t) = f(x(t),u(t)) se asocia el siguiente conjunto de campos
vectoriales:
A := {fu = f(, u), u ∈ U}
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Definicio´n 4.14. A´lgebra de Lie de accesibilidad. El A´lgebra de Lie de los campos
vectoriales ALA es llamado el A´lgebra de Lie de accesibilidad asociada al sistema. La
condicio´n de rango de accesibilidad en x0 se cumple si ALA(x0) = R
n
Un resultado similar es planteado en Hermann y Krener (1977).
Teorema 4.2. Hermann y Krener (1977). El sistema 4.3 es alcanzable si y so´lo si la
condicio´n de rango se satisface.
En el caso de sistemas afines con la entrada (Ecuacio´n 4.3) es posible calcular el
a´lgebra de Lie de accesibilidad, tal como se establece en el siguiente Lema.
Lema 4.1. Para un sistema af´ın con la entrada, ALA = f, g1, · · · , gm
Cuando el sistema dina´mico es reversible la alcanzabilidad se convierte en una condicio´n
necesaria y suficiente de controlabilidad (Sontag (1998), Colorario 4.3.12, p.159). Adema´s,
se demuestra la propiedad de accesibilidad desde x0 como:
Teorema 4.3. Suponga que la condicio´n de rango de accesibilidad para x0. Luego, para
cada vecindad V de x0, y cada T > 0,
int R≤T
V
(x0) 6= ⊘
y
int C≤T
V
(x0) 6= ⊘
En particular, R(x0) y C(x0) tienen interior no vac´ıo.
Definicio´n 4.15. Sistema de´bilmente reversible. El sistema 4.3 es de´bilmente
reversible si para cada x(t) se cumple que:
• x(t) puede ser alcanzado desde x(t).
• Si x(t+ t0) puede ser alcanzado desde x(t), entonces x(t) puede ser alcanzado desde
x(t+ to).
• Si x(t + t1) puede ser alcanzado desde x(t) y x(t + to) puede ser alcanzado desde
x(t+ t1) entonces x(t+ to) puede ser alcanzado desde x(t).
Corolario 4.1. Un sistema de´bilmente reversible es completamente controlable si se verifica
la condicio´n de rango de accesibilidad para todo estado x ∈ X ; donde X es un conjunto
simplemente conexo.
Con base en el corolario 4.1 se llega a una definicio´n de controlabilidad diferente a
la propuesta por Kalman, dado en esta se evalu´a la controlabilidad puntual, mientras
en los Me´todos de Teor´ıa de Conjuntos en Control, se evalu´a la controlabilidad de un
conjunto. Y la equivalencia entre ambas definiciones es ilustrada en el trabajo de Caldero´n
(2012), llegando entonces a la conclusio´n, que ambos conceptos de controlabilidad son
complementarios, dado que Kalman establece si el punto es o no controlable, y los Me´todos
de Teor´ıa de Conjuntos en Control, establece si una regio´n es controlable, o en otras
palabras, desde el punto que es controlable hasta donde lo ser´ıa.
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4.3. Controlabilidad desde los Me´todos de Teor´ıa de Conjun-
tos en Control
Otra forma de analizar la controlabilidad es usando los Me´todos de Teor´ıa de Conjuntos
en Control. La propuesta es inicialmente hecha por Bertsekas y Rhodes (1971). Los cuales
usan la Teor´ıa de Conjuntos para definir el Conjunto Alcanzable y definir por tanto, la
alcanzabilidad. A diferencia del paradigma de Kalman (1960), los conceptos planteados en
Bertsekas y Rhodes (1971) han sido pobremente utilizados en los Me´todos de Teor´ıa de
Conjuntos en Control. Ma´s tarde Blanchini (1999), en su revisio´n de la Teor´ıa de Conjuntos
Invariantes, la Teor´ıa de Conjuntos comienza nuevamente a considerarse, especialmente
para el disen˜o de Controladores Predictivos Basados en Modelos (Bravo et al., 2005;
Kerrigan, 2000). Hasta donde el autor conoce, so´lo recientemente es publicado el primer
libro que relaciona la Teor´ıa de Conjuntos con la Teor´ıa de Control (Blanchini y Miani,
2008). En este paradigma se definen una serie de conjuntos con una propiedad determinada,
entre los que esta´ el Conjunto Invariante Positivo.
Para utilizar los Me´todos de Teor´ıa de Conjuntos en Control para el ca´lculo de la
controlabilidad de un proceso, es necesario tener la definicio´n de varios conjuntos, en este
caso son: Conjunto Alcanzable y Conjunto Controlable, los cuales fueron mencionados en la
Seccio´n 4.2, y en esta seccio´n se da una definicio´n ma´s formal, as´ı como una propuesta para
la definicio´n del Conjunto Reversible, dado que son los conjuntos relevantes en el ana´lisis
de la Controlabilidad de Estado. Para estas definiciones, considere el sistema dina´mico no
lineal
x˙ = f(x(t),u(t), θ) (4.4)
Donde x ∈ X ⊆ Rn es el vector de estados, u ∈ U ⊆ Rm es el vector de entradas de
control admisibles, θ ∈ Θ ⊆ Rq son los para´metros del sistema, los cuales pueden variar
para analizar propiedades en el sistema, y f(·, ·) esta´ definido en el espacio X × U .
Definicio´n 4.16. Conjunto Alcanzable en el tiempo t desde el conjunto Ωt,Rt(Ωt):
Dado el conjunto Ωt, el Conjunto Alcanzable Rt(Ωt) desde Ωt en un tiempo t > τ es
el conjunto de todos los vectores de estados x, para los cuales existe x(t) ⊂ Ωt y u(·) ⊂ U
tal que x(t) = x, siendo U el conjunto de acciones de control admisibles para el sistema y
X el conjunto de estados admisibles para el sistema.
Rt(Ωt) = {z ∈ X|∃x ∈ Ωt ∧ u ∈ U : z = φ(τ, t, x, u)}
La representacio´n gra´fica de esto se puede observar en la Figura 4.1.
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Figura 4.1. Representacio´n Conjunto Alcanzable
Definicio´n 4.17. Conjunto Controlable Ct(Ωτ ) hacia Ωτ en el tiempo t < τ :
Dado el conjunto Ωτ , el Conjunto Controlable Ct(Ωτ ) hacia Ωτ en un tiempo t < τ es
el conjunto de todos los vectores de estados x para los cuales existe un u(·) ⊂ U tal que si
x(t) = x entonces x(t) ⊂ Ωτ .
Ct(Ωτ ) = {z ∈ X|u ∈ U : φ(τ, t, x, u) ∈ Ωτ}
De forma similar, la representacio´n gra´fica se puede observar en la Figura 4.2.
Figura 4.2. Representacio´n Conjunto Controlable
Basados en la definicio´n de reversibilidad de´bil dada por Sontag (1998), junto con las
definiciones de Conjunto Alcanzable y Conjunto Controlable dada por Blanchini y Miani
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(2008) es posible definir el Conjunto Reversible, el cual da cuenta de la controlabilidad de
estado.
Definicio´n 4.18. Conjunto Reversible en el tiempo t:
Dado un conjunto Ωt, el Conjunto Reversible τt(Ωt) desde Ωt y hacia Ωt, es la
interseccio´n entre el Conjunto Alcanzable Rt(Ωt) desde Ωt y el Conjunto Controlable
Ct(Ωt) hacia Ωt en un mismo tiempo t. τt(Ωt) = Rt(Ωt) ∩ Ct(Ωt).
τt(Ωt) = {x ∈ X|x ∈ Rt(Ωt) ∧ x ∈ Ct(Ωt)}
La representacio´n gra´fica se puede observar en la Figura 4.3.
Figura 4.3. Representacio´n Conjunto Reversible
Estas definiciones indican, que el Conjunto Alcanzable son los puntos en el espacio de
estado a los que es posible llegar desde el punto de operacio´n. El Conjunto Controlable los
puntos desde los cuales es posible volver al punto de operacio´n. Y el Conjunto Reversible,
los puntos en el espacio de estado, a los que el proceso puede llegar desde el punto de
operacio´n, y tambie´n regresar.
Dada la definicio´n de los conjuntos, es necesario calcular cada uno de ello. Para el
calculo de los Conjunto Alcanzable y Conjunto Controlable, se sigue la propuesta de Go´mez
(2009). La cual consiste en un muestreo finito de f(·, ·). Ver algoritmo 1. Se considera un
sistema como el representado por 4.4, un xo como punto de operacio´n, y un conjunto Ut
conocido.
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Algoritmo 1 Algoritmo para el ca´lculo de Conjuntos
Entrada: x0, f , t, Xmin, Xmax, Umin, Umax, ǫ y δ
Salida: Rt(Ωt), Ct(Ωτ ) y τt(Ωt)
1: Dado una confianza (δ) y un error ma´ximo (ǫ) permitido. Se calcula el nu´mero de
experimentos N (muestras) usando la cota de Chernoff
N ≥
1
2ǫ2
log
2
δ
(4.5)
2: Se muestrea uniformemente el conjunto U , entre Umin y Umax con N nu´mero de
muestras, y se obtiene as´ı ui, con i = 1, 2, . . . , N .
3: Se resuelven las ecuaciones diferenciales para cada muestra de ui, empezando en xo
hasta un tiempo t. El Conjunto Alcanzable (Rt(Ωt)) es la solucio´n del sistema x˙ =
f(x, ui) y el Conjunto Controlable (Ct(Ωτ )) es la solucio´n del sistema x˙ = −f(x, ui).
4: Una vez obtenida la nube de puntos se delimita cada conjunto mediante el comando
convhull de Matlab R©, y se calcula el Conjunto Reversible (τt(Ωt)).
5: Se verifica la dimensio´n del Conjunto Reversible. Si esta dimensio´n es igual a la
dimensio´n del espacio de estado del sistema, el sistema es localmente controlable
alrededor de xo.
Conjunto Alcanzable 
T 
x
1
 
x
2
 
t 
x 
R(x) 
ui a Uniforme (Umin,Umax) 
a
Figura 4.4. Representacio´n Ca´lculo Conjunto Alcanzable
4.4. Conjuntos Robustos
De acuerdo con Kerrigan (2000) en el calculo de los conjuntos es posible considerar las
perturbaciones del proceso, y as´ı obtener los conjuntos robustos. Para ello, se considera la
funcio´n de transicio´n
x = Φ(x(t),u(t),d(t))
donde x son los estados del proceso, u son las acciones de control, y d son las entradas
externas al proceso que no pueden ser manipuladas y son acotadas, conocidas como
perturbaciones.
Definicio´n 4.19. Conjunto Alcanzable Robusto R˜t(Ωt):
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El conjunto R˜t(Ωt) es el conjunto de los estados en R
n para los cuales el sistema
evolucionara´ en un tiempo t dado cualquier x ∈ Ω, entradas de control admisibles, y
perturbaciones admisibles.
R˜t(Ωt) = {x ∈ R
n|∃xo ∈ Ω, u ∈ U, d ∈ D : x = Φ(x, u, d)}
De forma similar al Conjunto Alcanzable, el Conjunto Alcanzable Robusto R˜t es el
conjunto de estados al cual el sistema puede ser llevado desde un conjunto dado, y en este
caso teniendo en cuenta las perturbaciones inherente al sistema.
Definicio´n 4.20. Conjunto Controlable Robusto C˜τ (Ω, T ):
El Conjunto Controlable Robusto C˜τ (Ω, T ) es el mayor conjunto de estados en Ω para
el cual existe una ley de control admisible tal que un conjunto terminal arbitrario T ⊂ Rn
es alcanzado en un tiempo τ , mientras evoluciona del estado dentro de Ω para un tiempo
t < τ , para todas las secuencias de perturbaciones permitidas.
C˜τ (Ω, T ) = {x0 ∈ R
n|∃{u = h(x) ∈ U}t<τ0 : {x ∈ Ω}
t<τ
0 , xtau ∈ T,∀{d ∈ D}
t<τ
0 }
Definicio´n 4.21. Conjunto Reversible Robusto τ˜t(Ωt):
El Conjunto Reversible Robusto τ˜t(Ωt) es el resultado de la interseccio´n entre el
Conjunto Alcanzable Robusto y el Controlable Robusto.
τ˜t(Ωt) = {x ∈ X|x ∈ R˜t(Ωt) ∧ x ∈ C˜t(Ω, T )}
De las definiciones de Conjuntos Robustos se observa que son similares a las definiciones
de los Conjuntos anteriores, con la adiccio´n que es necesario tener en cuenta las
perturbaciones naturales del proceso. Por lo tanto, para realizar el ca´lculo de los Conjuntos
Robustos, es necesario modificar el Algoritmo 1, teniendo en cuenta que es necesario an˜adir
la entrada de la perturbacio´n en el sistema que se este´ calculando los conjuntos.
Con base en esto el Algoritmo 1 se modifica al Algoritmo 2 para as´ı obtener los
Conjuntos Robustos.
Conjunto Alcanzable Robusto 
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Figura 4.5. Representacio´n Ca´lculo Conjunto Alcanzable Robusto
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Algoritmo 2 Algoritmo para el ca´lculo de Conjuntos Robustos
Entrada: x0, f , t, Xmin, Xmax, Umin, Umax, Dmin, Dmax, ǫ y δ
Salida: R˜t(Ωt), C˜τ (Ω, T ) y τ˜t(Ωt)
1: Dado una confianza (δ) y un error ma´ximo (ǫ) permitido. Se calcula el nu´mero de
experimentos N (muestras) usando la cota de Chernoff 4.5.
2: Se muestrea uniformemente el conjunto U , entre Umin y Umax con N nu´mero de
muestras. Al igual que el conjunto D, entre Dmin y Dmax. Obteniendo as´ı, ui y di, con
i = 1, 2, . . . , N .
3: Se resuelven las ecuaciones diferenciales para cada muestra de ui y di, empezando en
xo hasta un tiempo t. El Conjunto Alcanzable Robusto (R˜t(Ωt)) es la solucio´n del
sistema x˙ = f(x, ui, di) y el Conjunto Controlable Robusto (C˜τ (Ω, T )) es la solucio´n
del sistema x˙ = −f(x, ui, di).
4: Una vez obtenida la nube de puntos se delimita cada conjunto mediante el comando
convhull de Matlab R©, y se calcula el Conjunto Reversible Robusto (τ˜t(Ωt)).
5: Se verifica la dimensio´n del Conjunto Reversible Robusto. Si esta dimensio´n es igual
a la dimensio´n del espacio de estado del sistema, el sistema es localmente controlable
alrededor de xo.
Ya con el marco conceptual de la controlabilidad de proceso expuesta, se procede al
Cap´ıtulo 5, en el cual se expone la propuesta para el disen˜o simulta´neo de proceso y
control.
Cap´ıtulo 5
Propuesta para el Disen˜o Simulta´neo de Equipo
Con base en lo expuesto se propone la siguiente Metodolog´ıa para el Disen˜o Simulta´neo
de Equipo basada en los Me´todos de Teor´ıa de Conjuntos en Control. Para la cual, cada
paso de la metodolog´ıa es explicado en las secciones siguientes.
Es necesario aclarar que la propuesta que aqu´ı se realiza es una metodolog´ıa para
el disen˜o de detalle. Para realizar disen˜o conceptual y disen˜o preliminar, se recomienda
utilizar otras metodolog´ıas, como por ejemplo la propuesta por Alvarez (2012)
5.1. Propuesta
El primer paso en la metodolog´ıa de disen˜o simulta´neo es obtener un modelo dina´mico
del proceso a disen˜ar y controlar. Para ello, se realizan los balances de materia y energ´ıa
dina´micos del proceso, y as´ı se obtiene un Modelo Semif´ısico de Base Fenomenolo´gica del
proceso. Para la obtencio´n de este modelo se utiliza la metodolog´ıa propuesta por Alvarez
et al. (2009).
Despue´s de obtenido el modelo, el segundo paso es realizar el calculo del Conjunto
Alcanzable (Rt(x0)) y Conjunto Controlable (Ct(x0)) del proceso a disen˜ar, para este
calculo se utiliza un valor nominal del para´metro de disen˜o, el cual se obtiene desde los
balances en estado estacionario. Tal como se indico´, para el calculo de los conjuntos se
utiliza el algoritmo propuesto por Go´mez (2009).
Luego de calculado los dos conjuntos, se verifica la existencia del Conjunto Reversible
(τt(x0)). Y el tercer paso consiste en calcular el taman˜o del Conjunto Alcanzable y
Conjunto Reversible, y as´ı calcular el Indicador de Controlabilidad.
Despue´s, como cuarto paso se calculan los Conjuntos Alcanzable y Controlable con
otro valor para el para´metro de disen˜o. Esto con el fin de observar si el para´metro de
disen˜o afecta o no, la controlabilidad de estado del proceso.
Si el para´metro de disen˜o no modifica la controlabilidad de estado, es necesario
seleccionar otro para´metro de disen˜o. En el caso de que el para´metro de disen˜o s´ı modifique
la controlabilidad de estado, se sigue con el quinto paso, el cual es optimizar el Indicador
de Controlabilidad, teniendo como variable de decisio´n el para´metro de disen˜o.
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Por u´ltimo se realiza el disen˜o del proceso y del sistema de control, con base en el valor
o´ptimo del para´metro.
La representacio´n gra´fica de la metodolog´ıa descrita esta´ representada en la Fig 5.1.
Figura 5.1. Metodolog´ıa para el Disen˜o Simulta´neo de Proceso y Control.
En las secciones siguientes se procede a aclarar los elementos necesarios para completar
la metodolog´ıa propuesta.
5.2. Hipervolumen de un Conjunto
El procedimiento descrito en el Algoritmo 1 calcula los Conjuntos Alcanzable y
Controlable, por lo tanto es posible saber si el sistema es o no controlable, y en que´
regio´n, y es posible tener una medida del taman˜o de los conjuntos, si estos son convexos.
En el caso que no sean convexos, au´n as´ı es necesario tener una medida del taman˜o de los
conjuntos. Con este fin se sigue la propuesta de Garcia (2012) para medir el taman˜o de
cada Conjunto (Alcanzable, Controlable y Reversible).
Definicio´n 5.1. Hipervolumen de ΩO, ηT (ΩO):
Hipervolumen de ΩO en R
n es la integral del hipervolumen del subconjunto (Tt(Ω0))
del conjunto ΩO .
ηT (Ω0) =
∫
Tt(Ω0)
1dx (5.1)
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El hipervolumen se puede calcular por medio de la particio´n del espacio de estados
admisibles X. El particionado de un espacio es el proceso de dividir un espacio
(normalmente un Espacio eucl´ıdeo) en dos o ma´s conjuntos disjuntos. En otras palabras,
segmentar un espacio lo divide en regiones no superpuestas. Cualquier punto en el espacio
se encuentra en una, y so´lo una, de las regiones. Si bien estas particiones pueden ser de
cualquier taman˜o, es conveniente segmentar X en c particiones Bb en cada eje, donde b es
un ı´ndice vectorial de dimensio´n n que indica la posicio´n de una particio´n de X. De esta
manera se creara´n cn particiones de X.
En cada una de estas regiones se aplica la funcio´n de pertenencia del conjunto cuyo
volumen se desea calcular. Esta funcio´n se define como:
Definicio´n 5.2. Funcio´n de pertenencia del conjunto Ω en la particio´n b, IΩ(b):
La funcio´n de pertenencia del conjunto Ω en la particio´n b, IΩ(b), tiene un valor de 1 si
existe por lo menos un x ∈ Bb tal que x ∈ Ω. Donde b es un ı´ndice vectorial de dimensio´n
n que indica la posicio´n de una particio´n de X, con ba = 1, 2, . . . , b y a = 1, 2, . . . , n. La
funcio´n de pertenencia tiene un valor de 0 para cualquier otro caso.
Y la aproximacio´n del indicador ser´ıa:
ηT (Ω0) ≈
b∑
b1=1
. . .
b∑
bn=1
{
ITi(Ω0)
}
ηBb (5.2)
Donde:
ηBb =
n∏
a=1
{
max(xa)−min(xa)
c
}
(5.3)
X1 
X2 
:0 
KBb 
ITi 
Figura 5.2. Representacio´n gra´fica del ca´lculo del hipervolumen.
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5.3. Indicador de Controlabilidad
Con el fin de lograr una cuantificacio´n de la controlabilidad es necesario disponer de
un indicador de la controlabilidad. En la literatura es posible encontrar varios indicadores
para la controlabilidad. Algunos de ellos son:
• I´ndice Niederlinski (Dimian y Bildea, 2004) se usa para probar la factibilidad del
pareamiento entrada-salida en las estructuras de control multi-SISO, esto se debe a
que da una condicio´n necesaria para la estabilidad del lazo cerrado en un sistema
de control descentralizado. Esta´ limitado por su cara´cter esta´tico, debido a que usa
solamente las ganancias de estado estacionario para su calculo.
• Relative Gain Array (RGA) (Alhammadi y Romagnoli, 2004; Dimian y Bildea,
2004) se utiliza para establecer el mejor pareamiento entrada-salida en un sistema
de control multivariable. Normalmente, la RGA es evaluada en la frecuencia cero.
Aunque a menudo da una buena seleccio´n de las entradas y salidas para el control
de estado estacionario, no tiene en cuenta las dina´micas internas del sistema.
• RGA at the cut-off frequency (Skogestad y Postlethwaite, 1996; Witcher y McAvoy,
1977), Dynamic RGA (McAvoy y Schnelle, 2003), Effective RGA (Xiong y He, 2005)
son extensiones propuestas para el RGA, pero tienen el problema de agrupar todas las
frecuencias de la planta en una representativa, y este produce resultados tergiversados
que conllevan a malos pareamientos entrada-salida.
• Integral of Square Error (ISE) (Flores-Tlacuahuac y Biegler, 2007; Sendin y Banga,
2004) es una medida del error evaluado en una ventana temporal. No es en particular
u´til como ı´ndice de desempen˜o debido a la influencia de la ventana temporal. Adema´s,
no provee suficiente informacio´n sobre las frecuencias de oscilacio´n.
• Disturbance Resiliency Index (DRI) (Karafyllis y Kokossis, 2002), refleja la
capacidad del proceso para rechazar perturbaciones y para evitar saturaciones en
las variables manipuladas. Expresado en la 2-norma, DRI es la magnitud mı´nima de
la perturbacio´n que (al tiempo que rechaza la perturbacio´n en el estado estacionario)
lleva el sistema hasta el l´ımite de operacio´n factible. Ba´sicamente se trata de una
medida de la perturbacio´n ma´xima que el sistema puede rechazar sin saturar las
variables manipuladas.
• Robust Performance Number (RPN) Engell y Pegel (2004), es un te´rmino que se
usa como medida para caracterizar la controlabilidad entrada-salida de un sistema.
Indica la dificultad potencial para un sistema dado alcanzar un sistema en lazo
cerrado desacoplado con un desempen˜o pre-especificado en el lazo individual robusto.
• The back-off approach Kookos y Perkins (2004), es una aplicacio´n similar al RDI,
pero teniendo en cuenta la incertidumbre del modelo. Se define una distancia incierta
y se fija el punto de operacio´n de la planta a esta distancia de estabilidad y las
restricciones de operacio´n con el fin de permanecer siempre dentro de la regio´n de
viabilidad y estable.
Los indicadores previamente mencionados no esta´n basados en los Me´todos de Teor´ıa
de Conjuntos en Control, adema´s, para que un indicador de controlabilidad de estado
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pueda ser usado como criterio de controlabilidad, debe tener en cuenta la dina´mica del
proceso y las restricciones de los estados y las variables manipuladas. Por esta razo´n, se
propone el siguiente indicador, formulado para cumplir con las caracter´ısticas previamente
mencionadas.
Definicio´n 5.3. Indicador de Controlabilidad:
El Indicador de Controlabilidad, es la relacio´n entre el hipervolumen del Conjunto
Reversible y el hipervolumen del Conjunto Alcanzable.
IC =
ηT (τt(Ω))
ηT (Rt(Ω))
(5.4)
Esto se debe a que el Conjunto Alcanzable, tal como se definio´, es la regio´n a la cual
es posible llegar desde el punto de operacio´n. Mientras el Conjunto Reversible es la regio´n
a la cual es posible llegar desde un punto de operacio´n y desde la cual es posible regresar
al mismo punto de operacio´n inicial empleando en todos los casos acciones de control
admisibles. Por lo tanto, el ma´ximo de controlabidad ocurre si el Conjunto Reversible es el
Conjunto Alcanzable. Ya que cualquier punto al que se llegue desde el punto de operacio´n,
sera posible regresar con las acciones de control.
Si se observa la Figura 5.3, la representacio´n de la izquierda se tiene una situacio´n
en la cual existe interseccio´n entre los Conjuntos Alcanzable y Controlable, por lo tanto,
existe el Conjunto Reversible, pero si se calcula el Indicador de Controlabilidad, tendr´ıa un
valor inferior a uno, dado que, de todos los puntos al cual el sistema es capaz de llegar, las
acciones de control esta´n en capacidad de devolverlo al punto de operacio´n desde una parte;
mientras, en la representacio´n de la derecha, la interseccio´n entre los Conjuntos Alcanzable
y Controlable, es el Conjunto Alcanzable, as´ı el Conjunto Alcanzable y Reversible son el
mismo, lo que implica que de la regio´n a la cual es sistema llega, el sistema de control
esta´ en capacidad de devolverlo a la condicio´n de operacio´n, por lo tanto, el Indicador de
Controlabilidad que se propone, tendr´ıa como valor la unidad.
Conjunto Alcanzable Conjunto Controlable 
Conjunto Reversible 
R (x0) 
R (x0) 
C (x0) 
C (x0) 
x0 x0 
Figura 5.3. Representacio´n gra´fica del indicador.
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5.4. Optimizacio´n
Debido a que es posible tener diferentes valores para los para´metros del proceso, el
Indicador de Controlabilidad var´ıa, por lo que es necesario realizar una optimizacio´n, y as´ı
obtener el mejor valor para el indicador.
Por esto, se plantea el siguiente problema de optimizacio´n:
maximizar
θ
ηT (τt(Ω0))
ηT (Rt(Ω0))
Sujeto a
x˙ = f(x,u)
xmin ≤ x ≤ xmax
umin ≤ u ≤ umax
θmin ≤ θ ≤ θmax
(5.5)
Ya con la metodolog´ıa expuesta y explicada, se procede al Cap´ıtulo 6 en el cual se
ejemplifica la metodolog´ıa.
Cap´ıtulo 6
Ejemplo Ilustrativo
Con el fin de mostrar la metodolog´ıa propuesta, se aplica la metodolog´ıa a dos
Benchmark de un Reactor de Tanque Continuamente Agitado (CSTR, por sus siglas en
ingle´s), el primero es el propuesto por Henson y Seborg (1997), y el segundo propuesto
por Bequette (2002)
6.1. Benchmark Henson Seborg
De acuerdo con la Figura 5.1, el primer paso de la metodolog´ıa consiste en realizar
los balances de materia y energ´ıa dina´micos necesario, con el fin de obtener un Modelo
Semif´ısico de Base Fenomenolo´gica, en esta primera aplicacio´n, el modelo esta´ dado por
Henson y Seborg (1997), y las ecuaciones diferenciales esta´n indicadas en las Ecuaciones 6.1
y 6.2, y cada uno de los para´metros esta´n reportados en la tabla 6.1. Adicionalmente, para
tener ma´s estabilidad en el me´todo nume´rico los estados se normalizan, representado en
las Ecuaciones 6.3 y 6.4.
dCa
dt
=
F0 (Cin − Ca)
V
− k0 Ca exp
−Ea
R T (6.1)
dT
dt
=
F0 (Tin − T )
V
−
∆H k0 Ca exp
−Ea
R T
ρ Cp
+
Cp j ρj Fj (To j − T ) (1− exp
−UA
Fj Cp j ρj )
V ρ Cp
(6.2)
dCa
dt
=
F0 (Cin −Ca)
V
− k0 Ca exp
−Ea
R (T ′′ Tspan+Tmin) (6.3)
37
CAPI´TULO 6. EJEMPLO ILUSTRATIVO 38
dT ′′
dt
=
F0 (Tin − Tmin − T
′′ Tspan)
Tspan V
−
∆H k0 Ca exp
−Ea
R (T ′′ Tspan+Tmin)
Tspan ρ Cp
+
Cp j ρj Fj (To j − Tmin − T
′′ Tspan) (1− exp
−UA
Fj Cp j ρj )
Tspan V ρ Cp
(6.4)
Donde
x =
[
Ca
T
]
y u =
[
F0
Fj
]
Para verificar la controlabilidad cla´sica, es necesario reescribir las Ecuaciones 6.1 y 6.2
de la forma x˙ = f(x) + g(x)u, pero para esto, se necesita redefinir la segunda accio´n de
control de la siguiente manera
u∗2 = u2
1− exp
−U A
Cpj ρj u2

Por lo tanto el sistema representado por las Ecuaciones 6.1 y 6.2 ser´ıa
[
x˙1
x˙2
]
=
 −k0 x1 exp −EaR x2
−∆H k0 x1 exp
−Ea
R x2
ρ Cp
+ [Cin−x1V 0Tin−x2
V
Cp j ρj (To j−x2)
V ρ Cp
] [
u1
u∗2
]
(6.5)
Lo que indica que las funciones f y g ser´ıan:
f(x) =
 −k0 x1 exp −EaR x2
−∆H k0 x1 exp
−Ea
R x2
ρ Cp

g(x) =
[
Cin−x1
V
0
Tin−x2
V
Cp j ρj (To j−x2)
V ρ Cp
]
Aplicando los corchetes de Lie a las funciones f y g
[f, g] =
∂g
∂x
f −
∂f
∂x
g
Dado que hay dos acciones de control, y de acuerdo con Jakubczyk (2001), el corchete
de Lie se opera de la siguiente forma
CAPI´TULO 6. EJEMPLO ILUSTRATIVO 39
k0 7.2 e
10 [1/s] Constante cine´tica de reaccio´n
Ea/R 9.98 e
3 [(J/mol)/(J/mol K)] Energ´ıa de Activacio´n / Constante de los gases
Ca in 1.0 [mol/L] Concentracio´n de entrada
V 1000.0 [L] Volumen del Reactor
∆H -2.0 e5 [J/mol] Entalpia de Reaccio´n
ρ 1000.0 [g/L] Densidad de Solucio´n
Cp j 1.0 [J/mol K] Calor especifico del l´ıquido en la chaqueta
Fj 0.3376 [L/s] Flujo de l´ıquido en la chaqueta
Vj 0.24069 [L] Volumen de la chaqueta
Tin 310.0 [K] Temperatura de entrada
Ca min 0.0 [mol/L] Concentracio´n mı´nima
Ca span 1.0 [mol/L] Rango de la concentracio´n
Tmin 273.0 [K] Temperatura mı´nima
Tspan 100.0 [K] Rango de Temperatura
Tabla 6.1. Para´metros CSTR Benchmark Henson y Seborg (1997)
[f, g1], [f, g2], [g1, [g2, f ]]
Para lo cual se obtiene
[g1, [g2, f ]] =
[
[g1, [g2, f ]]1
[g1, [g2, f ]]2
]
Donde
[g1, [g2, f ]]1 =
cpjER K0 ρj
cp V 2 ρ x22 exp
ER
x2
(Tin − x2)x1
(
1−
ER(T0j − x2)
x22
+ 2
Toj − x2
x2
)
−
cpjER K0 ρj
cp V 2 ρ x22exp
ER
x2
(Toj − x2)(2x1 − Ca0)
[g1, [g2, f ]]2 =
cpj∆Hreac K0 ρj
c2p V
2 ρ2 exp
ER
x2
(Tin − x2)(T0j − x2) ER x1
x32
(
2−
ER
x2
)
−
cpj∆Hreac K0 ρj
c2p V
2 ρ2 exp
ER
x2
(Ca0 − x1)
(
1 +
ER(T0j − x2)
x22
)
− x1
(
1 +
ER
x22
)
Y el rango de esta matriz es dos, por lo tanto, el punto de operacio´n es controlable.
El A´lgebra de Lie se realiza con el objetivo de verificar que la controlabilidad cla´sica
es compatible con los Me´todos de Teor´ıa de Conjuntos en Control, mas no es un paso
necesario en la metodolog´ıa. Ya que al ser el interior de Conjunto Controlable diferente de
vac´ıo se satisface la controlabilidad del proceso.
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6.1.1. Disen˜o Simulta´neo sin Perturbaciones
En el segundo paso, la metodolog´ıa propuesta indica que se requieren calcular el
Conjunto Alcanzable y Conjunto Controlable, en este trabajo el ca´lculo de los conjuntos
se realiza para dos situaciones diferentes, primero sin tener en cuenta las perturbaciones,
y en la segunda situacio´n s´ı se tienen en cuenta. Esto se realiza con el fin de observar el
efecto que tiene las perturbaciones en los Conjuntos Alcanzable y Controlable. Con base
en esto, en la Figura 6.1 se observa el Conjunto Alcanzable y Conjunto Controlable para
el volumen de disen˜o reportado por Henson y Seborg (1997).
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Figura 6.1. Conjunto Alcanzable y Controlable Nominal
En la Figura 6.1 se observa que el interior del Conjunto Controlable es diferente de
vac´ıo, y con base en el Corolario 4.1 (Sontag, 1998), el proceso es controlable. Adema´s,
como se mostro´, al calcular el A´lgebra de Lie se llega a la misma conclusio´n.
Siguiendo con la metodolog´ıa, indicada en la Seccio´n 5.1, el tercer paso indica que
es necesario calcular el Conjunto Reversible, y el Indicador de Controlabilidad. Para este
u´ltimo, es necesario calcular el taman˜o del Conjunto Alcanzable y Reversible. Para esto,
se hace uso del comando convhulln de Matlab R©, dado que los conjuntos son convexos,
en caso que no fuera as´ı, se discretiza el espacio de estados y se utiliza la aproximacio´n
matema´tica del hipervolumen de los conjuntos, representado en las Ecuaciones ?? y ??.
Despue´s de obtener el taman˜o de los conjuntos, se calcula el Indicador de Controlabilidad,
propuesto en la Ecuacio´n 5.4, y en este caso tiene un valor de 51,59%.
Luego de esto, el cuarto paso indica que es necesario calcular los taman˜os de los
Conjuntos Alcanzable, Controlable y Reversible ante modificaciones del para´metro de
disen˜o, en este caso el para´metro es el volumen del reactor. Esto con el fin de analizar
si el para´metro modifica la controlabilidad del proceso. De no ser as´ı, se selecciona otro
para´metro para el disen˜o.
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V Alcanzable Controlable Reversible Alcanzable
AlcanzableNominal
Indicador
400 7.20 e7 4.93 e7 3.84 e7 1.25 0.5337
600 6.58 e7 4.77 e7 3.47 e7 1.14 0.5268
800 6.14 e7 4.61 e7 3.18 e7 1.07 0.5181
1000 5.75 e7 4.47 e7 2.97 e7 1.00 0.5159
1200 5.32 e7 4.34 e7 2.75 e7 0.93 0.5171
1400 4.76 e7 4.04 e7 2.51 e7 0.83 0.5263
Tabla 6.2. Comparacio´n de los hipervolumenes de los Conjuntos
Los diferentes resultados para modificaciones en el volumen, se pueden observar en
la Tabla 6.2, y tambie´n de forma gra´fica en las Figuras 6.2 y 6.3, el caso nominal esta´
en negrilla. El hipervolumen es adimensional dado que los estados fueron normalizados.
Adema´s, con el fin de observar mejor los datos, se multiplico´ cada eje por 1000, por lo
tanto, el hipervolumen ma´ximo que tendr´ıa cada conjunto es de 108.
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Figura 6.2. Taman˜o de los Conjuntos Alcanzable, Controlable y Reversible
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Figura 6.3. Indicador de Controlabilidad
En la Figura 6.2 se observa que el para´metro de disen˜o no modifica considerablemente
el Conjunto Reversible, por lo tanto tampoco se modifica el Indicador de Controlabilidad,
situacio´n que se verifica en la Figura 6.3.
En la Figura 6.3 se observa que en el rango que se calcularon el taman˜o de los conjuntos,
ninguno de ellos tiene un Indicador de Controlabilidad de 100%, y el aumento que se
tiene no es significativo, 3%. Por lo tanto la metodolog´ıa se debe detener aqu´ı, ya que el
para´metro seleccionado no tiene efecto en la controlabilidad el equipo.
En la Figura 6.4 se representan los conjuntos para el valor que tiene mayor Indicador
de Controlabilidad, y al comparar con la Figura 6.1 son similares.
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Figura 6.4. Conjunto Alcanzable y Controlable O´ptimo
6.1.2. Disen˜o Simulta´neo Robusto
Tal como se indico´, se realiza una segunda consideracio´n en el primer ejemplo, la cual es,
tener en cuenta las perturbaciones en el ca´lculo de los diferentes conjuntos, lo que significa
obtener los Conjuntos Robustos. Para este caso, se tiene en cuenta una perturbacio´n en
la concentracio´n de entrada al reactor, en un ±5% con base en el valor de referencia
propuesto por Henson y Seborg (1997).
Nuevamente se empieza con la metodolog´ıa seleccionando el volumen del reactor como
para´metro de disen˜o. Los balances dina´micos esta´n expresados en las Ecuaciones 6.1 y 6.2.
Y el resultado del ca´lculo de los Conjuntos Alcanzable Robusto y Controlable Robusto,
esta´n representados en la Figura 6.5.
CAPI´TULO 6. EJEMPLO ILUSTRATIVO 44
V Alcanzable Controlable Reversible Alcanzable
AlcanzableNominal
Indicador
400 7.45 e7 4.93 e7 3.95 e7 1.26 0.5300
600 7.00 e7 4.77 e7 3.70 e7 1.18 0.5290
800 6.31 e7 4.59 e7 3.26 e7 1.07 0.5173
1000 5.92 e7 4.48 e7 3.04 e7 1.00 0.5141
1200 5.56 e7 4.39 e7 2.88 e7 0.94 0.5171
1400 4.91 e7 4.15 e7 2.57 e7 0.83 0.5241
Tabla 6.3. Comparacio´n de los hipervolumenes de los Conjuntos Robustos
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Figura 6.5. Conjunto Alcanzable y Controlable nominal Robustos
Para el tercer paso, se calcula el Conjunto Reversible Robusto y su a´rea, al igual
que el a´rea del Conjunto Alcanzable Robusto, obteniendo un valor para el Indicador de
Controlabilidad de 51,41%.
En el cuarto paso, se verifica si el Indicador de Controlabilidad se modifica ante cambios
en el para´metro de disen˜o. Los resultados esta´n presentados en la Tabla 6.3, y en las
Figuras 6.6 y 6.7. Y de igual forma, se verifica que el para´metro de disen˜o seleccionado
no modifica la controlabilidad del proceso, por lo que seguir con el quinto paso, que es
realizar la optimizacio´n del Indicador de Controlabilidad no se realiza. Au´n as´ı, se gra´fica
los conjuntos para el volumen que presenta mayor Indicador de Controlabilidad, estos
conjuntos se observan en la Figura 6.8, de la cual se analiza que no hay cambios al comparar
con la Figura 6.5
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Figura 6.6. Taman˜o de los Conjuntos Alcanzable, Controlable y Reversible Robustos
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Figura 6.7. Indicador de Controlabilidad Robusto
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Figura 6.8. Conjunto Alcanzable y Controlable O´ptimo Robustos
De ambas situaciones, ca´lculo de los conjuntos sin y con perturbacio´n, se puede concluir,
que la metodolog´ıa no se puede aplicar con e´xito, debido a que el para´metro seleccionado
como criterio de disen˜o, no modifica la controlabilidad del proceso. Con este fin, se aplica
la metodolog´ıa propuesta a otro modelo.
6.2. Benchmark Bequette
En la seccio´n 6.1, no se logro´ aplicar la metodolog´ıa al CSTR propuesto por Henson y
Seborg (1997), debido a que el para´metro seleccionado para el disen˜o simulta´neo, volumen
del reactor, no modificaba el Indicador de Controlabilidad. En esta seccio´n se aplica la
metodolog´ıa tambie´n a un CSTR, pero en este caso es el benchmark propuesto por Bequette
(2002). Esto con el fin de observar un resultado diferente.
Tal como esta´ indicado en la metodolog´ıa, se selecciona un para´metro del proceso,
nuevamente se selecciona el volumen del reactor como para´metro de disen˜o. Luego, se
empieza con la realizacio´n de los balances de materia y energ´ıa en estado dina´mico para
la obtencio´n del Modelo Semif´ısico de Base Fenomenolo´gica, los cuales son propuestos por
Bequette (2002), y son las Ecuaciones 6.6 y 6.7. De igual forma, el valor de los dema´s
para´metros esta´n en la Tabla 6.4.
dCa
dt
=
F0 (Cin − Ca)
V
− k0 Ca exp
−Ea
R T (6.6)
dT
dt
=
F0 (Tin − T )
V
−
∆H k0 Ca exp
−Ea
R T
ρ Cp
+
U A (Tj − T )
V ρ Cp
(6.7)
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k0 2.8267 e
11 [1/min] Constante cine´tica de reaccio´n
Ea 75361.0 [J/mol] Energ´ıa de Activacio´n
R 8.31 [J/mol K] Constante de los gases
Ca in 2114.5 [mol/m
3] Concentracio´n de entrada
V 2.41 [m3] Volumen del Reactor
∆H -9.0712 e4 [J/mol] Entalpia de Reaccio´n
ρ 1000.0 [Kg/m3] Densidad de Solucio´n
Cp 3571.3 [J/Kg] Calor especifico de Solucio´n
Cp j 3728.87 [J/Kg K] Calor especifico del l´ıquido en la chaqueta
U 2.56 e4 [J/min m2 K] Coeficiente de transferencia de calor
A 8.18 [m2] A´rea de transferencia de calor
Fj 0.3376 [m
3/min] Flujo de l´ıquido en la chaqueta
Vj 0.24069 [m
3] Volumen de la chaqueta
Tin 295.0 [K] Temperatura de entrada
Ca min 0.0 [mol/m
3] Concentracio´n mı´nima
Ca span 2000.0 [mol/m
3] Rango de concentracio´n
Tmin 273.0 [K] Temperatura mı´nima
Tspan 100.0 [K] Rango de Temperatura
Tabla 6.4. Para´metros CSTR Benchmark Bequette (2002)
De forma similar, con el fin de poder tener mejor estabilidad en el me´todo nume´ricos
se normalizan los estados. De esta forma, las Ecuaciones 6.6 y 6.7 al ser normalizadas,
resultan las Ecuaciones 6.8 y 6.9 respectivamente, siendo C ′′a y T
′′, las variables de estado
normalizadas entre 0 y 1.
dC ′′a
dt
=
F0 (Cin − Ca min − C
′′
a Ca span)
Ca span V
−
k0 (C
′′
a Ca span +Ca min) exp
−Ea
R (T ′′ Tspan+Tmin)
Ca span
(6.8)
dT ′′
dt
=
F0 (Tin − Tmin − T
′′ Tspan)
Tspan V
−
∆H k0 (C
′′
a Ca span + Ca min) exp
−Ea
R (T ′′ Tspan+Tmin)
Tspan ρ Cp
+
U A (Toj − Tmin − T
′′ Tspan)
Tspan V ρ Cp
(6.9)
Donde
x =
[
Ca
T
]
y u =
[
F0
Tj
]
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6.2.1. Disen˜o Simulta´neo sin Perturbaciones
Ya con el Modelo Semif´ısico de Base Fenomenolo´gica, se continua con la metodolog´ıa,
la cual es calcular los Conjuntos Alcanzable, Controlable y Reversible, y para ello se utiliza
el Algoritmo 1. En este seccio´n se realiza sin tener en cuenta las perturbaciones del proceso.
El resultado del ca´lculo de los Conjuntos Alcanzable y Controlable, esta´n representados
en la Figura 6.9. Tambie´n, se puede observar que existe interseccio´n entre los dos conjuntos,
que ser´ıa el Conjunto Reversible. Adema´s, se observa que el proceso es controlable, pero
el punto de operacio´n esta´ cerca de salir del Conjunto Controlable, situacio´n que no es
posible observar desde la controlabilidad cla´sica. Por lo que es necesario analizar si la
controlabilidad del proceso cambia al realizar modificaciones en el para´metro de disen˜o,
como lo establece el cuarto paso de la metodolog´ıa.
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Figura 6.9. Conjunto Alcanzable y Controlable Nominal
Con el fin de verificar si el Conjunto Reversible es afectado por el volumen del reactor,
se ca´lcula el taman˜o de los tres conjuntos, utilizando el hipervolumen de controlabilidad
definido en la Seccio´n 5.2. Los diferentes resultados esta´n en la Tabla 6.5 y en las
Figuras 6.10 y 6.11. Y resaltado se encuentra el caso nominal de disen˜o. De igual forma,
los ejes normalizados se multiplican por 1000 con el fin de tener ma´s cifras para el ca´lculo
del Indicador de controlabilidad, por lo tanto, el a´rea ma´xima que es posible obtener en
cada conjunto es de 108.
En la Tabla 6.5 esta´n los valores del hipervolumen de los tres Conjuntos Alcanzable,
Controlable y Reversible. Tambie´n esta´ el cociente entre el Alcanzable para cada volumen y
el Alcanzable nominal, esto con el fin de observar que´ tanto cambia el Conjunto Alcanzable
al cambiar el volumen, y se observa que dicha relacio´n presenta cambios pequen˜os.
CAPI´TULO 6. EJEMPLO ILUSTRATIVO 49
V Alcanzable Controlable Reversible Alcanzable
AlcanzableNominal
Indicador
1.00 1.81 e7 6.45 e7 1.80 e7 1.63 0.9944
1.25 1.66 e7 5.51 e7 1.65 e7 1.49 0.9934
1.50 1.51 e7 4.35 e7 1.50 e7 1.36 0.9919
1.75 1.38 e7 3.23 e7 1.37 e7 1.24 0.9928
1.80 1.35 e7 3.06 e7 1.34 e7 1.22 0.9909
2.00 1.26 e7 2.55 e7 1.12 e7 1.13 0.8875
2.41 1.11 e7 1.97 e7 5.53 e6 1.00 0.4965
2.50 1.08 e7 1.87 e7 4.41 e6 0.97 0.4100
2.75 1.00 e7 1.67 e7 2.31 e6 0.90 0.2305
3.00 9.23 e6 1.58 e7 1.29 e6 0.83 0.1402
Tabla 6.5. Comparacio´n de los hipervolumenes de los Conjuntos
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Figura 6.10. Taman˜o de los Conjuntos Alcanzable, Controlable y Reversible
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Figura 6.11. Indicador de Controlabilidad
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Figura 6.12. Conjuntos Alcanzable y Controlable O´ptimo
De la Figura 6.11 se observa que para valores inferiores a 1,8 m3 el indicador de
controlabilidad es del 100%, y el siguiente paso en la metodolog´ıa es optimizar el
Indicador de Controlabilidad. Pero si se tiene en cuenta que la mayor´ıa de los me´todos de
optimizacio´n se basan en el gradiente para determinar el o´ptimo, para valores inferiores al
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volumen indicado, iterar´ıa ya que no habr´ıa una direccio´n en la cual la funcio´n disminuya
o crezca.
Con base en lo anterior, el criterio para seleccionar un volumen que otro, ser´ıa el
tiempo de residencia, que se calcula con base en el valor ma´ximo de la accio´n de control
(0,4 m3/min). Se selecciona este criterio, dado que, si el tiempo de residencia es pequen˜o
la reaccio´n no ocurrir´ıa, y se tendr´ıa un tanque de mezcla y no un reactor.
Verificando la forma de los Conjuntos para el valor del para´metro de disen˜o seleccionado
como o´ptimo, se obtiene la Figura 6.12. De dicha figura es posible observar que los
Conjuntos Alcanzable y Controlable, se desplazan, teniendo como referencia el punto de
operacio´n. Tambie´n, la forma del Conjunto Controlable cambia comparada con el mismo
conjunto en el caso nominal. Adema´s, que la interseccio´n entre los Conjuntos Alcanzable y
Controlable, es decir el Conjunto Reversible, es todo el Conjunto Alcanzable, situacio´n que
se verifica desde la parte anal´ıtica, ya que el Indicador de Controlabilidad es del 100%.
Esto indica que cualquier punto que se pueda alcanzar desde el punto de operacio´n, es
posible retornarlo a el, teniendo as´ı una controlabilidad total del proceso.
6.2.2. Disen˜o Simulta´neo Robusto
De forma similar al primer caso, se aplica la metodolog´ıa teniendo en cuenta una
perturbacio´n del ±5% con base al valor nominal de la concentracio´n de entrada al
reactor. Esto se realiza con el fin de analizar el efecto que tienen las perturbaciones sobre
los conjuntos, y tener un disen˜o del sistema de control robusto ante perturbaciones. La
aplicacio´n de la metodolog´ıa ser´ıa similar, so´lo que en el momento de realizar el ca´lculo de
los conjuntos, la perturbacio´n se toma como una entrada ma´s, tal como esta´ indicado en
el Algoritmo 2.
El modelo del proceso esta´ expresado en las Ecuaciones 6.6 y 6.7. La forma de los
conjuntos para el caso nominal esta´ representado en la Figura 6.13.
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V Alcanzable Controlable Reversible Alcanzable
AlcanzableNominal
Indicador
1.00 1.99 e7 6.38 e7 1.98 e7 1.44 0.9939
1.25 1.87 e7 5.93 e7 1.85 e7 1.35 0.9939
1.50 1.73 e7 4.88 e7 1.72 e7 1.25 0.9931
1.75 1.62 e7 4.47 e7 1.61 e7 1.18 0.9914
2.00 1.53 e7 3.33 e7 1.52 e7 1.11 0.9933
2.41 1.38 e7 2.41 e7 0.97 e7 1.00 0.7026
2.50 1.34 e7 2.30 e7 0.86 e7 0.97 0.6408
2.75 1.26 e7 2.03 e7 0.57 e7 0.91 0.4556
3.00 1.17 e7 1.86 e7 0.39 e7 0.84 0.3304
Tabla 6.6. Comparacio´n de los hipervolumenes de los Conjuntos con perturbaciones
          







&D>PROP@
7
>.
@
&RQMXQWR$OFDQ]DEOH
&RQMXQWR&RQWURODEOH
3XQWRGH2SHUDFLµQ
Figura 6.13. Conjunto Alcanzable y Controlable Nominal con Perturbaciones
Al seguir con la metodolog´ıa, de igual forma se realiza el ca´lculo del taman˜o de los
conjuntos robustos para diferentes valores en el para´metro de disen˜o. Dichos valores se
reportan en la Tabla 6.6, resaltado el caso nominal, y de forma gra´fica en las Figuras 6.14
y 6.15.
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Figura 6.14. Taman˜o de los Conjuntos Alcanzable, Controlable y Reversible con Perturbaciones
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Figura 6.15. Indicador de Controlabilidad con Perturbaciones
Al comparar la Figura 6.11 con la Figura 6.15, se tiene un comportamiento similar;
esto es, para valores inferiores a un volumen el Indicador de Controlabilidad tiene un valor
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constante de 100%, por lo tanto el criterio para el el volumen o´ptimo ser´ıa nuevamente
el tiempo de residencia. Por ello al tener en cuenta las perturbaciones en el proceso, se
selecciona como volumen de disen˜o 2 m3.
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Figura 6.16. Conjuntos Alcanzable y Controlable O´ptimo con Perturbaciones
De la Figura 6.16 se observa la misma situacio´n, la combinacio´n del aumento del taman˜o
del Conjunto Controlable Robusto y el desplazamiento, con base al punto de operacio´n,
de los Conjuntos Alcanzable Robusto y Controlable Robusto, hacen que el Conjunto
Reversible Robusto sea el Conjunto Alcanzable Robusto, teniendo as´ı una controlabilidad
total para el proceso.
De las dos situaciones anteriores, teniendo en cuenta o no las perturbaciones en el
ca´lculo de los conjuntos, se observa que es posible mejorar el Indicador de Controlabilidad
en los dos casos. Tambie´n, que el indicador tiene un valor del 100% para diferentes valores
en el para´metro de disen˜o, por lo que es necesario utilizar un criterio de ingenier´ıa de
procesos para seleccionar un valor sobre otro. Adema´s, los conjuntos se mueven de tal
forma que el punto de operacio´n queda en el centro de los conjuntos, y no cerca del l´ımite
de los conjuntos, como ocurr´ıa en el caso nominal.
Tambie´n es posible observar al comparar los Conjuntos y los Conjuntos Robustos, que
estos u´ltimos son ma´s grandes, la razo´n de porque este feno´meno se debe que al tener una
entrada ma´s al proceso, hace posible que el proceso alcance ma´s puntos del espacio de
estado, y por lo tanto, tener nuevos valores para los conjuntos.
6.3. Sistema de Control sin Perturbaciones
El u´ltimo paso en la Metodolog´ıa para el Disen˜o Simulta´neo es realizar el disen˜o del
equipo con el valor del para´metro que optimiza el Indicador de Controlabilidad, al igual
que disen˜ar el sistema de control. Co´mo realizar la sinton´ıa del sistema de control no es
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Caso Kp Ti Td N
Nominal Concentracio´n 2.953 e−4 1.727 e−1 0 100
Nominal Temperatura 4.751 1.039 e−1 0 100
O´ptimo Concentracio´n 1.735 e−4 1.968 e−1 0 100
O´ptimo Temperatura 1.599 1.557 e−1 0 100
Tabla 6.7. Para´metros PID ubicacio´n de polos
un objetivo de la tesis, por esta razo´n se utiliza un me´todo de sinton´ıa conocido, como es
la ubicacio´n de polos, con la ayuda del pidtool de Matlab R©.
Dado que hay dos acciones de control, es necesario realizar la sinton´ıa de dos
controladores, cada uno se sintoniza independientemente del otro sin utilizar te´cnicas
de control cooperativo o similares. Los valores de los para´metros de sinton´ıa para los
controladores de Temperatura y Concentracio´n, para ambos casos, nominal y o´ptimo,
esta´n indicados en la Tabla 6.7.
Es necesario evaluar de todo los puntos que pertenecen al Conjunto Controlable
calculado, cuales de esos puntos, el sistema de control disen˜ado esta´ en capacidad de llevar
el proceso al punto de operacio´n, esto se conoce como Regio´n Terminal del Controlador.
Pero, dado que llegar a un punto es exigente para el sistema de control, se utiliza el criterio
de Zona de Estabilidad, en la cual se dice que un sistema de control es adecuado si logra
llevar el estado a una banda del 3% alrededor del punto de operacio´n. Con base en esto, se
calcula la regio´n terminal del PID propuesto para el proceso en los casos nominal y o´ptimo,
sin tener en cuenta las perturbaciones. El resultado de este ca´lculo esta´ representado en
las Figuras 6.17 y 6.18.
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Figura 6.17. Regio´n Terminal PID caso Nominal
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En la Figura 6.17 esta´ representado la regio´n terminal para los dos controladores en el
caso nominal. Se calculo´ con base en el Conjunto Controlable obtenido en el mismo caso.
Para la obtencio´n de la regio´n terminal se aleatoriza los estados con valores dentro del
Conjunto Controlable, luego de esto, se selecciona uno de estos puntos, y si el sistema
de control logra llevarlo a la banda del 3% alrededor del punto de operacio´n, en un
tiempo finito, en este caso 20 min, el valor del estado seleccionado pertenece a la Regio´n
Terminal de los Controladores. El mismo procedimiento se realiza para el sistema de control
sintonizado en el caso o´ptimo, y el resultado esta´ representado en la Figura 6.18.
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Figura 6.18. Regio´n Terminal PID caso O´ptimo
De las Figuras 6.17 y 6.18 se observa que de todos los puntos del Conjunto Controlable,
so´lo de una parte de este, el sistema de control logra llegar a la Zona de Estabilidad,
en el tiempo seleccionado. Adema´s, al comparar las zonas terminales del proceso con el
volumen nominal y o´ptimo, se observa que ambas regiones tienen forma similar, pero la
regio´n terminal del volumen o´ptimo es mayor, esto se debe a que el Conjunto Controlable
en el caso o´ptimo es mayor, por lo que es posible tener ma´s puntos del espacio de estados
para evaluar en la Regio´n Terminal.
Si bien, la optimizacio´n del volumen del CSTR mejora considerablemente la regio´n
controlable, el tipo de controlador, y su sinton´ıa, restringen considerablemente a la regio´n
de controlabilidad.
Con base en esto, se procede a realizar una simulacio´n del proceso en lazo cerrado, con
el fin de comparar los indicadores de desempen˜os de los controladores, los cuales son:
• IAU (Integral Absolute U): Es un indicativo del esfuerzo que realiza la accio´n de
control.
• IAE (Integral Absolute Error): Es un indicativo del error acumulado.
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• IATE (Integrated Time and Absolute Error): Es un indicativo del error acumulado
y ponderado en el tiempo.
Para realizar la simulacio´n, se selecciona un punto del espacio de estados, Ca =
1200 mol/m3 y T = 315 K, este punto pertenece al Conjunto Alcanzable en los cuatros
casos, es decir, nominal y o´ptimo teniendo en cuenta o no la perturbacio´n, pero este punto
no pertenece al Conjunto Controlable en el caso nominal con y sin perturbacio´n. Los
indicadores de desempen˜o de los dos controladores, para las dos situaciones, nominal y
o´ptimo, esta´n presentados en la Tabla 6.8. De forma adicional, el comportamiento de los
estados durante la simulacio´n, en ambos casos, esta´n representados en las Figuras 6.19 y
6.21, y las acciones de control en las Figuras 6.20 y 6.22.
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Figura 6.19. Lazo Cerrado Nominal Estados
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Figura 6.20. Lazo Cerrado Nominal Acciones de Control
En las Figuras 6.19 y 6.20 esta´ representado el comportamiento de los estados y las
acciones de control para el caso nominal, respectivamente. Se puede observar que ambos
estados quedan cerca de la condicio´n de operacio´n deseada. Adema´s, se aprecia que la
accio´n de control dos, Temperatura en la chaqueta, se satura ra´pidamente, pero au´n as´ı,
el sistema de control logra dejar la temperatura del reactor, estado dos, en la zona de
estabilidad.
          



&R
QF
HQ
WUD
FLµ
Q
PR
OP
 
          




7H
PS
HUD
WXU
D
.
WLHPSRPLQ
Figura 6.21. Lazo Cerrado O´ptimo Estados
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Caso IAU [C] IAE ITAE IAU [T] IAE ITAE
Nominal 13 9857 70074 16414 476 3908
O´ptimo 8 8538 56869 16697 350 2424
Tabla 6.8. Indicadores para el controlador sin perturbacio´n
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Figura 6.22. Lazo Cerrado O´ptimo Acciones de Control
De forma similar, la misma simulacio´n se realiza para el volumen encontrado como
o´ptimo del Indicador de Controlabilidad. El resultado de la simulacio´n esta´ representado
en las Figuras 6.21 y 6.22, tambie´n se observa que los estados quedan cerca al punto
de operacio´n, adema´s, la accio´n de control dos, Temperatura de la chaqueta, tiene el
comportamiento de saturarse en el valor mı´nimo para esta accio´n de control.
De las Figuras 6.19, 6.20, 6.21 y 6.22, se observa que los controladores tienen la
capacidad de llevar los estados a valores cercanos del set-point, por lo que es necesario
cuantificar el comportamiento de los controladores, para ello se calculan diferentes
indicadores de desempen˜o, cuyos resultados esta´n en la Tabla 6.8.
De la Tabla 6.8 se observa que los indicadores de desempen˜o IAE e ITAE, en el caso
o´ptimo son menores al compararse con su respectivo en el caso nominal, tanto para el
controlador de concentracio´n como el controlador de temperatura. El ı´ndice de desempen˜o
de las acciones de control (IAU), es menor para el controlador de concentracio´n en el
caso o´ptimo, sin embargo, para el de temperatura son similares, esto u´ltimo ocurre porque
la accio´n de control de la temperatura se satura en el valor mı´nimo, pero au´n as´ı de
las Figuras 6.19 y 6.21, se observa que los estados quedan cerca al valor de set-point
establecido.
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6.4. Sistema de Control Robusto
De forma similar, se realiza la simulacio´n del lazo cerrado del sistema, pero en este
caso se aplica la perturbacio´n, la cual esta´ activa todo tiempo de simulacio´n. Igualmente,
el me´todo de sinton´ıa es ubicacio´n de polos, y los para´metros para los controladores de
concentracio´n y temperatura, esta´n reportados en la Tabla 6.9.
Igualmente, se calculan las regiones terminales para los dos casos, o´ptimo y nominal
con perturbacio´n, esta´n representados en las Figuras 6.23 y 6.24. Para esto se repite el
procedimiento del caso sin perturbacio´n, es decir, se aleatorizan los valores de los estados
que pertenecen al Conjunto Controlable, y si el sistema de control lo lleva a una banda
del 3% alrededor del punto de operacio´n, en 20 min, el valor del estado seleccionado,
pertenece a la Regio´n Terminal de los controladores.
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Figura 6.23. Regio´n Terminal PID caso Nominal Robusto
Caso Kp Ti Td N
Nominal Concentracio´n 2.491 e−4 1.778 e−1 0 100
Nominal Temperatura 3.702 e−1 1.008 e−1 0 100
O´ptimo Concentracio´n 2.276 e−4 1.857 e−1 0 100
O´ptimo Temperatura 3.487 e−1 1.288 e−1 0 100
Tabla 6.9. Para´metros PID ubicacio´n de polos Robusto
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Figura 6.24. Regio´n Terminal PID caso O´ptimo Robusto
En las Figuras 6.23 y 6.24 esta´n representados las regiones terminales para el caso
en el que se tiene en cuenta la perturbacio´n en el proceso. Si las regiones terminales con
perturbacio´n se comparan con el caso sin perturbaciones, se observa que son menores con
su respectivo valor de volumen, es decir si es el caso nominal u o´ptimo, pero sigue siendo
mayor el caso o´ptimo con perturbaciones ante el caso nominal con perturbaciones. Lo
que indica, que aunque la perturbacio´n aumente el taman˜o de los conjuntos, por ser una
entrada extra, hace que el taman˜o de la regio´n terminal disminuya.
Al comparar los casos con perturbacio´n, y sin perturbacio´n, tambie´n es posible
observar, que diferentes valores para los para´metros del controlador, generan regiones
terminales diferentes, obteniendo as´ı como regio´n terminal otra regio´n del Conjunto
Controlable. Lo que indica, que el tipo de controlador que se disen˜e, PID, MPC u algu´n
otro, y sus para´metros de sinton´ıa, so´lo toman una parte del Conjunto Controlable, y lo
ideal ser´ıa disen˜ar un sistema de control que tenga como regio´n terminal este conjunto.
Nuevamente, se realiza una simulacio´n en lazo cerrado del proceso, en este caso,
teniendo en cuenta la perturbacio´n, esto con el fin de evaluar el desempen˜o de los
controladores. Como se indico´, el punto de inicio para el proceso es el propuesto en el
caso sin perturbacio´n, Ca = 1200 mol/m
3 y T = 315 K.
CAPI´TULO 6. EJEMPLO ILUSTRATIVO 62
          



&R
QF
HQ
WUD
FLµ
Q
PR
OP
 
          



7H
PS
HUD
WXU
D
.
WLHPSRPLQ
Figura 6.25. Lazo Cerrado Nominal Estados Robusto
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Figura 6.26. Lazo Cerrado Nominal Acciones de Control Robusto
En las Figuras 6.25 y 6.26 esta´ representado el comportamiento de los estados y las
acciones de control, respectivamente. Se observa que los estados quedan cerca del valor de
operacio´n, mas no esta´n en la banda del 3%, y al igual que en los casos sin perturbacio´n
la accio´n de control dos, Temperatura de la chaqueta, se satura en su mı´nimo valor.
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Figura 6.27. Lazo Cerrado O´ptimo Estados Robusto
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Figura 6.28. Lazo Cerrado O´ptimo Acciones de Control Robusto
En las Figuras 6.27 y 6.28 se representa el comportamiento de los estados y las acciones
de control, respectivamente, pero en este caso con el volumen que optimiza el Indicador de
Controlabilidad. Se observa que aunque no llega al set-point, s´ı esta´ en la banda del 3%.
Dado que es necesario tener una cuantificacio´n del comportamiento de los controlado-
res, al igual que en caso sin perturbacio´n, se realiza el ca´lculo de los diferentes indicadores
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de desempen˜o para los controladores. Los resultados de los indicadores de desempen˜o de
los controladores esta´n tabulados en la Tabla 6.10. De esta tabla, se observa que tambie´n
los ı´ndices son menores para el caso o´ptimo.
Caso IAU [C] IAE ITAE IAU [T] IAE ITAE
Nominal 13 11541 94702 16414 574 5298
O´ptimo 10 9520 64735 17314 501 4078
Tabla 6.10. Indicadores para el controlador Robusto
De esta aplicacio´n, se observa que s´ı es posible aplicar la metodolog´ıa con e´xito al
disen˜o simulta´neo de proceso, adema´s, es posible observar que s´ı es posible optimizar la
controlabilidad del proceso, al analizar el comportamiento del sistema de control disen˜ado.
Cap´ıtulo 7
Conclusiones y Trabajos Futuros
En este trabajo se desarrolla una metodolog´ıa para el disen˜o simulta´neo de proceso y
su sistema de control, en el marco de los Me´todos de Teor´ıa de Conjuntos en Control. De lo
cual se observa que estos me´todos son un complemento para el ana´lisis de la controlabilidad
de procesos, dado que se verifica la informacio´n dada por la controlabilidad cla´sica, y an˜ade
ma´s informacio´n, tal como son los l´ımites de la regio´n de controlabilidad.
El aporte de este trabajo es la elaboracio´n de un marco conceptual para as´ı formalizar
una metodolog´ıa para el disen˜o simulta´neo de proceso y su sistema de control. Adema´s,
de la propuesta de un indicador para la controlabilidad de procesos con base en el
hipervolumen de los Conjuntos Alcanzable y Reversible. Y tambie´n, la inclusio´n de
las perturbaciones en el ca´lculo de los diferentes conjuntos, para as´ı obtener un disen˜o
simulta´neo de proceso y sistema de control robusto.
De la revisio´n del estado del arte, se observa que la metodolog´ıa para el disen˜o
simulta´neo de proceso y control, no es un tema consolidado, y existen muchas variantes
para realizar el disen˜o simulta´neo. De forma adicional, en el estado del arte, se utiliza con
e´xito una metodolog´ıa para la clasificacio´n de la literatura encontrada, teniendo as´ı una
visio´n ma´s organizada de lo realizado hasta el momento, y con la ayuda de las preguntas
de investigacio´n, llegar as´ı a la pregunta de investigacio´n.
De los Cap´ıtulos 3 y 4, se establece el marco conceptual que da soporte teo´rico a la
metodolog´ıa que se propone en el Cap´ıtulo 5.
Del Cap´ıtulo 5 se expone la metodolog´ıa para el disen˜o simulta´neo de proceso y control,
en la cual, es necesario proponer un indicador para la controlabilidad de procesos que sea
coherente con lo expuesto hasta el momento, y por ello esta´ basado en el hipervolumen de
los Conjuntos Alcanzable y Reversible.
Del Cap´ıtulo 6 se concluye que es posible aplicar con e´xito la metodolog´ıa propuesta,
aunque en el primer ejemplo es necesario interrumpir la metodolog´ıa, debido a que el
para´metro seleccionado para el disen˜o no modifica considerablemente la controlabilidad
del proceso. Mientras en el segundo ejemplo, s´ı se logra aplicar la metodolog´ıa hasta el
final, dado que el para´metro seleccionado s´ı mejora la controlabilidad del proceso, llegando
hasta el valor ma´ximo posible de controlabilidad, segu´n el indicador propuesto. De forma
adicional, cuando se realiza el disen˜o del sistema de control, se observa que los criterios
de desempen˜o son mejores para el proceso con el para´metro en el valor o´ptimo, que con el
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valor nominal. Adema´s, es posible incluir las perturbaciones en el ca´lculo de los conjuntos,
logrando as´ı obtener un disen˜o simulta´neo de proceso con su sistema de control robusto.
Como trabajos futuros es necesario extender la metodolog´ıa, teniendo en cuenta en
la optimizacio´n del Indicador de Controlabilidad el punto de operacio´n como variable de
decisio´n, al igual que incluir en el ca´lculo de los conjuntos la incertidumbre parame´trica,
y disen˜ar un sistema de control, de tal forma que su regio´n terminal se maximice con
respecto al Conjunto Controlable.
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