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ABSTRACT 
 
The analysis of speech, particularly for emotional content, is an 
open area of current research. This paper documents the 
development of a vowel-stress analysis framework for 
emotional speech, which is intended to provide suitable 
assessment of the assets obtained in terms of their prosodic 
attributes. The consideration of different levels of vowel-stress 
provides means by which the salient points of a signal may be 
analysed in terms of their overall priority to the listener. The 
prosodic attributes of these events can thus be assessed in terms 
of their overall significance, in an effort to provide a means of 
categorising the acoustic correlates of emotional speech. The 
use of vowel-stress is performed in conjunction with the 
definition of pitch and intensity contours, alongside other 
micro-prosodic information relating to voice quality. 
Keywords— Acoustic signal analysis, Speech analysis, Speech 
processing, Speech Corpus. 
 
1. INTRODUCTION 
 
Existing work in the field of emotional speech research has 
considered means by which suitable speech assets may be 
obtained [1-3], leading to the creation of a corpus of natural 
emotional speech [4-6]. Circumplex emotional modelling [7-9] 
is then used to rate emotional speech assets on unit scales of 
activation and evaluation (Figure 1): 
 
Figure 1:  Circumplex emotional model denoting dimensions of 
activation and evaluation, adapted from Scherer [7] 
Analysis of emotional speech assets is thus performed using 
defined emotional parameters, so that any potential acoustic 
correlates of emotional speech can be measured in relation to 
them. The corpus can then be used to determine the acoustic 
correlates of emotional speech by comparing the analysis 
results of speech assets. Listening tests in conjunction with 
dimensional rating will be used to create a statisitcal analysis of 
the speech corpus [5]. Thus the corpus can be defined in terms 
of its emotional content prior to acoustic analysis using the 
vowel-stress analysis framework proposed in this paper. 
  
2. STRESS AND PROSODY IN SPEECH 
 
Prosody in speech can be considered in many different ways 
[10, 11], from purely linguistic analysis which places little 
focus on the acoustic elements of speech to a supra-segmental 
approach including pitch, loudness and speech rate [12, 13]. To 
facilitate comparison, Dutoit [14] suggests 3 different 
representations of prosody based on acoustic, perceptual and 
linguistic attributes (Table 1): 
 
 
Table 1: A comparison of acoustic, perceptual and linguistic 
representations of prosody, adapted from Dutoit [14]. 
 
The acoustic representation refers to measurable acoustic 
properties of the speech signal such as fundamental frequency 
(F0), amplitude and duration (vowel duration, pitch duration, 
intensity duration, etc). It is important to note that acoustic 
representations of prosody are context sensitive, referring to 
speech events from syllable and word level through to longer 
sentence and clip events.  
 
The perceptual representation of prosody is largely the same as 
the acoustic, though it defines differing terms for the same 
acoustic properties (pitch, loudness, length and strength). A 
more general description is taken by the linguistic approach, 
which defines all attributes as aspects of linguistic stress. From 
the linguistic perspective stress is used to distinguish between 
an emphasised phrase in a sentence or an individual stressed 
word. Having said this, there is no consensus as to the definition 
(or scope) of linguistic stress [15], particularly as it relates to 
acoustic parameters [14]. 
 
3. VOWEL STRESS ANALYSIS 
 
The isolation of vowel events in a speech signal is a common 
approach in speech analysis [16-19]. Additional argument is 
provided by cognitive studies of infant language perception [20-
22], that indicate a preference for vowels rather than consonants 
[23]. Although a syllable may be formed around non-vocalic 
events, most speech patterns involve the alternation of vowels 
and consonants [24]. As a result, many approaches to speech 
analysis have considered the use of vowel, consonant vowel 
(CV) and consonant-vowel-consonant (CVC) structures [19, 24, 
25] for automatic rhythm extraction. The definition of the 
‘pseudo-syllable’ [25] is based on the observation that the CV 
structure is the most common structure [19, 26], and thus leads 
to the use of a vowel onset detection algorithm to determine the 
Acoustic Perceptua
l 
Linguistic 
Fundamental 
Frequency (F0) 
Pitch Tone, intonation, aspect of 
stress 
Amplitude, Energy, 
Intensity 
Loudness Aspect of stress 
Duration Length Aspect of stress 
Amplitude dynamics Strength Aspect of stress 
occurrence of each vowel (and hence each CV) in a speech 
event. To perform acoustic analysis of emotional speech events, 
an application called LinguaTag [27] was constructed (Figure 
2): 
 
 
Figure 2: Screenshot of vowel stress events in the LinguaTag 
speech analysis application [27] 
 
LinguaTag uses the Praat analysis engine [28] to obtain acoustic 
information about vowel events in a speech signal, which are 
then displayed in the application GUI for acoustic, linguistic 
and emotional analysis prior to output of this information in 
SMIL file format [29]. 
 
4. LINGUISTIC PRIORITISATION OF 
VOWEL STRESS EVENTS 
 
One aspect of the proposed method is the grading or 
prioritisation of vowel stress events, to facilitate hierarchical 
analysis of those events. This research considers the definition 
of a linguistic foot [30] to determine the location of different 
levels of stress within a spoken utterance. Using this concept of 
the foot to define spoken rhythm, the structuralist method [16, 
21] defines four levels of rhythmic stress (or foot) within 
linguistics; primary, secondary, tertiary and weak (Figure 3): 
 
 
Figure 3: Example of structuralist rhythmic stress definitions 
 
This method of graded prioritisation of linguistic stress (though 
limited in its current linguistic application [31]) may possibly 
indicate a means of grading the acoustic parameters related to 
stress. It is argued that although a direct correlation between 
acoustic parameters and linguistic stress may not be possible 
without recourse to lexical complexities, it may be possible to 
employ a method of prioritisation for the purposes of acoustic 
analysis of vowel stresses in a speech signal. With this in mind, 
this paper proposes a method of stress prioritisation based on 
three fundamental acoustic attributes of a vowel event: pitch, 
intensity and duration. 
 
5. VOWEL STRESS DEFINITION 
 
The acoustic attributes of pitch, intensity and vowel duration 
were chosen as fundamental features of a speech event, which 
are agreed as being common to all 3 representations models of 
speech [14]. The determination of a stress is therefore based on 
these 3 parameters, by determining the variation from the mean 
of each (Figure 4): 
 
Figure 4: Definition of vowel threshold levels 
A vowel event can thus be graded in terms of threshold values 
relative to those means (Figure 5): 
 
 
Figure 5: Rating of vowel stress levels. In this case a tertiary 
stress. 
 
In the LinguaTag application, if a particular vowel crosses a 
threshold value defined by the user, it is promoted to a higher 
level of stress. By determining the overall combination of 
threshold values for an event, it is then defined as either a 
primary, secondary or tertiary stress (Figure 6): 
 
 
Figure 6: User specification of vowel threshold levels in 
LinguaTag 
 
By prioritising vowel events in this manner, it is possible to 
determine elements of prominence in a speech signal. The 
analysis of such prominent events aims to provide means of 
focus when seeking to determine the acoustic correlates of 
emotional speech. The manual control of the threshold values 
used in stress promotion, in conjunction with user testing, can 
be  used to develop a statistical definition of the threshold 
values required to accurately define stress levels. This will 
eventually lead to an automatic model for vowel parameter 
thresholds that will allow the entire stress promotion process to 
be performed automatically. As there are many types of 
information that can be extracted from a speech signal, this 
framework seeks to define a means of considering vowel stress 
information relative to its overall salience within the clip. 
 
5.1 Querying Vowel Events for Other Acoustic 
Parameters 
 
As previously mentioned, each vowel event in a speech clip is 
rated for stress based on its duration, intensity and pitch. Voice 
quality attributes such as jitter [32, 33], shimmer [34], HNR 
[35] and Hammarberg Index [36, 37] are also obtained for each 
vowel event, which can then be analysed in conjunction with 
duration, intensity and pitch information. 
 
6. ANALYSIS OF EMOTIONALLY RATED 
SPEECH CLIPS 
 
Determination of the acoustic correlates of emotional speech is 
an open research question [38, 39]. Correlations between 
fundamental frequency and emotional dimensions have been 
observed [40], but again further work is needed. The vowel 
stress method proposed in this paper allows prominent events to 
be analysed for a variety of parameters, which may prove to be 
acoustic correlates of emotional speech. In this process, an asset 
obtained using experimental mood induction procedures [5, 6] 
is first rated in terms of its emotional dimensions using 
LinguaTag, (Figure 7): 
 
 
Figure 7: Emotional dimension rating in LinguaTag 
 
This user rating forms part of a statistical evaluation of the 
perceived emotional dimensions in a clip, whereby the collation 
of user group results is used to define overall values of 
activation and evaluation. In this manner, a statistically robust 
approach to the definition of emotional dimensions is made by 
consensus, rather than individual ratings or small expert groups 
[9, 41]. 
 
Once rated, the metadata relating to the acoustic parameters in 
each vowel event is output within a SMIL format file, which 
can then be queried for analysis. The querying of groups of 
assets within the corpus will then be used to investigate the 
presence of acoustic correlates within emotionally rated speech 
clips. 
7. CONCLUSIONS 
 
This paper describes a method of vowel stress tagging for the 
purposes of analysis of emotional speech assets. This analysis 
uses assets generated as part of an emotional speech corpus, and 
seeks to produce a means of determining the acoustic correlates 
of emotional speech. Current work is focussed on the means of 
processing files using the LinguaTag application, with a view to 
refining and improving the analysis. This refinement is also 
informed by statistical analysis of the assets as they are 
obtained, which will ideally eventually lead to a method of 
automatic analysis of the acoustic correlates of emotional 
speech. 
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