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Abstract
The concept of a size map and a size level have previously been defined. Size levels for arcs have
been characterized. In this paper for a simple closed curve X we have given the necessary conditions
for a size level in C(X) where the size is larger than or equal to zero but less than the size of the
space. We have also given specific simple closed curves which produce certain levels which are less
than the level of the space. We have characterized the size levels when the size is the size of the entire
simple closed curve.
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1. Introduction
Let X be a continuum and let C(X) denote the hyperspace of subcontinua of X [4,
p. 1]. A Whitney map for C(X) is a continuous function µ :C(X)→ [0,+∞) such that
µ({x})= 0 and if A⊂ B and A 	= B then µ(A) < µ(B). Much work has been done in the
study of Whitney levels (point inverses) of Whitney maps.
A size map, as was defined in [5], is a continuous function σ :C(X)→ [0,+∞) such
that σ({x}) = 0 and if A ⊂ B then σ(A)  σ(B). This is a generalization of a Whitney
map. For instance the diameter map is a size map but it is not in general a Whitney
map. Point inverses of size maps are called size levels. Whitney levels are continua see
[1, p. 1032]. A similar proof would give us that size levels are also continua. Whitney
levels for arcs are either arcs or they are degenerate. In [5] size levels for any size function
on the hyperspace of an arc were characterized as follows:
Theorem 1. Assume Z is a continuum and consider the following three conditions:
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(1) Z is a planar AR.
(2) Cut points of Z have component number two.
(3) Any true cyclic element of Z contains at most two cut points of Z.
Then any size level for an arc satisfies (1)–(3) and conversely, if Z satisfies (1)–(3), then
Z is a diameter level for some arc.
In this paper, we study the size levels for size functions on the hyperspaces of simple
closed curves. The results are summarized in the following two theorems.
Theorem 2. Part 1: Let X be a simple closed curve and σ :C(X) → [0,+∞) be a
size map. If a continuum Z = Lt is a size level for X based on the size map σ where
t ∈ [0, σ (X)) then the following conditions are satisfied:
(4) Z is a retract of the unit disk minus the origin (ANR).
(5) Z is not simply connected.
(6) Z is a true cyclic element.
(7) If T ⊂ Z is a maximal 2-cell in Z then T ∩ Z− T = {a, b} and Z − {a, b} has two
components.
(8) If A⊂Z is a free arc in Z with end points a and b then Z−{a, b} has two components.
Part 2: Assume that a continuum Z satisfies any one of the following four conditions:
(9) Z is a simple closed curve.
(10) Z is a annulus.
(11) Z satisfies (4)–(8) and contains finitely many maximal 2-cells. or
(12) Z satisfies conditions (4)–(8) and contains a free arc.
Then there are a simple closed curve X, a size map σ :C(X)→[0,+∞), and a number
t ∈ [0, σ (X)) such that Z = Lt .
It is not known if a pinched annulus can be a size level for a simple closed curve. By a
pinched annulus we mean the set of points{
reiθ | 1 r  2, 0 θ  2π},
where all points of the form rei0 are identified. (At the time this paper was written, an
example was not known. The referee has indicated that. Professor Illanes now has an
example.)
It is not known whether or not an arbitrary continuum which satisfies (4)–(8) and
contains a countable number of 2-cells and no free arcs can be a size level for a simple
closed curve. We do know that for certain continua Z in this class there is a simple closed
curve X such that Z is a size level Lt for X, where 0< t < σ(X) (see Example 2).
Theorem 3. Let X be a simple closed curve and σ :C(x)→[0,+∞) be a size map. Then
the size level Z = Lσ(X) satisfies the following conditions:
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(13) Z is a planar absolute retract.
(14) Z contains no free arc.
(15) Z contains at most one cut point.
Conversely, if a continuum Z satisfies conditions (13)–(15), then there are a simple
closed curve and a size map σ :C(X)→[0,+∞) such that Z = Lσ(X).
2. Some general terminology, notation and definitions
Most of our terminology and notation is standard or will be explained later. We note
here the following general definitions. The notion of a cyclic element may be found in [2]
or [6]. If S is a connected space and p ∈ S, then the component number of p (in S) is the
cardinality of the set of all components of S − {p}. We say p is a cut point of S provided
that S − {p} is not connected, i.e., the component number of p in S is  2. By a true
cyclic element we mean one that contains no cut points and no end points. The symbol A
denotes the closure of A and Bd(H) denotes the (topological) boundary of H in X, i.e.,
Bd(H)=H ∩X−H . An arc A in X with end points p and q is called a free arc (in X)
provided that A− {p,q} is open in X. We shall let |A| denote the cardinality of a set A.
A space X is simply connected if it is a path-connected space and if π1(X,x0) is the trivial
group for some x0 ∈X and hence for every x0 ∈X.
• If Y is a topological space, we write Y = P |Q to mean Y = P ∪Q, P 	= ∅, Q 	= ∅,
P ∩Q= ∅ and P and Q are both open in Y .
• Lemma N.
Let (S,T ) be a connected topological space. Assume x, y ∈ S such that
S − {x} =K|L, S − {y} =M|N.
If x ∈M , and y ∈K then N ∪ {y} ⊂K [3, 6.4, p. 88].
Let X be a simple closed curve with metric d . Let h∗ :S1 → X be a homeomorphism
onto X. Define h :R→ X by h(θ) = h∗(eiθ ). Clearly, h(θ) = h(θ + 2nπ) for all θ ∈ R
and all n ∈ Z, and h|[0,2π] is a quotient map onto X. The hyperspace C(X) is a 2-cell. We
use two different geometric representations for C(X). One representation is the unit disk
with polar coordinates. By (θ, t)D , where θ ∈ R and 0 t  1, we mean the point in C(X)
which corresponds to the subset of X given by h([θ − tπ, θ + tπ]). The point (θ, t)D in
C(X) is represented in the unit disc by the point (θ,1 − t). The other representation of
C(X) is the subset of the plane given by
P = {(x, y) | x ∈R, x  y  x + 2π}
with the following identifications (0, θ) ∼ (2nπ, θ + 2nπ) where n ∈ Z and (0,2π) ∼
(θ, θ + 2π) for all θ ∈ R. By the point (α,β)P , where α,β ∈ R and α  β  α + 2π , we
mean the point in C(X) which corresponds to the subset X given by h([α,β]). Note that
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(θ, t)D = (θ − tπ, θ + tπ)P and that (α,β)P = (α+β2 , β−α2π )D . For a given size map σ we
denote a size level by Lt where 0 t  σ(X), that is
Lt =
{
A ∈ C(X) | σ(A)= t}.
3. Proof of Theorem 2, part 1
Lemma 1 (Box Lemma). Let(
θ − t ′π, θ + t ′π)
P
,
(
θ − t ′′π, θ + t ′′π)
P
∈ Lt
for 0 t  σ(X), where t ′  t ′′. Then for each
(r, s)P ∈
[
θ − t ′′π, θ − t ′π]× [θ + t ′π, θ + t ′′π],
(r, s)P ∈Lt .
Proof. Clearly,
h
([
θ − t ′π, θ + t ′π])⊆ h([r, s])⊆ h([θ − t ′′π, θ + t ′′π]).
So, σ(h([r, s]))= t , since σ(h([θ − t ′π, θ + t ′π]))= σ(h([θ − t ′′π, θ + t ′′π]))= t . ✷
Alternatively the Box Lemma can be stated as follows:
Box Lemma: Let (θ, t ′)D, (θ, t ′′)D ∈Lt for 0 t  σ(X), where t ′  t ′′, then (α, t∗) ∈
Lt , where
θ −
(
t ′′ − t ′
2
)
π  α  θ +
(
t ′′ − t ′
2
)
π
and
|θ − α|
π
+ t ′  t∗  −|α− θ |
π
+ t ′′.
Let
π :C(X)− {X}→X0
be the map defined by π((θ, t)D)= (θ,0)D , where X0 = {(θ,0)D | θ ∈ R}.
Let πt = π |Lt where 0 t  σ(X).
Lemma 2. The map πt : (Lt −{X})→X0, where 0 t  σ(X), is monotone and onto X0,
provided Lt −{X} 	= ∅. In fact, for each (θ,0)D ∈X0,π−1t ((θ,0)D) is either a point or an
arc.
Proof. By the Box Lemma π−1t ((θ,0)D) is a connected subset of Lt . So, since
π−1((θ,0)D) is an arc, π−1t ((θ,0)D) is either an arc or a point, provided Lt − {X} 	= ∅.
Since σ is continuous and σ((θ,0)D) = 0 and σ((θ,1)D) = σ(X), there must exist
t∗ ∈ [0,1) such that σ((θ, t∗)D)= t . So when Lt − {X} 	= ∅, πt is onto X0. ✷
Lemma 3. The set Lt for 0 t < σ(X) is a true cyclic element.
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Proof. Suppose that p = (θ, t∗)D is a cut point of Lt . The set π−1t (X0 − {(θ,0)D}) is
connected since πt is monotone and by [6, 2.2, p. 138]. If Lt − {p} is not connected
then a point q in a component C2 different from the component C1, which contains
π−1t (X0 − {(θ,0)D}), must be an element of π−1t ((θ,0)). By the Box Lemma pq ⊆ Lt .
Also from the Box Lemma we see that q ∈ C1. So, p is not a cut point of Lt . Suppose
that p is an end point of Lt . Then there is a neighborhood U of p in Lt such that
diamU < 12 diamLt and Bd(U) contains one point, q . Then q would be a cut point of
Lt since Lt −{q} =U ∪ (Lt −U) and U and Lt −U are each non-empty and open in Lt .
However, we have already shown that Lt has no cut points. So, p cannot be an end point
of Lt . Hence, Lt is a true cyclic element. ✷
We define functions lt :R→[0,1] and ht :R→[0,1] for 0 t  σ(X) as follows:
lt (θ)=min
{
t∗ | σ (h([θ − t∗π, θ + t∗π]))= t},
ht (θ)=max
{
t∗ | σ (h([θ − t∗π, θ + t∗π]))= t}.
Lemma 4. The functions lt and ht for 0 t  σ(X) are continuous.
Proof. This follows immediately from the Box Lemma. ✷
Lemma 5. The set Lt is not simply connected for 0 t < σ(X).
Proof. Define f :S1 → Lt by f (eiθ )= (θ, lt (θ)). Using Lemma 4 we can see that f [S1]
is a simple closed curve. Clearly, f (S1) is not homotopic to a point in Lt , so Lt is not
simply connected. ✷
Lemma 6. The set Lt is a retract of C(X)− {X} for 0 t < σ(X).
Proof. We define r :C(X)− {X}→Lt as follows:
r
((
θ, t∗
)
D
)=


(
θ, t∗
)
D
for
(
θ, t∗
) ∈ Lt ,(
θ, lt (θ)
)
for t∗  lt (θ),(
θ,ht (θ)
)
for t∗  ht (θ).
The function r|Lt is the identity function on Lt . The functions lt and ht are continuous.
So, r|(L∪H) is continuous where L = {(θ, t∗)D | σ((θ, t∗)D)  t} and H = {(θ, t∗)D |
σ((θ, t∗)D)  t}. Also, r|Lt and r|(L∪H) agree on Lt ∩ L and Lt ∩ H . Hence, r is a
retraction of C(X)− {X} onto Lt . ✷
Lemma 7. If T is a maximal 2-cell in Lt where 0 t < σ(X), then there are points a and
b such that T ∩ (Lt − T )= {a, b} = C and Lt −C has two components.
Proof. Let T be a maximal 2-cell in Lt . Then πt(T )= T0 is connected. So, T0 is an arc
or all of X0. It is clear that T 	= Lt since Lt separates the plane. So if T0 =X0 then there
exists θ ∈ R such that (θ, t ′)D ∈ T and (θ, t ′′)D ∈ Lt − T . We can assume that t ′ < t ′′.
450 T. West / Topology and its Applications 126 (2002) 445–456
By the Box Lemma we know that B = [θ − t ′′π, θ − t ′π] × [θ + t ′π, θ + t ′′π] ⊂ Lt . If
B ∩ (T − {(θ, t ′)D}) 	= ∅, then (θ, t ′′)D ∈ T since T is a maximal 2-cell in Lt . So B ⊂
(Lt − T )∪ {(θ, t ′)D}. By the Box Lemma we can see that π−1t ((θ,0)D) ∩ T = {(θ, t ′)D}.
Also, for each (α,0)D ∈ πt (B), π−1t ((α,0)D)∩T consists of only one point. Consequently,
T could not be a 2-cell. Therefore, T0 must be an arc.
Let (θa,0)D and (θb,0)D be the end points of T0, where either 0  θa < θb < 2π or
0 < θa < 2π  θb. The sets π−1t ((θa,0)D) and π−1t ((θb,0)D) must be connected by the
Box Lemma. If either one of them were an arc, then by the Box Lemma T would not be a
maximal 2-cell. So
π−1t
(
(θa,0)D
)= {(θa, ta)D}= {a}
and
π−1t
(
(θb,0)D
)= {(θb, tb)D}= {b}.
Each of the sets
π−1t
(
T0 −
{
(θa,0)D, (θb,0)D
})
and π−1t (X0 − T0) is open in Lt , they are each connected by Lemma 2 and [6, 2.2, p. 38]
and X−C = π−1t (T0−{(θa,0)D, (θb,0)D})∪π−1t (X0−T0). Consequently,C is a cutting
of Lt and the component number of X−C is two. ✷
Lemma 8. If A is a free arc in Lt with end points a and b, where 0  t < σ(X), then
Lt − {a, b} has two compents.
Proof. Let A be a free arc in Lt . Then πt(A)=A0 is connected. So, A0 is an arc or all of
X0. Clearly, A 	= Lt , since Lt separates the plane. So if A0 =X0, then there exists θ ∈ R
such that (θ, t ′)D ∈A and (θ, t ′′)D ∈ Lt −A. By the Box Lemma we can see that (θ, t ′)D
could not be an element of a free arc. Consequently,A0 is an arc. Let (θa,0)D and (θb,0)D
be the end points of A0 where either 0  θa < θb < 2π or 0 < θa < 2π  θb. Using the
fact that A is a free arc and the Box Lemma, it must be the case that π−1((θa,0)D)= {a}
and π−1((θb,0)D) = {b}. The rest of the proof is similar to the last part of the proof of
Lemma 7. ✷
By Lemmas 3, 4, 6, 7 and 8 we see that (4)–(8) holds for Lt , where 0 t < σ(x).
4. Proof of Theorem 2, part 2
(9) Let X = S1. Let σ be the diameter map
σ :C(X)→[0,diamX].
Then L0 = S1.
We now define a set of simple closed curves in R3. We first define the following sets:
T2 =
([0,1] × {1} × {0})∪ ({1} × [1,2] × {0}),
Tn = Tn−1 ∪
([n− 2] × {n− 1} × {0})∪ ({n− 1} × [n− 1, n] × {0})
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for n ∈Z+, n 3.
B2 =
({1} × [0,1] × {1})∪ ([1,2] × {1} × {1}),
Bn = Bn−1 ∪
({n− 1} × [n− 2, n− 1] × {1})∪ ([n− 1, n] × {n− 1} × {1})
for n ∈Z+, n 3.
L00 =
({0} × [0,1] × {0})∪ ([0,1] × {0} × {0})∪ ({1} × {0} × [0,1]),
L01 =
({0} × [0,1] × {1})∪ ({0} × {1} × [0,1])∪ ({0} × {0} × [0,1]),
∪ ([0,1] × {0} × {0})∪ ({1} × {0} × [0,1]),
L10 =
({0} × [0,1] × {0})∪ ({0} × {0} × [0,1])∪ ([0,1] × {0} × {1}),
Rn00 =
([n− 1, n] × {n} × {0})∪ ({n} × [n− 1, n] × {0})
∪ ({n} × {n− 1} × [0,1]),
Rn01 =
([n− 1, n] × {n} × {0})∪ ({n} × {n} × [0,1])∪ ({n} × [n− 1, n] × {1}),
Rn10 =
({n− 1} × {n} × [0,1])∪ ([n− 1, n] × {n} × {1})∪ ({n} × {n} × [0,1])
∪ ({n} × [n− 1, n] × {0})∪ ({n} × {n− 1} × [0,1])
for n ∈Z+, n 2.
We denote a simple closed curve in R3 by (i0, i1, i2, i3)n where n ∈ Z+, n  2 and
ij = 0 or 1 for j = 0,1,2,3, not both i0 and i1 are equal to 1, not both i2 and i3 are equal
to 1, and
(i0, i1, i2, i3)n = Tn ∪Bn ∪Li0i1 ∪Rni2i3 .
(10) Let X = (0110)2. Let ρ be the max metric of X, that is
ρ
(
(x1, y1, z1), (x2, y2, z2)
)=max{|x1 − x2|, |y1 − y2|, |z1 − z2|}
and let σ be the diameter map. Then L1(X) is an annulus.
(11) Let
S2 = (0100)2, S3 = (0000)2,
S4 = (1010)2, S5 = (0001)2,
S6 = (1001)2,
S7 = (0010)3, S8 = (0000)3,
S9 = (0001)3, S10 = (1001)3,
S11 = (0010)4, S12 = (0000)4,
S13 = (0001)4, S14 = (1001)4.
We use the max metric ρ and let σ be the diameter map. By inspection we can see
that L1(Sj ) for 2  j  14 contains j maximal 2-cells and no free arcs. We know by
Theorem 2, part 1 that L1(Sj ) satisfies (4)–(8).
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For n ∈Z+ and n 5, let
(0010)n = S7+4(n−3), (0000)n = S8+4(n−3),
(0001)n = S9+4(n−3), (1001)n = S10+4(n−3).
We claim that L1(Sj+4(n−3)) contains j + 4(n − 3) maximal 2-cells and no free arcs
for j = 7,8,9,10, and n ∈ Z+, n  5. Consider any one of the simple closed curves
(i0, i1, i2, i3)n. To get the simple closed curve (i0, i1, i2, i3)n+1, we essentially take
(i0, i1, i2, i3)n and splice in a set ST isometric to ({0}× [0,1] × {0})∪ ([0,1] × {1} × {0})
at the point (j, j,0). Also, we splice in a set SR isometric to ([0,1] × {0} × {1})∪ ({1} ×
[0,1]× {1}) at the point (j, j,1) where n= 2j or n= 2j +1. We see that ST will generate
two extra 2-cells and that SR will genarate two extra 2-cells. Hence, L1((i0, i1, i2, i3)n+1)
will contain 4 more 2-cells than L1((i0, i1, i2, i3)n) and no free arcs.
(12) Suppose that Z satisfies conditions (4)–(8) and that it contains a free arc A with end
points a and b. Let Z∗ =Z−A◦, it must be the case that Z∗ is non-plane separating. If Z∗
separated the plane, then Z∗ ∪A= Z would have to separate the plane into at least three
components. This is not possible since Z is a retract of D0. Let r be the retraction from D0
into Z. Let A∗ be an arc such that A∗ ⊂ A◦. The sets Z∗ and r−1(A∗) are closed disjoint
subsets of D0. Note that H(Z −A◦, {O}) > 0 since Z −A◦ is compact. The sets Z∗ and
C = r−1(A∗)∪{O} are closed disjoint subsets of R2. Let U and V be open disjoint subsets
of R2 such that Z∗ ⊂U and C ⊂ V . Since Z∗ is non-plane separating, then Z∗ =⋂∞i=1 Di
where each Di is a topological disk. There is a j ∈Z+ such that Z∗ ⊂Dj ⊂U . Define
h :R2 − {O}→D0
by
h
(
reiθ
)=
{
reiθ for 0 < r  1,
eiθ for 1 < r.
Let h∗ = r|h(Dj ) ◦h|Dj , then h∗ is a retraction ofDj intoZ−A∗. Let A−A∗ =Aa∪Ab
where a ∈Aa and b ∈Ab. Let hˆ :Z−A∗ → Z−A◦ be defined by
hˆ(p)=


p for p ∈Z−A◦,
a for p ∈Aa,
b for p ∈Ab.
Then hˆ ◦ h∗ is a retraction from Dj onto Z∗. So Z∗ is a planar absolute retract.
Next we want to show that cut points of Z∗ =Z−A◦ have component number two. Let
p be a cutpoint of Z∗. Suppose that Z∗ −{p} has more than two components. Suppose that
a and b are in a single componentC of Z∗ −{p}. Let D be the union of all the components
other than C. Then Z − {p} = (C ∪A)|D and p would be a cut point of Z. Suppose that
a and b are in components Ca and Cb , respectively. Let D be the union of all the other
components of Z − {p}. Then Z − {p} = (Ca ∪ Cb ∪ A)|D and p would be a cut point
of Z. In each case we have seen that Z∗ − {p} cannot have more than two components. So
cut points of Z∗ must have component number two.
Next suppose that Z satisfies (4)–(8) and that Z contains a free arc A. Let A∗ ⊂ A◦
be an arc with end points a and b. We want to show that any true cyclic element T of
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Z∗ = Z − (A∗)◦ contains at most two cut points of Z∗. Let T be a true cyclic element
of Z∗ and suppose that p1,p2,p3 ∈ T are cut points of Z∗. Then let
Z∗ − {p1} = C1|C′1,
Z∗ − {p2} = C2|C′2,
Z∗ − {p3} = C3|C′3
where T − {pi} ⊆ Ci for i = 1,2,3. Each set Ci and C′i for i = 1,2,3 is connected since
each cut point pi has component number two, as we just showed above. It must be the case
that either a ∈ C1 and b ∈ C′1 or a ∈ C′1 and b ∈ C1. Otherwise, Z − {p1} = (C1 ∪A)|C′1
or Z− {p1} = C1|(A∪C′1). But this cannot be the case since Z has no cut points. We will
assume that a ∈ C1 and b ∈ C′1. Also, either a ∈ C2 and b ∈ C′2 or a ∈ C′2 and b ∈ C2.
Otherwise p2 would be a cut point of Z. If a ∈ C2, then a ∈ C1 ∩C2, C1 and C2 are each
connected, {p1,p2}∩C1 = ∅= C2∩{p1,p2}, and C1 = C2. However, applying Lemma N
we conclude that C1∪{p2} = C2∪{p2} ⊂ C′1 which is not possible. So a ∈C′2 and b ∈C2.
Now consider Z∗ − {p3} = C3/C′3. Either a ∈ C3 and b ∈ C′3 or a ∈ C′3 and b ∈ C3. But
then either a ∈ C1 ∩ C3 or b ∈ C2 ∩ C3 which leads to a contradiction. So any true cylic
element T of Z∗ must contain at most two cut points of Z∗.
The set Z∗ satisfies (1)–(3) so by Theorem 1 there is an arc J in the plane such that
L2(J ) = Z∗. Such an arc J can be constructed in ([0,1] × [0,1]) ∪ ([1,2] × [1,2]) ∪
([2,3] × [2,3]) with endpoints at (0,0) and (3,3) [5, case 5 p. 248 and case 6, p. 250]. We
consider the simple closed curve X given by
X = J ∪ ([3,4] × {3})∪ ({4} × [0,3])∪ ([0,4] × {0}).
By inspection we see that L2(X)=Z.
5. Proof of Theorem 3, part 1
Lemma 9. The set Lσ(X) is a planar absolute retract.
Proof. We define r :C(X)→Lσ(X) by
r
(
(θ, t)D
)=
{
(θ, t)D for (θ, t)D ∈ Lσ(X),(
θ, lσ (X)(θ)
)
for t  lσ (X)(θ).
This is a retraction since r|Lσ(X) is the identity on Lσ(X), lσ (X) is continuous on its
domain (see Lemma 5) and these two functions agree on Bd(Lσ(X)). ✷
Lemma 10. The set Lσ(X) contains no free arc.
Proof. If A ⊂ Lσ(X) is a free arc in Lσ(X) then there is a point (θ, t)D ∈ A such that
t < 1. However, (θ,1)D ∈ Lσ(X) so (θ, t)D(θ,1)D ⊆ Lσ(X). By the Box Lemma we see
that (θ, t)D cannot be an element of a free arc in Lσ(X). So, Lσ(X) contains no free arc. ✷
Lemma 11. The set Lσ(X) contains no cut point of the form (θ, t)D where t < 1.
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Proof. Suppose that (θ, t)D where 0 t < 1 is a cut point of Lσ(X). The set
π−1σ(X)
(
X0 − {(θ,0)D}
)= {(α, t)D | (α, t)D ∈Lσ(X), t 	= 1, α 	= θ}
is connected since πσ(X) is monotone and by [6, 2.2, p. 138]. So, if Lσ(X) − {(θ, t)D}
has more than one component, then one component C1 contains (π−1σ(X)(X0 − (θ,0)D) ∪
{(θ,1)D} and the other componentC2 is contained in (π−1σ(X)((θ,0)D). By the Box Lemma
we see that (θ, t)D(θ,1)D −{(θ, t)D} must be contained in C1. So, C2 ⊂ (θ,0)D(θ, t)D −
{(θ, t)D}. Let (θ, t ′)D ∈ C2, since 0  t ′ < t < 1, we can see by the Box Lemma that
(θ, t)D is not a cut point of Lσ(X). ✷
6. Proof of Theorem 3, part 2
Let X = S1. Let σ :C(X) → [0,2π], where σ((θ, t)D) is the arc length of h([θ −
πt, θ + πt]),then L2π = {(θ,1)D} is a point.
Let X = S1 and σ :C(X)→ [0,2] where σ((θ, t)D)= diamh([θ − πt, θ + πt]), then
L2 = {(θ, t)D | θ ∈R, 12  t  1} is a 2-cell.
Let X = S1. For n 2, let
An =
{
eiθ
∣∣∣ j
(
π
n
)
 θ  (j + 1)
(
π
n
)
, j = 0,2, . . . ,2n
}
.
Bn =
{
eiθ
∣∣∣ j
(
π
n
)
 θ  (j + 1)
(
π
n
)
, j = 1,3, . . . ,2n− 1
}
.
For each n  2, we define a size map σn :C(X) → [0,π] as follows: σn(X) = π for
Y ∈ C(X), σn(Y ) = arclength of Y ∩ An. By observation we see that Lπ based on the
size map σn consists of n 2-cells which all intersect in their common boundary point
(θ,1)D . ✷
The Cantor set C consists of all points in [0,1] which can be written uniquely in
modulo 3 without using the digit 1. We use the Cantor–Lebesgue step function [6, p. 35]
given by f :C → [0,1] where f (x) is the point in [0,1] whose binary expansion is
obtained by replacing each digit “2” in the ternary expansion of x by the digit 1, where
x ∈ C has been represented using only the 0’s and 2’s. The function f is onto [0,1].
For each c1, c2 ∈ C, where c1  c2, f (c1)  f (c2), if c1 < c2 and f (c1) = f (c2), then
(c1, c2)∩C = ∅.
We place a size function on C([0,1]) as follows:
σ
([a, b])= f (ca)− f (cb),
where ca =min{c ∈C | a  c} and cb =max{c ∈ C | c b}. We define a size map
σ ∗ :C
(
S1
)→[0,1]
as follows:
σ ∗
(
S1
)= 1, σ ∗({ei2πθ})= 0.
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Let A ∈ C(S1) such that ei0 /∈ A◦. That is A = {ei2πθ | a  θ  b} where 0  a <
b < 2π or 0 < a < b  2π . Then σ ∗(A) = f (ca) − f (cb). Let A ∈ C(S1) such that
ei0 ∈ A◦. That is A = {ei2πθ | 0  θ  a or b  θ  2π, where 0  θ  a < b  2π}.
Then σ ∗(A) = f (ca) + 1 − f (cb). We see by inspection that L1 consists of countably
infinitely many 2-cells all with exactly one boundary point (θ,1) in common.
Example 1. We define a size map σ ∗(C(S1))→[0,1] as follows:
σ ∗
(
S1
)= 1,
σ ∗
({
eiθ
})= 0,
σ ∗
({
eiθ | 0 θ  π})= 1,
σ ∗
({
eiθ | π  θ  2π})= 0.
Let
A= {eiπθ | 0 α1  θ  α2  1},
σ ∗(A)= f (cα2)− f (cα1).
We see by inspection that L 1
2
satisfies (4)–(8) and that it contains a countably infinite
number of 2-cells.
Example 2. For each n ∈Z+, n 2 we define a size map
σ ∗n :S1 →[0, n]
as follows:
σ ∗n
(
S1
)= n, σ ∗n ({eiθ})= 0, σ ∗n (Aj)= 1,
where 1 j  n and
Aj =
{
ei2θ
∣∣∣ j − 1
n
 θ  j
n
θ
}
.
If A⊂Aj that is
A=
{
ei2πθ
∣∣∣ j − 1
n
 α1  θ  α2 
j
n
}
,
then
σ ∗n (A)= f
(
cnα˙2 − (j − 1)
)− f (cnα˙1 − (j − 1)).
If A 	⊂Aj and
A= {eiθ | 0 α1 < θ < α2 < 2π}
where
l∗
n
(2π) α1 < α2 
k∗
n
2π,
l∗ =max
{
j
∣∣∣ j
n
(2π) α1
}
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and
k∗ =min
{
j
∣∣∣ α2  k
∗
n
(2π)
}
,
then
σ ∗(A) = 1− f
(
cα1 −
l∗
n
(2π)
)
+ f
(
cα2 −
(
k∗
n
)
2π
)
+ k∗ − l∗ − 2.
We see by inspection that L1 satisfies (4)–(8) and that it contains a countably infinite
number of 2-cells. In fact L1 contains n sets of countably many 2-cells where each set
corresponds to the middle thirds which were deleted from [0,1] in order to form the Cantor
set.
The idea for Examples 1 and 2 and the size map for S1 where Lt consists of n 2-cells is
due to David Bellamy.
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