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1 Introduction
Supergravity in 5 dimensions with 8 real supercharges plays an important role in our ex-
plorations of (quantum) gravity. Through type IIA/M-theory duality compactified on a
Calabi-Yau threefold we can think of it as describing a strong coupling regime of 4 dimen-
sional (super)gravity. One particular example where this is of use is in studying 4 dimen-
sional extremal black holes, which were given a first quantum mechanical interpretation by
Maldacena, Strominger and Witten [1] using this connection between 4d/5d supergravity.
More generally this is but one aspect of a particular AdS3/CFT2 correspondence, based
on the maximally supersymmetric AdS3×S2 vacuum solution to N = 1 5D supergravity.
Supersymmetric solutions to the theory have been much studied, and actually formally
classified. The first step was made in the classic work [2], where the case of ‘pure’ super-
gravity, i.e. the theory containing only the gravity multiplet, was analyzed. More recently
this was extended to theories containing an arbitrary number of vector- and hypermul-
tiplets in [3]. These general analyses are quite powerful and elegant, as they manage to
simplify the Killing spinor equations into a small number of essentially geometric condi-
tions. However in the presence of hypermultiplets one of these conditions, the requirement
that the hyperscalars form a ‘quaternionic map’ [3] is still quite hard to explicitly address,
and leads to non-trivial and complicated consequences for the underlying geometry. These
have only been worked out in a small number of explicit examples, including [3–7].
In this work we progress towards a more explicit understanding and formulation of such
solutions with dynamical (i.e. non-constant) hypermultiplets. The main simplification that
allows us to move forward is to make a consistent truncation in the hypermultiplet sector
to the axion-dilaton part of the universal hypermultiplet. In doing so we will review parts
of the general story, pointing out a few observations that went unnoticed in the literature.
Before we give a summary and overview of the paper, let us shortly mention the
particular puzzle that motivated this study. In [8], a proposal was made for the brane
configuration representing a typical microstate geometry of the four dimensional D4/D0
black hole in type IIA compactified on a Calabi-Yau threefold. The configuration consists
of a wrapped D6-brane and anti-D6 brane with worldvolume fluxes, surrounded by an
ellipsoidal D2 brane. When lifted to five dimensional supergravity describing M theory on
a Calabi-Yau, this configuration becomes a two-centered Taub-NUT system with an M2-
brane which sources the axion-dilaton. In [9] this configuration was argued to fit within
a certain ansatz for the metric and other fields. However one can verify that this ansatz
is incompatible with the classification of solutions with a spacelike isometry in [3]. The
resolution to this puzzle is, as we will see, is that in [3] the solution was assumed to be
invariant under an isometry of the translational type, while the brane configuration of
interest is instead invariant under an isometry of the rotational type. We therefore need to
generalize the analysis of [3] to the case of a rotational Killing vector, and we will indeed
find that the results are compatible with the ansatz of [9].
1.1 Summary and overview
In section 2 we first review the structure of supersymmetric solutions to ungauged 5D N=1
supergravity following [3]. Such solutions always have at least one Killing vector and we
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will focus on the case where this Killing vector is time-like. The metric can then be written
as a time-like fibration over a 4D Euclidean manifold that is referred to as the base. When
the hypermultiplets are constant this base is hyperka¨hler, and when they are dynamical
the base is more exotic, essentially almost quaternionic where the quaternionic structure is
covariantly constant with respect to a scalar dependent connection. The hypermultiplets
themselves are restricted to form a ‘quaternionic map’.
Inside the universal hypermultiplet, whose target space is SU(1,2)U(2) , there sits a complex
scalar τ that parameterizes the subspace SU(1,1)U(1) . We will refer to τ as the axidilaton, and
its real and imaginary part can be identified with the Hodge dual of the totally exter-
nal part of the M-theory 4-form and the volume modulus of the Calabi-Yau respectively.
The theory can be consistently truncated keeping τ as the only dynamical scalar in the
hypermultiplet sector. Our main result of section 2 is the analysis of the conditions for
supersymmetry in this truncated theory. We show that the base is a Ka¨hler manifold and
that the ‘quaternionic map’ condition simply becomes the requirement that τ be holo-
morphic. The backreaction of the axidilaton on the geometry is encoded in a differential
equation for the Ka¨hler potential, where the standard Monge-Ampe`re equation describing
hyperka¨hler geometry is now deformed by a source term depending on the the axidilaton,
see (2.32) below.
Even when all hypermultiplets are trivial and the base is hyperka¨hler, not much is
known about that base in the general case without isometries. So to make progress, also
when hypermultiplets are present, it will be useful to study the case where there is an
additional symmetry on the base. Most solutions relevant for applications possess extra
symmetries, and especially if one wants to make contact with 4D supergravity demanding
a space-like U(1) isometry is natural.
In section 3 we work out how the presence of one or two Killing vectors further sim-
plifies the solutions. We begin by classifying the isometries which preserve the additional
structures imposed by supersymmetry. As in the hyperka¨hler case [10, 11] one can distin-
guish between holomorphic isometries of the ‘translational’ and ‘rotational’ type depending
on whether or not they preserve the almost quaternionic structure. When the axidilaton
is turned on, there is a further distinction which arises from the SU(1,1) U-duality of the
theory. Indeed, in order to have a symmetry it is sufficient for the axidilaton to be left
invariant modulo a U-duality transformation when transported along the Killing vector.
There are essentially four cases — either τ is invariant (I) under such transport, or it trans-
forms with a parabolic (P ), elliptic (E) or hyperbolic (H) U-duality — and we summarized
how they constrain the functional form of τ in (3.4).
The simplest case (I), when τ is left invariant by the Killing vector, is the most
straightforward and we discuss it in depth in section 3.2. We show how the sourced Monge-
Ampe`re equation reduces to a sourced SU(∞) Toda equation in the rotational case and
to a sourced flat Laplace equation in the translational case. We also point out how one
can simplify the remaining equations for the vector multiplets and highlight the rotational
case, extending the analysis of [22] in the absence of hypermultiplets. To our surprise
certain features, like the presence of a simple algebraic stability bound on the location of
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charge centers/branes, remain intact in the more involved solutions with a rotational Killing
vector. In the last part of section 3.2 we use an ansatz based on separation of variables
that reduces the Toda equation underlying the geometry to a simpler sourced Liouville
equation. This ansatz contains solutions with a larger, non-abelian group of symmetries
for the supergravity background, and we provide explicit solutions to all 5d fields, including
all vector multiplets, up to a single function obeying the sourced Liouville equation.
Having finished the discussion of a single Killing vector we move on to discuss the case
of two commuting Killing vectors in section 3.3, focusing on the situation where the Killing
vectors are Hamiltonian and the geometry of the base is toric. Analyzing the additional
Killing vector along the lines of section 3.1 one finds that one of the two Killing vectors will
always leave the axidilaton τ invariant (which explains our focus on that case in section 3.2)
so that the pair of Killing vectors can be of type II, IP , IH or IE. Furthermore, the space-
time dependence of the scalar τ is completely fixed, up to some integration constants and
a discrete choice related to the type of symmetries. In particular, in class II the axidilaton
is forced to be constant, and as a warm-up we first review this case in our formalism. We
focus on the case where one of the Killing vectors is translational and the other is rotational
and show how the solutions to the Toda equation as well to the equations governing all
5D fields, are reduced to specifying a number of axially symmetric harmonic functions in
R3. We then turn to the situation with nonconstant dilaton. In order to have a dynamical
axidilaton in the presence of two commuting symmetries, one is forced to have τ transform
with a non-trivial U-duality under one of the symmetries. Furthermore if that symmetry is
along a compact direction it means τ will have monodromy, which signals the presence of
brane sources. In section 3.3.3 we discuss in more detail how and under which conditions
the solutions with toric symmetry can be interpreted as backreacted M2 branes that are
extended in the 5d external directions. Finally, in section 3.3.4, we analyze the special
class of separable solutions to the Toda equation under the additional assumption of toric
symmetry. This concludes our general analysis of dynamic axidilaton solutions.
After our rather abstract and technical discussion in the first sections we illustrate all
the features discussed there in a number of examples in section 4. We start by reviewing
some physically interesting solutions with a toric hyperka¨hler base in our formalism, includ-
ing cases where the base is ‘ambipolar’ and changes signature in some region, commenting
on the generalization of toric geometry which governs these spaces. We then turn to solu-
tions with axidilaton, focussing on those solutions which describe backreacted M2-branes
placed in a background with a toric base. We discuss in detail backreacted branes in flat
space and the highly symmetric Go¨del×S2 solution [9] which, as we will argue, arises from
a distribution of branes in the AdS3×S2 background. We also comment on the solutions
describing individual branes in the Eguchi-Hanson, AdS3×S2, and AdS2×S3 backgrounds,
the latter being of interest for the black hole deconstruction proposal [8]. These solutions
are fully specified by a single function satisfying an ordinary non-linear differential equa-
tion. They will be discussed in more detail using the tools developed in this paper in a
future publication [12].
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2 Characterizing supersymmetric 5D axidilaton solutions
In this section we first review some basics of 5D N=1 supergravity and its relation to
M-theory compactified on a Calabi-Yau manifold. We point out some of the essential
equations and geometric structure that govern general supersymmetry preserving solutions
to this theory, following the work of [3]. We analyze this general structure in more depth
in the case of truncation to the axion-dilaton scalars inside the universal hypermultiplet
and show how solutions are completely determined by a choice of holomorpic axion-dilaton
profile and a single remaining complex non-linear equation, essentially a sourced Monge-
Ampe`re equation.
2.1 N=1 supergravity from M-theory on a Calabi-Yau
Local supersymmetry in 4+1 dimensions requires a minimum of 8 real supercharges, which
we will call 5D N=1 supersymmetry. In this work we will consider ungauged N=1 super-
gravity theories that apart from the gravity multiplet contain couplings to vector multiplets
and hypermultiplets. Let us briefly review the bosonic field content and the geometry gov-
erning such a theory. The bosonic fields of the gravity multiplet are the metric and the
graviphoton A0. Each of the nv vector multiplets contains a massless vector A
x and a
real scalar φx, x = 1, . . . , nv. The vector multiplet sector is governed by very special real
geometry [13, 14]. The matter vectors Ax can be combined with A0 into a column vec-
tor AI , I = 0, . . . , nV transforming as a vector under an SO(nv + 1) global symmetry of
the theory. Similarly it is convenient to describe the scalar manifold in terms of nv + 1
homogeneous coordinates Y I(φ) satisfying a constraint
DIJKY
IY JY K = 6. (2.1)
Here, DIJK is a totally symmetric SO(nv+1) tensor which completely determines the metric
gxy(φ) on the scalar manifold and the scalar-dependent kinetic term aIJ(φ) for the vectors.
For explicit expressions we refer to [3], appendix A.3.1 Each of the nh hypermultiplets
contains 4 real scalars which we collectively denote as qX , X = 1, . . . , 4nh, whose target
space is a quaternionic Ka¨hler manifold [15] with metric gXY (q).
The bosonic part of the most general 2-derivative supersymmetric Lagrangian describ-
ing these fields is
S =
∫
d5x
√−g
[
R− 1
2
gxy(φ)∂µφ
x∂µφy − 1
2
gXY (q)∂µq
X∂µqY − 1
4
aIJ(φ)F
I
µνF
Jµν
]
+
DIJK
6
∫
F I ∧ F J ∧AK . (2.2)
We will be especially interested in the 4+1 dimensional theory arising from compact-
ifying 11-dimensional supergravity on a Calabi-Yau manifold X [16]. The field content
of the 5D theory is now directly related to the Hodge-numbers h(i,j) of X. Besides the
gravity multiplet, this theory contains h(1,1) − 1 vector multiplets where the tensor DIJK
1We follow essentially the conventions of [3], with exception of the metric signature (ours is mostly plus),
and the quantities hI and CIJK in [3] are related to ours as h
I = Y I/
√
3, CIJK =
√
3DIJK/2.
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determining the real geometry is given by the intersection matrix on X. The hypermulti-
plets consist of the universal hypermultiplet [17], whose couplings are independent of the
topology of X, and an additional h(2,1) hypermultiplets. In this work we will consider
solutions where only the universal hypermultiplet plays a role. Its bosonic fields, viewed as
2 complex scalars, arise as follows. The first one of these is an axion-dilaton-like field, with
a real part which is the Hodge dual of the three form with legs in the 5D spacetime, and
an imaginary part coming from the volume modulus of X. We will refer to this field as the
axidilaton τ . The other complex scalar arises from the three form modes proportional to
the (3, 0) and (0, 3) form on X. The hypermultiplet moduli space is a direct product of the
universal hypermultiplet moduli space and that of the remaining h(2,1) hypermultiplets.
The universal part of the hypermultiplet moduli space is the homogeneous quaternionic
space SU(1,2)U(2) .
2.2 Structure of supersymmetric solutions
In [3], the general structure of supersymmetric solutions of 4+1 dimensional supergravity
with vector- and hypermultiplets was analyzed, extending the pioneering work on minimal
supergravity in [2]. The idea is to assume the existence of a Killing spinor and analyze how
the Killing spinor equations constrain the bosonic fields constructed out of Killing spinor
bilinears. We now briefly review the results of this analysis. A first spinor bilinear yields
a Killing vector, which in the current work will be assumed to be everywhere timelike.
Choosing an adapted coordinate, the metric is of the form
ds2 = −f2(dt+ ξ)2 + f−1ds24 (2.3)
where ds24 denotes the Euclidean metric on a 4-dimensional base manifold which we will
refer to as the base.
Let’s first discuss the BPS equations which constrain the geometry of the base, which
do not involve the vector multiplets. There exist three selfdual 2-forms Φa, a = 1, 2, 3
which endow the base with an almost quaternionic structure:
Φa = ?4Φ
a (2.4)
ΦaACΦ
bC
B = −δabδAB + abcΦcAB. (2.5)
Our index convention is as follows: A,B = 1, . . . , 4 are 4D tangent space indices, while 4D
curved indices will be denoted by µ, ν = 1, . . . , 4. Note that these relations are invariant
under local SO(3) transformations under which the Φa transform as a triplet. The BPS
equations governing these two-forms are
∇µΦaBC + abcAbµΦcBC = 0. (2.6)
With a slight abuse of notation we have denoted by Aa ≡ AaXdqX the pullback of the
SU(2) ⊂ SO(4) part of the spin connection on the quaternionic hypermanifold. We note
that, when the hyperscalars are constant, this equation tells us that the Φa must be co-
variantly constant and hence endow the base with a hyperka¨hler structure.
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The hypermultiplet scalars qX parameterize a map from the base into the quaternionic
target space which is constrained by the BPS condition
(dqX)A = Φ
a B
A (dq
Y )BJ
a X
Y (2.7)
where the Ja XY form the quaternionic structure of the hypermultiplet target space. This
type of map was called a quaternionic map in [3]. One of the purposes of this work is
to demystify this condition in the simplest context when only the axidilaton is turned on,
where we will see that it reduces to a simple holomorphicity condition.
In addition to equations (2.6), (2.7), there are additional BPS conditions which de-
termine the warp factor f and the one-form ξ in (2.3), as well as the the vector multiplet
scalars Y I and the Maxwell field strengths F I . Supersymmetry relates all of these fields
to nV + 1 harmonic anti-selfdual 2-forms Θ
I on the 4D base as follows:
dΘI = 0, ?4Θ
I = −ΘI (2.8)
∇24(f−1YI) =
1
2
DIJKΘ
J ·ΘK (2.9)
dξ − ?4dξ = 1
2
f−1YIΘI (2.10)
F I = −d(fY I(dt+ ξ)) + ΘI (2.11)
where YI ≡ DIJKY JY K , α · β = αµνβµν and the vector multiplet scalars Y I satsify the
constraint DIJKY
IY JY K = 6.
2.3 Axidilaton solutions
In the 5D supergravity theory arising from 11-dimensional supergravity on a Calabi-Yau
manifold, the hypermultiplet moduli space is a direct product of a universal hypermultiplet
component and a component associated to the remaining h(2,1) hypermultiplets. The theory
therefore allows a consistent truncation to the class of solutions where only the universal
hypermultiplet is turned on. In that case the 4-dimensional hypermultiplet moduli space
is SU(1,2)U(2) , see appendix A for a brief review and conventions. The moduli space has an
SU(1, 2) isometry which acts as a U-duality group of the 5D fields. Note that the two-
forms Φa also transform under U-duality. Indeed, from (2.6) we see that the Φa not only
transform as two-forms under diffeomorphisms, but also rotate into each other under local
frame rotations of the hypermultiplet target space. This determines how the Φa transform
under U-duality: an SU(1, 2) U-duality induces an SO(4) ' SU(2)× SU(2)′ frame rotation
in target space, and the Φa rotate into each other under the pullback of the SU(2) part.
The metric on the 4D base is however U-duality invariant.
Now we consider hypermultiplet solutions where only the axidilaton is turned on. This
means we look at a further consistent truncation of the theory where two of the scalars q3, q4
are constant while q1, q2 can fluctuate. Without loss of generality, we will set q3 = q4 = 0
in what follows. We use the standard notation τ = τ1 + iτ2 for the axidilaton, with
q1 = −τ2, q2 = −τ1. (2.12)
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The hyperscalar metric (A.3) on this submanifold is
ds2 =
dτdτ¯
4τ22
. (2.13)
The part of the original U-duality group which leaves the subspace q3 = q4 = 0 invariant
is SU(1, 1) ' SL(2,R), which acts on τ as the familiar fractional linear transformations.
The SU(2) connection Aa, which in our conventions is given by (A.8), becomes
A1 = A2 = 0 (2.14)
A3 = −dτ1
2τ2
. (2.15)
For pure axidilaton solutions eqs. (2.6) simplify to, defining Φ± = Φ1 ± iΦ2:
∇µΦ± ± iA3µΦ± = 0 (2.16)
∇µΦ3 = 0 (2.17)
The last equation states that the almost complex structure Φ3 is covariantly constant.
Hence when turning on only the axidilaton, the base is still Ka¨hler, with Ka¨hler form Φ3,
but it will in general no longer be hyperka¨hler. Note that the completely antisymmetric
part of (2.16) can be written as
dΦ± ± iA3 ∧ Φ± = 0. (2.18)
As discussed above, the forms Φa transform under U-dualities. Since A3 transforms under
fractional linear transformations as
τ → aτ + b
cτ + d
and A3 → A3 − dIm log(cτ + d) (2.19)
the two-forms Φ± must transform by a phase in order for (2.16) to remain invariant:
Φ± → e±iIm log(cτ+d)Φ±. (2.20)
Exploiting the fact that the metric is Ka¨hler with respect to Φ3, we introduce adapted
complex coordinates w1, w2 as well as a unitary frame ϕ1, ϕ2 of (1, 0) forms such that
ds2 = gij¯dw
idw¯j = ϕ1ϕ¯1 + ϕ2ϕ¯2 (2.21)
Φ3 =
i
2
gij¯dw
i ∧ dw¯j = −i (ϕ1 ∧ ϕ¯1 + ϕ2 ∧ ϕ¯2) . (2.22)
It follows from (2.5) that Φ+ and Φ− are of type (2, 0) and (0, 2) respectively, and that
Φ+ ∧ Φ− = 2Φ3 ∧ Φ3. Using also that Φ− = Φ+ fixes Φ+ up to a real phase λ
Φ+ = eiλϕ1 ∧ ϕ2. (2.23)
(The phase λ could be absorbed by a frame rotation, but we prefer to keep our frame ar-
bitrary.)
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First, let’s analyze the equations (2.7) for the axidilaton in this frame. Using (A.7)
one finds that they are equivalent to
(dτ)ϕ¯1 = (dτ)ϕ¯2 = 0 (2.24)
where the subscripts denote components in the unitary basis (2.22). In other words, the
quaternionic map condition (2.7) here simply states that τ must be a holomorphic function:
∂w¯1τ = ∂w¯2τ = 0. (2.25)
Now we turn to the antisymmetrized equations (2.18) for Φ± which reduce to
dΦ+ − idτ1
2τ2
∧ Φ+ = 0 (2.26)
and the complex conjugate thereof. Arguments similar to the one above (2.23) show
that (2.5) determines Φ+ in the coordinate basis up to a real phase α:
Φ+ =
√
gCe
iαdw1 ∧ dw2. (2.27)
where gC ≡ det{gij¯} =
√
det g. Using that d = ∂+ ∂¯ and the holomorphicity of τ one finds
that (2.26) is equivalent to
∂¯ log
gCe
2iα
τ2
= 0 (2.28)
This implies that there exists a holomorphic function h(w1, w2) such that
gCe
2iα
τ2
= eh (2.29)
Furthermore, since both gC and τ2 are strictly positive and α is real it follows, setting
h ≡ h1 + ih2, that
h2 = 2α (2.30)
Hence we obtain the following constraint on the base metric:
gC = τ2e
h1 . (2.31)
In summary, a general supersymmetric solution is specified by two holomorphic func-
tions τ, h and a metric which is Ka¨hler and satisfies (2.31). The latter two conditions can
be combined into a nonlinear differential equation for the Ka¨hler potential, which for later
convenience we normalize as gij¯ = 4Kij¯ ,
K11¯K22¯ −K12¯K21¯ =
τ2e
h1
16
. (2.32)
This is a nonlinear partial differential equation of the Monge-Ampe`re type, see e.g. [19]. In
the case of constant axidilaton, it is the familiar Monge-Ampe`re equation expressing that
the Ka¨hler base is Ricci flat, which is equivalent to the hyperka¨hler condition in 4 real
dimensions. A non-constant axidilaton backreacts on the metric by introducing a source in
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the r.h.s. of the equation and deforming the geometry away from being hyperka¨hler. The
Ricci tensor of the base is
Rij¯ = −i∂i∂j¯ ln gC = −i∂i∂j¯ ln τ2 (2.33)
and the two-forms Φ+ are given by
Φ+ =
√
τ2e
h
2
4
dw1 ∧ dw2, Φ− = Φ+ (2.34)
Although so far we have only imposed the fully antisymmetric part (2.18) of the equa-
tions (2.16), we have checked that the remaining equations in (2.16) are automatically
satisfied.
So far we have not yet chosen specific holomorphic coordinates and we are free to
make holomorphic coordinate transformations. We should note however that, while τ and
K transform as scalars, h must transform nontrivially such that eq. (2.32) is invariant.
In particular, eh must be a density of weight 2 so that under w → w˜(w) the field h
transforms as
h˜(w˜) = h(w˜) + 2 ln det
(
∂w˜i
∂wj
)
(2.35)
The infinitesimal transformation of h generated by a holomorphic vector field k is by
definition the Lie derivative, which has an extra term compared to the Lie derivative of a
scalar field:
δkh ≡ Lkh = kih,i + 2∂iki (2.36)
Note that in principle this implies one can always (locally) choose coordinates in which h
becomes trivial. But as will become clear in the following such coordinate choice makes
other aspects of the solutions less transparent and so we prefer to keep h free and preserve
manifest holomorphic coordinate invariance for now.
2.4 Redundancies
Recapitulating, we have described the configuration space of supersymmetric axidilaton
solutions in terms of two holomorphic functions τ and h (recall that the imaginary part
of h is the phase of Φ+) and a real function K satisfying eq. (2.32). Our description
is however redundant since the following symmetry transformations on τ, h,K produce
equivalent configurations:
• U-duality transformations. The SL(2,R) U-duality transformations act as frac-
tional linear transformations on τ . Since the two-forms Φ± are charged under U-
duality and transform as (2.20), it follows from (2.30) that eh also has a nontrivial
transformation law and is in fact a modular form of weight 2:
τ˜ =
aτ + b
cτ + d
; ad− bc = 1 (2.37)
h˜ = h+ 2 log(cτ + d) (2.38)
K˜ = K. (2.39)
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Note that this implies that also (2.32) is invariant. Let us also write down the
infinitesimal version of this transformation law. Parameterizing a general sl(2,R) Lie
algebra element as
Q = rL0 + qL1 + pL−1 =
(
r
2 p
−q − r2
)
(2.40)
for p, q, r ∈ R, we have
δUτ = p+ rτ + qτ
2 (2.41)
δUh = −r − 2qτ (2.42)
δUK = 0 (2.43)
• Ka¨hler transformations. As always, the Ka¨hler potential is only defined up to
addition of the real part of a holomorphic function:
δKK = (w) + ¯(w¯), δKτ = δKh = 0 (2.44)
• Global U(1) rotations of Φ±. Finally, we are free to rotate Φ± by a constant
phase e±is, which corresponds to an imaginary shift of h:
δroth = is, δrotτ = δrotK = 0 (2.45)
This corresponds to rotating the Killing spinor by an overall phase.
Hence it’s not quite correct to think of τ, h,K as functions, rather they are sections of
appropriate line bundles that can undergo transformations of the above types when going
to a different coordinate patch.
In particular, when going around a closed curve, the τ and h fields can pick up a
monodromy by a U-duality transformation, which signals a degeneration of the internal
Calabi-Yau manifold. Recalling that τ1 is the Hodge dual of the M-theory three-form with
legs in the 5D noncompact space, it is easy to see that a monodromy τ → τ + 1 signals
the presence of an M2-brane extended in the 5D noncompact space and smeared over the
internal Calabi-Yau. More general SL(2,Z)-valued monodromies signal the presence of
exotic branes which do not descend from 11D M-branes [43, 44]. Note that in the present
case the exotic branes are geometric from the 5D point of view, the 5D metric being
single-valued when encircling these objects.
3 Structure of solutions with extra Killing vectors
In this section we discuss the simplifications which occur in the presence of one or two
additional Killing vectors which preserve the structure imposed by supersymmetry. In the
case of two Killing vectors we will focus on the situation where the base has (generalized)
toric geometry; the geometry of the base is then fully specified by a single function satisfying
an ordinary non-linear differential equation.
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3.1 Single compatible Killing vector: classification
We will from now on focus on supersymmetric solutions which admit, besides the timelike
Killing vector constructed out of the Killing spinor itself, an additional Killing vector on the
base. It is natural to restrict attention to Killing vectors which not only preserve the metric
but also the additional structure imposed by supersymmetry discussed in the previous
section. We will call such Killing vectors compatible with the supersymmetric structure.
For example, we will consider only Killing vectors which preserve the complex structure
with Ka¨hler form Φ3, and hence will restrict our attention to holomorphic Killing vectors.
We want the Killing vector to furthermore preserve τ, h and K, which is certainly the case
if these functions are strictly invariant, i.e. their appropriately defined Lie derivatives (see
e.g. (2.36)) vanish. This is however too strong a requirement in view of the redundancies
discussed in paragraph 2.4 above: it is sufficient if their holomorphic transformation can
be compensated for by a combination of a U-duality (2.39), a Ka¨hler transformation (2.44)
and a U(1) rotation (2.45). In other words, we must have a transformation law of the form
LkF = δUF + δKF + δrotF (3.1)
where F stands for any of the fields τ, h,K. We will now explore how this requirement
constrains the fields. To simplify the discussion we choose local holomorphic coordinates
w1, w2 such that w1 = x1 + iθ1 is adapted to the Killing vector k:
k = ∂θ1 = i(∂w1 − ∂w¯1). (3.2)
Starting with the axidilaton τ , the holomorphic reparametrization must induce an
infinitesimal fractional linear transformation, Lkτ = δUτ , so that τ must be a solution of
i∂w1τ = p+ rτ + qτ
2 (3.3)
for some p, q, r. The general solution of this equation has four subcases:
τ =

τ˜(w2) for Q = 0
−ipw1 + τ˜(w2) for r = q = 0, p 6= 0
−p
r
+ τ˜(w2)eirw
1
for q = 0, r 6= 0
− r
2q
− i
√
detQ
q
tanh
(√
detQw1 + iτ˜(w2)
)
for q 6= 0, detQ 6= 0
(3.4)
with τ˜ an arbitrary function of w2.
We can simplify these expressions a bit by choosing a convenient U-duality frame:
under a change of U-duality frame, the sl(2,R) element Q is conjugated by an SL(2,R)
group element, which we can use to pick a simple representative within the same conjugacy
class. Conjugacy classes are labeled by the value of detQ = pq − r4/4. There are four
distinct cases depending on whether τ is invariant (I) or transforms by element of an elliptic
(E), hyperbolic (H) or parabolic (P ) conjugacy class. The representative we will choose
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Class representative eQ τ
I: invariant, Q = 0 p = q = r = 0
(
1 0
0 1
)
τ˜(w2)
P: parabolic, detQ = 0 r = q = 0
(
1 p
0 1
)
−ipw1 + τ˜(w2)
H: hyperbolic, detQ < 0 p = q = 0
(
e
r
2 0
0 e−
r
2
)
τ˜(w2)eirw
1
E: elliptic, detQ > 0 r = 0, p = q
(
cos q sin q
− sin q cos q
)
−i tanh(qw1 + iτ˜(w2))
Table 1. Convenient choices of representative within each U-duality conjugacy class.
in each of these classes is shown in table 1. Note that if k = ∂θ1 generates a compact U(1)
isometry, in all except the invariant cases τ picks up a monodromy when circling around
the U(1) direction, which signals the presence of M2 (in the parabolic case) or exotic (in
the hyperbolic and elliptic cases) brane charge. Turning next to the field h, the invariance
condition (3.1) says that its Lie derivative amounts to a combined U-duality and U(1)
rotation, Lkh = δUh+ δroth, leading to
i∂w1h = −r − 2qτ + is1 (3.5)
If Q 6= 0 we have (except possibly at isolated points) ∂w1τ 6= 0 and (3.5) can be rewritten
using (3.3) as ∂w1(h − s1w1) = ∂w1(− ln i∂w1τ). Hence (3.5) integrates to the simple
general solution
h =
− ln(i∂w1τ) + s1w
1 + h˜(w2) for Q 6= 0
s1w
1 + h˜(w2) for Q = 0
(3.6)
with h˜ another arbitrary function of w2. In table 2 we list the expressions for h for the four
types of Killing vector as well as for the combination τ2e
h1 entering in the equation (2.32)
for the Ka¨hler potential.
Let us also introduce some commonly used terminology related to the U(1) term in the
transformation of h with parameter s1. When s1 is zero, the two-forms Φ
± are invariant un-
der the isometry (see (2.34)) and the isometry is usually called translational following [10].
When s1 is nonzero, Φ
± have charge ±s1 and the isometry was called rotational in [10].
Note that in this case we have a compact U(1) isometry. If we normalize θ2 to have period
2pi, we see from (2.34) that requiring Φ± to be single-valued when going around the U(1)
direction requires that s1 is quantized in units of 2. Since Φ
± is constructed out of a spinor
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Class h τ2e
h1
I h = s1w
1 + h˜(w2) τ˜2e
h˜1+s1x1
P h = s1w
1 + h˜(w2) (τ˜2 − px1)eh˜1+s1x1
H h = (ir + s1)w
1 + h˜(w2) (τ˜2 cos rx
1 − τ˜1 sin rx1)eh˜1+s1x1
E h = 2 ln cosh(qw1 + iτ˜(w2) + s1w
1 + h˜(w2)) 12 sinh(2τ˜2 − 2qx1)eh˜1+s1x
1
Table 2. The functions h and τ2e
h1 for the various types of Killing vector.
bilinear we see that when s1/2 is even, (resp. odd), the Killing spinor has even (resp. odd)
spin structure around the U(1) direction.
Now let’s turn to the Ka¨hler potential K. In principle we can only ask that K is
invariant up to a Ka¨hler transformation, that is,
∂θ1K = f(wi) + f¯(w¯i). (3.7)
It is easy to see however that, by making a suitable Ka¨hler transformation, we can make
the Ka¨hler potential locally invariant:2
∂θ1K = 0. (3.8)
Choosing an invariant representative for the Ka¨hler potential is consistent with the Monge-
Ampe`re equation (2.32) for K since one can show that, as a consequence of (3.3), (3.5), τ2eh1
is independent of θ2, as can be seen in the explicit solutions above. The Monge-Ampe`re
equation (2.32) then reduces to
Kw2w¯2Kx1x1 −Kw2x1Kw¯2x1 =
τ2e
h1
4
. (3.9)
Incidentally, it follows for this choice of Ka¨hler potential representative that
i∂θ1Φ3 = −2(∂¯Kw1 + ∂Kw¯1) = −d(Kw1 +Kw¯1) = −dKx1 (3.10)
Hence, if Kx1 extends to a globally well-defined function, the Killing vector is Hamiltonian
with moment map Kx1 .
3.2 Simplifications when τ is invariant
From now on we will focus on solutions which have an adapted (in the sense explained
in section 3.1) Killing vector under which τ is invariant, in other words they belong to
the class I of the classification above. This doesn’t mean that our analysis of the other
classes (which we labeled by P , H and E) of Killing vectors was in vain however, since
in section 3.3 we will consider solutions with a second Killing vector under which τ need
not be invariant. Anticipating this we will slightly change notation and switch the roles
2Obstructions can arise when trying to do this simultaneously for several noncommuting Killing vectors.
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of w1 and w2 with respect to the previous section, i.e. the invariant Killing vector is
k = ∂θ2 = i(∂w2 − ∂w¯2), and τ and h are of the form
τ = τ˜(w1) (3.11)
h = h˜(w1) + s2w
2. (3.12)
3.2.1 The Toda frame
In the case of invariant τ we just mentioned, the equation (3.9) determining the 4D metric
can be cast in a more manageable form by making a Legendre transformation. We define
a potential V which is the Legendre transform of K with respect to x2:
V(w1, w¯1, y2) = x2y2 −K; y2 = Kx2 (3.13)
It’s useful to introduce a new special symbol Ψ for the y2 derivative of V:
Ψ(w1, w¯1, y2) ≡ Vy2(w1, w¯1, y2) = x2(w1, w¯1, y2). (3.14)
We will refer to Ψ as the Toda potential for reasons we will now explain. Using the Legendre
transformation of second derivatives
Kx2x2 =
1
Vy2y2
(3.15)
Kw1x2 = −
Vw1y2
Vy2y2
(3.16)
Kw1w¯1 =
Vw1y2Vw¯1y2
Vy2y2
− Vw1w¯1 . (3.17)
we see that the Monge-Ampe`re equation (3.9) reduces to the following equation for Ψ,
4Ψw1w¯1 +
τ˜2e
h˜1
s2
(es2Ψ)y2y2 = 0 (3.18)
When the axidilaton is constant this equation is reduces, after a holomorphic reparame-
terization setting η to zero, to the SU(∞) Toda equation or, in the limit s2 → 0, to the 3D
flat Laplace equation. These are the well-known equations describing hyperka¨hler metrics
with a rotational/translational isometry [10, 11]. See [20, 21] for more information on the
SU(∞) Toda equation and its solutions.
Defining also
K0 ≡ Ψy2 (3.19)
χ ≡ −2Im(Ψw1dw1) (3.20)
the base metric and Ka¨hler form are
ds24 = K
0ds23 +
1
K0
(
dθ2 + χ
)2
(3.21)
ds23 = dy
2
2 + τ˜2e
h˜1es2Ψdw1dw¯1 (3.22)
Φ3 =
i
2
K0τ˜2e
h˜1+s2Ψdw1 ∧ dw¯1 + dy2 ∧
(
dθ2 − 2Im(Ψw1dw1)
)
(3.23)
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Note that (3.18) can be formally written as a Laplace equation ∆Ψ = 0 with respect to
the 3D metric (3.22), with the proviso that the 3D metric itself depends on Ψ when s2 is
nonzero. The 3D metric is is not flat in general and its scalar curvature is given by
R(3) =
1
τ˜2eh˜1+s2Ψ
(
s2
2
(s2(K
0)2 + 2K0y2) +
τ˜ ′ ¯˜τ ′
τ˜22
)
. (3.24)
3.2.2 Structure of 5D multibrane solutions
Having determined the geometry of the base in the presence of a Killing vector, we now
turn to the solution of the equations (2.11) which determine the full 5D metric as well the
bosonic fields in the vector multiplets. In the absence of hypermultiplets the analysis of the
system of equations (2.11) on a base with rotational isometry was performed in [22] and is
easily generalized to include the axidilaton. We will also expand on the discussion given
there, most notably in the discussion around (3.46), (3.49). We choose to write the solution
in a form which allows easy comparison with the more extensively studied solutions with
translational Killing vector, to which they should reduce when the parameter s2 is taken
to zero. More details can be found in appendix B.
Starting from a solution (3.18), (3.21), (3.22) for the 4D base manifold, the general
5D solution depends on an additional set of functions KI ,KI ,K0 and a one-form ω. Let
us first discuss the algebraic structure of the general solution, which is exactly the same
as for the well-known solutions with a translational Killing vector which were originally
constructed as lifts of 4D solutions with vector multiplets [23]:
ds25 = −f2(dt+ ξ)2 + f−1ds24 (3.25)
ΘI =
(
−2K0 ?3 d
(
KI
K0
))−
(3.26)
f−1YI = −2KI +DIJKK
JKK
K0
(3.27)
ξ =
ω
2
+
L
2(K0)2
(dθ2 + χ) (3.28)
L = K0(K
0)2 +
1
3
DIJKK
IKJKK −KIKIK0 (3.29)
F I = −d(fY I(dt+ ξ)) + ΘI (3.30)
where we defined the (anti-) selfdual projections
α± =
1
2
(α± ?4α). (3.31)
Recall that the orientation of the base was chosen such that the Ka¨hler form is selfdual.
In order to obtain f and Y I from (3.27), one has to solve the following quadratic
equations for functions yI
DIJKy
IyJ = −2KIK0 +DIJK KJKK (3.32)
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from which f and Y I are obtained as
f =
22/3K0
Q , Y
I =
21/3yI√Q , Q =
(
1
3
DIJKy
IyJyK
)2/3
. (3.33)
The examples we will consider in section 4 below fall into a simple subclass of solutions
where all the KI and all the KI are proportional to each other, K
I = pI K, KI = pIK, with
pI = DIJKp
JpK . This ansatz leads in particular to solutions where the vector multiplet
scalars Y I are constant:
Y I =
(
6
p3
) 1
3
pI , (3.34)
where we have defined
p3 ≡ DIJKpIpJpK . (3.35)
When the axidilaton is constant, this gives an attractor solution where the asymptotic
moduli are fixed at their attractor values. Although not much is known about the attractor
mechanism in the presence of hypermultiplets, it seems likely to us that such solutions are
still attractors in the presence of the axidilaton.
Now let’s discuss the differential equations which the various ingredients in the so-
lution (3.25)–(3.30) must satisfy. The main difference with solutions with a transla-
tional Killing vector (such as those with a Gibbons-Hawking base) is that the functions
K0,KI ,KI ,K0 are not harmonic with respect to the 3D metric (3.22) but instead satisfy
∆s2K
0 ≡ d ?3
(
dK0 + s2(K
0)2dy2
)
= 0 (3.36)
∆s2K
I ≡ d ?3
(
dKI + s2K
0KIdy2
)
= 0 (3.37)
∆s2KI ≡ d ?3
(
dKI + s2(K
0KI +
1
2
DIJKy
JyK)dy2
)
= 0 (3.38)
∆s2K0 ≡ d ?3
(
dK0 +
s2
2
(KIKI −K0K0)dy2 + s2
2
?3 (ω ∧ dy2)
)
= 0 (3.39)
while the one-forms χ, ω satisfy
?3dχ = dK
0 + s2(K
0)2dy2 (3.40)
?3dω = 〈dK,K〉 − s2Ldy2. (3.41)
where, in the second line, we have viewed K = (K0,KI ,KI ,K0) as a vector in a space
equipped with a symplectic inner product
〈A,B〉 = −A0B0 +AIBI −AIBI +A0B0 (3.42)
In these expressions ?3 is the 3D Hodge star taken with respect to the orientation
(Rew1, Imw1, y2). The equations (3.36), (3.40) follow from the Toda-like equation (3.18)
and the definitions (3.19), (3.20). Note that we have introduced for later convenience the
shorthand notation ∆s to represent the differential operators acting on the K functions; one
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should keep in mind that the action of ∆s depends on which component of the symplectic
vector K it acts. We can then abbreviate (3.36)–(3.39) to
∆s2K = 0. (3.43)
Interestingly, the equations (3.37)–(3.39) are invariant under an nV -parameter family of
solution generating transformations:
KI → KI + kIK0 (3.44)
KI → KI +DIJKkJKK + 1
2
DIJKk
JkKK0 (3.45)
K0 → K0 + kIKI + DIJK
6
(kIKJKK + 3kIkJkKK0) (3.46)
with kI arbitrary real constants. We note that the quantity L defined in (3.29) is invariant
under these transformations, so that from (3.41) one easily verifies that ω is also invariant.
This symmetry is a generalization of the ‘spectral flow’ symmetry in solutions with a
translational Killing vector [24–26].
Now let’s discuss the integrability condition coming from (3.41). Applying d?3 on both
sides we find the condition
0 = ddω = 〈∆s2K,K〉 (3.47)
which is of course automatically satisfied if (3.43) holds with all components of K being
smooth, i.e. without δ-function terms on the right hand side. More interesting is the case
is where one allows such δ-functions sources and replaces (3.43) with
∆s2K =
∑
i
Γiδ
3(x− xi)vol3 (3.48)
Such singularities correspond in the M-theory language to turning on, in addition to pos-
sible M2-branes in the noncompact directions which source the axidilaton, other M-brane
and momentum/KK monopole charges Γ at the positions xi on the 3D base which source
the vector multiplets:3 Γ0 corresponds to a KK monopole, ΓI to an M5 on CI × S1θ2 , ΓI
to an M2 on CI and Γ0 to momentum along S1θ2 . Note that when s2 is zero these point
charges are the only ones present, while in the case of s2 6= 0 additional smeared charge
may appear. It is very remarkable however, that even when s2 6= 0 the well known sta-
bility equations [27, 28] remain functionally the same. These equations follow from the
the integrability condition (3.47) which, in the presence of delta-function sources (3.48),
imposes nontrivial constraints on the allowed charges and positions of the branes in the 3D
submanifold. Indeed, for each center we must impose
〈Γi,K(xi)〉 = 0. (3.49)
When θ2 is periodic, the solutions with rotational Killing vector can be dimensionally
reduced to 4D along the θ2 direction, yielding an as yet unexplored and potentially inter-
esting class of multicentered solutions carrying various brane charges. One open question
3The CI represent a basis of two-cycles on the Calabi-Yau, with CI the dual basis of four-cycles with
respect to the intersection product, and S1θ2 is the θ
2 circle.
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regarding such 4D solutions is whether they are still supersymmetric. Since for a rotational
Killing vector the 5D Killing spinor depends on θ2 (this follows from the θ2 dependence
of Φ± which are bilinears in the Killing spinor), it is not clear whether the reduced 4D
solution will preserve supersymmetry in general. Furthermore, upon dimensional reduction
one obtains a 4D metric which is a timelike fibration over the 3D metric ds23 given in (3.22).
Even for constant axidilaton, we know from (3.24) that this 3D metric is not flat in general.
The reduced 4D metric is then not obviously of the form introduced by Tod [29, 30] which
was shown to govern general supersymmetric solutions with vector multiplets [31]. We feel
that this interesting issue deserves further investigation.
The structure of the solutions simplifies considerably when the Killing vector is trans-
lational, which can be obtained as the limit s2 → 0 of the expressions above. The 4D
metric (3.21) reduces to
ds24 = K
0ds23 +
1
K0
(
dθ2 + χ
)2
(3.50)
ds23 = dy
2
2 + τ˜2e
h˜1dw1dw¯1 (3.51)
where, in view of (3.36), K0 is now a harmonic function of the 3D geometry, and ?3dχ =
dK0. These metrics are therefore generalizations of the Gibbons-Hawking metrics [32],
where the 3D base manifold is generically curved due to the factor τ˜2 in (3.51), see (3.24).
The form of the solution to the remaining equations determining the full 5D solution also
simplifies significantly in the case of a translational Killing vector. The solution can still
be written in the form (3.25)–(3.30), but now all functions are harmonic in the (generically
curved) 3D metric (3.84), and the equation determining ω also simplifies. Summarized,
the equations (3.43), (3.41) are now replaced by
∇23K = 0 (3.52)
?3dω = 〈K, dK〉. (3.53)
When the axidilaton is constant, the 3D metric (3.51) becomes flat and the metric on
the base is a Gibbons-Hawking hyperka¨hler metric [32]. These solutions arise as 5D
uplifts [23, 25, 33–35] of the 4D N=2 vector multiplet solutions of [36] describing type
IIA multicentered configurations of branes wrapped on the Calabi-Yau cycles. The con-
straints (3.49) are the well-known stability equations governing the existence of supersym-
metric bound states [27]. A subset of these uplifted solutions are the 5D smooth bubbling
geometries of [28] containing topologically nontrivial cycles.
Since in the case of a translational isometry this analysis has led to a wealth of insights
in the BPS spectrum of string/M theory and phenomena such as wall-crossing [37], it would
be of great interest to get a handle on the constraints (3.49) on multicenter solutions with
a rotational isometry. These may also play a role in constructing horizonless microstate
geometries carrying the same charges as black holes or black rings (see e.g. [38] for a review
and further references). In particular, the geometries in the black hole deconstruction
proposal of [8] are multi-centered solutions of (3.36)–(3.41) with a rotational isometry and
a nontrivial axidilaton from an M2 brane in the bulk. We will come back to this proposal
in section 4.2.5.
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Since the hypermultiplets enter in (2.11) only implicitly through their impact on the
4D base metric, one would expect that the results we derived in this section for axidilaton
solutions can be generalized to more general solutions involving hypermultiplets invariant
under an isometry.
We end this section by comparing our results to those obtained in [3], which also
considered supersymmetric solutions with an extra isometry under which τ is invariant.
In that work however, the Killing vector in question was tacitly assumed to be transla-
tional, corresponding to the s2 = 0 solutions (3.50)–(3.53) in the present discussion, see
in particular eqs. (4.83) in [3]. In uplifts of 4D multicentered solutions, the Killing vector
which generates translations on the M-theory circle is of the translational type. The re-
stricted class of solutions considered in [3] is suited to describe, for example, backreacted
M2 branes which are either localized or smeared on the M-theory circle. Our generaliza-
tion (3.18), (3.25)–(3.41) on the other hand is needed to describe configurations of M2
branes which are localized on the M-theory circle but which do possess a rotational Killing
vector leaving τ invariant. We will discuss an explicit example in section 4.2.4. This class
also contains the brane configurations in the black hole deconstruction proposal of [8], on
which we will comment in section 4.2.5.
3.2.3 Separated Toda solutions and enhanced symmetries
In the case of a rotational Killing vector, s2 6= 0, the geometry of the base is governed
by the generalized Toda equation (3.18). Even when the axidilaton is constant, only few
explicit solutions to this equation are known. In this section we will concentrate on a
special class of solutions to (3.18), where the Toda potential is of the separated form
es2Ψ(w
1,w¯1,y2) = g(y2)e
−2Φ(w1,w¯1). (3.54)
with g(y2) a positive real function. For constant τ , this ansatz leads to the Liouville
equation for Φ [11] and hence to simple explicit solutions to (3.18). We will find that also
when τ is turned on the separated ansatz leads to a more tractable subclass which includes
metrics with additional symmetries. We will now derive these symmetry properties and
give some explicit solutions to the equations (3.36)–(3.41) which lead to highly symmetric
5D solutions.
With es2Ψ of the factorized form (3.54), the equation (3.18) implies a deformed Liouville
equation for Φ:
4Φw1w¯1 − κ2τ˜2eh˜1e−2Φ = 0
g′′ = 2κ2
(3.55)
where κ2 is a real constant.4 Recall that τ˜ and h˜ are holomorphic functions of w1. The
base metric is of the form (3.21) with
ds24 = K
0(dy22 + gds
2
2) +
1
K0
(
dθ2 + χ
)2
(3.56)
K0 =
g′
s2g
; χ =
4
s2
Im(Φw1dw
1) (3.57)
ds22 = τ˜2e
h˜1e−2Φdw1dw¯1 (3.58)
4By a shift of Φ we could set κ2 to either −1, 1 or 0, but we will find it convenient to keep κ around.
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Let’s first review the case when the axidilaton is constant [11]. Then the Liouville
equation (3.55) implies that the 2D metric (3.58) has constant curvature, R(2) = 2κ2. Since
2D spaces of constant curvature are locally isomorphic to either the hyperbolic plane, the
two-sphere or the plane depending on the sign of κ2, the solution has (locally) an additional
three dimensional algebra of Killing vectors, namely so(3), sl(2,R) or the euclidean algebra
e(2) respectively. In fact, when κ2 = 0, one can check that the base is completely flat and
has local symmetry e(4).
A natural question is thus whether it is possible to preserve this additional symmetry
when the axidilaton becomes dynamic. Again, for this to be the case it is necessary that
the 2D metric (3.58) has constant curvature. Using the equation (3.55) one finds that the
2D curvature of a generic solution is
R(2) = 2κ2 +
|τ˜ ′|2e2Φ
τ˜32 e
h˜1
(3.59)
To have constant curvature the second term should be a constant, which has to be de-
termined by demanding compatibility with (3.55). One finds that a constant curvature
solution is possible only for negative κ2 and is given by
Φ =
1
2
ln
(
−2κ
2τ˜32 e
h˜1
3|τ˜ ′|2
)
, for κ2 < 0. (3.60)
for which the 2D metric (3.58) has curvature R(2) = 4κ2/3. This solution to the deformed
Liouville equation (3.55) was considered in [9] (and in a different context in [39]) and, as
we will discuss in section 4.2.4, gives rise to 5D solutions which are (locally) Go¨del ×S2. It
is furthermore the unique solution to the equation (3.55) on a compact manifold without
boundary [40]. However, as we will see explicitly in section 4.2.5 and appendix C, (3.60) is
not the unique solution to (3.55) in the presence of a boundary, which will be the situation
of interest to us. For the other solutions to (3.55) the 2D metric ds22 has non-constant
curvature (3.59) and generically doesn’t possess additional Killing vectors.
Let us now discuss how to construct full 5D solutions on a base determined by a
separated Toda solution. First we should point out that the separated ansatz contains
‘ambipolar’ base metrics whose signature changes from mostly plus in one region to mostly
minus in another. When this happens the 4D base is singular, as the metric eigenvalues
pass through zero, but it is often possible to turn on vector multiplet fluxes so as to give
completely regular 5D metrics [28]. From the form of the metric (3.56) we see that the
metric is ambipolar if and only if K0 changes sign. It’s easy to see that this can happen
only when κ2 6= 0. In this case by shifting y2 with a constant we can assume that the
function g is
g = κ2y22 + 4a
2 when κ2 6= 0 (3.61)
with a2 a real number. The range of y2 must be chosen such that g is positive. Hence we
see the base is ambipolar when κ2 6= 0 and a2 > 0. Summarized, we have
κ2 = 0 or a2 < 0 < κ2 ⇔ positive signature base , (3.62)
κ2 6= 0, a2 > 0 ⇔ ambipolar base . (3.63)
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Let us also note that the Ka¨hler potential can be found explicitly by making a Legendre
transform. For g given by (3.61) the result is
K = 4a
κs2
√es2x2+2Φ
4a2
− 1− arctan
√
es2x2+2Φ
4a2
− 1
 . (3.64)
One checks that the Monge-Ampe`re equation (3.9) is satisfied provided that (3.55) holds.
The next step in finding complete 5D solutions is to solve equations (3.37)–(3.41).
When the base has positive signature, we can always trivially extend it to a five-dimensional
static solution with trivial vector multiplets by taking KI = KI = K0 = ω = 0, so that
ds25 = −dt2 + ds24.
More interesting 5D solutions are obtained from ambipolar 4D bases. As remarked
above, in this case we have to turn on vector multiplets if we want to have a chance of
obtaining a regular 5D solution. It turns out that, from every factorized solution (3.54)
with ambipolar base it is possible to build a 5D solution (3.37)–(3.41) where either the
timelike Killing vector ∂t (for κ
2 > 0) or the spacelike Killing vector ∂θ2 (for κ
2 < 0) are
part of an extended 3-dimensional symmetry algebra. The construction goes as follows.
Since K0 = g
′
s2g
depends only on y2, it is natural to look for solutions where K
I ,KI and K0
also depend only on y2. Restricting attention to solutions of the form (3.34) which have
constant vector multiplet scalars, and making suitable choices for the integration constants
for the resulting equations,5 one finds the following solution to (3.37)–(3.39):
KI =
2apI
g
, KI = −s
2
2pI
8κ2
K0
K0 = −s
2
2ap
3
12κ2
(
1
g
− b
2a2
)
, L =
p3
6ag2
(4a2 + bκ2y22)
ω = − s
2
2bp
3
24aκ2
χ+ 2λ, dλ = 0
(3.65)
The solution depends on the free parameters pI (with p3 as defined in (3.35)) and b and
on a closed one-form λ. When λ is exact, it can be absorbed in a redefinition of the time
coordinate. A non-exact one-form λ will be needed to ensure that ω has no Dirac string
singularities and the integrability condition (3.47) is satisfied, which also has the effect of
removing closed timelike curves [22, 25]. We will discuss the required form of λ in more
detail in section 3.3.4. The resulting 5D solution is
ds25 =
(
p3
6
)2/3 [
dy22
g
− g
4a2κ2
α2 +
1
κ2
(
α+
s2
2
(χ+ dθ2)
)2
+ τ˜2e
h˜1e−2Φdw1dw¯1
]
(3.66)
F I =
pI
2a
dy2 ∧ α, Y I =
(
6
p3
) 1
3
pI (3.67)
α = −bs2
2
dθ2 − 24aκ
2
s2p3
(dt+ λ), dλ = 0 (3.68)
with g given in (3.61) with κ2 6= 0, a2 > 0 and Φ a solution to (3.55). Recall that on an
ambipolar base a is real, ensuring that the complete solution is indeed manifestly real. The
5See [22], section 6.1 for a discussion of the most general solution where K depends only on y2.
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first two terms in the metric (3.66) constitute a 2D metric of curvature −2κ2, so that for
κ2 < 0, the solution contains an AdS2 subspace fibered over a 3D base, while for κ
2 > 0
it contains a (fibered) round S2. The vector multiplet flux is supported on AdS2 or S
2
respectively. The latter case is a ‘bubbled solution’ in the spirit of [28] and will play an
important role later on. Hence we have demonstrated the existence of bubbled solutions
even in the presence of hypermultiplets.
3.3 Solutions with toric Ka¨hler base
The discussion in the last subsection is as far as we managed to go for generic solutions with
a single space-like Killing vector. Here we will see how demanding the presence of a second
Killing vector, commuting with the first, constrains the solutions much more. The base
becomes a (generalized) toric Ka¨hler manifold, and furthermore the possible profiles for τ
are completely fixed by the symmetry up to some free constants and a few discrete choices.
After working out those observations in the first subsection we illustrate them in the simple
case with constant axidilaton, when the geometry is actually hyperka¨hler. We then move on
to dynamic axidilaton configurations, showing how the profiles we derived from symmetry
have a physical interpretation as the presence of M2/exotic brane sources. Finally we use
the separated solutions of the Toda equation to provide complete 5D solutions in the case
with 2 Killing vectors.
3.3.1 Toric Ka¨hler manifolds and axidilaton profiles
Having analyzed the structure of solutions with a single compatible (in the sense of sec-
tion 3.1) Killing vector, we can go one step further and impose that the 4D base has two
commuting Killing vectors k(1), k(2). We choose complex coordinates
wi = xi + iθi (3.69)
which are adapted to the isometries, k(i) = ∂
∂θi
, and locally pick a Ka¨hler potential which
is independent of both θi:
K = K(xi). (3.70)
We then have, locally, from (3.10)
ik(i)Φ3 = −dyi (3.71)
with yi ≡ Kxi . We will make here the extra technical assumption that the yi extend to
globally well-defined functions, so that our Killing vectors are Hamiltonian and yi are the
moment maps corresponding to ki. The base is then a toric6 Ka¨hler manifold. The restric-
tion to toric 4D bases includes, as we will see below, a number of physically interesting
6To be precise we should speak of a generalized toric manifold. The most conservative mathematical
definition requires a 2n-dimensional compact symplectic manifold with a Hamiltonian n-torus action, so
that the image of the moment map is a convex polygon by the Atiyah-Guillemin-Sternberg theorem. This
definition can be relaxed however to the non-compact setting, see e.g. [41], where in return it is demanded
that the moment map be proper onto its convex image, to ensure some polytopical form for that image. Here
we will be a bit more loose in our nomenclature and for us a toric manifold will simply be any symplectic
2n dimensional manifold with a Hamiltonian Tn action.
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Class τ(w1) h− siwi eµ(x1) ≡ τ2eh1−sixi
II i 0 1
IP i(1− pw1) 0 1− px1
IH ie−irw1 irw1 cos rx1
IE i tanh(1− qw1) 2 ln cosh(1− qw1) 12 sinh 2(1− qx1)
Table 3. The profiles for τ, h and the function µ for solutions with toric Ka¨hler base.
situations and has the advantage of simplifying the BPS equations. In particular, the con-
figurations we are most interested in will be governed by solutions of an ordinary nonlinear
differential equation (see (3.125) below). In addition, noncompact toric Ka¨hler manifolds
are a subject of recent interest in the mathematics community, see [41] and references
therein.
Let’s first discuss how the toric symmetry restricts the factor τ2e
h1 in the Monge-
Ampe`re equation (2.32). Repeating the analysis of section 3.1 for a second Killing vector,
one finds that the function τ˜ in table 1 must be a linear function of w2. Making a linear
redefinition of the complex coordinates, we can arrange that τ depends only on w1. In
this coordinate frame k(2) = ∂
∂θ2
leaves τ invariant, while under the action of k(1) = ∂
∂θ1
,
τ is either invariant or transforms by a parabolic, hyperbolic or elliptic U-duality trans-
formation. We will call these four cases II, IP, IH and IE respectively. The expressions
for τ and h then reduce to (3.4) and (3.6) with τ˜(w2) = τ0 and h˜(w
2) = s2w
2 + ln c, with
τ0, c constants, so that they are fully determined by the symmetries. In what follows we
will set τ0 = i and c = 1, p, q, r in classes II, IP, IH and IE respectively. This choice
will have the advantage that both τ and h remain well-defined in the limit p, q, r → 0, a
fact which will be useful later. We display the resulting expressions for τ and h with this
choice of integration constants in table 3. It will also be useful to single out the following
combination, which depends only on x1:
eµ(x
1) ≡ τ2eh1−sixi =

1 case II
cτ2√
τ ′τ¯ ′
cases IP, IH, IE
(3.72)
Note that µ solves a real Liouville equation:
µ′′ + c2e−2µ = 0. (3.73)
Explicit expressions for µ are also given in table 3.
The meaning of the constants s1, s2 is as follows. When both s1 and s2 are zero, both
Killing vectors are translational. Note that when both s1 and s2 are nonzero, there is one
linear combination of the Killing vectors (namely s2k
(1) − s1k(2)) which is translational
while another combination is rotational. Therefore, from the moment that either s1 or s2
is nonzero we have one rotational and one translational Killing vector.
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We observe that in all cases τ2e
h1 is independent of both θi, which is consistent with
the property (3.70) and the equation (2.32) for the Ka¨hler potential. In particular, in the
toric case the equation (2.32) becomes a real Monge-Ampe`re equation:
Kx1x1Kx2x2 − (Kx1x2)2 = eµ+s1x
1+s2x2 (3.74)
and the 4D base metric can be written as
ds24 = Kijdxidxj +Kijdθidθj . (3.75)
The toric Ka¨hler geometry can also be described in terms of symplectic coordinates
yi, θ
i in terms of which the Ka¨hler form takes the canonical (Darboux) form:
Φ3 = dyi ∧ dθi (3.76)
i.e. the yi play the role of canonical momenta conjugate to the torus coordinates θ
i. The
yi are the moment maps of the Killing vectors k
i which, as we argued in (3.71), are simply
the derivatives of the Ka¨hler potential:
yi = Kxi . (3.77)
In symplectic coordinates the geometry is encoded in a symplectic potential S which is
related to the Ka¨hler potential by a Legendre transform with respect to x1 and x2:
S(yi) = xiyi −K (3.78)
ds24 = Sijdyidyj + S−1ij dθidθj , Sij ≡
∂2S
∂yi∂yj
(3.79)
The coordinates yi trace out a convex region in R2 called the moment polytope. It is
determined by the requirement that
detS−1ij ≥ 0. (3.80)
The edges of the moment polytope form the locus where the torus degenerates. The
symplectic potential also satisfies a Monge-Ampe`re-type equation, namely
Sy1y1Sy2y2 − (Sy1y2)2 = e−µ(Sy1 ,Sy2 )−s1Sy1−s2Sy2 (3.81)
There is a third description of the toric Ka¨hler base which is the most useful for finding
explicit solutions. Since the axidilaton is left invariant by one of the Killing vectors, which
in our conventions is k(2) = ∂θ2 , we can describe the geometry in terms of a Toda potential
as we discussed in section 3.2. That discussion goes through unchanged in the toric case,
the only difference being that all quantities are now independent of θ1. In particular, the
Toda potential Ψ(x1, y2) now satisfies a Toda-like differential equation in two real variables
Ψx1x1 +
eµ+s1x
1
s2
(es2Ψ)y2y2 = 0 (3.82)
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The base metric (3.21) simplifies to
ds24 = K
0ds23 +
1
K0
(
dθ2 + χ)
)2
K0 = Ψy2 , χ = −Ψx1dθ1
ds23 = dy
2
2 + e
µ+s1x1+s2Ψ
(
(dx1)2 + (dθ1)2
)
(3.83)
Given a solution to (3.82) leading to a toric 4D base, one can look for full 5D solutions pre-
serving the toric isometries of the base by solving the equations (3.36)–(3.39) for functions
KI ,KI ,K0 which are independent of θ
1.
3.3.2 Toric hyperka¨hler from Gibbons-Hawking
To illustrate the equations and solutions with toric symmmetry we first consider a class of
examples with constant axidilaton, where the 4D hyperka¨hler base is a Gibbons-Hawking
manifold. Such solutions have a translational isometry, and we will look here at the subclass
which has an extra rotational symmetry, so that the base is toric hyperka¨hler with both a
translational and a rotational Killing vector. This is the case for example for a multi-Taub-
NUT solution where all the centers lie on an axis, and more generally any Gibbons-Hawking
metric constructed from an axially symmetric harmonic function is a toric hyperka¨hler
metric. Although this is a known result in the mathematics literature [41], we will rederive
it here in a way that is completely explicit. In such solutions, the base can be written both
in the Gibbons-Hawking form, where the base is fibered along the translational direction
over a flat 3D base, and the Toda form (3.83), by taking the fiber to be the rotational
S1. We derive here how these are related, and construct an (implicit) solution to the
Toda equation (3.82) for every axially symmetric harmonic function. We then extend
this correspondence to full 5D solutions, yielding an explicit non-trivial solution for the
quantities K,ω introduced in section 3.2.2 in terms of axisymmetric harmonic functions.
Our starting point is the well-known Gibbons-Hawking hyperka¨hler metric, with an
additional axial symmetry in the 3D flat base. In coordinates where ∂θ1 generates the
translational symmetry and ∂θ2 generates the axial one the metric takes the form
ds24 = H
0(dr2 + r2(dθ2)2 + dz2) +
1
H0
(dθ1 + H˜0dθ2)2 (3.84)
where H0 is an axially symmetric harmonic function (depending only on r and z). The
function H˜0 is defined as follows. For any axially symmetric harmonic function H one can
define a conjugate function H˜ (see e.g. [42]) satisfying dH = ?3d(H˜dθ
2). In other words,
r∂rH = −∂zH˜ (3.85)
r∂zH = ∂rH˜. (3.86)
Integrability of these equations imposes that H, H˜ satisfy the second order equations(
∂2r + r
−1∂r + ∂2z
)
H = 0 (3.87)(
∂2r − r−1∂r + ∂2z
)
H˜ = 0. (3.88)
– 26 –
J
H
E
P
1
1
(
2
0
1
4
)
0
2
9
It is not hard to check that k(1) = ∂θ1 is indeed a translational or triholomorphic Killing
vector, which is equivalent to the associated one-form having self-dual curvature:
dk(1) = ?4dk k
(1)
a = gaθ1 . (3.89)
This means this solution falls into the classification of section 3.1 with
s1 = 0 . (3.90)
The second Killing vector k(2) = ∂θ2 is still holomorphic with respect to one of the
complex structures, but no longer triholomorphic, making it rotational: s2 6= 0. The
analysis of section 3.2.1 then implies there should also exist a Toda form (3.83) for the
metric, which in this case is
ds24 = Ψy2
(
(dy2)
2 + es2Ψ((dx1)2 + (dθ1)2
)
+
1
Ψy2
(dθ2 −Ψx1dθ1)2 (3.91)
As the two metrics (3.91) and (3.84) describe the exact same geometry we should be able
to related them by a coordinate transformation. This might sound trivial, but it implies a
rather intricate relation between solutions of the non-linear Toda equation and the simple
linear Laplace equation in flat space. We start by equating the dθidθj terms in (3.84)
and (3.91), this gives the algebraic relations
es2Ψ = r2 (3.92)
Ψx1 = −
H˜0
(H0)2r2 + (H˜0)2
(3.93)
Ψy2 =
H0
(H0)2r2 + (H˜0)2
. (3.94)
Note that es2Ψ/2 has the interpretation of the distance to the axis of symmetry in the flat
metric. Hence, to find the Toda potential, we simply have to solve for the radial distance
r in terms of the variables x1, y2. Equating the remaining terms in (3.84) and (3.91) then
leads to the following relations between the coordinates:
dx1 = −H˜
0
r
dr +H0dz
dy2 = H
0rdr + H˜0dz. (3.95)
Compatibility of these relations and (3.92) with with equations (3.93), (3.94) fixes the
rotational charge s2 to be
s2 = 2. (3.96)
A nice consistency check is to observe that (3.86) are exactly the conditions that the
relations (3.95) can be integrated, i.e. they imply that ddx1 = ddy2 = 0 so that x
1, y2 are
well-defined functions. Another interesting observation is that the functions x1, y2 form a
new pair of conjugate harmonic functions, since
r∂rx
1 = −∂zy2 (3.97)
r∂zx
1 = ∂ry2 (3.98)
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The couple x1, y2 is the ‘primitive’ pair of conjugate harmonic functions constructed from
the pair H0, H˜0 [42]. These relations let us also express the conditions (3.86) for a pair of
functions (H, H˜) to be a harmonic pair, in the new coordinates:
∂x1H = ∂y2H˜ (3.99)
∂x1H˜ = −es2Ψ∂y2H (3.100)
Using the relations (3.94) one can check that the above equations are equivalent to Ψ
satisfying the Toda equation (3.18). Furthermore we have the relations
y1 = z
x2 = ln r. (3.101)
Let us also comment on how to find the Ka¨hler and symplectic potentials. As discussed
in section 3.2.1, these can be obtained from either H0 or Ψ by integrating and making
a Legendre transformation. In practice however, it is simpler to first find the relation
between the Ka¨hler coordinates x1, x2 and the symplectic coordinates y1, y2 through the
relations (3.95), (3.101) and then integrate the equations
Kx1 = y1(x1, x2) Kx2 = y2(x1, x2) (3.102)
Sy1 = x1(y1, y2) Sy2 = x2(y1, y2) (3.103)
We can make these considerations more concrete for multi-centered Gibbons-Hawking
bases, where all centers all lie on the z-axis:
H0 = h0 +
∑
i
q0i√
r2 + (z − zi)2
(3.104)
H˜0 =
∑
i
q0i (z − zi)√
r2 + (z − zi)2
(3.105)
x1 = hz +
1
2
∑
i
q0i ln
√
r2 + (z − zi)2 + (z − zi)√
r2 + (z − zi)2 − (z − zi)
(3.106)
x2 = Ψ = ln r (3.107)
y1 = z (3.108)
y2 =
hr2
2
+
∑
i
q0i
√
r2 + (z − zi)2 (3.109)
In principle expressions for the Toda, Ka¨hler and symplectic potentials can be found by
inverting the relations above. But it looks hard, if not impossible, to explicitly relate the
coordinates xi and yi, in the case of more than two centers. Hence the implicit description
above is as far as we can go in general. For up to two centers with equal or opposite
charges, an explicit description is possible and we will review these solutions in section 4.
Now that we have ‘solved’ for the base in the Toda form we can go on and extend
these relations to all quantities appearing in the full 5D supergravity solution discussed
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in section 3.2.2. In ‘Gibbons-Hawking form’ they are determined in terms of a number of
harmonic functions7 H = (H0, HI , HI , H0) as
ds25 = −f2(dt+ ξ)2 + f−1ds24 (3.110)
ΘI =
(
−2H0 ?GH3 d
(
HI
H0
))−
(3.111)
f−1YI = −2HI +DIJKH
JHK
H0
, DIJKY
IY JY K = 6 (3.112)
ξ =
ωGH
2
+
LGH
2(H0)2
(dθ1 + H˜0dθ1) (3.113)
?GH3 dω
GH = 〈dH,H〉 (3.114)
LGH = H0(H
0)2 +
1
3
DIJKH
IHJHK −HIHIH0 (3.115)
F I = −d(fY I(dt+ ξ)) + ΘI (3.116)
When all harmonic functions are of the Coulomb form (3.104) with delta-function sources
on the z-axis, the integrability condition (3.49) for (3.114) leads to the following constraint
on the position of the centers: ∑
j 6=i
〈qi, qj〉
|zi − zj | = 〈h, qi〉 (3.117)
for each of the centers labeled by i.
One can now find the expressions in the ‘Toda form’ by comparing to the solu-
tion (3.25)–(3.30) for non-zero s2. Equating for example the two expressions for Θ
I one
finds the relations
∂r
(
KI
K0
)
= H˜0∂r
(
HI
H0
)
− rH0∂z
(
HI
H0
)
(3.118)
∂z
(
KI
K0
)
= rH0∂r
(
HI
H0
)
+ H˜0∂z
(
HI
H0
)
(3.119)
which are solved by
KI =
H˜0HI −H0H˜I
(H0)2r2 + (H˜0)2
(3.120)
where H˜I are conjugate harmonic functions for HI . Comparing the quantities f−1YI and
ξ in both frames then determines the functions KI ,K0 and the one-form ω in the Toda
form of the solution:
KI = HI − 1
2
DIJK
(
HJHK
H0
− K
JKK
K0
)
(3.121)
K0 = Λ
GH + H˜0(H0)−2LGH + (K0)−1KIKI − (K
0)−2
3
DIJKK
IKJKK (3.122)
ω =
(
(H0)−2LGH + (K0)−2
(
(H0)2r2 + (H˜0)2
)−1
H˜0L
)
dθ1 (3.123)
7The H’s here are just the K’s of section 3.2.2 in the limit s2 → 0, as the ‘Gibbons-Hawking’ frame is
the one where we single out the translational Killing vector.
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Toric type θ1 → θ1 + 2pi monodromy brane type
IP τ → τ + 2pip M2 (parabolic)
IH τ → e2pirτ hyperbolic
IE τ → cos 2piqτ+sin 2piq− sin 2piqτ+cos 2piq elliptic
Table 4. Relation between toric symmetries, τ monodromies and brane sources. The corresponding
profiles for τ , h and µ can be read off from table 3.
where ΛGH is the solution to dΛGH = 〈dH˜,H〉. It is an interesting exercise to check
consistency by using the above expressions for K in terms of H to see that the equa-
tions (3.36)–(3.39) on K reduce to the simple harmonic conditions (3.99) for H.
These solutions, which arose from lifting well-known 4D multicentered solutions to 5D,
give rise to a new and as yet unexplored class of 4D solutions when we dimensionally reduce
them along the rotational direction. This procedure is a dimensionally reduced version of
the ‘9-11 flip’ for type IIA/M theory solutions. It would be interesting to further study the
4D solutions obtained in this manner.
3.3.3 Interpretation of toric solutions as M2 (or exotic) branes
We now proceed to discuss solutions on a toric base with non-constant axidilaton. As
we saw in section 3.3.1, when we have toric symmetry the axidilaton is completely fixed
by symmetry, see table 3. One can now try to understand the physical interpretation of
these profiles for τ . This is most easily done in the case where the Killing vector under
which τ transforms non-trivially generates a compact direction. In that case the axidilaton
τ has a nontrivial monodromy. Let us first consider the case that the monodromy is of
parabolic type, which translates to a charge for the dual 4-form and hence the presence of
an M2-brane extended in the 5 external dimensions. This can be generalized to the other
classes of monodromy, but their interpretation in terms of basic M-theory objects is less
understood, and we will refer to them as exotic branes following [43, 44]. Depending on
the monodromy we will speak about hyperbolic or elliptic branes. The parameters p, q, r
in table 3 then correspond to brane charges and are quantized in string/M theory. We
summarize the relation between toric symmetries, τ monodromies and brane sources in
table 4.
In our notation, the Killing vector k(2) = ∂θ2 leaves τ invariant while k
(1) = ∂θ1 induces
a U-duality transformation on τ . Hence in this convention ∂θ2 acts along the worldvolume
directions of the brane while ∂θ1 acts in the transverse directions. We would like to interpret
at least some of these M2 (or exotic) branes with toric symmetries as a backreaction of these
branes in a given background with toric base, such as the ones we reviewed in section 3.3.2.
For this interpretation to work the solutions should be such that when taking the limit of
zero charge p, q, r → 0, the metric reduces to the desired background solution. The addition
of the brane can preserve the toric symmetries of the background only if the brane is placed
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at a fixed point of ∂θ1 in the 3D base; ∂θ1 is then a rotational
8 symmetry when encircling
the brane in the transverse space. Defining u = |u|eiθ1 to be a local coordinate centered
on the fixed point of ∂θ1 , the relation with the coordinate w
1 introduced earlier is
u = ew
1
, x1 = log |u|. (3.124)
One point we want to stress is that the solutions so obtained in general do not make
sense globally, since τ2 can become negative in some part of the u-plane. An analogous
situation occurs in solutions involving D7 branes, where it is well-known that in order to
make a globally well-defined solution one has to combine several such branes [45–47]. This
comes at the cost of breaking the rotational symmetry in the transverse plane and hence the
toric character of the geometry. The toric solution then describes only the local geometry
near one of the branes, as we will illustrate in example 4.2.1. A global non-toric example
will be discussed in in example 4.2.2. An interesting loophole in the above argument arises
when the locus where τ2 becomes zero coincides with a boundary of the spacetime. This
is in fact what happens in the examples we will discuss in sections 4.2.4 and 4.2.5.
3.3.4 Separated toric solutions
As in the case with one Killing vector, when s2 6= 0 a more tractable subset of toric solutions
is obtained by making a separated ansatz for the Toda potential. The analysis proceeds
as in section 3.2.3 with all quantities now independent of θ1 = Imw1. The geometry of
the base is completely specified by a function Φ(x1) which satisfies an ordinary nonlinear
differential equation:
Φ′′ − κ2eµ+s1x1−2Φ = 0 (3.125)
where µ(x1) can be read off from table 3. The fact that the problem is reduced to finding
a function Φ satisfying an ordinary nonlinear differential equation is what makes this class
of solutions (more) tractable and, as we will see below in the examples, it still contains a
number of physically interesting solutions. The base metric (3.56) becomes
ds24 = K
0(dy22 + gds
2
2) +
1
K0
(
dθ2 + χ
)2
K0 =
g′
s2g
χ =
2
s2
Φ′
ds23 = dy
2
2 + ge
µ+s1x1−2Φ ((dx1)2 + (dθ1)2) (3.126)
In our analysis in section 3.2.3 we have already encountered solutions where the 4D
base has extra symmetries. In particular, these possess two commuting Killing vectors
and are toric. Let us write these solutions more explicitly in the current toric coordinates
adapted to both isometries. For constant axidilaton (i.e. class II), µ = 0 and we have the
8Note that that this doesn’t mean that ∂θ1 must be of the rotational type in our classicifaction, i.e. we
can still have s1 = 0.
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Class κ2 Φ solution 4D symmetry 5D symmetry Type
II
< 0 (3.127) sl(2,R)× u(1) sl(2,R)× sl(2,R)× so(3) AdS3×S2
0 (3.128) e(4) iso(1, 4) R1,4
> 0 (3.129) so(3)× u(1) a2 > 0 : so(4)× sl(2,R) AdS2×S3
a2 < 0 : so(3)× u(1)× u(1) Eguchi-Hanson×R
IP
< 0 (3.130) sl(2,R)× u(1) sl(2,R)× u(1)× so(3) Godel×S2
generic (3.125) u(1)× u(1) u(1)× u(1)× so(3) M2 in AdS3×S2
0 generic (3.125) e(2)× u(1) iso(1, 2)× u(1) M2 in R1,4
> 0 generic (3.125) u(1)× u(1) a2 > 0 : u(1)× u(1)× so(3) M2 in AdS2×S3
a2 < 0 : u(1)× u(1)× u(1) M2 in Eguchi-Hanson×R
Table 5. Factorized toric solutions and their symmetries. The classes IH, IE are similar to IP
but with the M2-brane replaced by an exotic brane.
following solutions to (3.125) (up to some conveniently chosen integration constants):
κ2 < 0 : Φ =

s1x
1
2
+ ln 2 sinh
|κ|x1
2
s1x
1
2
+ ln |κ|x1
s1x
1
2
+ ln 2 sin
|κ|x1
2
(3.127)
κ2 = 0 : Φ = 0 (3.128)
κ2 > 0 : Φ =
s1x
1
2
+ ln 2 cosh
κx1
2
(3.129)
The different types of solution for κ2 < 0 arise because in that case the base has an sl(2,R)
symmetry and we can choose k(1) to generate an elliptic, parabolic or hyperbolic isometry
respectively. When the axidilaton is turned on (i.e. in classes IP, IH, IE), we saw in (3.60)
that there exists special symmetric solution for κ2 < 0:
Φ =
1
2
ln
(
−2κ
2e3µ+s1x
1
3c2
)
(3.130)
where as before c = p, q, r in classes IP, IH and IE respectively. To check that this in fact
solves (3.125) one has to use the property that µ solves a Liouville equation (3.73). The
symmetries of the base manifold for these solutions were discussed in section 3.2.3 and we
recapitulate them in table 5.
We now discuss the full 5D solutions that we can construct on a toric Ka¨hler base
of the factorized form (3.126), following the discussion in section 3.2.3. We distinguish
three cases depending on the sign of κ2 and a2. The properties of these 5D solutions are
summarized in table 5, anticipating the more detailed discussion in section 4.
κ2 = 0. In this case the base has positive definite signature and we can construct a static
solution with trivial vector multiplets. The Toda equation is solved by taking g = s2y2 +
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1,Φ = 0, which leads to
ds25 = −dt2 + eµ+s1x
1 (
(dx1)2 + (dθ1)2
)
+
dy22
1 + s2y2
+ (1 + s2y2)(dθ
2)2
F I = Y I = 0. (3.131)
As we will discuss in more detail in examples 4.1.1, 4.2.1 this type of solution contains flat
R1,4 (when the axidilaton is constant) and the near-brane geometry of an M2 or exotic
brane in R1,4.
κ2 > 0,a2 < 0. This base also positive definite signature and the static 5D solution looks
as follows:
ds25 = −dt2 +
g′
s2
eµ+s1x
1−2Φ ((dx1)2 + (dθ1)2)+ g′
s2g
dy22 +
s2g
g′
(
dθ2 +
2
s2
Φ′dθ1
)2
F I = Y I = 0
g = κ2y22 + 4a
2, κ2 > 0, a2 < 0 (3.132)
with Φ a solution to (3.125). As we will see in examples 4.1.2 and 4.2.5, the solution with
constant axidilaton is the R×Eguchi-Hanson metric while turning on the axidilaton allows
us to describe an M2 or exotic brane in this background.
κ2 6= 0,a2 > 0. In this case the base is ambipolar and we can construct regular 5D solu-
tions of the form (3.65)–(3.68) for the toric case, leading to
ds25 =
(
p3
6
)2/3 [
dy22
g
− g
4a2κ2
α2 +
1
κ2
(
α+ Φ′dθ1 +
s2
2
dθ2
)2
+eµ+s1x
1−2Φ ((dx1)2 + (dθ1)2) ]
α = −bs2
2
dθ2 − 24aκ
2
s2p3
(
dt− R
2
dθ1
)
(3.133)
F I =
pI
2a
dy2 ∧ α, Y I =
(
6
p3
) 1
3
pI
g = κ2y22 + 4a
2, κ2 6= 0, a2 > 0
0 = Φx1x1 − κ2eµ+s1x
1−2Φ. (3.134)
Here we have chosen the closed one-form in (3.68) to be proportional to dθ1: λ = −Rdθ1/2.
As we will illustrate in examples 4.1.4), (4.1.3), (4.2.4 and 4.2.5, these solutions include
the AdS3×S2 and AdS2×S3 backgrounds as well as M2/exotic branes added to them.
Let us now also discuss how to determine the constraint on the parameters that we
have to impose in order for ω to satisfy the integrability condition (3.47) or, in other words,
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for it to be free of Dirac string singularities. Recall from (3.65) that for the current class
of solutions ω is given by
ω = −
(
s2bp
3
12aκ2
Φ′ +R
)
dθ1 (3.135)
If the range the coordinate is such that |x1| can become large, the Liouville-like equa-
tion (3.125) is compatible with an asymptotically linear behaviour of Φ for large |x1|:
Φ ∼ m|x1| (3.136)
for some constant m large enough that the second in term (3.125) vanishes for large |x1|.
Hence in the 3D metric (3.126), ∂θ1 has a fixed line for |x1| → ∞, where there is a coordinate
singularity. The condition on ω is then that the coefficient of dθ1 should vanish for large
|x1|, so that we should impose
a = −(sgnx1)s2bp
3m
12Rκ2
(3.137)
We observe from (3.133) that for κ2 < 0 this also removes closed timelike curves (CTCs)
which would otherwise appear near the fixed line |x1| → ∞. As we will illustrate in
example 4.2.4, it is still possible for CTCs to crop up elsewhere in the spacetime, arising
from having a lot of rotating matter. This is what happens in the classic example of the
Go¨del universe [48], of which we will encounter a supersymmetrized version.
4 Examples
In this section we will discuss some concrete examples of solutions with a toric Ka¨hler
base. We begin by reviewing solutions with constant axidilaton where the 4D base is toric
hyperka¨hler, illustrating how the simplest solutions constructed from axially symmetric
Gibbons-Hawking bases as in section 3.3.2 can also be obtained from separated solutions
of the Toda equation of section 3.3.4. We then turn to solutions with axidilaton, focussing
on those solutions which describe backreacted M2 and exotic branes placed in a background
with toric base. We will discuss in detail backreacted branes in flat space and the highly
symmetric Go¨del×S2 solution which, as we will argue, arises from a distribution of branes
in the AdS3×S2 background. We will also comment on the solutions describing individual
branes in the AdS3×S2, Eguchi-Hanson and AdS2×S3 backgrounds, which will be discussed
in more detail in a separate publication.
4.1 Solutions with toric hyperka¨hler base
We have discussed two ways of constructing such solutions: from axisymmetric solutions
with Gibbons-Hawking base in section 3.3.2 and from solving the Toda equation with a
separated ansatz in section 3.3.4. We will see that examples of the first method with
up to two Gibbons-Hawking centers fit precisely in the second type of solutions with one
translational and one rotational Killing vector.
– 34 –
J
H
E
P
1
1
(
2
0
1
4
)
0
2
9
4.1.1 Flat spacetime
To get a feeling for the definitions and coordinate systems introduced above, let’s warm
up by seeing how the flat R1,4 background fits in our formalism. The simplest solution
to (3.74) with µ = 0 is of the separated form
K = e
s1x1 − s1x1 − 1
s21
+
es2x
2 − s2x2 − 1
s22
(4.1)
The linear terms, which could be removed by a Ka¨hler transformation, are added to have
a well-behaved si → 0 limit. The corresponding 5D solution with trivial vector multiplets
gives the Minkowski metric in the form
ds25 = −dt2 + es1x
1 (
(dx1)2 + (dθ1)2
)
+ es2x
2 (
(dx2)2 + (dθ2)2
)
. (4.2)
This example illustrates the origin of the terminology of translational and rotational Killing
vectors: for si → 0, the Killing vector ∂θi generates a Minkowski translation while for si > 0
it generates a rotation around the fixed point of ∂θi which is at x
i → −∞. For the minimal
quantum si = 2 the space is free of conical singularities
9 while si = 2N gives a ZN orbifold
singularity in the fixed point.
From (3.77) we find the symplectic coordinates yi:
x1 =
ln(1 + s1y1)
s1
, x2 =
ln(1 + s2y2)
s2
. (4.3)
In particular, the Toda potential is
Ψ = x2 =
ln(1 + s2y2)
s2
(4.4)
which corresponds to a factorized solution (3.54) of the Toda equation (3.82) with g =
s2y2 + 1 and Φ = 0. In the Toda frame, the metric is precisely (3.131) with µ = 0.
Making the Legendre transform (3.78) we find the symplectic potential
S = (1 + s1y1) log(1 + s1y1)− s1y1
s21
+
(1 + s2y2) log(1 + s2y2)− s2y2
s22
(4.5)
which indeed satisfies the Monge-Ampe`re-type equation (3.81). From the form of the metric
in symplectic coordinates
ds25 = −dt2 +
dy21
1 + s1y1
+
dy21
1 + s1y1
+ (1 + s1y1)(dθ
1)2 + (1 + s1y1)(dθ
1)2 (4.6)
one sees that the moment polytope of flat space is
y1 ≥ − 1
s1
, y2 ≥ − 1
s2
. (4.7)
For s1 = 0, s2 = 2 we can alternatively describe the solution in terms of an axially
symmetric Gibbons Hawking base (3.110)–(3.116) where
H0 = 1, r =
√
1 + 2y2 = e
x2 , z = x1 = y1 (4.8)
and all the other quantities H˜0 = HI = HI = H0 = ω
GH are taken to be zero. As a check
one easily verifies that the relations (3.94) are indeed satisfied.
9Recall that, in case the θi is a compact coordinate, we have chosen its period to be 2pi.
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4.1.2 Two-center Taub-NUT: Eguchi-Hanson
Next, let’s consider a Gibbons-Hawking base with two centers of equal charge at a distance
2b apart and without constant term in H0 (i.e. ALE):
H0 =
P
2
√
r2 + (z − b)2 +
P
2
√
r2 + (z + b)2
(4.9)
As we will see, P the is NUT charge of the solution (or the D6-charge after dimensional
reduction along the translational direction), and for P = 1 the metric on the base is the
Eguchi-Hanson metric [49]. Since this is axially symmetric we can rewrite it in a toric form
with one rotational and one translational Killing vector. To do this we first work out the
relation between complex and symplectic coordinates using (3.106)–(3.109):
x1 = Parctanh
Py1
y2
(4.10)
x2 = ln
√
(y22 − b2P 2)(y22 − P 2y21)
Py2
(4.11)
The Toda potential can be computed from (3.103) and one finds that it is of the factorized
form (3.54) with with positive κ2 = 4/P 2:
eΦ = 2 cosh
x1
P
g = 4
(
y22
P 2
− b2
)
(4.12)
From our discussion in section 3.2.3 we know that the solution has so(3)× u(1) isometry,
which is indeed a well-known property of the Eguchi-Hanson metric. The Ka¨hler potential
is given by (3.64), which can be brought into the more standard form which makes the
so(3)× u(1) symmetry manifest by making a holomorphic coordinate transformation
u± =
1√
2
e
1
2
(w2±w1
P
) (4.13)
The Ka¨hler potential then becomes
K = bP
(√
1 +
(u+u¯+ + u−u¯−)2
b2
− arctanh
√
1 +
(u+u¯+ + u−u¯−)2
b2
)
(4.14)
We can also compute the symplectic potential from (3.103):
S = y2 ln
√
(y22 − b2P 2)(y22 − P 2y21)
y2P
− bParctanhbP
y2
+ y1Parctanh
Py1
y2
− y2
The corresponding moment polytope is the following region in R2 (see figure 1(b)):
|y2| ≥ Pb, |y2| ≥ P |y1|. (4.15)
It’s convenient to introduce prolate spheroidal coordinates:
r = b sinh ρ sin η (4.16)
z = b cosh ρ cos η (4.17)
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Figure 1. The moment polytopes for (a) flat space with s1 = 0, s2 6= 0, (b) the Eguchi-Hanson
metric, (c) the ambipolar continued Eguchi-Hanson metric, and (d) the ambipolar metric for a
Taub-NUT anti-Taub-NUT system.
in terms of which x1, y2 are
x1 = P ln cot
η
2
(4.18)
y2 = bP cosh ρ. (4.19)
The static 5D metric constructed from this 4D base is then (3.132) with s1 = 0, s2 =
2, κ2 = 4/P 2, a2 = −b2 and takes the form
ds25 = −dt2 + bP cosh ρ
(
dη2 +
1
P 2
sin2 η(dθ1)2 + dρ2 + tanh2 ρ
(
dθ2 +
1
P
cos ηdθ1
)2)
(4.20)
Note the manifest so(3) × u(1) × u(1) symmetry. For generic value of P , there will be a
conical singularity at ρ = 0, but for P = 1 we obtain the smooth Eguchi-Hanson manifold.
In the limit b→ 0, the solution reduces to the geometry near a single centered Taub-NUT
charge P , which for P = 1 is equivalent to flat spacetime.
4.1.3 The AdS2 × S3 solution
As a first example of a solution with an ambipolar base, consider the base of the previous
example upon the analytic continuation b→ ia. For P = 1 the resulting metric was already
discussed in [49] where it was called ‘type II’. The Toda potential is of the factorized
form (3.54) with with positive κ2 = 4/P 2 and
eΦ = 2 cosh
x1
P
g = 4
(
y22
P 2
+ a2
)
. (4.21)
The Ka¨hler potential is, in the variables (4.13):
K = aP
(√
(u+u¯+ + u−u¯−)2
a2
− 1− arctan
√
(u+u¯+ + u−u¯−)2
a2
− 1
)
(4.22)
which shows the so(3)×u(1) isometry discussed in section 3.2.3. The symplectic potential is
S = y2 ln
√
(y22 + a
2P 2)(y22 − P 2y21)
y2P
− aParctanaP
y2
+ y1Parctanh
Py1
y2
− y2. (4.23)
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The image of the moment map is a conical region in R2 (see figure 1(c)):
|y2| ≤ P |y1| (4.24)
This ambipolar metric is therefore characterized by a generalized moment polytope which
consists of two convex regions, the upper and lower parts of the cone, whose tips touch at
y1 = y2 = 0, where the base becomes singular.
After the change of coordinates
x1 = P ln cot
η
2
(4.25)
y2 = bP sinh ρ. (4.26)
the metric on the 4D base is manifestly ambipolar:
ds24 = aP sinh ρ
(
dη2 +
1
P 2
sin2 η(dθ1)2 + dρ2 + coth2 ρ
(
dθ2 +
1
P
cos ηdθ1
)2)
. (4.27)
The fact that the base is ambipolar means that we will have to turn on vector multiplets
to get a regular 5D solution. We take the solution of the form (3.133), where in the
present example we should take s1 = 0, s2 = 2, k
2 = 1/Q2, a2 > 0 and Φ given by (4.21).
Taking furthermore the parameters b = R = 0 in (3.133) gives ω = 0 and hence no further
constraints have to be imposed on the parameters from regularity of ω. The resulting
solution is
ds25 =
P 2
4
(
p3
6
) 2
3
[
−
(
24a cosh ρ
p3P
)2
dt2 + dρ2 + dη2 + d
(
θ1
P
)2
+d
(
θ2 − 48a
p3P 2
t
)2
+ 2 cos ηd
(
θ1
P
)
d
(
θ2 − 48a
p3P 2
t
)]
(4.28)
F I = −pI
(
24a cosh ρ
p3P
)
dt ∧ dρ, Y I =
(
6
p3
) 1
3
pI (4.29)
The metric is locally AdS2×S3 with a spinning S3 and with flux on AdS2. This solution
arises as the near-horizon limit of charged BPS black holes.
4.1.4 TN-anti-TN with flux
An important solution with ambipolar base comes from a Gibbons-Hawking metric with
two oppositely charged centers:
H0 =
P
2
√
r2 + (z + a)2
− P
2
√
r2 + (z − a)2 (4.30)
Working out the relation between complex and symplectic coordinates one finds
x1 = Parccoth
Py1
y2
(4.31)
x2 = ln
√
(y22 − a2P 2)(y22 − P 2y21)
Py2
(4.32)
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The Toda potential Ψ is of the factorized form (3.54) with negative κ2 = −4/P 2:
eΦ = 2 sinh
x1
P
, g = 4
(
a2 − y
2
2
P 2
)
(4.33)
so that we know from the discussion in section 3.2.3 that the 4D base has sl(2) × u(1)
isometry. The Kahler potential is, in the variables (4.13):
K = aP
(√
1− (u
+u¯+ − u−u¯−)2
a2
− arctanh
√
1− (u
+u¯+ − u−u¯−)2
a2
)
. (4.34)
For the symplectic potential one finds
S = y2 ln
√
(y22 − a2P 2)(y22 − P 2y21)
Py2
− aParctanhaP
y2
− Py1arctanhPy1
y2
− y2
The image of the moment map is in this case the region
|y2| ≤ aP, |y2| ≤ P |y1| (4.35)
which once again consists of two convex regions touching in the point y1 = y2 = 0 where
the base is singular, see figure 1(d).
It is once again convenient to switch to prolate spheroidal coordinates (4.17) in terms
of which
x1 = P ln coth
ρ
2
(4.36)
y2 = aP cos η (4.37)
and the ambipolar base metric is manifestly sl(2,R)× u(1) symmetric:
ds24 = −aP cos η
(
dρ2 +
1
P 2
sinh2 ρ(dθ1)2 + dη2 + tan2 η
(
dθ2 +
1
P
cosh ρdθ1
)2)
(4.38)
We can construct a regular 5D solution on this base by turning on appropriate fluxes.
Indeed, it arises from lifting a D6-anti D6 system which can be made stable only if suitable
worldvolume fluxes are turned on, providing additional repulsive forces. In the Gibbons-
Hawking form, the relevant solution is of the form (3.110)–(3.116) with harmonic func-
tions [8, 35]:
HI =
pIP
4
(
1√
r2 + (z + a)2
+
1√
r2 + (z − a)2
)
= −p
IP
2a
cos η
cosh2 ρ− cos2 η (4.39)
HI =
pIP
16
(
1√
r2 + (z + a)2
− 1√
r2 + (z − a)2
)
=
pIP
8a
cosh ρ
cosh2 ρ− cos2 η (4.40)
H0 =
p3P
96
(
1√
r2 + (z + a)2
+
1√
r2 + (z − a)2
)
−R = p
3P
48a
cos η
cosh2 ρ− cos2 η −R
(4.41)
where the parameter R is related to the asymptotic radius of the M-theory circle.
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Rewriting the solution in the Toda form using the formulas (3.120)–(3.123), one finds
that the functions K for this solution are precisely of the form (3.65) where the parameter
b = 1. It is also instructive to see how the constraint on the distance 2a between the centers
arises in both frames. In the Gibbons-Hawking frame, the constraint is (3.117) which gives
a =
p3P
24R
. (4.42)
From the point of view of the Toda frame, the same constraint follows from equation (3.137)
imposing absence of singularities in ω . From the x1 → ∞ behavior of Φ, we see that the
constant m in (3.136) is m = 1P , leading once again to (4.42).
Using (4.42) to eliminate a , we obtain the full 5D solution
ds25 =
P 2
4
(
p3
6
) 2
3
[
−
(
2dt
PR
+ (cosh ρ− 1)dθ
1
P
)2
+ dρ2
+
1
P 2
sinh2 ρ(dθ1)2 + dη2 + sin2 ηd
(
θ2 +
θ1
P
− 2t
PR
)2 ]
(4.43)
F 1 = −p
IP
2
sin ηdη ∧ d
(
θ2 +
θ1
P
− 2t
PR
)
, Y I =
(
6
p3
) 1
3
pI (4.44)
We again obtain a smooth solution for P = 1, corresponding to precisely one unit of
NUT charge at each of the centers. The first part of the metric is then global AdS3 in
rotating coordinates, written as a fibration over the hyperbolic plane. The second part is
a (nontrivially fibered) round S2 or a ‘bubble’ in the language of [28].
4.2 Solutions with toric Ka¨hler base
In the remainder of this section we will consider examples where the axidilaton is turned
on and which have a toric Ka¨hler base. Following the general discussion in section 3.3.3 we
will focus on solutions which describe the backreaction of M2- or exotic branes placed in
one of the backgrounds with hyperka¨hler base that were discussed in the previous section.
All these solutions fit within the separated toric ansatz discussed in section 3.3.4.
4.2.1 Local M2-branes in flat space
We start by studying the solutions describing the local geometry near M2- or exotic branes
in flat space following the procedure described in section 3.3.3. Consider flat space param-
eterized as in (4.2) with s1 = 2 and s2 = 0, so that the Killing vector ∂θ1 is rotational with
s1 = 2 while ∂θ2 is translational. The Killing vector ∂θ1 has a fixed locus of codimension 2 at
x1 = −∞ and, as discussed in section 3.3.3, we can backreact an M2- or exotic brane there
without spoiling the toric symmetry. The resulting solution is given by (3.131) with s1 = 2
and s2 = 0. The Toda potential is simply Ψ = y2 and transforming to complex coordinates
one finds the Ka¨hler potential K = M(x1) + (x2)22 where the function M should satisfy
M ′′ = eµ+2x
1
. (4.45)
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Figure 2. The geometry transverse to (a) an M2-brane, (b) an elliptic brane and (c) a hyperbolic
brane, illustrated as a (local) isometric embedding in R3.
The full solution is
ds25 = −dt2 + eµ(x
1)+2x1dw1dw¯1 + dw2dw¯2 (4.46)
= −dt2 + eµ(ln |u|)dudu¯+ dw2dw¯2 (4.47)
where in the second line we have switched to the local coordinate (3.124) u = ew
1
centered
on the brane position. The curvature R(2) of the transverse space and the accumulated
deficit angle δ as a function of |u| are given in terms of µ by
R(2) =
c2e−3µ(ln |u|)
|u|2 , c = p, q, r (4.48)
δ(|u|) = −piµ′(ln |u|) (4.49)
We will now discuss the resulting local geometry near each type of brane in turn.
For the M2 brane, which has parabolic monodromy τ → τ + 2piq under u → e2piiu,
we obtain
τ(u) = i (1− p lnu) ; h(u) = 0 (4.50)
ds25 = −dt2 + (1− p ln |u|) dudu¯+ dw2dw¯2. (4.51)
We see from (4.49) that there is a mild, integrable, curvature singularity at the brane
position u = 0, although there is no conical deficit there as was observed in [46, 47]. There
is a further singularity at |u| = e1/p where also τ2 vanishes and the solution breaks down.
This illustrates the fact that the solution with only a single M2-brane does not make sense
globally and other objects need to be introduced to make the solution well-behaved. We
will illustrate how to do this in the next section. The geometry of the space transverse to
the M2 brane, isometrically embedded in R3, is illustrated in figure 2(a).
For the elliptic brane, which has monodromy τ → cos 2piqτ+sin 2piq− sin 2piqτ+cos 2piq under u → e2piiu,
the local geometry is
τ(u) = i tanh(1− q lnu); h(u) = 2 ln cosh(1− q lnu) (4.52)
ds25 = −dt2 +
1
2
sinh 2(1− q ln |u|)dudu¯+ dw2dw¯2 (4.53)
One finds that such a brane produces a conical singularity with deficit angle δ(0) = 2piq at
the brane position, see figure 2(b). Once again there is a curvature singularity at |u| = e1/p
where the local solution breaks down.
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The hyperbolic brane has monodromy τ → e2pirτ and leads to the local geometry
τ = iu−ir; h = ir lnu (4.54)
ds25 = −dt2 + cos r ln |u|dudu¯+ dw2dw¯2 (4.55)
Since the solution is periodic in ln |u| it is problematic to interpret it as arising from a
single brane source at u = 0.10 It is natural to restrict |u| to a single period
e−
pi
2r ≤ |u| ≤ e pi2r ; (4.56)
since there are curvature singularities at both ends of the interval. See figure 2(c).
As an extra check we see that we indeed recover the flat metric when we let the charges
p, q, r go to zero (or equivalently, let u approach |u| = 1). We recognize in these formulas
the 5D versions of the local backreacted ‘Q-brane’ solutions in flat space of [46].
4.2.2 Global M2-brane solutions
We saw that solutions containing a single M2 or exotic brane in flat space do not make
sense globally as τ2 becomes negative in some region. This is completely analogous to what
happens for D7 brane solutions in type IIB/F theory, and in that context it is well-known
how to remedy the problem and construct solutions which do make sense globally [45].
Such solutions always contain several branes and therefore inevitably break the rotational
invariance in the transverse space [47] and are therefore no longer toric. Let us illustrate
this with a simple example, we refer to [45, 46] for more general solutions.
We describe here a simple global solution which contains an M2-brane at u = 0. Since
we would like u to run over the complex plane and τ to take values in the fundamental
region in the upper half plane, we use Klein’s modular invariant j-function to map the
fundamental region into the complex plane:
j(τ(u)) = 1 +
1
u
(4.57)
Near u = 0, this behaves as
τ ∼ 1
2pii
lnu+ regular terms (4.58)
so that we indeed have monodromy τ → τ + 1 when encircling u = 0. Near u =∞ we have
τ ∼ i. (4.59)
To obtain a modular invariant metric which is nondegenerate in u = 0, we choose the
function h as:
h = 4 ln
(
η(τ(u))u−1/24
)
. (4.60)
The metric then becomes
ds25 = −dt2 +
τ2(u)|η(τ(u))|4
|u|1/6 dudu¯+ dw
2dw¯2 (4.61)
10In type IIB/F-theory, the status of the object with hyperbolic monodromy is similarly unclear [46].
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AdS3 S
2
×
Figure 3. A brane probe at constant w1 in the AdS3×S2 background wraps the S2 and spirals
around in AdS3.
It’s easy to see that it satisfies the condition (2.31) for being supersymmetric. At large
u, there is a deficit angle of 2pi12 . This solution contains, besides the M2-brane at u = 0,
two elliptic branes at the points where τ = i and τ = e2pii/3 with charges q = 1/4 and
q = 1/6 respectively. Although rotational invariance in the u-plane is broken, one can
check that the solution indeed takes the toric form (4.51), (4.53) near the positions of the
various branes.
4.2.3 Branes in the TN-anti-TN backgound
Next we would like to study the backreaction of an M2-brane (or one of its exotic cousins)
in the TN-anti-TN background of example 4.1.4. As we discussed there, this background
is simply global AdS3 with a round S
2 fibered over it. Now consider the submanifold w1 =
constant in this background, in other words ρ = ρ0, θ
1 = θ10 in the coordinates (4.17). This
is a holomorphic surface within the hyperka¨hler base, and hence a probe M2 or exotic brane
placed at this locus will preserve supersymmetry [8]. Such a BPS brane wraps the S2 and
is static in AdS3 with respect to the time coordinate in (4.43). Nevertheless, because the
metric is not static but only stationary in these coordinates, it carries angular momentum
Jθ1 proportional to sinh
2 ρ0
2 . Indeed, in terms of standard global coordinates such a brane
spirals around at a distance ρ0 from the center of AdS3, see figure 3. Introducing the brane
breaks the SL(2,R)×SL(2,R)×SO(3) symmetry of the background down to the subgroup
U(1)×U(1)× SO(3). (4.62)
From the point of view of the 4D theory obtained by dimensionally reducing along
θ1, the M2-brane becomes a D2 brane wrapping an ellipsoidal surface with a D6 and anti-
D6 brane at its focal points, see figure 4(a). The angular momentum along θ1 becomes
D0-brane charge sourced by worldvolume flux. This brane configuration carries the same
charges as a D0-D4 black hole and was conjectured to play the role of a microstate ge-
ometry for this black hole in the black hole deconstruction proposal of [8]. An argument
from quantizing the probe worldvolume theory also suggests that these microstates are
sufficiently typical to account for the leading contribution to the black hole entropy in a
specific large charge limit [51].
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Figure 4. (a) From the 4D point of view, a brane probe at constant w1 is an ellipsoidal D2-brane
surroundig a D6 and anti-D6 brane. (b) The brane probe at the center of AdS3 is a collapsed
ellipsoidal D2-brane in 4D.
Let’s focus for simplicity on a brane inserted at the ‘center’ of AdS3, meaning at ρ0 = 0.
Within the 3D base this is the fixed locus of the Killing vector ∂θ1 , and we know from the
discussion in section 3.3.3 that the backreacted solution will still have a toric base with
Killing vectors11 ∂θ1 , ∂θ2 , so let’s attempt to find this solution. From the 4D point of view,
the brane at the center of AdS represents a collapsed ellipsoidal brane, see figure 4(b).
Since the background is a solution of the factorized form (3.133)–(3.134) with κ2 =
−4/P 2, s1 = 0, s2 = 2, a2 > 0, b = 1, it is natural to also look for the backreacted solution
within the factorized ansatz with these values of the parameters. Although we don’t have a
definite proof that the backreacted solution must remain in the factorized form, we expect
that it should since the brane leaves the SO(3) symmetry unbroken and the factorized
ansatz naturally leads to solutions with SO(3) invariance as discussed below (3.134). Under
this assumption, the solution will be of the form (3.133)–(3.134) with the aforementioned
values of the parameters and with Φ(x1) a solution of
Φ′′ +
4
P 2
eµ−2Φ = 0 (4.63)
where µ(x1) takes one of the three forms given in table 3 depending on whether the brane
is of parabolic (M2), hyperbolic or elliptic type.
4.2.4 Go¨del ×S2 and its brane interpretation
We know already one particular solution to (4.63), namely (3.130):
e2Φ =
8e3µ
3c2P 2
. (4.64)
which we argued to lead to a highly symmetric 5D solution of the form (3.133)–(3.134).
This solution is hence a first candidate for a backreacted brane in AdS3×S2. This was the
guess made in [9] where, as we shall presently review, it was also shown to have several
11Note that the choice ρ = 0 is merely convenience, since because of homogeneity any of the worldlines
ρ = ρ0, θ
1 = θ10 discussed above are the fixed locus of some Killing vector ∂θ˜1 , and inserting a brane there
will still give rise to a toric configuration with respect to ∂θ˜1 , ∂θ2 .
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problematic properties which rule it out as the backreaction of a single brane. Nevertheless
it is clear that the solution must have some interpretation in terms of branes in AdS3×S2
and we will now give such an interpretation.
Let’s first discuss the solution expected to represent an elliptic brane, where we take
eµ =
1
2
sinh 2(1− qx1). (4.65)
This is perhaps the most symmetric situation since ∂θ1 generates an elliptic isometry within
the SL(2,R) symmetry of the 3D metric, so it’s natural to first consider the case where τ has
an an elliptic monodromy as well. Plugging into (4.64) leads to a base of the form (3.126)
which is a toric Ka¨hler manifold of the ambipolar type which as far as we know has not
yet appeared in the literature. The Ka¨hler potential can be read off from (3.64:
K = aP
√1− 2e2x2+3µ
3a2q2P 2
− arctan
√
1− 2e
2x2+3µ
3a2q2P 2
 . (4.66)
Making a Legendre transformation one finds the symplectic potential
S = y2 ln
√
(a2P 2 − y22)(y21 − 9q2y22)3/2
qy32
− aParctanhaP
y2
− y1
2q
arctanh
y1
3qy2
− y2 + y1
q
The moment polytope is given by
|y2| ≤ aP, |y2| ≤ 1
3q
|y1| (4.67)
It is of the same shape as the polytope (4.35) governing the AdS3×S2 solution depicted
in figure 1(d); hence this particular polytope admits both a toric hyperka¨hler as well as a
toric Ka¨hler metric.
Switching to coordinates η, ρ
x1 =
1
q
(
1− 1
2
ln tanh
ρ
2
)
(4.68)
y2 = aP cos η (4.69)
the ambipolar metric on the 4D base is:
ds24 = −aP cos η
(
3
2
(
dρ2 + 4q2 sinh2 ρ(dθ1)2
)
+ dη2 + tan2 η
(
dθ2 + 3q cosh ρdθ1
)2)
(4.70)
We note something interesting: taking θ1 to have period 2pi as before, the 3D base has a
conical defect singularity for generic charge q, but it becomes smooth for
q =
1
2
. (4.71)
We will take the brane charge to have this value and will comment on its
interpretation below.
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Now we turn to the 5D solution (3.133)–(3.134). The parameter a is again fixed by
requiring that dω doesn’t have Dirac string singularities, or equivalently, requiring absence
of CTCs near x1 →∞. From (4.64)) we read off the asymptotic behaviour of Φ, Φ ∼ 3qx1,
so that in (3.137) we have to take m = 3q and impose the following relation between the
parameters
a =
p3qP 2
8R
. (4.72)
The full 5D solution then reads
τ = i tanh
(
1− 1
2
w1
)
= −cos
θ1
2 + ie
ρ sin θ
1
2
sin θ
1
2 − ieρ cos θ
1
2
(4.73)
ds25 =
P 2
4
(
p3
6
)2/3 [
−
(
3dt
R
+
3
2
(cosh ρ− 1)dθ1
)2
+
3
2
(
dρ2 + sinh2 ρ(dθ1)2
)
+dη2 + sin2 ηd
(
θ2 +
3
2
θ1 − 3t
R
)2]
(4.74)
F I = −p
IP
2
sin ηdη ∧ d
(
θ2 +
3
2
θ1 − 3t
R
)
, Y 1 =
(
6
p3
) 1
3
pI (4.75)
As promised in section 3.3.4, this is indeed a ‘bubbled’ solution with a nontrivial S2 sup-
ported by flux.
A first unpleasant property of the metric is that it has CTCs. Although the con-
dition (4.72) removes CTCs that would otherwise appear near ρ = 0, the full solution
develops CTCs for larger values of ρ since
gθ1θ1 ∼ sinh2
ρ
2
(5− cosh ρ) + 3 sin
2 η
2
(4.76)
Comparing the first line of (4.75) with the global AdS3 solution (4.43), we see that the
timelike fiber is stretched. In fact, timelike stretched AdS3 is the most well-known solution
with CTCs, namely the Go¨del universe [48].12 Hence our solution represents the 3D Go¨del
universe with a spinning S2 fibered over it.
Another property which makes the solution unlikely to represent the backreaction of a
single brane is that has too much symmetry: the symmetry is SL(2,R)×U(1)×SO(3) while
from the probe analysis we learned that the brane should preserve only U(1)×U(1)×SO(3).
So does this solution actually contain any elliptic branes? At a first glance one might think
that the answer is no: for q = 12 , the accumulated SL(2,Z) monodromy under θ
1 → θ1 +2pi
is -1, i.e. the center of SL(2,Z). Since τ itself doesn’t feel the center of SL(2,Z) and
has no monodromy one might be tempted to conclude that for q = 12 there is no actual
brane source present. This conclusion would be wrong however, for the same reason that
it would be in F-theory, because there are fields in the theory which do feel the center
of SL(2,Z) and have a monodromy. In the F-theory context, these fields are the NSNS
and RR two forms and the object which produces the -1 monodromy is a bound state of
12To be precise, Go¨del’s 4D solution was the product of 3D timelike stretched AdS3 with a line [52].
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an O7 plane and 4 D7 branes [53], while in the present context one can see from (2.20)
that the two-forms Φ+ and Φ− transform under the center of SL(2,Z) under which they
pick up a sign. Hence we conclude that the Go¨del×S2 solution contains a brane source
in the origin. This is not the only brane source present however since, because the Go¨del
universe is spatially homogeneous, we could have actually made the previous argument for
any point in the Go¨del universe. In particular, the solution also contains brane sources on
the boundary of the Go¨del universe, which was already observed in [9].
Hence we conclude that the Go¨del×S2 solution arises from filling AdS3×S2 with a
congruence of q = 12 elliptic branes, each of them wrapped on the S
2 and moving on a
rotating worldline as in figure 3. Indeed, it is well known that the 3D Godel universe
arises from filling AdS3 with rotating dust, and in the present supersymmetric context the
rotating dust consists of q = 12 elliptic branes. Indeed, one can show that the stress tensor
of the axidilaton is precisely that of rotating dust [9].
What if we had started, instead of (4.65), from the source µ appropriate for an M2
or hyperbolic brane? As was discussed in section 3.3.4, the solutions in these classes
IP, IH are in this case actually related by a holomorphic coordinate transformation of w1:
they simply correspond to choosing ∂θ1 to generate a parabolic or hyperbolic orbit on the
hyperbolic plane instead of an elliptic one.
We also want to point out an interesting difference between this solution and the brane
solutions in flat space of example 4.2.1. The latter were not globally consistent as τ2 became
negative in some region. This is not the case in the current example, since the locus ρ→∞
where τ2 becomes zero coincides with the boundary of the Go¨del spacetime.
4.2.5 Outlook: branes in curved backgrounds and black hole deconstruction
Having established that the Go¨del ×S2 solution does not describe the backreaction of a
single brane but rather of a distribution of brane charges, we now return to the discus-
sion of the backreacted solution of a single M2-brane in the Taub-NUT-anti-Taub-NUT
background which we initiated in section 4.2.3. This solution is expected to be of the
form (3.133)–(3.134) and is completely determined in terms of a function Φ obeying the
nonlinear ordinary differential equation
Φ′′ +
4
P 2
(1− px1)e−2Φ = 0. (4.77)
It should obey the subsidiary condition
lim
p→0
eΦ = 2 sinh
x1
P
(4.78)
which expresses that we should recover the TN-anti-TN background when we turn off the
M2 charge. The special solution (4.64) to (4.77), e2Φ = 8(1−px
1)3
3p2P 2
, which gives rise to the
Go¨del ×S2 spacetime, doesn’t satisfy the subsidiary condition as it becomes singular in
the limit p → 0. Hence if the desired solution is to be found in this class, there should
exist more general solutions to (4.77). Naively we indeed expect the general solution to the
second-order ODE (4.77) to depend on two integration constants, which have been fixed
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Figure 5. (a) From the 4D point of view, a brane probe at constant w1 in the R×Eguchi-Hanson
background comes from a D2-brane on a single sheet of a hyperboloid in the D6-D6 background.
(b) The collapsed D2 brane at w1 = −∞.
to specific values in (4.64). In support of this we show in appendix C that the solution
to (4.77) on an interval is fixed uniquely once the values of Φ at the two endpoints are
given. Another encouraging fact is that, as we saw in section (3.2.3), the generic solution
to (4.77) leads to a metric with U(1) × U(1) × SO(3) symmetry, which agrees with the
symmetries (4.62) preserved by the M2-brane probe. Unfortunately, the general solution
to (4.77) is not known analytically so that in order to make further progress we must
resort to approximate methods to construct solutions obeying (4.77) and the subsidiary
condition (4.78). We will discuss such methods and the physical properties of the resulting
solution in a forthcoming publication [12].
Let’s end by commenting on how similar methods are expected to lead to backre-
acted M2 brane solutions in the R×Eguchi-Hanson and AdS2×S3 backgrounds. In the
R×Eguchi-Hanson background discussed in example 4.1.2, we can place an M2-brane on
the holomorphic surface w1 =constant, which describes the lift to 5D of a D2 brane on a
single sheet of a hyperboloid in the presence of two D6-branes, see figure 5(a). The limiting
case w1 = −∞ is the fixed locus of ∂θ1 and inserting the brane there preserves toricity of
the base. In the IIA picture, the D2 brane is collapsed and ends on one of the D6 branes, see
figure 5(b). The backreacted solution is of the type (3.132) with s1 = 0, s2 = 2, κ
2 = −4/P 2
and with Φ(x1) a solution of
Φ′′ − 4
P 2
(1− px1)e−2Φ = 0 (4.79)
obeying the subsidiary condition
lim
p→0
eΦ = 2 cosh
x1
P
. (4.80)
The same solution to (4.79), (4.80) also serves to describe a backreacted M2 brane located
at w1 = −∞ in the AdS2×S3 background. In this case the M2 fills AdS2 while tracing out
a circle on the S3. The 5D solution is now of the form (3.133)–(3.134) with s1 = 0, s2 =
2, κ2 = 4/P 2, a2 > 0, b = R = 0.
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A Universal hypermultiplet target space
In this appendix we collect some formulae related to the universal hypermultiplet which
will be of use in the main text. We refer to [18] for more details. The target space of the
universal hypermultiplet is the 4 real-dimensional quaternionic space SU(1,2)U(2) on which we
choose real coordinates qX , X = 1, . . . 4. In terms of the complex fields S,C
S = q1 + iq2 (A.1)
C = q3 + iq4 (A.2)
the metric reads
ds2 = ψ1ψ¯1 + ψ2ψ¯2 (A.3)
with
ψ1 = eFdC (A.4)
ψ2 = e2F
(
dS
2
− C¯dC¯
)
(A.5)
F = −1
2
log
(
1
2
(S + S¯)− CC¯
)
(A.6)
The quaternionic structure J i YX , i = 1, . . . 3 is explicitly given by
J1 =
1√
q1 − q23 − q24

q4 q3 0
1
2
−q3 q4 −12 0
−4q3q4 2
(
q1 − 2q23
) −q4 −q3
−2 (q1 − 2q23) −4q3q4 q3 −q4

J2 =
1√
q1 − q23 − q24

q3 −q4 12 0
q4 q3 0
1
2
−2 (q1 − 2q24) 4q3q4 −q3 q4
−4q3q4 −2
(
q1 − 2q24
) −q4 −q3

J3 =

0 −1 0 0
1 0 0 0
4q4 4q3 0 1
−4q3 4q4 −1 0
 (A.7)
These satisfy (J1)2 = (J2)2 = (J2)2 = J1J2J3 = −1.
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The spin connection splits in SU(2)× SU(2)′ parts:
ω = − i
2
Aaσa ⊗ 1 + 1⊗Baσa,
with
A1 =
2dq4√
q1 − q23 − q24
A2 =
2dq3√
q1 − q23 − q24
A3 = −dq2 + 2q4dq3 − 2q3dq4
2
(
q1 − q23 − q24
) . (A.8)
B Solving the vector multiplet equations
In this appendix, we derive the general form of solutions to the equations (2.8)–(2.10)
determining how time is fibered over the 4D base as well the fields in the vector multiplets,
in the case that there is a Killing vector under which τ is invariant. This means we have
to solve (2.8)–(2.10) on a 4D base manifold with metric (3.21).
We can treat this system of equations as in the analysis of [22] which easily generalizes
to the case when the axion-dilaton is turned on. To solve the first equation (2.8), we start
from the ansatz
ΘI =
(
−2K0 ?3 d
(
KI
K0
))−
(B.1)
= d
(
KI
K0
(dθ2 + χ)
)
− ?3
(
dKI + τ˜2e
h˜1s2e
s2ΨK0KIdy2
)
. (B.2)
Using (3.40) and the property that, for a one-form α,
?4 (?3α) = α ∧ 1
K0
(dθ2 + χ) (B.3)
one finds that demanding that ΘI is closed is equivalent to
∇23KI = −s2e−s2Ψ∂y2
(
K0KIes2Ψ
)
(B.4)
where the subscript 3 means that the covariant derivative is taken with respect to the 3D
metric (3.22). For later use we note that closed selfdual forms can be constructed starting
from the ansatz Θ˜ =
(
2K0 ?3 dF
)+
, leading to the equation
∇23F = s2K0Fy2 (B.5)
Defining ZI = f
−1YI , he second equation (2.9) is equivalent to
∇23ZI = 2DIJK∇i3
(
KJ
K0
)
∇3i
(
KK
K0
)
. (B.6)
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Plugging in the ansatz
ZI = −2KI +DIJKK
JKK
K0
(B.7)
and using (3.18), (B.4), leads to the following equation for KI :
∇23KI = −
s2DIJK
2
e−s2Ψ∂y2
(
K0KIes2Ψ
)
(B.8)
Turning to the last equation (2.10), we decompose ξ as
ξ = ν(dθ2 + χ) +
ω
2
(B.9)
with ω a one-form on the 3D base. Contracting the equation with ∂θ2 gives the equa-
tion for ω:
?3 dω = −2νdK0 + 2K0dν −K0ZId
(
KI
K0
)
− 2s2ν(K0)2dy2. (B.10)
The remaining equations are equivalent to the integrability condition for this equation and
lead to
∇23ν =
1
2K0
∇i3
(
K0ZI∂i
(
KI
K0
))
+ s2K
0∂y2ν. (B.11)
Plugging in the ansatz
ν = −KIK
I
2K0
+DIJK
KIKJKK
6(K0)2
+
K0
2
(B.12)
leads to the following equation for K0:
∇23K0 = s2K0∂y2K0 − s2KI∂y2KI −
s22
6
DIJKK
IKJKK . (B.13)
As a check we see from (B.5) that the freedom of adding a closed selfdual part to dξ
corresponds to shifting K0 by a solution of the homogeneous equation. Putting this
all together leads to the general form of the solution (3.25)–(3.30) and the differential
equations (3.36)–(3.41).
C Boundary value problem for the deformed Liouville equation
Here we will show, following [40], that the solution of the deformed Liouville equa-
tion (3.55) with κ2 < 0 on an interval is uniquely determined by by specifying its val-
ues at the endpoints. Setting κ2 = −1, s2 = 0 by redefining µ, the deformed Liouville
equation (3.125) reads
Φ′′ + eµ−2Φ = 0 (C.1)
which we consider on some interval D of the real line. Suppose we have two solutions
Φ1,Φ2, then it follows that their difference w = Φ1 − Φ2 satisfies
w′′ = eµ−2Φ1w(e2w − 1) ≥ 0 (C.2)
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Multiplying with w and integrating we get
−
∫
D
dx(w′)2 + (ww′)|δD =
∫
D
eµ−2Φ1w(e2w − 1) ≥ 0 (C.3)
If the boundary term vanishes, i.e. if we fix either Φ or Φ′ on the boundary, we can
conclude that w = 0 and the solution is unique. When the boundary behaviour is not fixed
the solution depends on two integration constants as one would naively expect.
Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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