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Abstract
With the recent progress in sensitive cell manipulation and microfabrication tech-
niques, glycolytic oscillations in yeast have been observed at a single-cell level. It
was shown that individually, oscillating cells could entrain their phases by periodic
external perturbations. However, the mechanisms by which individual cells commu-
nicate to couple their glycolytic cycles within an heterogenic population remained
an open question. The aims of the studies presented in this thesis focused on ad-
dressing the spatio-temporal dynamics present in the transitions from uncorrelated
behaviour of individual cells, to the emergence of synchronized subpopulations and
travelling waves.
In this work, it is reported the design, simulation and fabrication of microfluidic
systems that allowed for the environmental control and experimental observation
of glycolytic synchronization between individual yeast cells. Optical tweezers (for
positioning), together with custom made microfluidic devices, were implemented to
induce glycolytic oscillations in monolayered yeast cell arrangements. The developed
di↵usion-based chambers guaranteed the quasi-static conditions required for inter-
cellular exchange of chemical mediators. Subsequent image and signal processing,
together with graph theory, served the purpose of evaluating the degree of synchrony
among individual cells and the spatio-temporal distribution of the coupling. This
study shows that synchronization communities are formed depending on the expo-
sure ratios of cyanide and glucose, and the exchanged acetaldehyde. Moreover, those
communities are also defined depending on the cell location in the monolayer. The
relative phase delays between the glycolytic oscillations from di↵erent communities
revealed the formation of glycolytic synchronization waves, which can overcome the
existing heterogeneity in the system.
The results presented in this work contribute to a further understanding on
the experimental conditions required to achieve glycolytic synchronization in yeast
for single-cell level studies. Furthermore, the spatio-temporal characterization of
the single-cell responses during cell-cell chemical interactions, explains the forma-
tion of travelling waves as a mechanism for glycolytic synchronization. These re-
sults, and the developed methodology, can be further optimized and extrapolated
to study more complicated cell systems such as the pancreatic  -cells, and the role
of metabolic synchronization in the coordinated insulin secretion from the pancreas.
Keywords: Glycolytic oscillations, yeast cells, microfluidics, synchronization waves, cell-
cell communication, communities, optical tweezers
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Chapter 1
Introduction
I ndividual cells in nature do not live in isolation, they cooperate and coordinate to as-sure survival, tissue growth, or organ functionality among others [1, 2]. Their capacity
to exchange information can be crucial to access nutrients, to respond to environmental
changes, or to defend against viruses and disease [3, 4]. The mechanisms by which in-
dividual cells communicate can vary across species and target specific cell functions i.e.
the synchronization of individual cells’ energy metabolism [2, 5]. Generally, cell synchro-
nization can occur by means of signal transduction, neural control, or the exchange of
mediating molecules [6–8]. This thesis focuses on cell-cell communication and the mech-
anisms by which individual cells transition into a collective synchronization of their en-
ergy metabolism. Specifically, this work explores how parameters such as environmental
conditions, cell-cell chemical exchange and intracellular reaction rates, influence the way
individual cells adapt to each other. The universality of certain metabolic processes e.g.
glycolysis, allows for biological models such as yeast to be broadly used to study and char-
acterize specific metabolic dynamics [9]. Yeast cells are easy to handle and fast to culture,
which makes them experimentally suitable before moving to more complicated cell types
i.e. pancreatic   cells [10].
1.1 Glycolytic Synchronization in yeast: From a
macroscopical approach, down to individual
oscillating cells.
The energy metabolism in cells has as a main task to convert available nutrient sources
such as glucose (GLC), into molecules i.e. adenosine triphosphate (ATP) that can provide
the energy required to maintain life. The cell metabolism starts with glycolysis which
takes place in the cytosol. It begins with the absorption of GLC and is followed by nine
enzymatic steps. Each molecule of GLC containing six carbon atoms, breaks down into
two pyruvate (PYR) molecules with three carbon atoms each. Through this pathway,
the net produced energy can be quantified in terms of two available ATPs. Additionally,
glycolysis produces two molecules of reduced nicotinamide adenine dinucleotide (NADH),
an intermediate metabolite that serves as an electron carrier for posterior metabolic stages
[2, 11]. NADH is of special interest in the scope of this work due to the fact that it is
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autofluorescent and serves as a marker to track the glycolytic cycle [12, 13]. If oxygen is
available, glycolysis is then followed by an oxidation process where two PYR molecules
are transported to the mitochondria in the form of acetyl-coenzyme A (CoA). During
this step, two new NADH molecules are created. Once the acetyl CoA reaches inside the
mitochondria, the citric acid cycle or Krebs cycle starts and two new ATPs and 6 NADHs
are produced per loop. The NADH produced here is consumed by the process known
as the electron transport chain [14, 15]. This process can be understood as an electron
valve that is able to produce two to three ATPs per NADH molecule, reaching a total of
approximately 20 ATPs out of a single molecule of GLC. Alternatively, under anaerobic
conditions, eukaryotic cells like yeast can force PYR into a fermentation process. Here, a
final molecule of ethanol (ETHO) is produced via acetaldehyde (ACA), an intermediate
metabolite that uses two available molecules of NADH and produce two new NAD+s. This
NAD+ isrequired upstream the metabolic chain, which results in a feedback regulation of
glycolysis [16–18].
It has been shown that when yeast cells are exposed to a mitochondrial respiration
inhibitor such as cyanide (CN ), the cellular metabolism is limited exclusively to the cy-
tosolic activity and glycolysis becomes the dominant mechanism to produce ATP [19,20].
During the 1950s and 1960s, periodic fluctuations in the NADH concentration were ob-
served when exposing intact yeast cell cultures to a solution of GLC+CN  [13, 21–24].
These phenomenon received the name of glycolytic oscillations and was reported as a syn-
chronized response in large cell cultures. Subsequent studies showed glycolytic oscillations
in cell-free extracts, where the periodicity was determined exclusively by the chemical reac-
tion rates [25–28]. The observed divergence of the time scales present in cells-free extracts
in comparison with the cell population measurements, suggested an influence of internal
biological clocks on the overall spectral parameters [16]. It was until the last decade that
glycolytic oscillations were studied in single cells i.e. yeast cells [29,30]. The possibility to
study glycolytic oscillations in reduced cell densities, allowed for the discrete observation
rather than the average responses present in stirred population samples. Newer methods
for sample preparation such as low density cell sediments [31] and alginate encapsula-
tion [32], permitted the acquisition of metabolic signals from individual cells under static
environmental conditions. By having reduced populations of yeast cells, it was possible to
characterize the degree of synchrony as a function of the cell density. With the parallel
advances in microfabrication techniques, microfluidic devices brought the possibility of
having sensitive and dynamical control on the environmental conditions surrounding iso-
lated yeast cells [30]. Thus, it was possible to perform perturbation studies to link external
entrainment with the intracellular metabolic network. By periodically alternating flows
with di↵erent concentrations of CN  or ACA, an array of isolated yeast cells incoherently
oscillating could be externally entrained [33, 34]. Synchronization studies in both, popu-
lation and single-cell level have confirmed the roll of ACA as a mediator between yeast
cells [35, 9]. ACA has a relatively fast di↵usion through the cell membrane in compari-
son to the glycolytic period. In consequence, the intercellular concentrations of ACA can
carry spectral information between the individual oscillating cells [30]. Moreover, cell-cell
feedback system that involves the intracellular phase regulating process was revealed ex-
perimentally and numerically. Figure 1.1 shows an schematic of the principal glycolytic
steps a↵ected by incoming external ACA perturbations in a single yeast cell, where the
enzyme phosphofructokinase (PFK) can be considered as the phase regulator during each
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Figure 1.1: Summarized schematic of the role of external ACA as a phase-shift agent
during the glycolytic cycle. The fast and easy transport of ACA through the cell mem-
brane allows the acceleration of the alcohol dehydrogenase reaction (ADH), causing a
fast consumption NADH and production of NAD. This stimulates the D-glyceraldehyde
3-phosphate dehydrogenase reaction (GAPDH) and in consequence, the subsequent phos-
phoglycerate kinase reaction (PGK). Therefore, the ATP concentration increases rapidly
and is available for the production of ADP via adenylate kinase (AK). This results in a
later ATP production through the pyruvate kinase reaction (PYK). The produced ATP
can be directly consumed via the glucokinase (GLK) reaction and the phosphofructokinase
(PFK) reaction. This last one (marked in red) happens significantly faster as reported
in [36], making PFK the responsible enzyme for the phase shift due to exchanged ACA.
cycle [36]. Here, response curves have shown how intercellular ACA oscillations can result
into a phase adaptation depending on where in the glycolytic cycle the cells are.
Up to present there is strong evidence from population and single-cell studies that ACA
mediates the glycolytic synchronization. However, there is still a knowledge gap between
the results obtained by single-cell analysis and the population domain. Moreover, how
incoherent oscillating cells transition due to cell-cell interactions into a synchronized state,
remained as an open question. Chapter 2 discusses the limitations of previous studies and
motivates the experimental approach presented in this thesis.
1.2 Glycolytic synchronization waves
From cell-free extracts and population studies, it was also suggested that cell-cell commu-
nication between oscillating yeast cells can generate a spatio-temporal organization of the
glycolytic oscillations [37–39]. Experimental evidence showed that under a constant sup-
ply of glucose, sustained macroscopic NADH fluorescence patterns could arise across large
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cell cultures. These reports hypothesized the existence of a significantly strong coupling
between the individual cells, and the observation of wavelengths around 10 cm indicated
that large cell subpopulations were in the same metabolic state. However, the molecular
mechanism behind these synchronization waves was not yet understood. Yeast cell-free
extracts studies reported the formation of radially travelling glycolytic waves when in-
troducing a local chemical perturbation. With the injection of fructose 2,6 bisphosphate
as the main activator of PFK, it was possible to identify a spatial regulation of the gly-
colytic oscillations [38]. Similarly, traveling glycolytic synchronization waves were reported
across cell populations immobilized in gels, with the local addition of di↵erent interme-
diate metabolites [40]. Nonetheless, ACA is the mediator agent for glycolysis between
intact cells, and the collective regulation of PFK due to ACA signals between cells re-
mained yet unexplained. More recent studies during the last decade, both theoretical and
experimental, have aimed to characterize and model glycolytic synchronization waves in
reduced yeast cells populations. The preparation of yeast cell layers in a so-called open
spatial reactor [41], permitted the observation of lateral responses when exposed to sus-
tained injections of GLC. These studies reported the influence on the wave propagation
velocity not only by the intracellular parameters but by the intercellular media. In conse-
quence, there must be a determinant coupling between the reaction-di↵usion mechanisms
in the environmental conditions, and the intracellular pathway that determines the spec-
tral parameters in the propagating waves. Numerical simulations based on core models
of glycolysis have characterized the responses of cell-layers in combination with external
substrate gradients such as the di↵usion and later absorption of GLC [42]. These simula-
tions results concluded that the cellular periodicity is strongly influenced by the location
of the specific cell within the layer. Moreover, the amplitude of the glycolytic synchro-
nization wave not necessarily follows the decrease of the extracellular GLC but is strongly
a↵ected by the intercellular coupling. However, both the experimental and the numerical
approaches to date, lack the required resolution to characterize glycolytic synchronization
waves at single-cell level. The influence of cell heterogeneity and geometrical constrains,
on the mechanisms behind the spatio-temporal evolution remains unanswered. Moreover,
numerical simulations require a more detailed approach that allows for the connection of
each individual cell’s kinetic glycolytic model, with the reaction-di↵usion dynamics present
in the extracellular media.
On the experimental side, the work behind this thesis focuses on overcoming the lim-
itations to sense individual cell responses during a collective behavior. For this purpose,
this new approach builds on the previous study that implemented microfluidics and optical
manipulation to observe single-cell glycolytic oscillations. New di↵usion-based microflu-
idic chambers were designed, simulated and fabricated to assure the required quasi-static
conditions that guarantee the cell-cell exchange of ACA while having a constant supply of
GLC. Chapters 3 explains the methodology to obtain such environmental control and cell
arrangement, and Chapter 4 elaborates on the experimental protocols followed to induce
and measure glycolytic synchronization from single-cell signals.
The numerical simulations are presented in this work to obtain a comparative analysis
between the measured cell-cell dynamics, and the collective responses using a kinetic model
for oscillating single yeast cells [18]. The simulations consider the geometrical constrictions
of the microfluidic chamber to calculate the concentration gradients of the extracellular
media. Thus, the chemical reaction-di↵usion processes present in both, the external GLC+
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CN  supply and secreted metabolites i.e. ACA and ETHO, are coupled with the intracel-
lular glycolytic reaction chain of each cell in the array. Chapter 5 shows the implemented
criteria involved in these simulations to emulate the experimental scenario, together with
a deeper exploration on the parameters that influence the spatio-temporal behavior of
glycolytic synchronization.
The data analysis constitutes an important contribution of this work. To date, gly-
colytic synchronization has been evaluated in terms of the Kuramoto order parame-
ter [43–45]. It provides a statistical comparison on the degree of synchrony among in-
dividual oscillating cells. In order to obtain a spatio-temporal description of the cell-cell
communication in a monolayered cell arrangement, graph theory is implemented for the
first time to characterize cell-cell glycolytic coupling. Synchronization communities can
be identified from optimization of the modularity, a measure of how well a network can
be divided in subgroups based on the interconnection strengths [46–48]. In addition, this
work proposes a novel way to characterize glycolytic waves by combining graph theory
with delayed cross correlations of the single-cell signals. Chapter 6 describes the way ex-
perimental and simulated data is treated to describe the spatial distribution and evolution
of glycolytic synchronization across the mesoscopic cell array.
6 Introduction
Chapter 2
Motivation and Aims
S ince the first studies on glycolytic oscillations in yeast, an important motivation wasdriven by the possibility of understanding energy metabolism as a cell-cell communi-
cation mechanism. These studies have aimed to start with simple cell models like yeast
cells to more complicated systems [49,50]. In human pancreatic islets, the pulsatile insulin
secretion has been related to the degree of glycolytic synchronization between individual
cells [8, 10, 51–53]. The understanding of the mechanisms involving cell-cell coupling pro-
vides a new approach to explain diseases such as type II diabetes, where abnormal insulin
secretion suggests a lack of synchrony between metabolic states in   cells. Population
studies have shown that cell populations oscillate in phase [7], but single-cell studies have
demonstrated that isolated cells can also show individual glycolytic oscillations [29, 33].
Moreover, it has been observed that dense cell layers can display spatio-temporal pat-
terns of metabolite concentrations in the process of synchronization [39, 41]. The current
available advances in single-cell studies with sensitive cell handling techniques such as
microfluidics and optical manipulation [9, 30], opened the possibility to track individual
cell responses to environmental perturbations. With the possibility to externally entrain
individual oscillating cells, new questions arose which are addressed in this thesis:
• Is it possible to induce and observe glycolytic synchronization at an intermediate
domain between population and single-cell scales?
This aim focuses on the experimental conditions required to sense cell-cell syn-
chronization in a mesoscopic array of cells. The previous microfluidic approach
implemented for single-cell oscillations relies on a flow-based manipulation of the
environmental conditions. Thus, the secretions from the isolated cells are washed
away and it is not possible to induce cell-cell communication. This thesis work fo-
cuses on the design of a microfluidic platform that fulfill three main objectives: 1)
Obtain a monolayer arrangement of the yeast cells. The idea of having 2D configu-
ration limits the cell-cell interactions only to lateral coupling in a single plane. This
provide a cell-cell observation in comparison to previous studies on macroscopic cell
layers. 2) Create a geometrical constraint for the di↵usion of external substrates such
as GLC and CN  , where the exposure of cells to a given concentration is linked to
their location within the di↵usion gradients. 3) Guarantee mechanical quasi-static
conditions in order to permit the cellular exchange of mediating molecules i.e. ACA.
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This aim is addressed in Paper I and Paper II.
• How incoherent individual cells transition to a synchronized population? What are
the parameters determining the emergence of synchronized subpopulations?
This aim focuses on studying the single-cell interactions with the media and with
neighboring cells. Previous studies have shown single cell-cell synchronization as
a function of cell density. However, the spatial distribution of the synchronization
states has not yet been reported at this reduced scale. The influence of the external
stress concentration on the spatial distribution of cell-cell synchronization is inves-
tigated in this work experimentally and with the numerical simulations. This aim
is addressed in Paper II and Paper III.
• Are glycolytic synchronization waves observable at a mesoscopic scale? How the cell
heterogeneity present at single-cell level a↵ects the robustness of phase propagation?
This aims focuses on the spatio-temporal characterization of glycolytic synchro-
nization. The concentration gradient in the injected substrate suggests a relative
delay in the triggering of the glycolytic oscillations. With the cell heterogeneity
present in the array in terms of, age, size and enzymatic concentrations among oth-
ers, whether the initial relative phase delay overcomes the initial individual phases,
amplitudes and natural frequencies, constitutes the target of this part of the study.
The propagation of glycolytic synchronization waves are strongly linked to the ex-
tracellular di↵usion. Hence, the e↵ect of local concentrations over the wavefront
profiles is also investigated. This aim is addressed in Paper II and Paper III.
The universality of glycolysis among species constitutes a great motivation to answer
these questions. The understanding of the mentioned aims can set the basis for further ex-
periments involving relevant cell types in medicine such as the above mentioned pancreatic
 -cells and cancer tumor cells.
Chapter 3
Methods
E  cient control of the environmental conditions together with sensitive cell handlingis required for inducing glycolytic oscillations in both single cells and compact 2D
arrangements. To achieve this, custom-made microfluidic devices were designed and fab-
ricated. An optical trapping configuration was coupled with the microfluidic system to
manipulate single cells and position them based on the surroundings and intercellular dis-
tance requirements. Images were acquired using transmission and fluorescence microscopy
to detect the concentration fluctuations of NADH. This section describes the main prin-
ciples and considerations behind optical and microfluidic manipulation required for cell
handling during the experiments. The fabrication of microfluidic devices in Paper I
and Paper II , follow a well established protocol that required posterior optimisation
depending on the specific conditions. The major part of this section is extracted from
the reported methods present in the previously defended licentiate thesis [54]. Additional
material corresponds to new procedures implemented in the later studies.
3.1 Optical trapping for cell placement
Given the experimental conditions where individual cells are suspended in a closed mi-
crofluidic system, a contact-free manipulation tool is suitable for contactless handling of
individual cells inside the device. In single-cell studies and cell-cell interaction experi-
ments, intercellular distance constitutes a crucial parameter when controlling the required
exchange of metabolites between cells. Single cells can be trapped, moved, and fixed in
specific locations that correspond to required surrounding conditions. A single-trap optical
tweezers consists of a laser beam focused on a sample using a high numerical aperture (NA)
objective lens [55]. Due to light-matter interactions, resulting forces can trap suspended
dielectric microparticles [56].
Depending on the size of the particle, the trapping forces can be described in two
domains. The most generalized case is the analysis of a spherical particle. If r ⌧  , where
  is the incident wavelength and r is the particle’s radius, the distinction between the
components of refraction, reflection and di↵raction can be neglected taking into account
that the perturbation of an incident wavefront is minimal (the Rayleigh regime). In this
domain, the resulting force can be divided into two components: A scattering force, which
is the result of an isotropic re-emission of an incident beam, and a gradient force that
9
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a b
Figure 3.1: Rayleigh regime for a) slightly focused and b) tightly focused beam. In
both cases the scattering and gradient force components give a resulting force. Only for
b) it results into a trapping force.
considers a dielectric particle as a dipole experiencing an electromagnetic field, and which
is directed towards the region of maximum intensity (see figure 3.1). For the regime where
r    , ray optics approximation is suitable and the behavior of the light field obeys to the
Fresnel conditions in each of the particle-surroundings interfaces [57]. These interactions
result in a transmitted momentum from the photons to the particle, which is proportional
to the light intensity [55,58,56]. When the rays pass through a dielectric, spherical particle
with a refractive index n greater than its surrounding medium, they experience refraction
and reflection. The force component for this case can be understood as the scattering
force previously mentioned. The particle can also be described as a microscopic lens that
a b c
Figure 3.2: Resulting forces in the ray optics regime. a) shows the resulting force
towards the region of highest intensity, b) and c) show the net forces that result into
trapping.
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focuses the light field. This focusing e↵ect in addition to the momentum variation, causes
the particle to move to the region of highest light intensity, analogue to the gradient
force in the dipole case (see figure 3.2). If the trapped particle radius is in the order of
the wavelength, a combined regime known as the Lorentz-Mie regime describes the forces
involved when trapping particles of various sizes with a Gaussian beam [55,58,56].
Photodamage and thermal alterations need to be considered in terms of the wave-
length, power, and trapping time of the designed tweezers when handling living cells. The
far-infrared window has been proven to be the most suitable spectral range for optical ma-
nipulation of living samples due to the relative weak absorption by water and intracellular
chromophores [59,60]. In the experiments for Paper I, cells were trapped for less than 5 s
using a 1070 nm laser with an output power of 240 mW. These settings have been proven
to maintain cell viability after a trapping time of 10 minutes [61].
3.2 Microfluidic systems
To experimentally address single-cell responses, it is crucial to have control over the en-
vironmental, chemical and mechanical activities. If each individual cell is considered as a
transfer function, the provided input is considered to be the media in which it is suspended,
and any changes in the environmental conditions will have an impact on the measurable
feedback. The microfluidic domain o↵ers the possibility to work with laminar flows that as-
sure parallel velocity trajectories to the surfaces the fluid is bound with [62,63]. In contrast
to the turbulent flows present in macroscopical systems where inertial forces dominate,
laminar conditions permit the prediction of parabolic velocity profiles as a result of the
capillary and viscous forces involved. The fluids in this work are considered as Newtonian
and incompressible, hence, the density and viscosity are independent of the pressure and
flow velocity respectively [64, 65]. A relation that illustrates the influence of the inertial
and viscous forces on the fluid velocity, u, for this case is the Navier-Stokes equation.
⇢
✓
 u
 t
+ u ·ru
◆
=  rp+ ⌘r2u+ f (3.1)
where f stands for the body-force forces such as gravity, ⇢ is the fluid density, p represents
the pressure and ⌘ is the dynamic viscosity. The first and second term on the right side
of eq. 3.1 describe the pressure and viscous forces, respectively. The left side corresponds
to the inertial components, where the first term can be neglected for the stationary case.
When designing microfluidic devices, a reliable procedure to guarantee that the resulting
flows fulfil laminar conditions is the calculation of the Reynolds number. It is defined as
the ratio between the inertial and the viscous forces:
Re =
✓
⇢
u20
L
◆
✓
⌘ u0L2
◆ = ⇢u0L
⌘
, (3.2)
where L corresponds to the particular length scale and u0 is the velocity going through
the device cross section. The length scale can be obtained from hydraulic diameter, Dh,
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and in the case of a fully filled rectangular channel with dimensions a and b, it can be
defined as
L = Dh =
2ab
a+ b
. (3.3)
Flows are considered to be laminar for Reynold numbers below 2300. The inertial forces
above this number start to induce turbulence [66]. For the particular devices implemented
in this thesis, the Reynold numbers are four orders of magnitude below this threshold,
guaranteeing well defined laminar flows.
Together with the flow conditions of the liquids surrounding the cells, concentration
distributions and di↵usion are crucial when studying and controlling the interactions of
individual cells with the media and among each other. The flux of particles, J, from a
higher to a lower concentration, c, can be estimated by the Fick’s law of di↵usion [67] :
J =  Drc, (3.4)
where D is the di↵usion coe cient. On the other hand, convection is the process by which
particle transport is due to flow, and this flux can be expressed as cu. In order to cover
the complete mechanisms, the combination of the convective flux and the Fick’s law in
the continuity equation yields
 c
 t
=  r · ( Drc+ cu). (3.5)
Analogously to the Reynolds number, one can determine whether the dominant particle
transport mechanism is convection or di↵usion by calculating the Pe´clet number:
Pe =
u0Dh
D
. (3.6)
If Pe < 1, the particle transport rate is higher by di↵usion [68]. This is the case for the
devices reported in Paper I and Paper II that describe the implementation of di↵usion
chambers aimed to achieve quasi-static conditions.
3.3 Microfabrication of microfluidic devices
With the scaling-down of technology and the possibility of understanding the physical and
biological phenomena taking place at the micron and sub-micron level, micro-fabrication
techniques have become a determinant tool for scientific studies. Photolithography, in
combination with soft lithography, has become a powerful technique for microfluidics de-
velopment. By radiating with a plane UV light source, a light-sensitive material can be
patterned using a high-resolution mask, and with additional chemical treatment, micro-
and nanoscopic features can be obtained [69]. This process can be performed multiple
times in order to obtain the desired number of features and layers. Polydimethylsilox-
ane (PDMS) is a well-known biocompatible polymer that can be molded with micron
resolution, and due to its transparency, it can be used for optical imaging and manipula-
tion [70, 71]. Figure 3.3 summarizes the procedure by which microfluidic chambers were
fabricated for the studies in this work.
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UV Lamp
Mask
Photoresist
Silicon wafer
Photoresist developing PDMS molding
Plasma bonding
PDMS
Glass slide
Figure 3.3: Summarized procedure for PDMS microfluidic chips. In a mask aligner,
the UV lamp imprint on the photoresist the transmitted pattern from the chrome mask.
After chemical development, the master is ready for PDMS molding. Finally, the obtained
replica is cleaned, punched and plasma bonded to a cover glass.
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Chapter 4
Experimental Procedures
4.1 Design and numerical optimization of the mi-
crofluidic chambers
T he experimental procedures implemented in Paper I and Paper II required thecustomized design of microfluidic systems prior to fabrication. In this way, it was
possible to guarantee the required sensitive handling of single cells and the precise control
on the environmental conditions. The microscopic geometric features of the devices were
designed using the computer-assisted drawing (CAD) software AutoCAD (Autodesk Inc.,
CA USA). To predict and optimize the experimental conditions such as the flow rates and
di↵usion of chemical species, the designs were simulated using the finite element based
software COMSOL Multiphysics (COMSOL Inc., Burlington, MA, USA). Incompressible
and Newtonian liquids were selected together with the “Convection-Di↵usion module”
to fulfill the considerations mentioned in the previous section. No-slip boundary condi-
tions were defined for every wall limiting the system and no body forces were taken into
account. The numerical interpolation was calculated using the COMSOL “Extra fine”
Physics controlled mesh on the real scaled CAD designs. The boundaries corresponding
to the inlets were defined with the required flow rate and the outlets’ pressure was adjusted
to 0 Pa. Flow velocities were calculated under stationary conditions and the results were
implemented in eq. 3.5 to obtain the time-dependent concentration distributions. The
transport of chemical species was tested using the di↵usion of CN  due to its higher value
of the di↵usion coe cient (20.7x10 10 m2/s) in comparison with GLC (6.7x10 10 m2/s).
4.1.1 Di↵usion chamber for optical tweezers-assisted posi-
tioning
As a first approach to study possible intercellular interactions, a microfluidic device was
designed and simulated for the experiments reported in Paper I. The aim was to trans-
late the cell configuration used in previous 3-inlet microfluidic chamber experiments [9]
to an environment that allows the reabsorption of secreted metabolites by neighboring
cells in an array. This approach requires di↵usion as the dominant mechanism for chem-
ical transport. Thus, it is possible to replace the external perturbations achieved using
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Figure 4.1: Working principle and simulations of the di↵usion chamber, designed for
cell positioning with optical tweezers. In a) The cells and stress solution inlets are dis-
played, and a zoom in the di↵usion chamber shows the working principle during the cell
arrangement step. Cells are optically trapped when passing the top opening in the dif-
fusion channels, and placed in a rectangular array. The second step was simulated to
evaluate the b) velocities and the c) time dependent concentration distribution during the
stress injection. The velocity field showed a quasi-static behavior inside the cell chamber
and the KCN concentration increased from right to left and achieved a total coverage of
the injected molarity in less than 5 seconds.
the 3-inlet microfluidic chamber, with the intercellular interactions required for cell-cell
synchronization. As shown in Figure 4.1a, the device has two 50 µm wide inlets for cell
injection and GLC+CN  stress solution, respectively. A 74 µm diameter circular chamber
surrounded by 5 µm apertures was designed to observe cell responses when stressed by
di↵usion in a quasi-static environment. Analogously to the 3-inlet system, the flow-rates
were adjusted for the cell arrangement and the later stress exposure. These two processes
can be performed using the same channel for the two consecutive steps. First, initial input
flow-rates of 50 and 0 nL/min were adjusted for the cell solution and GLC+CN  inlets,
respectively, to trap individual cells and place them inside the di↵usion chamber through
the top opening. Secondly, the input flows were changed to 0 and 30 nL/min for the
cell solution and GLC+CN  inlets, respectively. As previously mentioned, concentration
distributions were calculated with the di↵usion coe cient of CN .
The height of the device was fixed to 15 µm based on the required balance between
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having a more compact environment to reduce the di↵using away of cells’ ACA secretions,
and the minimum spacing for the optical manipulation of suspended cells. The velocity
field simulations showed mechanical flow around the circular chamber and quasi-static
conditions in the region were the cells are arranged. The calculated time-dependent con-
centration distribution shows full coverage of the di↵usion chamber after 5 s. Simulations
were performed for 20 mM CN  input concentration (see Figure 4.2c).
4.1.2 Di↵usion chambers in the “5-in-1” device for synchro-
nization studies
In Paper II, a new microfluidic chamber was designed to study glycolytic synchroniza-
tion due to cell-cell communication. The device was intended to obtain a monolayer of
compactly arranged cells. Therefore, it was necessary to reduce the height of the previ-
ous di↵usion chamber to the average diameter of a single cell: 5 µm. With this spacing
between the top and bottom surfaces of the device, optical tweezers were no longer an
option for the cells’ arrangement. A new inlet was added for loading the cells directly
into the di↵usion chamber, and the complete region was surrounded with 2 µm di↵usion
apertures. In contrast to the previous rectangular cell arrangements, cells should occupy
the enclosed region showing radial symmetry. A cylindrical pillar was placed in the center
of the circular chamber to assure good aspect ratio and have a constant height in the
complete region. Therefore, this pillar helps with the homogeneous distribution of cells
during the loading. Figure 4.3a shows a schematic of the working principle of the di↵usion
chamber.
Velocity field simulations were performed with an input flow rate of 25 nL/min. As
in previous device simulations, there is a flow circulating around the cell chamber while
having quasi-static conditions in the center of the device. To study the e↵ect of the di↵erent
concentration ratios between GLC and CN  on synchronization, the device contained five
di↵erent chambers for simultaneous experiments with 8, 12, 16, 20 and 24 mM input CN 
concentrations (as described in the results section in Paper II). The simulations for the
di↵erent CN  input molarities showed the same rates with scaled concentration values.
This means that the full coverage with the input CN  concentration was reached at the
same time in all of the cases. The di↵usion simulation in Figure 4.2c corresponds to
the 20 mM CN  input concentration. Compared to the simulations displayed in Figure
4.1c, di↵usion through the 2 µm apertures resulted in a more homogeneous concentration
distribution inside the cell region.
4.2 PDMS microfluidic chambers
The two devices implemented in the studies reported in this thesis were fabricated using
the same main steps (see Figure 3.3) and equipment. However, parameters were optimized
for each of the designs depending on the height of the channels and the required features
resolution. The UV exposures were performed using a MA-6 mask aligner (Suss MicroTec,
Germany) using an intensity of 6 mW/cm2, with broadband emission comprising wave-
lengths of 365 nm (i-line), 405 nm (h-line), and 436 nm (g-line). The negative epoxy SU8
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Figure 4.2: Design and microfluidic simulations for the di↵usion chambers in the 5-in-1
device. In a), the configuration of the device is zoomed in to illustrate the cell loading
principle and stress injection for each chamber. b) Flow velocities calculations assured
the required quasi-static conditions inside the di↵usion chamber and in c) time dependent
concentration distributions showed the di↵usion-based transport of the 20mM of KCN into
the cells region. 2 µm di↵usion channels induced a homogeneous and more symmetrical
concentration variation in comparison with the previous design.
photoresists were implemented in the fabrication of the masters, which are photosensitive
to the i-line.
Di↵usion chamber for optical tweezers-assisted positioning: The channels’ height
was required to be 15 µm in this case. For this purpose, SU8 2015 photoresist (MicroChem
Corp., Newton, MA, USA) was spin-coated at 3500 rpm on a 3-inch silicon wafer <1,0,0>.
Subsequently, the coated wafer was soft-baked at 65  C and 95  C for 2 and 3 minutes
respectively. Taking into account that 5 µm is in the resolution limit of plastic masks, a
chrome mask was implemented during the UV exposure step, and the mask aligner was
adjusted in “Lo-vac” mode (low vacuum conditions) for 8 seconds of exposure. These
parameters were optimized from the SU8 data sheets due to the sensitivity of the process.
The post-exposure bake (PEB) times that showed the best performance were 3 and 6
minutes at 65  C and 95  C respectively, before the final development in mr-Dev 600
(MicroChem, Germany)..
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The molding procedure was based on the procedures, as reported earlier [71,72]. The
PDMS was mixed with a crosslinker (Sylgard 184 Silicone Elastomer Kit, Dow Corning
Corp. Sene↵e, Belgium) in a 15:1 ratio and placed in a vacuum desiccator (Z119016, Sigma
Aldrich, Germany) for approximately 30 minutes, until no bubbles that could result in
obstacles in the channels could be observed. The homogenous mixture was then poured
into a fixed cast surrounding the device features on the master. The system was placed
in the oven at 90  C for 3 hours and then punched for posterior tubbing. After carefully
cleaning the peeled PDMS solid replica with IPA and ETOH, it was plasma cleaned in a
PDC-32G; 115/230V (Harrick Plasma, Ithaca, NY, USA) together with a glass cover slip
for 40 s. The PDMS and the cover slip were then put together in a covalent bond due to
the generated oxygen plasma. An additional baking of one hour was performed before the
device was ready for experiments.
“5-in-1” device for synchronization studies: The fabrication of this system required
a channel height of 5 µm. Hence, a 4-inch wafer was spin-coated with SU8 3005, which can
give features of approximately 4 µm high. The photoresist was centrifuged on the wafer
at 3700 rpm, followed by a soft bake of 3 and 4 minutes at 65  C and 95  C, respectively.
The parameters adjusted in the mask aligner were the same as for the di↵usion chamber
for optical tweezers. PDMS molding was performed following the exact same procedure
as for the 15 µm device.
In order to test the functioning of the fabricated microfluidic devices implemented in
Paper I and Paper II, the respective chambers’ di↵usion was tested with uranine 10
µM . Both devices were loaded with cells as in a normal experiment. As seen in Fig. 4.3,
the di↵usion of the dyes takes place over di↵erent time scales due to the di↵erences in the
di↵usion channels and due to the chamber in Fig. 4.3b being compactly loaded with cells.
4.3 Cell preparation and environmental control
The yeast cell strain used for the experiments was the X2180 Saccharomyces cerevisiae,
following the procedure established earlier [73, 74]. Isolated colonies were cultured at
30  C and suspended in yeast nitrogen base (YNB) under semi-aerobic conditions. The
cells were grown in a rotary incubator until the available GLC in the media was depleted.
Glucose test sticks were used to periodically measure the GLC levels and observe when the
solution became exhausted, meaning that the cells have achieved the diauxic shift. After
the test sticks showed GLC levels under 0.1%, cells were placed back in the incubator for
an additional 15 minutes in order to assure total GLC consumption. The cells were washed
twice in potassium phosphate-bu↵ered saline (PBS) and re-suspended in new PBS. The
cells were starved in the rotary shaker for 3 h, washed again in PBS and stored at 4  C
for 15 minutes before the experiments.
The intercellular interactions studied in Paper I required optical tweezers for cell
positioning. This microfluidic device was pretreated with Concanavalin A (ConA), a
carbohydrate-binding protein to fix the cells to the glass after placing them with the optical
tweezers. This procedure was performed 30 minutes before running the experiments. The
injection of the cells into the devices and the inflow control on the di↵erent stress solutions
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Figure 4.3: Fluoresceine testing of the di↵usion chambers. The chambers implemented
in a) Paper I and b) Paper II where loaded with cells as in the correspondent experi-
ments and the di↵usion was tested using the same initial conditions as in the numerical
simulations. The di↵erence in the coverage rate can be explained by the di↵erence in the
boundaries of the cell region.
in all of the experiments, was achieved with high precision multi-syringe pumps (CMA
400, CMA Microdialysis).
4.4 Optical manipulation and imaging
In order to obtain the cell arrays required for the studies performed in Paper I, the IR
fiber laser was coupled to a 100x and 1.33 N.A. oil immersion objective mounted in an
inverted microscope (DMI 6000B, Leica Microsystems). The XYZ displacement of the
trap was controlled with a customized OpenLab R  automation that allowed to set the
trapping and positioning zones, path and number of cells in the array as well as their
separation distance.
A well-known method to track glycolytic oscillations, is the acquisition of NADH aut-
ofluorescence [2]. Figure 4.4 shows the excitation and emission bands for NADH, showing
a peak of excitation in the UV range. To achieve excitation and be able to detect the emit-
ted fluorescence, a DAPI filter cube (excitation filter 350/54 nm and emission filter 415/64;
49000-ET-DAPI, Chroma) was mounted in the inverted microscope mentioned previously
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Figure 4.4: Excitation and emission spectra for NADH autofluorescence. The excitation
band shows a maximum at 340 nm and the emisission at 460 nm, however, the emission
when using a DAPI filter is still very weak and a high sensitive EM-CCD is required for
the acquisition. Copyright (2000) National Academy of Sciences, USA.
for optical trapping. In this way, the filtered illumination of a mercury lamp (EL6000;
Leica Microsystems) excited the NADH molecules in the cells and the fluorescence was con-
focally collected with an EM-CCD camera (C9100-12; Hamamatsu Photonics, Shizuoka,
Japan). Figure 4.5 shows a schematic of the complete optical setup.
Excitation time and power are crucial parameters to take into account when dealing
with biological samples. High powers or prolonged exposures can result in alterations of
the fluorescent molecules known as photobleaching [75,76]. The excitation power from the
lamp was adjusted to 15 W for all the experiments, and the exposure time was 400 ms.
An OpenLab routine was used for the exposure and sampling of the NADH responses.
For the synchronization studies in Paper I and Paper II, simultaneous excitation and
acquisition of fluorescence images were performed every 2 seconds. Taking into account
that the typical frequencies in glycolytic oscillations are around 0.015 to 0.033 Hz, the
sampling frequency obeys the Nyquist optimal sampling rate [77]. For the experiments
with the “5-in-1” device images were acquired moving through all the chambers in the
device, in a closed circular loop as part of the automation routine, guaranteed the same
distance and time for all the imaging positions.
4.5 Numerical simulations for cell-cell communi-
cation
Paper II, it is implemented a comparative analysis between the experimental observations
and the behavior predicted by the implementation of the biological model for single-cell
yeast glycolysis [18]. For this purpose, an array of 210 circular geometries were introduced
in the COMSOL simulations previously mentioned for the “5-in-1” di↵usion chambers.
22 Experimental Procedures
1
2
3
4
5
6
9
10
11
87
12 13
14
15
16
17
18
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2. Condenser lens.
3. Automatized stage
4. Objective lens
5. Dichroic mirror.
6. Filter cube.
7. Hg lamp.
8. Collector lens.
9. Tube lens.
10. IR Blocking filter.
11. EM-CCD camera.
12, 13, 15, 16.  Beam expansion lenses.
14. Plane mirror.
17. Shutter.
18. 1070 nm fiber laser.
Figure 4.5: Schematic of the optical system. Transmission images in real time using the
halogen lamp, are used as feedback for the cell positioning stage with the optical tweezers
or when loading the di↵usion chambers. Fluorescence images are obtained by exciting the
sample and collecting the emission through the same objective lens.
Each of these circles emulate a single yeast cell, with the boundary conditions determined
by the di↵usion coe cients of the cell membranes (see Methods section in Paper II).
Additionally, A set of ordinary di↵erential equations (ODEs), present in the kinetic model
for the single-cell yeast glycolytic cycle, were assigned to calculate all the reactions taking
place inside all the cell domains. In this way, the intracellular network is coupled with
the extracellular conditions to simulate the interaction of individual cells with each other
and with the controlled environment. In order to bring the simulations closer to the ex-
perimental conditions, cell heterogeneity was included in terms of cell size and the initial
phase of the oscillations. For this purpose, randomized cell diameters were assigned to
emulate yeast cell sizes at di↵erent ages. Internal parameters such as initial concentra-
tions of intermediate metabolites were adjusted to obtain 10 di↵erent initial phase values
scattered across the cell array. For this study, no additional parameters were modified
from the original model.
For the synchronization simulations addressed in Paper III, the study of the glycolytic
phase adaptation in relation to the intracellular reaction chain, required further character-
ization of the model parameters. Introducing additional cell heterogeneity in terms of the
enzymatic concentrations rates that translate into di↵erent frequency values, allowed the
evaluation of the synchronization mechanism robustness. Two scattered subpopulations
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Figure 4.6: Architectures for cell-cell communication COMSOL simulations. In order
to emulate the interactions between individual cells and with the environment, A total of
210 circular geometries where defined as the yeast cells, where each of them was assigned
with an individual reaction chain corresponding to glycolysis. The cells were costrained
in microfluidic environments where the di↵usion and reaction rates aimed for describing
the real conditions. (a) The device implemented in the experiments reported in Paper
II was replicated to compare the synchronization communities and description of the
synchronization waves. In (b) A new geometry is shown for the study reported in Paper
III, where a theoretical characterization of the single-cell responses did not require inlets or
outlets in the device. This design aimed to obtain radially symmetric di↵usion gradients,
therefore the outer boundary was defined as a concentration inlet and the inner circle as an
open boundary for GLC, ACA, ETOH and CN . Here also the two scattered populations
with di↵erent VmG3PDH values are displayed in blue and grey respectively.
were assigned with di↵erent values of the parameter VmG3PDH that corresponds to the
concentration of the enzyme glycerol 3-phosphate dehydrogenase. The reaction rate given
by this enzyme has shown to have the greatest influence in the frequency of the glycolytic
oscillation [78], making it a suitable parameter to obtain subpopulations with di↵erent
frequency values (see Figure 4.6). For all the simulations, probes for ACA, GLC, CN 
and ETOH were introduced to measure their concentrations for every time step, taking
into account that these molecules interact both inside each cell and extracellularly.
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Chapter 5
Data Analysis
I mages acquired from the experiments were processed and analyzed to obtain time seriescoming from individual yeast cells. Periodic autofluorescence behavior was studied both
in the time and frequency domains. The characterization of oscillatory parameters such
as frequency and phase can give insight into the biological processes, chemical concentra-
tions, and mechanisms involved in the metabolic responses. The raw data was processed
focusing on the relevant spectral components to evaluate the oscillatory behavior due to
glycolysis and avoid misleading trends. Moreover, in Paper I and Paper II, images were
filtered to avoid noise and other artifacts. For each of the specific environmental and cell
conditions, glycolytic synchronization was evaluated via cross-correlations and the stan-
dardized Kuramoto order parameter. Network analysis, together with graph theory, was
implemented to characterize and visualize phase propagation and the spatial distribution
of synchrony reported in Paper II. The data obtained from the numerical simulations was
analyzed using the same methods as the experimental data to evaluate synchronization.
In addition to the NADH signals obtained experimentally, the simulations provided time
series for all the intermediate metabolites involved in the glycolytic pathway. The focus
was centered on the spatio-temporal behaviour of the NADH, ACA and ETOH single-cell
signals. The simulated single-cell metabolite signals obtained in Paper III, were treated
to characterize synchronization waves based on the cells’ position in the new geometric
boundaries. The data analysis for the experimental data was also presented in the previous
licentiate thesis [54].
5.1 Image processing
The processing of the acquired fluorescence image stacks was performed using a combina-
tion of the functions and toolboxes o↵ered by the softwares ImageJ (https://imagej.nih.gov/
ij/) and MATLAB R . When sensing weak fluorescence, it is necessary to adjust the cam-
era settings such as the sensor gain and the exposure time in order to detect low-intensity
signals. Images acquired with additional gain, amplify not only the expected signal but
also the noise given by the background or the electronics. Long exposure times can give
misleading information if the sample is not well fixed or the light source is not stable. The
Kalman filter or Kalman prediction/correction algorithm is a powerfull tool to remove
high gain noise from time-dependent stacks of images [79,80]. By setting the initial values
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(from 0 to 1) of the filter gain, G, and noise variance estimate, V , one can adjust the
sensitivity to momentary fluctuations and an estimated noise variance respectively. As
a first step, V will be used as the error seed, E k , that will be updated iteratively. In a
similar way, the first image, Ik, will be used as the prediction seed I
 
k . For every image,
the Kalman gain Kk is calculated as
Kk =
E k
E k + V
(5.1)
and used to correct the next image and variance estimate. Hence, if Kk increases, it means
that the measurements are accurate enough and the image update depends mostly on the
measurements. On the other hand, when Kk decreases, the correction will depend mostly
on the predictions as can be appreciated in
Ik = GIk + (1 G)Mk +Kk(Mk   I k ), (5.2)
where Mk is the measure performed for each image and for the variance estimate
Ek = E
 
k (1 Kk). (5.3)
The prediction will be given by
I k+1 = Ik ; E
 
k+1 = Ek (5.4)
and the values will be updated by
I k = I
 
k+1 ; E
 
k = E
 
k+1 (5.5)
The Kalman filter was applied to all the raw images included in Paper I and II.
The images acquired from the “5-in-1” device were taken by moving the sample stage
of the microscope to the positions of each chamber every 2 s (as mentioned in section 4.4).
After every complete loop, the stage returned to the first location. However, the images
showed slight misalignments that needed to be adjusted before setting a mask to follow
each cell through the complete stack. For this purpose, a stabilizer function based on the
Lucas-Kanade algorithm was implemented [81]. It aligns each of the images, I(x), with
a constantly updated template, T (x), by finding the optimal warp, W (x:p), where x is
a vector containing the pixel coordinates and p is a vector with the warping parameters.
For the 2D images, only translation of the pixels was implemented giving
W(x:p) =

x+ p1
y + p2
 
. (5.6)
The main goal of the algorithm is to minimize the sum of squared error between the
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warped images and the template
⌃x[I(W (x:p+ p)  T (x))]2. (5.7)
p starts from a seed value and updates iteratively as p  p +  p until the two images
converge. The template also updates for every image using
T = a ⇤ T0 + (1  a)I. (5.8)
Where T0 is the old template and a is the template update coe cient with values from 0
to 1. It is initially adjusted to determine how much the new template depends on on the
old one.
5.2 Intercellular analysis
For the studies reported in Paper I and Paper II. Oval regions of interest (ROI) were
defined around each cell as a mask for the complete stack of images. The mean intensity
value corresponding to the individual cells for each frame was used to obtain the times
series. An additional ROI was placed in a background region where no fluorescent activity
took place to obtain a background signal. After extracting the time series, the background
signal was subtracted from each cell’s measured responses. The next step was to eliminate
absolute intensity changes that di↵er from the periodicity range due to glycolytic oscilla-
tions. For this purpose, a running average was calculated using an average window of 55
samples and substracted from the original time series.
5.2.1 Order parameter
In order to evaluate the degree of synchrony based on a comparative analysis within
the complete cell array presented in Paper II, it was necessary to evaluate the phase
relations between di↵erent individual cells in the study. The Kuramoto model can provide
a description of the coupling between oscillating cells using the order parameter defined
as
r(t) =
     1N ⌃Nn=1e i n(t)
    , (5.9)
Where N corresponds to the total number of cells in the chamber and  n is the instant
phase for each individual yeast cell in the array. Here, r is a normalized coe cient that
quantifies the degree of synchrony from 0 to 1 depending on the number of coupled os-
cillating cells at each time point [43–45]. The instant phases of the glycolytic oscillation
were obtained by calculating the Hilbert transform, which o↵ers the possibility of dealing
with real signals in the complex plane as
z(t) = zR(t) + jzi(t) = x(t) + jH x(t). (5.10)
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Where x(t) is the real signal in the complex form z(t). In this way, the instant phase can
be calculated as follows:
 (t) = arctan

zi(t)
zR(t)
 
. (5.11)
In Paper II, the order parameter is implemented to evaluate the time-dependent degree
of synchronization between the individual cells in the array. Due to the global comparisonn
based solely on the instantaneous phases, the spatial distribution of synchronization and
possible phase relations required the additional signal treatment presented in the following
subsection.
5.2.2 Synchronization communities
Due to each cell location and geometry constrains of the di↵usion chambers in Paper II,
the exposure to local environmental conditions revealed subpopulation couplings and spa-
tial distribution of synchronization. Therefore, a method based on graph theory [46, 47]
was implemented to identify and visualize these synchronized cell clusters. Individual os-
cillating cells were considered to be the nodes of a network where the connections were
weighted based on Pearson cross-correlations at zero delay. Communities of cells were
identified by implementing the Louvain modularity method [48]. The modularity de-
scribes how precise a network can be divided into communities. For this purpose, the
density of connections within a community is calculated and then compares it with the
density in a random network where the same number of connections are used. In this way,
the Louvain method calculates the variations in modularity by initially assigning each
cell to a di↵erent community and later moving a cell i to a neighbor community C. The
variation in modularity M is calculated by
 M =

⌃in + 2ki,in
2W
 
✓
⌃tot + ki
2W
◆2 
 

⌃in
2W
 
✓
⌃tot
2W
◆2
 
✓
ki
2W
◆2 
, (5.12)
⌃in is the sum of the weights inside C, ⌃tot is the sum of all the weights of connections
coming to cells in C, ki is the sum of the connection weights coming to cell i, ki,in is the
sum of the weights for connections going from the cell i to the cells inside C and W is the
sum of the weights in the complete network links. This process runs iteratively until no
positive  M can be obtained further. Figure 5.1 shows a correlation matrix with all of
the oscillating cells inside a di↵usion chamber for the case of 12 mM CN  exposure and
the reorganization into synchronization communities in an adjacency matrix. With the
assigned cell indices to each community, the spatial distribution of highly synchronized
subpopulation was mapped for each of the CN  exposures in Paper II.
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Figure 5.1: Symmetrical correlation matrices for experimental single-cell signals in a mi-
crofluidic chamber. a) 203 cells are organized by their index and weighted by a normalized
cross-correlation. b) The cells are rearranged based on the communities’ identification,
using the Louvain modularity method with a Pearson correlation coe cient threshold of
0.7.
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Delayed cross-correlations were calculated in order to find possible phase propagations
or dependences inside the chamber. For this purpose, signals were correlated with shifts
from -20 s to 20 s. In Figure 5.2 the Pearson coe cient is used to map the correlation
levels between one yeast cell and the rest of the cells present in the chamber. In this way,
high correlation levels in a specific delay suggest a phase relation and a possible wave
propagation. In Paper II this same process was performed for a complete community
previously calculated at zero delay to observe possible phase relations between communi-
ties. As it is shown in this paper, the spatial distribution of the communities elucidated
the synchronization wavefront shape and the delayed correlations showed how they prop-
agated. For this case, the mean value of the cross-correlations between the cells inside the
community and the rest was mapped (See Figure 4 in Paper II).
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Figure 5.2: Delayed cross-correlations between cell #51 in the array and the rest of
the cells present in the chamber. The mapping was performed based on the Pearson
correlation coe cient. The evolution depending on the delay shows a phase propagation
towards the bottom part of the chamber that suggests an influence from the di↵usion of
the GLC+CN  stress and the secreted ACA.
5.2.3 Robustness analysis of the glycolytic synchronization
waves
Paper III presents a deeper study on how synchronization waves can overcome the het-
erogeneity present in terms of the oscillatory frequency from each cell. For this purpose,
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Figure 5.3: Simulated circular chamber with concentric subpopulation regions. To
characterize the radial propagation of the synchronization waves, concentric ring-shaped
regions were implemented to average the individual cell responses. The influence of the
heterogeneity given by cells subpopulations oscillating with di↵erent natural frequencies
on the synchronization wave, was studied by comparing its spatio-temporal evolution for
each of the ring-shaped regions.
the results from the numerical simulations introducing a circular geometry and cell sub-
populations with di↵erent natural frequencies were analyzed. Figure 5.3 shows the cells
in the new geometry consisting of a radially symmetric chamber. The cell array was di-
vided in concentric rings to average the local cell responses and observe the influence of
individual signals on the wavefront. In Paper III ten ring contours were implemented.
However, Figure 5.3 shows a case for only four concentric regions for a clearer display.
The time series for the ACA, NADH and ETOH simulated concentrations were an-
alyzed in three separated intervals out of the 20 min observation to characterize time-
dependent frequency changes. Figure 5.4 shows the control example for the simulated
NADH signals, where cells with the same natural frequency are analyzed. Here, each color
corresponds to a ring-shaped region where the relative delays confirm the radial propaga-
tion of the synchronization wave. The dominant frequency components are extracted for
each interval using the Fourier transform to observe its time dependent evolution due to
cell-cell coupling. In Paper III, this analysis was performed for the di↵erent configura-
tions of frequency heterogeneity, and for the ACA waves as the chemical mediator between
the individual cells.
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Figure 5.4: Time-dependent analysis of wave propagation through the concentric regions
in the simulated symmetric cell chamber. The average NADH concentration fluctuations
for each region are plotted were the shaded area correspond to the standard deviations.
In the plots on the left side of the panel, the time evolution of the delays between the
ring-shaped regions is shown for the three di↵erent intervals (a-c). The plots on the right
side of the panel show the extracted dominant frequencies for each of the averaged regions.
In this way, it is possible to observe any tendency of frequency stabilization among the cell
regions. Paper III presents the case for ACA waves as the chemical mediator between
the individual cells.
Chapter 6
Results and Discussion
6.1 Paper I: Design, fabrication and implementa-
tion of a di↵usion chamber coupled with op-
tical tweezers for glycolytic synchronization
studies
A new microfluidic device was designed as a transition from previous experiments that
focused on glycolytic oscillations at a single-cell level, to the scope of intercellular commu-
nication between individual cells. This system aimed to provide a di↵usion-based transport
of chemical species in order to guarantee cell-cell interactions by the exchange of ACA as
the suggested chemical mediator. Paper I presents a microfluidic chamber that consists
of a “U-shaped” flow-channel that surrounds a circular region, to which is connected by
di↵usion apertures. This configuration assured the reach of chemical inputs towards the
center, minimizing convection in the area where cells are located. Optical tweezers were
implemented similarly to previous experiments in flow-based chambers [9, 30], where in-
dividual yeast cells were captured and fixed in a controlled array prior to GLC and CN 
exposure. However, in this device, the cells were exposed to the stress solution under
quasi-static conditions.
The hydrodynamic simulations’ and fluoresceine experiments’ results shown in Paper
I proved di↵usion transport of chemical species to be the dominant mechanism for stress-
ing the cell array positioned inside the chamber. The microfluidic chamber was obtained
with the required specifications using photolithography together with PDMS molding, and
provided the conditions for the experimental procedure. The yeast cells were trapped,
transported, and placed in a 4x4 rectangular array where the cells were exposed to GLC
and CN . As can be seen in Figure 4 of Paper I, the single-cell NADH signals pre-
sented weak and non-sustained oscillations with spontaneous and synchronized amplitude
bursts. As mentioned in previous studies [9,30], glycolytic oscillations in starved cells start
with a glucose burst depending on concentration variations. However, in this experiment,
these NADH peaks appeared isolated. These results suggest that cell-cell coupling can
take place via ACA exchange by di↵usion. Nonetheless, this microfluidic device required
further optimization to guarantee sensitive control on the concentration gradients, and a
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cellular arrangement that prevents secreted ACA to be di↵used away. Additionally, future
experimental investigation on the metabolic e↵ects of having di↵erent ratios of GLC and
CN  in a quasi-static environment, can lead to the characterization of single-cell responses
and cell-cell interactions as a function of the environmental conditions. This is addressed
in the study presented in Paper II.
6.2 Paper II: Intercellular communication induces
glycolytic synchronization waves between in-
dividually oscillating cells
Paper II proposed and implemented a methodology to characterize cell-cell interactions
at a single-cell level. With a multichamber microfluidic chip, a compact monolayered ar-
ray of cells was positioned to obtain a quasi-radial symmetry in environmental conditions
minimizing free-media space. By using 2 µm apertures, di↵usion coverage was optimized
in comparison with the device reported in Paper I, and by reducing the chamber height to
5 µm the interaction between individual cells was restricted to lateral chemical exchange.
Hydrodynamic simulations together with fluorescine experiments confirmed the chemi-
cal concentration distributions under quasi-static conditions. The “5-in-1” configuration
allowed the simultaneous injection of cells from the same colony and the automatized
measures of NADH fluorescence cell responses at di↵erent GLC and CN  stress ratios.
The time series were extracted from each cell present in the arrays and revealed sustained
NADH oscillations when stressing the arrays of yeast cells by di↵usion.
In contrast with population glycolytic synchronization studies, entrainment of individ-
ual neighboring yeast cells due to cell-cell interaction was measured for the first time in a
microfluidic device. The calculation of the Kuramoto order parameter using the instanta-
neous phases confirmed the existence of di↵erent synchronized subpopulations distributed
in the cell array. Paper II reports the implementation of graph theory to study and
visualize the spatio-temporal distribution of synchronization across individual cells. To
do this, the oscillating cells were considered as nodes of a network where the connections
were weighted by the Pearson cross-correlation between their NADH signals. By imple-
menting the Louvain method, variations in modularity served the purpose of identifying
cell clusters or communities that could be grouped based on their synchronization, and
mapped to visualize their spatial distribution.
The formation of synchronized communities was compared for the di↵erent GLC and
CN  ratios present in the “5-in-1” device. The results elucidated a spatio-temporal de-
pendence of glycolytic synchronization as a function of the CN  concentration gradients.
Delayed cross-correlations showed relative delays between the NADH signals coming from
cells in di↵erent locations, which provided a consistent evidence of intercellular glycolytic
synchronization waves. Moreover, the propagation of these waves overcome the natural
heterogeneity given by individual intracellular rates and extracellular local concentra-
tions. The experimental results were compared with numerical simulations based on the
experimental conditions of the experiments, and implemented a detailed kinetic model
of glycolysis for individual yeast cells. Therefore, these results showed the link between
the extracellular di↵usion and reaction, with the intracellular glycolytic pathway of the
6.3 Paper III: Cell heterogeneneity a↵ects the formation of glycolytic
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individual cells that resulted into synchronization waves.
The results from this study show good agreement with population experiments and core
models on glycolytic synchronization waves, and bring one step further the understanding
of the e↵ect of heterogeneity on collective responses. Therefore, these findings can provide
insight onto the role of glycolytic synchronization in other biological processes at single-cell
level, such as the pulsatile insulin secretion from   cells the in pancreatic islets.
6.3 Paper III: Cell heterogeneneity a↵ects the for-
mation of glycolytic synchronization waves in
yeast
This paper presents a set of numerical simulations to characterize the robustness of the
glycolytic synchronization waves. In Paper II, there was experimental evidence that
glycolytic synchronization waves overcome the high heterogeneity present in such a reduced
population. However, the simulations presented to test the capacity of the biological
model to explain synchronization lacked heterogeneity in terms of enzymatic rates in
individual cells. Thus, the influence of frequency heterogeneity was not included. In order
to characterize the glycolytic synchronization waves as a function of heterogeneity, the
microfluidic chamber was modified aiming for a radially symmetric distribution of the
concentration gradients. In this way, it was possible to average the cell responses over
concentric loops in the cell chamber and describe the travelling waves for each radial
distance. The frequency changes in the single-cell glycolytic oscillations were achieved by
modifying the VmG3PDH parameter in the kinetic model. This parameter corresponds
to the enzymatic rate of glyceraldehyde 3-phosphate dehydrogenase, which has shown to
have the strongest influence on the glycolytic natural frequency [78].
In Paper III two scattered subpopulations of the cell array were assigned with dif-
ferent values of VmG3PDH, and the relative deviation of these values were implemented
to characterize how the propagation of the synchronization waves was a↵ected. The cell
heterogeneity was quantified in terms of the standard deviation of the ACA concentrations
for each of the averaged distances, and was plotted as a function of time. The results pre-
sented in this paper showed that depending on the ratio between the frequencies present
in the subpopulations, sustained waves or periodic trains of pulses, propagate across the
chamber. From the biological point of view, this suggests that there must be a threshold
value for heterogeneity were cell can maintain synchronicity, where at ratios where the
pulse trains are too far apart, the cell-cell coupling would lead to a steady state.
This study requires further investigation in order to bring a general description on
how the spatio-temporal dynamics are a↵ected by realistic heterogeneities. Moreover,
it requires to expand the spatial characterization of the herogeneity to di↵erent type of
cell distributions in the chamber, going from small scattered clusters with anomalous
frequencies, to well-limited regions. In this way, one could characterize how glycolytic
synchronization is disrupted in similar real configurations such as the pancreatic islets.
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Chapter 7
Conclusions and Outlook
I n this work, glycolytic oscillations, and subsequent synchronization were experimentallyinduced in yeast cells. By designing, fabricating and implementing custom microfluidic
chambers, sensitive environmental control and cell handling was achieved, where cell-cell
interactions were characterized from single-cell responses. The parameters involved in the
experimental procedures, such as stress concentration ratios and di↵usion gradients, were
optimized to observe glycolytic synchronization waves and subpopulation entrainment.
Graph theory provided a novel tool to analyze the spatio-temporal distribution of the
single-cell responses, allowing to extract information about the collective behavior. The
identification of synchronization communities and the calculation of delayed correlations
provided insight on how individually oscillating cells transition to coupled states. The
numerical simulations presented in this thesis permitted the integration of the kinetic
model for glycolysis previously developed for individual yeast cells, with the environmental
conditions involved in cell-cell communication. As a result, the experimental observations
were corroborated from a theoretical perspective.
The results presented in this thesis are in accordance with previous studies at a popu-
lation level, where glycolytic synchronization waves were observed as a result of di↵usion-
based cell-cell communication. Furthermore, the single-cell approach implemented to
study a collective behavior contributes to the understanding of heterogeneity in coor-
dinated biological processes. For example,  -cells, which are required to synchronize a
pulsatile insulin secretion in the pancreatic islets.
As future prospects of this work, experimental optimization of the microfluidic de-
vices can bring the possibility to test synchronization in mammalian cells. Moreover, the
methodology developed here could be extrapolated to study  -cells and move towards a
first approach of a pancreas-on-chip. Similarly, the numerical simulations can integrate
the coupled pathways involved in insulin secretion to obtain a detailed pancreatic synchro-
nization model, able to describe islets under healthy conditions, and to simulate abnormal
behaviour related to metabolic diseases such as Type II diabetes.
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