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It is widely expected that the realization of scale invariance in the critical regime implies conformal
invariance for a large class of systems. This is known to be true if there exist no integrated operator
which transforms like a vector under rotations and which has scaling dimension −1. In this article
we give exact expressions for the critical exponents of some of these vector operators. In particular,
we show that one operator has scaling dimension exactly 3 in any space dimension. This operator
turns out be the leading operator (i.e. the operator with the smallest scaling dimension) in d = 4.
The nonrenormalization of this scaling dimension results from the fact that the associated operator
is redundant. We explain why, contrarily to the common wisdom, it is important to deal with such
operators in the present context.
I. INTRODUCTION
The vicinity of a second order transition is remarkable
because the long-distance properties are invariant un-
der dilatations, even though the underlying microscopic
model involves some typical scales, such as a lattice spac-
ing or a typical inter-particle distance. This emergent
symmetry under dilatation is best described in the frame-
work of the renormalization group. To each microscopic
model one can associate an effective action Sk which de-
scribes the dynamics of the coarse-grained model, where
the short-distance degrees of freedom (as compared to
the length scale k−1) have been integrated out. Scale in-
variance shows up in this framework as a fixed point of
the renormalization-group flow.
Soon in the ’70s it was conjectured that other emergent
symmetries may occur in the critical regime. In fact, it
may be that the whole conformal group is realized [1,
2]. This was proven to be true in bidimensional systems
under quite general conditions [3] but the situation is
more intricate in the case of d > 2. The issue of the
validity of conformal invariance above two dimensions
became of the utmost importance in the last few years
given the success of the conformal bootstrap program in
the Ising universality class [4–7].
In Ref [8], Polchinski showed that a model with trans-
lation, rotation and scale invariance also presents confor-
mal invariance if there exists no virial current. A sim-
ilar sufficient condition was derived in a different set-
ting [9], with slightly different prerequisites. In partic-
ular, Polchinski’s sufficient condition requires the exis-
tence of a local energy-momentum tensor which is not
always granted, as for example, in the long-range Ising
model. The sufficient condition proposed in [9] does not
require the existence of a local energy-momentum tensor
and therefore generalizes, for example, to the case of mild
long-range interactions.
In a nutshell, the derivation of the sufficient condition
goes as follows [9]. We can write the Ward identity as-
sociated with conformal invariance in such a way that if
conformal invariance is present, the right-hand side of the
Ward identity vanishes. If conformal invariance is not re-
alised, the right-hand-side, that we call Σµ is nontrivial.
Now, it can be proven that Σµ is an eigenoperator of the
renormalization-group flow, in the sense that
∂t(Γ
⋆ + ǫµΣµ) ∝ ǫµΣµ +O(ǫµǫν)
where t is the renormalization-group time and Γ⋆ repre-
sents the fixed point of the renormalization group. More-
over, Σµ fulfills the following properties:
• it transforms as a vector under space rotations,
• it is invariant under translations,
• it is a scalar under the internal symmetries of the
problem (e.g. symmetric under φ → −φ in the
Ising universality class),
• it has scaling dimension −1.
These sufficient conditions indicate a path to prove
that conformal invariance is indeed realized in the critical
domain of a particular system. We need to find a bound
on the scaling dimensions of the vector operators with the
properties described above. One strategy followed in [9]
for the Ising universality class, on which we concentrate
from now on, consists in using Griffiths and Lebowitz
inequalities on correlation functions [10–12] in order to
prove that any integrated vector operator invariant under
Z2 symmetry has scaling dimension greater than −1.
2Another strategy consists in computing explicitly the
lowest scaling dimension of such vector operators. Sev-
eral attempts have been performed in this direction dur-
ing the last few years. In [13], a Monte-Carlo simulation
was performed with the aim of determining the scaling
dimension of the vector operator
∫
d3xφ∂µφ(∂νφ)
2 ap-
propriately discretized on a 3d lattice. The result quoted
for the scaling dimension of the integrated vector opera-
tor is 3± 1. Since the discretized operator considered in
[13] is quite generic, it is natural to believe that it cou-
ples to the operator of lowest scaling dimension. Under
this assumption, and invoking the aforementioned suffi-
cient condition, this result strongly indicates that con-
formal invariance is present in the critical regime of the
d = 3 Ising model. From the analytic side, a 1-loop
calculation [9] performed in d = 4 − ǫ shows that the
integrated vector operator of lowest scaling dimension is
O34 =
∫
ddxφ3∂µ∆φ where ∆ is the Laplacian. This op-
erator turns out to be the same (up to integration by
parts) as the one employed in the 3d case in Ref. [13].
It has dimension 3 +O(ǫ2) (i.e., the correction linear in
ǫ vanishes). These two results indicate that the small-
est scaling dimension of an integrated vector operator is
close to 3 in all dimensions.
In Sect. II, we show that the scaling dimension of the
integrated vector operator studied previously is actually
exactly 3 in any dimension. This eliminates the uncer-
tainties coming from the numerical simulation in [13] and,
accordingly, under the same assumptions made in that
reference that scale invariance implies conformal invari-
ance.
As explained below, we can track back the fact that
the scaling dimension of this operator can be computed
exactly to the fact that it is a redundant operator. Such
operators, first discussed by Wegner in [17], are often
discarded for several reasons. First, they lead to corre-
lation functions which are short-ranged, which, at first
sight, make them of little physical interest per se. For
such operators, it is not possible to define a scaling di-
mension by studying the long-distance behavior of the
correlation functions. We stress that it is nonetheless
possible to define a scaling dimension by a stability anal-
ysis of the renormalization-group flow around the fixed
point. Second, Wegner argued that the scaling dimen-
sions of such operators actually change when nonlin-
ear renormalization-group transformations are used. We
show nevertheless that, in the context of testing whether
conformal invariance is present in the critical regime, it
is actually fundamental to deal with such redundant op-
erators. We argue in Sect III that proving that there
exists no vector operator with the properties listed in
the introduction, up to possible redundant operators is
not sufficient for studying whether conformal invariance
is valid or not. Instead, we show that it is fundamental
to have control on the redundant operators too.
II. NONRENORMALIZATION THEOREM
We consider a description of the Ising universality class
in terms of continuous fields. We can choose the Hamil-
tonian (or action) to be of the Ginzburg-Landau type:
S[φ] =
∫
x
[
1
2
(∇φ)2 +
1
2
rΛφ
2 +
uΛ
4!
φ4
]
, (1)
where
∫
x =
∫
ddx. We consider the model with an appro-
priate ultraviolet regulator at some scale Λ. In Eq. (1),
the subscript Λ indicates that the coupling constants are
defined at the microscopic scale Λ. Following Polchinski
and Wetterich [14, 15], we add a quadratic regulator to
the theory:
∆Sk[φ] =
1
2
∫
x,y
φ(x)Rk(|x− y|)φ(y) (2)
which regularizes the theory in the infrared. The prop-
erties of the regulating function are more conveniently
discussed in Fourier space. The so-called regulating func-
tion Rk(q) is chosen to approach zero exponentially fast
for q ≫ k and to saturate at a value which scales as
k2−η when q ≪ k. This ensures that the fluctuations of
the long-distance modes (i.e. whose typical length scale
are greater than k−1) are effectively suppressed while the
short-distance ones are kept unchanged. In what con-
cerns the ultraviolet, we can regularize the theory either
by modifying the regulating function Rk(q) [16] or by
considering the model on a hypercubic lattice with lattice
spacing π/Λ at the price of introducing a discretization
of the field derivatives.
Following Wilson, a convenient strategy for determin-
ing the scaling dimension of an operator consists in study-
ing the evolution of the corresponding coupling under the
renormalization-group flow in the vicinity of the fixed
point. To this end, we add to the action a part which
couples to a vector operator:
SV[φ] =
∫
x
aµΛ
3!
φ3∂µ∆φ =
∫
x
aµΛ
4
(∂νφ)
2∂µ(φ
2). (3)
where the last equality is obtained by integration by
parts. The second expression corresponds to the form
considered in [13]. 1 Moreover, it has been proved to
be the most relevant integrated vector operator invariant
under Z2 symmetry near d = 4 [9]. Baring coincidences
(or superselection rules) we expect this operator to cou-
ple to all Z2 symmetric vector operators, in particular to
the most relevant one.
The critical Ising model is invariant under (space) rota-
tions from which we conclude that, at the Wilson-Fisher
fixed point, the dimensionless, renormalized, counterpart
1 We stress that our proof relies only on integrated operators so
that the two expressions are equally valid.
3of aµ vanishes. Moreover, since we are only interested in
the scaling dimension of the vector operator around the
Wilson-Fisher fixed point, we concentrate on infinitesi-
mally small aµΛ.
The regularized partition function in presence of a
source J(x) then reads:
eWk[J,a
µ
Λ
] =
∫
Dφe−S−SV−∆Sk+
∫
x
Jφ (4)
We now perform an infinitesimal transformation of the
integration variable: φ → φ − aµΛ/uΛ∂µ∆φ in the path
integral. It is readily found that the quadratic pieces
in the action, including the regulating term ∆Sk, are
invariant under this transformation. The variation of the
quartic part of the action is found to compensate exactly
SV. We thus find that
Wk[J, a
µ
Λ] = Wk[J +
aµΛ
uΛ
∂µ∆J, 0] +O(a
µ
Λa
ν
Λ) (5)
We now introduce the scale dependent effective action as
the (modified) Legendre transform [15]:
Γk[φ, a
µ
Λ] = −Wk[J, a
µ
Λ] +
∫
x
Jφ−∆Sk[φ] (6)
and check easily that
Γk[φ, a
µ
Λ] = Γk[φ+ a
µ
Λ∂µ∆φ, 0] +O(a
µ
Λa
ν
Λ). (7)
This last equation states that the evolution of the ef-
fective action with an infinitesimal aµΛ is related to the
effective action at vanishing aµΛ, up to a modification of
the field.
This property can be used in the following way. Defin-
ing the running coupling constants uk and a
µ
k as the pref-
actors of, respectively,
∫
x
1
4!φ
4 and
∫
x
1
3!φ
3∂µ∆φ in Γk,
we obtain that aµk/uk is constant along the flow. To ob-
tain the scaling dimension of the vector operator, we in-
troduce dimensionless, renormalized quantities (denoted
with tilde) as
x˜ = kx (8)
φ˜(x˜) = k−(d−2)/2Z
1/2
k φ(x), (9)
where Zk scales as k
−η at the Wilson-Fisher fixed point
with η the anomalous dimension. The renormalized cou-
pling constants are thus:
u˜k = k
d−4Z−2k uk (10)
a˜µk = k
d−1Z−2k a
µ
k . (11)
At the critical point, u˜ flows to a fixed point value u⋆.
Consequently, when k → 0,
a˜µk ∼ a
µ
Λ
u⋆
uΛ
k3 (12)
which shows that the scaling dimension of aµ is exactly 3.
The proof given above relies strongly on the particular
microscopic action given in Eq. (1). This gives interesting
non-universal information on the flow of the coupling aµk ,
but confers a preeminent role to the peculiar form of the
Hamiltonian. To overcome this issue, we now present an
alternative proof of the same result. To this end, we first
recall the exact Wetterich flow equation [15] for the effec-
tive average action, expressed in terms of dimensionless,
renormalized, fields:
∂tΓk[φ˜] =
∫
x˜
δΓk
δφ˜(x˜)
(x˜ρ∂x˜ρ + dφ) φ˜(x˜)
+
1
2
∫
x˜y˜
∂tR˜(x˜− y˜)P˜k(x˜, y˜)
(13)
where Rk(x) = Zkk
d+2R˜(kx), dφ = (d − 2 + η)/2,
t = log(k/Λ) and P˜k is the dimensionless, renormalized,
propagator:
∫
y˜
P˜k(x˜, y˜)
[
δ2Γk
δφ˜(y˜)δφ˜(z˜)
+ R˜(y˜ − z˜)
]
= δ(x˜− z˜) (14)
We now identify an exact eigenvector of the linearized
flow. To this end, we add to the Wilson-Fisher fixed-
point effective action Γ⋆ a small perturbation
Γk = Γ⋆ + r˜µ(t)
∫
x˜
δΓ⋆
δφ˜(x˜)
∂˜µ∆˜φ˜(x˜) (15)
and we compute the flow of this functional at linear order
in r˜µ.
∂tr˜µ(t)
∫
x˜
δΓ⋆
δφ˜(x˜)
∂˜µ∆˜φ˜(x˜) = r˜µ(t)
∫
x˜y˜
δ
δφ˜(y˜)
[
δΓ⋆
δφ˜(x˜)
∂˜µ∆˜φ˜(x˜)
]
(y˜ρ∂y˜ρ + dφ) φ˜(y˜)
−
1
2
r˜µ(t)
∫
x˜y˜z˜v˜w˜
∂tR˜(x˜− y˜)P˜⋆(y˜, z˜)Γ
(3)
⋆ (z˜, v˜, w˜)P˜⋆(w˜, x˜)∂˜µ∆˜φ˜(v˜)
(16)
On the other hand, if we derive the fixed point equation with respect to φ˜(x˜), multiply by ∂˜µ∆˜φ˜(x˜) and integrate
4over x˜, we get
0 =
∫
x˜y˜
∂˜µ∆˜φ˜(x˜)
δ
δφ˜(x˜)
[
δΓ⋆
δφ˜(y˜)
(y˜ρ∂y˜ρ + dφ) φ˜(y˜)
]
−
1
2
∫
x˜y˜z˜v˜w˜
∂tR˜(x˜− y˜)P˜⋆(y˜, z˜)Γ
(3)
⋆ (z˜, v˜, w˜)P˜⋆(w˜, x˜)∂˜µ∆˜φ˜(v˜) (17)
Combining the two equations, we obtain:
∂tr˜µ(t)
∫
x˜
δΓ⋆
δφ˜(x˜)
∂˜µ∆˜φ˜(x˜) =
r˜µ(t)
∫
x˜
δΓ⋆
δφ˜(x˜)
[
∂˜µ∆˜, x˜
ρ∂x˜ρ
]
φ˜(x˜)
(18)
The commutator is easily evaluated to be equal to 3∂˜µ∆˜.
From this we deduce that the small perturbation intro-
duced in Eq. (15) is an exact eigenoperator of the flow
around the fixed point, with eigenvalue 3. This is consis-
tent with the result found in the one-loop calculation of
[9], that we reproduce in the appendix A for complete-
ness. It is also consistent with the Monte-Carlo simula-
tion performed in d = 3 [13].
We can generalize the previous result in different ways.
First, we can change the power of the Laplacian in
Eq. (15) from unity to a positive integer n. The main
change appears at the level of Eq. (18), where the com-
mutator is now [∂˜µ∆˜
n, x˜ρ∂x˜ρ ] = (2n + 1)∂˜µ∆˜
n. This
implies that the associated eigenvector has dimension
2n + 1. As a check of this result, we have considered
the vector eigenoperators compatible with the Z2 sym-
metry whose scaling dimensions are 5 in d = 4 and we
have computed their first correction in ǫ = 4 − d. There
are four (independent) such operators: one (O36) with 6
powers of the field and 3 derivatives and three (O54,i with
i ∈ {1, 2, 3}) with 4 powers of the field and 5 derivatives.
A one-loop calculation shows that O36 has scaling dimen-
sion 5− 5ǫ/3+O(ǫ2). The eigenvectors O54,i have dimen-
sions 5 +O(ǫ2), 5− 4ǫ/9 +O(ǫ2) and 5 − 2ǫ/3 +O(ǫ2).
The eigenoperator with scaling dimension 5 + O(ǫ2) is
found to be
∫
x˜
φ˜3∂˜µ∆˜
2φ˜, in agreement with the general
result mentioned above. Other relations can be obtained
if we consider in Eq. (15) an odd number of derivatives,
with Lorentz indices not necessarily contracted together.
The present result also generalizes to the long-range
Ising model, where the interaction between spins is not
limited to nearest neighbors but decay as a power-law:
H = −
∑
i,j
J(i − j)SiSj (19)
where J(i − j) ∼ |i − j|−d−σ and σ is the exponent
characterizing the decrease of the interactions. When
0 < σ < 2 − η, the model still has an extensive free-
energy but belongs to a different universality class than
the local Ising model. The Ginzburg-Landau Hamilto-
nian is identical to the one given in Eq. (1) except that
the quadratic part is now, in Fourier space,∫
ddq
(2π)d
φ(−q)qσφ(q). (20)
It is easy to verify that all the present analysis still ap-
plies to this case. We have checked that the one-loop
calculation around the upper critical dimension dc = 2σ
gives that the most relevant integrated vector operator
has scaling dimension 3+O(ǫ2). This result is important
because it justifies the use and the surprising success of
the conformal bootstrap program in this model [18].
We can also generalize the result to other internal
groups. For O(N) theories, an exact eigenoperator can
be found by adding a common O(N) index on both the
functional derivative and the field appearing in Eq. (15)
and summing over this index. The associated eigenvalue
is again 3 (or 2n+1, if we change the power of the Lapla-
cian). In [9], we computed the scaling dimensions of the
two vector operators of lowest dimension in an expan-
sion in ǫ and found 3+O(ǫ2) and 3−6ǫ/(N+8)+O(ǫ2).
This result is consistent with the nonrenormalization the-
orem proven here. Let us stress, however, that in the
O(N) model the non renormalization theorem does not
constraint the leading vector operator but the next-to-
leading, as can be seen already at one-loop level [9].
III. REDUNDANT OPERATORS
The operator appearing in SV , see Eq. (3), is obtained
by computing the infinitesimal variation of the action
under a modification of the field φ → φ + ǫδφ. Opera-
tors obtained in this way are called redundant operators
and are sometimes considered to be physically uninterest-
ing. Indeed, they typically have short-range correlation
functions.2 Moreover, Wegner showed that their scal-
ing dimension can change when nonlinear scheme trans-
formations are performed in the renormalization-group
equation.
The aim of this section is to show that, despite these
facts, we need to consider these redundant operators if
we want to prove that conformal invariance is realized in
the critical domain. We should first stress that we do not
consider here vector operators because of their intrinsic
physical interest, but as possible candidates for inducing
a breaking of conformal invariance. In principle, a redun-
2 This implies that it is not possible to define their scaling dimen-
sion by looking at the power-law behavior of correlation functions
at long distances. It is however possible to define a bona fide scal-
ing dimension by a stability analysis of the renormalization-group
flow around the fixed point. We stress that the constraint given
in the introduction on the scaling dimension for the operator Σµ
corresponds to this latter definition.
5dant operator, with short-range correlations could be re-
sponsible for the breaking of conformal invariance. The
mere existence of such an operator would have strong
physical consequences because correlation functions for
other fields would not display conformal invariance. We
illustrate this argument in a simpler situation. Consider
a model with two scalar fields φ1 and φ2 whose dynamics
is given by a general action S which needs not be O(2)-
symmetric. If we perform, in the path integral of the
partition function, a change of variable φi → φi + θǫijφj
(here ǫij is the bidimensional Levi-Civita tensor and θ an
infinitesimal angle) which corresponds to an infinitesimal
rotation in internal space, we obtain:
∫
ddx
(
ǫijJi
δW
δJj
)
=
∫
ddx
〈
ǫijφi
δS
δφj
〉
. (21)
The brackets in the right-hand-side represent an aver-
age over the fields with the Boltzmann distribution in
presence of sources Ji for the fields φi. Of course, if the
action is O(2) symmetric, we recover the Ward identity
for rotation in internal space. However, for a generic ac-
tion S, the right-hand-side does not vanish and the O(2)
Ward Identity is not satisfied. Now, what is of interest for
us here is that the right-hand-side of the previous equa-
tion is the average of a redundant operator. The opera-
tor ǫijφi
δS
δφj
appearing in the right-hand-side of Eq. (21),
which has only contact terms in its correlation functions,
is physically important because it induces a breaking of
O(2) invariance, at the level of Ward identities.
To make an analogy with the strategy followed in this
article to study conformal invariance, suppose we want to
prove that a model is invariant under O(2) by searching
for putative operators that could appear in the right-
hand-side of Eq. (21). Suppose that we can discard the
existence of such operators which are not redundant but
that we have no control on redundant ones. Then, the
previous example shows that we have no way to con-
clude on the O(2) invariance of the theory. If, instead,
we can discard both non-redundant and redundant oper-
ators, then we conclude that the theory is indeed invari-
ant.3
The situation is slightly more complex for conformal
invariance because conformal symmetry, as dilatation
symmetry, is valid only at long distances. The micro-
scopic action does not present this symmetry. Apart
form this extra complication, the argument given above
for O(2) invariance applies for conformal invariance. If
we can discard the existence of vector operators Σµ with
3 It is often stated in the literature that redundant operators can be
reabsorbed by a change of variables and are therefore not phys-
ically relevant. This however cannot be applied as such when
testing whether a Ward identity is valid or not. Indeed, this
would lead us to the absurd conclusion that a generic theory with
two scalar fields can always be made O(2)-invariant by reabsorb-
ing the redundant operator appearing in the right-hand-side of
Eq. (21) through a field redefinition.
the properties listed in the introduction, except for possi-
ble redundant operators, we have no way to conclude on
the fate of conformal invariance. In order to prove that
conformal invariance is realized, we have to discard also
the redundant operators.
The second criticism one may object to redundant op-
erators is that their scaling dimension may change when
the renormalization-group equation is modified. In this
respect, we should stress that our derivation of the scal-
ing dimension of the operator Σµ relies on a particular
renormalization-group equation and it might well be that
the condition for the scaling dimension of Σµ changes
also when we modify the renormalization-group equation.
This question is out of the scope of this article and we
leave it to further work.
IV. CONCLUSION
To conclude, we have shown that there exists a family
of eigenoperators which transform as vectors under rota-
tions, are scalars under the internal group and whose
scaling dimension receive no loop correction. Among
these operators lies the operator previously analyzed in
a Monte-Carlo simulation in d = 3 [13], O34 =
∫
x
φ3∂µ∆φ
which has the lowest scaling dimension in d = 4. This
result is interesting at the light of the sufficient condi-
tion under which scale invariance implies conformal in-
variance, mentioned in the introduction. Indeed, as long
as we admit (as is usually assumed) that this operator
couples to the leading integrated operator, its scaling di-
mension being larger than −1, we would have an alterna-
tive proof to the one of [9] that scale invariance implies
conformal invariance in all dimensions for the Ising uni-
versality class.
Appendix A: One-loop calculation of the scaling
dimension
In this section, we describe the calculation of the scal-
ing dimension of the dominant vector operator at one
loop. Using as a microscopic action the sum of S and SV
given respectively in Eqs. (1) and (3), we get a 4-point
vertex of the form:
S(4)(p1, p2, p3) = uΛ + ia
µ
Λ
4∑
i=1
pµi (pi)
2
where p4 = −p1 − p2 − p3 is fixed by momentum con-
servation. We then compute the divergent part of the
1PI 4-point vertex, at 1 loop. Our aim here is to com-
pute the scaling dimension of the vector operator by a
stability analysis around the Wilson-Fisher fixed point,
characterized by aµΛ = 0. It is therefore sufficient to keep
the terms linear in aµΛ. The calculation proceeds as usual.
We introduce counterterms for u and a and derive from
6these the beta functions for the associated renormalized
operators. We get:
βu = −ǫu+
3
16π2
u2 +O(u3) (A1)
βaµ =
[
(3 − ǫ) +
3
16π2
u+O(u2)
]
aµ +O(aµaν) (A2)
Replacing the running coupling constant by its fixed-
point value in Eq.(A2), we find that the 1-loop correction
to βaµ exactly compensates the dimensional contribution
−ǫ. This shows that, at 1-loop, the scaling dimension of
the vector operator is not renormalized and takes value
3 +O(ǫ2).
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