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ABSTRACT
This paper deals with the zone migration problem in large-
scale distributed virtual environments (DVEs), e.g., mas-
sively multi-player online games, distributed military simu-
lations, etc. To support real-time interactions among thou-
sands of concurrent, geographically separated clients, a dis-
tributed server architecture is generally needed. In such ar-
chitecture, the large virtual world can be partitioned into
multiple smaller zones, enabling load distributions or zone-
to-server mappings to improve interactivity. For example, a
zone might be mapped (assigned) to a server location near
most of its clients to reduce network latency. In this paper,
we consider the problem of live zone migration over wide
area networks (WANs) to support DVE zone re-mapping
or load re-distribution in a geographically distributed server
infrastructure. We propose a virtualization-based zone mi-
gration approach, and develop several migration algorithms
to effectively migrate multiple DVE zones.
We have implemented the proposed migration approach
and algorithms in a tool for DVE performance enhance-
ment and monitoring. Extensive experiments have also been
conducted with an online multi-player game prototype con-
structed using the Torque 3D game engine. The results
demonstrate the feasibility of our migration approach.
Categories and Subject Descriptors
H.3.4 [Systems and Software]: Performance evaluation;
C.2.4 [Distributed Systems]: Distributed applications
Keywords
Virtualization, distributed virtual environment, zone migra-
tion
1. INTRODUCTION
Distributed Virtual Environments (DVEs) are distributed
systems that allow multiple geographically distributed clients
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(users) to explore and interact with each other in real time
within a shared, computer-generated virtual world, in which
each client is represented by an avatar. A client controls the
behavior of his/her avatar by various inputs, and the up-
dates of an avatar’s state need to be sent to other clients
in the same zone of the virtual world to support the inter-
actions among clients. Examples of DVEs can be seen in
multiple areas, such as collaborative design, military simu-
lations, e-learning, virtual shopping mall, and multiplayer
online games [14].
Typically, in large-scale DVEs with thousands of clients
interacting simultaneously, the resource requirements in terms
of network bandwidth, CPU cycles, memory, etc. are huge,
and will increase very quickly as the number of concurrent
clients increases. A distributed server infrastructure is usu-
ally required [13, 18] for such resource-intensive applications.
In this architecture, each client connects to one of multiple
geographically distributed servers in the system, and clients
interact with each other through these servers. For load dis-
tribution, the large virtual world is spatially partitioned into
several distinct zones, with each zone managed by only one
server. A client only interacts with other clients in the same
zone, and may move from one zone to another over time.
As a server only needs to handle a few zones instead of the
entire virtual world, the system becomes more scalable.
In such architecture and virtual world partitioning ap-
proach, it is desirable to migrate DVE zones across servers
to ensure the workload is equally distributed [11, 17]; or
to bring the zones closer to their respective clients [10, 16,
18]. The latter problem is usually referred to as the zone
mapping problem, which arises due to the Internet’s het-
erogeneity; and the fact that clients in a DVE are usually
geographically separated. So, it is likely that a large number
of clients in a zone may be far away (in terms of round-trip
network latency) to the server hosting that zone, thus the
DVE interactivity for these clients may be greatly degraded.
Hence, there is a strong need for mechanisms to assign (map)
DVE zones to servers in such a way that reduces the network
latency between clients and servers. On the other hand,
the former problem usually concerns how to assign zones to
servers in DVEs with the objective of balancing the workload
among servers [11, 17]. Furthermore, due to DVE dynam-
ics, e.g., users joining and leaving, zone re-mapping or load
re-distribution would be needed to maintain a certain level
of performance. These important problems require the ca-
pability of flexible, seamless zone migration across servers in
WANs. We should note that the migration must be live so
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that the clients would be able to continue with the interac-
tion in the virtual world during the migration.
In this paper, we propose a virtualization-based approach
to deal with the live zone migration problem in DVEs. Es-
sentially, we propose to encapsulate each distinct DVE zone
in a virtual machine. When a zone needs to be moved to an-
other physical server, the virtual machine hosting it will get
migrated. Compared to traditional methods such as process
migration [12], this approach inherits a number of major
advantages of virtualization technology. For example, our
approach is platform-independent, e.g., it can be used for
any existing zone-based, multi-server DVEs without code
modification/customization.
Below, we summarize the key contributions of this paper.
• We propose a virtualization-based, live zone migra-
tion approach over WANs for DVEs. For more flexibility,
we consider the possibility of separating the migration of
the virtual machine from the storage of each zone. We also
develop two algorithms, namely sequential and parallel mi-
gration, for migrating multiple zones efficiently.
• We integrate the proposed zone mapping approach into
a scalable and extensible software framework named DINE
(DVE INteractivity Evaluation). DINE has been designed
to support the development, integration, and performance
evaluation of algorithms/methods to improve the interactive
performance of large-scale DVEs. The framework is flexible
enough to serve as either an evaluation platform for the de-
velopment of new DVE interactivity enhancement methods,
or a real-world performance monitoring and management
suite for existing DVEs.
• We conduct extensive experiments to evaluate the effec-
tiveness of the newly proposed approach. In particular, we
have developed a DVE prototype with multiple zones using
the Torque 3D game engine. We use this game to evaluate
the performance of our proposed migration approach with
multiple real and simulated, automated game clients.
The rest of the paper is organized as follows. Section 2
describes the zone migration problem. The proposed vitu-
alization based approach and migration algorithms are pre-
sented in Section 3. Section 4 describes the implementation
of the proposed approach. Simulation methodology and re-
sults are described in Sections 5 and 6, respectively. Section
7 concludes the paper.
2. ZONE MIGRATION IN DVES
Important problems in zone-based, large-scale DVEs with
a geographically distributed server architecture such as zone
mapping [16] require the capability of flexible zone migration
across servers over WANs. Due to the Internet latency’s fluc-
tuations, clients’ preferences and distributions, differences
in time zones, etc., it is often necessary to quickly migrate
many zones to and from geographically distributed server
locations at the same time in order to achieve a desirable
level of interactivity. Previous work, e.g., [6] have focused
on migrating only a single game server in local area net-
works (LANs) where latency is minimal and bandwidth is
abundant.
In this paper, we consider the problem of migrating multi-
ple DVE zones in a geographically distributed server archi-
tecture. We assume that in such architecture, there are well-
provisioned network links interconnecting the distributed
servers (Figure 1). The whole virtual world is partitioned
into a number of distinct zones, with each zone managed
by only one server. Due to the triggering of zone mapping
algorithms [16], or load distribution mechanisms [11], mul-
tiple zones might need to be migrated to different servers,
as illustrated in Figure 1.
Figure 1: Zone migrations in a geographically dis-
tributed server architecture
Due to the highly interactive and human-in-the-loop na-
ture of most DVEs, it is desirable that the zone migration
will not affect the clients’ experience of exploring and inter-
acting in the virtual world. Therefore, two of the key factors
that we consider in such migration are the total migration
time, and the migration overhead. Since zone migration is
needed to improve interactivity via load re-distribution or
zone re-mapping, the migration time should be as short as
possible so that DVE clients would enjoy a better level of
interactivity sooner.
On the other hand, zone migration would involve trans-
ferring DVE contents, client network connections, etc. from
one server location to another, possibly far away, server loca-
tion. Such operations might consume a significant amount
of server and network resources, which in turn may affect
the clients’ interactivity during migration. Hence, we need
to carefully quantify and assess the effect of such migration
overhead.
3. A VIRTUALIZATION-BASED APPROACH
FOR DVE ZONE MIGRATION
Recently, server virtualization has been gaining popular-
ity, and has become a key technology for server consolida-
tion, e.g., lowering the number of physical servers in data
centers while increasing server utilization; server/application
isolation and security; fault tolerance; and supporting dif-
ferent platforms or legacy applications on the same set of
hardware, etc. Essentially, virtualization hides the physical
characteristics of computing infrastructures from the users;
providing an abstract computing platform on which multi-
ple virtual machines (VMs) can be run. The software suite
that provides the abstract platform and controls the VMs
is referred to as the hypervisor, or virtual machine monitor
(VMM).
One of the key benefits of virtualization technology is the
capability of live virtual machine migration across physical
servers. Previous work has shown that migrating an entire
VM (which includes its operating system and all applica-
tions) would help to avoid many problems introduced by
migrating individual processes [6]. Most notably is the prob-
lem of “residual dependencies”, in which the original server
must still remain available and accessible over the network
after the processes in question have been migrated. This is
to make it possible to service certain system calls; or mem-
ory accesses on behalf of migrated processes.
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Another benefit of VM migration over process migration
is that in-memory state can be transferred in a consistent
manner [6]. This means, for example, that we can migrate
an online game server without asking clients to reconnect;
which enables transparent migrations. Last but not least,
VM migration offers the capability of migrating an entire set
of applications to other physical machines without concerns
about hardware compatibility.
In this paper, we propose an approach based on virtual-
ization for DVE zone migration. Due to the geographically
distributed server architecture, the zones will need to be able
to migrate over WANs. In this approach, each DVE zone
is encapsulated in a VM. Each VM has only one zone; and
a physical server may handle multiple VMs (zones) as long
as the server capacity permits. When a zone needs to be
migrated to another physical server, the entire VM will get
migrated. This virtualization-based approach is very flexi-
ble, as it can be used for any zone-based, multi-server DVEs
without any modifications to the DVE’s code.
We consider the problem of zone migration in DVEs, lever-
aging existing work in VM migration over WANs, e.g., [8,
20]. Being a class of human-in-the-loop and highly inter-
active applications, DVEs are more demanding in terms of
CPU, memory, GPU and network resources; rather than
being data-intensive like those applications considered in [8,
20] for instance. Therefore, we focus on the key issues about
zone migration that might affect DVE’s interactivity in a
geographically distributed server architecture, namely the
problem of storage’s location, and migration algorithms.
Figure 2: Virtualization-based approach for zone
migration in DVEs
3.1 Storage’s location
Usually, in a LAN environment, there will be centralized
storage facilities to store the VM disk images. When a VM
needs to be migrated to another physical server, only the
operating system and its applications will be transferred.
The disk image of that VM will remain where it is. Due
to LAN’s high bandwidth and minimal latency, such a re-
mote storage approach might not be a serious problem for
most of the applications running in the VM. On the other
hand, it is not possible to eliminate WAN’s latency; and
migrating VM’s storage over WANs may incur considerable
overhead. Furthermore, DVEs require a high level of inter-
activity. Therefore, we need to carefully consider whether
the VM’s storage should be migrated together with the VM
itself when the DVE zone gets migrated.
Figure 2 illustrates our virtualization-based approach for
DVE zone migration. In our approach, we consider two
separate components for each zone, namely the VM (the
operating system and all its applications) and the storage for
that VM. A VM’s storage may reside at any physical server
in the system, as long as its location does not affect the
zone’s interactivity significantly. When a zone needs to be
migrated, the VM will be transferred first. Depending on the
users’ requirements, the VM’s storage might get migrated to
the same new physical server of the VM, or may remain at
its current location. In Figure 2, the storage of zone z1’s
VM is at server s2, while its VM runs at server s1. z1’s VM
will need to access the storage via the inter-server network
link between s1 and s2. On the other hand, zone z2’s VM
and its storage are all at server s3.
In such migration approach, we will have multiple VMs
migrating across distributed physical servers freely, each of
them maintaining an open network connection back to its
storage residing somewhere in the system. We believe that
this remote storage approach would not affect the DVE in-
teractive performance significantly in most situations, as
DVEs are not data-intensive applications. However, we will
still need to carefully quantify and assess any possible effect
that it might have in real-world scenarios.
3.2 Migration algorithms
Since a new zone mapping arrangement may require the
migration of multiple zones across physical servers [16], we
need to consider how to efficiently migrate a large number
of zones. In this paper, we propose two algorithms to deal
with such scenario, namely, parallel and sequential migra-
tion. Note that these algorithms can be used for both mi-
gration of VMs and storage.
3.2.1 Parallel migration
In the parallel migration algorithm, all the zone migra-
tions will start at the same time. For example, in Figure 1,
all the four zones z1, z2, z3 and z4 will be migrated concur-
rently. A parallel migration is expected to have short com-
pletion time. However, it may cause significant overhead on
some physical servers in the system, thus possibly affecting
the migration time and the interactivity performance of the
clients in those servers. In Figure 1, a parallel migration
may overload server s3, as this server will need to handle
the migrations of 3 zones at the same time: two incoming
zones (z1 and z3) and one outgoing zone (z2).
3.2.2 Sequential migration
In the sequential migration algorithm, at any point in
time, there will be only one migration transaction for each
physical server in the system. For example, a sequential mi-
gration for the scenario in Figure 1 might start with zone
z1’s migration from s1 to s3. At the same time, zone z4
can also be migrated from s2 to s4. However, z3’s migration
will need to wait until these two migrations complete. Al-
though sequential migration reduces concurrency, it might
reduce the overhead on the physical servers. This in turn
might help to shorten the overall migration time, and may
provide a better level of interactivity for DVE clients during
migration.
3.3 Related work
To the best of our knowledge, there is no existing work
that directly addresses the problem of DVE zone migration
in a geographically distributed server architecture, where
physical servers are interconnected by links with bandwidth
much lower and latency much higher compared to those in
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LANs. Previous work such as [6] only considered a single
DVE zone migration in LAN.
Recent research efforts have considered Internet/WANVM
migration [5, 7, 8, 19, 20]. For example, [7] uses mobile IPv6
to enable constant network connectivity during live migra-
tion of VMs over Internet. CloudNet [20] provides similar
capabilities using Multi-Protocol Label Switching (MPLS)
based VPNs, as well as a disk replication system for stor-
age migration. [5] combines a block-level solution with pre-
copying and write throttling to migrate an entire running
web server and its storage, with minimal disruptions. [8]
proposes a distributed storage access mechanism that sup-
ports live VM migration over WAN. It works as a storage
server for a block-level storage I/O protocol such as iSCSI
or NBD (Network Block Device). Most of the existing work
focuses on maintaining seamless network connectivity dur-
ing and after the process, and storage migration for data-
intensive applications. Our work instead focuses on impor-
tant issues in a virtualization-based approach for DVE zone
migration, such as storage’s location and how to migrate
multiple zones efficiently. These problems might affect the
interactive performance of DVEs significantly.
In [9], the authors have proposed an online game resource
provisioning model using smaller and less expensive sets of
self-owned data centers, complemented by virtualized cloud
computing resources during peak hours. They have studied
the impact of provisioning virtualized cloud resources, ana-
lyzed the components of virtualization overhead, and com-
pared provisioning of virtualized resources with direct pro-
visioning of data center resources. However, the impact of
VM migrations on online games’ performance has not been
experimentally studied.
In [4], the authors have considered a combination of load
distribution and increased resource locality by migrating on-
line game state to an optimal location considering all users
that are currently interacting in the game. The level of
game-state granularity can range from entire virtual regions
to single game objects. They have also highlighted that
not all states related to an object need to be migrated, so
some migration overhead can be reduced. To enable con-
tinuous interaction with the virtual environment during mi-
gration, remote method invocations with a distributed name
service have been implemented. This approach might pro-
vide a lighter-weight migration facility compared to VM mi-
gration. However, it would be difficult to support existing
DVEs. Consistency maintenance [21] might also be hard to
implement. In our approach, the entire DVE zone’s state is
encapsulated in a single VM, thus consistency policies can
be enforced relatively easy.
4. DESIGN AND IMPLEMENTATION
Figure 3 shows our implemented zone migration facility.
We use Xen [3] version 3.4.1 as the VMM, and xNBD [8] as
the storage back-end manager, all running on Linux kernel
2.6.31. We have designed the software to be flexible and ex-
tensible, for example, we can easily incorporate other VMMs
such as KVM [2], or a different storage manager such as Dis-
tributed Replicated Block Device (DRBD) [1] if needed.
Xen [3] is a popular VMM for IA-32, x86-64, Itanium
and ARM architectures. It allows several guest operat-
ing systems to run on the same computer hardware con-
currently. Initial versions of Xen support only paravirtu-
alization, which requires modifications of guest operating
systems’ kernels. Starting with Xen 3.0, hardware-assisted
virtualization is supported, enabling unmodified guest op-
erating systems to run within Xen VMs. This allows the
virtualization of proprietary operating systems (for exam-
ple Microsoft Windows). In this paper, we implement each
DVE zone as a Windows XP VM.
Xen supports live migration of VMs between networked
physical hosts with minimal disruption. Once a live migra-
tion starts, Xen VMM iteratively transfers the memory of
the migrating VM to the destination machine without stop-
ping the VM’s execution. In the last iteration, the migrating
VM needs to be stopped to carry out some synchronization
before the VM continues its execution at the new destina-
tion. We use this feature to implement DVE zone migration.
Figure 3: Implementation of the virtualization-
based migration approach
Since DVE zones will need to be migrated over WANs,
both the VM and its storage might need to be migrated.
To enable storage migration, we use xNBD [8], which is a
NBD (Network Block Device) server program. xNBD is fully
compatible with the NBD client driver of the Linux kernel.
In Figure 3, each zone is encapsulated in a Xen VM. The
storage of each VM is managed by xNBD. The Xen VM
connects to its storage (regardless of the storage’s location)
using the standard NBD client program, which is included
in all recent versions of the official Linux kernel. The key
components in our implementation are the migration coor-
dinator and the migration worker. Both of them are multi-
threaded programs, and have been implemented in Java for
better portability.
• Migration coordinator: This component runs on a
centralized monitoring server, and manages the entire mi-
gration process of multiple zones. It receives a list of zones
that need to be migrated, and schedules the migrations of
those zones in a parallel or sequential manner. It sends con-
trol commands to and waits for completion signals from the
migration workers.
• Migration worker: This component runs on each
physical server in the DVE’s infrastructure. Its main task
is to carry out the migration for the zones hosted by its
physical server. It receives commands from the migration
coordinator regarding which zones, where and when they
need to be migrated. Once a zone migration is completed, it
will notify the coordinator. The migration worker commu-
nicates directly with Xen VMM and the xNBD via our own
Linux shell scripts to facilitate VM and storage migration.
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4.1 Integration into DINE
To examine the performance of the newly proposed zone
migration approach under realistic scenarios, we have in-
tegrated it into our own scalable and extensible software
framework named DINE (DVE INteractivity Evaluation)
[15]. Essentially, DINE has been designed and implemented
to support the development, integration, and performance
evaluation of interactivity enhancement methods for large-
scale DVEs. The framework is flexible enough to serve as
either an evaluation platform for the development of new
DVE interactivity enhancement methods, or a real-world
performance monitoring and management suite for existing
DVEs.
In this paper, we use the zone mapping algorithms [16]
as a case study to demonstrate the capabilities of the newly
proposed zone migration approach. We have implemented
a complete solution starting from monitoring DVE interac-
tive performance via scalable network latency measurement,
triggering the zone mapping algorithms when the Quality of
Service (QoS) level drops below a given threshold, and mi-
grating some zones to appropriate servers to achieve better
QoS according to the results of the zone mapping algorithms.
5. EVALUATION METHODOLOGY
5.1 The DVE prototype
Figure 4: The DVE prototype
For more realistic evaluation of the zone migration algo-
rithms, we develop a DVE prototype using the Torque 3D
game engine1. The prototype is a First-Person Shooter mul-
tiplayer online game, in which players move around a 3D
virtual city, collect resource items and shoot at each other.
The game has multiple separate zones, and players will need
to select their zones before joining the game. They may also
switch from one zone to another during gameplay. Each zone
is hosted by a Xen VM running Windows XP Service Pack
3. Multiple zones may run on the same physical server, but
each VM only handles a single zone. In this paper, a VM
hosting a game zone is referred to as a game server. Figure
4 shows a screenshot of the game.
5.2 Workload model
To conveniently and efficiently evaluate the proposed al-
gorithms with realistic DVE workloads, we implement an
artificial, automatic game client to replace real human play-
ers. This simulated game client tries to emulate human be-
haviors during gameplay. For example, it can find its way
1http://www.torquepowered.com/products/torque-3d
around the virtual city, collect the resource items, and do
some shootings. It sends messages to and receives updates
from the game server in the same way as the real game client.
We remove the 3D rendering tasks from the simulated game
client in order to reduce the load, and thus be able to run
multiple simulated clients on one PC.
To ensure that using simulated clients will not affect the
outcome of our performance evaluation, we conduct some
experiments to verify the load that those clients generate
on the game server. We run each individual experiment
for 10 times, and report the average result. Figure 5 shows
the game server-side incoming and outgoing bandwidth with
varying number of clients in three different cases. In the
first case, we run each simulated game client on a separate
PC. In the second case, all simulated game clients are on
a single PC. In the third case, we run real clients with full
3D graphics, each on a separate PC. The results in Figure
5 show that the network workloads in most situations are
very similar. In addition, we find that the game server’s
CPU utilizations (not shown in Figure 5) are also similar in
all cases.
The resource consumptions on the client-side PC in the
second case (i.e., all simulated clients on a single PC) are not
significant either. In particular, CPU utilizations are 1.8%
for one client, 4.1% for 5 clients and 5.5% for 10 clients. The
data indicate that we may run a number of simulated clients
on the same PC without greatly affecting the evaluation.
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Figure 5: Incoming and outgoing game server band-
width
5.3 Network model
We use netem2, and the HTB queuing discipline3 which
are included in mainline Linux kernels starting from version
2.4.20 to emulate a WAN with high round-trip latency in
our LAN. The current netem version emulates variable la-
tencies, loss, duplication and packet re-ordering, which are
typical properties of WANs. On the other hand, HTB al-
lows the use of one physical link to simulate several slower
links and to send different kinds of traffic on different sim-
ulated links. We use HTB to assign different latency values
to client-server and inter-server network links.
5.4 Default parameters
Unless stated otherwise, the following settings and param-
eters are used in the experiments. The network bandwidth
2http://www.linuxfoundation.org
3http://luxik.cdi.cz/ devik/qos/htb
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Figure 6: Zone migration configurations
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Figure 7: Completion times for VM migrations
between any pair of physical machines is 100Mbps. The la-
tency between each pair of physical servers hosting VMs is
set to 100ms. Client-server latency is equivalent to LAN’s
latency, which is negligible (around 1ms). There are 10 sim-
ulated clients per zone; and all these clients run on the same
client-side PC. Each experiment is run for 10 times, and the
average result is reported.
6. RESULTS
6.1 Characterization of the remote storage ap-
proach
In the first set of experiments, we study the effect of hav-
ing a remote storage for a VM hosting a DVE zone. Recall
that in our virtualization-based zone migration approach,
the VM hosting a zone can be freely migrated across physical
servers, while its storage may remain at the original server,
and only gets migrated if required. Such approach may have
some performance issues if the application hosted by the VM
is data-intensive, since WANs typically have lower band-
width and higher latency, compared to LANs. Hence, we
need to conduct some experiments to characterize our DVE
prototype’s storage access patterns; and to carefully study
the DVE performance in cases of having a remote or a local
storage.
In the experiments, we set up two different scenarios. In
the first scenario (referred to as “remote storage”) we run a
DVE zone on a physical machine, and its storage on another
one. The two physical machines are interconnected by a
100Mbps link with 100ms round-trip latency. In the other
scenario (referred to as “local storage”), the same DVE zone
and its storage are located on the same physical machine.
We first measure the game map loading time when the
game server starts up; then the storage access bandwidth
for both scenarios during gameplay. For the latter experi-
ment, we use various numbers of clients (1, 5 and 10) playing
in the zone for about 2 minutes in each individual measure-
ment. We find that the time to load the game map in case
of local storage is around 5 seconds versus 7 seconds for
the remote storage. During gameplay, the storage band-
width consumptions are pretty low, and are similar for both
remote and local storage. In particular, storage read oper-
ations consume about 1.3 KBps, and do not change much
for different numbers of clients. The write operations are
negligible in terms of storage access bandwidth. The results
indicate that DVE is not a storage-access-intensive appli-
cation, and having a remote storage would not affect the
performance greatly, except when large game maps need to
be reloaded frequently.
We also measure the game server latency from the client
side in both scenarios. For this purpose, we develop an
application-level latency measurement tool similar to qstat4.
Such tool provides more accurate measurement compared
to the simple “ping” command which collects only network-
level latency. The obtained results show that there are not
much difference in round-trip client-server latencies (around
14-15ms in most cases) in both remote and local storage
scenarios, with different numbers of clients.
6.2 Zone migration
To realistically examine the performance of the parallel
4http://sourceforge.net/projects/qstat/
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and sequential migration algorithms, we devise a number of
different zone migration configurations as shown in Figure
6. The configurations range from 2 zones with 2 physical
servers to 4 zones with 4 physical servers. The main per-
formance metric is the migration completion time (in sec-
onds). The experiment results for VM migrations are shown
in Figure 7. Generally, the parallel migration finishes faster
in most configurations, sometimes significantly faster, e.g.,
Figure 7(d).
However, surprisingly in some cases such as configuration
1 in Figure 7(b) and Figure 7(c), the parallel migration per-
forms worse than the sequential migration. In these two
particular scenarios, we observe that there is only a sin-
gle physical server as the migrations’ destination, and the
other two servers are sending all the zones to this destina-
tion server concurrently. As a result, the destination server
might be overloaded, thus the entire migration process could
be slowed down significantly. Therefore, in such cases, the
sequential migration is recommended.
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Figure 8: Client-server latency before, during and
after zone migration - 2 zones, 3 servers, config. 1)
Figure 8 shows the client-server latencies for two zones
before, during and after zone migration for both parallel
and sequential algorithms. We can observe that there is
a distinct latency peak for each zone; this happens when
the corresponding VM is stopped on the original server and
then restarted on the destination server. Despite the high
latency during the peak, no game clients get disconnected,
and the players just experience a very short “pause” in the
game during this transition period.
Figure 9 shows the storage migration completion times for
some configurations listed in Figure 6. In our experiments,
each VM has a disk image of 10GB. The parallel algorithm
outperforms the sequential algorithm in all cases, including
cases in which multiple servers send multiple disk images to
a single destination server. This is because xNBD applies
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Figure 9: Completion times for storage migrations
some very small artificial delays into the storage transferring
mechanism [8], thus effectively slowing down data transfer
speeds. As a result, the destination server is not overloaded
with a huge amount of incoming data during parallel stor-
age migrations. As we have mentioned previously, a remote
storage does not have much negative performance impact on
DVEs, hence there may not be much incentive for migrating
the storage as fast as possible.
6.3 Zone mapping
Figure 10: Zone mapping experiment
We use the zone mapping algorithms [16] as a case study
to demonstrate the capabilities of the newly proposed zone
migration approach. In this experiment, we use 3 zones
named z1, z2 and z3 which are initially assigned to 3 physi-
cal servers s1, s2 and s3, respectively. We use netem and the
HTB queuing discipline to set the client-server network la-
tency between all clients in the system to server s1, s2, and
s3 to 50ms, 100ms and 200ms, respectively. We calculate
the level of QoS in the system as the percentage of clients
that have client-server round-trip latency less than a given
threshold, which is 80ms in this experiment.
Figure 10 shows a screenshot captured directly from our
DINE tool [15]. We observe that at the start, the system
QoS is around 33%, then it jumps to 100%. This is because
initially, only the clients in z1 having client-server latencies
that are below the given delay threshold. After zone migra-
tions due to the triggering of zone mapping algorithms, the
two zones z2 and z3 get migrated to s1 which has a network
latency of 50ms for all clients in the system. Hence, after
migration, all the clients in the system have client-server
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latencies less than 80ms.
7. CONCLUSIONS
In this paper, we have proposed a virtualization-based ap-
proach to address the problem of live zone migration over
WAN to support DVE zone mapping or load distribution
in a geographically distributed server infrastructure. We
have also developed and integrated two algorithms, namely
parallel and sequential migrations into an existing DVE per-
formance enhancement and monitoring framework to effec-
tively migrate multiple DVE zones.
Extensive experiments have been carried out with an on-
line multi-player game prototype constructed using the Torque
3D game engine. The results have demonstrated the feasibil-
ity of our zone migration approach, and suggested some use-
ful considerations when applying the proposed algorithms in
practical settings.
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