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Simple models for spherical particles with a soft shell have been shown to self-assemble into numerous crystal phases
and even quasicrystals. However, most of these models rely on a simple pairwise interaction, which is usually a valid
approximation only in the limit of small deformations, i.e. low densities. In this work, we consider a many-body yet
simple model for the evaluation of the elastic energy associated with the deformation of a spherical shell. The resulting
energy evaluation, however, is relatively expensive for direct use in simulations. We significantly reduce the associated
numerical cost by fitting the potential using a set of symmetry functions. We propose a method for selecting a suitable
set of symmetry functions that capture the most relevant features of the particle’s environment in a systematic manner.
The fitted interaction potential is then used in Monte Carlo simulations to draw the phase diagram of the system in two
dimensions. The system is found to form both a fluid and a hexagonal crystal phase.
I. INTRODUCTION
Typical spherical colloids with a strong short-ranged repul-
sion self-assemble into only a few crystalline phases: phase-
centered cubic (FCC), hexagonal close-packed (HCP) and
body-centered cubic (BCC). In contrast, deformable spher-
ical particles with a “soft” repulsion have been shown to
self-assemble into a variety of crystal structures, includ-
ing open-crystal lattices1, Frank-Kasper phases2–4, and even
quasicrystals5. Because of their rich phase behaviour, these
particles are excellent candidates for targeting exotic struc-
tures with unique properties.
Even simple models like star polymers1 and Hertzian
spheres6 stabilise numerous crystal phases in three dimen-
sions. The Hertzian potential in particular has attracted
significant attention in the context of modeling microgel
particles7–11. In addition to FCC and BCC crystals, stable
phases for this model include diamond and body-centered
tetragonal (BCT)6. The phase behaviour of Hertzian spheres
is even richer in two dimensions, with a sequence of nine sta-
ble phases including a dodecagonal quasicrystal12. Moreover,
tuning the steepness of the interaction further stabilizes an ad-
ditional octagonal quasicrystal phase, together with various
other crystals13.
All these models, however, are described by a
monotonically-decaying pairwise-interaction, which does
not account for possible many-body effects. Furthermore,
the Hertz potential describes well the potential energy of
two elastic spheres in contact only in the limit of small
deformations. Nonetheless, the most interesting behaviour is
found at high densities well outside this limit.
An attempt to introduce a more realistic yet simple many-
body model for deformable particles was made by Pansu and
a)Electronic mail: e.boattini@uu.nl.
Sadoc14. In their model, particles are treated as soft objects
with an internal rigid core and an external soft shell, whose
shape depends on the particle’s environment. Specifically,
they assume that the particle’s shell fills entirely the space de-
scribed by its Voronoi cell. The elastic energy is then mea-
sured by the shift between the deformed shell and a perfectly
spherical corona with a density-dependent size. Note that this
model allows also for the stretching of the shell, which results
in an attractive force between particles.
Inspired by some of the ideas in their work, here we in-
troduce a many-body model to describe the deformation of
spherical particles with a soft shell. In contrast to Ref.14, we
consider the particle’s shell as a spherical surface of a fixed
diameter σ , i.e. it cannot stretch. Only upon contact of two or
more particles do the shells undergo an inward radial defor-
mation. As a result, our model interaction is purely repulsive
and accounts only for a possible compression of the particles’
shell. As in Ref. 14, the surface of the shell is discretized in
terms of a large number of small surface elements, which are
connected by harmonic springs to the internal core of the par-
ticle. With this construction, the energy associated with the
shell’s deformation can be expressed as a sum of the energy
contributions of the surface elements that are involved in the
deformation.
Despite its simplicity, however, the energy evaluation of
our model is relatively expensive for direct use in simulations.
Partially due to similar limitations, Ref. 14 only looked at en-
ergetically favoured structures, i.e. the zero temperature limit.
A possible solution to this problem is to find a model that can
fit very accurately the original interaction at a fraction of the
original computational cost.
In recent years, machine learning (ML) techniques have be-
come a powerful tool to approximate complex many-body in-
teractions and predict the properties of molecules and materi-
als based on a few reference calculations15–17. Most of these
techniques have been developed to speed up ab initio molec-
ular dynamics simulations, where the energy and forces are
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evaluated with very costly electronic structure methods. How-
ever, these methods show significant promise also for complex
soft-matter systems.
In order to efficiently interpolate between reference struc-
tures, these ML methods usually take as their input some de-
scriptors of the particle’s environment rather than the conven-
tional Cartesian coordinates. The role of these descriptors
is to encode the relevant physical features of a particle’s en-
vironment, while satisfying all the symmetries of the prob-
lem: invariance with respect to translations, rotations, and
permutations of particles of the same species18–21. Exam-
ples include the Smooth Overlap of Atomic Positions (SOAP)
framework19, and the symmetry functions (SFs) proposed by
Behler and Parrinello18,22. The former is usually used in
combination with Gaussian process regression23–25, while the
latter have been used in combination with artificial neural
networks18,26–31.
A crucial step in the optimization of these ML schemes is
the selection of a suitable set of descriptors that provide a
good balance between efficiency and accuracy. In terms of
accuracy, this set must be able to capture all the features of
the particle’s environments that are relevant for the predic-
tion of the energy. In terms of efficiency, however, it is desir-
able to limit the number of descriptors as much as possible.
Depending on the family of descriptors and on the regres-
sion scheme employed, different selection procedures have
been proposed32–35. Most of these procedures, however, are
designed to work in combination with nonlinear regression
schemes, such as artificial neural networks. Only recently,
more attention has been given to simpler linear techniques35.
In this work, we approximate the energy of a particle in
our model with a linear combination of the SFs of Behler and
Parrinello18,22. To this end, we introduce a simple and effi-
cient iterative procedure for the selection of a suitable set of
SFs. This procedure finds a good balance between computa-
tional cost and accuracy of predictions. Moreover, it provides
by definition an excellent indication of whether linear regres-
sion or more complex nonlinear schemes are necessary for the
problem at hand.
As we will see, by approximating our model interaction as a
linear combination of SFs, we are able to speed up the energy
evaluation by at least two orders of magnitude. This signifi-
cant reduction in the computational cost allows us to explore
the phase behaviour of the model in two dimensions by means
of Monte Carlo simulations.
The remainder of the paper is organised as follows. In Sec-
tion II, we describe our model in detail. In Section III, we
first introduce the SFs employed and the fitting procedure, and
then discuss the results and the reliability of the fit. In Section
IV we present the phase behaviour of the model in two dimen-
sions. A final discussion follows in Section V.
II. THE MODEL
We model our deformable colloidal particles as spheres of
diameter σ consisting of an internal spherical hard-core of di-
ameter σ/2 and an external deformable shell. When the shells
of two particles overlap, they undergo an elastic radial defor-
mation. This deformation causes the regions of the shells in-
volved in the overlap to collapse onto their disk of intersec-
tion. In order to model the elastic energy associated with the
deformation of the shell, we discretize its surface by decorat-
ing it with a large number Np of approximately equidistributed
points. The positions of such points are generated with the
algorithm in Ref. 36. To each point k on the surface we as-
sociate a weight, wk, corresponding to the surface area of its
Voronoi cell. This construction is shown in Fig. 1a.
FIG. 1. (a) Graphical representation of of the surface of a particle’s
external shell showing the Np = 200 points placed on the surface and
the associated Voronoi cells. (b) Visualization of the deformation of
a portion of the shell due to an overlap with another particle. The
deformed portion of the surface and the disk of intersection are high-
lighted in a darker color. The deformation δ~rk of the kth point on the
surface is shown explicitly.
When a portion of the shell is deformed due to an overlap
with another particle, each point on that portion is pushed ra-
dially onto the disk of intersection between the two particles.
This is shown in Fig. 1b, where we highlight the part of the
surface involved in the deformation with a darker color, and
show the explicit deformation δ~rk of the kth point on the sur-
face. Given this construction, the elastic energy associated
with the shell’s deformation of a particle i can be approxi-
mated by a weighted sum of the elastic deformation energies
associated with each point on its surface,
Ui = Kui =
K
2
Np
∑
k=1
wk
σ2
(
δ rk
σ
)2
, (1)
where δ rk = ‖δ~rk‖, and K is a constant with the dimension of
an energy. Because of the discretization, the energy in Eq. 1
is clearly dependent on the value of Np. Moreover, these Np
points are only approximately equidistributed on the surface
and their associated Voronoi cells slightly differ both in their
shape and surface area (see Fig. 1a). As a consequence, the
energy is also sensitive to the orientation of the particle. One
way to alleviate this undesired effect is to estimate the energy
as an average over an ensemble of No randomly chosen orien-
tations. Here, we set No = 100, while we optimize the value
of Np by checking the convergence of the energy as Np goes
to infinity. In the simple case of two overlapping particles i
and j, the interaction potential in the limit of small surface
elements can be evaluated analytically via simple integration,
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and reads
Ui(ri j) =
Kpi
16
[
1−
( ri j
σ
)2
+2
( ri j
σ
)
log
( ri j
σ
)]
, (2)
where ri j is the distance between the two particles. We use this
expression as a reference and evaluate the error introduced by
the discretization as a function of Np. This is done by evalu-
ating the energy in Eq. 1 for several equally spaced distances
in the interval ri j/σ ∈ (0.5,1) and for different values of Np.
The error is then evaluated as the root mean squared devia-
tion (RMSD) from the reference energy. As shown in Fig.
2, this deviation becomes small as Np increases and reaches
a plateau at about Np ≈ 600. We attribute this plateau to the
numerical precision of our calculations. As a reasonable com-
promise between accuracy and efficiency, we choose a value
of Np = 200.
FIG. 2. Root mean squared deviation (RMSD) from the reference
energy as a function of Np. The chosen value, Np = 200, is indicated
with a star.
The elastic energy introduced in Eq. 1 in the case of two
overlapping particles can be extended easily to the case of
more interacting particles by taking particular care in the eval-
uation of the deformation δ~rk of the points on the surface.
When a particle i is overlapping with more neighboring par-
ticles, one can repeat the same construction presented in Fig.
1b for each of the overlapping particles, and compute, for ev-
ery point k on its surface, the deformation due to each of these
particles. Then, the actual deformation of point k is simply
given by
δ rk = max
j
δ r jk, (3)
where δ r jk is the deformation of point k due to the presence of
particle j alone, and j runs over all the neighboring particles
overlapping particle i in the region containing point k. An ex-
ample of such a construction in the case of three overlapping
particles is shown in Fig. 3.
Taking the maximum in Eq. 3 allows us to correctly evalu-
ate the actual deformation of a surface point and avoids over-
estimating the associated elastic energy. One could think of
FIG. 3. Visualization of the shell’s deformation of a particle overlap-
ping with two other particles. Highlighted in red is the region where
the many-body effect of the interaction expressed by Eq. 3 comes
into play.
the effect of Eq. 3 as a many-body correction on top of a
pairwise interaction. In a pairwise fashion, the deformation
energy of a particle is given by the sum of the deformation en-
ergies caused independently by each of its overlapping neigh-
bours, i.e. allowing the overestimation of the energy for some
of the surface points. With such a picture in mind, the many-
body effect introduced in this model always has a negative
sign compared to the pairwise interaction. To further stress
this point, we evaluate the energy per particle in perfect con-
figurations of the square, hexagonal and sigma phases both in
a pairwise fashion, i.e. without the correction introduced by
Eq. 3, and in a many-body fashion, i.e. by considering the ac-
tual deformation of the surface points. A comparison of these
energies as a function of density is shown in Fig. 4a. Figure
4b shows a typical configuration of the three phases and Fig.
4c shows the typical shell deformation of a particle in these
phases.
In the present work, we aim to study the phase behaviour
of these particles in two dimensions by means of Monte Carlo
(MC) simulations. However, the large number of points re-
quired for the discretization of the particle’s shell and the need
of averaging over different orientations make the evaluation
of the interaction computationally very demanding. This high
computational cost limits the size of the system and the time
scales that can be assessed in simulations. We overcome these
difficulties by fitting the interaction as a linear combination of
the SFs introduced by Behler and Parrinello18. As we will see,
the fit speeds up the energy evaluation of at least two orders
of magnitude, making it possible to perform long simulations
of large systems.
In the next section, we present the details of the fitting pro-
cedure and discuss the results.
III. FITTING PROCEDURE
In the following, we focus on the SFs of Behler and Par-
rinello and use them in combination with simple linear regres-
sion for approximating the energy of a particle in our model.
Specifically, we first describe how we generate representative
configurations of the particles’ configurations, i.e. the training
data set. Then, we introduce the types of SFs used in this work
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FIG. 4. (a) Energy per particle in the square (left), hexagonal (center) and sigma (right) phases as a function of density. The energy is evaluated
both in a many-body and pairwise fashion by considering or not the correction introduced in Eq. 3. (b) Snapshots of a typical configuration of
the three phases. (c) Typical shell’s deformation of a particle in these phases. The deformed portion of the shell is highlighted with a darker
color. The red color indicates the regions where the many-body effect comes in to play.
and the fitting procedure. Finally, we discuss the accuracy and
reliability of the fit.
A. Training data set
As we are interested in studying the phase behaviour of this
model in two dimensions, the training data set should include
representative examples of the particle’s typical environments
for a wide range of different densities and interaction strengths
K. We perform MC simulations of the model in the canon-
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ical ensemble, i.e. constant number of particles N, area A,
and temperature T . Note that, since the averaging over differ-
ent orientations introduces statistical uncertainty in the energy
evaluation, in these simulations we use the penalty method in-
troduced in Ref. 37. In this method, the standard acceptance
rule proposed by Metropolis et al.38 is modified by adding to
the energy difference an error-dependent penalty term. The
effect of this term is to correct, on average, for the presence of
the noise.
To build the training data set, we consider a relatively small
system size of N = 64 particles and restrict our attention to
densities for which many-body effects are present. Specifi-
cally, simulations are performed for several densities in the
range ρσ2 ∈ [2.4,4.6] starting from a hexagonal crystal con-
figuration, and ρσ2 ∈ [2.4,4] starting from a square crystal
configuration. In both cases, the density spacing considered is
δρσ2 = 0.025. Moreover, for each density and initial configu-
ration, we consider different values of the interaction strength:
βK ∈ {1,10,50,100,1000}, where β = 1/kBT with kB Boltz-
mann’s constant and T the temperature.
From each simulation, we save 50 independent snapshots
together with the corresponding particles’ dimensionless en-
ergies, ui =Ui/K. Finally, 10 particles from each snapshot are
randomly selected and included in our data set. 80% of this
data set is used for the training, while the remaining 20% is
used for testing the model.
B. Symmetry functions
To describe the local environment of a particle we use the
SFs introduced by Behler and Parrinello for constructing high-
dimensional neural network potentials18. These SFs are de-
scribed in great detail in Refs. 22 and 32 and have been used
as inputs for atomic feed-forward neural networks in order to
provide the atomic energy contributions of different materials
and molecules18,26,27,29,30. Here, we briefly describe the form
of the two types of SFs employed in this work.
The first type of SFs, G2, provides information on the pair
correlations between the reference particle and its neighbours,
i.e. all particles closer than a fixed cutoff distance rc to the
reference particle. For a given particle i, G2i is defined as
G2i =∑
j
eη(ri j−Rs)
2
fc(ri j), (4)
where ri j is the distance between particles i and j, η and Rs
are two parameters that control the width and the position of
the Gaussian with respect to particle i, and the sum runs over
all neighbours j being closer than rc. Additionally, fc(ri j) is
a cutoff function: a monotonically decreasing function that
smoothly goes to 0 in both value and slope at the cutoff dis-
tance rc. Here, we consider a cutoff function of the form
fc(ri j) =
{
0.5 [cos(piri j/rc)+1] for ri j ≤ rc
0 for ri j > rc.
(5)
The second type of SFs, G3, provides information on angu-
lar correlations and it is defined as
G3i =2
1−ξ ∑
j,k 6=i
(1+λ cosθi jk)ξ e
η(r2i j+r
2
ik+r
2
jk)×
fc(ri j) fc(rik) fc(r jk),
(6)
where the indices j and k run over all the neighbours of parti-
cle i, and ξ , η , and λ are three parameters that determine the
shape of the function. The parameter λ can have the values
+1 or −1 and determines the angle θi jk at which the angular
part of the function has its maximum (θi jk = 0o for λ = 1, and
θi jk = 180o for λ = −1). The angular resolution is provided
by the parameter ξ , while η controls the radial resolution.
Here, the goal is to express the particle’s deformation en-
ergy, ui = Ui/K, as a function of a suitable set of SFs. The
selection of this set, i.e. the number of SFs to use and their
parameters, is arguably the most crucial step in the optimiza-
tion of the fitting procedure. In the context of neural-network-
based potentials, this is usually done by evaluating empiri-
cally how the accuracy of the model depends on the set of
SFs employed. Based on this idea, one can adopt several op-
timization strategies in order to find a proper set of SFs. For
instance, a recent work proposed the use of genetic algorithms
as a method for an optimal selection33. The main drawback
of such a procedure is that the training of the model has to be
repeated for every considered set.
A completely different approach for an efficient and auto-
matic selection was proposed in Ref. 34. The various methods
introduced there are based solely on the knowledge of the ge-
ometry of the particles’ environments, and do not rely on the
energy, nor on the performance of the model that results from
a given choice of the SFs. Instead, the common idea behind
these methods is to choose SFs which are as diverse as possi-
ble by e.g. minimizing their linear correlation. This avoids in-
cluding redundant information and allows one to capture dif-
ferent aspects of the particle’s environment using a relatively
small set of SFs. One possible risk of this approach in terms
of efficiency is the inclusion of SFs which poorly correlate
with the energy. These SFs would be sensitive to aspects of
the particle’s environment that hardly influence the particle’s
energy. While their inclusion would not harm the accuracy of
the model, their evaluation would constitute an unnecessary
numerical overhead.
In the following, we draw inspiration from Ref. 34 and
introduce a new efficient and automatic procedure for the se-
lection of SFs. As we will see, the proposed method is by
definition ideally suited to work in combination with simple
linear regression, but could also be used as the basis of a non-
linear regression scheme.
C. Selection of SFs
As in Ref. 34, the first step of the procedure involves the
creation of a large but manageable pool of candidate SFs. This
is done by calculating, for every particle in the data set, sev-
eral SFs with different sets of parameters. At this stage, the
parameters are chosen following simple heuristic rules with
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the goal of capturing most of the possible correlations within
the cutoff radius. Here, we fix the cutoff to the range of the
interaction defined in our model, i.e. rc = σ .
We build a set of radial symmetry functions G2 consist-
ing of Gaussian functions (Eq. 4) both centered around the
reference particle (Rs = 0) and displaced away from the ref-
erence particle (Rs > 0). For the SFs with Rs = 0, we con-
sider 15 different Gaussian widths in the range η ∈ [0.001,24].
For the other radial symmetry functions, we vary the center
of the Gaussian among 9 equally spaced values in the range
Rs/rc ∈ [0.1,0.9], with Gaussian widths chosen on a logarith-
mic scale: η ∈ {1,2,4,8,16}.
The G3 angular SFs are generated by setting λ ∈ {−1,1},
η ∈ {0.01,0.1,1,2,4,8}, and ξ ∈ {1,2,4,8}.
With these choices, our pool of candidates consists of M =
108 SFs. One could in principle consider a larger pool, mak-
ing the description of the environment more complete at the
expense, however, of a greater computational cost. In this
work, we found this pool to be sufficiently large.
The second step of the procedure consists of selecting from
the initial pool a subset of Ns <M SFs that captures the most
relevant features of the particle’s environment and can be used
as the basis of a regression scheme to approximate the parti-
cle’s energy. In this step, the SFs are selected from the pool
one after the other in a way that maximizes the overall corre-
lation with the target energy.
The first SF that is selected is the one with the highest linear
correlation with the energy, i.e. the one that alone best predicts
the energy. As a measure of the correlation, we use the square
of the Pearson correlation coefficient, defined as
ck =
∑i
(
Sk(i)− S¯k
)
(ui− u¯)
σSD(Sk)σSD(u)
, (7)
where Sk(i) and ui are, respectively, the k-th SF in the pool
and the energy of the i-th particle in the data set, S¯k and u¯ are
their arithmetic means evaluated over the whole data set, and
σSD(Sk) and σSD(u) are their standard deviations. Then, the
second SF selected is chosen to be the one that maximizes the
increase in the correlation with the energy. The linear corre-
lation between a set of SFs and the energy is quantified by the
coefficient of multiple correlation, R, whose square is given
by
R2 = cTR−1c. (8)
Here, cT = (c1,c2, . . .) is the vector whose i-th component is
the Pearson correlation, ci, between the i-th SF in the set and
the energy, while R is the correlation matrix of the current
set of SFs. Specifically, the element Ri j of this matrix is the
Pearson correlation between the i-th and the j-th SFs in the
set. Note that in the case of only one SF Si, R2 reduces to
c2i . R
2 can also be computed as the fraction of variance that
is explained by a linear fit (including an intercept) of the en-
ergy in terms of the SFs in the set. Although computationally
slightly more expensive than the evaluation of Eq.8, we found
this second method to be numerically more stable.
By maximizing the increase in the correlation with the en-
ergy, we aim to select new SFs that add relevant information
to the currently selected set, while penalizing both (i) highly
correlated SFs with only redundant information, and (ii) SFs
which are sensitive to aspects of the particle’s environment
that poorly correlate with the particle’s energy. The inclusion
of point (ii) in our selection procedure is arguably the main
difference with the methods proposed in Ref. 34, where only
point (i) is addressed. The described process can be repeated
iteratively in order to select new SFs until R2 stops increasing
appreciably. This, indeed, indicates that the remaining SFs in
the pool add negligible information, and gives us a simple rule
to optimize the number of selected SFs.
Another advantage of our procedure is that the value of R2
is by definition a quantitative measure of how well a linear
combination of the selected SFs can approximate the parti-
cle’s energy. As a result, its final value represents an excellent
indication of whether linear regression or more complex non-
linear schemes are necessary for the problem at hand. When
sufficient, using simple linear regression instead of nonlinear
neural networks, for instance, might have some important ad-
vantages: (i) the parameters’ optimization is deterministic in-
stead of stochastic, which makes the fitting process, or train-
ing, much simpler in terms of efficiency and accuracy; (ii)
the risk of overfitting is considerably lower; (iii) the resulting
model is cheaper in terms of computational cost.
In the next section, we present the results of the fit and com-
pare its efficiency and reliability with the original model.
D. Fit results and validation
We now present the results of the selection procedure in our
problem. Fig. 5 shows (a) R2 and (b) the root mean squared
error (RMSE) of the corresponding linear fit as a function of
the number of selected SFs. The RMSE is shown both for the
training and test sets. Note that R2 and the RMSE are related
by a simple transformation, i.e. R2 = 1−RMSE2/σ2SD(u).
The first thing to notice is that with only a few SFs R2 ap-
proaches very closely its maximum possible value, i.e. R2 = 1.
This clearly indicates that even linear regression using a low
number of SFs can very accurately approximate our target in-
teraction.
Next, if we look closely at the variation of the RMSE as a
function of Ns (Fig.5b), we can identify three distinct regimes.
Initially, the error decreases very rapidly: by about one order
of magnitude going from Ns = 1 to Ns = 7. After that, the er-
ror keeps decreasing more slowly until Ns ' 18. Finally, after
Ns = 18, the error essentially stays constant. From this pic-
ture, we can distinguish two obvious choices for the number
of symmetry functions: Ns= 7 and Ns= 18. Both will provide
a good balance between accuracy and efficiency, but clearly
choosing Ns = 7 leads to a more efficient model. Limiting the
number of selected SFs is particularly important when using
them as the input of a neural network. In such cases, the in-
put size influences also the size of the following layers in the
network and, as a result, has a stronger impact on the overall
efficiency of the model. However, as we are using linear re-
gression, we opted instead for a slightly less efficient but more
accurate choice of Ns = 18.
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FIG. 5. (a) Square of the correlation coefficient, R2, and (b) root
mean squared error (RMSE) as a function of the number of symmetry
functions employed, Ns. The RMSE is shown for both the training
and the test sets. The chosen value, Ns = 18, is indicated with a star.
To quantify the speed-up achieved with the fit, we com-
pared the computational times required for the energy evalua-
tion using the original model (τM) and the fitted potential (τF ).
Since these times depend differently on the density and on the
number of neighbours interacting with each particle, we con-
sidered a hexagonal crystal at different densities. The ratio
τM/τF , represented in Fig.6, clearly shows that the fit speeds
up the energy evaluation by at least two orders of magnitude
at all densities. A discontinuous jump is observed at a den-
sity of ρσ2 = 3.5, where an extra shell of neighbors enters
the interaction range of any given particle. Although these
extra neighbors usually do not contribute to the energy, our
Monte Carlo simulation still takes them into account as pos-
sibly interacting neighbors, and hence around this density, the
computation cost goes up significantly. Nonetheless, the fit is
at least 200 times faster than the original model even at high
densities.
We now turn the discussion to the reliability of our fitted
potential. A first simple indication of the general accuracy of
the fit is given by its performance on data that was not used
in the training. Fig.5b shows that the RMSE on the training
and test sets are approximately equal for every value of Ns,
indicating that the fit generalizes well to "previously unseen”
FIG. 6. Ratio between the computational times required for the en-
ergy evaluation in a hexagonal crystal using the original model, τM ,
and the fitted potential, τF , as a function of density.
data. Although this is a good measure of the quality of the
fit, it is also important to verify its reliability when computing
other properties of the system. To this end, we performed MC
simulations in the isothermal-isobaric ensemble (NPT ) with
the original model and with the fitted potential. For several
pressures and different values of the interaction strength βK,
we compare the estimated equilibrium density of the system.
Note that we considered a system size of N = 64 particles and
started all simulations from a high density hexagonal crystal.
Furthermore, to speed up the simulations using the original
model, we limited the number of orientations in the averaging
to No = 10.
Fig.7 shows a comparison of the results obtained with the
model and with the fit for six values of βK. Up to a value of
βK = 200, we find an excellent agreement between the two
models. The only appreciable differences are observed for a
few pressures in the vicinity of a first-order phase transition.
At those pressures, the system repeatedly jumped from one
phase to the other during the simulations. As each jump re-
quires the system to overcome a free energy barrier, the time
spent in the two phases depends on the particular run and af-
fects the final estimate of the density. As a consequence, simi-
lar differences would be observed even if running distinct sim-
ulations with the same model.
For larger values of βK, however, discrepancies between
the original model and the fit start appearing also at points
far from the phase transition. This can be seen in Fig.7 for
βK = 500, and especially for βK = 1000, where the differ-
ence becomes more pronounced. There is a simple explana-
tion to this. For high values of βK, the error in the fit (which
scales with the prefactor K) becomes comparable to the typ-
ical energy fluctuations (i.e. comparable to kBT ). This leads
to observable errors in the overall behavior of the system, and
hence in the equation of state. In our case, this clearly starts
happening for an interaction strength of at least βK = 500,
after which our fitted potential becomes less reliable.
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FIG. 7. Comparison of the pressure as a function of density obtained with the original model and the fitted potential for βK = 1 (top left),
βK = 50 (top center), βK = 100 (top right), βK = 200 (bottom left), βK = 500 (bottom center), and βK = 1000 (bottom right). Simulations
were performed with a system size of N = 64 particles and starting from a hexagonal crystal configuration at a density ρσ2 = 4.6.
IV. PHASE BEHAVIOUR
We investigated the phase behaviour of the system in two
dimensions by performing NPT -MC simulations with the fit-
ted interaction potential. Specifically, we determined the
equation of state (EOS) of the system, i.e. the pressure as
a function of the equilibrium density, for several values of the
interaction strength in the range βK ∈ [1,500]. We repeated
this analysis for different initial conditions of the system: a
low-density fluid phase, and high-density hexagonal, square
and sigma phases. We chose these initial configurations as
similar phases have been observed in similar models for de-
formable colloids. In all cases we considered a system size of
N = 256 particles. Additionally, during these simulations, we
let the two axes of the box change independently in order to
let the box shape adapt.
To assess the structure and discriminate between different
phases, we computed the averaged m-fold bond orientational
order parameter χm, defined as39
χm =
〈∣∣∣∣∣ 1Nb( j)
Nb( j)
∑
k=1
exp(imθr jk)
∣∣∣∣∣
2〉
. (9)
Here, m is an integer associated with the symmetry of interest,
r jk is the vector connecting particles j and k, and θr jk is the
angle between r jk and an arbitrary axis. Additionally, the sum
over k runs over the Nb( j) nearest neighbours of particle j.
The set of nearest neighbors of each particle is identified with
a two-dimensional adaptation of the parameter-free criterion
called SANN (solid angle nearest neighbor)40.
For all values of βK and initial conditions considered, the
system stabilized a fluid phase at low densities and a hexag-
onal crystal phase at higher densities. In Fig.8, we show the
measured EOS and the order parameter χ6 for three values of
βK. χ6 measures the degree of 6-fold symmetry in the sys-
tem and it is expected to be high in the hexagonal phase. The
background colors in Fig.8 indicate the regions of stability of
the two phases, while the color grey indicates the coexistence
region. Points falling in this region correspond to pressures
at which the system jumped multiple times from one phase to
the other during the simulation.
Finally, from these EOS we determined the phase behaviour
of the system as a function of the interaction strength and the
density. The constructed phase diagram is shown in Fig.9.
Note that this phase diagram is actually much simpler than
that of the analytic, 2-body Hertzian potential, which displays
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FIG. 8. Pressure (black) and χ6 (blue) as a function of density for βK = 1 (left), βK = 50 (center) and βK = 200 (right).
a variety of complex phases6.
FIG. 9. Phase diagram as a function of the interaction strength, βK,
and the density, ρσ2. The stable phases are the fluid phase (F) and
hexagonal crystal phase (H). The grey area denotes the coexistence
region between the two phases.
V. CONCLUSIONS
In short, we have introduced a simple and efficient method
to fit computationally expensive many-body interactions us-
ing linear combinations of symmetry functions. In particular,
our approach selects an effective set of symmetry functions
with an iterative procedure performed on a representative set
of sample configurations. We used this approach to fit the in-
teraction potential of colloids coated with a deformable shell,
speeding up the energy evaluation by at least to orders of mag-
nitude. Using Monte Carlo simulations of the fitted potential,
we scan the phase diagram of the colloidal model system over
a range of temperatures and densities, revealing a fluid and a
single stable hexagonal crystal phase.
While the model we investigated is relatively simple, the
computational speedup demonstrates that our approach pro-
vides an effective way forward in situations where interaction
potentials between particles are too computationally expen-
sive to be tractable in standard computer simulations. This
not only applies to simulating deformable colloids, but also
to ab initio simulations of atomic systems, where interactions
between atoms are complicated by quantum effects. Similarly,
the same approach can straightforwardly be extended to fitting
effective interactions between particles, e.g. in systems con-
taining polymer chains (in solution or grafted onto particles)
which carry a large number of degrees of freedom.
The main strengths of the fitting approach we propose here
are its efficiency and its flexibility. The efficiency stems from
the fact that the iterative method used to select symmetry func-
tions is directly aimed at fitting the desired energy function,
and thus avoids including SFs that do not correlate with the
target function. This criterion relies on the fact that our final
fitting scheme is a simple linear fit, which ensures that the ex-
pected impact of adding a new SF can be gauged based on its
linear correlation with the energy function and the previous
set of SFs. The flexibility stems from the fact that the method
does not rely on a specific choice for the pool of SFs we se-
lect from. Here, we only include radial and angular functions,
since we know from physical considerations that the particles
are isotropic. However, including SFs that take into account
the orientation of the particles is straightforward. Hence, we
believe that the proposed approach will be a valuable tool for
speeding up the simulation of particles with complex interac-
tions.
ACKNOWLEDGMENTS
We would like to thank Gabriele Maria Coli and Massimil-
iano Chiappini for many useful discussions. L. F., E. B., and
S. P. gratefully acknowledge funding from the Netherlands
Organisation for Scientific Research (NWO) [grant number
16DDS004]. F. S. gratefully acknowledges funding from
Modeling elastic spheres 10
Agence National de la Recherche [grant number ANR-18-
CE09-00].
DATA AVAILABILITY
The data that support the findings of this study are available
from the corresponding author upon reasonable request.
1M. Watzlawek, C. N. Likos, and H. Löwen, Phys. Rev. Lett. 82, 5289
(1999).
2S. Lee, M. J. Bluemle, and F. S. Bates, Science 330, 349 (2010).
3T. M. Gillard, S. Lee, and F. S. Bates, Proc. Natl. Acad. Sci. USA 113,
5167 (2016).
4S. Hajiw, B. Pansu, and J.-F. Sadoc, ACS Nano 9, 8116 (2015).
5X. Zeng, G. Ungar, Y. Liu, V. Percec, A. E. Dulcey, and J. K. Hobbs, Nature
428, 157 (2004).
6J. C. Pàmies, A. Cacciuto, and D. Frenkel, J. Chem. Phys. 131, 044514
(2009).
7S. M. Hashmi and E. R. Dufresne, Soft Matter 5, 3682 (2009).
8P. S. Mohanty, D. Paloli, J. J. Crassous, E. Zaccarelli, and P. Schurten-
berger, J. Chem. Phys. 140, 094901 (2014).
9M. J. Bergman, N. Gnan, M. Obiols-Rabasa, J.-M. Meijer, L. Rovigatti,
E. Zaccarelli, and P. Schurtenberger, Nat. Commun. 9, 1 (2018).
10L. Rovigatti, N. Gnan, A. Ninarello, and E. Zaccarelli, Macromolecules
52, 4895 (2019).
11F. Camerin, N. Gnan, J. Ruiz-Franco, A. Ninarello, L. Rovigatti, and E. Za-
ccarelli, arXiv preprint arXiv:2001.06237 (2020).
12Y. D. Fomin, E. Gaiduk, E. Tsiok, and V. Ryzhov, Mol. Phys. 116, 3258
(2018).
13M. Zu, P. Tan, and N. Xu, Nat. Commun. 8, 1 (2017).
14B. Pansu and J.-F. Sadoc, Eur. Phys. J. E 40, 102 (2017).
15M. Rupp, A. Tkatchenko, K.-R. Müller, and O. A. Von Lilienfeld, Phys.
Rev. Lett. 108, 058301 (2012).
16F. A. Faber, A. Lindmaa, O. A. Von Lilienfeld, and R. Armiento, Phys.
Rev. Lett. 117, 135502 (2016).
17J. Behler, J. Chem. Phys. 145, 170901 (2016).
18J. Behler and M. Parrinello, Phys. Rev. Lett. 98, 146401 (2007).
19A. P. Bartók, R. Kondor, and G. Csányi, Phys. Rev. B 87, 184115 (2013).
20A. Glielmo, P. Sollich, and A. De Vita, Phys. Rev. B 95, 214302 (2017).
21A. Grisafi, D. M. Wilkins, G. Csányi, and M. Ceriotti, Phys. Rev. Lett. 120,
036002 (2018).
22J. Behler, J. Chem. Phys. 134, 074106 (2011).
23A. P. Bartók, M. C. Payne, R. Kondor, and G. Csányi, Phys. Rev. Lett. 104,
136403 (2010).
24A. P. Bartók, M. J. Gillan, F. R. Manby, and G. Csányi, Phys. Rev. B 88,
054104 (2013).
25F. Musil, S. De, J. Yang, J. E. Campbell, G. M. Day, and M. Ceriotti, Chem.
Sci. 9, 1289 (2018).
26R. Z. Khaliullin, H. Eshet, T. D. Kühne, J. Behler, and M. Parrinello, Phys.
Rev. B 81, 100103 (2010).
27H. Eshet, R. Z. Khaliullin, T. D. Kühne, J. Behler, and M. Parrinello, Phys.
Rev. Lett. 108, 115701 (2012).
28P. Geiger and C. Dellago, J. Chem. Phys. 139, 164105 (2013).
29V. Kapil, J. Behler, and M. Ceriotti, J. Chem. Phys. 145, 234103 (2016).
30B. Cheng, J. Behler, and M. Ceriotti, J. Phys. Chem. Lett. 7, 2210 (2016).
31A. Singraber, T. Morawietz, J. Behler, and C. Dellago, J. Chem. Theory
Comput. 15, 3075 (2019).
32J. Behler, Int. J. Quantum Chem. 115, 1032 (2015).
33M. Gastegger, L. Schwiedrzik, M. Bittermann, F. Berzsenyi, and P. Mar-
quetand, J. Chem. Phys. 148, 241709 (2018).
34G. Imbalzano, A. Anelli, D. Giofré, S. Klees, J. Behler, and M. Ceriotti, J.
Chem. Phys. 148, 241730 (2018).
35B. A. Helfrecht, R. K. Cersonsky, G. Fraux, and M. Ceriotti, arXiv preprint
arXiv:2002.05076 (2020).
36M. Deserno, If Polymerforshung (Ed.) , 99 (2004).
37D. M. Ceperley and M. Dewing, J. Chem. Phys. 110, 9812 (1999).
38N. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth, A. H. Teller, and
E. Teller, J. Chem. Phys. 21, 1087 (1953).
39H. Weber, D. Marx, and K. Binder, Phys. Rev. B 51, 14636 (1995).
40J. A. van Meel, L. Filion, C. Valeriani, and D. Frenkel, J. Chem. Phys. 136,
234107 (2012).
