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In this paper, I present a brief introduction to methods of stochastic differential equations which may
be of relevance to problems of orbital dynamics considered in this workshop. Included are the Ito
calculus, limit theorems for stochastic equations with rapidly varying noise, and the theory of large
deviations.
1. INTRODUCTION
In this paper, I present a brief introduction to concepts of stochastic differential
equations which may be of relevance to the orbital-dynamics problems considered
in this workshop. Possible applications might be to the analysis of roundoff error
in numerical simulation, or to the modeling of space- or time-varying noise which,
although small, could have a dramatic effect on the long-time stability of a
Hamiltonian system undergoing very many orbital revolutions.
In Section 2, I give a heuristic introduction to the Ito ~alculus. This theory
provides a rigorous basis for nonlinear "white-noise" equations and their relation
to Markovian diffusion processes. Since mathematical subtleties in the formula-
tion and manipulation of an Ito model can materially affect the results, I describe
in Section 3 how such models can arise as limiting cases of real, nonwhite noise.
These theorems are stochastic versions of the method of averaging, a method
highly relevant for particles undergoing nearly periodic oscillations, whether or
not random forces are present. Finally, in Section 4, I discuss techniques for the
analysis of Ito models with small white noise. In particular, an elegant theory is
available which describes how, with only small random perturbations, a particle
can escape from an otherwise stable orbit. This effect, is, for these processes,
what controls the time scale on which stability can be achieved.
2. INTRODUCTION TO THE (ITO) CALCULUS
The problem is to define "white noise," Wet), of mean zero and delta-correlated
E[W(t)] = 0, E[W(t)W(t + i)] = D(i). (1)
Such a process does not exist in the ordinary sense but plays a role in random
process theory analogous to that of distributions in the theory of generalized
functions. Ito's solution! is to use the well-defined Brownian motion (continuous
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random walk) f3(t). For times 0 =:::; t1< t2<. · · < tn, we consider the Brownian
increments Ji.if3 = f3(ti+1) - f3(ti). Then ~;f3 are statistically independent (this is
similar to <5-correlated) and have a Gaussian distribution with mean zero and
variance
(2)
We divide the time interval (0, t) with a grid of n subintervals, so that t; = i~,
with ~ = tIn. Then for a suitable random process Y(t), we can define the
stochastic integral
"[Y(s)W(s) ds" = [Y(S) d~(s)
n-1





It can be shown that the sum in Eq. (3) does converge in a suitable probabilistic
sense, even though P(t) is not of bounded variation. Let b, a be random
processes. Then dX is the stochastic differential
dX=bdt+ adp
if X can be written as a stochastic integral
X(t) = xo + [b ds + [<1d~.
An Ito stochastic differential equation results if b, a are deterministic functions
of X, and possibly of time t. Then Eq. 4 can be thought of as a limit of forward
differences:
Xi+1 - Xi = b(ti, Xi)[ti+1- t;] + a(ti, Xi)[f3(ti+1) - P(ti)]. (6)
Now the Ito calculus uses the two differentials dt and dp. From Eq. (2) it is
apparent that E[(dP)2] = dt. Thus, in contrast to ordinary calculus, squares of
differentials are not negligible, and the rules of calculus are fundamentally altered.





It is not difficult to check heuristically the reasonableness of Eq. (7). To see
that (dP)2 = dt, we check the integral form, that fb [dP(S)]2 has mean t and
variance zero:
E[~~ (!!li~f] = ~~ !!lit = t,
E[(~ (!!liP)2 _ t)2] = 2~2~ O.
(8)
(9)
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Equations (8) and (9) follow from properties of independent Gaussian random
variables.
From Ito's multiplication table follows Ito's chain rule. If Y(t) = f(t, X(t»,
then
(10)
The extra term, !txxa2, comes from a Taylor expansion of f to second order and
use of Eq. (7).
Seemingly inconsequential modeling differences can have a material effect on
the process modeled. For instance the more symmetric version of Eq. (6),
~+1 - ~ = b(X;)(ti+1- ti) + ![a(X;) + a(X;+1)][P(ti+1) - P(ti)], (11)
can be shown to be equivalent, in the limit, to
dX = [b (X) + !a(X)a' (X)] dt + a(X) dp. (12)
The reader may derive this equivalence by expanding a(X;+1) in a Taylor series to
second order and using Eq. (7).
The solutions of Ito ordinary differential equations are Markovian diffusion
processes; their probability densities and related quantities can be described by
deterministic partial differential equations of Fokker-Planck type, a fact of great
utility. We generalize here to the vector case, when X, b, 13 E Rd , 13 =
(131, 132, · .. ,pd) is a vector of independent Brownian motions, and a is a d x d




E[dX IXl = b(X) dt





Let Lx be the differential operator
'" 1 .. a2 ",. a
Lx = LJ 2a'J (X) a i a j + LJ b'(x) -ai·i,j X X i X
Let P(t, x Iy) be the probability density of X(t), given that X(O) = y. Then P
satisfies the backward Kolmogorov equation,
ap
at=LyP,





where L; is the adjoint of Lx. The initial condition for Eq. (17) or Eq. (18) is
p It=o = <5(x - y). (19)
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3. PROBABILISTIC LIMIT THEOREMS
A mixing process is, roughly speaking, a process which cannot be predicted far
into the future. Thus if y(t) is mixing, y(t1) and y(tz) become independent
random variables as the time lag, It1 - tzl, becomes large. Let E > 0 be a small
parameter, and let yE(t) = y(tl EZ) be a rapidly varying version of y. Then yE(t) is
similar to white noise in that yE(t1), yE(tZ) are approximately independent, for
any t1 +tz, if E is small (note that the "true" time lag is It1 - tzll EZ). I consider, in





In Eq. (20) X E, y, F may be vectors, and the nonlinear function F is allowed to
have deterministic variation on the fast, tlEZ, time scale, as well as dependence on
the fast mixing process ·yE. Equation (20) is supplemented with the deterministic
initial condition, XE(O) = Xo.
For a stochastic version of the method of averaging, one computes the
probability and fast-time average of F, for t and X held fixed:
- 1 itO+ TF(t, x) = lim -T E[F(t, r, x; y(r))] dr.
T~oo to
It is assumed the limit exists independently of to. Then, under suitable hypotheses
it may be shownz that X E is well approximated as E! 0 by the deterministic
trajectory XO(t), where XO is the solution of
~ XO(t) = F(t, XO(t)),
XO(O) =Xo•
Furthermore, the stochastic fluctuations about XO
yE = (XE- XO)/£ (23)
(25)
may be approximated by a Gaussian process, YO, which is the solution of a linear
stochastic Ito equation. Let the matrix A(t, x) be given by
1 i to+ T ito+ TA(t, x) = lim -T d'"(l d'"(zE([F(t, '"(1' x; 1'('"(1)) - E[F(t, '"(1' x; 1'('"(1))]]
T~oo to to
[F(t, '"(z, x; 1'('"(z)) - E[F(t, '"(z, x; 1'('"(Z))]]T), (24)
and let a(t, x) be a matrix such that aaT = A. yo is the solution ofz
aftdYO = ax(t, XO(t)) yo dt + a(t, XO(t)) d{J(t).
This theorem, then, predicts small Gaussian deviations from a deterministic
orbit. It does not describe correctly the large deviations that can occur over a very
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long time. It may be used, however, to quantify the width of the probability tube
surrounding an orbit, and thus to visualize a beam of noninteracting particles with
statistically similar dynamics. For the tube about a closed orbit which is a limit
cycle, the reader is referred to,3 where general formulas are derived relating
stochastic effects to the deterministic stability (Le., Floquet multiplier) of the
orbit.
Theorems giving small Gaussian fluctuations are very general, with extensions
to, e.g., stochastic equations with memory,4 and boundary-value problems.5
To obtain, in the limit, stochastic effects which are not small, Eq. (20) must be
altered to incorporate large-amplitude fluctuations, Le.,
d 1
-d XE(t) =- F(t, tle2, XE(t); y(tle2)) + G(t, tle2, XE(t); y(tle2)). (26)
t e
In Eq. (26) it must be assumed that F has mean zero:




Equation (26) is the basis for what is commonly called the Stratonovich calculus,
in contrast to the Ito calculus discussed in Section 1. It was first considered
heuristically by Stratonovich (for G == 0) in Ref. 6, but rigorous theorems are now
available. The result is that Eq. (26) is equivalent, in the limit, to some Ito
model, with governing coefficients a ii, bi in Eq. (16) that can be computed by
formulas similar (but not identical) to Eqs. (24) (see Refs 7, 8). These theorems,
then, provide a method of deriving the correct Ito model, starting with more
realistic dynamics.
Few models would incorporate, from the start, large amplitudes as indicated in
Eq. (26). These usually result from some kind of preliminary transformation and
scaling. As an example of relevance here, we consider a harmonic oscillator with
small damping and small random variations in the spring constant:8
d2X dX
dt2 + 102ft dt + k 2[1 + ey(t)]X =0,
where we suppose y has mean zero. We remove the predictable rotation by u·sing,
instead of X, dXldt, the more slowly varying variables R, e defined by
X = eR cos (kt + e),
dXdt = -keR sin (kt + 0).
On the long time scale t = rfe2, after many revolutions, we obtain equations for
R, e of the form of Eq. (26):
dR 1 (r) k . (2kr ) Jl [ (2kr )J
-=- y - -sIn -+ 2e -- 1- cos -+ 28dr e e2 2 e2 2 e2 ,
de 1k (r)[ (2kr )J Jl. (2kr )
- = - - y - 1 + cos - + 2e - - sIn - + 2e .dr e 2 e2 e2 2 e2
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Application of the limit theorem now yields a particularly simple diffusion
process, analyzed in Ref. 8.
This type of transformation can be effected in general for problems of orbital
dynamics which are linear and deterministic to leading order. That is, we assume
a model, for vector X, of the form
dXdi = A(t)X + ef(t, X) + e2g(t, x), (31)
where A is a deterministic matrix, f, g random, with E[f] == O. Let Y be a
fundamental solution matrix
~~=A(t)Y, Y nonsingular.
Let X(t) = Y(t)Z(t), and t = r/£2. Then Z satisfies an equation of type (26):




For application of these theorems to the Hamiltonian system relevant to the
equations of geometrical optics (ray theory in a random medium), see Refs 9, 10.
Related results are in Ref. 11.
4. LARGE DEVIATIONS
Let £ be a small parameter. We consider here the smalf noise Ito equation
obtained by replacing a by YEa in Eq. (4). For the multidimensional case, the
forward Kolmogorov Equation, (18) is, using the summation convention,
ap £ a2 .. a.
at = 2axi axj (a'J(x)P) - axi (b'(x)P),
P It=o = c5(x - y).
We solve Eq. (34) by a W.K.B. method, i.e., we insert the ansatz
P ~ exp {- cP /£ }(~ + £ VI + · · .) (35)
and equate powers of £. The O(1/£) terms give a first-order nonlinear equation for




Equation (36) may be solved by Hamilton-Jacobi theory. The subcharacteristic
curves of Eq. (36) are "probability rays" emanating from the "source" at
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x(O) = y, and satisfying
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(38)
where dot denotes derivative along a ray. ep can be obtained by solving, along a
ray,
cP = !a ij (x )PiPj,
ep(O) = o.
(39)
One can also obtain linear "transport" equations along a ray for Va, VI' etc., by
considering higher-order terms in the expansion of Eq. (34), but we omit the
details.
Since aij is positive semi-definite, we obtain from Eq. (39) that cP ~ O. From
Eq. (38), if Pi = 0 for all i initially, then Pi = 0 for all i along this ray (since Pi = 0).
Then ep = 0 in Eq. (39) for this ray, and we obtain that ep = O. That is, the ray for
which P = 0 initially produces the minimum possible value of ep, ep = O. By Eq.
(35), its probability will then be exponentially larger than that of any other ra~,
Le., is the maximum likelihood ray. From Eq. (38), the equation for this ray, X,
is
(40)
That is, X is the deterministic orbit, the path followed when e = O. An
approximation of <p near X gives small Gaussian fluctuations near the determinis-
tic path, analogous to what was considered in Section 3.
However, with the full expansion Eq. (35), we can compute probabilities of
being far from X. Here again, the value of (jJ is all important, since if one path
has a smaller value of ep than another, it has an exponentially larger probability.
Probabilistically, this may be seen more easily by a Lagrangian formulation. From
Eqs. (13) and (14) with a ij replaced by eaij, we can compute the probability of a
path by breaking the path into n steps each of duration ti + 1 - ti = ~. For small ~,
each path increment is Gaussian, with mean and covariance given by Eqs. (13)
and (14). Thus
where aij is the matrix inverse to aij and c is a proportionality factor. The
probability of a path X(t) is obtained by multiplying n expressions like Eq. (41)
and passing to a continuum limit. Formally, we obtain the exponential of an
action integral
prob {X(.) =X(.) up to time t} = ce-(lIZe)JbL (X(s),X(s» ds, (42)
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where the Lagrangian is
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L is the Lagrangian corresponding to the Hamiltonian Eq. (37). The
maximum-likelihood path joining any initial point X(O) = y to some set f at time
t, {X(t)ef} , is obtained by minimization of L subject to these endpoint
constraints at 0, t. By Hamilton-Jacobi theory, the minimizing path satisfies the
ray Eqs. (38). The minimum action, ep(t, y), as a function of its initial point
X(O) = y, satisfies the Hamilton-Jacobi Eq. (36).
This circle of ideas has been developed by several authors, and a rather
extensive theory now exists, especially for the calculation of escape due to small
random forces from a deterministically stable set, X. In addition to the most
likely escape path, one can calculate the mean escape time, which is exponentially
large ( -exp {~}), and other quantities. A first probabilistic treatment was given
by Wentzell and Freidlin. 12 Subsequently, Ludwig13,14 used the W.K.B. method
described here. A more comprehensive probabilistic theory of large deviations is
that of Donsker and Varadhan,t5 while the approach via perturbation theory has
been further generalized, and applications pursued, by Matkowsky and co-
workers. 16,17 For escape from a stable steady oscillatory state, see Refs. 17, 18.
For an application in random ray theory see Ref. 9. The recent books19,20 may
also be of interest.
A final word of caution must be given here. It may happen that the Ito
equation, derived by approximation as in Section 3, is not valid over the
extremely long times needed to escape a stable orbit. However, suitable
generalizations exist.21
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