As the rapid growth of high-speed and deep-tissue imaging in biomedical research, it is urgent to find a robust and effective denoising method to retain morphological features for further texture analysis and segmentation. Conventional denoising filters and models can easily suppress perturbative noises in high contrast images. However, for low photon budget multiphoton images, high detector gain will not only boost signals, but also bring huge background noises. In such stochastic resonance regime of imaging, sub-threshold signals may be detectable with the help of noises. Therefore, a denoising filter that can smartly remove noises without sacrificing the important cellular features such as cell boundaries is highly desired. In this paper, we propose a convolutional neural network based denoising autoencoder method, Fully Convolutional Deep Denoising Autoencoder (DDAE), to improve the quality of Three-Photon Fluorescence (3PF) and Third Harmonic Generation (THG) microscopy images. The average of the acquired 200 images of a given location served as the low-noise answer for DDAE training. Compared with other widely used denoising methods, our DDAE model shows better signal-to-noise ratio (26.6 and 29.9 for 3PF and THG, respectively), structure similarity (0.86 and 0.87 for 3PF and THG, respectively), and preservation of nuclear or cellular boundaries.
INTRODUCTION
The real-time visualization of living cells in their tissue environment is crucial for many applications in life science and medical devices [1, 2] . For instance, deep-tissue cellular imaging with transgenic labeling of reporters could reveal the niche environments and functional interactions of multiple cells in the contexts of hematopoiesis [3] , tumor metastasis [4] [5] [6] , and neuronal connection [7, 8] . In vitro or non-invasive in vivo imaging flow cytometry through real-time microscopy of the intra-fluidic channel or intravascular blood cells could have the potential to benefit patients and caregivers to detect physiological aberrancy more efficiently [9] [10] [11] [12] [13] . To obtain sharp sectioning images of cells in tissues, researchers developed confocal or multiphoton fluorescence microscopy to improve the axial resolution [1, 14] . Two-photon fluorescence microscopy, for instance, has been widely applied in many deep-tissue studies such as brain research. Its near infrared (800-1300 nm) laser excitation can greatly reduce the photo-bleaching of probes, distortion of wave-front, a scattering of photons, and maintain the subcellular resolution of images [1, 15, 16] . For good enough contrast of fluorescence imaging at deep tissues, the excitation intensity needs to be high, which might lead to background interference originated from the diffused fluorescence photons caused by multiple scattering. To obtain high acuity images at a depth deeper than 700 μm, three-photon contrasts excited by 1700 nm high pulse energy laser. The three-photon microscopy can improve significantly in the emission localization, reducing the out-of-focus background compared to two-photon microscopy [17] . Various existing fluorescent dyes can still work in 3PF microscopy. On the other hand, to realize in vivo imaging and medical testing such as virtual optical biopsy of immune cells, in vivo label-free microscopy would be critical. Many researchers have put efforts in the development of THG Microscopy for label-free imaging in tissues [11, [18] [19] [20] [21] . At an excitation wavelength of 1230 nm, THG microscopy can non-invasively obtain cellular morphology and visualize subcellular organelles in deep tissues without labeling. It can deliver an alternative contrast modality to complement multi-photon fluorescence microscopy, which provides information on cellular morphologies in three-dimensional tissue culture [16, 22] .
Although there have been several studies in both 3PF and THG microscopies, their low signal-to-noise ratio is still a crucial issue for the delineation and segmentation of cells. The signal counts of third-order nonlinear optical microscopy are pretty low and comparable to the noise counts resulted from the high bias-voltages of detection units. Type of noises include the signal dependent Poisson noises and detector dependent Gaussian noises. The former involves the random process of photon emission and the discrete nature of photoexcited charges. The latter typically results from the flicker noise or thermal noise in electronic systems. At such low photon budget condition, the signals may have stochastic resonance effects, where subthreshold signals could be boosted over the threshold with the help of detector noises [23] . The signal pattern within cells will carry features of noises, and it's difficult to extract the true signals out from the background. Hence, it is crucial to find an effective noise filtering method to enhance image contrast while retaining the structural information for further segmentation and texture analysis. Typically, researchers applied the Gaussian filter and median filter to remove Poisson or Gaussian noises. For Poisson noise, it can be transformed by stabilizing method such as Anscombe transformation into Gaussian white noise, and utilize Gaussian noise filter to alleviate it [24] . The non-local mean method performs noise filtering on image patches with similar textures. Some block-matching and collaborative filtering methods such as Blockmatching and 3D filtering (BM3D) have been proposed and widely used [25] . Also, some researchers use Bayesian method trying to extract noise information from the prior knowledge of images, train the likelihood function to predict the residual images V, and subtracted them from noisy observation [24, 26] . These methods can perform well in many image de-noising problems. However, conventional signal processing assumes that noise is a linear addition on signals by y = S+V, where S represents signals and V represents noise. This model is proper when the noise V is perturbative to S. However, in stochastic resonance regime, V is comparable to or larger than S and the detection threshold T is larger than S in many pixels of images. The representation of overall signals should be ! = # + % − ' if # + % > '; 0 if # + % < ' . Therefore, conventional de-speckle filter, median filter, or Gaussian filter may more or less drop the details of cellular morphology. For the signal-noise entangled stochastic resonance images, these methods may not work well due to the difference of noise modeling, i.e. the noisy observation is not just a superposition of signals and noise. Hence, for low photon-budget multiphoton microscopy images acquired in high-speed or deep-tissue imaging, it's still a challenging task to enhance signal-to-noise ratio without sacrificing structural information.
Several machine learning and deep learning-based denoising methods have been proposed and proved to generate better filtering results comparing with traditional filters. Especially, deep convolutional neural network (CNN) based algorithms have been widely applied in image classification [27] , segmentation [28] , and denoising [29, 30] . Recently, based on residual learning and batch normalization in Res U-Net, the content aware image restoration (CARE) method demonstrated good performance in denoising and resolution improvement of low photon-budget microscopy images [30] . Besides, in acoustics area, researchers proposed CNNbased methods and denoising autoencoder (DAE) architectures for noise reduction [31, 32] . The DAE method successfully filtered out background noise and improve the perceptual evaluation of speech quality (PESQ). Inspired by the success of CNN and DAE methods, in this work, we proposed a Fully Convolutional Deep Denoising Autoencoder (DDAE) method to reduce the noise in low photon-budget multiphoton microscopic images, especially for three-photon fluorescence and third-harmonic generation images. Without residual learning or batch normalization structures, the DDAE model has less limitation on its hardware implementation in the future. After training with 28 sets of microscopy data, we found the compact DDAE model already outperforms Gaussian filter, median filter, and benchmark BM3D algorithm on signal-to-noise ratio and structure similarity. Moreover, DDAE well preserves stochastic resonance enhanced features so that regions of nuclei or cells can be delineated more correctly, which is important for further segmentation works.
METHODS

Cell Culture, Cell Staining, and Acquisition of Multiphoton Images
RAW 264.7 murine macrophage cell lines were plated on bottom glass dishes (Nest Scientific, 801001), and were cultured in Dulbecco's Modified Eagle's Medium (DMEM) containing 10% fetal bovine serum (FBS), 100 U/ml penicillin and 100 µg/ml streptomycin. For 3PF imaging, no further treatment was added. For THG imaging, three hours after plating, 50 ng/ml lipopolysaccharides (LPS; Sigma) were used to elicit inflammatory macrophages at M1 state. After 24 hours of cytokine stimulation, media was replaced with normal media for cell imaging. For the 3PF imaging, 2 μg/mL Hoechst 33342 (Thermo Fisher Scientific) was used to stain the cell nuclei for 5 min. Unloaded Hoechst 33342 was removed by washing with normal medium. For the THG imaging, there was no labeling on cells. The lipid granules in M1 activated macrophages can give strong THG signals.
Time-lapse 3PF and THG images were acquired on an inverted multi-photon microscope (A1MP + , Nikon, Japan). A near-infrared (800-1300 nm) femtosecond laser (InSight X3, Spectra-Physics, Mountain View, California) with 100-fs pulse width and an 80-MHz repetition rate was used as the excitation source. The operation wavelength for 3PF and THG images were 1250 nm, which has the least on-focus phototoxicity and deepest penetration depth for biomedical samples. The laser light first transmitted an 820 nm edged multiphoton dichroic beam splitter and then was focused through a water-immersed 40× and 1.15 NA objective. To avoid the photobleaching, the Hoechst blue labeled cells were excited at an average power of 11 mW (100 GW/cm 2 instantaneous intensity), while for non-bleachable THG imaging, 37 mW (335 GW/cm 2 instantaneous intensity) was required to obtain detectable signals. All the generated three-photon signals were epi-collected by the same objective, reflected by the 820 nm edged multiphoton dichroic beam splitter, further reflected by a 495 nm edged dichroic beam splitter in the non-descanned detection unit, filtered by a 415-485 nm bandpass filter, and finally detected by the same photomultiplier tubes. Then the laser was raster scanned by a pair of the resonant scanner and a galvanometer mirrors to perform point-by-point excitation and detection, forming 512 × 512 pixels images at a 15-Hz frame rate. All images were subsequently exported to TIFF format images for denoising and deep learning processes.
Traditional Denoising Methods
For Gaussian and median filter, we used the python scipy function ndimage.gaussian_filter and ndimage.median_filter to perform the Gaussian and median filtering with a standard deviation σ (sigma values) of 1, 3, 5, and 10. For Block-matching and 3D filtering (BM3D) method, we implemented the MATLAB codes from http://www.cs.tut.fi/~foi/GCF-BM3D/ to perform BM3D denoising with a noise standard deviation σ (sigma values) of 120, 140, 160, 180, 200, 220, and 240.
Fully Convolutional Deep Denoising Autoencoder Model
We used Keras framework to implement denoising autoencoder with a fully convolutional neural network architectures. For 3PF DDAE model, we used 22 set of training 3PF images, 6 set of validation 3PF images and trained the model with 30 epochs. For THG DDAE model, we used 22 set of training THG images, 6 set of validation THG images and trained the model with 20 epochs. Below are the pseudo-codes and architecture of DDAE algorithm. 
DDAE(input_img):
// encoder conv1 <-Conv2D(32, (3, 3), activation <-'relu')(input_img) pool1 <-MaxPooling2D(pool_size <-(2, 2))(conv1) conv2 <-Conv2D(64, (3, 3), activation <-'relu')(pool1) pool2 <-MaxPooling2D(pool_size <-(2, 2))(conv2) conv3 <-Conv2D(128, (3, 3), activation <-'relu')(pool2) // decoder conv4 <-Conv2D(128, (3, 3), activation <-'relu')(conv3) up1 <-UpSampling2D((2,2))(conv4) conv5 <-Conv2D(64, (3, 3), activation <-'relu',)(up1) up2 <-UpSampling2D((2,2))(conv5) decoded <-Conv2D(1, (3, 3), activation <-'sigmoid')(up2) return decoded
Analyzing the Contrast and Structure Similarity of Restored Images
To evaluate the signal-to-noise ratio and the restoration of structural information, we used the Peak Signal to Noise Ratio (PSNR) analysis [33] and the Structural Similarity Index (SSIM) [34] .
Analyzing the Restoration of Nuclear and Cellular Boundaries
To assess how well the denoising filter retains the stochastic resonance enhanced features in cells, we analyzed the precision, recall, and F-measure of nuclear and cellular boundaries from the denoised image ImgO and the low-noise answer image ImgAns. The contrasts of ImgO and ImgAns were enhanced through histogram equalization first (See Fig. 2 ), and then binarized by intensity auto-threshold method, IsoData, thus obtaining the binary images of bImgO and bImgAns, respectively. The boundaries of binarized answer images can precisely depict the boundaries of cells and nuclei [ Fig. 3(a) ]. The bImgAND was the overlap of bImgO and bImgAns, representing the true positive of nucleus (in 3PF images) or cell (in THG images) regions. Finally, we used the pixel counts of those three binary images, countO, countAns, and countAND, to compute the precision, recall and F-measure of the denoised images by the functions: Also, we made pseudocolor images to visualize the retained regions of nuclei or cells (blue color, Fig. 2 ), the false negative regions of bImgAns -bImgAND (green color, Fig. 2) , and false positive regions of bImgO -bImgAND (magenta color, Fig. 2 ). Then we combined these three pseudo color images to obtain the superposition image [ Fig. 3(b) ], such that mismatch of boundaries can be visualized. 
RESULTS
For the evaluation of denoising performance among different approaches, we performed 1250 nm excited 3PF and THG microscopy on the RAW 264.7 macrophages. The 3PF contrast majorly labeled the nuclei and the THG contrast revealed the lipid granules within cells. The excitation intensity used for 3PF microscopy is too low to generate sufficient THG signals. Besides, for 3PF imaging, we didn't activate the proliferation of lipid granules in RAW cells. There would be no cross-talks between 3PF and THG signals. At each observation location in a petri dish, we acquired 200 images at a 15 Hz frame rate, with fixed excitation power, by the same detection channel, and using the same bias voltage. They served as the low photon-budget images to be denoised. To evaluate the performance of denoising, the low-noise answer image of the corresponding location was obtained from the average of the acquired 200 images. It also served as the low-noise answer for DDAE training. For each imaging modality, we picked up 31 locations on each petri dish and acquired 31 batches of images. The 28 batches of them were used for DDAE as training and validation sets and the other three batches for testing. Then we compared the results with those processed by traditional denoising methods such as Gaussian filter, median filter, and BM3D. We measured the quality of results by PSNR and SSIM to represent the fidelity of signal and structures.
Denoising of Three-Photon Fluorescence Images
Three testing cases of 3PF images were sampled from each testing batches, respectively. Since the images were acquired at a 1/15 sec frame time, they contained a lot of salt-and-pepper noises [ Fig. 4(a), upper row] . The stochastic resonance enhanced signals made cells faintly discernible [ Fig. 4(c) ]. Applying the trained DDAE model, they showed a great improvement in image contrast [ Fig. 4(a) , bottom row]. The nuclear boundaries were well-preserved [ Fig. 4(d Fig. 4(b) , pointed by blue arrows], noises can't boost them up in the high frame-rate image, and the DDAE can't restore them in such situation. Compared with traditional filtering methods such as Gaussian filter, median filter and BM3D (Fig. 5) , the results of 3PF DDAE denoising surpass all of them on the PSNR and SSIM scores (Table 1 and Supplementary Table 1 ). In general, the DDAE method achieves a higher signal-to-noise ratio of 26.6 PSNR and retains more structural information of 0.86 SSIM. Among the traditional methods, by choosing optimal sigma value, the performance of the Gaussian filter is the best with 25.59 PSNR. It shows a relatively clear cellular outline but loses many intracellular details with 0.8 SSIM. As for the results in the median filter, although it can retain a few significant signal spots, it cannot show nuclear boundaries. The BM3D method performs better than the median filter in general, but it contains significant noise and vague nuclear boundaries in the results.
(a) 
Denoising of Third Harmonic Generation Images
Similarly, we built the THG DDAE model by 28 batches of training and validation sets, composed of 200 THG images acquired at 28 different locations on the petri dish. Instead of nuclei, the THG images reveal the granules in the cytoplasm (Fig. 6) , which delineates the outline of cells. Results (Fig. 7) show that the THG DDAE model also outperforms all traditional methods in both PSNR and SSIM scores (Table 1 and Supplementary Table 2) . Besides, among the traditional methods, PSNR of BM3D and SSIM of Gaussian filter are the best of them. In the Gaussian filter, we can find that it can retain a general structure of cells, but there is still significant noise in the background. The median filter, similar to the case in 3PF images, is still hard to retain the structures and signals of the cells. As for the BM3D method, it performs relatively well in its signal to noise ratio, but still becomes vague at the cellular boundaries. In general, the THG DDAE model is the best choice for denoising THG microscopy images in the aspects of PSNR (=29.92) and SSIM (=0.87). 
The Preservation of Nuclear and Cellular Boundaries
To understand whether DDAE can preserve more stochastic resonance enhanced signals than other denoising filters do, following the procedures described in the Methods section, we identified the pixels that represent the regions of nuclei or cells in both denoised and low-noise answer images. Then we computed their precision, recall rates and F1 scores (Table 2 and  Supplementary Table 3 ) to evaluate how well the boundary information was preserved after denoising (See Fig. 8, 9 ). For the 3PF cases, we found that the 70% precision rate of DDAE mode is higher than most of the filters, except for a few cases of median filters (σ=3 or 5) in extreme situations which have very low recall rates of 10% and 7%. The 77% recall rate of DDAE performed better than most Gaussian and median filters, but not as good as BM3D (86-88%). This indicates that DDAE generates more false negatives (green color in Fig. 8 ) than BM3D in the analysis of nuclei boundaries. Balanced with the F1-score, which takes precision and recall as equal weighting, the DDAE model has an average 0.734 score much higher than other filters. For the THG cases, the signal level and dynamic range of the low-noise answer image is much lower than 3PF. We found that the average 76% precision rate of DDAE is lower than filters such as BM3D and parts of Gaussian and Median filters' result, whereas the DDAE's average 88% recall rate is the best among all of them. This result indicates that DDAE may result in more false positive pixels and less false negative pixels in THG images of cytoplasm. Balanced with the F1-score, the 0.821 score of DDAE model again outperforms other filters. These results indicated that, for low photon-budget images containing stochastic resonance enhanced signals, DDAE can retain nuclear or cellular boundaries more correctly for further segmentation. 
DISCUSSION AND CONCLUSION
For low photon-budget multi-photon biomedical imaging, it's crucial to find a balanced denoising method to preserve stochastic resonance enhanced regions and retain cell boundary features for further segmentation. The de-speckle strategy of denoising will remove most of the noise boosted signals and corrode the region of cells. The low-pass spatial filtering strategy will sacrifice the resolution and expand the cellular regions. The non-local mean algorithm like BM3D average the patches with similar textures and achieve state-of-the-art performances. However, these methods involve either time-consuming optimization processes or manually chosen parameters which result in low computational efficiency when pursuing high performance. This problem becomes the analysis bottleneck of many high throughput 3D microscopies. Our results in compact DDAE model had uncovered its capability to realize both feature preservation and noise filtering. After several epochs of training, the validation loss can already be reduced greatly (Fig. S1 and S2) . The optimization and parameter selection process can be accomplished in advance in the training of DDAE model, and the denoising process only cost a few seconds. Even at such high speed of denoising process, the DDAE model still outperformed other conventional methods on PSNR, SSIM, and the preservation of signal regions. This may be due to its nonlinear transformation characteristic of deep learning. The stochastic noise in the low photon-budget multiphoton imaging is not perturbative interference to signals. It can non-linearly boost the sub-threshold signals up above the detection limit. Hence, the methods such as Gaussian filters and BM3D may not be able to handle such a situation well in short computation time. Whereas, deep learning model could learn the non-linear features from the training dataset, effectively suppress the noise, and correctly preserve the cellular boundaries. In the present study, our promising results have validated the effectiveness of the DDAE system in the task of boundary-preserved image denoising. It is believed that such denoising performance of the proposed system can be further improved when combining new and more complex deep learning models.
Regarding the future works, the DDAE model has the potential to improve the image quality from various kind of image sources. We will implement our DDAE model on more different types of microscopy images for practical medical technology application. Besides, Lehtinen et al. showed that, without clean dataset, deep learning model can still perform good image restoration [35] . We will also try to train the neural network with cleaner images excited by higher laser power and detected at lower gain. A good denoising method can speed up the applications, such as high-throughput image segmentation, fast 3D morphodynamic analysis, and long-term cell tracking. We expect this denoising method can be organically integrated into those process of imaging analysis, help improve the processing efficiency of many highthroughput microscopies, and finally achieve on-line denoising on the hardware. 
