Abstract. Let G (V, E) be a graph whose edges may fail with known probabilities and let K _ V be specified. The K-terminal reliability of G, denoted R(GK), is the probability that all vertices in K are connected. Computing R(G:) is, in general, NP-hard. For some series-parallel graphs, R(Gn) can be computed in polynomial time by repeated application of well-known reliability-preserving reductions.
which are not. The former type is "reducible" and the latter "irreducible." For example, the series-parallel graph of Fig. l a is reducible if K {vl, v2}, but irreducible for K ={vl, v6}. Thus, the reducibility of a series-parallel graph, for the purpose of reliability evaluation, depends on the nature of the vertices included in K. A more detailed exposition of this concept appears in 2. The K-terminal reliability of a reducible series-parallel graph can be computed in polynomial time. Several methods exist for the solution of the terminal-pair problem for such a graph, i.e., for a two-terminal series-parallel network [9] , [15] , and for IKI > 2, direct extensions of the methods can be used. However, it has been believed that computing the reliability of irreducible series-parallel graphs is as hard as the general problem. (The use of series-parallel reductions with multi-state edges [13] is applicable to this problem although this has not been recognized. We do not follow this tack because of the simplicity and generality obtained by maintaining binary-state edges.) The purpose of this paper is threefold: (1) to introduce a new set of reliabilitypreserving graphs reductions called "polygon-to-chain reductions," (2) to show that by using these reductions, irreducible series-parallel graphs become reducible, and (3) to give a linear-time algorithm for computing the reliability of any graph with a series-parallel structure.
In a graph, a chain is an alternating sequence of vertices and edges, starting and ending with vertices such that end vertices have degree greater than 2 and all internal vertices have degree 2. Two chains with the same end vertices constitute a polygon. In 3, we show that a polygon can be replaced by a chain and that this transformation will yield a reliability-preserving reduction. We discuss the relationship between irreducible series-parallel graphs and polygons in 4. Using the polygon-to-chain reductions in conjunction with the three simple reductions mentioned earlier, a polynomial-time procedure is then outlined which will compute the reliability of any series-parallel graph. This procedure is very simple but not of linear-time complexity, so in 5 we develop algorithm which is shown to operate in O(IEI) time. This algorithm will compute the K-terminal reliability of any graph having an underlying series-parallel structure. Finally, in 6, we briefly discuss an extension to the algorithm to reduce a nonseries-parallel graph as far as possible so that the algorithm could be used as a subroutine in a reliability analysis program for general networks.
2. Preliminaries. Consider a graph G (V, E) in which all vertices are perfectly reliable but any edge ei may fail with probability qi or work with probability p 1 q. All edge failures are assumed to occur independently of each other. Let K be a specified subset of V with KI >_-2. When certain vertices of G are specified to be in K, we denote the graph G together with the set K by Gr. We will refer to the vertices of G belonging to K as the K-vertices of Gk. The K-terminal reliability of G, denoted by R G/ ), is the probability that the K-vertices in GK are connected. In other words, a polygon is a cycle with the property that exactly two vertices of the cycle are of degree greater than 2. While this definition allows two parallel edges to constitute a polygon, we will initially require a polygon to be of length at least 3.
3. Polygon-to-chain reductions. In this section a new set of reliability-preserving reductions will be introduced which replace a polygon with a chain and always reduces VI + IEI by at least 1. Consider a graph GK which does not admit any simple reductions but does contain some polygon A. In general, no such polygon need exist, but, if it does exist, then the number of possible configurations is limited. Property 1. Let GK be a graph which admits no simple reductions. If Gn contains a polygon, then it is one of the seven types given in the first column of Table 1. Proof. This follows from the facts that (i) every degree-2 vertex of GK is a K-vertex,
(ii) there can be no more than two K-vertices in a chain, and (iii) the length of any chain in GK is at most 3.
Polygon-to-chain transformations. Let Table 1 , is called a polygon-to-chain transformation.
In Theorem 1 we will prove that a polygon-to-chain transformation can be used to produce a reliability-preserving, polygon-to-chain reduction. It is useful here, however, to make the distinction between a polygon-to-chain reduction and a polygonto-chain transformation, in the same manner that simple reductions and replacements are differentiated. A transformation is only a topological mapping of a graph G to a graph G' and ignores all considerations of reliability including K-vertices. A reduction includes the topological transformation as well as all reliability calculations and changes in K-vertices.
The proof technique of Theorem 1 requires that we first discuss the use of conditional probabilities for computing the reliability of a graph in a general context. Let ei (u, v) be some edge of G: and let Fi denote the event that e is working and F denote the complementary event that ei has failed. Using rules of conditional probability, the reliability of G: can be written as
where and
F and F are said to "induce" G:, and G:,, from G, respectively. ("Induce" is not used in the standard graph-theoretic sense here.) G, is Gn with edge e contracted, and G:,, is GK with edge ei deleted. Equation (1) can be applied recursively on the induced graphs and simple reductions made where applicable within the recursion. After repeated applications of the formula, the induced graphs are either reduced to single edges for which the reliability is simply the probability that the edge works, or some K-vertices become disconnected, in which case the reliability of the induced graph is zero. In this way, the reliability of any general graph may be computed. This method of computing the reliablity of a graph is known as "factoring" [10] , 14] and is a special case of pivotal decomposition (1), (2) R(G)= Y pa"q p)q}-gR(Gl_F). Theorem 1 can be extended to give a result which can be useful for computing the reliability of a general graph. In a nonseparable graph, a separating pair is a pair of vertices whose deletion disconnects the graph. For example, vertices u and v in Fig. 2 are a separating pair. Using the same conditioning arguments as in the proof of Theorem 1, it can be shown that any subgraph between a separating pair can be replaced by a chain of 1, 2, or 3 edges to yield a reliability-preserving reduction. For two special cases, it has been shown that a subgraph between a separating pair can be replaced by a single edge [6] . The first case occurs when the subgraph including the separating pair has no K-vertices, and the second case occurs when the separating pair belongs to K. The fact that a chain can always be used to replace any subgraph, irrespective of the K-vertices, greatly increases the generality of any algorithm which uses this reduction. 4 . Properties of series-parallel graphs. In this section we set down some properties of series-parallel graphs with respect to topology and reliability. We prove that a series-parallel graph must admit a polygon-to-chain reduction if all simple reductions have first been performed. Thus, every series-parallel graph is reducible irrespective of the vertices in K. Using this fact, we then outline a simple polynomial-time procedure for computing the reliability of such graphs.
The following property is a simple extension of the definition of a series-parallel graph. [3 By next proving that every series-parallel graph G/ admits a simple reduction or a polygon-to-chain reduction, it will be possible to show that R (G/) can be computed in polynomial time for such graphs.
Property 5. Let G/ be a series-parallel graph. Then, GK must admit either a simple reduction or one of the seven types of polygon-to-chain reductions given in Table 1 M Miqj whenever a polygon-to-chain reduction of type j is made, and letting M Mf, for f 1-qaqb, whenever a degree-2 reduction is made on some edges ea and eb. At the end of the algorithm with a single remaining edge ei, the reliability of the original graph is given by R(G)= Mpi.
The total number of parallel and polygon-to-chain reductions executed by this procedure, before the graph is reduced to a single edge, is exactly IEi-IVI+ 1. This is because the number of fundamental cycles in a connected graph is IEI-[VI + 1, and a parallel or polygon-to-chain reduction deletes exactly one such cycle [2] . The complexity of steps (1) and (2) above can be linear in the size of G, and thus, the running time of the whole procedure is at best quadratic in the size of G. In order to develop a linear-time algorithm, we have found it necessary to move the parallel reduction from the domain of simple reductions to the domain of polygon-to-chain reductions. Indeed, a parallel reduction is a trivial case of a polygon-to-chain reduction with a multiplier l)= 1. We will henceforth consider two parallel edges to be the type 8 polygon and the parallel reduction to be the type 8 polygon-to-chain reduction.
5. An O(IEI) algorithm for computing the reliablity of any series-parallel graph. The objective here is to develop an efficient, linear-time algorithm for computing the reliability of any series-parallel graph. All results needed to present this algorithm have been established; however, some additional notation and definitions must be given.
If u and v are the end vertices of a chain X, then u and v are said to be chain-adjacent.
When it is necessary to distinguish these vertices, we will use the notation X(u, v). A subchain with end vertices u and v will also be denoted X(u, v) but in this case u and v cannot be said to be chain-adjacent. The algorithm is presented next, followed by Output: R(GK) if G is series-parallel or a message that G is not series-parallel. End.
The key to the algorithm is the way in which the "until" loop operates. This loop says: "Sequentially search chains incident to v reducing any polygons which are found and making any subsequent series and degree-2 reductions until either (a) v is shown to be chain-adjacent to three distinct vertices, or (b) v is completely deleted from G through the reductions, or (c) v becomes a degree-2 vertex through the reductions.
No chain is ever searched more than once each time this loop is entered. The correctness of the algorithm is not hard to show. Arguments similar to those presented here may be found in [16] where the problem is the recognition of two-terminal series-parallel directed graphs.
Suppose firstly that G consists of a single cycle. The initial series and degree-2 reductions will reduce G/ to two edges in parallel, T will be empty, and the algorithm therefore gives R(GK) correctly at the final step of the algorithm. Next, suppose that G does not consist of a single cycle, in which case T will not be empty and an initial search for a polygon will begin. Since all initial series and degree-2 reductions were performed, by Property 5, any polygon found must be one of the eight specified types. If a polygon is found and reduced, the resulting chain may, in fact, be a subchain. If this happens, some new series and degree-2 reductions may be admitted on the chain (or cycle) containing that subchain but nowhere else. All such reductions are made when applicable. Thus, every time the "until" loop of the algorithm is entered or iterated, the graph admits no series or degree-2 reductions, and only polygons of the eight given types can exist.
Vertices 6. Extension to the algorithm. The algorithm of 5 can be extended to make all possible simple and polygon-to-chain reductions in a nonseries-parallel graph. In this way, the extended algorithm can be used as a subroutine in a more general network reliability algorithm for computing R(G:) when G is not series-parallel. The complexity of computing R(GK) can often be reduced to some degree by this device.
Suppose the reduction algorithm of 5 starts with a nonseries-parallel graph G.
After termination of the algorithm, GK may or may not have been partially reduced.
From the proof of Property 6, the only possible remaining reductions are polygon-tochain reductions. Each such polygon-to-chain reduction would correspond to a parallel edge replacement used to obtain the graph G' of that proof. Therefore, G can be totally reduced by first applying the algorithm and then finding and reducing any remaining polygons. This can easily be done by searching all chains emanating from all vertices v with deg (v) > 2. In the worst case, each chain, and thus each edge, must be searched twice. Parallel chains can be recognized in constant time, and therefore, the added computation is O(IE]) and the algorithm with the extension remains O([EI).
To illustrate the usefulness of the extended algorithm for a general graph, let us consider the ARPA computer network configuration as shown in Fig. 4a [4] . Suppose we are interested in the terminal-pair reliability between UCSB and CMU. Application of the extended algorithm yields a reduced network as shown in Fig. 4b with redefined edge reliabilities and an associated multiplier. The original reliability problem is now equivalent to computing the terminal-pair reliability between RAND and CMU in the reduced network. In linear time the size of the network has been reduced considerably and, because computing the reliability of a general network is exponential in its size, a significant computational advantage should be gained.
