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Abstract
The coherent Bragg scattering of photons converted from solar axions inside crystals would boost the signal for axion-
photon coupling enhancing experimental sensitivity for these hypothetical particles. Knowledge of the scattering angle
of solar axions with respect to the crystal lattice is required to make theoretical predications of signal strength. Hence,
both the lattice axis angle within a crystal and the absolute angle between the crystal and the Sun must be known. In
this paper, we examine how the experimental sensitivity changes with respect to various experimental parameters. We
also demonstrate that, in a multiple-crystal setup, knowledge of the relative axis orientation between multiple crystals
can improve the experimental sensitivity, or equivalently, relax the precision on the absolute solar angle measurement.
However, if absolute angles of all crystal axes are measured, we find that a precision of 2◦ − 4◦ will suffice for an
energy resolution of σE = 0.04E and a flat background. Finally, we also show that, given a minimum number of
detectors, a signal model averaged over angles can substitute for precise crystal angular measurements, with some
loss of sensitivity.
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1. Introduction
1.1. Coherent Bragg-Primakoff Conversion of Solar
Axions
The QCD vacuum adds an extra term to the La-
grangian. The magnitude of the term is usually param-
eterized with an unknown constant denoted as θ. This
extra term would violate parity and time reversal sym-
metries, but would conserve charge conjugation sym-
metry. As a result, it predicts a non-zero neutron elec-
tron dipole moment. Because no such dipole moment
has been observed, θ must be unnaturally small. This
situation is referred to as the strong CP problem.
A solution to the strong CP problem is to introduce
a spontaneously broken global chiral symmetry. The
associated Nambu- Goldstone boson is referred to as the
axion [1, 2, 3, 4, 5]. Axions could be the dark matter and
if they exist, the Sun would produce copious numbers of
them. The science of axions is reviewed in Ref. [6].
The plasma of the solar interior can produce axions
through axion-two-photon and axion-electron interac-
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tions [7, 8, 9, 10, 11]. The former is referred to as Pri-
makoff axion production and its strength is given by the
coupling constant, gaγγ. The latter results in atomic-
recombination, atomic-deexcitation, Bremsstralhung,
and Compton processes that produce axions with rates
determined by the axion-electron coupling constant, gae.
The flux produced by the Primakoff reaction dominates
in hadronic axion models such as the KSVZ [12, 13]
where the electron-axion coupling is absent at tree level.
The production of axions by the Primakoff process has
been studied in Refs. [14, 7, 15]. The focus of this pa-
per is the detection of axions through coherent Bragg-
Primakoff conversion, and although the conclusions de-
veloped are applicable to all crystal experiments, the
analysis is focused to aid upcoming experiments that
will use numerous high purity Ge (HPGe) detectors.
The work presented here could also be interesting to
other new physics particles that can be produced in the
Sun and converted back to photons in detectors, such as
the hypothetical solar chameleons [16].
When solar axions reach a crystal, they can interact
with the Coulomb field of nuclei and convert into pho-
tons via Primakoff conversion. This process was pro-
posed by Buchmu¨ller and Hoogeven [17] and Pashcos
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and Zioutas [18] and developed formally by Creswick
et al. [19]. Given the distance between the Sun and the
Earth, solar axions entering each crystal form a paral-
lel beam. If the Bragg condition is satisfied, individual
photons from axion Primakoff conversions can coher-
ently sum to produce a strong signal, a process some-
times referred to as coherent Bragg-Primakoff conver-
sion. The rate for this process [19, 20] is expressed as,
dR
dEγ
(t, Eγ) =
∫ ∫
dσ
dΩ
dΦ
dEa
δ(Ea − Eγ) (1)
× δ(~kγ − ~ka − ~G)dEadΩ ,
where Ea is the axion energy and Eγ is the energy of
the axion converted photon. If the axion mass is much
smaller than the axion energy, the outgoing photon car-
ries the same energy as the incoming axion, resulting in
the delta function δ(Ea − Eγ). ~ka and ~kγ are the axion
and photon momenta respectively. ~q ≡ ~kγ − ~ka is the
momentum transfer, which depends on both the lattice
axis angle and the position of the Sun, resulting in a sig-
nal strength dependence on time (t). ~G is the reciprocal
lattice vector ~G ≡ (h, k, l) 2pia0 , where a0 = 0.566 nm is
the dimension of the unit cell and (h, k, l) are the Miller
indices for the crystal axis. δ(~kγ− ~ka− ~G) arises from the
Bragg condition, ~q = ~G. The differential cross section
for Primakoff conversion [19] is written as,
dσ
dΩ
=
g2aγγ
16pi2
F2a(2θ)sin
22θ , (2)
where 2θ is the scattering angle, and thus q = 2ksin(θ).
Fa(2θ) is the form factor of the screened Coulomb field
of the nucleus. The theoretical solar axion flux result-
ing from Primakoff production [21, 19] can be written
approximately as,
dΦ
dEa
=
√
λ
Φ0
E0
(Ea/E0)3
eEa/E0 − 1 , (3)
where λ ≡ (gaγγ × 108 GeV)4, E0 ≡ 1.103 keV and
Φ0 ≡ 5.95 × 1014 cm−2sec−1. A more recent param-
eterization of the axion flux exists [22, 23] and it can
be different from Eq. 3 for up to a few percent with
almost identical shape. Following the derivation in
Refs. [19, 20], the total signal rate of axion-converted
photons in a Ge crystal with a volume of V can be ex-
pressed,
dR
dEγ
= (2pi)32c~
V
(vc)2
∑
G
dΦ
dEγ
|S ( ~G)|2
| ~G|2 (4)
× Z
2α(c~)2g2aγγ
16pi
q2(4k2 − q2)
(r−20 + q2)2
× δ(Eγ − c~|
~G|2
2~ˆk · ~G
)
where ~ˆk ≡ ~k|~k| represents the direction of the solar axion
flux. r0 = 53 pm is the screening length in Ge crys-
tals [24], and vc is the volume of the unit cell. S ( ~G)
is the crystal structure function, defined by Eq. 7 in
Ref. [19]. A more explicit form for |S ( ~G)|2 can be found
in Ref. [25]. Ref. [19] has a list of crystal planes rele-
vant for this process with detailed discussions. The re-
maining delta function results from the Bragg condition
expressed in terms of energy. The signal rate depends
on the fourth power of gaγγ, and therefore it is propor-
tional to λ.
Following Eq. 5 in Ref. [20], to account for finite
energy resolution, the experimentally measured photon
signal rate can be derived from a convolution,
R˙(t, Eexp) ≡ dR(t, Eexp)dEexp (5)
=
∫
1
σE
√
2pi
e
−(Eexp−Eγ )2
2σ2E
dR
dEγ
dEγ ,
where Eexp is the measured photon energy and σE is the
1σ detector energy resolution. This integral removes
the delta function in Eq. 4.
To facilitate calculations, Eq. 10 in Ref. [19] ex-
pressed Eq. 4 in a compact form using dimensionless
kinematic variables.1 The compact form with energy
resolution incorporated becomes,
R˙(t, Eexp) =
MDN˙0
σE
√
2pi
λ
∑
g
[
|S (~g)|2 (6)
× (4
2
g − g2)
(g2 + γ2)2
× 
3
g
eβg − 1e
− (−g)2
22σ
]
.
To obtain this compact form, the momenta and ener-
gies were made dimensionless with the conversion fac-
tor Cdim ≡ a0c~2pi = 0.457 keV−1. Explicitly, γ ≡ Cdim/r0,
 ≡ EexpCdim, and σ ≡ σECdim. g ≡ | ~G|2
2~ˆk· ~G
Cdim is
the dimensionless energy that satisfies the Bragg con-
dition, at which the solar axion flux is evaluated. In
natural units (c = ~ = 1), g is written as g = |~g|
2
2~ˆk·~g
,
where ~g ≡ ~GCdim = ~G a02pi = (h, k, l) is the dimension-
less version of ~G. The specific constants for Ge are
1To avoid confusion, we note that Eq. 10 in Ref. [19] has some
typographical errors. The constant N˙0 in that equation (or N˙ in the
text) is incorrectly given as 0.61/kg d. The denominator in 4
2−g2
(g2+γ2)2
should be squared, as stated here. Finally, the definition of γ should
be a0/(2pir0).
2
β ≡ (E0Cdim)−1 = 1.983, and N˙0 = 9.504/(kg d). MD
is detector mass in kg and energy resolution σE retains
its unit of energy, so that the total event rate units are
explicit.
In an experiment utilizing Bragg scattering, the lattice
axis angle is known to some precision and the Sun’s lo-
cation can be obtained based on the time of a day. Eqs. 4
and 6 are often used with detected energy and time of
day as experimental variables, with axis angle an im-
plicit parameter. Examples of the signal strength as a
function of energy and time are shown in Figs. 1 and 2.
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Figure 1: Model predicted axion-induced photon signal
rate with respect to photon energy and time of a day for
gaγγ = 10−8 GeV−1 (λ = 1) in a HPGe detector located
at Lead, SD with energy resolution σE = 0.04E.
1.2. Experimental Techniques
There have been several attempts to detect axions
through coherent Bragg-Primakoff conversion. The SO-
LAX experiment [26] was a pioneer in searching for so-
lar axions using the coherent Bragg-Primakoff conver-
sion. The SOLAX team developed the initial detector-
signature phenomenology upon which the Bragg scat-
tering analysis is based. Like SOLAX, the COSME ex-
periment [27] used a Ge detector in their search. The
CDMS [28] and EDELWEISS [29] experiments also
used Ge detectors but they were configured as bolome-
ters. The CDMS result is notable due to the well-known
orientation of the crystal axis with respect to the Sun.
The DAMA experiment [30] used NaI crystals. Al-
though the exposure of the DAMA measurement is very
large compared to the Ge experiments, it has poor en-
ergy resolution. The TEXONO [31] looked for axions
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Figure 2: Model predicted axion-induced photon signal
rate with respect to time of a day with photon energy
between 4.0 and 4.5 keV for gaγγ = 10−8 GeV−1 (λ = 1)
in a HPGe detector located at Lead, SD.
Table 1: A summary of the previous solar axion exper-
imental results using coherent Bragg-Primakoff conver-
sion.
Experiment Exposure gaγγ upper limit
(kg d) ×10−9 GeV−1
SOLAX [26] 708 2.7 (95% CL)
DAMA [30] 53437 1.7 (90% CL)
COSME [27] 72.7 2.78 (95% CL)
CDMS [28] 443.2 2.4 (95% CL)
EDELWEISS [29] 448 2.15 (95% CL)
coming from a reactor and interacting coherently. A
summary of the solar axion results is given in Table 1.
An assessment of various crystals was studied in
Ref. [20] and the possibility of using large Ge detec-
tors intended for double beta decay was discussed in
Refs. [25, 32]. Large crystal based experiments being
planned for dark matter or double beta decay will have
a significant exposure and therefore a substantial im-
provement in sensitivity for solar axions is expected.
For example, Ref. [33] discusses the sensitivity of the
CUORE experiment using TeO2 detectors. In Sect. 2
and 3 we will examine how the sensitivity of Ge de-
tectors changes with various experimental parameters,
including exposure, background, energy resolution and
precision on the crystal axis direction relative to the Sun.
The search for solar axions via coherent Bragg-
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Primakoff conversion is rarely the primary goal of an
experiment. As a result, the crystal axis direction rel-
ative to the Sun is frequently poorly known. This was
certainly the case for the SOLAX, COSME and DAMA
experiments. In the case of CDMS, the detector fabrica-
tion process provided additional information that helped
define the absolute solar angle to approximately 3◦. To
determine the solar angle, the laboratory must be sur-
veyed and the crystal axis must be determined with re-
spect to that survey. Frequently this final step is dif-
ficult or is not implemented. However, in situ source-
calibration techniques [34, 35, 36] have the capability of
determining the relative angle between different HPGe
detectors due to the anisotropy in the charge carrier drift
velocity with respect to the crystal axes. As a result,
some future experiments may find that the relative an-
gle between detectors is known better than the absolute
solar angle. The axion signature in Fig. 1 is compli-
cated but very distinct. Hence, if the relative angles are
known, one can exploit that the pattern in one detec-
tor will correlate to that in another, as will be shown in
Sect. 4.
If an experiment utilizes numerous detectors, one can
average the signal model and analyze the data with-
out information of crystal azimuthal angles, assuming
the crystals are fabricated with [001] axes vertically
aligned. The signature of axions within a large number
of detectors that are randomly oriented approximates
such an average. In Sect. 5, we consider this approach
and estimate the minimum number of detectors that jus-
tify this approximation.
1.3. Simulation Studies
Axion Primakoff conversion events and background
events inside Ge crystals were simulated to form hypo-
thetical experimental runs. Representative signal and
background values are chosen to cover the range from
the best previous results to that anticipated from near-
future experiments. Below, we summarize the values
of the parameters chosen for the simulations. Our con-
clusions are not sensitive to the limited choice of true
values within the regions defined by the span of the sim-
ulated true values.
The background in the simulations was chosen to be
flat in energy and time, and proportional to detector
mass. This is a good approximation, because sources
of background in this energy range are mainly the
smooth Compton continuum of photo-peaks at higher
energies. A linear instead of flat background could
easily be included. Also, if necessary, a background
model incorporating cosmic-ray induced activity and
their x ray contributions could be included in the anal-
ysis. However, if an experiment takes caution to limit
the surface exposure and allows some underground de-
cay time, such as the steps taken in Ref. [37], then cos-
mogenic radioactivity will not significantly distort the
nearly flat background. Hence, the added complexity
of these background description enhancements were not
included and would only slowly change the conclusions
in our analysis. The simulations mainly focus on two
distinct background levels, b¯ =1.5 cts/(keV kg d) and
0.1 cts/(keV kg d), corresponding to a range from what
was achieved in recent low background experiments,
such as CDMS [28], EDELWEISS [29, 38] and the Ma-
jorana Demonstrator (MJD) [39], to reasonable expec-
tations for near future experiments.
The axion-photon coupling constant (λtrue) used to
generate signals depended on the background level un-
der consideration, and λtrue = 0 was always used for
sensitivity studies. Axion signals were generated ac-
cording to Eq. 6 and event fluctuations were governed
by Poisson statistics. The axion flux diminishes quickly
at higher energy, and photon energy below 2 keV is too
small to satisfy the Bragg condition. Therefore the en-
ergy region of interest (ROI) considered is between 2
and 8 keV. Without affecting the general results, a few
simplifications are applied in the simulations. First, the
detector 1σ energy resolution is assumed to be propor-
tional to photon energy, σE = 0.04E, and the efficiency
is assumed to be 100%. The former is typical of past
Ge-detector experiments, and the latter is also reason-
able, given that energy thresholds below 2 keV are com-
mon.
The experiment is assumed to be located at the
Sanford Underground Research Facility (SURF) [40,
41] with geographic coordinates (N44◦21’ 10.75”,
W103◦45’ 04.77”). This choice matches that of the
MJD experiment [42, 43]. The Sun’s trajectory ob-
served at SURF on an arbitrarily chosen day is ob-
tained from a United States Naval Observatory (USNO)
database [44], and it is used repeatedly to produce many
days of exposure.
Due to fabrication processes, the [001] axis of a Ge
crystal is normally aligned with the vertical axis, albeit a
slight misalignment of few degrees is possible. A spher-
ical coordinate system can be established for the labo-
ratory room, with the crystal [001] axis being the z di-
rection. To calculate the absolute solar angle, the only
unknown parameter is the absolute azimuthal angle (φ)
of horizontal crystal axes, given that the Sun’s position
can always be calculated with high precision (about 0.2◦
in the simulations). A Ge crystal is symmetrical about
the [001] axis if rotated by 90◦, so any one of the two
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horizontal axes can be used to define the absolute az-
imuthal angle, and the meaningful range of φ is -45◦ to
45◦. The precision of measurements for these angles
impacts axion sensitivity.
The simulated runs described here were analyzed un-
der three assumed scenarios that represented different
experimental implementations related to the absolute
azimuthal angle. We refer to these as experimental sce-
narios 0, 1 and 2 (ES0, ES1, ES2). ES0 assumes that
all angles are measured exactly. For ES1 all absolute
angles of all crystals are measured to some precision.
For ES2, the absolute angle is measured to some preci-
sion for only one crystal detector, but the relative crystal
angles between that crystal and the others are measured
with high precision. ES2 is the relative angle method
we propose. The ideal situation of ES0 is not realizable
in practice but it represents the best possible sensitivity,
so both ES1 and ES2 are studied relative to ES0.
For each combination of signal strength and back-
ground, 1000 experiments were simulated to form an
ensemble to gain statistical significance. In every en-
semble, hypothetical experimental data generated by
Monte Carlo simulations were analyzed with the pro-
file likelihood method [45] to obtain confidence inter-
vals (CI). If λtrue = 0 in the simulations, there is no
axion event and the ensemble averaged upper limit on λ
was calculated and referred to as the experimental sensi-
tivity (of exclusion)2. If λtrue , 0 in the simulations, the
ensemble averaged width of the CI of λ was calculated,
which represents the experimental uncertainty, i.e. how
precisely the constant can be determined3. Both the ex-
perimental sensitivity and the CI were calculated at a
90% confidence level (CL). We found the ensemble dis-
tribution of the test statistic sometimes deviates from the
expected χ2(1) distribution. Therefore, it is necessary to
adjust the nominal critical value obtained from a χ2(1)
distribution to ensure proper coverage. This key step
of numerically calculating the adjusted critical value is
discussed in Appendix A, along with other details of
the statistical analysis.
2. Experimental Scenario 0 with Known Angles
The experimental scenario 0 (ES0) with perfect
knowledge of all detector angles can achieve the best
experimental sensitivity. To begin with some exam-
ples, Fig. 3 shows the ensemble averaged CI width
2Here we follow Refs. [46, 47] and use ensemble average to define
the sensitivity. Alternative definition involving ensemble median is
also often used, e.g. in Ref. [48].
3This is different from experimental discovery potential.
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Figure 3: Confidence interval width (sensitivity) for fi-
nite (zero) λtrue in Ge-based experiments, extracted in
ES0 with perfect knowledge of all detector angles. The
background level (b¯) unit is cts/(keV kg d). The expo-
sure for each detector is 1000 (kg d).
and sensitivity on λ in ES0 for several different com-
binations of background and signal strength for up to
five detectors. The azimuthal angles of five detectors,
φ(1)true = 27.3
◦, φ(2)true = −4.2◦, φ(3)true = 16.7◦, φ(4)true = 35.0◦
and φ(5)true = −10.60◦, were arbitrarily chosen to generate
axion signals when λtrue , 0 is used in the simulations.
Most of the data points here will sever as baselines in
Sect. 4 for ES1 and ES2 studies.
Due to the factor that each ensemble contains 1000
simulated experiments, the adjusted critical value for a
90% CL was determined by the tail distribution made
of 100 simulations, giving rise to a 10% statistical un-
certainty in general. This uncertainty was not included
in any plots except in Figs. 4 and 5, where experi-
mental sensitivity was quantitatively studied for vari-
ous total exposures and background levels in ES0 with
σE = 0.04E. A linear fit to the log-log plot of Fig. 4
reveals that the improvement of sensitivity is consis-
tent with
√
exposure for up to 2.56×105 (kg d) in our
simulations. This 2.56×105 (kg d) exposure is pre-
dicted to provide a sensitivity of roughly 2×10−5 on λ
or 7×10−10 GeV−1 on gaγγ at 90% CL in ES0 with the
specific experimental parameters in Fig 4.
Similarly, the worsening of sensitivity is consis-
tent with
√
background for b¯ between 0.025 and 1.5
cts/(keV kg d), as shown in Fig. 5. These square root re-
lationships are not surprising, because many statistical
quantities are often strongly correlated to the square root
of sample size, which is essentially the product of back-
ground rate and exposure in simulated datasets without
signals. However, this square root behavior may be af-
fected by the physical boundary at zero when the sen-
sitivity keeps improving with larger exposure or lower
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Figure 4: Sensitivity on axion-photon coupling λ ex-
tracted in ES0 as a function of total exposure. The as-
sumed background level is b¯=0.1 cts/(keV kg d), and
energy resolution isσE = 0.04E. Vertical error bars pre-
senting a 10% relative statistical uncertainty due to the
limited size of simulation ensembles are included to al-
low a fit. The fitted values are const. = (6.7±0.9)×10−3
and power = −0.48 ± 0.02.
background.
The default energy resolution in our studies, σE =
0.04E, translates to a value between 0.08 and 0.32 keV
in the 2 to 8 keV energy region of interest for solar ax-
ions. Recently, the MJD experiment has achieved an
excellent energy resolution based on purely ionization
energy loss, as Eq. 7 [49]. For energy between 2 and 8
keV, the second term in the square root of Eq. 7 is less
than 10% of the first term, so the energy resolution of
MJD is essentially a constant of 0.16 keV.
σMJDE =
√
(0.16 keV)2 + 0.11 × 2.96 eV × E (7)
Experimental sensitivity and precision (confidence
interval width) corresponding to a MJD-like energy res-
olution (Eq. 7) were studied, as shown in Fig. 6. In
addition, constant energy resolution between 2 and 8
keV was also studied assuming a span of values. As ex-
pected, experimental sensitivity and precision degrade
with worse energy resolution. Results using the default
energy resolution σE = 0.04E are also plotted in Fig. 6
for comparision, and they are almost identical to those
using the MJD-like energy resolution for both zero and
finite λ, suggesting that both types of energy resolution
are comparably excellent.
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Figure 5: Sensitivity on axion-photon coupling λ ex-
tracted in ES0 as a function of background level. The
assumed exposure is 1000 (kg d), and energy resolution
is σE = 0.04E. Vertical error bars presenting a 10%
relative statistical uncertainty due to the limited size of
simulation ensembles are included to allow a fit. The
fitted values are const. = (7.0 ± 0.5) × 10−4 and power
= 0.47 ± 0.03.
3. Precision of Absolute Angle Measurement
While exact knowledge of all absolute angles allows
the best possible experimental sensitivity in Sect. 2, it
is experimentally impractical. Hence, it is important to
quantify a reasonably and practical precision for abso-
lute angle measurements. Moreover, as demonstrated
by the Monte Carlo studies in Appendix A, the preci-
sion of the absolute angle measurement affects the criti-
cal values required to properly set a confidence interval
in the profile likelihood method. It is therefore ben-
eficial to know the maximum angular uncertainty for
which nominal critical values based on χ2(1) still can
be applied without causing under-coverage.
The [001] axes of Ge crystals are assumed to be ex-
actly vertical, although a misalignment is possible in re-
ality [28, 36] and may have potential adversary impacts
for future experiments. The absolute angle measure-
ments mainly concern the azimuthal angles (φ). Monte
Carlo runs were generated with a span of experimental
precision on the absolute azimuthal angles so that sensi-
tivity as a function of angle uncertainty can be studied.
A single detector with 1000 (kg d) exposure was sim-
ulated for both b¯ = 0.1 and 1.5 cts/(keV kg d) with
λtrue = 0.
The upper panel of Fig. 7 shows how the critical value
required for a 90% confidence interval grows with an-
gular uncertainty. For an angular uncertainty of 4◦ or
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Figure 6: Sensitivity or confidence interval width on
axion-photon coupling λ extracted in ES0 for different
types of energy resolution. The assumed background
level is b¯=0.1 cts/(keV kg d), and the total exposure is
1000 (kg d). MJD-like energy resolution of Eq. 7 is al-
most always 0.16 keV. The default energy resolution,
σE = 0.04E, varies between 0.08 keV and 0.32 keV
and the corresponding results are plotted as dotted and
dashed lines.
larger, the nominal critical value of 2.71 from χ2(1) is
not sufficient to reach 90% CL in the profile likelihood
method any more. For smaller angular uncertainty, an
experiment does not necessarily need to perform adjust-
ment to the nominal critical values, if over-coverage is
not a concern.
Poorer angular measurement also expectedly causes
worse experimental sensitivity. This can be seen in the
lower panel of Fig. 7, in which all results are normal-
ized to the ideal case with zero angular uncertainty. At
small angular uncertainty of a few degrees, the experi-
mental sensitivity worsens roughly linearly with the an-
gular uncertainty. For example, for uncertainties of 2◦
and 4◦, the experimental sensitivities are about 35% and
60% worse than ES0 with exact angular knowledge, re-
spectively.
With a flat background model, little dependence on
the actual background level is observed in either panel
of Fig. 7. Therefore, it appears a measurement of the
absolute azimuthal angle to within 2◦ to 4◦ is accept-
able and does not require Monte Carlo-based statistical
studies. It should be noted that because of the Bragg
condition, poor energy resolution will diminish the ad-
vantage of a precise angular determination. The energy
resolution used in Fig. 7 is σE = 0.04E.
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Figure 7: The adjusted critical value required to obtain
a confidence interval at a 90% CL (upper panel) and the
relative sensitivity on axion-photon coupling compared
to the case of zero angular uncertainty (lower panel), as
functions of uncertainty on the absolute azimuthal an-
gle. The leftmost points at zero angular uncertainty cor-
respond to ES0. The horizontal line in the upper panel
indicates the nominal critical value of 2.71 for a 90%
CL, obtained directly from a χ2(1) distribution.
4. Relative Angle Method
Measurements of absolute detector angles with re-
spect to the Sun often require comprehensive surveys
on the orientations of research facility, laboratory room,
experimental apparatus and specific installation of each
crystal. Assuming just a few degrees of angular uncer-
tainty introduced in each step, the total uncertainty can
add up quickly. Even a 2◦ to 4◦ precision as suggested
in Sect. 3 could be challenging to achieve.
In contrast, relative angles between detectors can be
measured in situ without involving complicated surveys.
Ref. [36] extracted crystal orientation in a local coordi-
nate system for a segmented Ge detector by measuring
and model-fitting the anisotropy in the charge carrier
drift velocity with respect to the crystal axes. Based
on the variation of best fit values reported in Tables 1
and 2 of [36], we conclude that a precision of about ±1◦
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can be achieved for the local crystal orientation, given
enough statistics. For unsegmented Ge detectors, the
same anisotropy can be probed with the help of photons
in coincidence, such as the 81 keV and 356 keV photons
of 133Ba. The anisotropy will be imprinted in the time
difference between lower energy photon signals in a Ge
detector and higher energy photon signals from a fast
radiation detector, e.g. scintillators coupled with Photo-
multiplier Tubes (PMT). Once a local crystal orientation
is measured accurately, the relative crystal orientation
between any two detectors can be calculated out simply
as the difference between the two local orientations.
The same simulation framework as before were used
here, and there were nD angles for nD detectors. The
computational requirements were extensive, therefore
only simulations with five or fewer detectors were con-
sidered. The detectors were taken to be individually
1 kg in mass, and a total of 1000 (kg d) was simu-
lated for each detector in every hypothetical experimen-
tal run. We considered poor precision of ±7.5◦ for the
absolute angle measurements and good precision of ±2◦
for relative angle measurements. These uncertainties
are mainly systematic in nature, and thus they were as-
sumed to follow uniform distributions and randomized
accordingly in the simulations.
While experimental scenario 1 (ES1) uses only abso-
lute angles, experimental scenario 2 (ES2) utilizes also
relative angles with respect to the 1st detector. For ev-
ery detector in ES1 and the 1st detector in ES2, the
hypothetically measured absolute angle (φ( j)mea) was ran-
domly generated from a uniform distribution U(φ( j)true −
7.5◦, φ( j)true + 7.5◦), where j is the detector index and φ
( j)
true
is the true value. In ES2, the hypothetically measured
relative angle (∆φ( j)mea, j = 2, 3, 4, 5) was generated in a
similar fashion around the true relative angle φ( j)true−φ(1)true.
When analyzing the simulated data sets, the allowed
range for absolute and relative angles were constrained
around the hypothetically measured values within the
corresponding uncertainties. Both ES1 and ES2 involve
practical scenarios of measured angular information. In
contrast, all absolute angles were assumed to be exactly
known, φ( j)mea = φ
( j)
true, for ES0.
For easy comparison, the results of ES1 and ES2 are
expressed as ratios to ES0. For finite λtrue, confidence
interval width relative to ES0 is calculated as λˆ
(i)
up−λˆ(i)lo
λˆ(0)up−λˆ(0)lo
,
where λˆup and λˆlo are the upper and lower boundary of
the confidence interval estimated in each simulation, re-
spectively. The superscript is the experimental scenario
index, so λˆ(0) is for ES0 and i = 1, 2. For λtrue = 0, ex-
perimental sensitivity relative to ES0 is calculated. For
the same ensemble of simulations, a larger value of ei-
ther the relative CI width or the relative sensitivity indi-
cates a less competitive experimental method. Figures 8
and 9 show the comparisons between ES1 and ES2.
Generally speaking, utilizing the more precisely mea-
sured relative angles, ES2 has a significant improvement
over ES1. Both the signal-to-background ratio and the
absolute signal strength play roles in the comparison of
these two experimental scenarios. A comparison be-
tween Fig. 8a and Fig. 8c suggests that the improve-
ment of ES2 over ES1 is more prominent in the case of
lower signal-to-background ratio. In the extreme case of
Fig. 8a, the signal-to-background ratio is high enough
that the axion signals stand out in the data clearly and
the detector angles can be estimated out in the profile
likelihood analysis. In this case, both ES1 and ES2
have similar performance to ES0. In contrast, although
Fig. 8c has twice the number of signal events, the much
larger background in the data prohibits the distinct sig-
nal pattern from being clearly recognized. Therefore,
background reduction is critical.
When the axion-photon coupling approaches zero,
the improvement of ES2 over ES1 also becomes more
significant. For example, although Fig. 8b (λtrue =
0.0001, b¯ = 0.1 cts/(keV kg d)) has a bit higher signal-
to-background ratio than Fig. 8c, it also has a factor of
10 fewer signal counts. As a result, the advantage of
ES2 is more obvious in Fig. 8b.
In the limiting case where there are no axion signals,
the advantage of ES2 over ES1 becomes the most signif-
icant, as shown in Fig. 9. This is supported by simple
statistical agreements. As demonstrated in Appendix
A, the ±7.5◦ uncertainty is large enough that detector
absolute angles are effectively unknown. Therefore, al-
most nD + 1 parameters are unknown in ES1. Utiliz-
ing good knowledge of relative angles in ES2, detector
absolute angles are tightly constrained against the first
detector, significantly reducing the number of unknown
parameters presented in the problem. This is the root of
ES2 advantages.
Based on the data points in Figs. 8 and 9, the im-
provement of ES2 relative to ES1 grows with nD. This is
expected as the advantage of the good knowledge of rel-
ative angles over the poor knowledge of absolute angles
grows with more detectors. This improvement reaches
as high as approximately 30%, only limited by the num-
ber of detectors studied here, representing essentially a
30% better experimental sensitivity in ES2 using the rel-
ative angle method. The correlation between energy and
angle due to the Bragg condition means that poor energy
resolution will also reduce the advantage of a precise
relative angular measurement, quenching the improve-
ment of ES2 over ES1.
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(c) λtrue = 0.001, b¯ = 1.5 cts/(keV kg d)
Figure 8: ES1 (circles) and ES2 (stars) confidence inter-
val width relative to the ES0 results, which are shown in
Fig. 3. Only ES2 is considered for 5 detectors, due to
higher computational requirements of ES1. A smaller
value of relative CI width indicates a better performing
experiment.
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Figure 9: ES1 (circles) and ES2 (stars) sensitivity rel-
ative to the ES0 results, which are shown in Fig. 3.
Only ES2 is considered for 5 detectors. The signal-to-
background ratio is alway zero. A lower relative sensi-
tivity indicates a better performing experiment.
5. Averaging Over Detector Angles
Experiments become more challenging with more de-
tectors, in part due to increasing effort required to mea-
sure all crystal angles, absolute or relative. However,
a different technique to correlate multiple detectors be-
comes possible with a large number of detectors orien-
tated randomly. In this case, the axion signal proba-
bility function can be averaged over absolute azimuthal
angles. This method has been applied previously, in
particular by DAMA [30], where an average over nine
NaI(Tl) crystal scintillators was used.
Modern solid state detectors are often bulk produced
and thus these detectors are often similar to each other
in both appearance and performance. For example, the
natural Ge detectors in the Majorana Demonstrator
(MJD) experiment [42, 43] are very similar in every as-
pect, including mass. For an experiment with a very
large number of identical detectors (nD >> 1) oriented
9
with no regard to crystal axis, the actual distribution of
detector azimuthal angles will closely resemble a uni-
form distribution. In this case, the distribution of axion
signals summed over all nD detectors of mass MD ap-
proximates the same distribution as that averaged over
angle for a hypothetical single detector with a mass of
nD × MD.
The actual signal probability can be approximated
by the signal probability averaged over all possible az-
imuthal angles,∑nD
j=1 R˙
( j)(φ( j))
nD
→
∫ pi/4
−pi/4 R˙(φ)dφ
pi/2
, if nD → ∞ , (8)
where R˙(φ) is just Eq. 6 with axis angle explicitly noted
as a parameter. An example of axion signal pattern from
the right side of Eq. 8 is shown in Fig. 10.
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Figure 10: Azimuthal angle-averaged axion-induced
photon signal rate, i.e. the right side of Eq. 8, with
respect to time of a day with photon energy between
4.0-4.5keV for gaγγ = 10−8 GeV−1 (λ = 1) in a HPGe
detector located at Lead, SD.
Although nD → ∞ is impractical, experiments with
dozens or more of identical Ge detectors, or other solid-
state detectors, are ongoing and future experiments with
hundreds of identical detectors are currently being con-
sidered. The number of detectors required to ensure that
the left side of Eq. 8 well approximates the right side is
the critical question studied here.
We simulated different experimental configurations
with 1, 5, 15, 50 and 150 identical Ge detectors. The
total mass of all detectors in each configuration was
100 kg and the live time was 1000 d, so that the total ex-
posure in each simulation was 105 (kg d), regardless of
the number of detectors deployed. Each configuration
was simulated 1000 times to produce an ensemble. The
detector angles were randomly generated in each sim-
ulation and the corresponding axion signals were sim-
ulated according to Eq. 6, with λtrue = 0 and 0.0005.
Only b¯ = 0.1 cts/(keV kg d) was simulated and it is
the sole nuisance parameter. The simulated data sets
were analyzed using the method detailed in Appendix
A, except that the constructed likelihood function uses
the right side of Eq. 8 to describe axion signals in all
detectors together4.
Independently, an experiment with nD → ∞ was sim-
ulated in an indirect but equivalent way. As argued
above, Eq. 8 holds exactly in this case, and therefore
the axion signals were first simulated and then analyzed
both according to the right side of Eq. 8. This represents
the optimal sensitivity for the angle averaging method.
As before, ES0 with perfect angular information was
also studied to obtain a baseline for the same total ex-
posure, where the angle-dependent axion signal proba-
bility of individual detectors was used to construct the
joint likelihood function.
A χ2 goodness of fit (GoF) test [50] was carried out
to quantify the consistency between the simulation data
sets and the best-fit models in the likelihood analysis.
Then the corresponding p-value for each GoF test re-
sult was calculated with ROOT [51]. Fig. 11 compares
the p-values of the models using the angle-averaging
method for 5-detector and 150-detector configurations.
For non-zero axion-photon coupling in panel (a), there
is a concentration of small p-values in the 5-detector ex-
periment, indicating that the model doesn’t agree with
the data. In contrast, the p-values for the 150-detector
experiment uniformly distribute between 0 and 1, indi-
cating a good consistency. Therefore, Eq. 8 is a good
approximation to model any single experiment with 150
detectors but not for one with only 5 detectors.
However, for zero λtrue in panel (b) of Fig. 11, both 5-
detector and 150-detector experiments have uniformly
distributed p-values, indicating the averaged axion sig-
nal probability can describe the data in both cases. This
is not surprising given that there is no axion signal at all
in the simulated data sets. Any model of signal could be
combined with a good background model to describe
the data well within the statistical uncertainties, as long
as the background rate dominates in the fitted model.
Furthermore, even if Eq. 8 doesn’t hold and the angle-
averaged axion pattern, e.g. Fig. 10, is not as distinct
as the actual signal pattern, e.g. Fig. 2, it is far from
4The statistical consideration doesn’t involve a joint likelihood
function of individual detectors any more, but a single likelihood func-
tion for the entire experiment. Individual detector information is ig-
nored to accommodate unknown individual detector angles
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Figure 11: P-value distribution for GoF tests be-
tween the simulation data sets and the models using
the angle-averaging method for 5-detector (blue star)
and 150-detector (red histogram) experiments. Panel
(a) λtrue=0.0005 and (b) λtrue=0, with b¯ = 0.1 cts/(keV
kg d).
a featureless background. As a result, it still has some
discriminating power against the background.
Fig. 12 shows the relative widths of confidence inter-
vals and sensitivities at a 90% CL. As before, the results
from the averaging method are divided by the corre-
sponding values in ES0. Experiments with nD → ∞ are
shown as the rightmost data points. The mean p-value in
each ensemble is also shown, and a mean p-value that is
much less than 0.5 indicates the model doesn’t describe
the data.
In the case of a large signal-to-background ratio, as in
panel (a) of Fig. 12, models using the angle-averaging
method cannot describe experiments with just a few de-
tectors, giving rise to small mean p-values and large un-
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Figure 12: Panel (a): Relative confidence interval
widths for λtrue = 0.0005, b¯ = 0.1 cts/(keV kg d) and
σE = 0.04E from models using the angle-averaging
method, shown as blue stars in the upper half of the plot.
The corresponding mean p-values are plotted as red tri-
angles in the lower half. The optimal case of nD → ∞
is shown as the rightmost points. Panel (b): Relative
sensitivity and mean p-values for λtrue = 0.
certainties on λ. For example, the 1-detector experiment
has a very small mean p-value of 0.001, indicating an
inconsistency between the data and the model. With
increasing nD, the experimental performance dramati-
cally improves and quickly approaches the performance
of the optimal case with nD → ∞. The confidence inter-
val for a 50-detector experiment is only 7% wider than
the optimal case, and the mean p-value 0.47 is already
very close to 0.5. The performance of a 150-detector
experiment is almost identical to the optimal case, sug-
gesting 150 detectors are more than sufficient to use
Eq. 8. We conclude that experiments with more than
about 15 identical detectors and a σE = 0.04E energy
resolution can use the averaging method safely with a
modest increase of 10% or so for the experimental un-
certainty over the optimal case of nD → ∞.
It is worth giving emphasis that even for the optimal
case of nD → ∞, the experimental uncertainty and sen-
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sitivity on λ is still about a factor of 3 to 4 worse than
that in ES0, equivalent to a factor of 9 to 16 less ex-
posure. This is due to the loss of individual detector
information. Therefore, it is preferable to measure all
absolute solar angles to 2◦ to 4◦ as suggested in Sect. 3,
whenever feasible.
6. Conclusions and Discussion
If axions exist, they might be abundantly produced
within the Sun and induce distinct photon signals via
coherent Bragg-Primakoff conversions in solid state de-
tectors. We performed simulation studies of a model
of such signals in Ge crystals. We compared different
experimental scenarios that correlate the possible ax-
ion signals in multiple Ge detectors, including a novel
method of utilizing relative angle measurements be-
tween detectors. In this section we discuss conclusions
derived from these studies. Although these conclusions
are derived for the case of Ge detectors, they will apply
to other solid state detectors.
An angle-averaged axion signal pattern can be used
to analyze an experiment, if there are more than about
15 identical detectors (Sec. 5). However, the sensitivity
to axion-photon coupling λ in this averaging method is a
factor of 3 to 4 worse than measuring all detector angles
precisely, if the latter is feasible.
The main goal of the Majorana Demonstrator is to
demonstrate an exceedingly low background in order to
search for neutrinoless double beta decay (0νββ) [42,
43]. This experiment will deploy more than thirty
76Ge-enriched HPGe detectors of roughly 0.9 kg each
and about twenty natural detectors with almost iden-
tical mass of 0.6 kg each. The excellent energy reso-
lution of these MJD detectors [49] allows a sensitivity
that is comparable to what σE = 0.04E can provide.
According to our studies, the number of detectors in
each of these two groups exceeds the minimum to ap-
ply the averaging analysis method described in Sec. 5.
Furthermore, the axion sensitivity per kg of the heav-
ier enriched detectors is similar to the natural detectors.
Therefore, during the data analysis one could artificially
reduce the effective mass of the heavier detectors to
0.6 kg by randomly eliminating roughly one third of all
events. This would provide more than 50 identical de-
tectors of 0.6 kg each. This analysis can be carried out
without any significant experimental efforts beyond the
0νββ program.
For some experiments, the relative angles between
detectors can be measured well, but only poor knowl-
edge of absolute angles to the Sun for each detector
is available. The relative angle method in Sect. 4 was
demonstrated to be capable of improving experimental
sensitivity to axions in comparison to the case of lit-
tle angular information. This improvement is approxi-
mately 30% for four detectors with a ±2◦ relative angle
precision and it increases with the number of detectors
deployed in an experiment.
The studies presented here were aimed at providing
guidance for current and near-future experiments. A
precision measurement of the absolute solar angle is
best. With an energy resolution of σE = 0.04E, our
study shows that a measurement of the absolute angle
within 2◦−4◦ is sufficient. (Note, the CDMS experiment
measured their crystal angles to approximately 3◦ [28].)
Importantly, with such an angular precision, an exper-
iment can use the profile likelihood method with nom-
inal critical values from a χ2(1) distribution, avoiding
extensive Monte Carlo studies.
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Appendix A. Statistical Discussions
In this Appendix, we apply the profile likelihood
method to Monte Carlo simulation data sets, demon-
strate that the test statistic can deviate from standard
χ2 distributions due to large systematic uncertainties
and boundary constraints, and outline an adjustment to
the critical values to ensure proper Frequentist cover-
ages. Numerically obtaining proper critical values from
Monte Carlo simulations is a common practice, such as
in Ref. [46]. There are alternative statistical procedures
to analyze solar axion experiments with unknown de-
tector angles, including the one prescribed by EDEL-
WEISS [29].
Appendix A.1. The Likelihood Function
The likelihood function is modeled after the one de-
rived in [52, 53]. For an experiment with a total of nD
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detectors, the likelihood functions for individual detec-
tors are multiplied to obtain the joint likelihood func-
tion, as,
L =
nD∏
j=1
L( j)D , (A.1)
where L( j)D is for the jth detector.
For each detector, in an energy region between Elo
and Ehi appropriate for axions, the data set can be de-
scribed by the number of measured events in each de-
tector. These events with time ti and energy Ei arise
either from background or an axion signal. The back-
ground is assumed to be constant in time and in energy,
and therefore is described as a constant b( j) cts/(keV d).
The signal rate depends on t and E and will be described
as R˙(t, E), as given in Eq. 6. Hence the expected total
number of counts (m) in detector j is:
m( j) =
∫ T
0
∫ Ehi
Elo
[b( j) + R˙( j)(t, E)]dtdE , (A.2)
where T is the stop time of the measurement. The likeli-
hood for the N( j) observed events in the jth detector for
this model is then:
L( j)D = e−m
( j)
N( j)∏
i=1
[b( j) + R˙( j)(t( j)i , E
( j)
i )] . (A.3)
As stated in Sect. 1.3, the background in each detec-
tor was assumed to be proportional to detector mass
(M( j)D ), i.e. b
( j) = b¯M( j)D , where b¯ is an universal rate
normalized in time, energy and mass. For experimental
scenarios 0 and 1 described in Sec. 4, the absolute az-
imuthal angle for the jth detector (φ( j)) is implicit in its
expected signal rate, R( j). For experimental scenario 2,
the absolute angle for the jth detector can be expressed
as φ( j) = ∆φ( j) + φ(1), where ∆φ( j) is the relative angle
between the jth detector and the first detector.
Appendix A.2. Profile Likelihood
Following [45, 50], the profile likelihood Lp for a
specific value of axion-photon coupling λ0 is
Lp(λ0) = sup{L(λ0, b¯,
~φ); b¯, ~φ}
sup{L(λ, b¯, ~φ); λ, b¯, ~φ} . (A.4)
The joint likelihood L is maximized against all un-
known parameters in the denominator, but only against
the nuisance parameters of background and angles in the
numerator. Maximizing L is equivalent to minimizing
the negative log likelihood function, −2 lnL.
The signal rate expressed by Eq. 6 has a very compli-
cated dependence on the detector azimuthal angle φ and
the instantaneous position of the Sun. Therefore, the
minimization of −2 lnL against φ is performed on a nD
dimension grid of φ-angles. The effect of the step size of
the angle grid was studied for Fig. 7, where various step
sizes ranging from 0.5◦ to 2.0◦ were tested and com-
pared. Limited quantitative effect of the step size was
observed but the conclusion was not affected. While
a smaller step size would provide more precise quanti-
tative results, its computational requirement would be
overwhelming for multiple-detector studies. The data
points in Fig. 7 used a 0.5◦ step size. With the excep-
tion of Fig. 7, the default angle grid step size is 2.0◦,
which is smaller than what was used by SOLAX (Fig.2
of [26]) and COSME (Fig.4 of [27]) experiments when
they scanned all possible detector angles. Given that
the assumed systematic uncertainty on the relative an-
gle is ±2.0◦ in Sect. 4, a smaller step size might be more
preferable and remains a possible direction of improve-
ment for future work.
The extent of the angle grid corresponds to the as-
sumed systematic uncertainty on each angle. For a
specific λ0 and angle grid position, −2 lnL is lo-
cally minimized against b¯, using MINUIT [54] in
ROOT [51]. Maintaining the same λ0, the local min-
ima on the entire angle grid are then compared to find
sup{L(λ0, b¯, ~φ); b¯, ~φ}, which only depends on λ0. Re-
peating this for a wide range of λ0, the profile likelihood
Lp(λ) is numerically obtained and the global minimum
of −2 lnLp can be found at λˆ, which is the best estima-
tion of λ.
The boundaries of a confidence interval (CI), λˆup and
λˆlo, can be found at values of λ, where −2 lnLp in-
creases from the global minimum by a certain critical
value. Let D90 be the critical value associated with a
90% confidence level (CL), and its nominal value would
be 2.71 based on χ2(1) distributed test statistic. How-
ever, to guarantee claimed coverage, we define a test
statistic as below and D90 is then calculated based on
observed distributions of the test statistics in the sim-
ulation ensembles. D90 often differs from the nomi-
nal value of 2.71. For clarification, D90 obtained from
Monte Carlo simulation is called the adjusted critical
value.
Appendix A.3. Test Statistic and Adjusted Critical
Value
A test statistic D is defined as:
D ≡ −2lnLp(λtrue) (A.5)
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Figure A.13: Test statistic distribution for λtrue = 0, b¯ =
0.1 cts/(keV kg d) and φmea = φtrue for a 4-detector ex-
periment. The red histogram is for the case of no restrict
on λ, which can be described by χ2(1) (red curve). Blue
filled squares show the case where λ is restricted to be
non-negative, and the distribution is slightly narrower
than χ2(1).
= −2lnsup{L(λtrue, b¯, ~φ); b¯, ~φ}
sup{L(λ, b¯, ~φ); λ, b¯, ~φ}
where λtrue is the value used to generate simulation data
sets. Let the distribution of D in an ensemble of simula-
tions be PD. Adjusted critical value D90 can be numeri-
cally obtained by requiring∫ D90
0 PDdD∫ +∞
0 PDdD
= 0.90 . (A.6)
D90 replaces the nominal value of 2.71 in the calculation
of a 90% CI. If λ = 0 is reached but −2lnLp increases
less than D90, then λˆlo = 0 and λˆup is unaffected. The
main concern here is how much PD deviates from χ2
distributions (see below).
Appendix A.4. Behavior of Test Statistic D
When no physical boundary exists and the nuisance
parameters are either known or can be accurately pro-
filed out from data, the probability of axion-induced sig-
nals as a function of the single parameter λ is fixed by
Eq. 6. In this case, according to Wilks’ theorem [55],
the test statistic D asymptotically follows a χ2 distribu-
tion with 1 degree of freedom (DoF), i.e. PD ∝ χ2(1).
Changing the value of −2lnLp by 2.71 approximately
produces a 90% CI, given that the χ2(1) cumulative
probability at 2.71 is 90%. The same approximation
also results in the simply correspondence between a 1σ
uncertainty and ∆lnL = 1/2 [45], as well as powerful
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Figure A.14: Test statistic distribution (black his-
togram) when there are no axion signals with λtrue =
0, b¯ = 0.1 cts/(keV kg d) and φmea ∈ (φtrue−7.5◦, φtrue +
7.5◦) for a 4-detector experiment, analyzed using Exper-
imental Scenario 1. The red curve is a χ2(5) distribution
for comparison.
analytic formulas that can be used to replace extensive
simulation studies [48]. This approximation is observed
in certain simulations, as the red histogram in Fig. A.13
shows.
However, physical boundaries and/or insufficient
knowledge on parameters may affect test statistic dis-
tribution. Wilks’ theorem requires parameters are not
on the boundaries, and the impact of physical bound-
aries has been widely recognized in the literature, for
example Ref. [46]. This is demonstrated by the blue
squares in Fig. A.13, where the axion-photon coupling
is restricted to be non-negative. The observed test statis-
tic distribution is narrower than χ2(1) and over-coverage
would occur if the nominal critical value 2.71 is used for
a 90% CI.
Insufficient knowledge is a broad condition, and spe-
cific example are discussed below using the Monte
Carlo simulations with nD = 4 detectors from Sect. 4.
When λtrue = 0, there is no axion signal to help pro-
file out detector angles and the background has no angle
dependence. The distribution of test statistic D solely
depends on the allowed angle range in the analysis,
which is 15◦ in Experimental Scenario 1. As shown in
Fig. A.14, the observed test statistic approximately fol-
lows χ2(5), and the adjusted critical value D90 is numer-
ically determined to 9.64. The χ2(5) cumulative prob-
ability at 9.64 is 91%, supporting χ2(5) being a good
analytic approximation. This can be understood as 15◦
angular uncertainty is large enough that the nD detector
angles are effectively unknown and unconstrained. Due
14
to λtrue = 0, no information on the nD angles can be
gained from the data either. In this extreme case of no
knowledge on nD nuisance parameters, the test statistic
approximates a χ2 distribution with 1 + nD DoF.
However, the ability to profile out detector angles
depends on the strength of the hypothetical axion sig-
nals, possibly lessening the insufficient knowledge con-
dition. A further complication is that the detector angles
are more tightly constrained in Experimental Scenario
2 with good relative angle measurements within 4◦. It
is therefore difficult to predict the general behavior of
the test statistic analytically. Instead, the D distribution
and the corresponding critical values can be mapped out
from extensive simulations, as done here.
For example, Fig. A.15 compares the test statistic
distribution in the case of λtrue = 1 × 10−4, b¯ = 0.1
cts/(keV kg d) for three different experimental scenar-
ios. The D distribution for ES1 is narrower than a χ2(5)
distribution, thanks to the small but non-zero axion sig-
nals in the data introducing a limited sensitivity on an-
gles. Replacing insufficient knowledge on absolute an-
gles with good knowledge on relative angles, ES2 has
a much narrower distribution than ES1, but still wider
than ES0 with exact angular information. In simulations
with λtrue = 0.0005, axion signals in the data are large
enough to profile out detector angles accurately in all
three experimental scenarios, and all test statistic distri-
butions approximate χ2(1) regardless of initial angular
knowledge.
There exists a large volume of discussions in the lit-
erature on treating confidence intervals with systematic
uncertainties. See for example Refs. [56, 57, 58, 59].
In the solar axion experiments considered here, both
the auxiliary measurements and the hypothetical axion
signals contribute to the knowledge on detector angles
in complicated ways. In our studies, we represented
auxiliary measurement constraints in the generation and
analysis of Monte Carlo simulations, and let the likeli-
hood profiling process handle the constraints from data,
in an attempt to properly map out the restricted un-
known parameter space and numerically obtain proper
critical values. It was verified this procedure guarantees
the claimed coverage in Monte Carlo simulations from
Sect. 4, for both zero and non-zero λtrue.
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