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Abstract
We apply the projection operator method (POM) to φ4 theory and derive
both quantum and semiclassical equations of motion for the soft modes. These
equations have no time-convolution integral term in sharp contrast with other
popular results obtained from the influence functional method (IFM) and
the closed time path method (CTP). However, except for the fluctuation
force terms, these equations are similar to the corresponding equation in IFM
with the linear harmonic approximation which was introduced to remove the
time-convolution integral. The quantum equation of motion in POM can be
regarded as a kind of quantum Langevin equation where the fluctuation force
is given in terms of the operators of the hard modes. The operators are then
replaced with c-numbers by some procedure to obtain a semiclassical Langevin
equation. It is pointed out that there are signicant dierences between the
fluctuation forces introduced in this paper and that in IFM. Arbitrariness in
the denition of the fluctuation force in IFM is also discussed.







For recent few years, there have been so many studies which are related to time dependent
phenomena in quantum systems: the time development of the order parameter in phase
transition [1] { [11], the experimental observation of non-exponential decay in quantum
tunneling [12], the absence of quantum Zeno eect in quantum eld theory [13], the time
evolution of the Bose-Einstein condensate [14] [15], renormalization in the calculation of
time evolution [16] { [22] and so on. In such studies, it often becomes important to evaluate
the time evolution in quantum eld theory. However, the equation of motion in quantum
eld theory is a nonlinear equation of operators, and hence is dicult to solve in general.
There are several attempts to solve it approximately.
One of them is to derive a semiclassical equation of motion which has the fluctuation
force term, in other words, the colored noise. In this case, one can regard it as a kind of a
Langevin equation, and may be able to incorporate the eects of both quantum and thermal
fluctuations into the semiclassical equation through not only the coecients in the equation
but also the fluctuation force. The Langevin equation is a well-developed implement in
nonequilibrium statistical mechanics. Therefore, many techniques may be used, for example,
the mode coupling theory to calculate dynamical critical exponents [23], scaling theory of
nonequilibrium systems near the instability point [24] and so on. Furthermore, the eect
of the fluctuation force in the nonlinear Langevin equation is one of important topics in
various elds of physics, i.e. , stochastic resonance [25] and noise-induced phase transition
[26]. Such eects have not been studied in detail in cases where quantum eld theory is
needed to describe the relevant phenomena, for example the time evolution of disoriented
chiral condensate which may be a signal of quark-gluon plasma. The Langevin equation
gives the starting point to analyze such phenomena.
The derivation of the Langevin equation in quantum eld theory has been mainly based
on the influence functional method (IFM) and the closed time path method (CTP). [1]{ [7].
The resultant Langevin equation has the following two characteristics: One is that it has in
general a time-convolution integral term, which is often called a memory term. Such a term
makes the Langevin equation dicult to solve, so that it is usually removed by imposing
the quasi-instantaneous approximation [1] [2] or the linear harmonic approximation [5]. The
meaning of the quasi-instantaneous approximation is very clear. However, it is known that
this approximation cannot generate a dissipation eect, for example, in φ4 theory, and an
additional approximation is imposed. On the other hand, the linear harmonic approximation
can produce a dissipation eect in φ4 theory without imposing an additional approximation.
However, its validity is not so clear. Another characteristic is that the fluctuation force is
introduced using an auxiliary eld. It is not clear why the auxiliary eld introduced in this
way can be interpreted as the fluctuation force [27] [28]. Furthermore, the denition of the
fluctuation force is not unique as will be discussed in this paper.
The projection operator method (POM) is another method to derive the Langevin equa-
tion for a quantum system [29] { [36]. A particular version of this method was proposed
by Hashitsume,Shibata and Shingu [32] [33], and was improved by Uchiyama-Shibata [34]
and Koide-Maruyama [35], independently. If one uses the Mori projection as the projec-
tion operator, one can reproduce the Mori equation, which is the famous linear Langevin
equation for classical and quantum systems [29] [30]. POM is the only method which can
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derive systematically an equation of motion without the time-convolution integral as long
as we know. The fluctuation force at the quantum level is explicitly given as a term which
represents a time variation in the space which is projected out, and there is no ambiguity as
for the nature of the fluctuation force. Therefore, we can expect that it is possible to derive
a new semiclassical Langevin equation which is free from the problems mentioned above.
The purpose of this paper is to derive both the quantum and the semiclassical Langevin
equations in quantum eld theory with POM and to compare the result from POM with that
from IFM. We apply POM and IFM to φ4 theory and derive Langevin equations for the soft
modes projecting or integrating out the hard modes. The way of deriving the semiclassical
Langevin equation from the quantum Langevin equation is not unique. Therefore, it is
useful to compare the semiclassical Langevin equation in IFM with the quantum Langevin
equation in POM and discuss the dierences of the results between them beforehand. After
that, we discuss the derivation of the semiclassical Langevin equation in POM.
This paper is constituted as follows: In section 2, POM is reviewed. In section 3, we
apply POM to φ4 theory, and derive a quantum Langevin equation for the soft modes.
In section 4, the derivation of the semiclassical Langevin equation in IFM is given. This
section is due to the work by Greiner et al. [5]. The results of sections 3 and 4 are compared
with each other in section 5. In section 6, we derive the semiclassical Langevin equation
by replacing the relevant operators with the c-numbers. The result is compared with the
semiclassical Langevin equation in IFM. Conclusions and discussions are given in section 7.
II. PROJECTION OPERATOR METHOD
POM which we will use in this paper has the following characteristics [32]{ [35]: First, it
can be used in both Schro¨dinger and Heisenberg pictures, in other words, the master equation
and the Langevin equation can be discussed at the same time. Second, there is a large
freedom in the choice of the projection operators. In fact, this projection operator method
includes both the Mori and the Nakajima-Zwanzig methods [29] [31]. Third, the equations
with and without a time-convolution integral can be treated systematically. Fourth, it can
be used even when the Hamiltonian is explicitly time-dependent. In this paper, we will show
the result in Heisenberg picture [35].
The starting point is the Heisenberg equation of motion:
d
dt
O(t) = i[H, O(t)]
= iLO(t), (1)
where L is the Liouville operator. We can rewrite the Heisenberg equation of motion by
using the projection operator which has the following general properties:
P 2 = P, (2)
Q = 1− P, (3)
PQ = QP = 0. (4)
Then, the Heisenberg equation of motion can be rewritten as:
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ddt
O(t) = eiL(t−t0)PiLO(t0) + eiL(t−t0)P(t, t0)
1
1− (t, t0) iLO(t0)
+QeiLQ(t−t0)
1







This equation is called the time-convolutionless (TCL) equation because it does not include
time-convolution integral terms, as will be shown later. When the system has a dissipation
eect, it comes from the second term on the r.h.s. of the equation. The third term represents
the time variation in the space which is projected out. Note that Q operates from the left in
this term. We regard this term as the fluctuation force as in the case of the Mori equation.
This equation is still equivalent to the Heisenberg equation of motion, and is dicult to
solve without approximation. To make an approximation, we have to specify the projection
operator.
We consider the case where the total system can be divided into two parts, a system and
an environment. Then, the Hamiltonian is given by
H = HS + HE + HI
= H0 + HI , (7)
where HS and HE mean the unperturbed Hamiltonians of the system and the environment,
respectively, and HI means the Hamiltonian which describes the interaction between the
system and the environment. The self-interactions of the system and the environment are
also included in HI . We assume that the initial density matrix is given by the direct product
of the system and the environment density matrices:
ρ = ρS ⊗ ρE . (8)
We then dene the projection operator P as
PO = TrE [ρEO] = hOi. (9)
Here, TrE implies to trace out only the environment degree of freedom.










1− (t, t0) iLO(t0). (10)
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Here, a new function C(t, t0) is dened as










dt2   
∫ tn−1
t0
dtn LI(t1 − t0)LI(t2 − t0)    LI(tn − t0),
(11)
where
L0O = [H0, O], (12)
LIO = [HI , O], (13)
LI(t− t0)  eiL0(t−t0)LIe−iL0(t−t0). (14)
The operator C(t, t0) is a time ordered function of the Liouville operator.
For the second term on the r.h.s. of the equation, we carry out a perturbative expansion











1− (t, t0) iLO(t0). (15)
It can be seen that Eq. (15) does not contain a time-convolution integral, because of the
form of the full time-evolution operator, eiL(t−t0), which operates from the left in the second
term on the r.h.s. of the equation. If this did contain a time-convolution integral, the form
of the full time-evolution operator must be eiL(t−s), where s is an integral variable. This is
the reason why the equation is called the time-convolutionless equation.
Now, we expand the third term. It is not clear to what order we should expand the third
term. Here, we impose the fluctuation-dissipation theorem of second kind (2nd f-d theorem)
for the second and the third terms in order to x the order of the expansion. First, we
rewrite the third term as
QeiLQ(t−t0)
1






1 + (C(t, t0)− 1)Q + (D(t, t0)− 1) + (C(t, t0)− 1)Q(D(t, t0)− 1)e
iL0(t−t0)iLO(t0).
(16)
Here, the function D(t, t0) is dened as
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I (tn − t0)QLQI (tn−1 − t0)   QLQI (t1 − t0),
(17)
where
LQI (t− t0)  eiL0(t−t0)LIQe−iL0(t−t0). (18)
The function D(t, t0) is an anti-time ordered function of the Liouville operator. In the case
of the linear Langevin equation like the Mori equation, the 2nd f-d theorem which relates
the coecient of the equation with the fluctuation force is exactly satised. Therefore, we
require that it is satised order by order in the perturbative expansion. If we carry out the
perturbative expansion up to the zeroth order of LI for Qe
iLQ(t−t0) 1
1−Σ(t,t0) , that is, if we take
C(t, t0) = 1 and D(t, t0) = 1 in Eq. (16), the 2nd f-d theorem is satised in the case of the










Here, we have used an additional condition PL0 = L0P for simplicity, because in the fol-
lowing calculation, we consider only such a case where this condition is satised.
III. QUANTUM LANGEVIN EQUATION IN POM









where the symbol ^ means an operator. In the study of phase transition, the soft modes of
the eld plays an important role. Therefore, we ignore the detailed behavior of the hard
modes, and solve the behavior of the soft modes eectively. That is, we regard the soft
modes as the system and the hard modes as the environment.




















= φ^<(x, t) + φ^>(x, t), (21)
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where  is an ultraviolet cuto and ωk =
p
k2 + m2. The eld φ^<(x, t) contains only the
soft modes, and the eld φ^>(x, t) the hard modes. Similarly, the conjugate eld ^(x, t) is
divided as follows:


















= ^<(x, t) + ^>(x, t). (22)
The soft modes and the corresponding conjugate elds satisfy the following commutation
relations:
[φ^<(x, t), φ^<(x
0, t)] = 0, (23)
[^<(x, t), ^<(x
0, t)] = 0, (24)
[φ^<(x, t), ^<(x


















(x − x0) becomes the usual Dirac delta function in the I ! 1 limit.
Hereafter, we call it the cuto delta function. Then, the Hamiltonians of the system, the


















λ[φ^4<(x, t0) + 4φ^
3







>(x, t0) + φ^
4
>(x, t0)]. (29)
Note that the division of H into HS, HE and HI is made at the initial time t0.
The initial density matrix is given by the direct product of the system and the envi-
ronment density matrices as in Eq. (8). We consider the case where the environment is in
thermal equilibrium with Hamiltonian HE,
ρE = e
−βHE/Z, (30)
Z = Tre−βHE , (31)
where β = 1/T , T being the temperature. Then, the projection operator is dened by Eq.
(9) with ρE being given by Eq. (30).
Taking the initial time t0 = 0 in Eq. (15) , we get the quantum Langevin equation for










































































Here, the elds with the subscript 0 evolve as free elds, and the newly introduced eld
ϕ^<(x, s, t) is dened as














d3kfφ^<(k, t) cosωks + 1
ωk















Furthermore, [ ] and [ ]+ in Eq. (32) represent the commutation and the anti-commutation
relations, respectively. First four terms on the l.h.s. of the equation come from the rst term
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on the r.h.s. of Eq. (19). The remaining terms on the l.h.s. come from the second term, and
the terms on the r.h.s. come from the third term. The diagrams which correspond to the
interaction terms on the r.h.s. of Eq. (32) are shown in Fig. 1. The diagrams (a) and (b)
correspond to the fourth and the fth terms on the l.h.s. of the equation, respectively. The
diagrams from (c) to (h) correspond to the rst term, the second term,    and the sixth
term in the braces on the l.h.s. of the equation, respectively.
Now, we call f^i the fluctuation forces. We examine the correlations of f^i. Expectation
values of f^i can be calculated by the initial density matrix ρ. However, it is also possible
to replace ρ with ρE because f^i consists of only operators of the hard modes. First order
correlations are
hf^1(x, t)i = hf^2(x, t)i = hf^3(x, t)i = 0. (39)
Second order correlations are calculated as follows:
hf^1(x1, t1)f^1(x2, t2)i = iλ
2
36
[6GΛI (x1 − x2, t1 − t2)3 + 9GΛI (x1 − x2, t1 − t2)GΛI (0, 0)2],
(40)
hf^2(x1, t1)f^2(x2, t2)i = −λ
2
2
GΛI (x1 − x2, t1 − t2)2, (41)
hf^3(x1, t1)f^3(x2, t2)i = −iλ
2
4
GΛI (x1 − x2, t1 − t2). (42)
The propagator on the r.h.s. of Eqs. (40) , (41) and (42) is dened as






f(1 + 2nωp) cos ωpt− i sin ωptgeipx.
(43)
It has the following property
GΛI (x, t) = −GΛI (−x,−t). (44)




eβωp − 1 . (45)
The correlation functions in Eqs. (40), (41) and (42) are complex, and change the form
under the exchange of x1 $ x2, t1 $ t2. Now, we examine the real and the imaginary parts
of the correlations. The real parts of the second order correlations are
h[f^1(x1, t1), f^1(x2, t2)]+i/2 = − λ
2
12i





2[GΛI (x1 − x2, t1 − t2) + GΛI (x2 − x1, t2 − t1)],
(46)
h[f^2(x1, t1), f^2(x2, t2)]+i/2 = −λ
2
4
[GΛI (x1 − x2, t1 − t2)2 + GΛI (x2 − x1, t2 − t1)2], (47)
h[f^3(x1, t1), f^3(x2, t2)]+i/2 = λ
2
8i
[GΛI (x1 − x2, t1 − t2) + GΛI (x2 − x1, t2 − t1)]. (48)
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We can see that these quantities are symmetric under the exchange of the arguments x1 $
x2, t1 $ t2. These correlations play an important role in discussing the relation between the
fluctuation forces in POM and that in IFM.
The imaginary parts of the second order correlations are
h[f^1(x1, t1), f^1(x2, t2)]i/2 = λ
2
72
h[φ^30>(x1, t1), φ^30>(x2, t2)]i, (49)
h[f^2(x1, t1), f^2(x2, t2)]i/2 = λ
2
8
h[φ^20>(x1, t1), φ^20>(x2, t2)]i, (50)
h[f^3(x1, t1), f^3(x2, t2)]i/2 = λ
2
8
h[φ^0>(x1, t1), φ^0>(x2, t2)]i. (51)
These quantities are related to the coecients of the Langevin equation. The Langevin
equation can be expressed in terms of the above quantities as follows:





























h[φ^40>(y1, s), φ^20>(y2, t)]iφ^<(y2, t)




















d3yff^1(y, t) + f^2(y, t)φ^0<(y, t) + f^3(y, t)φ^20<(y, t)gδ(3)ΛI (x− y). (52)
In the case of the nonlinear equation, it is in general not clear what kind of relation should
be satised between the coecient of the Langevin equation and the fluctuation force 1.
In the present case, the fluctuation forces have some relations with the coecients of the
equation like the 2nd f-d theorem in the linear equation [33] [36]. From now on, we regard
it as the 2nd f-d theorem for the nonlinear equation 2.
1Shibata and Hashitsume discussed the nonlinear Langevin equation in the quantal spin system
interacting with a heat reservoir, and derive the nonlinear fluctuation-dissipation theorem [36].
2It may be remarkable that some terms of order λ2 on the l.h.s. of Eq. (52) cannot be expressed
in terms of f^i
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IV. SEMICLASSICAL LANGEVIN EQUATION IN IFM
In this section, we present the result of the application of IFM to φ4 theory. It is
essentially due to the work by Greiner et al. [5]. For detailed derivation, see Appendix B.






d3pfφ(p, t)θ(I − jpj) + φ(p, t)θ(jpj − I)geipx
= φ<(x, t) + φ>(x, t). (53)
Here, the eld φ<(x, t) means the soft modes, and φ>(x, t) the hard modes.



























































Now, as in the case of POM, we assume that the initial density matrix of the total system





>; t0) = ρs(φ<, φ
0
<; t0)⊗ ρh(φ>, φ0>; t0). (57)














 expfi(Sφ>[φ>] + Sint[φ<, φ>]− Sφ>[φ0>]− Sint[φ0<, φ0>])gρh(φ>i, φ0>i; t0),
(58)
where elds φ>i, φ
0
>i and φ>f correspond to the elds φ>(x, t0), φ
0
>(x, t0) and φ>(x, t),
respectively. SIF is called the influence action. Because it is dicult to calculate the
influence action exactly, we usually carry out a perturbative expansion. In this calculation,
































































































<(x)), φ∆(x) = φ<(x)− φ0<(x). (61)
Here, we have introduced the following propagator:
GΛI++(x1 − x2) = ihT [φ>(x1)φ>(x2)]i
= θ(t1 − t2)ihφ>(x1)φ>(x2)i+ θ(t2 − t1)ihφ>(x2)φ>(x1)i
= θ(t1 − t2)GΛI (x1 − x2, t1 − t2) + θ(t2 − t1)GΛI (x2 − x1, t2 − t1).
(62)
Furthermore, we introduce the following notation for simplicity,
Re[GΛI++(x1 − x2)n] = [θ(t1 − t2) + (−1)nθ(t1 − t2)]
1
2
[GΛI (x1 − x2, t1 − t2)n + (−1)nGΛI (x2 − x1, t2 − t1)n],
(63)
Im[GΛI++(x1 − x2)n] = [θ(t1 − t2)− (−1)nθ(t1 − t2)]
 1
2i
[GΛI (x1 − x2, t1 − t2)n − (−1)nGΛI (x2 − x1, t2 − t1)n].
(64)
Note that the influence action SIF is complex in general. Our next task is to dene a










Here, the stochastic weights Pi are given by











I−11 (x1 − x2) =
3
λ2
[ImGΛI++(x1 − x2)3]−1, (67)
I−12 (x1 − x2) =
1
λ2
[ReGΛI++(x1 − x2)2]−1, (68)
I−13 (x1 − x2) = −
2
λ2
[ImGΛI++(x1 − x2)]−1. (69)
Here, Ni is the normalization constant. Auxiliary elds ξ1, ξ2 and ξ3 have been introduced
to eliminate the imaginary part of the influence action. Then the stochastic influence action
~SIF is given by
~SIF [φ<, φ
0









d4x(φN< (x)− φ0N< (x))ξN(x). (70)
To prove Eq. (70), we have to assume the following relation:
e−(1/2)χ






ξT A−1ξ + iχT ξ
)
. (71)
See Appendix C for more detail.
Finally, the stochastic eective action is dened as
~Seff [ φ, φ∆, ξi]  S[φ<]− S[φ0<] + ~SIF [φ<, φ0<; ξi]. (72)
Note that this action is real. If the soft modes behave quasiclassically, we can apply the
variational principle to the stochastic eective action to obtain a semiclassical Langevin
equation:





In order to carry out this functional derivative, we must dene a functional derivative for




= δ(4)(x0 − x). (74)
Thus we obtain the semiclassical Langevin equation


































































































[GΛI (x− x0, τ)−GΛI (x0 − x,−τ)]φ3<(x0, t− τ).
(81)
Here, the subscripts (a),(b),   correspond, respectively, to the diagrams (a),(b),   in Fig.
2.
In IFM, the derived semiclassical equation has time-convolution integral in general. In
the present case, it is contained in Eqs. (79), (80) and (81). To remove such an integral,
Greiner et al. have introduced an approximation called the linear harmonic approximation.
To explain this approximation, we consider the following equation for a variable a(t),
d
dt
a(t) = −iωa(t) + g
∫ t
0
dsF (s)a(t− s), (82)
where ω is a frequency, g is a coupling constant and F (s) is an appropriate function of s.
This equation has time-convolution integral in the second term on the r.h.s. of the equation.
The quasi-instantaneous approximation has often been used to remove such an integral. In
this approximation, one makes the following replacement:
a(t− s) −! a(t)− sda(t)
dt
. (83)
This approximation is justied when the time dependence of a(t) is suciently week. How-
ever, if we use this approximation in φ4 theory, the dissipation eect cannot be obtained. To
derive the dissipation eect, an additional approximation is needed. For example, one may
use the propagator with the explicit width instead of the propagator dened in Eq. (62) [1]
[2].
The linear harmonic approximation recently introduced by Greiner et al. [5] implies the
following replacement,
14
a(t− s) −! a(t)eiωs. (84)
Here, the dependence of a(t−s) on the integration variable s is replaced with that of the free
vibration. It is obvious that the time-convolution integral in Eq. (82) is eliminated by this
replacement. In this approximation, we can get the dissipation eect without imposing any
further approximation in φ4 theory. However, the physical meaning of the approximation is
not so clear.
In φ4 theory, the linear harmonic approximation means the following replacement:
φ<(k, t− τ) −! φ<(k, t) cos ωkτ − _φ<(k, t) 1
ωk
sin ωkτ. (85)

















































0, τ)−GΛI (−x0,−τ)]ϕ<(x− x0,−τ, t)3.
(88)
Here, we have introduced the following function (cf. Eq.(36)):










Finally, the semiclassical Langevin equation without time-convolution integral is obtained if
we use the above expressions instead of Eqs. (79),(80) and (81).
Now, we examine the r.h.s. of Eq. (75). In IFM calculation, the auxiliary elds ξi have
been interpreted as the fluctuation force [27] [28]. Its expectation value is calculated by
using the stochastic weights Pi. Then, the rst order correlations are





To know the characteristics of the correlations, it is necessary to calculate at least the second
order correlations:
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hξ1(x1, t1)ξ1(x2, t2)iP = − λ
2
12i
[GΛI (x1 − x2, t1 − t2)3 + GΛI (x2 − x1, t2 − t1)3],
(92)
hξ2(x1, t1)ξ2(x2, t2)iP = −λ
2
4
[GΛI (x1 − x2, t1 − t2)2 + GΛI (x2 − x1, t2 − t1)2],
(93)
hξ3(x1, t1)ξ3(x2, t2)iP = λ
2
8i
[GΛI (x1 − x2, t1 − t2) + GΛI (x2 − x1, t2 − t1)], (94)
hξi(x1, t1)ξj(x2, t2)iP = 0. (for i 6= j) (95)
It is remarkable that there is no correlation between ξi and ξj for i 6= j.
In section 3, we have pointed out that, in POM, the 2nd f-d theorem is satised between
the coecients and the fluctuation forces. In IFM, it is said that there is some relation
called the generalized fluctuation-dissipation theorem [37] [38]. To conrm the relation, it







































































Here, ϕ<(k, τ, t) is a Fourier transformation of ϕ<(x, τ, t). Furthermore, Fourier transfor-
mation of the function Ii(x), which is an inverse matrix of I
−1
i (x) given by Eq. (67), (68)












K(i)(ω) / ω exp βω + 1
exp βω − 1 . (101)
This relates M(i), which is the coecients in the Langevin equation, with Ii, which charac-
terizes the fluctuation force. This is called the generalized fluctuation-dissipation theorem.
In Refs. [37] and [38], it is pointed out that this relation is equivalent to the well-known Ein-
stein formula if one takes the classical or the high-temperature limit in the case of quantum
Brownian motion.
Here, we want to discuss arbitrariness in the denition of the fluctuation force in IFM
calculation. In case of IFM, an auxiliary eld is introduced to dene the real stochastic
(eective) action. It is interpreted as the fluctuation force. However, in such a denition,
the fluctuation force cannot be uniquely xed. For example, the stochastic (eective) action
does not change even if one adds the term δI−1i which has the following property to I
−1
i
δI−1i (x1 − x2) = −δI−1i (x2 − x1) (102)






i (x1 − x2)ξi(x2) = 0. (103)
There is another arbitrariness. It is possible to use only one kind of an auxiliary eld








Now, the stochastic weight is



















= I−11 (x1 − x2) + φ<(x1)I−12 (x1 − x2)φ<(x2)
+φ2<(x1)I
−1
3 (x1 − x2)φ2<(x2). (106)
At the last line, we have taken the limit φ∆(x) ! 0. The derived semiclassical Langevin
equation is
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= ξ0(x, t). (107)
Now, we have only one kind of the fluctuation force. Therefore, the fluctuation force intro-
duced in Eq. (75) is one of the several candidates. There is still another arbitrariness as
will be discussed in the next section. It will play an important role when we compare the
quantum Langevin equation in POM with the semiclassical Langevin equation in IFM.
V. QUANTUM LANGEVIN EQUATION IN POM AND SEMICLASSICAL
LANGEVIN EQUATION IN IFM
Until now, we have applied POM and IFM to φ4 theory and have derived two Langevin
equations (32) and (75). The derived equation in POM is the quantum Langevin equation.
It may be useful to compare the quantum Langevin equation in POM with the semiclassical
Langevin equation in IFM and discuss the correspondence between them. From now on,
in this section, we forget the dierence between the operator and the c-number for the
soft modes. Namely, we make an identication that [A^, B^]+ = 2AB, where A and B are
appropriate c-numbers which correspond to A^ and B^, respectively.
First, we compare the l.h.s. of the two equations. It is easily seen that the dierence
between two equations lies in the following two points. One is that in POM, there are
additional contributions which correspond to the diagrams shown in Figs.1 (g) and (h)
which contain the propagator of the soft modes. Such terms are not included in IFM
equation because the quantum eects from the soft modes are neglected there.
The other is the dierence between the cuto delta function and the Dirac delta function.
The origin of this dierence is the denition of the functional derivative which is used to
derive the Langevin equation from the stochastic eective action in IFM. Greiner et al. [5]







0) + δ(4)(x0 − x)]− φ<(x0)

= δ(4)(x0 − x). (108)
In this denition, a little varied function φ<(x
0) + δ(4)(x0 − x) includes the hard modes.
This is unsatisfactory because, in our strategy of calculation, all the eld which contain the
hard components should be integrated or projected out. This point can be conrmed by
comparing the Fourier components of the two Langevin equations. We consider, for example,













3k2θ(I − jk− k1 − k2j)φ<(k1)φ<(k2)φ<(k− k1 − k2).
(109)
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3k2θ(I − jkj)θ(I − jk− k1 − k2j)φ<(k1)φ<(k2)φ<(k− k1 − k2).
(110)
Here, the time argument in φ< has been omitted. The only dierence between Eq. (109)
and Eq. (110) is the existence of the step function θ(I − jkj) in Eq. (110). The absolute
values of the momenta k1,k2 and k − k1 − k2 are always smaller than I in both cases.
However, the situation changes in the case of the momentum k. In POM, only components
smaller than I are included even for the momentum k. On the other hand, in IFM, all the
components satisfying the condition 0  jkj  3I are included due to the lack of the step
function θ(I − jkj). This means that the separation of the soft modes and the hard modes
is incomplete in IFM calculation.









(x0 − x) is the cuto delta function dened in Eq. (26). If this new denition
is adopted in IFM, the l.h.s. of the two equations coincide with each other except for the
terms corresponding to Figs.1 (g) and (h).
Now, we compare the r.h.s. of the two equations. If one uses the denition (111) instead
of Eq. (74), one obtains Eq. (75) with the r.h.s. being replaced by
∫
d3yfξ1(y, t) + φ<(y, t)ξ2(y, t) + φ2<(y, t)ξ3(y, t)gδ(3)ΛI (x− y). (112)
Comparing it with the r.h.s. of Eq. (32), we see that there are still the following dierences
between them: First, the time dependence of the soft modes which appear on the r.h.s. of the
two equations is dierent from each other. In IFM, it is determined by solving the equation,
while, in POM, they evolve as free elds. This is a considerable dierence. In POM, the
r.h.s. of the quantum Langevin equation vanishes when we calculate the expectation value
by the initial density matrix because the soft modes cannot include the f^i dependence. On
the other hand, in IFM, the soft modes included in the r.h.s. of the semiclassical Langevin
equation has the ξi dependence, and therefore the r.h.s. does not necessarily becomes zero
when we calculate the expectation value by the stochastic weights, that is,
hf^i(x, t)φ^n0<(x, t)i = 0, (113)
hξi(x, t)φn<(x, t)iP = hξi(x, t)φn<(x, t; ξi)iP 6= 0. (114)
Second, the correlations of the fluctuation forces are dierent. Consider, for example, the
second order correlations hξi(x1, t1)ξj(x2, t2)iP and hf^i(x1, t1)f^j(x2, t2)i. The former is real
and is invariant under the exchange of the arguments x1 $ x2, t1 $ t2, as is seen from Eqs.
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(92), (93) and (94). The latter is complex and is not invariable under the same exchange
as is seen from Eqs. (40), (41) and (42). Therefore, it is considered that the corresponding
correlations in POM are the symmetrized correlations given by the real part of the second
order correlations dened in Eqs. (46) , (47) and (48). Then, we notice that Eqs. (93) and
(94) are identical to Eqs. (47) and (48), respectively.
h[f^2(x, t), f^2(x0, t0)]+i/2 = hξ2(x, t)ξ2(x0, t0)iP , (115)
h[f^3(x, t), f^3(x0, t0)]+i/2 = hξ3(x, t)ξ3(x0, t0)iP (116)
On the other hand, Eq. (92) does not agree with Eq. (46) because of the existence of the
additional term δI1,
h[f^1(x, t), f^1(x0, t0)]+i/2 = hξ1(x, t)ξ1(x0, t0)iP − 1
2
δI1(x− x0, t− t0), (117)
where
















1 (x1 − x2, t1 − t2)φ<(x2) = 0. (119)
This property is proved from the fact that φ<(x) contains only the soft modes while δI
−1
1
only the hard modes. From the above fact, the imaginary part of the influence action (60)























































1 (x1 − x2) + δI−11 (x1 − x2))ξ01(x2)
}
(121)
The second order correlation of ξ01 becomes
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hξ01(x, t)ξ01(x0, t0)iP = −
1
2
(I1(x1 − x2) + δI1(x1 − x2))
= h[f^1(x, t), f^1(x0, t0)]+i/2. (122)
In POM, there is also the following nonzero correlation
h[f^1(x1, t1), f^3(x2, t2)]+i/2 = −λ
2
8
GΛI (0, 0)[GΛI (x1 − x2, t1 − t2) + GΛI< (x1 − x2, t1 − t2)].
(123)
The corresponding correlation is implicitly assumed to vanish in IFM.
In IFM, it is pointed out that the generalized f-d theorem is satised. This theorem
asserts that there is a relation between M(i) which are dened by Eqs. (96), (97) and (98)
and Ii which determines the second order correlation of the fluctuation force. In order to
see whether such a relation is satised in POM, it is necessary to identify the corresponding
quantities M(i) and Ii in POM. From the fact that the l.h.s. of the two equations have the
same form, we have the same M(i) as that in IFM even in the case of POM. On the other
hand, the correspondence between the r.h.s. of the two equations is not clear. We assume
that I1, I2 and I3 in POM correspond to the l.h.s. (or the r.h.s.) of Eqs. (46), (47) and
(48), respectively. Eqs. (47) and (48) are proportional to I2 and I3 which are given in IFM.
Therefore, the generalized f-d theorem is satised for them. However, the r.h.s. of Eq. (46)
is not proportional to I1, and therefore, the generalized f-d theorem is not satised for the
f^1 part.
On the other hand, in POM, there is a relation (2nd f-d theorem) between the fluctuation
forces and the coecients in the quantum Langevin equation. There is no such relation in
IFM because the imaginary part of the second order correlations is absent. In other words,
the fluctuation force in POM has richer information than that in IFM.
VI. THE DERIVATION OF SEMICLASSICAL LANGEVIN EQUATION IN POM
In this section, we derive the semiclassical Langevin equation from the quantum Langevin
equation (32).
First, we must remove quantum eects which come from the system. For this purpose,
we replace the operators of the soft modes with c-numbers. In this replacement, there are the
following two possibilities. One is that we make the replacement after taking an expectation
value by the initial density matrix:
φ^<(x1, t1)φ^<(x2, t2)    φ^<(xn, tn) −! Tr[ρφ^<(x1, t1)φ^<(x2, t2)    φ^<(xn, tn)]
 φ<(x1, t1)φ<(x2, t2)   φ<(xn, tn), (124)
for n = 1, 2, 3,   . Here ρ is the initial density matrix of the total system. Another is that
we replace the operators themselves with the c-numbers:
φ^<(x1, t1)φ^<(x2, t2)    φ^<(xn, tn) −! φ<(x1, t1)φ<(x2, t2)   φ<(xn, tn). (125)
In the former replacement, we cannot obtain the fluctuation force because the r.h.s. of
the equation becomes zero when we take an expectation value because of its denition.
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Therefore, we adopt the latter replacement. The similar replacement should be made for
φ^0<(x, t) and φ^
2
0<(x, t) in the fluctuation force. By the way, in Eq. (32), there are two terms
including the soft modes propagator, which correspond to the diagrams shown in Figs. 1
(g) and (h). To get a semiclassical equation, we simply drop these terms.
Next, we have to replace the fluctuation force with a c-number. The simplest method is
to introduce c-number elds f1, f2 and f3 which have the following correlations,
hf1(x, t)ic = hf2(x, t)ic = hf3(x, t)ic = 0. (126)
hf1(x1, t1)f1(x2, t2)ic = − λ
2
12i





2[GΛI (x1 − x2, t1 − t2) + GΛI (x2 − x1, t2 − t1)], (127)
hf2(x1, t1)f2(x2, t2)ic = −λ
2
4
[GΛI (x1 − x2, t1 − t2)2 + GΛI (x2 − x1, t2 − t1)2], (128)
hf3(x1, t1)f3(x2, t2)ic = λ
2
8i
[GΛI (x1 − x2, t1 − t2) + GΛI (x2 − x1, t2 − t1)], (129)
hf1(x1, t1)f3(x2, t2)ic = −λ
2
8
GΛI (0, 0)[GΛI (x1 − x2, t1 − t2) + GΛI (x2 − x1, t2 − t1)].
(130)
Here, h ic means the expectation value for the fluctuation force evaluated with suitable
stochastic weights. Other second order correlations are supposed to be zero. These values
are determined so as to reproduce the real part of the second order correlations, in other
word, the symmetrized correlations of f^i. If there are no correlations between dierent fi, we
can obtain Gaussian stochastic weights as in the case of IFM. Actually, there is a correlation
between f1 and f3 in this case and it is not clear whether one can construct a stochastic
weight which reproduces all the above correlations or not.
Therefore, we consider another replacement which is explicitly dened in terms of a
denite stochastic weight. In IFM calculation, the eld ξi is treated as the stochastic vari-
able. We regard the creation-annihilation operator as the stochastic variable. The creation-
annihilation operator of the hard modes which develops as the free eld has the following
correlation,





 n(k,k0; t, t0) (131)
We consider to replace the creation-annihilation operators of the hard modes ak(t), a
y
k(t)
with c-numbers βk(t), β

k(t), respectively. To reproduce the above correlation, we introduce










= n(k,k0; t, t0), (132)
where
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In this replacement, the eld operator φ^0>(x, t) is replaced with the c-number eld
φ>(β, β











By using this, we replace f^i with the following c-numbers,




f^2(x, t) −! f2(β, β,x, t) = λ
2
(φ>(β, β
,x, t)2 − hφ>(β, β,x, t)2iβ), (136)




Summarizing the above result, the semiclassical Langevin equation in POM is given by














(x− y)ff1(β, β,y, t) + φ0<(y, t)f2(β, βy, t) + φ20<(y, t)f3(β, βy, t)g.
(138)
For comparison, we write down again the semiclassical equation in IFM,















Gb[φ<(y, t)] = −iλ
2
GΛI (0, 0)φ<(y, t), (141)







d3y1[GΛI (y1 − y, s− t)2 −GΛI (y − y1, t− s)2]GΛI (0, 0)φ<(y, t),
(142)







d3y1[GΛI (y1 − y,−s)3 −GΛI (y − y1, s)3]ϕ<(y1,−s, t), (143)







d3y1[GΛI (y1 − y,−s)2 −GΛI (y− y1, s)2]ϕ2<(y1,−s, t)φ<(y, t),
(144)







d3y1[GΛI (y1 − y,−s)−GΛI (y− y1, s)]ϕ3<(y1,−s, t)φ2<(y, t).
(145)
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It is clear from the discussion in the previous section that the l.h.s. of the two equations
agree with each other except for the dierence between the Dirac delta function and the
cuto delta function. On the other hand, as for the fluctuation force, which is the r.h.s. of
the equations, there is a dierences between POM and IFM at the stage of the semiclassical
Langevin equation. In IFM, ξ1, ξ2 and ξ3 are treated as the stochastic variables, while in
POM, they are only two stochastic variables β, β. As a result, some dierences image in
the correlations. To show this, we calculate the correlations of fi(β, β
,x, t). The rst order
correlations are
hf1(β, β,x, t)iβ = hf2(β, β,x, t)iβ = hf3(β, β,x, t)iβ = 0. (146)
In this way, all the rst order correlations disappear. This is the same as in IFM.
On the other hand, the second order correlations become





















nωl1nωl2nωl3 cos ωl3(t1 − t2)
eil3(x1−x2), (147)








nωl1nωl2 cos ωl1(t1 − t2) cos ωl2(t1 − t2)ei(l1+l2)(x1−x2), (148)
















2nωk cos ωk(t1 − t2)eik(x1−x2), (149)








nωl1nωl2 cos ωl1(t1 − t2) cos ωl2(t1 − t2)eii2(x1−x2).
(150)
These correlations agree with the symmetrized second order correlations if one replaces
1 + 2nωp with 2nωp in Eqs. (46), (47), (48) and (123). This is due to the following reason.
Originally, the creation-annihilation operators ak, a
y
k change its expectation value by the
order of the operation,
haykak0i 6= hak0ayki. (151)
However, in the replacement under consideration, the above dierence cannot be reproduced,
hβkβk0iβ = hβk0βkiβ. (152)
In other words, in the present replacement, all the contributions from the vacuum are ig-
nored.
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VII. CONCLUSIONS AND DISCUSSIONS
In this paper, we applied POM to φ4 theory and derived the quantum and the semi-
classical Langevin equations which describe the time evolution of the soft modes. We have
examined in detail the dierences and the correspondences between the result from POM
and that from IFM.
In case of POM, the quantum Langevin equation was given systematically by perturba-
tive expansion of the Heisenberg equation of motion. The fluctuation-dissipation theorem of
second kind is imposed to determine the order of the expansion. In this formalism, we can
derive an equation of motion with no time-convolution integral term without imposing an
approximation like the linear harmonic approximation. To derive the semiclassical Langevin
equation from it, the quantum eect from the soft modes must be ignored by replacing the
operators of the system, i.e. the soft modes, with the c-numbers, and we ignored the contri-
bution which includes the soft modes propagator. Furthermore, we replaced the fluctuation
force with a c-number by regarding the creation-annihilation operators of the hard modes
with the stochastic variables.
In IFM, the semiclassical Langevin equation was derived by imposing variational principle
on the stochastic eective action. This equation has time-convolution integral terms, and
one employs the linear harmonic approximation to remove it keeping the dissipation eect.
To derive the stochastic eective action, the imaginary part of the influence action was
removed by introducing auxiliary elds. They are interpreted as the fluctuation force.
We compared the semiclassical Langevin equation in IFM with the quantum Langevin
equation in POM. If we ignore the fluctuation force, the dierence between two equations
comes only from the dierence between the Dirac delta function and the cuto delta function.
This dierence comes from the denition of the functional derivative which is used to derive
the semiclassical Langevin equation from the stochastic eective action in IFM. In POM,
the momentum component which is larger than the cuto I is always projected out thanks
to this cuto delta function. On the other hand, in IFM, the separation of the momentum
is incomplete. Note that this agreement in the l.h.s. is also due to the linear harmonic
approximation in IFM. There is no such agreement if one uses the quasi-instantaneous
approximation. In this sense, it may be possible to claim that POM gives the basis for the
validity of the linear harmonic approximation.
As for the fluctuation force, the relation between the two approaches is more complicated.
The soft modes which is contained in the fluctuation force in POM develops as the free
eld, and therefore the fluctuation force term always disappears if the expectation value is
calculated by using the initial density matrix. On the other hand, in case of IFM, the time
dependence of the soft modes is to be determined by solving the equation.
Moreover, in IFM, there is arbitrariness in introducing the auxiliary elds. It may be re-
markable that one can make the correlations hξ1(x, t)ξ1(x0, t0)iP and h[f^1(x, t), f^1(x0, t0)]+i/2
agree with each other by utilizing the arbitrariness. In short, we can conclude that in POM,
we can determine the fluctuation force uniquely and the result suggests that the fluctuation
force in IFM may have to be modied. In IFM, it is necessary to introduce another princi-
ple to determine the fluctuation force uniquely. It is a future problem to study the deeper
physical meaning of the dierences between the two approaches.
Finally, we derived the semiclassical Langevin equation in POM. A crucial problem here
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is how to replace the fluctuation force which consists of the environment operator with a
c-number. In this paper, we regard the creation-annihilation operators of the environment
as the stochastic variables. In this replacement, all the vacuum contributions are dropped.
It is a future problem to study further justication of this replacement.
APPENDIX A: FLUCTUATION-DISSIPATION THEOREM OF SECOND KIND
In the conventional statistical mechanics, the following two relations are known as the
fluctuation-dissipation theorem: One is that the transport coecient is represented in terms
of the fluctuations of macroscopic variables. This is called the fluctuation-dissipation the-
orem of rst kind (1st f-d theorem). The other is the fluctuation-dissipation theorem of
second kind (2nd f-d theorem), which means that the transport coecients are represented
by the fluctuation force. In POM, the 2nd f-d theorem is imposed to determine the order of
the expansion of the fluctuation force.






dsϕ(t− s)A(s) + f(t) (A1)
where A is a macroscopic variable, ϕ(t) the memory function and f(t) the fluctuation force.
The memory function is given by
ϕ(t) = (f(t), f y(0)), (A2)
where ( ) means an inner product satisfying the following properties:








It can be seen in Eq. (A2) that the memory function is represented by the time correlation
of the fluctuation forces. This is the 2nd f-d theorem. From the above discussion, if the
memory function is of the second order in the coupling constant, the fluctuation force must
be of the rst order in order that the 2nd f-d theorem is satised.
In the calculation of the Langevin equation in POM, we expand the factor
eiLQ(t−t0) 1




1− (t, t0) iLO(t0)
= QD(t, t0)Q 1
1 + (C(t, t0)− 1)Q + (D(t, t0)− 1) + (C(t, t0)− 1)Q(D(t, t0)− 1)e
iL0(t−t0)
 QeiL0(t−t0)iLO(t0) (A5)
Now, we will conrm that this fluctuation force satises the 2nd f-d theorem based on







dω(ayb(ω) + aby(ω)), (A6)
where both a and b(ω) are boson operators, which satisfy the following commutation rela-
tions:
[a, ay] = 1, [b(ω), by(ω0)] = δ(ω − ω0). (A7)
We consider the case where a is the system operator and b(ω) the environment operator,








dω(ayb(ω) + aby(ω)). (A10)
The projection operator is dened as
PO = bh0jOj0ib, (A11)
where
b(ω)j0ib = 0. (A12)
Substituting these ingredients into Eq. (19) of the text, we have
d
dt




i(ω − ωa) a





This equation can be rewritten as
d
dt
ay(t) = iωaay(t) +
∫ t
0










dsφ(s)e−iωasay(t) + f(t) (A15)
This equation is TCL equation, and therefore, we cannot compare this result with the Mori
Langevin equation, which has a time-convolution integral term. However, if we accept the
approximation ay(t − s)  e−iωasay(t) as in the case of the linear harmonic approximation,
we can conclude that this equation satises the 2nd f-d theorem. Therefore, the denition
of the fluctuation force (A5) is consistent with the 2nd f-d theorem in this case of the linear
Langevin equation.
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APPENDIX B: DERIVATION OF A SEMICLASSICAL EQUATION IN IFM
For simplicity, we consider the case of quantum mechanics, in which the system is denoted
by X and the environment by Q. The time evolution of the density matrix is described by






























Here, the action S(x, q) are expressed as
S(x, q) = SX(x) + SQ(q) + Sint(x, q), (B4)
where SX(x) is the action of the system, SQ(q) the action of the environment and Sint(x, q)
the action of the interaction part. As in the case of POM, we assume no initial correlation
between X and Q:
ρX[Q(xi, qi; x0i, q
0
i; ti) = ρX(xi, x
0
i; ti)⊗ ρQ(qi, q0i; ti). (B5)
The reduced density matrix is dened by tracing out the environment degrees of freedom:
ρr(x, x






























where the functions eiSIF (x,x
0) and Seff (x, x
0) are the influence functional and the eective
action, respectively. It is dicult to trace out the environment degrees of freedom completely,
and therefore, we have carried out perturbative expansion in going from the rst line to the
second line. As an example, we consider the following interaction
Lint(x, q) = x(q). (B7)
The influence action SIF (x, x

































where F (s), R(s, s0) and I(s, s0) are real (Hermitian) functions. The eective action Seff
is a complex function. To make it real, we introduce a new variable ξ, and we obtain the
stochastic eective action:
~Seff(x, x




= SX(x)− SX(x0) + ~SIF (x, x0, ξ) (B9)




















In deriving this relation, we suppose that it is possible to carry out the Gaussian integral.
See Appendix C for more details.
If the system behaves quasiclassically, the reduced density matrix becomes nearly diag-
onal. Then, the major contributing path is obtained by applying the variational principle
to the stochastic eective action:










 = x− x0. (B14)




+ F (s) +
∫ s
ti
ds0R(s, s0)x(s0) = −ξ(s). (B15)
Here, we assume that the new variable ξ can be interpreted as the fluctuation force which
is distributed with the stochastic weight P [ξ] dened in Eq. (B11). Then, Eq.(B15) can be
regarded as a kind of Langevin equation.
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APPENDIX C: GAUSSIAN INTEGRAL















































Here, we omit the symbol of summation. We assume that the matrix I−1 can be diagonalized







































where (Ux)i = yi, (Uξ)i = ηi. Furthermore, we assume that all the eigenvalues λi are


















































N = [Det(2hpiI)]1/2. (C6)
Here, the relation (B10) is conrmed. Eq.(71) of the text is the quantum eld theoretical
version of this relation.
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Fig. 1 :Diagrams which contribute to the quantum Langevin equation in POM. The
dashed line represents the soft modes and the solid line the hard modes.
Fig. 2 :Diagrams which contribute to the semiclassical Langevin equation in IFM. The
dashed line represents the soft modes and the solid line the hard modes.
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