ABSTRACT Keyphrase can provide highly summative information which can help us improve information utilization efficiency in the era of information overload. Though previous researches about keyphrase generation have provided some workable solutions, they generate keyphrase by ranking and selecting meaningful words from the source text. These approaches belong to an extractive method, by which they cannot effectively use semantic meaning of the source text, and are unable to generate keyphrases which do not appear in the source text. So we propose a sequence-to-sequence framework with attention mechanism, copy mechanism, and coverage mechanism, which can effectively deal with the above-mentioned drawbacks. The experimental results on five data sets reveal that our proposed model can achieve a better performance than the traditional extraction approaches and can also generate absent keyphrases which do not appear in the source text.
I. INTRODUCTION
A keyphrase is a short, summative text which can express the main information of longer text. The keywords in academic articles are a typical case, which can provide core information about the related article. In our work, we don't make a clear distinction between ''keyword'' and ''keyphrase'', all of which mean the same thing. In addition, it is worth mentioning that ''keyphrase'' and ''keyword'' may contain multiple words. High quality keyphrases would play a key role in understanding, searching and organizing text content. Therefore, there have been many studies focused on ways of automatic keyphrase generation [1] , [2] . Due to public accessibility, many academic article datasets have been used for evaluating performance of keyphrase generation. Similarly to them, we also focus on using academic article datasets for keyphrase generation.
At the moment, there are two main approaches about keyphrase generation: extraction and abstraction. Extractive methods get keyphrases taken directly from the source text, and this approach has been widely used, such as text categorization [3] , text summarization [4] and so on. Most of keyphrase extraction algorithms consists of two steps. First, they get a list of candidates, then rank the list of candidates based on their importance to the source text. The ranking algorithms can be divided into supervised and unsupervised machine learning methods [5] , [6] .
However, keyphrase extraction approach has two major drawbacks. First, this approach can only generate keyphrases which have appeared in the source text, and it is not able to generate significative keyphrases with a slight difference relatively to the source text. In general, authors of academic articles commonly summarize source text and generate keyphrases based on their personal understanding, more than using a piece of source text directly. Meng et al. [2] use absent keyphrase and present keyphrase to distinguish whether the keyphrase appears in the source text. We use the same calls in the rest of this paper. Second, it is hard to rank keyphrase condidates. The previous approaches often adopt some statistical learning methods to capture important statistical features. However these statistical features can only discover important words on the statistics, and are unable to reveal the full semantics of the source text.
Another important approach of keyphrase generation is the abstractive method, which is similar to human assigning keyphrases. Given a source text, both would first read the text to understand the basic meaning of context, then digest its essential content to generate keyphrases. Due to the difficulty of abstractive methods, most of past works have been extractive. However, the recent success of sequenceto-sequence framework, also named as seq2seq, has made abstractive methods viable. The earliest seq2seq framework is used in machine translation [7] , [8] . Subsequently, it is quickly extended to other fields, such as text summarization [10] , speech recognition [12] and video captioning [13] . The seq2seq framework includes two parts, encoder and decoder. The encoder is responsible for encoding the source text and obtaining its semantic representation, then decoder generates final results based on the semantic representation of the source text. Though there are some researches on keyphrase generation based on seq2seq framework [2] , [14] , they exhibit some undesirable behavior such as being unable to deal with out of vocabulary(OOV) words, and less considering correlation among generated keyphrases.
In this paper, we employ some operating mechanisms based on basic seq2seq framework to handle the above two issues. First, to effectively express the semantic features of the source text, we use the Gated Recurrent Unit(GRU) to compress the semantic information into a series of dense vectors. Second, we use attention mechanism [21] to strengthen the correspondence between keyphrases and different parts of the source text. Furthermore, in order to reduce the impact of OOV problem, we incorporate copy mechanism [11] which allows our model to generate out of vocabulary words. Finally, we use coverage mechanism [26] to establish correlation among generated keyphrases. Through the above architecture, our proposed model can not only generate keyphrases based on the semantic information of the source text, but also handle OOV problem and build the correlation between generated keyphrases.
II. RELATED WORK A. EXTRACTIVE KEYPHRASE GENERATION
The keyphrase can use several words to describe a subject or a subtopic about documents. The extractive keyphrase generation is one of two keyphrase generation approaches. Because the extractive methods are relatively simple, and can get general results. Many extractive methods have been proposed. The typical extractive method can be broken into the following two steps: generating candidates and choosing.
The first step is to extract some keyphrase candidates and make up the list of keyphrase candidates. We would usually make the length of the list exceed the number that we want to extract a lot, because more quantity means more correct candidates. The method of extracting candidates mainly includes sequence match [6] , [15] , and extracting important n-grams phrases [16] .
The second step is ranking the candidates based on the relationship between candidates and the source text, and the top candidates would be chosen as final results. The researches about ranking algorithms are the focus in the entire extractive keyphrase generation algorithms. The machine learning methods are widely employed, and they can be divided into two types: supervised and unsupervised. The supervised methods treat this issue as a binary classification task, and sort the candidates' list based on the positive scores [17] , [18] , [34] . The unsupervised methods mainly include exploring central nodes of text graph [19] , topical clusters [5] and so on.
In addition to the general two-phase step, some other studies treat the extractive keyphrase generation as an entirety. Liu et al. [20] uses a alignment model to learn conversion mode from the source text to target keyphrases. Their model can handle with the problem of inconsistency vocabulary about the source text and target keyphrases. Zhang et al. [14] uses recurrent neural network to build sequence labeling model, which has been used to extract keyphrases from tweets. Although extractive approach is very simple, this approach can't fully understand semantic information of the source text and be unable to generate the keyphrases which don't appear in the source text.
B. ABSTRACTIVE KEYPHRASE GENERATION
Abstractive keyphrase generation is another important keyphrase generation approach. With the success of sequence-to-sequence framework, abstractive methods are gradually over extractive methods, and can generate the results more in the line of human expectations. The core of sequence-to-sequence (seq2seq) framework is the encoderdecoder architecture. Seq2seq framework uses encoder to encode the source text and gets the semantic presentation of the source text. Then, decoder is responsible for generating target texts based on presentation of the source text. In our work, seq2seq and encoder-decoder express the same meaning, and both can be referred as a sequence-to-sequence learning framework, which is first proposed by Sutskever et al. [7] to deal with the machine translation problems. It can fit many natural language processing tasks and get great success because of the power of dealing with variable-length text sequences [8] , [10] , [11] .
There have been many researches about how to use different strategies to improve the performance of seq2seq models. Some researches use the attention mechanism, which is a soft alignment method and allow model to automatically map the output to different parts of the input. Bahdanau et al. [21] first uses attention mechanism in seq2seq framework, and significantly improves the model's performance in machine translation task. Luong et al. [22] studies the improved approach about attention mechanism from local and global perspectives respectively.
In order to fully reflect the source text information, some researchers directly copy the fragments from the source text as a part of the target text. This method is called copy mechanism. By integrate copy mechanism into the basic seq2seq framework, we can handle with some out of vocabulary (OOV) problems and make the predictions more accurate. It is worth mentioning that the copy mechanism looks a bit like the extractive approach. So the fused model is a hybrid between extraction and abstraction. Vinyals et al. [23] uses the PointerNetwork to achieve the reproduction of OOV words, and their work has been first applied to the machine translation task. Gu et al. [24] uses the Copynet to generate unknown words in text summarization task.
In addition, another important strategy is coverage mechanism, which can allow model to discourage repetition.
The abstractive models like to repeat themselves in many applications, such as text summarization and keyphrases generation. See et al. [11] uses coverage mechanism to handle with repetition problems in multi-sentence text sunmarization tasks. Similar to text summarization tasks, the goal of keyphrase generation is to generate highly-summative information. So the coverage mechanism can help model generate more concise results, and redundancy among generated keyphrases is less. However, few models about abstractive keyphrase generation consider this point.
Although seq2seq framework has been developed and has been widely used in many tasks, there are only few researches about abstractive keyphrase generation. Meng et al. [2] first proposed applying the seq2seq framework to keyphrase generation task. Their idea is similar to our work. They incorporate copy mechanism into the entire models, and this treatment enables the model to generate the OOV words. However, they don't consider the correlation among target keyphrases, so that the generated results are highly repeatable.
III. METHODOLOGY
In this section, we would introduce our proposed model. First, we would define the task of keyphrase generation. Then, we describe the calculation framework of sequenceto-sequence(seq2seq) and related calculation details. Finally, attention mechanism, copy mechanism, and coverage mechanism would been introduced respectively.
A. PROBLEM DEFINITION
The purpose of the keyphrase generation task is that the machine automatically generates several keyphrases to summarize the source text. We assume that dataset contains N samples, and the i-th sample (x (i) , k (i) ) consists of one source text x (i) and m i target keyphrases which can be described as
. Both source text x (i) and keyphrase k (i,j) are treated as word sequences as follows: (i) and L k (i,j) denote the length of word sequence x (i) and k (i,j) respectively. It is worth mentioning that the sequences of keyphrase are relatively short, and only contain a few words.
As described above, each sample consists of one source text x (i) and several keyphrase sequences k (i) . We use seq2seq framework to explore the hidden patterns between the source text and target keyphrases. Each sample would be converted into several text-keyphrase pairs, and each pair only contains one source text and one keyphrase. We assume the i-th data sample contains m i target keyphrases, and the converted data sample looks like:
. These pairs are linked by coverage mechanism. Our split method is a bit different from Meng et al. [2] , which splits each data sample into m i subsamples, and they don't consider the relationship among these sub-samples.
Then we use seq2seq framework to learn the mapping from source text to target keyphrase. We use (x, y) and [(x, y 1 ), (x, y 2 ), . . . , (x, y m i )] to denote a text-keyphrase pair and a set of related pairs respectively. Specifically, x is word sequence of the source text, and y i is word sequence of i-th keyphrase.
B. SEQUENCE-TO-SEQUENCE FRAMEWORK
The basic framework of our proposed keyphrase generation model is an encoder-decoder architecture, which is shown in Figure 1 . Since both encoder and decoder are sequence structures, our framework can be also called sequence-tosequence(seq2seq). The core idea of this framework is using encoder to get semantic representation of the source text, a series of hidden representations
Then decoder generates keyphrases based on these hidden representations.
It is worth mentioning that the recurrent neural network (RNN) has a good effect on language modeling, and GRU and LSTM are the two most common variants in RNNs. Considering simplicity, we use bidirectional GRU and unidirectional GRU as our encoder and decoder respectively. The GRU is a variation of the recurrent neural network(RNN) with two gates, and u and r is called the update gate and reset gate respectively. The GRU is calculated as follows:
where W and b are GRU's learnable parameters, and h j is the hidden representation vector at j-th timestep, and x j is the input vector at corresponding timestep, and represents the Hadamard product. We can get the initialization vector of input x in a random way or Word2vec [25] . We prefer to utilizing Word2vec to initialize the input vector, and update it in the training process. This approach can accelerate model convergence.
In the framework, the bi-directional GRU is used to represent the source text, and it can be view as a combination of two uni-directional GRUs: forward and backward. The forward GRU computes sequence's current state based on current word embedding and previous sequence state. Another backward GRU computes sequence state in the reverse order from the last word to the first. The concatenation of two hidden representation is taken as presentation of the source text x:
where h f j and h b j indicate forward and backward sequence states at j-th timestep respectively, and h j is the representation of the source text at j-th timestep, f is the GRU, '[]' represents vector concatenation.
C. ATTENTION MECHANISM
In keyphrase generation tasks, one source text produces multiple keyphrases, and each keyphrase focuses on different parts of the source text. So when the decoder uses semantic representation of the source text for decoding different keyphrases, the weight assigned to the source text should be different. To deal with the problem, our model incorporates attention mechanism in Bahdanau et al. [21] , which is first introduced into language processing tasks and achieves good results in machine translation. The model with attention mechanism is shown in Figure 2 .
In this work, we call the weight assigned to the source text as attention distribution. The attention distribution a t is calculated as follows:
where v, W h , W S and b attn are learnable parameters. h i and s t are hidden state of encoder and decoder respectively. a t is attention distribution which can be viewed as a probability distribution over the source text, and it is able to tell decoder which parts should be more concerned in producing next word. Next, we utilize attention distribution a t to calculate context vector h * t :
The context vector h * t can be considered as a fixed dimension representation of the source text when decoder generates the t-th word. Then the concatenation of context vector h * t and s t is fed through two fully connection layer to calculate the vocabulary probability P vocab :
Where V 1 , V 2 , b 1 and b 2 are learnable parameters. Specially, V 2 is a matrix responding for changing the dimension to vocabulary size. P vocab can be viewed a probability distribution over all words in the vocabulary, and it can provide us with the final distribution to predict word w:
We use the negative log likelihood of the target word w * t as the loss at timestep t. So the loss t and loss about whole sequence are:
We add copy mechanism to our basic seq2seq model with attention mechanism. We call the improved model as Copy-RNN, which allows both copying words directly from the source text and generating words from a fixed vocabulary. CopyRNN model includes two modes: copy mode and generation mode. Our copy mode is very different from Copynet [24] because of its computational complexity, and is similar to Pointer-network [23] . CopyRNN is as shown in Figure 3 . We split all words into two parts: fixed vocabulary and OOV vocabulary. The fixed vocabulary only contains the most frequently occurring words, and it doesn't change with the different data samples. OOV vocabulary is different for different data samples. We use the extended vocabulary denote the union of fixed vocabulary and all words appearing in the source text. So the probability distribution over the extended vocabulary, also called final distribution, is calculated as follows: (15) Where p gen can be viewed a soft switch to choose generating a word from the fixed vocabulary by probability distribution P vocab , or copying a word directly from the corresponding source text based on attention distribution a t . Note that if w is an out of vocabulary(OOV) word, that is w doesn't appear in fixed vocabulary, then P vocab is zero. Similarly, if w doesn't appear in the source text, then i:w i =w a t i is zero. Futhermore, we use the context vector h * t , the decoder state s t and the decoder input y t to calculate the generation probability p gen .
Where w ch * , w cs , w cy and b gen are learnable parameters, σ is the sigmoid function which is used to normalize the probability distribution.
P vocab and a t are as described in (11) and (9) respectively. The calculation of loss function is in (12) , (13), (14), but with a bit difference, and the probability distribution P (w) in (12) should be modified to (15) .
E. COVERAGE MECHANISM
Repetition is a common problem in many seq2seq researches [11] , [26] , [27] . Especially, it is more important in Keyphrase FIGURE 3. The seq2seq model with attention mechanism and copy mechanism. We call it CopyRNN. The final distribution consists of attention distribution and vocabulary distribution, and the weight relationship between them is determined by generation probability P gen . VOLUME 6, 2018 FIGURE 4. The seq2seq model with attention mechanism, copy mechanism and coverage mechanism. We call it CovRNN. The model contains an encoder and several decoders. Different decoders connect to each other via coverage vector, which can be seen as an accumulation of attention vector at different time steps.
generation tasks. Given a source text, our goal is to generate several keyphrases. In order to build relationship and reduce the information redundancy among these generated keyphrases, we add coverage mechanism to CopyRNN model and get a new improved seq2seq model CovRNN, which includes attention mechanism, copy mechanism and coverage mechanism. Our coverage mechanism is a bit like work of Tu et al. [26] . The details of CovRNN model is as shown in Figure 4 .
In CovRNN model, we use a coverage vector c t to memory the source text information which has already been concerned about. The coverage vector c t is the cumulative sum of attention distributions over all previous decoder steps, and its calculation is as follows:
Intuitively, c t can be viewed as a memory vector, which is an unnormalized distribution upon words of the source text, and can describe the degree of coverage by accumulation of attention distributions over all previous decoder steps. It is mentioned that c 0 is zero vector, because none of the source text has been concerned at the first timestep.
The coverage mechanism is used to establish the relationship between different kehphrases. In general, the different keyphrases should concern about different parts of the source text, and the coincidence between them should be as low as possible. So we can regard coverage vector c t as an extra input to help model improve the effectiveness of attention. The coverage mechanism can make later generated keyphrases pay more attention to the less concerned parts in the source text. We change (8) to:
where w c is a learnable parameter vector, and its length is the same as v. In (18), we use model's previous decision(coverage vector c t ) to effect attention mechanism's current decision, that is telling model where to attend next. By coverage mechanism, we can make attention mechanism avoid repeatedly attending to the same parts of the source text.
Some researches [11] , [26] show that coverage mechanism needs an extra loss function to penalize repeatedly attending to the same locations, otherwise it would be ineffective with no discernible reduction in repetition. We use the definition of [11] :
Our coverage loss function is different from Tu et al. [26] , which deals with the repetition in MT(machine translation) tasks, however we focus on the keyphrases generation tasks. In MT, they assume the conversion ratio between source language text and target language text is a roughly oneone, and the final coverage vector would be penalized if it is away from 1. In keyphrase generation, we don't need uniform coverage, and we only penalize the overlap between each step's attention distribution and the current cumulative coverage vector for preventing repeated attention. Finally, we use hyperparameter λ to weight our coverage loss, and get a new composite loss function.
IV. EXPERIMENTS
In this section, we would introduce our experimental designs, including the description of training and testing datasets, implementation details, comparison models and evaluation metrics.
A. TRAINING DATASET
As far, there are several public datasets for keyphrase generation tasks. We use the dataset from Meng et al. [2] , which is the largest one in all publicly available datasets. In the later description, we use KP to mark it. The KP dataset is collected by Meng et al., and consists of a large number of high-quality scientific literatures about computer science. In total, the KP dataset contains 567,830 articles. We use the same split method as Meng et al. [2] to split KP dataset. We randomly pick 40k articles, among which 20k articles are used as validation dataset to detect models' convergence in training process. This way can help us to early stop training and improve efficiency. Another 20k articles are used to build a new testing dataset KP20k. Finally it is worth mentioning that we only train our models on the rest of KP dataset, 527,830 articles.
B. TESTING DATASETS
As shown above, we build a new dataset KP20k to test our proposed models. In addition, for evaluating our proposed model more comprehensively, we use other four scientific article datasets which are widely used in many natural language processing tasks. We use the union of title and abstract as our source text. The details of all testing datasets are as follows:
• Inspec [28] : This dataset includes 2,000 paper abstracts.
We only use 500 papers in all papers as our testing dataset.
• Krapivin [29] : This dataset includes 2,304 papers with full text and keyphrases. We randomly choose 400 papers as our testing dataset.
• NUS [30] : We use all 211 papers as our testing dataset.
• SemEval-2010 [31] : This dataset includes 288 papers from the ACM Digital Library. We use 100 articles among them as our testing dataset.
• KP20k [2] : This dataset contains titles, abstracts, and keyphrases about 20k articles in computer science.
It is worth noting that the amount of Inspec, Krapivin, NUS, SemEval-2010 is too small to train a robust seq2seq model. So we use KP dataset to train our seq2seq model, and test on Inspec, Krapivin, NUS, SemEval-2010, KP20 respectively.
C. IMPLEMENTATION DETAILS
These are 527,830 <text, keyphrases> paris for training, in which text represents concatenation of title and abstract, and keyphrases include several author-assigned keywords. Besides tokenization and lowercase, we don't use other ways to pre-processing data, and we believe that operating directly on the original data is favorable problem to solve.
We train three seq2seq models. The first model(RNN) is a basic seq2seq model with attention mechanism, and the second model(CopyRNN) includes attention mechanism and copy mechanism. The third model(CovRNN) contains attention mechanism, copy mechanism and coverage mechanism. For the three models, we set 50k most frequently appeared words as our vocabulary. The word embedding size is 256, and we use Skip-gram [25] to pre-train our word embedding model. The word embedding model is not fixed, and continues to update during seq2seq models' training process.
We use Xavier initializer to initialize our model parameters. The optimizer is set to Adam [32] with learning rate = 1 * 10 −4 , gradient clipping = 0.5, and dropout rate = 0.5. The beam size = 6. The teacher forcing can cause the differences between training and testing, so we set teacher forcing rate = 0.6, and model generates keyphrases according to the test process by 0.4 rate. We use earlystopping strategy to control model's training process, that is the training would be stopped once convergence appears on the validation dataset.
Meng et al. [2] find that the seq2seq models tend to assign higher probabilities for shorter keyphrases, but many keyphrases consist of more than one word. To deal with this problem, they only keep the highest generation probability single-word phrase and remove the rest. In later experiments, we use the same treatment as them.
D. COMPARISON MODELS AND EVALUATION METRIC
We use two unsupervised algorithms (Tf-Idf, TextRank [35] ) and one supervised algorithm Mani [34] as our baselines. In addition, we train three seq2seq models based on the use of attention mechanism, copy mechanism, coverage mechanism. The first seq2seq model(RNN) only contains attention mechanism, and the second model is a combination of the first model and copy mechanism. Furthermore, we add coverage mechanism to the second model and get the third model.
The first two models and the third model optimization goals(Loss function) are different, and latter's loss function has an extra item, see (13) , (20) . So to obtain our final model with coverage mechanism, we first train the first two models, and add the coverage mechanism to the second trained model. See et al. [11] tried to train the similar coverage model without covloss (19) , hoping that attention mechanism can learn by itself not to attend to the same locations, but they found that this approach was not effective, and there was not discernible reduction in repetition.
We use F 1 , precision and recall as our evaluation metrics to measure models' performance. The three evaluation metrics follow standard definition. The precision is defined as the number of correct predictions over the total number of predictions, and recall is defined as the number of correct predictions over the number of all samples. Furthermore, F 1 is used as a comprehensive indicator of models' effectiveness.
V. RESULTS AND DISCUSSION
In this section, we first compare our proposed models with other methods in terms of effectiveness. Then, we compare the difference between our models and extractive methods in predicting present keyphrase tasks. Third, we analysis the performance of copy mechanism and coverage mechanism in seq2seq framework. Finally, we discuss the balance of extraction and abstraction methods.
A. EXPERIMENTAL RESULTS
In this series of experiments, we use Inspec, Krapivin, NUS, SemEval-2010, KP20k as our benchmark datasets in the keyphrase generation tasks. It is worth noting that Inspec, Krapivin, NUS, SemEval-2010 are too small to support the seq2seq models' train. So we use KP20k to train our seq2seq VOLUME 6, 2018 model (RNN, CopyRNN, CovRNN), then fine-tune them on the relevant dataset. In order to better analyse different models, our experiment would be divided into three types of tasks, predicting keyphrases, predicting present keyphrases, predicting absent keyphrases. We split present keyphrase and absent keyphrase based on whether it appears in the source text. Table 1 provides the performance of three baseline models (Tf-Idf, ExpandRank, Maui) and three abstractive seq2seq models(RNN, CopyRNN, CovRNN) for predicting keyphrases tasks. For each model, the table lists its F 1 about top 4 and top8 predictions on the five benchmark datasets. We use the bold to highlight the best scores.
In order to measure overall performance of models, we don't filter keyphrases for evaluation in the task. In other words, the keyphrases for evaluation contain both present keyphrases and absent keyphrases. The experimental results show that, on the whole, the baseline models (Tf-Idf, TextRank, Maui) perform much worse than seq2seq models (RNN, CopyRNN, CovRNN) . The reason is easy to understand. The baseline models belong to extractive methods which can't generate absent keyphrases, and seq2seq models belong to abstractive methods which can generate absent keyphrases. So the overall performance of baseline models is relatively poor. For example, for KP20k dataset, the best score in baseline models is 0.171 and 0.165, but the best score in seq2seq models reaches 0.311 and 0.252.
As for seq2seq models, the general RNN model with the attention mechanism doesn't perform as well as we expect. For example, for KP20k dataset, the F 1 @4 score of the general RNN is 0.171. Relatively, the F 1 @4 scores of CopyRNN and CovRNN are 0.301 and 0.311. We think that the main reason for this phenomenon lies in copy mechanism. The seq2seq model only concerns about the hidden semantics relation behind the source text and target keyphrases, so it tends to generate keyphrases which are too general to necessarily refer to the source text. The experimental results show that addition of coverage mechanism can also improve seq2seq model's performance, 0.301 vs 0.311 in F 1 @4 metric for KP20k dataset.
B. PREDICTING PRESENT KEYPHRASES
The extractive methods are unable to generate absent keyphrases, so we can not compare extractive methods and abstractive methods fairly in general predicting keyphrases tasks. We utilize predicting present keyphrase tasks to compare performance of extractive methods and abstractive methods. In other words, we only consider present keyphrases for evaluation in keyphrase generation tasks. Similar to Table 1, Table 2 provides the performance of three baseline models(Tf-Idf, ExpandRank, Maui) and our proposed three seq2seq models(RNN, CopyRNN, CovRNN) in predicting present keyphrases tasks. For each method, we use F 1 at top 4 and top 8 to measure the performance. The best scores on five benchmark datasets are highlighted in bold.
In order to compare baseline models(Tf-Idf, TextRank, Maui) and seq2seq models(RNN, CopyRNN, CovRNN) fairly, we conduct experiments on predicting present keyphrase tasks. The results from Table 2 show that baseline models have more robust results on predicting present keyphrase tasks than on predicting keyphrase tasks. Overall, Maui performs best in all baseline models, and its F 1 at top 4 and top 8 reach 0.271 and 0.234 in KP20k dataset respectively. Although baseline models achieve good results, compared with seq2seq models, the latter is better, especially CopyRNN and CovRNN.
As for seq2seq models, similar to previous section, the RNN model with attention mechanism still does not achieve the expected results in predicting present keyphrase tasks. The models with copy mechanism(CopyRNN, CovRNN) are much better than RNN model, and comparison results about F 1 at top 4 and top 8 are 0.179 vs 0.321 and 0.323, 0.191 vs 0.260 and 0.270 respectively. It is seems that copy mechanism is more important than we think, whether it is on predicting general keyphrase tasks, or on predicting present keyphrase tasks, because it can help seq2seq models generate keyphrases more closely matching the source text. Futhermore, we obverse that many keyphrases in our KP20k dataset contain OOV words. The general RNN model is unable to handle this situation, since it can only generate keyphrases consisted of words in vocabulary.
In addition, in order to build the connection between generated keyphrases from the same source text, we add coverage mechanism to CopyRNN model and get CovRNN model. The experimental results from Table 2 show that coverage mechanism can effectively improve seq2seq models, and F 1 of CopyRNN and CovRNN at top 4 and top 8 on KP20k dataset are 0.321 vs 0.323, and 0.260 vs 0.270. The reason may be that coverage mechanism can help seq2seq models remember past information of interest, so when the model generates a new keyphrase, the concern of past information of interest would be reduced. In this way, the content redundancy between keyphrases generated by seq2seq models would be small. Figure 5 shows an example of predicting keyphrases by RNN, CopyRNN and CovRNN, and this example is about ''drug design'' topic. We use bold fonts to identify correct prediction results. We can observe that the three models can generate keyphrases which involve the topic of ''drug design''. However, RNN predictions are too general to be detect as keyphrases. Compared with RNN, CopyRNN can not only predict many detailed keyphrases like ''drug design'', but also generate OOV words, such as ''darwinian''. One the other hand, the results generated by CovRNN are less reproducible, and we can clearly observe that prediction results of CovRNN are much better than RNN and CopyRNN.
C. PREDICTING ABSENT KEYPHRASES
We expand the general predicting keyphrase tasks to predicting present keyphrase tasks and predicting absent keyphrase tasks. In the previous subsection, we compare baseline models with seq2seq models in predicting present keyphrase tasks. It is worth noting that predicting absent keyphrase is a very challenging task, as far as we know, only seq2seq models can handle this task. So we only perform the RNN, CopyRNN and CovRNN experiments and discuss the related results in this task.
Here, we use recall of top 10 and top 50 results to evaluate the performance of different seq2seq models. The recall metric can help us know how many keyphrases to be accurately predicted. Similarly, we use absent keyphrases in testing datesets to evaluate. The absent keyphrase predicting performance of RNN, CopyRNN and CovRNN is shown in Table 3 . We use bold to indicate the best predictions. From Table 3 , we can see that the recall of RNN, CopyRNN and CovRNN can reach around 6.0%(10.2%), 7.8%(13.4%) and 8.4%(14.4%) of correct keyphrases at top 10(50) predictions. This performance shows that all three seq2seq models can capture hidden semantics behind the source text. In addition, CopyRNN model and CovRNN model perform much better than RNN model, and it reaches 30%(31.4%) and 40%(41.2%) on the recall metric of top 10(50). This huge improvement shows that copy machanism will still play a very important role in absent keyphrase prediction tasks. Then, with the advantage of generated keyphrases connection, the CovRNN model also outperforms the CopyRNN model, and it reaches 7.7%(7.5%).
From Figure 5 , we can observe that absent keyphrases ''molecular modeling'' is correctly predicted by the last two seq2seq models. Although ''molecular modeling'' does not appear in the source text, the models still apperceive the source text and paraphrase it to the target keyphrases. Although the correct number of predictions about CopyRNN model and CovRNN model in the example is the same, we can observe that the correlation between generated keyphrases in CopyRNN model is stronger than CovRNN model's, such as ''drug'' and ''drug design''.
D. DISCUSSION
The core goal of our work is to predict absent keyphrases based on ''understanding'' of the source text. It is a very challenging task, as far as we know, no existing methods except seq2seq models can handle this task. Therefore, we use the general seq2seq model with attention mechanism as our seq2seq baseline model. Considering the OOV and multiple keyphrases, we add copy mechanism and coverage mechanism to the general seq2seq model, and get CopyRNN and CovRNN. The experimental results show that CovRNN model gets the best results in keyphrase prediction tasks.
In order to deal with OOV problem, we add copy mechanism to the general seq2seq model. Related experiments show that the seq2seq model with copy mechanism is much better than not, and copy mechanism can significantly enhance keyphrase prediction accuracy. Intuitively, copy mechanism is more like an extractive method which selectively copies words from the source text. So we can view the seq2seq model with copy mechanism as a hybrid method of extraction and abstraction. It is worth noting that this hybrid approach is more in line with the habit of human. Considering the process by which humans summarize the source text to generate keyphrases, sometimes the generated keyphrases don't appear in the source text at all, and sometimes we choose some words from the source text as the generated keyphrase. In any case, encouraging the model to generate more abstractively like human, while retaining accuracy of keyphrase generation, copy mechanism would play an important role.
The source text and keyphrases are one-to-many relationships, and these generated keyphrases interact with each other. When we humans summarize keyphrases from the source text, we would consider the relationship between different keyphrases. Our goal is to make the generated keyphrases as complete as possible to express the meaning of the source text. At the same time, the meaning of different kehphrases is different as much as possible, that is, there is a low content redundancy between different keyphrases. So we introduce coverage mechanism in our work to establish links between generated keyphrases. The experimental results represent that this approach can effectively reduce the redundancy between generated keyphrases. Although coverage mechanism can establish the connection between generated keyphrases and make model concern different parts of the source text when generating different keyphrases, how to make the generated keyphrases more completely express meaning of the source text still is an unsolved problem.
VI. CONCLUSION AND FUTURE WORK
In this work, we proposed a seq2seq model with attention mechanism, copy mechanism and coverage mechanism for predicting keyphrase from the source text. Our model generates keyphrases based on the semantic understanding of the source text. It is able to deal with OOV problem by incorporating copy mechanism, and can reduce information redundancy between different keyphrases by merging coverage mechanism. Experimental results demonstrate the effectiveness of our proposed model for keyphrase generation tasks, including general keyphrase generation, present keyphrase generation and absent keyphrase generation.
In the future, the following two research directions need us to continue to expand:
-In this work, we use copy mechanism to deal with the OOV problem. This approach can make model generate more accurate details, and it belongs to an extraction method. Experiments show that this method has achieved very good results. Similarly, humans summarize keyphrases from the source text by the combination of extraction and abstraction. In the future, we will explore new ways of extraction and abstraction cooperation by studying the pattern of human summarization habit. -We use coverage mechanism to establish the relationship between generated keyphrases, and choose top N candidates as final results. The number of generated keyphrases from different source texts should be different. It would be interesting to explore how to determine the number of generated keyphrases.
