Let G be a connected graph on n vertices and C be an (n, k, d) code with d ≥ 2, defined on the alphabet set {0, 1} m . Suppose that for 1 ≤ i ≤ n, the i-th vertex of G holds an input symbol x i ∈ {0, 1} m and let x = (x 1 , . . . , x n ) ∈ {0, 1} mn be the input vector formed by those symbols. Assume that each vertex of G can communicate with its neighbors by transmitting messages along the edges, and these vertices must decide deterministically, according to a predetermined communication protocol, that whether x ∈ C. Then what is the minimum communication cost to solve this problem? Moreover, if x ∈ C, say, there is less than ⌊(d − 1)/2⌋ input errors among the x i 's, then what is the minimum communication cost for error correction?
Introduction
Let G be a connected simple graph on n vertices v 1 , . . . , v n , and C a code of length n over an alphabet Q of size 2 m , dimension k := log 2 m |C| n , and minimum Hamming distance d ≥ 2. Suppose that each vertex v i holds (stores) an input symbol x i ∈ Q and let x := (x 1 , . . . , x n ) ∈ Q n be the input vector formed by the n stored symbols. Assume that the vertices of G have unbounded computation power, and messages can be sent between any two neighboring vertices along the edge connecting them.
We consider the following communication complexity type question which are very natural to consider in coding theory. Given the graph G, the code C, and the input vector x, decide in the most economic way (in terms of number of bits transmitted along the edges of G) that whether the input vector x forms a codeword of the code C.
This problem is in fact the error detection problem performed in the distributed settings. Towards this end the vertices execute a predetermined deterministic communication protocol that outputs the correct answer with the zero error. For example, the trivial protocol for the error detection problem would be to transmit all the input symbols along the edges of a rooted spanning tree to the root of the tree. Upon receiving the input messages, the root can declare whether the input vector forms a codeword of the code.
Once an error is detected the next natural step would be to run an error correction operation in order to fix those errors. Assuming at most ⌊(d − 1)/2⌋ errors have occurred, i.e., there is a codeword of distance at most ⌊(d − 1)/2⌋ from x, the task is to correct the erroneous input symbols, again in the most economic way. The corresponding trivial protocol for this task is obvious.
Given G and C, we denote the error detection and correction problems described above by Detect(G, C) and Correct(G, C), respectively. The corresponding communication complexity (normalized by the number of input bits m) are denoted by | Detect(G, C)| and | Correct(G, C)|, respectively.
Since the trivial protocol may be rather wasteful in terms of the communication cost, the main purpose of this paper is to study the two functions | Detect(G, C)| and | Correct(G, C)|. Our research was motivated by a recent paper of Alon, Efremenko and Sudakov [1] , which studied the communication complexity of the equality testing problem, i.e., to determine whether x 1 = · · · = x n . In other words, they studied the problem Detect(G, C) when C is a repetition code (or Rep for short). Among other results, they showed that for any Hamiltonian graph G and fixed integer n ≥ 3,
where o(1) → 0 as m → ∞. For a Hamiltonian graph G and m → ∞, clearly (1) determines | Detect(G, Rep)| up to a lower order term. The protocols considered in [1] are all static (i.e. non-adaptive) ones such that which vertex speaks and when is determined in advance, and is independent of both inputs and transmitted messages. It is crucial that in this paper, for Detect(G, C) we also focus on the static protocols. However, for Correct(G, C) we do not restrict to the static situation since intuitively, to correct errors efficiently one should use the previously revealed information. The error detection and correction problems are natural generalizations of the equality testing problem, and may find further applications in the scenarios like parallel and distributed computation.
The case when G is the complete graph K n is of particular interest. In this case, the trivial protocol simply sends all information to a chosen vertex, say v 1 , so that it is able to decide whether x ∈ C. Moreover, if x ∈ C and there are at most ⌊(d − 1)/2⌋ input errors, then according to the minimum distance of C, v 1 can compute the correct codeword, and then send to the corrupted vertices the correct symbols. It follows that | Detect(K n , C)| ≤ n − 1 and | Correct(K n , C)| ≤ n − 1 + i, where i ≤ ⌊(d − 1)/2⌋ is the maximum number of possible input errors.
Below we summarize the main contribution of this paper.
• We generalize the problem studied in [1] and present two lower bounds (see Theorems 3.1 and 3.3 below) for | Detect(G, C)| as functions of n, k, d, which are tight for several graphs and codes. We also present a strong lower bound (see Theorem 3.7 below) on | Detect(G, C)| for linear static protocols.
• Let C n denote the cycle of length n. By (1) it is clear that n/2 ≤ | Detect(C n , Rep)| ≤ n/2+o (1) . We improve the lower bound by showing that for fixed n, m · (| Detect(C n , Rep)| − n/2) tends to infinity as m tends to infinity (see Theorem 4.2 below). The improvement is tiny but rather nontrivial. Indeed, our proof is based on a deep result in graph theory, namely, the celebrated graph removal lemma.
• Assuming that there is at most one input error, we design a protocol which solves the error correction problem efficiently, namely, we show that in this case, | Correct(C n , Rep)| ≤ n/2 + 1 + o(1).
Related work. In the literature, the function | Detect(G, Rep)| has been studied extensively, see, e.g. [2] , [5] , [10] and [11] . There were also many papers studying more flexible models or other problems related to communication complexity, see, e.g. [4] , [5] , [6] , [7] and [8] . In particular, [8] presented a non-static protocol which solves Detect(K n , Rep) with communication cost O(mn/ log n). It remains an interesting open question to study Detect(G, C) for general graph G and code C in the non-static setting.
Preliminaries
Throughout this paper we assume that the number of vertices n is fixed and m can be arbitrarily large. Although we mainly consider the case when Q = {0, 1} m , our results can be easily extended to any other alphabet. For a subset C ⊆ Q n and two vectors x = (x 1 , . . . , x n ), y = (y 1 , . . . , y n ) ∈ C, the Hamming distance d( x, y) is defined to be the number of distinct coordinates between x and y, namely, d(x, y) = |{1 ≤ i ≤ n : x i = y i }|. The minimum distance d(C) of C is defined to be the minimum of d( x, y) among all pairs of distinct x, y ∈ C. An (n, k, d) code C is simply a subset C ⊆ Q n with dimension k := log 2 m |C| n and minimum distance d. A protocol is said to be static if it is executed in rounds, and in each round exactly one vertex sends a single message to one of its neighbors. Furthermore, the identity of the vertex transmitting the message, the receiver and the length of the message are also predetermined and do not depend on the previously transmitted messages.
We always assume that the code C has minimum distance d at least 2. Let P be a static protocol that solves Detect(G, C). For an input vector x, we call the vertices that know whether x ∈ C (upon executing P ) the decision vertices of x (with respect to P ). Note that x may have more than one decision vertices, but their decisions must be consistent as P solves the error detection problem correctly. The transmission history h P ( x) is an ordered binary string which records the messages transmitted in all the rounds along the edges of G, upon executing P on the input vector x. We will occasionally omit the subscript P when it is understood from the context. We use | · | to denote both the size of a set and the length of a vector. Note that since P is static, |h P ( x)| = |h P ( y)| for any x, y ∈ Q n .
Below we give the formal definitions of | Detect(G, C)| and | Correct(G, C)|. Assuming that Q = {0, 1} m , then
Note that in the definition of | Detect(G, C)|, x can be any vector of Q n by the property of a static protocol.
The following basic definitions from graph theory will be used in the sequel. We will only consider simple connected graphs G = (V, E), with V and E as the set of vertices and edges respectively. A graph is called n-partite if one can color its vertices by n colors such that it contains no edge whose two endpoints have the same color. The color classes are also called vertex parts of the n-partite graph. For a subset S ⊆ V of vertices let S be its complement with respect to V . For two input vectors x, y ∈ Q n , let x S ∨ y S be the vector whose i coordinate equals to x i for i ∈ S and y i for i ∈ S. A cut of G is a partition of V into two subsets S and S. The cut-set of a cut is the set (S, S) := {(u, v) ∈ E : u ∈ S, v ∈ S} of edges that have one endpoint in S and another endpoint in S.
We will frequently make use of the following lemma.
Lemma 2.1. Let P be a static protocol that solves Detect(G, C). Assume that the transcripts h P ( x) and h P ( y) for input vectors x, y ∈ Q n are identical along every edge of the cut (S, S), then if P accepts both x and y, then it must accept either
If v ∈ S, then P will accept x S ∨ y S . Indeed, upon executing P , v cannot distinguish between the two input vectors x S ∨ y S and x. Similarly, if v ∈ S, then P will accept y S ∨ x S , since v cannot distinguish between y S ∨ x S and x.
Two lower bounds on the communication cost of the error detection problem
In this section we derive two fundamental lower bounds on the communication cost of the error detection problem which are a function of basic parameters of the code, n, k, d. For large k the first bound is tighter than the second one, whereas for large d, the second bound is tighter. Then we proceed to give a strong lower bound on the communication complexity for the important sub-family of linear protocols. The next theorem gives the first lower which claims that the communication complexity of the error detection is at least the dimension of the underlying code.
Theorem 3.1. Let G be a connected graph and C an (n, k, d) code, then | Detect(G, C)| ≥ k.
Proof. If there exists some protocol that solves Detect(G, C) by transmitting less than km bits, then by the pigeonhole principle there exist two distinct input vectors x, y ∈ C with the same transcript, i.e., h( x) = h( y). Assume without loss of generality that x 1 = y 1 , and let z = (y 1 , x 2 , . . . , x n ) and w = (x 1 , y 2 , . . . , y n ). Then, by Lemma 2.1, the protocol must accept either z or w, which implies that z ∈ C or w ∈ C, thereby contradicting the minimum distance of C (we assumed that the minimum distance is always at least 2).
Although Theorem 3.1 has an almost trivial proof, it provides a relatively good bound for codes with large dimension, which in some cases is even tight. Indeed, assume for instance that C is the (n, n − 1, 2) parity check code, with Q being the finite field F 2 m , i.e., it consists of all the vectors x ∈ (F 2 m ) n that satisfy n i=1 x i = 0. Then, by Theorem 3.1 the normalized communication cost is at least n − 1. Note that this bound is indeed tight, as a matching upper bound is provided by the following protocol. Fix a rooted spanning tree of G, and let each leaf sends its symbol to its unique parent. Each other vertex which is not a leaf nor the root, upon receiving all the messages from its children, XORs them together with its own input symbol and sends the outcome to its parent. Clearly, the root of the tree upon receiving all the messages from its children can decide whether x is a codeword or not, and exactly one symbol of F 2 m is being transmitted along each of the n − 1 edges of the tree. Hence we have the following corollary. Proposition 3.2. Let C be the (n, n − 1, 2) parity check code, then for any connected graph G, | Detect(G, C)| = n − 1.
We proceed to the next fundamental lower bound which applies for code with large minimum distance. In particular, it provides tighter bounds than Theorem 3.1 for codes with relatively small dimension but with large minimum distance. It in fact extends Theorem 4 of [1] to any code with large minimum distance.
, then | Detect(G, C)| is at least the solution to the following LP problem:
where S is the family of all cut-sets of G, S e is the family of cut-sets that contain the edge e, and g is a function that assigns non-negative weights to all cut-sets (S, S) ∈ S with |S| = n − d + 1.
Before we proceed to prove Theorem 3.3 we give two results that follow from it.
Sketch of the proof. Since |{(S, S) ∈ S e : |S| = n − d + 1}| ≤ 2 n−2 n−d for any e ∈ E, the corollary follows by setting g(S, S) = (2 n−2 n−d ) −1 to all (S, S) with |S| = n − d + 1. The following result is Corollary 3.4 applied to MDS codes, i.e., codes with minimum distance d = n − k + 1.
Corollary 3.5. Let G be a connected graph and C be an (n, k) MDS code with n ≥ 2k, then | Detect(G, C)| ≥ n(n−1) 2(n−k) . Corollary 3.5 implies that if C is an (n, n/2) MDS code, then even on the complete graph K n , the normalized communication cost of solving Detect(K n , C) is at least (n − 1), which is no better than the trivial protocol. It would be interesting to determine whether one can solve Detect(K n , C) nontrivially for any (n, k) MDS code with k ≥ 2.
Combining Theorem 3.1 and Corollary 3.5, we have the following result.
Corollary 3.6. Let G be a connected graph and C be an (n, k) MDS code. Then | Detect(G, C)| ≥ max{k, n(n−1) 2(n−k) }. We proceed to prove Theorem 3.3.
Proof of Theorem 3.3. Let (S, S) be a cut-set of G with |S| = n − d + 1. We claim that the total amount of bits transmitted along the edges of (S, S) during the execution of an error detection protocol is at least km. Assume otherwise, then by the pigeonhole principle there exist two distinct codewords x, y ∈ C such that x and y have identical transcripts along each edge of (S, S). Then, by Lemma 2.1 the protocol must accept either x S ∨ y S or y S ∨ x S . Assume without loss of generality that x S ∨ y S is accepted by the protocol, which means that this is also a codeword of C. However, the Hamming distance between x and x S ∨ y S is at most |S| = d − 1, hence x = x S ∨ y S . Then, the Hamming distance of x and y is at most |S| = n − d + 1 ≤ d − 1, and we reach to a contradiction.
Let t(e) be the normalized number of bits transmitted along the edge e ∈ E, then by the above bound on the cuts we get that the solution of the following linear program provides a lower bound for | Detect(G, C)|. The theorem follows from the duality of LP.
Next we restrict our attention to linear protocols which probably form the most important subfamily of protocols. A protocol over the alphabet Q = F m 2 is said to be linear if any transmitted bit by a vertex during the execution of the protocol is a linear function of the input symbol of the vertex and its previously received messages (bits).
The paper [1] already considered this problem for the case of detecting an error for the repetition code over Hamiltonian graphs, where it was shown that linear protocols are strictly sub-optimal than the most efficient protocol, which is clearly non-linear. More precisely, [1] showed that if C is the (n, 1, n) repetition code, then | Detect(G, C)| = n − 1, where the upper bound is attained by the trivial protocol.
Next we show that the same result holds for arbitrary non-trivial codes, i.e., codes with minimum distance at least 2. We emphasize that the result is a nontrivial generalization of [1] . Theorem 3.7. Let C be an (n, k, d) code, then the normalized communication cost for any linear static protocol that solves Detect(G, C) is at least (n − 1).
We will need the following lemma, which shows that there is only a small number of input vectors that have a transmission history that equals the transmission history of a specific codeword. Proof. By a similar argument as in the proof of Theorem 3.1, it is not hard to see that h( x) = h( y) for y ∈ C \ { x}. Hence, let y ∈ Q n \ C be a vector that satisfies h( x) = h( y) and assume without loss of generality that v 1 is a decision vertex of x. Then, it is clear that x 1 = y 1 since otherwise the protocol would accept also y at v 1 . We claim that y 1 is the only coordinate in which y differs from x. Assume towards contradiction that y j = x j for some j = 1. Then the protocol must accept x V \{v j } ∨ y {v j } at v 1 , since v 1 cannot distinguish between it and x. But then, x V \{v j } ∨ y {v j } ∈ C, which is impossible as d ≥ 2. Thus there are at most 2 m (including x) input vectors y ∈ Q n with h( x) = h( y), as needed.
Next we present the proof of Theorem 3.7.
Proof of Theorem 3.7. Consider any linear static protocol that solves Detect(G, C), and suppose that during its execution under some input vector x ∈ C, s bits are transmitted, then it suffices to show that s ≥ (n − 1)m.
Let h( x) = (h 1 , . . . , h s ) ∈ F s 2 , where each h i is a bit. Since the protocol is linear, each h i is a linear combination of the mn input bits of the vector x. The protocol thus can be represented by s linear functions g i : F mn 2 −→ F 2 such that g i ( x) = h i holds for every 1 ≤ i ≤ s. Next, consider the system of linear equations
By definition, such a system has a valid solution z = x. Then it must contain at least 2 mn−s distinct solutions. Equivalently, there are at least 2 mn−s distinct input vectors that have the same transmission history with x. By Lemma 3.8 we conclude that mn − s ≤ m, as needed.
Error detection for the repetition code -An improved lower bound
In this section we give an improvement on the lower bound (1) which originally was proved in [1] . Let Rep be the (n, 1, n) repetition code and C n be the n-cycle with vertices v i and edges e j written in the order (v 1 , e 1 , v 2 , . . . , v n , e n , v 1 ). We will show that the normalized communication cost of any static protocol that solves Detect(C n , Rep) is at least n/2 + s(m), where s(m) is a function such that m · s(m) tends to infinity with m.
Let F be an n-partite graph with vertex parts I 1 , . . . , I n . As in [1] , a special n-cycle is a copy of C n in F such that for each i, the vertex playing the role of v i belongs to I i . We consider n-partite graphs that satisfy the following properties:
(1) it contains exactly 2 m edge disjoint special n-cycles;
(2) each edge is contained in exactly one special n-cycle;
(3) it contains exactly 2 m special n-cycles.
Note that it is clear that (3) is a consequence of (1) and (2) .
The following theorem provides a necessary condition for any static protocol that solves Detect(C n , Rep).
Theorem 4.1. Any static protocol that solves Detect(C n , Rep) induces an n-partite graph F with vertex parts I 1 , . . . , I n that satisfy (1) and (2). Moreover, the protocol requires the transmission of at least n j=1 ⌈log |I j |⌉ bits.
Proof. Fix a protocol that solves Detect(C n , Rep). For an input vector x ∈ Rep and an edge e j , let j( x) denote the messages transmitted along e j on the input x during the execution of the protocol. Define I j , the j-th part of F to be I j = {j( x) : x ∈ Rep}. Next, we define the edges of F , which are in fact defined by the special n-cycles as follows. For x ∈ Q, define the special n-cycle C (x) n by the n edges (1( x), 2( x)), . . . , (n( x), 1( x)), and let the edges of F be the union of these 2 m special n-cycles. We proceed to show that F satisfies (1) and (2) .
By construction each edge of F is contained in at least one special n-cycle. Thus it remains to show that: (a) the 2 m special n-cycles C n : x ∈ Q} are the only special cycles contained in F .
To prove (a), assume by contradiction that there exist distinct x, y ∈ Q such that C (x) n and C (y) n have a common edge whose endpoints are in vertex parts, say I 1 and I 2 . It follows that 1( x) = 1( y) and 2( x) = 2( y), that is, for input vectors x, y ∈ C, the messages transmitted along the edges e 1 and e 2 are identical. Since {e 1 , e 2 } forms a cut-set for the vertex partition ({v 2 }, V \ {v 2 }) (where V = {v 1 , . . . , v n }), then by Lemma 2.1 the protocol accepts either
To prove (b), assume that (1( x 1 ), . . . , n( x n )) form a special n-cycle for not necessarily distinct codewords x 1 , . . . , x n ∈ Rep. Since {e j , e j+1 } form a cut-set for ({v j+1 }, V \ {v j+1 }), then similar to the proof of (a), by Lemma 2.1 one can show that x j+1 is uniquely determined by j( x j ) and j + 1( x j+1 ) (that is, for distinct x, y ∈ Rep, the messages transmitted along the cut-set {e j , e j+1 } cannot be identical).
Consider the input vector x := (x 1 , . . . , x n ), where x i ∈ Q is the unique symbol that defines the codeword x i . Observe that for each 1 ≤ j ≤ n, the protocol sends the same messages along e j and e j+1 given on two different input vectors x and x j . Consequently, v j (for any j) cannot distinguish between x j and x, and hence the protocol must also accepts x as well. Since the protocol only accepts codewords of Rep, we conclude that x ∈ Rep and the n-cycle (1( x 1 ) , . . . , n( x n )) must be C
Since the protocol is static, it follows by definition that |j( x)| = |j( y)| for any 1 ≤ j ≤ n and x, y ∈ Q n , which further implies that |j( x)| ≥ ⌈log |I j |⌉. The lower bound on the total number of bits transmitted follows from the fact that |h( x)| = n j=1 |j( x)|.
Next we present a new lower bound for | Detect(C n , Rep)|. To prove the theorem we will make use of the following deep result in graph theory, which can be viewed as a colored version of the celebrated graph removal lemma (see, e.g. [9] ). Lemma 4.3 (see [9] , Section 5, the colored removal lemma). For every fixed n there exists an N 0 > 0 such that the following statement holds. Any n-partite graph F on N > N 0 vertices that satisfies (1) and (2) contains at most ǫN 2 special n-cycles, where more precisely ǫ = ǫ(N ) satisfies log * N < 1 and log * (·) is the iteration of log(·) for O(log ǫ −1 ) times.
Proof of Theorem 4.2. Using Theorem 4.1, to prove Theorem 4.2 it suffices to prove a lower bound on n j=1 log |I j |. We claim that log |I j | + log |I l | ≥ m holds for any distinct j, l ∈ {1, . . . , n}. Indeed, since any two distinct edges of C n form a cut-set, similar to the proof of Theorem 3.1 (using Lemma 2.1 and the pigeonhole principle) it is not hard to see that there are at least 2 m distinct transcripts transmitted along those two edges, namely, for any two edges e j , e l , |{(j( x), l( x)) : x ∈ Rep}| ≥ 2 m .
It follows that |I j ||I l | ≥ 2 m , completing the proof of the claim.
Since F satisfies (1) and (2), it follows by Lemma 4.3 that 2 m = ǫ(N )N 2 , where N = n j=1 |I j | is the number of vertices of F . Hence there exists a function g(m) such that N = 2 m 2 g(m) and g(m) → ∞ as m → ∞. It is also clear that log N = m 2 + log g(m). Let j 1 , . . . , j n be a permutation of 1, . . . , n so that |I j 1 | ≤ · · · ≤ |I jn |. Then it is clear that N = Θ(|I jn |) and log |I jn | ≥ m 2 + log g(m) + c for some constant c (which possibly depends on n). By the claim above, it is not hard to see that n−1 l=1 log |I j l | ≥ (n − 1)m/2. We conclude that 
Efficiently correcting a single input error in repetition codes over Hamiltonian graphs
In this section we study the error correction problem over the graph C n and the code Rep. We consider only the case that there is at most one input error among the vertices of C n . The goal is to design a protocol such that
• it solves Detect(C n , Rep) correctly;
• if an error is declared in the error detection stage, then it must correct this error efficiently.
It is an interesting open problem to study whether one can correct more than one errors efficiently. This protocol is non-static and works also for any Hamiltonian graph.
Theorem 5.1. Let F be an n-partite graph with vertex parts I 1 , . . . , I n , which satisfies (1) and (2) mentioned in Section 4. Then assuming that there is at most one input error among the vertices of C n , based on F we can design a protocol which solves Correct(C n , Rep) with communication cost at most n i=1 ⌈log |V i |⌉ + 2 · max 1≤i≤n ⌈log |V i |⌉ bits.
Given the correctness of Theorem 5.1, it suffices to construct a graph F that satisfies (1) and (2) . To this end, we will make use of a construction presented in [1] .
Lemma 5.2 (see Lemma 9 [1] ). For fixed n and sufficiently large m, there exists an n-partite graph with vertex parts V 1 , . . . , V n that satisfies (1) and (2). Moreover, for each 1 ≤ i ≤ n, |V i | = Θ(2 m/2−o(m) ).
The following corollary is straightforward.
Assuming that there is at most one input error, then | Correct(C n , Rep)| ≤ n/2 + 1 + o(1) (which costs only 1 more normalized bit than the error detection problem).
Next we present the proof of Theorem 5.1.
Proof of Theorem 5.1. According to properties (1), (2) and (3), F contains exactly 2 m special ncycles and those cycles are pairwise edge disjoint. Since |Q| = 2 m , we may label each of the cycles by an element x ∈ Q, and then denote it by C (x) n . It is clear that for 1 ≤ i ≤ n, any v ∈ V i can be represented by a binary string of length ⌈log |V i |⌉.
The protocol is designed as follows. Fix an arbitrary input x = (x 1 , . . . , x n ) ∈ Q n of C n , where, as usual, the vertices of C n are labeled by the sequence (v 1 , . . . , v n ). Note that the arithmetic on the subscript is assumed to be modulo n.
Error detection stage:
Step (i). For 1 ≤ i ≤ n, when v i receives its input x i , it computes u i := C (x i ) n ∩ V i and sends u i to v i+1 , where for each i, u i is in fact a binary string of length ⌈log |V i |⌉.
Step (ii). After v i+1 receives u i , it computes C (x i+1 ) n ∩ V i and then checks whether
Step (iii). The protocol accepts x ∈ Rep if there is no inequality in Step (ii); otherwise it rejects x.
It is not hard to verify that the n equalities in Step (ii) hold simultaneously if and only if u 1 , . . . , u n form a special n-cycle C ( * ) n , and crucially, such a cycle must share a common edge with each C (x i ) n . It thus follows by the construction of F that C ( * ) n = C (x 1 ) n = · · · = C (xn) n and x 1 = · · · = x n . Therefore the error detection stage of the protocol solves Detect(C n , Rep) correctly.
If x ∈ Rep and (by assumption) there is at most one input error among the vertices of C n , then the protocol detects at least one and at most two inequalities in Step (ii). Moreover, if there are in fact two inequalities, then they must occur at two consecutive vertices. The protocol invokes the following error correction stage.
Error correction stage:
Step (iv-a). If the protocol detects two inequalities in Step (ii), say,
Step (iv-b). If the protocol detects only one inequality in Step (ii), say, u j = C (x j+1 ) n ∩ V j+1 (at vertex v j+1 ). Then it makes v j−1 send to v j the vertex C (x j−1 ) n ∩ V j , and v j+2 send to v j+1 the vertex C (x j+2 ) n ∩ V j+2 .
Verification:
Next we verify the validity of the error correction stage. According to the discussion above, if the protocol invokes Step (iv-a), then {v j−1 , v j } must contain a corrupted vertex, and so does {v j , v j+1 }. It follows that v j must be the only vertex that holds the erroneous input, which implies that there is x ∈ Q such that x j = x and x i = x for any i ∈ {1, . . . , n} \ {j}. Since v j knows the value of C (x) n ∩ V j−1 (by Step (i)) and C (x) n ∩ V j (by Step (iv-a)), it knows an edge of C (x) n . Thus by the property of F , v j is able to compute C (x) n and hence x, so the protocol corrects x j successfully. If the protocol invokes Step (iv-b), then the unique corrupted vertex must be either v j or v j+1 . Therefore there exists x ∈ Q such that x i = x for any i ∈ {1, . . . , n} \ {j, j + 1}. Similar to the discussion in the previous case, v j is able to compute x correctly. In the meanwhile, v j+1 knows the value of C (x) n ∩ V j+1 (as in Step (ii) vertex v j+2 detects an equality) and C (x) n ∩ V j+2 (by Step (iv-b)), it is also able to compute x correctly.
Finally, the upper bound on the communication cost follows easily from the construction of the protocol.
Correcting a single input error in repetition codes over a triangle -An example
In this section we present a protocol that corrects a single input error in repetition codes over a triangle with communication cost 2.5m+o(m) bits. Our protocol is based on the error detection protocol (that solves Detect(C 3 , Rep)) introduced in [1] . For an integer N , a subset M ⊆ {1, . . . , N } is said to be 3-term arithmetic progression-free (or 3-AP-free for short) if it contains no 3-APs, that is, for any α, β, γ ∈ M , the equality α + β = 2γ holds if and only if α = β = γ. A well-known construction of Behrend [3] showed that for sufficiently large N , there exists 3-AP-free set M with size A(N ) := Ω( Let Rep be the (3, 1, 3) repetition code defined on Q. We write the vertices and edges of C 3 in an anticlockwise sequence (v 1 , e 1 , v 2 , e 2 , v 3 , e 3 , v 1 ). Next we simulate the error detection and correction stages described in Theorem 5.1. Let x = (x 1 , x 2 , x 3 ) ∈ Q 3 be an input vector of C 3 such that for 1 ≤ i ≤ 3, v i holds the input symbol x i . Assume further that there is at most one input error among the vertices. The protocol works as follows. Note that the arithmetic on the subscript is assumed to be modulo 3.
Error detection stage:
Step
Error correction stage:
Step (iv-a). If the protocol detects two inequalities in Step (ii), for example, α 3 + 2β 3 = α 1 + 2β 1 at vertex v 1 and α 1 = α 2 at vertex v 2 . Then it makes v 3 send α 3 to v 1 .
Step (iv-b). If the protocol detects only one inequality in Step (ii), for example, α 1 = α 2 at vertex v 2 . Then it makes v 3 send α 3 to v 1 and α 3 + 2β 3 to v 2 .
Verification:
First of all, we claim that x ∈ Rep if and only if in Step (ii) the protocol detects three equalities, that is, the following three equations hold simultaneously:
Adding both hand sides of the equations, it follows that
Since M is 3-AP-free, the equality above holds if and only if β 1 = β 2 = β 3 , which further implies that α 1 = α 2 = α 3 and T (x 1 ) = T (x 2 ) = T (x 3 ). We conclude that x 1 = x 2 = x 3 and x ∈ Rep, i.e., the protocol solves Detect(C 3 , Rep) correctly (we remark that the proof above is in fact a special case of the error detecting protocol of [1] ).
Now it remains to consider the case when there is a single input error among the vertices of C 3 . If the protocol invokes Step (iv-a), then since both {v 1 , v 3 } and {v 2 , v 3 } contain a corrupted vertex, it is easy to see that such a vertex must be v 1 . We may assume that there is an element x ∈ Q such that x 2 = x 3 = x and T (x) = (α, α + β, α + 2β). Moreover, since v 1 knows the value of α + 2β (by Step (i)) and α (by Step (iv-a)), it is able to compute (α, β) and hence x, as needed.
If the protocol invokes Step (iv-b), then unique corrupted vertex must be either v 1 or v 2 . We conclude that v 3 must hold the correct input symbol. By similar reasoning it is not hard to show that both v 1 and v 2 are able to recover the symbol held by v 3 .
Since any α, β ∈ {1, . . . , N }} can be represented by a binary string of length 0.5m + o(m), it is easy to see that the total communication cost is at most 2.5m + o(m) bits, as needed.
Concluding remarks and open problems
We initiate the study of the communication complexity of error detection and correction in communication networks. There are many interesting problems that remain widely open.
(1) Study the lower and upper bounds of | Detect(G, C)| for general graph G and code C in the non-static (i.e., adaptive) setting.
(2) For which code C does there exist a static protocol that solves Detect(K n , C) nontrivially?
(3) More precisely, let C be an (n, 2) Reed-Solomon code whose evaluation points are known to all vertices of K n . Does there exist a static protocol that solves Detect(K n , C) nontrivially? This problem is essentially equivalent to determining whether the n inputs symbols of K n are collinear (over F 2 q for some finite field F q ).
(4) Can we prove an information theoretic lower bound for | Correct(G, C)|? Does there exist a general algorithm that allows us to efficiently correct up to ⌊(d − 1)/2⌋ input errors in any (n, k, d) code over K n , say, the (n, k) MDS codes?
Note that for any code C, a trivial static protocol that solves Detect(K n , C) requires (n − 1)m bits. Moreover, for the third problem, Propositions 3.2 and 3.5 indicate that a nontrivial protocol does not exist for n = 3, 4.
