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Carine Neus Vrije Universiteit Brussel
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Leo Van Biesen
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Yves Rolain
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tension . . . . . . . . . . . . . . . . . . . . . . . . . . 22
Daniel A. Dirksz University of Groningen
Jacquelien M.A. Scherpen University of Groningen
Romeo Ortega SUPELEC, Gif-sur-Yvette, France
TuM02-2 14.25–14.50
Optimizing the Distance between Isometric Projections
of Matrices . . . . . . . . . . . . . . . . . . . . . . . 23
T. Cason Université catholique de Louvain
P.-A. Absil Université catholique de Louvain
P. Van Dooren Université catholique de Louvain
TuM02-3 14.50–15.15
Relation between the growth of exp(At) and ((A +
I )(A − I )−1)n . . . . . . . . . . . . . . . . . . . . . 24
Niels Besseling University of Twente
Hans Zwart University of Twente
TuM02-4 15.15–15.40
Structure preserving model reduction of port-
Hamiltonian systems . . . . . . . . . . . . . . . . . . 25
R. Polyuga University of Groningen
A. J. van der Schaft University of Groningen
TuM02-5 15.40–16.05
Power–based Control of Physical Systems . . . . . . . 26
E. Garcia-Cansco University of Groningen
J.M.A. Scherpen University of Groningen
R. Ortega Laboratoire des Signaux et Systèmes
D. Jeltsema
TuM03 Samenwerking
Modeling for Control
Chair: Adrie Huesman 14.00–16.05
TuM03-1 14.00–14.25
Model-based Control of Hydrodynamics in a Bubble
Column . . . . . . . . . . . . . . . . . . . . . . . . . 27
Snezana Djordjevic Delft University of Technology
Prof.Dr. P.M.J. Van den Hof Delft University of Technology
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Prof R.F. Mudde
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croscopy . . . . . . . . . . . . . . . . . . . . . . . . . 29
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Stefan Kuiper Delft University of Technology
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Ali Mesbah TU Delft
Adrie E.M. Huesman TU Delft
Paul M.J. Van den Hof TU Delft
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Dynamics of magnetic electron lenses . . . . . . . . . 32
Patrick J. van Bree Eindhoven University of Technology
TuM04-2 14.25–14.50
A modular active bearing for noise reduction of rotating
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W. Symens Flanders’ Mechatronics Technology Center
S. Devos Flanders’ Mechatronics Technology Center
B. Stallaert Katholieke Universiteit Leuven
G. Pinte, P. Sas, J. Swevers
TuM04-3 14.50–15.15
The effect of various disturbance sources on vibration
isolation performance . . . . . . . . . . . . . . . . . . 34
G.W. van der Poel University of Twente
J. van Dijk University of Twente
J.B. Jonker University of Twente
H.M.J.R. Soemers
TuM04-4 15.15–15.40
6-DOF Electromagnetic Suspension System with Passive
Gravity Compensation for Large Load . . . . . . . . . 35
C.Ding Eindhoven University of Technology
A.A.H. Damen Eindhoven University of Technology
P.P.J. van den Bosch Eindhoven University of Technology
TuM04-5 15.40–16.05
Validation of the series impedance of a quad cable for
DSL applications . . . . . . . . . . . . . . . . . . . . 36
Wim Foubert VUB
Patrick Boets VUB
Leo Van Biesen VUB
Carine Neus
TuM05 Uitdaging
Games and Agent Based Models
Chair: Jacob Engwerda 14.00–16.05
TuM05-1 14.00–14.25
The Open-Loop Linear Quadratic Differential Game for
Index One Descriptor Systems . . . . . . . . . . . . . 37
Jacob Engwerda Tilburg University
Salmah Gadjah Mada University
TuM05-2 14.25–14.50
Robust Minimax Strategies for the Pursuit-Evasion Game 38
E.J.Trottemant TU Delft
C. W. Scherer TU Delft
TuM05-3 14.50–15.15
H2 differential games with incomplete and imperfect in-
formation . . . . . . . . . . . . . . . . . . . . . . . . 39
Arie J. T. M. Weeren University of Antwerp
TuM05-4 15.15–15.40
Distributed design for linear quadratic control . . . . . 40
Jean-Charles Delvenne Université catholique de Louvain
Cédric Langbort University of Illinois
TuM05-5 15.40–16.05
Consensus seeking using distributed MPC . . . . . . . 41
T. Keviczky Delft University of Technology
K.H. Johansson Royal Institute of Technology (KTH)
TuP01 Samenspel
Identification B
Chair: Rik Pintelon 16.35–18.40
TuP01-1 16.35–17.00
Frequency Domain Identification of Linear Slowly Time-
Varying Systems . . . . . . . . . . . . . . . . . . . . . 42
J. Lataire Vrije Universiteit Brussel
R. Pintelon Vrije Universiteit Brussel
TuP01-2 17.00–17.25
Finite data performance of parametric confidence re-
gions in prediction error identification using output error
models: a simulation study . . . . . . . . . . . . . . . 43
A. Klomp Delft University of Technology
X.J.A. Bombois Delft Univeristy of Technology
A.J. den Dekker Delft Univeristy of Technology
P.M.J. van den Hof
TuP01-3 17.25–17.50
Model selection for short data records using AIC . . . 44
B. Van der Hasselt Vrije Universiteit Brussel
A. de Brauwere Vrije Universiteit Brussel
J. Schoukens Vrije Universiteit Brussel
R. Pintelon
TuP01-4 17.50–18.15
Improved FRF measurements in the presence of nonlin-
ear distortions via overlap . . . . . . . . . . . . . . . 45
K. Barbé Vrije Universiteit Brussel
R. Pintelon Vrije Universiteit Brussel
L. Vanbeylen Vrije Universiteit Brussel
J. Schoukens
TuP01-5 18.15–18.40
Consistent impulse response estimation and system re-
alization . . . . . . . . . . . . . . . . . . . . . . . . . 46
Edwin Reynders K.U.Leuven
Rik Pintelon Vrije Universiteit Brussel
Guido De Roeck K.U.Leuven
TuP02 Samenkomst
Medical Applications
Chair: Damien Ernst 16.35–18.40
TuP02-1 16.35–17.00
Dynamic properties of a canine ventricular cell: model
vs. myocyte . . . . . . . . . . . . . . . . . . . . . . . 47
J. Heijman Maastricht University
D.M. Johnson Maastricht University
P.G.A. Volders Maastricht University
R.L.M Peeters, R.L. Westra
TuP02-2 17.00–17.25
Dynamical phenomena in pulse-coupled networks of fir-
ing integrators . . . . . . . . . . . . . . . . . . . . . . 48
Alexandre Mauroy University of Liège
Rodolphe Sepulchre University of Liège
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TuP02-3 17.25–17.50
Effect of transient response of PID pressure control loop
on cascade position control of a pneumatic artificial
muscle . . . . . . . . . . . . . . . . . . . . . . . . . . 49
Tri Vo-Minh Faculty of Bioscience Engineering, KULeuven
Prof. Herman Ramon Faculty of Bioscience Engineering,
KULeuven
Prof. Hendrik Van Brussel Faculty of Engineering,
KULeuven
TuP02-4 17.50–18.15
Variable selection for dynamic treatment regimes . . . 50
Raphaël Fonteneau University of Liège
Louis Wehenkel University of Liège
Damien Ernst University of Liège
TuP02-5 18.15–18.40
Relating human lung pathology with non-integer orders
model . . . . . . . . . . . . . . . . . . . . . . . . . . 51
C.M. Ionescu Ghent University, Belgium
R. De Keyser Ghent University, Belgium
TuP03 Samenwerking
Biochemical Eng. A
Chair: Gerrit van Straten 16.35–18.40
TuP03-1 16.35–17.00
Detection of filamentous bulking problems: evaluation
of different modeling/classification approaches . . . . 52
J. Vanlaer Katholieke Universiteit Leuven
G. Gins Katholieke Universiteit Leuven
I.Y. Smets Katholieke Universiteit Leuven
J.F. Van Impe
TuP03-2 17.00–17.25
Modelling the temporal evolution of Drosophila gene
expression . . . . . . . . . . . . . . . . . . . . . . . . 53
A. Haye Université Libre de Bruxelles
Y. Dehouck Université Libre de Bruxelles
J. M. Kwasigroch Université Libre de Bruxelles
Ph. Bogaerts, M. Rooman
TuP03-3 17.25–17.50
Hurdles and challenges in parameter estimation for in-
dividual based models . . . . . . . . . . . . . . . . . . 54
A.J. Verhulst Katholieke Universiteit Leuven
K. Bernaerts Katholieke Universiteit Leuven
J.F. Van Impe Katholieke Universiteit Leuven
A.R. Standaert
TuP03-4 17.50–18.15
Analysis of Nonlinear Software Sensors Applied to Bio-
processes : Particle Filtering and Unscented Kalman Fil-
tering . . . . . . . . . . . . . . . . . . . . . . . . . . 55
Johan Mailier Faculté Polytechnique de Mons
Guillaume Goffaux Faculté Polytechnique de Mons
Alain Vande Wouwer Faculté Polytechnique de Mons
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schemes when stoichiometry and kinetics can not be de-
coupled . . . . . . . . . . . . . . . . . . . . . . . . . 56
V. Vastemans Université Libre de Bruxelles
M. Rooman Université Libre de Bruxelles
Ph. Bogaerts Université Libre de Bruxelles
TuP04 Visie
Electro-Mechanical Eng. B
Chair: Maarten Steinbuch 16.35–18.40
TuP04-1 16.35–17.00
Analysis of a Variable Geometry Active Suspension . . 57
Willem-Jan Evers Eindhoven University of Technology
Albert van der Knaap TNO Automotive
Igo Besselink Eindhoven University of Technology
Henk Nijmeijer
TuP04-2 17.00–17.25
Automatic control code generation for mechatronic sys-
tems . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
O. Aydin Tekin Delft University of Technology
R. Babuska Delft University of Technology
B. De Schutter Delft University of Technology
TuP04-3 17.25–17.50
A linear programming reformulation of input shaping . 59
L. Van den Broeck K.U.Leuven
G. Pipeleers K.U.Leuven
J. De Caigny K.U.Leuven
B. Demeulenaere, J. Swevers, J. De Schutter
TuP04-4 17.50–18.15
Non-centralized model predictive control of power net-
works . . . . . . . . . . . . . . . . . . . . . . . . . . 60
A.C.R.M.Damoiseaux Eindhoven University of Technology
A. Jokic Eindhoven University of Technology
M. Lazar Eindhoven University of Technology
P.P.J. v.d. Bosch
TuP04-5 18.15–18.40
A rare-event approach for analyzing power system reli-
ability . . . . . . . . . . . . . . . . . . . . . . . . . . 61
Florence Belmudes University of Liège
Damien Ernst University of Liège
Louis Wehenkel University of Liège
TuP05 Uitdaging
Aerospace Eng.
Chair: Johan Schoukens 16.35–18.40
TuP05-1 16.35–17.00
Global Aerodynamic Modeling with Multivariate Splines 62
C.C. de Visser Delft University of Technology
J.A. Mulder Delft University of Technology
Q.P. Chu Delft University of Technology
TuP05-2 17.00–17.25
Nonlinear analysis of flutter . . . . . . . . . . . . . . 63
M. Van de Walle Vrije Universiteit Brussel
J. Schoukens Vrije Universiteit Brussel
S. Vanlanduit Vrije Universiteit Brussel
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version . . . . . . . . . . . . . . . . . . . . . . . . . . 64
T.J.J. Lombaerts Delft University of Technology
Q.P. Chu Delft University of Technology
J.A. Mulder Delft University of Technology
D.A. Joosten
TuP05-4 17.50–18.15
Dynamic inversion and model-predictive control applied
to an aerospace benchmark for fault-tolerant control
purposes . . . . . . . . . . . . . . . . . . . . . . . . . 65
D.A. Joosten Delft University of Technology
T.J.J. van den Boom Delft University of Technology
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analysis . . . . . . . . . . . . . . . . . . . . . . . . . 66
E. van Kampen Delft University of Technology
Q.P.Chu Delft University of Technology
J.A. Mulder Delft University of Technology
Wednesday, March 19, 2008
Plenary: P2 Samenspel
Noncooperative Cooperation
Jeff Shamma (USA)
Chair: Hans Stigter 8.30– 9.30
Noncooperative Cooperation . . . . . . . . . . . . . . 164
Jeff Shamma (USA)
Mini Course: P3 Samenspel
The Port-Hamiltonian Approach (Part 1)
Arjan van der Schaft (The Netherlands)
Chair: Gjerrit Meinsma 10.00–11.00
The Port-Hamiltonian Approach to Physical System
Modeling and Control (Part 1) . . . . . . . . . . . . . 184
Arjan van der Schaft (The Netherlands)
Plenary: P4 Samenspel
Effective Implementation of Optimal Operation
Sigurd Skogestad (Norway)
Chair: Gjerrit Meinsma 11.30–12.30
Effective Implementation of Optimal Operation Using
Off-Line Computations . . . . . . . . . . . . . . . . . 153
Sigurd Skogestad (Norway)
WeM01 Samenspel
Identification C
Chair: Paul Van den Hof 14.00–16.05
WeM01-1 14.00–14.25
Black box modeling of a continuously variable semi-
active damper . . . . . . . . . . . . . . . . . . . . . . 67
Maarten Witters Katholieke Universiteit Leuven
Jan Swevers Katholieke Universiteit Leuven
WeM01-2 14.25–14.50
Identifiability of geological parameters in large-scale
models for reservoir engineering . . . . . . . . . . . . 68
J.F.M. Van Doren Delft University of Technology
P.M.J. Van den Hof Delft University of Technology
J.D. Jansen Delft University of Technology
O.H. Bosgra
WeM01-3 14.50–15.15
A non-linear multi-proxy approach for climate recon-
struction based on archaeological shells . . . . . . . . 69
M. Bauwens Vrij Universiteit Brussel
V. Beelaerts Vrij Universiteit Brussel
K. Barbé Vrij Universiteit Brussel
Schoukens and Dehairs
WeM01-4 15.15–15.40
Estimating Cutting forces in Micromilling by Input esti-
mation from Closed-loop Data . . . . . . . . . . . . . 70
R.S. Blom Delft University of Technology
P.M.J. Van den Hof Delft University of Technology
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M.J.G. van de Molengraft Eindhoven University of
Technology
M. Steinbuch Eindhoven University of Technology
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Chair: Gerard van Willigenburg 14.00–16.05
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Tzvetan Ivanov Université Catholique de Louvain
WeM02-2 14.25–14.50
The positive LQ-problem for linear continuous time sys-
tems . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
Charlotte Beauthier University of Namur (FUNDP)
Joseph J. Winkin University of Namur (FUNDP)
WeM02-3 14.50–15.15
Bisimulation for switching linear systems with inequality
constraints . . . . . . . . . . . . . . . . . . . . . . . . 74
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M. K. Camlibel University of Groningen
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Ciprian Deliu Technische Universiteit Eindhoven
Anton A. Stoorvogel University of Twente
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of view . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Audrey Favache Université catholique de Louvain
Denis Dochain Université catholique de Louvain
Bernhard Maschke Université Claude Bernard - Lyon 1
WeM03-2 14.25–14.50
Robust Nonlinear Receding-Horizon Observer applied
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Guillaume Goffaux Faculté Polytechnique de Mons
Alain Vande Wouwer Faculté Polytechnique de Mons
WeM03-3 14.50–15.15
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temperature through heterogeneous modelling . . . . . 79
E. Van Derlinden K.U.Leuven
I. Lule K.U.Leuven
J. F. Van Impe K.U.Leuven
K. Bernaerts
WeM03-4 15.15–15.40
Global tracking for a plug flow tubular reactor . . . . 80
N.Beniich Université Catholique de Louvain
D.Dochain Université Catholique de Louvain
A.El Bouhtouri Université Chouaib Doukkali
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J. van Eijk Delft University of Technology
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Wim Symens Flanders’ Mechatronics Technology Center
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Gregory Pinte
Steven Devos
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Jan Swevers
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Nuclear fusion: principles and challenges . . . . . . . 86
Gert Witvoet Technische Universiteit Eindhoven
Maarten Steinbuch Technische Universiteit Eindhoven
Niek Doelman TNO Science and Industry
WeM05 Uitdaging
Aerospace and Traffic
Chair: Bart De Schutter 14.00–16.05
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Q. P. Chu Delft University of Technology
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Gijs van Oort Impact Institute/University of Twente
Stefano Stramigioli Impact Institute/University of Twente
WeP01-2 17.00–17.25
Distributed Surveillance by Swarms of Moving Agents . 93
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1 Introduction
Advanced control techniques such as Model Predictive Con-
trol (MPC), have been and are still heavily studied in the
academic world. However, in industrial practice these tech-
niques are still relatively scarcely exploited (and most of-
ten only in high tech or worldwide competing industries).
Hence, it would be interesting to spread these techniques
also in other industry branches. Therefore, in this research a
proliferation of these methods is envisioned by implement-
ing them using industry standard control hardware like Pro-
grammable Logic Controllers (PLCs). To test the possibili-
ties of this hardware for MPC, a pilot scale distillation col-
umn is selected as a case study.
2 The distillation column
The distillation column under study concerns a pilot scale
experimental set-up for the separation of a binary mixture of
methanol and isopropanol. For practical reasons, the set-up
is a closed system that mixes the two fractions again after
separation. The column is a multiple input, multiple output
(MIMO) system with four manipulated variables or inputs
(i.e., reboiler duty, feed flow rate, feed temperature and dis-
tillate flow rate), and eleven controlled variables or outputs
(i.e., distillate flow rate, feed flow rate and nine tempera-
tures measurements between the bottom and the top of the
column). The concentration of the top and bottom fraction
is measured by taking samples at chosen intervals.
3 Modelling the column
To exploit MPC, a mathematical model of the column is re-
quired. Hereto, black box models are derived based on data
driven techniques. Although the intension is to use in the
future linear models around certain operating points, both
linear and nonlinear models are fitted. After some first ex-
periments with pseudo random binary noise (PRBS) input
signals, a linear model has been calibrated [1]. However,
since the system under study is a test set-up, all kinds of in-
put signals can be used. Therefore, new experiments with
random noise inputs will be used to refine the current linear
model. Also a nonlinear model will be constructed with the
help of Least Square Support Vector Machines (LS-SVM)
[2]. LS-SVM is a state-of-the-art method for solving highly
nonlinear modelling problems. Afterwards the constructed
models will be employed to design the controller and to im-
plement it on the column set-up.
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1 Introduction
The metrological AFMs are used to calibrate transfer stan-
dards for commercial AFMs. In contrast to commercial
AFMs, the accuracy of the measurements is much more im-
portant than the scanning speed. In current AFMs MIMO
aspects are commonly disregarded and the positioning of the
sample is often done in an open-loop manner [1].
In this research, nonparametric MIMO identification of the
AFM in all 3 degrees of freedom (DOFs) is used to investi-
gate the amount of coupling between the various axes. Fur-
thermore, feedback control is applied to all 3 DOFs.
2 Identification
The AFM and the feedback control loops of all 3 DOFs
are shown schematically in Fig. 1. Although the different
axes are theoretically decoupled, practically some amount
of cross coupling will be inevitable in the 3DOF stage, e.g.
due to alignment errors.
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Figure 1: Schematic representation of the AFM and the feedback
control.
Using the non-parametric open-loop identification method,
a full non-parametric MIMO identification is performed.
The frequency-dependent relative gain array shows that the
different axes can be assumed decoupled for frequencies
f ≤ 100 Hz.
3 Control
Three SISO feedback controllers are designed resulting in
bandwidths fBW << 100 Hz. The characteristic loci show
that the MIMO system with SISO controllers has a good
MIMO phase margin. The feedback control in scanning di-
rection also significantly reduces the effect of hysteresis in
the piezo driven stage.
Since the piezo actuators act as position actuators, a position
feedforward is added to the scanning axes. Fig. 2 shows that
the feedforward reduces the tracing error by a factor 2 for a
scan in x direction.
Future research includes the design and application of a hys-
teresis feedforward and MIMO control to remove the small
amount of coupling that is present.
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Figure 2: Position and tracing errors; reference (dashed), with
(black) and without (dark-grey) feedforward.
References
[1] L. Y. Pao, A. Butterworth, and D. Y. Abramovich.
Combined feedforward/feedback control of atomic force
microscopes. American Control Conference, pages 3509–
3515, 2007.
Book of Abstracts 27th Benelux Meeting on Systems and Control
18
Interpolation-based multiparameter LPV identification
Jan De Caigny, Joris De Schutter, Jan Swevers
Department of Mechanical Engineering
Katholieke Universiteit Leuven
Celestijnenlaan 300B, B-3001 Heverlee, Belgium
Email: jan.decaigny@mech.kuleuven.be
Juan F. Camino
School of Mechanical Engineering
State University of Campinas
CP 6122, 13083-970, Campinas, Brazil
1 Introduction
This work presents an identification technique for SISO lin-
ear parameter varying (LPV) systems with multiple vary-
ing parameters. The method is based on the interpolation
of LTI models estimated for fixed values of the varying pa-
rameters. It results in an LPV model with a numerically
well-conditioned state-space representation. An illustrative
example shows the potential of the methodology.
2 Interpolation Methodology
The LPV model is parameterized by the following polyno-
mial state-space representation1:
H(θ ) :=

δ [x] = ∑
α
Aα θ α x+∑
α
Bαθ α u,
y = ∑
α
Cα θ α x+∑
α
Dα θ α u
(1)
where θ α := θ α11 θ
α2
2 . . .θ αnn and ∑ni=1 αi ≤ N with αi ∈ N,
N the polynomial degree and θ ∈Rn the vector of n varying
parameters. The purpose of the LPV model (1) is to interpo-
late M local LTI models
Hℓ :=
{
δ [x] = ˜Aℓ x+ ˜Bℓ u, ℓ = 1, . . . ,M
y = ˜Cℓ x+ ˜Dℓ u,
(2)
identified for M distinct values of θ . To properly interpolate
these local models, they need to be defined with respect to
the same state basis.
Similarly to the method in [1], our approach represents the
local models (2) as a gain multiplied with the series connec-
tion of first and second order submodels. However, com-
pared to [1], our approach has the advantage that it incorpo-
rates multiparameter dependency and allows the transition
between complex and real pairs of poles (zeros) to be inter-
polated.
3 Illustrative Example
The test setup presented in Fig. 1 consists of two rotating
discs connected by a flexible beam. Each disc has an electro-
magnetic brake that allows to vary its damping coefficient.
Based on the equations of motion
I1x¨1 =−(C1 + c1(t)) x˙1 + k(x2− x1)+T
I2x¨2 =−(C2 + c2(t)) x˙2 + k(x1− x2)
1The operator δ [·] denotes the time derivative for continuous-time mod-
els and the shift operator for discrete-time models.
local models were obtained for 15 combinations of the vary-
ing parameters c1(t) and c2(t). Fig. 2 shows their poles (blue
squares) and zeros (green circles). There is a fixed real pole
at the origin, a varying real pole and a varying complex pole
pair. The two zeros clearly migrate from a real to a complex
pair between local model 8 and 9 and back again between
local model 14 and 15. For these 15 local models an interpo-
lating LPV model of polynomial degree N = 2 was obtained.
Fig. 2 shows (in black dots) the poles and zeros of this LPV
model evaluated for 150 intermediate combinations of the
varying parameter. A smooth interpolating behavior of the
local poles and zeros can be observed.
I1x1
C1 + c1(t)
I2x2
C2 + c2(t)
k
T
Figure 1: Linear parameter varying system.
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Figure 2: Poles and zeros of the local and LPV models.
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1   Introduction 
Although fiber is being deployed steadily in the 
telephone network for broadband services, complete 
penetration will take several decades. This motivates 
using the omnipresent copper telephone network as 
effectively as possible during the transition period. This 
is already widely done by the telephone operators 
through the provision of xDSL services (e.g. ADSL, 
VDSL). The achievable capacity, i.e. bit rate, is 
different for every customer, because each telephone 
loop has a different transfer function, detemined by the 
loop make-up (loop topology, line lengths, cable 
types,...). When the received noise is known or 
measured, then the channel capacity C can be estimated 
using Shannon’s formula: 
df
fN
fSfH
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f
f
2
1
)(
)()(
1log
2
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with H(f) the transfer function, S(f)/N(f) the signal-to-
noise ratio and [f1,f2] the frequency band in which the 
xDSL service operates. 
2   Transfer function estimation 
In this research, we focus on the estimation of the 
transfer function H(f), from measurements solely at the 
central office side. Therefore H(f) cannot be measured 
directly, but it can be calculated from the estimated loop 
make-up, which is obtained through reflectometry. The 
basic principle is to inject an excitation signal on the 
loop under test. The signal propagates along the line and 
when an impedance discontinuity (e.g. end of line, 
splice with other cable,...) is encountered, a part of the 
signal is reflected and travels back to the measuring 
instrument. By performing signal processing on these 
reflections, the loop makeup can be estimated. Till now 
measurements have mainly been done in the frequency 
domain, followed by an inverse Fourier transform to 
yield the time domain signal, which represents the trace 
of received reflections one would get when sending in a 
pulse excitation [1,2]. However, several factors 
complicate the identification process: limited a priori 
knowledge, dispersion, high attenuation, power 
constraints,... Moreover, if the measurement is to be 
done by the DSL-modem (preferred implementation), 
the low-frequent voiceband signals are suppressed, 
which severely distorts the reflections. 
Therefore, we propose a new identification method 
which is less prone to these influences. The main 
difference is that we perform most of the signal 
processing on the measured data (directly in the 
frequency domain) and only then tranform it to the time 
domain. As a consequence, the yielded time domain 
signal loses its physical meaning (it does not correspond 
anymore to the reflections one would get when sending 
in a pulse), but the dispersion is strongly reduced. 
Figure 1 compares both methods. Moreover, missing or 
distorted frequencies are not problematic, as only the 
reliable frequencies are used. 
3   Conclusions 
By working with the frequency domain data instead of 
the time domain data, as usually done, the new approach 
is able to deal with suppressed or missing frequencies. 
By applying well-chosen processing steps, the 
dispersion is strongly reduced. A measurement 
campaign confirms that the new algorithm leads to good 
loop identification. Once the loop makeup is known, the 
channel capacity can be estimated. 
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Figure 1   Comparison of classical method (top) and new approach 
(bottom), for a cascade of 1000 m (0.4 mm cable) and 1000 m (0.5 mm 
cable). In both cases two reflections are visible, but with the new 
approach, the dispersion is strongly reduced. 
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I. INTRODUCTION
For the design of telecommunication systems, designers
rely on models of the different components of their system.
For mixers [1] there exists already a model that is easy to
create out of input and output signals: the Best Mixer
Approximation [2]. This model describes the mixer as an
approximation (in a least squares sense) of an ideal mixer,
perturbated by nonlinear noise as well as measurement/
simulation noise. However, this approximation is only valid
for the chosen class of signals: the class of the gaussian
noise signals with a fixed power spectrum (rms value and
coloring are fixed) [3]. A consequence of this approach is
that the BMA will be different for an other RMS value of
the input signal. Since the input power is one of the tuning
parameters in the design of a communication system, the
model for the mixer has to predict the behavior also for a
variation of the input power. In this abstract a technique is
proposed to build up such a power scalable model.
II. FROM A NONPARAMETRIC BMA TO A PARAME-
TERIZED POWER-SCALABLE BMA
The proposed power scalable model can be created by a
four step method. In a first step the BMA is estimated for a
given set of input powers . For each input
power , the BMA can be written in an FRF-like way:
(1)
Where  represents the output signal,  the input
signal and  the local oscillator signal.  is the
angular frequency of the local oscillator signal, which is
assumed to be a pure sinewave.  is the “transfer
function” of the underlying ideal mixer system, 
represents the systematic non-ideal nonlinear contributions,
 is the stochastic nonlinear contribution and 
represents the simulation or measurement noise. The sum
 is defined as the Best Mixer Approximation
 and can be estimated based on a measurement or a
simulation. A popular way to retrieve ,  and 
is by performing a persistent set of simulations or
measurements with multisine excitations [2].
In the next step, a parametric BMA is estimated by
parameterizing in the poles , zeros  and the gain :
(2)
Here,  and  and  represent
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respectively the sample frequency and the number of
sample points in one period. As a consequence, a set of
poles, zeros and a gain can be found for every power  of
the input signal:
(3)
In step 3, the corresponding poles and zeros will be
selected over the different input powers . As a
consequence a set of locations for every pole  as well
as for every zero  is found over different powers  of
the input signal. In the last step, the location of the different
poles/zeros and the value of the gain for any power within
the given range  will be estimated by a
special interpolation method: cubic smoothing spline. At
the end, trajectories  are found that describes
the move of every pole/zero over any power within a given
range . Also a gain function  is found.
These trajectories and this gain function allow to define a 2-
dimensional high-level power-scalable BMA:
(4)
III. EXPERIMENTAL VERIFICATION
In a simulation experiment, a power-scalable model for a
mixer is created. The mixer under test has a static
nonlinearity in the input and the local oscillator path, and it
has a bandpass filter followed by a static nonlinearity in the
output path. For this simulated mixer, the power scalable
model  and the BMA
for the same validation input power
 are similar if the variation due to the noise sources is
neglected. This indicates that the power scalable model
allows to predict the behavior of the mixer under test for
any power within the given range of input powers.
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Abstract
In [1] a dynamic extension for Euler-Lagrange mechanical
systems was presented. The advantage in that case was the
possibility of asymptotically stabilizing a system without
having to measure velocity. Damping was injected through
the designed controller (the dynamic extension). The pur-
pose now is to apply the same idea for port-Hamiltonian sys-
tems with an interconnection similar to the one applied in the
Euler-Lagrange case. In [2] already a port-Hamiltonian sys-
tem was interconnected with a port-Hamiltonian controller.
In [3] damping injection by dynamic extension was pro-
posed for port-Hamiltonian system. However, velocity mea-
surements were needed in order to realize the interconnec-
tion between plant and controller.
Here, we extend this interconnection scheme by consider-
ing a controller that depends on both plant coordinates (q)
and controller coordinates (qc). We interconnect the plant
and controller without velocity measurements resulting in
a different closed loop interconnection matrix than the one
showed in [3], which is realized by applying Interconnection
and Damping Assignment Passivity-Based Control (IDA-
PBC). A different closed loop interconnection matrix is re-
alized since the systems are not interconnected through the
ports. Applying IDA-PBC results in a new energy function
which is the result of solving some partial differential equa-
tions, also called matching conditions [4]. In combination
with our dynamic extension we achieve a new energy func-
tion that is partially the result of solving the partial differen-
tial equations, as presented in [3, 5] and partially selected as
in the Euler-Lagrange framework case in [1].
We study the special case of underactuated mechanical sys-
tems having a constant mass matrix and no physical damp-
ing (e.g. friction) in more detail. For these systems the new
method described above results in a control signal that does
not depend on the velocity q˙ to achieve the desired equilib-
rium points. Asymptotic stability is then achieved by inject-
ing damping through the dynamic extension. This approach
results in a control signal achieving the desired equilibrium
points and asymptotic stability without the need of veloc-
ity measurements, which is advantageous for applications.
With some examples it is shown how the idea of a dynamic
extension works for port-Hamiltonian mechanical systems.
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Let A and B be two matrices respectively of dimension
m × m and n × n. We consider the distance between
the isometric projections U∗AU and V ∗BV , namely
f : St(k,m)× St(k, n)→ R :
(U, V ) 7→ tr
(
(U∗AU − V ∗BV )∗
(U∗AU − V ∗BV )
)
,
(1)
where St(k,m) =
{
U ∈ Cm×k : U∗U = Ik
}
denotes the
compact Stiefel manifold.
We are interested in finding extremal values of f . This
is an optimization problem of a smooth function defined
on a compact domain, and hence there always exists an
optimal solution where the first order optimality con-
dition,
grad f(U, V ) = 0, (2)
is satisfied. For our problem, (2) yields(
U Sym (U∗AU ∆∗AB + U
∗A∗U ∆AB)
V Sym (V ∗BV ∆∗BA + V
∗B∗V ∆BA)
)
=
(
AU ∆∗AB +A
∗U ∆AB
BV ∆∗BA +B
∗V ∆BA
)
,
(3)
where ∆AB := U∗AU − V ∗BV =: −∆BA and Sym :
X 7→ (X +X∗) /2, returns the symmetric part of a
square matrix.
If A and B are Hermitian or normal, one can prove that
the minimal value for the cost function is simply given
by
k∑
i=1
min
ai∈[αi,αi−k+n]
bi∈[βi,βi−k+n]
|ai − bi|2 ,
where α1 ≤ α2 ≤ · · · ≤ αm and β1 ≤ β2 ≤ · · · ≤ βm are
the eigenvalues of respectively A and B. In particular,
if ai 6= bi, then equation (3) simply reduces to impose
the ith columns of U and V to be eigenvectors of re-
spectively A and B.
For the general case, there is no closed-form expression
for the optimizers of (1). One must then resort to iter-
ative algorithms.
To this end, it is useful to note that (1) takes a constant
value on the sets
[U, V ] := {(W,Z) = (UQ, V Q), Q ∈ O(k)} ,
where O(k) is the orthogonal group of degree k. We
may hence rewrite the original problem in terms of the
equivalence class [U, V ], and the feasible set simply re-
duces to the quotient of M by the orthogonal group:
St(k,m)× St(k, n)/O(k).
One can prove that this set presents a manifold struc-
ture. We hence further choose to develop iterative op-
timization algorithms using concepts and formalism of
manifold theory; see, e.g., [1]. For instance, line seach
algorithms consist in iterating from an initial point
(U, V )0 on the manifold, through the following steps
until convergence.
1. Choose a tangent vector to the manifold at iterate
(U, V )k that “indicates” a descent direction for f .
2. “Wind up” that tangent vector on the manifold
in order to find the next iterate (U, V )k+1.
Specific choice of tangent vector leads, for instance, to
the well known steepest descent methods or conjugate
gradient methods.
Finally, one may observe that the optimization problem
analyzed in [2] is defined on the same feasible set, and
may hence be solved using our numerical algorithms.
Moreover, this problem turns out to be similar to ours
when k = m = n.
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1 Introduction
Consider the linear differential equation
x˙(t) = Ax(t), x(0) = x0 (1)
with x ∈ Rn. A standard way of solving this differential
equation is the Crank-Nicolson method. In this method the
differential equation (1) is replaced by the difference equa-
tion
xd(n+1) =
(
I+
∆A
2
)(
I− ∆A
2
)−1
xd(n), xd(0) = x0,
(2)
where ∆ is the time step. We denote the matrix (I +
∆A/2)(I−∆A/2)−1 by Ad .
If we know that the solutions of the differential equation
(1) are exponentially stable, so ‖exp(At)‖ ≤ M1e−ωt , with
ω > 0, what can be said about the solutions of the difference
equation (2) and ‖And‖?
In [2] an estimate is presented in case A ∈ Rs×s: The solu-
tions of (1) are bounded if and only if the solutions of (2)
are bounded:
sup
t≥0
‖eAt‖=: Mc
if and only if
sup
n∈N
‖And‖ ≤ sMd ,
where Md depends on Mc.
However, if matrices keep getting bigger and bigger, an es-
timate depending on the dimension is not convenient. Espe-
cially if one is also interested in infinite dimensional spaces.
Therefore we looked at an estimate, which does not depend
on the dimension, but on the power n of matrix Ad .
2 The growth of And
In [3] the following result is shown:
Theorem 1 Let A be a matrix, such that
‖exp(At)‖ ≤M1e−ωt , with ω > 0 and t ≥ 0,
then there exists a constant M2 > 0, depending on M1 and
ω , such that for all n ∈ N
‖And‖ ≤M2 ln(n+1).
The proof of [3] uses estimates on resolvents and contour
integrals. We present a proof which is based on techniques
from system theory. More precisely, we use Lyapunov equa-
tions to obtain the estimate.
We remark that this result also holds for a general Hilbert
space. So if A is not a matrix but an operator. In this case,
one can prove boundedness of And by posing extra conditions
on the inverse or the resolvent of A, see [1], [4], and [5].
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1 Introduction
Port-based network modeling of (lumped-parameter) phys-
ical systems leads directly to their representation as port-
Hamiltonian systems which are an important class of pas-
sive state-space systems. At the same time modeling of
physical systems often leads to high-dimensional dynami-
cal models. State-space dimensions are enormously high
as well if distributed-parameter models are spatially dis-
cretized. Therefore an important issue concerns model re-
duction of these high-dimensional systems, both for analysis
and control. The goal of this work is to show that the spe-
cific model reduction techniques of linear port-Hamiltonian
systems preserve port-Hamiltonian structure, and, as a con-
sequence, passivity.
2 Model reduction of uncontrollable/unobservable
linear port-Hamiltonian systems
It is a well known fact that port-Hamiltonian systems are
not only passive but also have a specific natural structure
which depends on the total energy or so-called Hamilto-
nian. Other important issues like interconnection between
port-Hamiltonian systems and energy dissipation are also
reflected by the port-Hamiltonian structure. General the-
ory on port-Hamiltonian systems can be found in [1]. We
will show by applying Kalman decomposition that the re-
duction of the dynamics of an uncontrollable/unobservable
linear port-Hamiltonian system to a dynamics on the reacha-
bility/observability subspace preserves the port-Hamiltonian
structure. This result holds both for energy and co-energy
variable representations of linear port-Hamiltonian systems
and it is also shown that the reduced models in the co-energy
variable representation take a somewhat ”dual” form to the
reduced models obtained in the energy variable representa-
tion.
3 Model reduction of general linear port-Hamiltonian
systems
Within the systems and control literature a popular and el-
egant tool for model reduction is balancing. One favor-
able property of model reduction based on balancing, as
compared with other techniques such as modal analysis, is
that the approximation of the dynamical system is explic-
itly based on its input-output properties. Balancing for loss-
less and passive systems is considered in [2]. Since standard
open-loop balancing assumes that the system is asymptot-
ically stable it cannot be directly applied to lossless port-
Hamiltonian systems. In order to overcome this difficulty
it is useful to switch to scattering representation. We will
apply ”Effort constraint” and ”Flow constraint” methods of
model reduction to linear port-Hamiltonian systems in scat-
tering representation and show that the reduced-order mod-
els inherit properties of the port-Hamiltonian structure.
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1 Introduction
It is well known that energy balancing control is stymied
by the presence of pervasive dissipation. To overcome this
problem in electrical circuits, the alternative paradigm of
power shaping was introduced in [2]—where, as suggested
by its name, stabilization is achieved shaping a function akin
to power instead of the energy function. In a previous work
[1] we have extend this technique to general nonlinear sys-
tems. The method relies on the solution of a PDE, which
identifies the open–loop storage function. Despite the intrin-
sic difficulty of solving PDEs, we show through some phys-
ical examples, that the power–shaping methodology yields
storage functions corresponding to the system power.
2 Power–Shaping Control
Our main result [1], which we state without the proof, is
contained in the following proposition.
Proposition 1 Consider the general nonlinear system1
x˙ = f (x)+g(x)u, y = h(x), where x ∈Rn, and u,y ∈Rm are
the input and output vectors, respectively. Assume
A.1 There exist a matrix Q : Rn → Rn×n, |Q(x)| 6= 0, that
i) solves the partial differential equation
∇(Q(x) f (x)) = [∇(Q(x) f (x))]⊤, (1)
ii) and verifies Q(x)+Q(x)⊤ ≤ 0.
A.2 There exist a scalar function Pa : Rn → R verifying
iii) g⊥(x)Q−1(x)∇Pa = 0, where g⊥(x) is a full–
rank left annihilator of g(x),2 and
1All vectors defined in the paper are column vectors, even the gradient
of a scalar function that we denote with the operator ∇ = ∂/∂x. Also, we
use (·)′ to denote differentiation for functions of scalar arguments.
2That is, g⊥(x)g(x) = 0, and rank(g⊥(x)) = n−m
iv) x⋆ = argminPd(x), where
Pd(x) :=
∫
[Q(x) f (x)]⊤dx+Pa(x). (2)
Under these conditions, the control law
u =
[
g⊤(x)Q⊤(x)Q(x)g(x)
]−1
g⊤(x)Q⊤(x)∇Pa (3)
ensures x⋆ is a (locally) stable equilibrium with Lyapunov
function Pd(x). Assume, in addition,
A.3 x⋆ is an isolated minimum of Pd(x) and the largest
invariant set contained in the set
{x ∈ Rn|∇⊤Pd
[
Q−1(x)+Q−⊤(x)
]
∇Pd = 0}
equals {x⋆}.
Then, the equilibrium is asymptotically stable and an
estimate of its domain of attraction is given by the largest
bounded level set {x ∈ Rn | Pd(x)≤ c}.
3 Examples
To motivate the application of this control technique beyond
the realm of electrical circuits, we illustrate the procedure
with two academic and practical examples, including the
magnetic levitation system and a two–tank system.
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1 Introduction
Bubble columns are type of reactors that are frequently used
in the chemical industry as absorbers or fermenters for pro-
cesses which require high contact areas between gas and liq-
uid phases. The current processes operate on models that
are balanced in time and assume good mixing and a homo-
geneous regime over the entire space. However, in many
engineering applications the mixing of two or more fluids is
essential to obtain good performance for the upstream pro-
cesses. Inefficient stirring leads to large blowing periods and
consequently affects the process economy. Extending the
models for fluid motion leads to better productivity and en-
ergy consumption. Growing interest in this area resulted in
flow control theory, following the steps from linear and non-
linear ODE models. The control of fluid motion has been
tackled in many different ways (open-loop and closed-loop
system representations, feedback stabilization of linearized
Navier-Stokes equation, off-line optimization, Lyapounov-
based control etc.) [1], [2]. The channel flow became a
standard benchmark for single phase flow control. In this
talk, we consider a mathematical model that describes the
motion of two fluids (gas and water) in a bubble column us-
ing an averaging approach.
2 Problem description
The mixing process in a bubble column is accomplished by
injecting gas from the bottom of a vessel in order to accel-
erate the rates of chemical reactions and to achieve homog-
enization. The gas injection, as a manipulative variable, in-
homogeneous
regime
transitional
regime
heterogeneous
regime
Figure 1: Flow regimes in a bubble column
fluences the gas distribution and motion of both phases in
the column. Depending on the gas injection, the operating
regime varies over a wide range between two different ex-
treme flows: homogeneous regime (plug flow) and hetero-
geneous regime (turbulent nature), see Figure 1.
3 The dynamical model
The mathematical model of the hydrodynamics in a bubble
column is derived by averaging the Navier-Stokes equations
over an observed space with total volume V using a phase
indicator k for the phase distribution αk, i.e.,
V =
p
∑
k=1
Vk, αk =
Vk
∑pk=1 Vk
,
p
∑
k=1
αk = 1,
where k is set to 1 for the gas phase and to 2 for the liq-
uid phase [3]. The governing equations can be derived by
averaging the fundamental conservation equations for each
phase separately and couple them through an interactive
term F . This yields the following equations
∂αk
∂ t +∇ · (αkvk) = 0,
∂αkvk
∂ t +∇ · (αkvkvk) =
−αkρk ∇p +
1
ρk
∇ · (αkτk)+αkg+(−1)k Fρk ,
for continuity and momentum, respectively. The system ex-
hibits a highly nonlinear behavior and strong spacial varia-
tion. Our goal is to design a boundary controller that sta-
bilizes the homogeneous regime and equalizes the bubble
distribution over the observed space (∇αk = 0, αk 6= 1).
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1 Introduction
Most reactions in the process industry are operated under
strictly constant temperature assuming ideally mixed condi-
tions. That way the reactor can be assumed to be in thermal
equilibrium which simplifies analysis and benefits safety of
operation. However, from a control systems perspective
relaxing the thermal equilibrium constraint introduces ad-
ditional degrees of freedom which could be used advanta-
geously. Studies such as [1] and [2] suggest advantageous
effects can be found by periodic and local actuation. In this
project the transient effects caused by fast local actuation are
investigated more closely.
2 Reaction Rate for Fast Local Actuation
When the temperature in a certain volume is constant, the
Boltzmann distribution is assumed to apply to the energy of
individual molecules. The probability of reaction is largest
when two molecules of high energy collide together. By
adding energy locally and quickly a spatial variation is in-
troduced in the energy distribution, and it becomes possible
to have many high energy molecules together. In this way
the chance of reaction can be locally greatly enhanced. In
time, the energy will spread throughout the whole volume
and thermal equilibrium will be restored in the system. Fig-
ure 1 is a simplified representation of the distribution of en-
ergy over the molecules. The total energy is the same in both
cases, but due to the different distribution the reaction rates
will be different.
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Figure 1: Simplified molecular energy distributions.
3 Control at the Catalyst Site
The focus of this project is on heterogeneous catalytic
reations. In this type of reaction there is at least one sub-
reaction for which the surface of the catalyst is the only
place where it can take occur. The reaction rate therefore
has a naturally occuring spatial dependence. Since the cat-
alyst is typically a solid metallic compound, it allows for
actuation by resistive heating or actuation through electro-
magnetic waves. Energy pulses creating high energy den-
sity are applied directly to the catalyst, and not to the bulk
material. The reactor could then be modeled as consisting
of two volumes, one consisting of all the catalyst particles
and their immediate surroundings, and one consisting of the
bulk materials. Both volumes are assumed to be ideally
mixed. These two volumes are interchanging energy and
mass through their shared surface area. Figure 2 shows a
graphical representation of the model.
Figure 2: Two compartment model. Energy is applied directly to
the catalyst material.
4 Experimental Verification
In process control the models that are available are typically
not very accurate or extremely cumbersome. Furthermore
some parameter values in the models are unknown, or vary
for temperature, gas composition etcetera. Also the tradi-
tional models are not designed to model transient phenom-
ena in the time range of interest for this project. Experimen-
tal verification of simulation results is therefore very impor-
tant. Currently a prototype reactor is being designed in co-
operation with the surface catalysis group for this purpose.
The reactor will allow for heating of the catalyst material
with timeconstants in the millisecond range.
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1 Introduction
In Atomic Force Microscopy (AFM) a sample’s height im-
age with up to atomic resolution is obtained by scanning it
with a sharp tip. The force between the tip and the sample
is measured using an optical cantilever scheme and is used
in a feed back loop to keep the force at a given setpoint, see
figure 1 left. The sample topography is obtained by tracking
the sample elevation z that is required to maintain the set-
point force.
Despite the fact that there are many operation modes for
AFM in general, in ambient environments it can mainly be
subdivided in tapping-mode and contact-mode. In tapping-
mode the cantilever-tip ensemble is excited at a fixed fre-
quency near or at its free resonance frequency and the os-
cillation amplitude of the cantilever deflection is used as a
feedback parameter for the topographical imaging. In con-
tact mode the tip directly contacts the surface and the can-
tilever deflection is used for feedback. Due to the direct con-
tact this mode is also capable of measuring friction forces
between the sample and the tip by means of the torsional
bending of the cantilever as illustrated in figure 1 right [1].
The main differences between the two AFM modes is that
the tapping mode is rather slow in imaging speed but han-
dles the sample very gentle, whereas the contact mode can
be used for high speed imaging but can destroy delicate sam-
ples due to its larger tip-sample friction forces. Here we
propose a solution to control and reduce the friction forces
in contact mode to enable imaging of fragile samples.
2 proposed solution
A recent experiment showed that friction forces on a sharp
tip sliding over an atomically flat surface can be controlled
by modulating the normal force acting between the tip and
sample [2]. At well defined frequencies corresponding to
the resonances of the tip-sample-cantilever system friction
is reduced to below the noise level (∼ 10pN). We propose
to implement this method in a high speed AFM setup to in-
crease the imaging speed for fragile biological samples in
the contact mode. In the proposed implementation the can-
tilever is attached to a dither piezo as illustrated in figure 1
left, that is driven at the tip-sample-cantilever resonance fre-
quency and the fast scanning direction of the sample is set
perpendicular to the cantilever to measure the friction force
by its torsional bending. The modulation frequency is set
higher than the bandwidth of the feedback loop that is track-
ing the sample topography so that topography measurement
is not affected by the modulation signal.
The reduction of friction forces may enable imaging of frag-
ile biological systems and is thus an important step towards
observation of dynamic processes on the molecular level.
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Figure 1: (left) Schematic of AFM. The sample is scanned in
the x-y plane (fast along the x-axis). The tip contacts
the sample and exerts a force on the cantilever bending
it over. The cantilever bending alters the path of the
laser beam what is detected by the photodiode. The
difference between the upper and lower quadrants is
the topographic error signal. This signal is fed back
through a controller to the sample height actuator ’z’
in order to keep the tip-sample force constant. (right)
Schematic of friction-force microscopy. The sample is
moving along the x-axis. Due to the tip-sample friction
force the cantilever is twisted. The twisting angle al-
ters the path of the laser beam what is detected by the
photodiode. The difference between the left and right
quadrants is the friction force signal.
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1 Introduction
Scanning probes microscopy (SPM) is an extensively used
tool in nanotechnology. Although SPM’s are capable of very
high precision imaging, one of the major drawbacks is the
low imaging speed. As a result, scanning probe microscopy
is a very time consuming process taking several minutes per
frame[1]. This makes it impossible for a SPM to capture
dynamic processes. The goal of this research is to speed up
the imaging of SPM’s by modern control techniques.
2 Problem description
In SPM, the sample is moved underneath the probe in a
raster scan pattern by a piezo driven scanner stage. One of
the limiting factors on the speed of the SPM are the mechan-
ical resonances of the scanner stage, which are often weakly
damped. One way of increasing the scan speed is to add
damping to these resonances. This can be done by use of ad-
ditional sensors to measure the position of the scanner stage
and using this signal for a feedback controller. However,
this use of external sensors is expensive and thereby diffi-
cult to implement on existing scanner designs. To overcome
this use of external sensors, one could make use of the self-
sensing capabilities of piezo-electric transducers. Figure 1
shows the basic principle of this method, where the piezo-
electric transducer is connected in a bridge circuit along with
three capacitors[2]. The voltage measured across the bridge
circuit is induced by the strain within the piezo-element.
At the mechanical resonances, the deflexion of the scanner
stage is drastically increased which results in a measurable
voltage across the bridge circuit. By feeding back this signal
it is possible to add damping to the mechanical resonances.
Vr
Controller
C1
C2 C3
Cp
PiezoVp
Amplifier
Figure 1: Circuit for sensorless control of piezo actuator. Here,
C1/C2 = Cp/C3, Vr is the reference voltage and Vp
is the voltage induced by the mechanical strain in the
piezo.
3 Results
The control scheme of figure 1 is implemented on a com-
mercial piezo-electric tube scanner (E-scanner, Veeco, Santa
Barbara, CA, USA). This scanner has its first resonance
mode at a frequency of 2800Hz. Figure 2b. shows the open
loop tracking performance of this tube scanner on a 260 Hz
triangular reference signal, measured with a laser Doppler
vibrometer. The oscillation due to the mechanical reso-
nances are clearly visible here. Figure 2c. shows the closed
loop tracking performance of the same tube scanner using
the proposed control scheme. Here, the oscillations due to
the mechanical resonances are significantly reduced. Con-
sequently, it is shown that when using this control method
it is possible to make a significant performance increase of
existing piezo-electric scanner stages, without the need for
additional sensors.
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Figure 2: Tracking of a 260 Hz triangular waveform. Reference
signal (a.), and tracking position in micrometer of un-
damped (b.) and controlled (c.) tube scanner.
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1 Introduction
A substantial amount of materials in the pharmaceutical,
food and fine chemical processes is produced in crystalline
form. Batch crystallization is a key separation and purifi-
cation unit in such industries, with a significant impact on
the efficiency and profitability of the overall process. The
control of batch crystallization processes is often a challeng-
ing task due to their highly non-linear behavior, plant-model
mismatch, irreproducible start-up, unmeasured process dis-
turbances and lack of reliable measurements for the system
states. Due to these limitations, the open-loop implemen-
tation of the off-line optimized profiles often degrades the
effectiveness of the optimal control strategy in real applica-
tions. This study aims to reveal that the on-line computation
of the optimal operating policy during a batch crystalliza-
tion process is an effective strategy to cope with such per-
formance deteriorations.
2 Methodology
In this study, the design and real-time implementation of an
optimal feedback control strategy on a 75-liter draft tube
crystallizer are investigated. The objective is to maximize
the crystal growth rate in a fed-batch crystallization of am-
monium sulphate to reduce the required batch time and, con-
sequently, increase the total throughput of the crystallizer.
The dynamics of the seeded fed-batch crystallization of an
ammonium sulphate-water system are modeled by a popula-
tion balance equation, a solute concentration balance equa-
tion and empirical correlations to express the kinetics of the
secondary nucleation and the crystal growth rate.
The aforementioned process model is used for the design of
a dynamic optimizer based on the simultaneous optimization
strategy. The dynamic optimizer is devised to optimize the
heat input trajectory in accordance with an objective func-
tion corresponding to the maximization of the crystal yield
subject to a growth rate constraint. The growth rate con-
straint is imposed to avoid an irregular growth of crystals
that might degrade the product quality. The dynamic op-
timizer is then embedded in the framework of a feedback
system, where an extended Luenberger-type observer [1] is
used to estimate the evolution of the supersaturation and,
subsequently, soft-sensing the crystal growth rate during the
batch crystallization process. The effectiveness of the op-
timal feedback control strategy is verified by a number of
implementations on the 75-liter crystallizer.
3 Results and Perspectives
It is observed that the crystal growth rate effectively follows
its maximum admissible value at the optimal heat input pro-
file. Experimental results also demonstrate that the applica-
tion of the proposed optimal control strategy leads to a sub-
stantial increase in the crystal volume fraction at the end of
the batch, while the reproducibility of batches with respect
to the product crystal size distribution is sustained.
The results are also compared with a preceding study [2]
in which the process was represented by a moments model;
the optimal profiles are in very good agreement with those
obtained in the previous study. Furthermore, it is revealed
that lowering the heat input constraint after the initial phase
of the batch, when the crystal growth rate is higher than
its maximum admissible value, enables the dynamic opti-
mizer to follow the growth rate constraint more closely. This
is, however, achieved at the expense of lower overall batch
crystal yield.
In future, the process model will be tailored for an 1100-
liter draft tube baffle crystallizer such that two fines removal
loops are included into the model; the fines removal loops
offer an extra degree of freedom to better control the crys-
tal size distribution throughout the batch crystallization pro-
cess. Subsequently, the process model will be utilized to
devise an optimal feedback control strategy similar to that
introduced in this work.
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1 Magnetic electron lenses
Measurements on an experimental scanning electron micro-
scope (SEM) lens system (immersion-type probe forming
lens and vacuum chamber) in combination with first princi-
ple models and finite element methods have to provide in-
sight into the dynamic behavior of the lens influenced by
phenomena as Eddy currents, a nonlinear B-H curve and
hysteresis.
For decades the electron microscope has been used as a man-
ual controlled imaging device. For the next generation of
microscopes there is a need for automation and calibration.
Static characterization of electron optic elements such as
magnetic electron lenses is known in detail. However, to
reduce the time involved and to increase reproducibility of
lens settings, taking into account dynamics is crucial.
Within a SEM an electron beam is focussed into a fine spot
which can be as small as 1nm. The spot size is limited by
aberrations of different electron optical components. The
area which is scanned is in the order of µm. Magnifications
in the order of a few 100,000 times are obtained, [1]. A
schematic diagram of a SEM is provided in Figure 1.
The focal distance f (1) is related to both the acceleration
voltage (U ∈ [0.2,30]kV, [1]) and the magnetic field at the
optical axis Bz, [2]. Here e and m represent the charge and
mass of an electron.
1
f
=
e
8mU
∫
B2zdz (1)
Magnetic electron lenses are controlled by the current run-
ning through the lens’ coil (about 1,000 Ampere turns). The
magnetic field (B ∈ [0,1]T) is shaped by the lens-yoke. Sta-
bility demands on both current and the magnetic field are in
the order of 10 ppm. The yoke-material is selected such that
the best steady state results are obtained.
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1 Introduction
Traditionally, active control of structural radiators has ap-
proached the problem through integrating sensors and ac-
tuators on or into the structure. In such an approach, the
goal is to modify the systems response to disturbance, rather
than influence the disturbance path to the radiating structure.
Many practical issues exist, which ultimately limit the effec-
tiveness of such an approach. A general problem in industry
is noise radiation from a structure housing a rotating device,
where the rotating device creates the disturbance. We have
attacked the problem by seeking to reduce the force trans-
mission in the path rather than the vibration on the radiating
surface itself.
2 Implementation and results
A setup on lab scale has been built (Fig. 1), such that in
the frequency range of interest, up to 1 kHz, several plate
resonances, frame resonances and the shaft resonance show
up. Next, a modular active bearing was designed that uses
piezo stacks for actuation and both force and acceleration
measurements as sensing signals.
Figure 1: Setup with active bearing
To evaluate different control approaches, a simplified model
of the setup was made. Based on simulation results, force
feedback control has been implemented, leading to a signif-
icant noise reduction above 500 Hz. Because of the peri-
odic nature of the disturbance forces of rotating machinery,
a repetitive controller was also implemented and this further
reduces the radiated noise. As in the frequency region below
500 Hz, the achievable reduction with the force feedback
is limited, a repetitive control using the frame acceleration
was implemented. Figure 2 presents the achieved noise re-
duction using only feedback control and feedback control
combined with repetitive control (i.e. hybrid control) in the
frequency range of 400-900Hz. This result shows the effec-
tiveness of the selected approach.
In the presentation a general overview of the work con-
ducted will be given. Details on bearing design and con-
troller implementation can be found in [1] and [2] respec-
tively.
Figure 2: Noise reduction with feedback and hybrid (feed-
back+repetitive) control
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1  Introduction
To achieve the required level of accuracy in high-precision
equipment,  e.g.  photolithography  machines  or  electron
microscopes, much effort is put in minimizing the effects of
disturbances. Hence, state-of-the-art machines incorporate
vibration  isolation  systems,  which  aim  at  rejecting
disturbances that emanate from the support structure. For
this  purpose,  the  suspension  resonance  frequencies  are
designed to be low (typically 1 Hz).  However,  this  may
lead  to  dynamic  instability  for  high  center-of-gravity
machines. Moreover, the sensitivity to disturbances acting
directly on the payload is increased.
Another approach, which is investigated by the authors, is
to use a hard mounted payload, i.e. suspension resonance
frequencies are in the order of 10 Hz. An active vibration
isolation  control  system  must  now  be  used  to  reject
disturbances  emanating  from  the  support  structure.  The
controller  combines  an  adaptive  feedforward  controller
with feedback control  and requires  measurements of  the
support structure motion and the payload motion.
2  Disturbance sources
Besides  the  external  disturbance  sources,  e.g.  floor
vibrations  and  acoustic  noise,  additional  disturbance
sources are introduced by the control system:
▪ sensor & signal conditioning noise
▪ ADC noise
▪ DAC noise
▪ amplifier & reconstruction filter noise
Due to the nonlinear (adaptive) nature of the feedforward
controller, the effects of these disturbance sources should
be  considered  simultaneously.  However,  for  sufficiently
large SNR, it is assumed that the disturbance sources only
affect the isolation performance, not the adaptation of the
feedforward  controller.  Under  this  assumption,  the
isolation performance can be analysed using dynamic error
budgetting.
Figure 1 shows a block diagram of the complete system
and the various disturbance sources.  The plant  model  G
incorporates  the  mechanical  system and  the  sensor  and
actuator  dynamics.  The controller  consists  of a  feedback
controller C and an adaptive feedforward controller W.
1 This research project is sponsored by the Innovation–oriented
Research Program (IOP) Precision Technology, which is carried
out by SenterNovem by order of the Dutch Ministry of Economic
Affairs
Fe denotes  the  external  disturbances,  v1 denotes  the
combined DAC, amplifier and reconstruction filter noise,
and  v2 denotes  the  combined  sensor,  signal  conditioning
and ADC noise. 
Figure 1:  Block diagram of an active vibration isolation
system with disturbance sources
The figure also shows the delay Δ due to:
▪ signal reconstruction
▪ signal conditioning
▪ AD- and DA-conversion
▪ computational delay
This delay can have significant effects on the stability of
the  feedback  loop,  as  well  as  on  the  (high  frequency)
performance of the feedforward controller. 
3  Results & future research
The mentioned disturbance sources and delay are analysed
for  a  laboratory  setup  of  a  single  directional  vibration
isolation system. The disturbance sources are characterised
from  measurements  or  estimated.  The  dynamic  error
analysis is compared to experimental results.
Future research activities will focus on feedback controller
(re-)design  using  robust/optimal  control,  signal  condi-
tioning  improvements  and  reduction  of  the  calculation
delay.
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Introduction 
Vibration isolation is crucial to many areas of 
accurate positioning applications. For a 
predefined payload, vibration isolation can be 
achieved by playing with allocation of the 
actuators and the system stiffness and 
damping ratio. Current vibration isolation 
systems which are designed for large load (in 
scales of thousand kg), for example, the 
Air-Mount in the wafer scanner, achieve 
gravity compensation by means of pumping in 
high pressure air. However, the working 
bandwidth of this system is quite narrow. One 
possible reason is the high frequency 
dynamics of the high pressure air. Jie Liu and 
Kefu Liu [1] designed a novel electromagnetic 
vibration isolation system which is able to 
isolate vibrations with varying frequencies by 
means of instantaneous varying the system 
stiffness. However, it is a 2-DOF system with 
small payload. A 6-DOF, absolutely 
contactless vibration isolation system by 
means of electromagnetic actuators, 
Gauss-Mount, is proposed to work with large 
payload and to wider its working frequency 
band. 
 
Objective 
Each of the Gauss-Mount actuators will be 
able to compensate gravity passively and 
stable by means of electromagnetic fields. On 
top of that, there are two integrated Lorentz 
actuators for the vertical translation and one of 
the horizontal translations. Three actuators are 
integrated to suspend a 3000 Kg payload 
which has 6 DOF controllable and at the 
meantime reduce the disturbances and 
resonances with a frequency band of 1 Hz to 
50 Hz. The design target is given by the form 
of transmissibility, plotted in Figure 1. 
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Figure 1 
 
Future Design Work 
1. The dependence of system performance 
and power consumption on placement of 
the actuators is being investigated by 
means of modeling. 
2. A scaled prototype of Gauss-Mount is 
planning to be built. A reasonable way of 
scaling should be found out. 
3. The built-in sensor system should be 
properly designed. 
4. The appropriate control structure and the 
control methods are going to be designed 
to achieve the desired transmissibility. 
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1   Introduction 
DSL technology (‘digital subscriber line’) provides 
broadband services over the twisted pair copper wires of 
the existing telephone network. In order to accomplish 
the ever increasing demand of the user, new techniques 
are developing. Current DSL systems make only use of 
differential mode signals (DM), which refers to the 
electrical voltage difference between two wires. In next 
generation DSL technologies, the common mode signal 
(CM) will also be exploited. In this way, the capacity 
can be three times higher [1]. Figure 1 shows how those 
signals are defined. 
 
Figure 1: The definition of the DM signals and the CM signal 
2   Series Impedance 
In order to use also the common mode signal, we need 
reliable transmission line models which take also this 
signal into account. The derivation of the new models is 
based on the multiconductor transmission lines (MTL) 
theory [2]. Figure 2 shows how a binder with twisted 
pairs can be modeled. 
 
Figure 2: The MTL equivalence for a binder with twisted pairs 
For each wire, you need an approximation for the 
resistance R and the inductance L. These parameters can 
be found, taking the real and the imaginary part of the 
series impedance. The exact formula and his derivation 
can be found in [3]. The impedance is valid for a quad 
and takes beside the skin effect also the proximity effect 
into account. However this formula has never been 
verified in the past. Different setups have been built to 
validate the series impedance. 
 
 
3   Measurements 
The validation will be done by S11-measurements. 
Concerning the setup, the length of the multiconductor 
transmission line is limited because of some practical 
mechanical problems. This length constraint makes it 
difficult to measure the one-port quantities because the 
instrument must operate in a range of just a few decibels 
due to the limited line attenuation. There are still some 
other challenges you have to cope with for the 
validation. Due to the construction constraint there will 
be calibration errors. Also drift and coupling with the 
environment makes the validation very difficult. 
The setup consists of four small copper wires of 2m 
surrounded by air. At regular distances, spacers are 
placed so that the conductors stay parallel over the 
whole line length. When measuring the S11 parameters 
with an open and a 
short termination, it’s 
possible to derive the 
series impedance. In 
figure 3, this is 
compared with the 
simulated impedance.  
Because of the above-
mentioned problems 
there is still a 
difference between 
the two curves. New measurements will take place to 
reduce this error. 
4   Conclusions 
New transmission line models will be set up, using also 
the common mode signal. This will lead to much faster 
DSL technology. For the models, we need good 
approximations for the parameters R and L, which 
follows from the formula of the series impedance. In 
this abstract it’s shown how this formula can be 
validated.   
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1 Abstract
In this paper (see [3]) we consider the linear quadratic differ-
ential game for descriptor systems that have index one. We
derive both necessary and sufficient conditions for existence
of an open-loop Nash equilibrium.
We consider the problem of two players who like to opti-
mize their performance given by a usual quadratic cost func-
tion depending both on the state and control variables. The
underlying system is described by a set of differential and
algebraic equations of index one. That is, we assume that
the dynamics of the game is described by
Ex˙(t) = Ax(t)+B1u1(t)+B2u2(t), x(0) = x0,
where E, A∈ IR(n+r)×(n+r), rank(E) = n, Bi ∈ IR(n+r)×mi and
ui ∈ IRmi are the controls player i can use to manipulate the
system. Each player i has a quadratic cost functional Ji given
by:∫ t f
0
{xT (t)Q¯ix(t)+uTi (t)R¯iui(t)}dt+ xT (t f )Q¯it f x(t f ).
Here all matrices are constant in time, Q¯i = Q¯Ti , and R¯i is
positive definite (> 0).
The considered information structure of the game is of the
open-loop type. That is, both players only know the initial
state and structure of the system, and the set of admissible
control actions are functions of time.
Linear quadratic control problems play an important role in
applications. Therefore the linear quadratic control problem
for descriptor systems has been considered in the literature
by various authors too. The theory on the autonomous lin-
ear quadratic control problem for descriptor systems is, e.g.,
well documented in [5]. Here one can find also many refer-
ences to this literature. Like most approaches for solving the
linear quadratic control problem for descriptor systems, in
this paper we solve the corresponding game problem by first
applying an appropriate transformation to the pencil λE−A
(see [4]). Under some additional simplifying assumptions
on the system it is possible then to solve the game, for both
a finite and infinite planning horizon, using the theory for
affine linear quadratic differential games as documented in
[1] and [2]. Moreover, conditions are presented that are both
necessary and sufficient for the existence of a unique equi-
librium.
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1 Abstract
The nature of the interception problem with 2 non-
cooperative players namely the interceptor and target,
leads to the field of differential games and more specif-
ically to pursuit-evasion games. Traditionally saddle-
point strategies are based on a nominal model. However
in real-life uncertainties are unavoidable. Introducing
a model with uncertainties to the saddle-point strate-
gies will lead to highly reduced performances and/or an
overly conservative, computationally intractable prob-
lem. Robust programming can be applied to effec-
tively handle the model uncertainties and evader dis-
turbances. The pursuit-evasion problem can be refor-
mulated as a convex optimization problem by using a
Lagrange relaxation technique called the S-procedure.
The strategy based on the relaxed semi-definite pro-
gram guarantees a level of performance to the pursuer
against all allowable evader disturbances and model
uncertainties. The robust minimax strategies are im-
plemented as so-called open-loop feedback policies and
guaranteed performances are derived for these strate-
gies.
2 Approach
The objective of this paper is to demonstrate that
finite-horizon pursuit-evasion games, with discrete
time-variant real-parametric uncertainties, can ef-
fectively be solved by using robust programming.
The so-called robust minimax strategies will supply
an upper bound to the performance of the pursuer
and satisfy the imposed constraints. In other words,
the robust minimax strategy provides a guaranteed
performance to the pursuer against all allowable
uncertainties and disturbances. As the main difference
with the traditional approaches, we no longer consider
saddle-point solutions but rather guaranteed-cost
strategies. The problem is furthermore restricted to
possible time-variant, set-constrained (box/ellipsoid)
control inputs, disturbances and uncertainties.
Since the robust problem with its semi-infinite
constraints is hard to solve a Lagrange relaxation
technique, namely the S-procedure [3], will be ap-
plied. The relaxed problem results in a linear matrix
inequality (LMI) and hence a semi-definite program
(SDP), which is convex and easy to solve. The price
paid for the convexification of the problem is that
the relaxation can possibly introduce a relaxation gap
and hence lead to a sub-optimal minimax strategy.
The derived robust minimax strategies turn out to be
rather conservative, even in case of tight relaxations.
The conservatism is a consequence of the fact that
the robust minimax strategy is designed in open-loop
form against all allowable evader disturbances and
system uncertainties. The conservatism can be reduced
by implementing the robust minimax strategies as
open-loop feedback policies (OLFP) [1].
3 Results
This paper will show the influence of these approaches
and provide an upperbound to the pursuers perfor-
mance using a dynamic programming approach. The
work presented here is closely related to the PhD work
of Lofberg [2]. Adaptations have been made to make
this work suitable for the classical pursuit-evasion game
formulation. The main differences can be found in the
fact that the problem has been reformulated such that
a larger range of multipliers, like full-block multipli-
ers [3] can be applied, possible leading to a decrease
in the relaxation gap. Furthermore the robust min-
imax strategies have been implemented as OLFP for
the finite-horizon problem. The LMI problem is solved
at each time-step, and prediction horizon and problem
horizon coincide.
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1 Abstract
In this talk we consider differential games with incomplete
and imperfect information. Imperfect information relates to
the fact that the information we have on the underlying dy-
namics can not be measured perfectly, i.e. is corrupted by
some form of noise. The notion of incomplete information
reflects the common fact that we can only observe the dy-
namic system partially. In the context of linear quadratic
differential games we already considered the case of incom-
plete information (see [1, 2]), where we concluded that it
might be more interesting to introduce imperfect informa-
tion.
The game we consider is a direct generalization of the LQG
optimal control problem to a two player differential game.
We restrict ourselves in this talk to two-player games, but
it should be noted that generalization to the N-player case
is straightforward. We avoid the stochastic framework by
studying the equivalent H2 setting. As e.g. explained in [3]
the minimization of the H2 norm of the closed loop transfer
matrix can be given the stochastic interpretation of minimiz-
ing the expected value of the squared norm of the output in
case that the disturbance is a standard white noise process.
Although the solution of the LQG optimal control problem
was already well-known in the early seventies, the LQG dif-
ferential game with incomplete and imperfect information is
a much harder problem. The LQG optimal control problem
has traditionally been solved using the celebrated separa-
tion principle, which unfortunately does not hold for LQG
differential games. We show that it is not very likely that
a finite dimensional Nash equilibrium exists under generic
conditions, hence we aim for ε-Nash equilibria in a prede-
termined class of linear dynamic compensators. We formu-
late an algorithm to calculate these ε-Nash equilibria and
discuss the obtained results.
Finally it should be noted that we chose the H2 norm as a
suitable measure to deal with the imperfections, the same
approach can be followed for other performance measures
like e.g. the H∞ norm.
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1 Abstract
We introduce the notion of distributed design methods,
which construct controllers by accessing a plant’s descrip-
tion in a constrained manner. We propose performance and
information metrics for these design methods, and inves-
tigate the connection between closed-loop performance of
the best controller they can produce and the amount of ex-
changed information about the plant. For a class of lin-
ear discrete-time, time invariant plants, we show that any
communication-less distributed control method results in
controllers whose performance is, at least, twice the opti-
mal in the worst-case. We then give a bound on the mini-
mal amount of exchanged information necessary to beat the
best communication-less design strategy. We also show that,
in the case of continuous-time plants, the worst-case per-
formance of controllers constructed by communication-less
design strategies is unbounded.
2 Motivation and results
A lot of literature has been devoted to distributed or decen-
tralised control, where a set of interconnected systems is
controlled by a set of controllers interconnected in the same
way. Let us consider a (discrete-time or continuous-time)
global system described by a square matrix A as a set of in-
terconnected scalar systems. Then a distributed control aims
at finding a control matrix K that has the same null entries
as A. For instance, if A is tridiagonal, then so should be
K. In general, the controller matrix K that minimises some
quadratic cost is the solution of a convex optimisation prob-
lem (cf. Langbort, Chandra and D’Andrea, 2004.).
Relatively little attention has been paid to controllers de-
signed in distributed way, however. Suppose that for every
system, the corresponding controller is designed locally,
from the knowledge of the local model of the system. We
call such a design method distributed. If the global system
is given by a matrix A then every row of the controller ma-
trix is computed from the corresponding row of the matrix
A. If we fix a quadratic cost, we can ask what is the best
distributed design method. This requires a notion of “best
distributed design method”.
Suppose that we have a given discrete-time plant xt+1 =
Axt +ut with a given initial condition x0. The optimal static
controller, without any constraint on the type of controller, is
given by a matrix ut = Koptimalxt , usually computed through
a Riccati equation. For a fixed distributed design method, we
also find a static controller matrix Kdistr−design. Those two
controllers will lead to two costs Joptimal and Jdistr−design,
functions of the plant and the initial condition. We call
the supremum JoptimalJdistr−design over the plant A and the initial
condition x0, the competitive ratio of the distributed design
method. A similar notion was introduced by Manasse, Mc-
Geoch and Sleator (1988) in computer science. The com-
petitive ratio is always greater than or equal to one. In this
sense, the best distributed design method is the one with the
smallest competitive ratio.
Another way to compare two distributed design methods M
and N is pointwise comparison of cost functions: M is not
worse than N if Jdistr−designM ≤ Jdistr−designN for all plants
and initial conditions. This introduces a partial order on dis-
tributed design methods, the minimal elements of which are
to be found.
For a given plant A, initial condition x0 and controller, we
consider the quadratic cost J =∑t≥1 ‖xt‖22+∑t≥0 ‖ut‖22. Our
main results are the following.
The deadbeat (i.e., choosing K =−A) is a distributed-design
with the best possible competitive ratio, equal to 2, and is
minimal with respect to pointwise comparison among meth-
ods with the same competitive ratio.
We also show that if we allow partial communication be-
tween the agents that compute the controller, the commu-
nication graph must be weakly connected to do better than
the deadbeat. Hence at least n− 1 messages are required
between n agents.
For continuous-plant, we prove that every distributed-design
method has an infinite competitive ratio.
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1 Abstract
We study convergence properties of a distributed model pre-
dictive control (DMPC) scheme, where agents negotiate to
compute an optimal consensus point using an incremental
subgradient method based on primal decomposition as de-
scribed in [1]. The objective of the distributed control strat-
egy is to agree upon and achieve an optimal common output
value for a group of agents in the presence of constraints
on the agent dynamics using local predictive controllers.
Stability analysis using a receding horizon implementation
of the distributed optimal consensus scheme is performed.
Conditions are given under which convergence can be ob-
tained even if the negotiations do not reach full consensus.
2 Introduction
An important problem that arises among distributed
decision-making systems (often called agents), is related to
consensus-seeking and rendezvous, which has received a
high level of interest in the recent literature [2]. This prob-
lem consists of designing distributed control strategies such
that the state or output of a group of agents asymptotically
converge to a common value, a consensus point, which is
agreed upon either a priori or on-the-fly using some nego-
tiation scheme. In this work, we assume that a consensus
point is not fixed in advance, but is rather determined by an
optimal control problem. We focus on the combination of
model predictive controllers and subgradient-based negotia-
tion of optimal consensus (along the lines of the work in [1]),
and investigate conditions for asymptotic convergence of
such distributed control schemes. We propose an algorithm
for distributed model predictive consensus, which guaran-
tees convergence under reasonable assumptions given a suf-
ficient number of subgradient iterations can be performed
without interruption. We model agents as constrained linear
dynamical systems and build on the decentralized negotia-
tion algorithm described in [1] to compute exactly or at least
approach the optimal consensus point.
3 Solution approach
The consensus problem is defined as a collection of lo-
cal finite-time optimization problems, where agents seek to
achieve a common terminal output value of their dynamics.
The consensus point is an optimization variable as well and
agents minimize a quadratic cost penalizing deviations from
the state and control equilibrium values corresponding to the
chosen consensus point. The solution of this problem is dis-
tributed among the agents in [1] using primal decomposition
in combination with an incremental subgradient method [3].
Each agent performs individual planning of its trajectory and
negotiates with neighbors to find an optimal or near optimal
consensus point, before applying a control signal. The opti-
mal control sequence (along with the final consensus point)
is constantly updated based on new measurements in a re-
ceding horizon fashion.
4 Stability analysis
Stability of such a combination of DMPC and incremen-
tal subgradient methods is not a trivial question, especially
since the terminal constraint value in the receding horizon
scheme is an optimization variable as well. We propose an
algorithm that requires the subgradient iterations in subse-
quent time steps approach the optimal consensus point to an
increasingly more accurate level and at the same time the
local MPC solutions satisfy an improvement property along
the closed-loop evolution of the agents’ dynamics. The first
requirement ensures that the mismatch between different in-
terrupted terminal point values diminishes as t → ∞. The
second requirement is analogous to a standard suboptimal
MPC scheme, where feasibility of such an improvement
constraint implies stability of the receding horizon control
scheme. Based on the convergence analysis of the combined
DMPC / optimal consensus approach a sufficient minimum
number of subgradient iterations is established.
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1. INTRODUCTION
The framework of LTI (Linear Time Invariant) systems has
been shown to provide good approximating models for a
large amount of real-life dynamic systems. However, the
assumption of time invariance is not always satisfied for
some applications, such as systems with a varying set point
(e.g. a moving robot arm) or systems with varying parame-
ters (e.g. pitting corrosion or metal deposition). In this
work we model linear, slowly time-varying (LSTV) sys-
tems via linear continuous-time models with piece-wise
polynomially time-varying coefficients. Contrary to most
previous work (e.g. [2] and [3]), the identification is per-
formed in the frequency domain using multisine excita-
tions. The most important advantages are, first, that a lot of
non-parametric information and insight is gained from the
spectrum of the output signal, next, that a colored non-
parametric noise model can easily be used and, finally, that
the frequency band of interest is well-defined.
2. PROBLEM STATEMENT
In this study the considered systems are assumed to be
described by linear ordinary differential equations with
coefficients varying piece-wise polynomially as functions
of time:
(1)
with  and , respectively, the noiseless in- and output
signals.  and  are constants. A motivation for using
this class of models is that any linear time-varying (LTV)
dynamic system can be approximated by a system with
piece-wise polynomial parameters as long as the length of
each piece is chosen small w.r.t. the fastest rate of change
of the parameters.
When noisy input/output measurements  and  of
this system are available, satisfying (subscript 0 refers to
the noiseless case)
 , (2)
an identification procedure can be set up, involving the
minimization of the equation error (the difference of left
and right hand side of (1)). Two different approaches are
found in the state-of-the-art identification tools for time-
varying systems. The first assumes the input to be noiseless
and the noise on the output to be white. The second identi-
fies a parametric noise model, simultaneously with the
plant model [3]. When working in an errors-in-variables
framework, estimates of the (cross-) power spectra of the
noise sources  and  are required. On the other
hand, for frequency domain approaches, non-parametric
noise models are sufficient, which are easily extracted from
the measurements as illustrated in section 3.
3. TAKING ADVANTAGE OF MULTISINE EXCITATIONS
For linear slowly time-varying systems, the response to a
multisine provides information on the speed of variation of
the instantaneous frequency response function. This is
illustrated in Figure 1 where the output spectrum of an
LSTV system excited by a multisine is plotted. The consid-
ered system is a second order electronic circuit with a time-
varying resonance frequency. In Figure 1 a distinction is
made between the excited frequencies (black arrows) - the
frequencies where energy is present in the exciting multi-
sine - and the non-excited ones (grey dots). The non-
excited frequencies form valleys in-between two excited
frequencies. Since they wouldn’t be present in the LTI
case, they must be due to the time variations. The faster the
time variations are, the higher the level of the valleys.
When identifying an LSTV system in an errors-in-variables
framework an estimation of the noise level is required,
which can readily be accomplished by using multisines. As
seen in Figure 1, the output signal consists of regions with
high Signal-to-Noise Ratio or SNR (in the vicinity of the
excited frequencies) and low SNR (in the valleys). In the
latter regions, the influence of the deterministic part of the
signal can be reduced significantly, leaving only the noise
[1]. A non-parametric estimation of the noise power spec-
trum from one measurement is given by the black full line.
It coincides quite well with the noise spectrum estimated
using classical tools on the same system but with frozen
time variations (given by the full grey line).
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1 Introduction
A general linear time invariant (LTI) system with a noise
corrupted output can be given by the following discrete-time
transfer function relation:
y(t) = G0(z)u(t)+ e(t)
where u(t) and y(t) are the input and output of the system
at time t, respectively and where e(t) is a zero mean white
noise sequence perturbing the measured output. A system
structure as such is known as an Output Error (OE) system.
Using the measured dataset of size N
ZN = {u(1),y(1) . . .u(N),y(N)}
one usually aims at finding the true system G0(z). However,
as the dataset is noise corrupted the true system can never
be found exactly. For estimation of the true system we use
prediction error identification methods, being of parametric
nature.
As an alternative to an estimate of the true system one
can choose to construct a confidence region. This region
in the parameter space covers the true system’ parameters
with a certain predefined probability of 100(1−α)%, con-
sequently covering the true system with an equal probability.
Controlling the full set of systems described by the param-
eters inside the confidence region will result in a minimum
probability of 100(1−α)% that one can control the true sys-
tem.
2 Problem Statement
The nowadays used method in system identification and
Matlab of parametric confidence region construction is
based on several asymptotic expressions. For the commonly
used method, introduced by Ljung [3], one accepts the use
of a Taylor expansion. Convergence of the Taylor expan-
sion is evidently correct for a large dataset, though for lower
amounts of data questionable.
The research on ARX models by Den Dekker, Bombois and
Van den Hof [1] has been extended by this research to Out-
put Error (OE) models. Monte-Carlo tests on OE systems
have yielded that, for low amounts of data, the confidence
regions will cover the true system with a significant lower
probability then initially specified. Solutions to this prob-
lem are yet to be found.
3 Solutions
Multiple alternatives with respect to the commonly used
methods of parameter uncertainty bounding have been re-
searched. All presented alternatives have shown to give
more reliable confidence regions when using small data sets.
From the field of statistics the Rao test and the Likelihood
Ratio test are used to construct confidence regions. Further-
more, the LSCR method (Leave-out Sign-dominant Cor-
relation Regions method) by Campi & Weyer [2] has been
reviewed for OE model structured systems. The resulting
confidence regions have extensively been tested for small
amounts of data.
Though the alternatives show more reliable confidence re-
gions, usability problems are present. A dilemma arises for
finite sample based OE confidence regions. The uncertainty
boundary in the parameter space will either have an exact
confidence level or will be well-defined (ellipsoidal) in the
parameter space.
This research has been done under supervision of A.J. den
Dekker, X.J.A. Bombois and P.M.J. van den Hof.
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1 Introduction
The goal is to select the model that describes ‘best’ (accor-
ding to some criterion depending on the intended use of the
model) a data record where the number of data is not sig-
nificantly larger than the number of parameters (=short data
record). This is still an open problem for short data records
and we will analyse a modification of the AIC (see Table 1)
to search for a trustfull prediction.
Any model selection criterion makes a trade off between
reducing the systematic errors (complex models) and redu-
cing the noise sensitivity (simple models). The properties of
these procedures are well understood if the number of data
samples N goes to infinity. The best we can do at this mo-
ment for short data records is to give the confidence level of
the test.
Assume now that the model parameters θˆ are obtained
by minimizing a nonlinear weighted least squares (WLS)
cost function VWLS(θˆ), which decreases with the number
of free model parameters nθ . To avoid overfitting, model
selection criteria add a penalty term p(N,nθ ), which in-
creases with nθ and where N is the number of observations.
The optimal (‘best’) model is then the one that minimizes
VWLS(θˆ)p(N,nθ ). Formally, the ‘best’ model should be the
best compromise between goodness-of-fit and model vari-
ability.
2 Akaike Information Criterion (AIC)
Classically, in the prediction error framework, the AIC rule
was presented for cases where the noise model is estimated
together with the plant model [2]. It was constructed to per-
form well for large sample sizes (nθ N) (see AIC in Table
1).
In [3], one has further modified this model selection crite-
rion in order to improve their performance for short data
records (nθ → N) (see AICS in Table 1). These criteria are
designed for the situation that the noise variances are known
or priorly estimated.
Name Expression Applicability
VWLS(θˆ)p(N,nθ )
AIC VWLS(θˆ)N
(
1+ 2nθN
)
nθ  N
AICS
VWLS(θˆ)
N−nθ
(
1+ 2nθN−nθ
)
nθ → N
Table 1
3 Hypothesis Testing Interpretation of AICS
Here we combine the improved AICS criterion with the hy-
pothesis testing interpretation proposed in [1].
Suppose we want to choose between two models M1 and
M2 to characterise a certain dataset with N samples.M1 has
n1 parameters θ1 andM2 has n2 parameters θ2 with n1 < n2.
We also know thatM2 is the correct model.
Then, for short data records, a modified AICS will select
modelM2 iff
VWLS(θˆ1)
N−n1
(
1+
2n1
N−n1
)
>
VWLS(θˆ2)
N−n2
(
1+
2n2
N−n2
)
. (1)
Moreover, VWLS(θˆ2) ≈ N − n2, because M2 is the correct
model, such that equation (1) can be rewritten as:
VWLS(θˆ1)> (N−n1)
(
1+ 2n2N−n2
1+ 2n1N−n1
)
. (2)
M2 will be selected by a χ2-test [4] iff the simpler model
M1 is rejected by this χ2-test:
VWLS(θˆ1)> χ2N−n1,1−α . (3)
Both righthand sides of (2) and (3) can be equated, such that:
(N−n1)
(
1+ 2n2N−n2
1+ 2n1N−n1
)
= χ2N−n1,1−α .
So, for a given N, n1 and n2 we can verify to which signifi-
cance level an AICS model selection corresponds.
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1 Introduction
All real life systems are to some extent nonlinear. However
in many applications a linear system is postulated if the non-
linear distortion is small with respect to the measurement
noise, or if the system behaves linearly in the frequency band
of interest. In many applications the nonlinear behavior is
apparent such that the use of the classical linear identifica-
tion framework fails. While the behavior of the disturbing
noise is well studied for linear systems, [1], [2], [3], the sit-
uation becomes more involved for nonlinear systems.
When non-linearities are detected, the user wants to know
how large they are with respect to the measurement noise.
One way to do this, [4], is by computing the Frequency Re-
sponse Function (FRF) over different periods of the periodic
excitation signal and this for multiple realizations of the in-
put signal. For the excitation signal periodic Gaussian noise
or a random phase multisine, [2], is considered, like in the
classical case, [4]. The variability of the FRF over the differ-
ent periods provides the user with an estimate of the level of
the measurement noise and the variability of the FRF over
the different realizations provides the user with an estimate
of the level of the nonlinearities. We propose a method that
allows the user
1. to extract the level of nonlinear distortion and the
measurement noise
2. a significant reduction in measurement time with re-
spect to the classical method, [4].
2 Main method
For the excitation signal periodic Gaussian noise or a ran-
dom phase multisine, a sum of harmonically related sines
[2], is considered, like in the classical case, [4]. We propose
to use two periods and two realizations only to extract the
noise characteristics, by computing the FRF over the dif-
ferent periods, [5], [6], and over the different realizations
via circular overlap (Figure 1). This method provides the
user with a significant reduction in measurement time with
respect to the classical method, [4] and a reduction in un-
certainty on the estimate of the FRF. The user gets these ad-
vantages for free as the main estimation procedure remains
unchanged. In Figure 2 a simulation example is shown. The
black curve is the estimated FRF, the light gray curves are
the level of the nonlinear distortion plus the measurement
noise and the dark gray curves are the level of the measure-
ment noise. For the dashed curves circular overlap was used,
for the solid curves the classical method, [4], without over-
lap, was used.
Figure 1: Circular overlap with 2/3 overlap on two independent
periods.
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Figure 2: Simulation example on a Wiener nonlinear system,
where ∆= 6dB the gain due to overlap.
3 Conclusion
This allows the user for a specified measurement time to im-
prove the frequency resolution of the FRF or for a specified
frequency resolution to reduce the measurement time. The
user receives these advantages for free as the estimation pro-
cedure remains unchanged.
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1 Introduction
An important problem in signal processing and system iden-
tification is the nonparametric determination of impulse re-
sponse matrices. Recent research by Markovsky et al. [1]
yielded a new and computationally efficient algorithm for
the exact computation of the impulse response directly from
noiseless input-output data using arbitrary input signals (the
only condition on the input is a persistency of excitation con-
dition). A generalization [2] of this algorithm is presented
that it is consistent if the measured output data are prone to
noise that is independent from the inputs, which holds for
open loop systems. The main application considered is de-
terministic system realization.
2 Consistent impulse response estimation
LetH0|2i−1 denote the matrix consisting of the impulse re-
sponse matrices Hk of interest:
H0|2i−1 =
[
H0T H1T . . . H2i−1T
]T (1)
In [2] it is shown that if (i) the measured inputs can be con-
sidered as noise-free, (ii) the considered system is control-
lable, (iii) the output noise is uncorrelated with the input,
and (iv) a persistency of excitation condition on the inputs
is satisfied, the following estimate for H0|2i−1 is strongly
consistent:
ˆH0|2i−1 =DbDa
† [0m×m` Im 0m×(2i−1)m+`l
]T (2)
whereDb andDa are calculated by projecting Hankel matri-
ces containing measured inputs and outputs on row spaces
of Hankel matrices containing measured inputs.
3 Consistent deterministic system realization
Here we deal with the classical realization problem, i.e. to
obtain a deterministic state-space model from ‘measured’
impulse responses. If the algorithm of the previous section
is used for the estimation of these responses, the strong con-
sistency of any classical realization algorithm follows since
a continuous function and its almost sure limit may be inter-
changed. The combination of the impulse response estima-
tion algorithm presented above and Kung’s realization algo-
rithm will be named IREAR (Impulse Response Estimation
And Realization).
4 Numerical experiment
The results of a numerical experiment, described in [2], are
briefly and partially presented. The experiment involves the
identification of the deterministic part of a system with un-
coupled deterministic-stochastic dynamics using four popu-
lar subspace identification methods and IREAR. The figure
below shows the standard deviation of element (1,1) of the
FRF matrix, estimated from 1000 Monte Carlo runs, using
80 block rows in the data block Hankel matrix where all
algorithms start from. It can be seen from the figure that
IREAR yields statistically the most efficient results. Also
computationally IREAR was the most efficient algorithm,
needing only half of the CPU time of the other algorithms.
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5 Conclusions
An algorithm was presented for the estimation of impulse
response matrices in a statistically strongly consistent way.
As a result, if this algorithm is combined with a realization
algorithm, the latter is also strongly consistent. From the
numerical experiment, it is clear that this approach, notwith-
standing its conceptual simplicity, yields promising results,
especially for the identification of systems with uncoupled
deterministic and stochastic dynamics.
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1 Introduction
Since the seminal work by Hodgkin and Huxley [1] various
computational models have been developed for the simula-
tion of the electrical activation of (heart) cells in numerous
species [2]. Mathematically, these models consist in general
of a set of nonlinear ordinary differential equations or differ-
ential algebraic equations. Typically these models receive a
block input that triggers the generation of what is known as
an action potential (AP) across the cellular membrane (see
Figure 1). These type of models can be used to predict, for
Figure 1: Input, output and mathematical structure of a canine
ventricular cell model
example, the electrophysiological effects of pharmacologi-
cal interventions or congenital conditions [2]. To assess the
dynamic behavior and range of these models, the output of
the Hund-Rudy dynamic (HRd) ventricular cell model [3]
is compared here to the electrical activation of canine ven-
tricular myocytes under an alternative pacing protocol that
uses sinusoidal stimuli instead of a block stimulus. The HRd
model employs standard forward Euler integration to solve
the system of ODEs.
2 Methods & Results
Canine ventricular myocytes were stimulated with a sinu-
soidal stimulus current: u(t) = α · sin(2pi ·ω·t) with var-
ious frequencies ω (0.5, 1.0, 2.0 and 5.0 Hz) and ampli-
tudes α (1.0 · 10−2,5.0 · 10−2,1.0 · 10−1). With these set-
tings, three types of qualitative behavior can be observed ex-
perimentally: 1) there is not enough driving force to trigger
an AP, the membrane potential oscillates around the resting
potential; 2) an AP is triggered when the stimulus reaches a
threshold; 3) The stimulus is too large for the cell to respond
with a normal AP. The HRd model displays similar types of
qualitative behavior.
To quantify the effects of α and ω , the output of the HRd
model and the experimental recordings were fit with a sin-
gle sine function: v(t) = α ′ · sin(2pi ·ω ′·t+φ ′)+β ′. Figure
2 shows the main input/output characteristics of both types
of data. The frequency of the output is completely deter-
Figure 2: Amplitude dependence of output
mined by the frequency of the input (ω ′ = ω; not shown).
Furthermore, it can be seen that there is a critical thresh-
old in the amplitude of the input that controls the qualitative
behavior of the output and the frequency of the input only
has effect on the output amplitude above this threshold. Be-
low the threshold, the phase shift φ ′ is approximately half
a period, with no influence of amplitude. Although there is
a high similarity between the model and the experimental
data, it appears that the threshold for AP generation is fre-
quency dependent in canine ventricular myocytes and not in
the HRd model.
3 Conclusions
A close resemblance between model and reality is required
if one would like to use a model to make predictions about
conditions for which the model is not explicitly designed.
Realistic dynamic properties of ventricular cell models are
particularly important in 2D or 3D tissue simulations where,
for example due to reentry, the stimulation of each cell is
more dynamic than in single cell simulations. The presented
research shows that the HRd model has the same qualitative
behavior as the canine ventricular myocytes. However, fur-
ther research is still required to make a more detailed quanti-
tative comparison between the model and actual ventricular
myocytes.
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1 Introduction
Synchronization and clustering phenomena are omnipresent
in nature. They have attracted a lot of attention in the dyna-
mical systems literature. In particular, they have become a
topic of growing interest in neuroscience, where they play a
key role in the understanding of brain mechanisms and di-
sorders.
We are here interested in an integrate-and-fire model intro-
duced in [2] for the study of pacemaker cells in the heart.
This model was later analysed in [1] where it was adapted
to neuronal networks. For each neuron, the state variable —
the membrane potential — evolution is determined by a dif-
ferential equation which is linear (LIF model) or quadratic
(QIF model). Besides, it is a hybrid model because the po-
tentiel only evolves between two threshold values. When the
high threshold level is reached, the variable is reset to the
low one.
The coupling between the neurons is impulsive : if a reset
occurs, the membrane potential of every connected neurons
will be increased by a discrete value. Impulsive coupling ap-
plied to the QIF model is an original feature of the present
work as literature is poor on the subject. A distinct charac-
teristic of the QIF model is that it allows to study the beha-
viour of populations including both oscillatory and excitable
neurons.
Mirollo and Strogatz [1] introduced a map, the so-called fi-
ring map, which gives the successive state of all the variables
at each firing of any neuron. The characterization of this
map, especially its fixed points and their stability, is used
to study the global behaviour of the network.
2 Synchronization and clustering behaviour
The main result in [1] is to provide a complete mathema-
tical analysis of synchronization in a network of identical
LIF neurons. In the present work, we extend the study to
a more general case and show that the LIF model can only
exhibit two opposite behaviours : synchronization and clus-
tering. For the second one, it can be proved that there exists
a finite number of clustering configurations, all of which are
asymptotically stable.
The synchronization behaviour of the model is qualitatively
similar to the one studied in the Kuramoto model [3]. In
contrast, the clustering behaviour of the present model has
no direct analogy in Kuramoto model and seems to offer
tractable features of interest.
In case of the QIF model with identical neurons, a simple
condition based on the evolution interval of the state va-
riables allows to predict whether the network will synchro-
nize or form clusters. Thanks to this, a strong link between
the QIF and LIF models is underlined.
When a distribution in the neuron frequencies is allowed,
the system exhibits some noticeable phenomena. In parti-
cular, exchanges between the clusters may trigger periodic
evolutions characterized by very long periods.
We will report both on prospective simulation results and on
preliminary mathematical results.
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1. Introduction 
 
A pneumatic artificial muscle (PAM) or Mckibben 
pneumatic artificial muscle has some advantages 
apparently known as high power/weight ratio, variable 
stiffness and compactness. Those advantages 
encourage researchers toward applications in humanoid 
robots. However, air compressibility, hysteresis due to 
elasticity and dry friction in structural materials of its 
shell make such muscle difficult to control position 
accurately. Currently there exist both trends of research 
interest; one has been dealing with improving muscle 
models and other dealing with finding new strategies 
for positioning control. The latter is my interest and 
one of PAM position control aspects is the regulation 
of pressure which serves as a system input. In this 
study, different methods for controlling pressure are 
investigated and in each method the dynamic response 
was analyzed. The results were compared and figured 
out conclusions which help further step in PAM 
applications.   
 
2. Pressure Regulation Problem 
 
For regulating pressure, a pneumatic proportional 
directional (PPD) valve with PID (Proportional, 
Integral, Derivative) controller was used to analyze the 
dynamic response, and a pneumatic fast switching 
(PFS) valve with PWM (Pulse Width Modulation) 
regulator was also used as a counterpart in order to 
compare and select a good regulation method.   The 
response of PID pressure control loop is limited to the 
time constant of a given pneumatic system. This 
constant depends on sonic conductance, critical 
pressure ratio, upstream/downstream pressure and 
media volume.  The faster response requires a higher 
loop gain which brings the control valve to maximum 
flow. The high gain causes control valve to saturation 
and the inertia of mass flow causes over charge or 
discharge. This leads to a potential of overshoot in 
transient state of PID pressure control loop. Tuning 
parameters for PID controller is always a compromise. 
However, any potential overshoot in pressure loop will 
easily amplify in outer loop of a cascade position 
control. Unlike using PID control method, the PWM 
regulator gives the means pressure based on a given 
duty circle. There is no need to amplify in transient 
response state and therefore the potential overshoot is 
eliminated.    
 
3. Results and Discussion 
 
The PID pressure regulator using PPD valve is slow 
response and existing potential overshoot that 
decreases the stability in cascade position control of a 
PAM. Using PPD valve for pressure regulation is 
always put in a closed loop since leakage, dead zone 
and flow saturation are inevitable. Meanwhile using 
PFS valve for pressure regulation can not only avoid 
potential overshoot but also run on an open loop. 
However, using PFS valve with PWM technique make 
very noisy, power loss and pressure ripple comparable 
to those of using PPD valve. The stability of a whole 
system should be also proved in further study.  
 
ACKNOWLEDGEMENTS 
 
 
The author gratefully acknowledges the DGDC 
(Directorate- General for Development Cooperation), 
from Belgium Government for awarding scholarship 
and funding this research. 
27th Benelux Meeting on Systems and Control Book of Abstracts
49
Variable selection for dynamic treatment regimes
Raphael Fonteneau
University of Liège
raphael.fonteneau@ulg.ac.be
Louis Wehenkel
University of Liège
L.Wehenkel@ulg.ac.be
Damien Ernst
University of Liège
dernst@ulg.ac.be
Nowadays, many illnesses as for example HIV/AIDS,
cancer or psychological diseases are seen by the medical
community as being chronic-like diseases. For treating
such diseases, physicians often adopt explicit, opera-
tionalized series of decision rules specifying how treat-
ment level and type should vary overtime. These rules
are referred to in the medical community as dynamic
treatment regime or DTR in short. Designing DTR for
such diseases is a challenging issue. Among the difficul-
ties encountered, we can mention the poor compliance
to treatments due to the side effects associated to some
drugs (e.g., chemotherapies can decrease significantly
the quality of life of some patients), the decrease of
treatment efficiency with time (e.g., apparition of drug-
resistant HIV viruses after several years of treatment)
and the enormous cost of administrating drugs to pa-
tients over periods ranging sometimes to tens of years.
To a large extent DTR are nowadays based on clinical
judgment and medical instinct rather than on a formal
and systematic data-driven process that could reveal
itself to be more efficient. These latter ten years, one
has seen the emergence among the biostatistics com-
munity of a research field addressing specifically prob-
lems of inference of DTR from clinical data. While this
research field is still young, encouraging results have
already been published. We mention for example [1]
where the authors propose such an approach for de-
signing treatments for psychotic patients.
One common approach in biostatistics to infer DTR
from the data collected through some (randomized
multi-stage) clinical trials is to formalize this inference
problem as an optimal control problem for which most
of the information available on the ’system dynamics’
(the system is here the patient and the input of the
system is the treatment) is contained in the clinical
data. This problem of inference of (close-to) optimal
policies from real-life data has been vastly studied in
Reinforcement Learning (RL), a subfield of machine
learning (see e.g., [2]). The common approach in RL
is to process these data to output closed-loop policies
which usually take their values on the clinical indicator
space which can be large-dimensional (for example, the
clinical data analysed in [1] contain around 60 indica-
tors). Using policies outputted by these RL algorithms
as such can thus be non-practical for the physicians who
prefer to have DTR based on a few indicators rather
than on the large set of variables monitored through the
clinical trial. In this research, we address the problem
of inference of good policies defined on a small subset
of indicators, a problem that we have chosen to refer to
as variable selection for policy representation in RL.
The problem of variable selection has already been
considered by many authors in the machine learning
community but mostly for Supervised Learning (SL).
For example, in [3] the authors propose a Bayesian
approach for selecting the most informative variables,
while decision or regression trees are used in [4]. Only a
handful of papers address this problem in the RL con-
text (see e.g., [5]) and mostly for reducing the input
space for RL algorithms in order to leverage their gen-
eralization capabilities rather than for finding policies
defined on a small number of indicators.
Our approach for variable selection is based on a new
class of RL algorithms named fitted Q iteration which
reformulates the problem of inference of good policies
from data as a sequence of supervised learning problems
[2]. While not entering into the details, this reformula-
tion of the problem is then exploited by our approach
to use state-of-the-art techniques in variable selection
in SL for the RL problem. The approach is validated on
several examples and the results found are encouraging.
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This paper relates the non-integer orders in a lumped para-
metric model of input respiratory impedance to lung pathol-
ogy. The data is obtained with the non-invasive Forced Os-
cillation Technique (FOT) lung function test [1]. Changes in
respiratory mechanics from healthy and chronic obstructive
pulmonary disease diagnosed patients are observed from the
identified model parameters. The observations show that the
proposed model may be used to detect changes in respira-
tory mechanics and offers a clear-cut separation between the
healthy and COPD subject groups. These changes are then
related to the pathophysiology of the human lungs in the two
groups of subjects.
The mathematical basis of fractional-order models is highly
related to fractal geometry and its repetitive / recursive prop-
erty. A correlation between the model structure and the di-
chotomous branching in the anatomical structure of the hu-
man lung might exist. Research has shown that the choice
of a lumped fractional-order model can be correlated with
soft tissue viscoelasticity and dissipative effects of mechan-
ical properties [2]. Respiratory system is a quasi-symmetric
branching tree with repetitive geometry, leading to recur-
sive relations between mechanical properties in consequent
depths (trachea, bronchi, bronchiole, ). Empirical studies [3]
have shown that the frequency-dependent impedance must
comprise two fractional-orders: a derivative and an inte-
gral one. The original contribution of this study is the non-
integer order model parameter analysis on two groups of
subjects with various mechanical properties of respiratory
input impedance. The aim of the study was to verify if the
parameters are sensitive to the different mechanical proper-
ties expected in healthy vs. COPD diagnosed patients. The
results show that a clear-cut separation is possible. Further-
more, we relate the interpretation of the model parameters to
respiratory mechanics by analyzing phenomena such as en-
ergy absorption, damping, elastance (hysteresivity as shown
in figure 1) and permittivity (as shown in figure 2).
Results indicate significant differences between healthy and
COPD group of subjects in the model parameter values and
therefore can give useful information when classification is
envisaged. Thanks to the relation to propagation phenomena
in electrical networks, insight on mechanical properties is
achieved.
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Figure 1: Boxplot for the computed hysteresivity index, in the
two groups: 1: COPD and 2: Healthy subjects.
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Figure 2: Boxplot for the computed permittivity index, in the two
groups: 1: COPD and 2: Healthy subjects.
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1 Introduction
To prevent overloading of the natural purification capacity of
streams and rivers, the huge amount of wastewater produced
daily in modern industry and households, must be treated
before discharge. The most widely used system for this
purpose is the activated sludge installation. In the aeration
tank of such installations, the activated sludge, a complex
mixture of floc- and filament-forming micro-organisms, di-
gests the organic components in the incoming water. A well-
balanced ratio of flocs to filaments is necessary to assure a
good separation of clarified water and biomass in the sed-
imentation tank. An overabundance of filamentous organ-
isms results in an improper sedimentation and, eventually, in
loss of treatment capacity. The difficulties in solving these
filamentous bulking problems have resulted in a search for
mathematical models to predict the onset of bulking, lately
more and more based on objective image analysis parame-
ters (e.g., [1, 2]). However, bad validation results hamper the
development of an early warning tool for bulking sludge.
In this work, partial least squares (PLS) black box mod-
els to predict the sedimentation properties of the activated
sludge starting from image analysis results are constructed
and validated using experimental data. In addition, the input
scores are used to construct a classification function distin-
guishing between bulking and non-bulking situations. This
classification function is evaluated and compared to a sim-
ple linear classifier and a highly nonlinear one, based on a
least squares support vector machine (LS-SVM).
2 PLS modeling
A dataset originating from four lab-scale experiments and
consisting of 200 measurements is used for the training and
validation of PLS models. Inputs are normalized and mean-
centered before processing. Optimal input combinations and
model order are determined using a forward branch-and-
bound technique and a ten-fold cross-validation.
The identified models seem unable to accurately describe
the sedimentation properties of the sludge in all four exper-
iments and bad validation results are obtained. However,
for automated monitoring purposes, correctly distinguishing
bulking from non-bulking sludge is more important than the
actual prediction of the sedimentation properties.
3 Classifier construction
A classification function based on the input scores of a PLS
model is compared to a simple linear classifier and a highly
nonlinear LS-SVM-based one. Threshold values are se-
lected based on values of sensitivity and specificity.
All three classifiers achieve a good separation between bulk-
ing and non-bulking events. High values of the area under
the ROC-curve are obtained, indicating a good classification
performance. A double-threshold classification reduces the
amount of misclassifications, but introduces an uncertainty
area in which no classification can be made. The nonlinear
classifier slightly outperforms the other classifiers, but also
requires the identification of a higher amount of parameters.
4 Conclusions & future work
In this work, both a black box PLS modeling and a classifier
approach are presented to predict the sedimentation prop-
erties of activated sludge from image analysis information.
The classifiers, that merely distinguish between bulking and
non-bulking situations, range from linear to highly nonlin-
ear LS-SVM ones. They all achieve a good separation and
outperform the constructed PLS models. The LS-SVM clas-
sifier yields slightly better results than the others.
Presently, additional experiments are performed for valida-
tion purposes. Future work will consist of validation of the
developed classifiers on full scale activated sludge plants.
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1 Context 
 
The DNA microarray technology allows measuring 
simultaneously the expression levels of several 
thousands of genes in a cell sample. Time series, 
obtained by considering cells at different moments 
of their development or the development of their 
host organism, give the possibility to analyze the 
temporal evolution of gene expression. 
 
2 Main contribution 
 
We studied the gene expression pattern of 
drosophila, on the basis of a microarray time series 
involving the expression levels of 4028 genes over 
67 time points, covering the embryonic to adult 
development phases. The genes presenting a similar 
temporal evolution of their expression levels were 
clustered together using the Smoothing Spline 
Clustering method, which led to the definition of a 
small number of representative classes. To model 
the network interactions responsible for the dynamic 
behavior of gene expression, we used a system of 
linear differential equations with time-invariant 
coefficients. The parametric estimation of this model 
is performed in two stages: a first stage of linear 
parametric estimation allowing the analytical 
approach to the solution, and a second stage of 
nonlinear parametric optimization which refines this 
solution. This model is shown to reproduce the 
experimental curves with a fairly good precision. 
Moreover, the application of parameter reduction 
techniques leads to drop more than 60% of the 
model’s parameters with almost no loss of precision. 
This result suggests that each gene class influences 
the transcription of only a few gene classes, and thus 
that the gene transcription network is sparsely 
connected.  
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1 Introduction
Individual based modeling (IbM) is widely applied in a
number of disciplines, such as economy, astronomy, and
ecology. Recently, IbM has been introduced in the field of
predictive microbiology. Predictive microbiology is a scien-
tific discipline that aims to condense mathematical and bio-
logical knowledge into models describing microbial growth
in a wide range of environmental conditions. Traditionally,
microbial growth is modeled from a macroscopic viewpoint
by describing the dynamics of a population parameter in
function of time. These models are able to predict micro-
bial dynamics under uncomplicated environmental condi-
tions, but fail to provide accurate predictions when more
complex situations occur. Individual based modeling con-
siders the individual cell as the modeling unit, circumvent-
ing some of these limitations and complementing the tradi-
tional approach. Nevertheless, the IbM methodology still
lacks a generic set of tools for model analysis.
2 Hurdles and challenges
One of the elements often neglected in IbM studies is the is-
sue of validation and parameter identification with regard
to macroscopic, population-level data [1]. This is espe-
cially apparent in microbiological applications, where ad-
equate parameter identification techniques would provide a
way to estimate experimentally inaccessible cell properties.
Parameter estimates are usually derived from independent
data or based on educated guesswork. There are several rea-
sons for this. First, the structure of IbM models is often
highly non-linear and analytical tools for model analysis are
scarce. Second, classical parameter estimation techniques
usually require a large number of objective function evalu-
ations, which is not always practical given the duration of
individual IbM simulation runs.
The need for parameter identification techniques is empha-
sized in IbM models of microbiological systems, which of-
ten lack knowledge of biological mechanisms governing in-
dividual cell behavior. Formal estimation procedures to
identify microscopic cell characteristics based on macro-
scopic experimental data can compensate for this and also
provide a basis for the development of experimental mea-
surement techniques for studying individual cells. A clear
1-1 mapping between the microscopic and macroscopic lev-
els will be unlikely as multiple combinations of IbM param-
eter values can give rise to the same macroscopic behavior.
Macroscopic data alone are insufficient in such cases, and
additional experimental evidence on cellular mechanisms is
required for IbM parameter estimation. The combination of
macroscopic and microscopic measurements guarantees that
as much information as possible is included in the parameter
estimates. This fits into the concept of pattern-oriented mod-
eling, and corresponds with [2] who state that bottom-up
models benefit most from including information from dif-
ferent scales and hierarchical levels.
In this presentation, hurdles and challenges in parameter es-
timation for IbM models are illustrated with examples from
predictive microbiology.
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Abstract
Kalman filtering is one of the most popular state estima-
tion methods in process control applications. However,
as biochemical process models are nonlinear, the extended
Kalman filter requires a first-order linearization along the
state estimate trajectory, and convergence is no longer guar-
anteed, especially with uncertainties on model parameters
and measurements.
In recent times, modern state estimation techniques such as
particle filtering [1] and unscented Kalman filtering [5, 7],
or a combination of both approaches (the unscented particle
filter [6]), have been developed in different areas of science
and engineering, but have received relatively little attention
in bioprocess applications so far [3].
The purpose of this study is to test and compare the perfor-
mance of these several estimation methods (particle filter,
unscented Kalman filter and unscented particle filter) in the
context of microalgae cultures operated in chemostat mode.
These tests are performed both in simulation, using Droop
model [2] and Pawlowski model [4], as well as with real ex-
perimental data from continuous cultures of chlorophycae
Dunaliella tertiolecta. In particular, performance is focused
on robustness with respect to uncertainties.
Figure 1: Microalgae cultures in chemostat.
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1 Context 
 
Modelling of bioreactor cultures allows the design of 
control, state observation, and fault detection tools 
for industrial bioprocesses. The global context of 
this work aims at proposing original methods for the 
systematic determination of bioprocess reaction 
schemes using as little structural knowledge as 
possible. An existing approach of systematic 
generation of C-identifiable reaction schemes 
(whose stoichiometric parameters can be estimated 
independently of the kinetics) can be extended to 
non C-identifiable schemes, which make up a much 
broader structural class of reaction schemes. This 
requires the definition of a C-identifiable equivalent 
scheme, and the identification of a projection matrix 
which allows recovering any reaction scheme from a 
C-identifiable equivalent one 
 
2 Main contribution 
 
In this context, a 2-step identification procedure is 
proposed. The first one consists, through some 
mathematical transformation of the mass balance 
equations, in determining a first estimation of the 
kinetic parameters independently of any 
stoichiometric parameter knowledge. An additional 
result of this first step is the estimation of the 
corresponding stoichiometric parameters. As this 
first step uses estimates of the time derivative of the 
states (component concentrations), it has to be 
questioned in a second step. The latter consists in 
identifying jointly the stoichiometric and kinetic 
parameters, starting from initial estimates which are 
the results of the first step and by using only the 
discrete measurements of the state (and no more 
time derivatives). This two-step procedure proves to 
be more robust with regard to errors on the initial 
estimates of the parameters than direct identification, 
in one step, of both the projection matrix and the 
kinetic parameters. A general example is developed, 
showing clear superiority of the two-step procedure. 
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Abstract
The use of actuators in vehicle suspensions is not very com-
mon. When looking at passenger cars, it can be seen that the
majority uses suspensions with passive spring and damper
elements. However, the benefits of active suspension sys-
tems over passive systems are clear, [1]. They can be used
to both increase the driver comfort and handling behavior of
the vehicle.
In this study a model is presented of the variable geometry
force actuator as described in [3]. Furthermore, the concept
of the variable geometry force actuator is evaluated with re-
spect to power consumption and disturbance reduction prop-
erties. Hereto, a comparison is given with a passive spring-
damper suspension; a spring-damper suspension with either
a hydraulic or electric actuator parallel; and a spring-damper
suspension with either a hydraulic or electric actuator in se-
ries with the spring. Similar results as those presented here
can be obtained using a quarter car model (two mass-spring-
damper system). However, a single suspended mass is cho-
sen here for simplicity.
The variable geometry force actuator under consideration is
inspired by the Delft Active Suspension [4], with the modifi-
cation that it has a fixed spring [3], see Fig. 1. The benefits
of this configuration over the conventional system with ro-
tating spring include a higher achievable bandwidth (due to
the lower inertia) and better packaging (more compact sys-
tem). The actuator uses a spring with stiffness ca and a cer-
tain pre-tension F0s . The force within this spring gives rise
to a force Fact at the end of the wishbone. This is the ac-
tuator force, which varies for different values of α and γ .
Herein, α can be seen as the suspension deflection and γ is
the controlled orientation of the actuator arm with length lb.
The direction of motion of the electric motor, γ , lies per-
pendicular to the direction of force. As such, a fictitional
cone is created with height h0 and radius lb, similar to that
obtained by the Delft Active Suspension [4]. The advantage
of this concept lies in the fact that with a limited amount of
power (acceleration of the electric motor) a large actuator
force variation can be obtained. However, this only holds
as long as the wishbone (with length l) remains horizontal.
For any α 6= 0 a disturbance moment induced by the spring
Fact
γ
l
h0 la
lb
α
ca
Figure 1: Schematic representation of the variable geometry force
actuator.
force acts on the electric motor.
The (idealized) simulation results, using a skyhook control
strategy as proposed in [2] on a stochastic road, show that
the performance increase with variable geometry force
actuator is about the same as that of the active benchmark
systems. However, the peak required power is significantly
lower. As such, it is expected that the variable force actuator
is (by far) more energy efficient than the active reference
systems.
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1 Introduction
Software development for mechatronic machines in indus-
try still suffers from the following problems: lack of inte-
gration, lack of verification, lack of automation, and the fact
that the physical world of mechatronic systems, irregular sit-
uations, and service functions are often insufficiently taken
into account. To address these problems, we will develop
a set of prototype tools and a framework with which an in-
terdisciplinary product development team can (almost) au-
tomatically generate control software for mechatronic ma-
chines.
2 New design methodology
Design approaches for mechatronic systems have tradition-
ally been sequential (see Fig. 1, http://zone.ni.com ). Pos-
sible errors in machine design can then only be detected
after the physical prototyping, and it may be really expen-
sive to restart the design from the beginning. Therefore,
we will adopt a parallel design approach (see Fig. 2), which
will save time and money, decrease the risk of errors in the
design phase, and allow to include new prototyping tech-
niques. However, using parallel design methods will require
a top level framework to integrate all the separate design
phases, since each discipline has its own self-contained de-
sign tools. Building such a high-level integration framework
and integration of each design phase within this framework
will be the main challenge part of this methodology.
Some first steps towards such a high-level integration frame-
work have already been taken. For instance, in [1], a rapid
controller prototyping system based on Matlab, Simulink,
and the Real-Time Workshop toolbox is presented. Ex-
ecutable code is automatically generated for Linux RTAI
which is a hard real-time extension of the Linux Operating
System. In [2], a novel object-oriented integration design
environment based on UML is used for the integration of
a control system tool (Simulink) and a process control no-
tation (IEC 61131-3) within a new control software design
environment.
3 Approach
The development of the high-level integration framework
and integration of each design phase within this framework
will be handled in three parts within a big interdisciplinary
1Research supported by the IOP project “Automatic Generation of Con-
trol Software for Mechatronic Systems” (IOP IPCR0602A).
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Figure 1: Traditional sequential design approach for mechatronic
systems (source: National Instruments).
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Figure 2: Parallel design approach (source: National Instru-
ments).
development group: one subgroup will be dealing with the
main framework, another subgroup will be dealing with the
mechatronics design and its integration with the main frame,
and we will be dealing with the electronics and control de-
sign methods and their integration into the main framework.
The resulting prototype will demonstrate generation of con-
trol software beginning with functional information defined
at a very early stage of the development before having the
block diagrams, quantified ladder diagrams, or state transi-
tion diagrams. For this, we have to investigate
• model-based representation systems for functional
and behavioral modeling,
• model-based qualitative behavior generation system
from functional information,
• multiple model management systems.
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1 Introduction
Input shaping is an established technique to generate pre-
filters that move flexible mechanical systems with little or
no residual vibration. While traditional input shaping de-
sign strategies are often analytical, the presented work intro-
duces a design method based on numerical optimization. It
is shown that, through a careful selection of the optimization
variables, objective function and constraints, it is possible to
obtain a linear optimization problem. The presented opti-
mization framework is able to handle higher-order, linear
time-invariant dynamic systems, as opposed to traditional
input shapers, which are mainly based on second-order sys-
tems. Moreover, constraints on input, output and state vari-
ables are easily accounted for, as well as robustness against
parametric uncertainty.
2 The Linear Programming Framework
The linear programming framework generates a finite im-
pulse response (FIR) filter, which is based on generalizing
the zero vibration conditions for second order systems for
traditional input shapers as presented in [1]. The generaliza-
tion is based on the following expression of the output y(t)
of a linear time invariant system described by its impulse
response p(t):
y(t) = r(t)⊗ f (t)⊗ p(t), (1)
where ⊗ denotes the convolution operator. f (t) and r(t)
denote the impulse response of the input shaping prefilter F
and the reference trajectory respectively. Hence, if r(t) is
constant for t ≥ tv, the output y(t) is constant for t ≥ tK + tv,
if:
f (t)⊗ p(t) = 0 for t ≥ tK , (2)
This is the desired generalization and the basic zero vibra-
tion condition. If the system is known, this can be written
as a linear constraint on the filter parameters f.
However, the developed prefilter introduces a move time
penalty tK . By using a bisection-algorithm, the developed
framework makes the time penalty introduced by the filter
as small as possible.
This basic approach can easily be extended to include
robustness (by considering multiple systems), input con-
straints (by imposing linear constraints on the filter parame-
ters) and output constraints (by imposing linear constraints
on the resulting total impulse response). All these exten-
sions can be applied regardless of the order of the system.
3 Validation
The developed framework is validated numerically and ex-
perimentally. Benchmark results in [1] and [2] are exactly
reproduced.
Experimental results have validated the potential for higher-
order systems. Tests on a fifth-order mass-spring-damper-
system, show the capability of handling these higher order
systems. These tests also show the necessity to include ro-
bustness in the prefilterdesign.
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1 Introduction
Current power networks consist of large scale power gen-
erating units and automatic generation control (AGC) is
used for real-time control of the system frequency and tie
line interchange among control areas in the system. How-
ever, there is a strong tendency to implement an increasing
amount of decentralized power generating units and to liber-
alize power markets. Distributed generation introduces un-
certainties and therefore complicates control. Large unpre-
dictable power fluctuations from renewable energy sources,
e.g. wind power, require efficient and fast acting controllers.
2 Model Predictive Control
Recently, it was observed that model predictive control
(MPC) has a potential for solving the above mentioned prob-
lems that will appear in future electrical power networks.
The reason for this lies in the capability of MPC to guarantee
optimality with respect to a desired performance objective,
while explicitly taking constraints into account. Further-
more, MPC allows the usage of disturbance models which
can be employed to counteract the uncertainties introduced
by renewable energy sources.
Nevertheless, the fact that model predictive control is a
global centralized control technique is a considerable draw-
back when power system control is considered. Centralized
control implies that a single controller is able to perform
the following sequence of operations within a time sample:
measure all outputs of the system, compute an optimal con-
trol action and apply this control action to all actuators in the
power system. As power networks are large scale systems,
computationally as well as geographically, it is practically
impossible to implement a centralized MPC controller.
3 Non-centralized Model Predictive Control
The problems of centralized MPC for control of power net-
works is one of the reasons for which the non-centralized
formulation and implementation of MPC receives more and
more interest. Roughly speaking, non-centralized MPC
schemes can be divided into two categories: decentralized
techniques, where there is no communication in between
different controllers, and distributed techniques, where com-
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Figure 1: A schematic representation of: Centralized MPC (A),
Decentralized MPC (B), Distributed MPC with com-
munication with solely neighbors (C), Distributed MPC
with communication with all subsystems (D).
munication between different controllers is allowed. Fur-
thermore, distributed MPC techniques can be categorized
as techniques that require communication with all the con-
trollers in the network and techniques that require commu-
nication solely with directly neighboring controllers.
In this talk, three non-centralized MPC techniques [1,2,3]
are investigated and the suitability for use in power networks
is critically assessed with respect to relevant characteristics:
performance of the closed loop system, the extent of decen-
tralization, and the computational complexity. Furthermore,
important issues such as feasibility, convergence and stabil-
ity are addressed.
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Blackouts in power systems are rare, but they have such
tremendous societal consequences that decreasing their like-
lihood of occurrence is of paramount importance. It is
of common use among the Transmission System Operators
(TSOs) to design and operate their systems to make them
robust with respect to some events such as the sudden loss
of transmission elements, short-circuits, fast variations in
the generation patterns, etc. The events they consider in
their studies, or the combination of events, have in general a
probability of occurrence high enough to be judged as being
likely to occur. On a reliability point of view, the motiva-
tion behind their approach to design and to operate power
systems is twofold. First, by focusing on the events that
are the most likely to occur they can reduce the complex-
ity that would otherwise be associated with studying a much
larger set of events. Second, they assume that by making the
system robust with respect to the selected events, they will
automatically ensure the reliability of their system for many
other events which have not been taken into account in their
analysis.
The increasing rates of blackouts observed over the last ten
years may however question whether such an approach for
assessing the security of a power system is still relevant.
The main goal of this research is to show the weaknesses of
these approaches, especially when facing complex systems,
and to propose a general framework, to identify in a “right
way” the events that should be considered by the TSOs in
their stability studies. Before developing further the moti-
vation behind this new approach, we remind here the causes
of two major blackouts that have happened recently. One is
the August 14th, 2003 blackout that has plunged the North-
East part of the USA in the dark for several hours and the
other is the November 4th, 2006 which has affected West
Germany as well as some areas in France and Belgium. As
for the first aforementioned blackout, the event having lead
to the collapse of the system is the following. First, some
transmission lines have been lost due to some poor vegeta-
tion management under the lines. Second, this information
has not been correctly displayed on the screen of an oper-
ator, who did not take appropriate actions. And then, the
failure for other dispatchers to response adequately to this
dangerous situation lead to a sequence of cascading failures
causing a major blackout [1]. The event behind the German
blackout was from another but still puzzling nature. In or-
der to allow a boat to cross a river, a transmission line above
the river had to be switched off. A system operator gave
the green light for carrying this manoeuvre though the load
on the power network at the time of the manoeuvre had sig-
nificantly increased with respect to the load at the time at
which the stability study took place. When the line was dis-
connected, several lines became saturated and, because of
insufficiently accurate stability studies, a local change in the
electrical operating topology triggered many line trippings
in Germany and in neighbouring countries, splitting the Eu-
ropean network into three unconnected areas [2].
It is intriguing to observe that the two events having lead
to these major blackouts have really an “unfortunate na-
ture”. Their probability of inception is indeed extremely
low, which is also why the TSOs did not consider them
in their stability studies. Actually, our main motivation be-
hind the newly developed approach in this paper is that the
power system integrity is not nowadays mainly jeopardized
by some high-probability events but by the multitude of (ex-
tremely) low-probability ones whose degree of severity is
not necessarily correlated to the degree of severity of the
high-probability events which are studied by the TSOs. The
continual increase in complexity in power systems (e.g., new
interconnections, coupling of the grid with the gas transmis-
sion system and market platforms) generates also new low-
probability dangerous events which will make current prac-
tices for studying power system reliability more irrelevant.
Our new approach for power system analysis will not, as
it is currently the case, focus on high probability events as
candidate interesting ones for stability studies. It will rather
identify in an efficient manner (at least on a computational
point of view), within an a priori defined extremely large
set of events, those which have the potential to endanger the
integrity of the system and give also some good estimates of
reliability indices. The approach is based on a reformulation
of the problem of assessing the reliability of a power sytem
as a rare-event problem, which is then solved by using cross-
entropy based techniques [3].
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1 Introduction
Detailed aerodynamic models play a crucial role in modern
flight control law designs based on nonlinear dynamic in-
version or feedback linearization [1]. These aerodynamic
models are implemented either in the form of lookup tables
or in the form of polynomial models. Lookup tables hold
numerical data based upon which the force and moment co-
efficients are reconstructed. Lookup tables are used mostly
in high performance (fighter) aircraft with large flight en-
velopes and non-linear aerodynamic characteristics. An in-
herent limitation of a lookup table is its finite resolution,
which means that some interpolation scheme must always be
used to interpolate between table values. Polynomial models
are used in aircraft with a more linear aerodynamic behav-
ior. The polynomial model is obtained by performing a Tay-
lor series expansion around some linearization point. The
polynomial model is therefore valid only in a small region
around the linearization point. We present a new method for
global aerodynamic modeling using multivariate (i.e. multi-
dimensional) spline functions. The multivariate spline func-
tions make it possible to create a phenomenological model
of aircraft aerodynamics from an aerodynamic data set that
is based on wind tunnel and flight test data. A phenomeno-
logical model requires no a-priori model structure; it simply
fits the aerodynamic data set in some optimal way. In theory
this can lead to the modeling of ‘false’ dynamics such as
measurement biases and sensor artifacts. Current practice
in state estimation techniques however, produce estimated
aircraft states that are of such a high quality that state esti-
mation errors may assumed to be negligible [2].
2 Multivariate Simplex B-splines
The idea of using multivariate splines for the modeling of
aircraft aerodynamics is not new. In the past multivariate
tensor product B-splines were used for global aerodynamic
modeling, although their application was limited to the bi-
variate case [4]. Our method is new in the sense that we
use multivariate simplex B-splines together with a transpar-
ent multivariate spline scheme to model aerodynamic data
sets created from wind tunnel or flight test data. Simplex
B-splines are spline functions that are defined locally on a
per-simplex basis and which can be written in the B-form.
The theory of the multivariate simplex B-spline has been
around for some time [6] but was only recently developed
into a transparent and efficient spline scheme [5, 3]. Multi-
variate simplex B-splines have a number of properties that
make them especially suited for global aerodynamic model-
ing, such as the ability to fit scattered data and to be defined
on non-rectangular domains.
3 A Spline Model for the F-16 Pitching Moment
Coefficient
A global multivariate spline model for the aerodynamic
pitching moment coefficient (Cm) of the F-16 fighter aircraft
was created based on a five-dimensional NASA windtunnel
data set. It was shown that the model fit was better than
99.9% over the entire flight envelope. Confidence bounds
for the multivariate spline model for Cm were generated
based on a model residue analysis. The confidence bounds
were also expressed in the form of multivariate spline func-
tions.
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1   Introduction 
Flutter is an aerolastic phenomenon that makes 
structures oscillate when surrounded by a moving 
fluidum. Flutter can lead to fatigue and/or failure on the 
wings, flaps and fuselage of an airplane. Laborious 
testing needs to be done on aircraft to ensure safe 
operation within a certain flight envelope. While flutter 
is inherently nonlinear, most models use a linear 
framework to predict the critical speed at which 
oscillations might occur. The aim of this work is the 
construction of a nonlinear model to more accurately 
predict the onset of oscillatory behaviour.  
2   Experimental setup 
Depicted in figure 1 is a schematic representation of the 
current two degree-of-freedom setup used for wind 
tunnel testing. Rigid airfoil sections are being used for 
simplicity. The plunge spring represents the bending 
stiffness of a real wing and the pitch spring represents 
the torsional stiffness. The test setup allows arbitrary 
adjustments to the stiffness in both the pitch and the 
plunge direction.  
3   Excitation methods 
What sets this project apart from other flutter-related 
research (linear analysis), is the necessity to impose an 
excitation signal upon the structure [1]. This signal 
needs to have a user- defined spectrum and insert an 
amount of power of the same order of magnitude 
(preferably bigger) as the power inserted through 
turbulence and unsteady airflow during wind tunnel 
tests. Several methods are currently considered to be 
viable: 
 Electro dynamic shaker (fixed): while possibly the 
most straightforward and obvious means of excitation 
(the shaker being fixed, exciting the airfoil through a 
stinger), caution needs to be taken not to let the often 
violent behavior of the wing harm the shaker.  
 Electro dynamic shaker (inertial): a shaker can be 
mounted on the structure and exert force inertially. 
This technique implies stringent constraints upon the 
weight and size of the device and also still involves 
considerable risk to damage the device. 
 Electro dynamic shaker (inertial + pneumatic/ 
hydraulic): to alleviate the two above mentioned 
techniques from the constraints they impose, a 
dedicated wing structure can be built that holds only 
the mass (not the shaker) for inertial excitation. This 
mass can be controlled through an internal pneumatic 
or hydraulic system. In this way, an optimal, external 
shaker can be used. Even though being the most 
involved means of excitation, this method is expected 
to insert the most power into the structure within the 
bandwidth of interest. 
 Compressed air: it has been shown that a jet of air, 
aimed at the structure can be used as  means of 
excitation and that, albeit being dependent upon the 
type of valve used, a close to linear relation exists 
between pressure and force exerted on the structure 
[2]. Furthermore, both proportional and on-off type 
valves can be used to produce signals with controlled 
spectral content [3]. Pitfalls with this technique are 
the high pressure needed for a given amount of input 
power and the inherent, hard to model, interaction 
between the airflow in the wind tunnel and the 
controlled excitation. 
 Flap: a dedicated wing can be built that incorporates a 
moving flap either on top of the wing or at the trailing 
edge. The flap can be controlled with a piezoelectric 
actuator and, through the use of a pulse width 
modulated control signal, an excitation in the 
bandwidth of interest is achieved. 
4 Conclusion 
At the moment of writing the best suited of the above 
mentioned techniques has yet to be chosen. Preliminary 
testing with compressed air seems to indicate a need for 
excessive pressure. Other excitation techniques have not 
yet been undertaken. 
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1 Introduction
Thanks to the advent of fly-by-wire aircraft control and the
ever increasing computational power of on-board comput-
ers, it is possible to design new autopilot control techniques
which include more fault tolerant flight control properties.
One version of these relies on model based control routines.
This setup involves a suitable FDI/identification strategy as
well as a reconfiguring controller.
2 Real Time Damaged Aircraft Model Identification
The identification routine which is used for the above men-
tioned reconfiguring control purpose is the so-called two
step method, which has been continuously under develop-
ment at Delft University of Technology over the last 20
years. Key concept of the two step method, is that the identi-
fication procedure has been split into two consecutive steps,
as substantiated in ref. [1]. The aim is to update an a priori
aerodynamic model (obtained by means of windtunnel tests
and CFD calculations) by means of on line flight data. More
information can be found in ref. [2] and [3].
3 Fault Tolerant Flight Control
By making use of Nonlinear Dynamic Inversion (NDI), the
nonlinear aircraft dynamics can be cancelled out such that
the resulting system behaves like a pure single integrator.
For this, the physical control input u is defined as follows:
u = b−1(x)(ν −a(x)) (1)
where ν is the outer loop control input. Furthermore, a(x) is
representing the airframe/engine model and b(x) is the so-
called effector blending model. The classical weakness of
NDI, its sensitivity for modelling errors which leads to er-
roneous inversion and thus a possibly unstable result in case
of failures, is circumvented here by making use of the real
time identified physical model, which allows reconfiguring
for the failure in real time. The NDI routine is composed of
two loops, relying on the time scale separation principle.
4 Application on a Boeing 747 simulation model
This control strategy has been applied on a high-fidelity non-
linear simulation model of a Boeing 747 based on realistic
failure scenarios validated against flight data, such as the
Bijlmermeer scenario. Simulation results have shown that
this method is very well capable to handle structural failures
as well as control surface failures, on the condition that the
boundaries of the safe flight envelope are not violated and a
minimal subset of control surfaces is still operational.
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Figure 1: Comparison of the trajectories flown by autopilot along
3 waypoints for classic failed (stops halfway), NDI un-
failed (small turn radius), NDI failed (larger turn ra-
dius). Due to the damage, the NDI failed aircraft has a
restricted bank angle and thus a larger turn radius.
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1 Introduction
Physical damage to an aircraft, like the blockage of a con-
trol surface can lead to loss of controllability and/or stabil-
ity. Such failures create a very challenging situation for the
pilots, since these make it vastly more difficult to pilot the
aircraft. An example of such a situation, that was not sur-
vived by the crew, is the disaster that involved the El Al
Boeing 747 freighter that crashed in the Bijlmermeer, near
Amsterdam, The Netherlands, in 1992. A simulation study
by Smaili [5] has shown that the failure was likely to be sur-
vivable, given the correct control inputs and a wisely chosen
trajectory.
2 Fault-tolerant control through model inversion and
model-predictive control
Fly-by-wire systems offer the possibility to redistribute con-
trol effort over the actuators in an automated fashion. Ac-
tuator redundancy in such flight control systems allows for
the investigation of fault-tolerant flight control (FTFC) tech-
niques. An overview of control methods that can be applied
for FTFC purposes, has been compiled by [1]. One con-
trol method that is deemed very suitable for FTFC is model-
predictive control. Here, we apply a combination of two dif-
ferent control techniques, model predictive control (MPC)
and feedback linearisation (FBL), to obtain FTFC capabili-
ties.
The first control method that is applied is MPC. MPC is se-
lected because of its ability to cope with constraints on the
input, state, or output of the system. Furthermore, since this
is a discrete-time control method, it is possible to change
the model in between the discrete time steps. Both of these
properties makes it a serious candidate for FTFC of systems
that feature a failure detection (FDI) mechanism.
MPC methods, do however, rely upon optimisation and re-
quire linear models in order for the solution of the optimisa-
tion problem to converge to a solution that is a global min-
imum. Feedback linearisation (FBL) offers the possibility
to find a nonlinear feedback law, such that given certain as-
sumptions, the closed loop of the system and FBL controller
has linear and time-invariant behaviour.
The concept of a combination between FBL and MPC as
to form a reconfigurable, globally valid, nonlinear, and con-
strained controller therefore seems intuitive, but there are
several interconnection issues that require attention. Such
issues are caused by the fact that the number of system in-
puts is in general much larger than the number of states
that are to be controlled, which is actually a prerequisite
for FTFC. Furthermore, it is not a priori clear how the con-
straints on the inputs relate to the constraints of the MPC
controller. A more detailed investigation of the synthesis of
MPC and FBL for FTFC purposes is to be found in [2]
3 Application to the GARTEUR AG16 benchmark
The previously introduced methodology has been incor-
porated into the benchmark model of action group 16 of
the Group for Aeronautical Research Europe (GARTEUR).
This detailed and life-like model represents the full dynam-
ics of a Boeing 747/100. Several failures, e.g. stabiliser
runaway, loss of vertical fin, have been evaluated using this
model and the proposed control methodology. More details
are to be found in [3]
4 Conclusion
It has been shown in simulation that the proposed methodol-
ogy is suitable for FTFC purposes in a life-like setting. The
computational cost of the method is large though. Future
work will focus on variations upon this method that allow
for a formal proof of stability for the closed loop.
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1 Abstract
A new algorithm is proposed for finding the equilibrium or
trim conditions of an aircraft, which is an important tool in
flight control system design and flight simulation. The algo-
rithm is based on Interval Analysis (IA), which deals with
computations on intervals of numbers as opposed to com-
putations on crisp numbers in ordinary arithmetic[1, 2, 3].
Interval analysis generates lower and upper bounds for the
result of a computation and is an excellent tool for global
nonlinear optimization problems. The basic rules of interval
arithmetic are shown in eqs.1 to 4.
The advantage of optimization algorithms using interval
analysis over classical optimization algorithms is that they
will detect all minima and maxima within a search space,
compared to the classical algorithms that only find a local
optimum closest to some initial point. In this paper we show
how interval analysis can be used to find all solutions to
the steady state equations of motion for any type of aircraft
model to any desired accuracy. No other numerical method
exists that is guaranteed to find all the solution and although
analytical methods are capable of this[4], they pose signif-
icant restrictions on the type of aircraft model. Important
concepts in interval analysis such as box consistency and
box splitting methods are applied in the trim algorithm.
[a,b]+ [c,d] = [a+ c,b+d] (1)
[a,b]− [c,d] = [a−d,b− c] (2)
[a,b] · [c,d] = [min(ac,ad,bc,bd) ,max(ac,ad,bc,bd)]
(3)
[a,b]
[c,d] = [a,b] · [1/d,1/c] i f 0 /∈ [c,d] (4)
Simulation results for trimming in horizontal flight of a six
degrees of freedom fighter aircraft model show that the inter-
val analysis trim algorithm can find all the trim points with
any specified accuracy. Trimming for fixed thrust in hori-
zontal and level flight results in multiple equilibrium points
that are all found by the algorithm (see fig.1), something that
conventional trim algorithms such as sequential quadratic
programming (SQP [5]) cannot do. Application to a non-
linear model with multiple simultaneous equilibrium points
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Figure 1: Trim for fixed thrust level horizontal flight at sea-level
altitude.
demonstrates the advantages of the algorithm over classical
algorithms.
The trim algorithm decribed here will be particularly useful
when multiple trimpoints exist, for example due to flexible
structure modes or redundant controls.
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1 Introduction
This paper describes the identification of a black box
dynamic model for a continuously variable, semi-active
damper for a passenger car. The modeled damper is a
telescopic, hydraulic damper equipped with a current con-
trolled, electromagnetic servo-valve. Figure 1 gives a
schematic representation of the device. It corresponds to a
passive damper in which the piston and base valve are each
replaced by a check valve. In addition, the rebound and re-
serve chamber are connected with a current controlled cvsa-
valve 1, that controls the damping ratio.
Figure 1: Schematic representation of the semi-active damper.
It is shown that a neural network based, output error model
(nnoe) [1] is able to accurately describe the damper dynam-
ics, including saturation and hysteresis. The obtained model
has been integrated in a multi-body simulation model of a
passenger car. This full-vehicle model can then be used to
optimize the parameters of the suspension controller, such
that the expensive road tests needed to fine tune the con-
troller can be reduced to a minimum [2].
2 Neural network output error model
The damper dynamics are complex and non-linear, which
makes the use of first principles based models cumbersome.
Therefor, a black box modeling approach is applied, since
this requires only limited insights in the damper dynamics.
The output error model maps the regression vector ϕ(tn) at
time instant tn, to the damper force Fd(tn) using a nonlinear
function g:
Fd(tn,θ) = g(ϕ(tn),θ) (1)
Where θ represents the parameter vector of the function.
The regression vector consists of previous values of the sim-
1cvsa: continuously variable semi-active valve
ulated damper force and the input up to time tn−1. The input
vector u includes the damper displacement, velocity and the
control current. For the non-linear function g, a neural net-
work with one hidden layer of tangent hyperbolic nodes f ,
and a linear output layer, is used:
F̂d(t) =
q
∑
j=1
(
W j f (
m
∑
i=1
w jiϕi+w j0)+W0
)
(2)
The developed identification procedure consists of follow-
ing steps:
• experiments: broad band excitation (0-30 Hz) of the
damper on a position controlled hydraulic test rig,
• selection of model structure: number of hidden nodes
and the variables included in the regression vector,
• estimation of the model parameters Wj and w ji,
• validation of the obtained model.
3 Results
Figure 2 shows a simulation result obtained with the identi-
fied model. The relative RMS error of the simulated damper
force for this validation measurement is about 5 %.
Figure 2: Validation of the identified damper model.
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1 Introduction
In reservoir engineering large-scale, physical models of sub-
surface reservoirs are constructed (see Figure 1), which are
used for prediction and control of water, oil and gas flows
over a period of years to decades. One of the model parame-
ters that is of paramount importance for an accurate predic-
tion of the flows is the permeability in each grid block of the
spatially discretized model. Permeability indicates how easy
the fluid can flow through the porous medium. A prior esti-
mate of the grid block permeability originates mainly from
geological insight and geophysical measurements. This esti-
mate is subsequently updated using dynamic measurements
in the wells. Estimating these parameters from well mea-
surements is challenging, mainly because of the discrepancy
between the number of parameters to be estimated and the
number of available wells, and the requirement that the es-
timated parameters preserve the prior geological and geo-
physical knowledge. Therefore, before actually estimating
the grid block permeabilities from well measurements it is
wise to examine the structural identifiability.
Figure 1: Example of a spatially discretized 3D reservoir simula-
tion model with vertical wells.
2 Structural identifiability
Local structural identifiability analysis gives an answer to
the question if it is at all possible to distinguish two given pa-
rameters sets from the outputs, provided the inputs are cho-
sen the best possible way. For single-phase reservoir models
with multiple inputs and outputs the state observability, state
controllability and local structural identifiability of the grid
block permeabilities is analyzed in [1] and [2]. From this
analysis we were able to extract the parameters and combi-
nations of parameters that are best identifiable, i.e. a param-
eterization to which the input-output behavior is most sensi-
tive. An example with 2025 parameters is given in Figure 2.
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Figure 2: Top view of reservoir with grid block permeabilities
(left) and the weighted sum of most identifiable spa-
tial patterns of grid block permeabilities (right). Black
rectangles indicate the well position.
3 Structural identifiability of geological parameters
In this work the structural identifiability of a geological pa-
rameterization of the permeability is investigated. The main
idea of a geological parameterization is that the number of
parameters is reduced and that an updated parameter esti-
mate preserves the geological knowledge. To this end a de-
terministic, 2-dimensional channel/barrier modeling method
is developed where channels with a higher permeability or
barriers with a lower permeability are positioned in a homo-
geneous background. Each channel/barrier is parameterized
by only six geological parameters: width, length, position
in x and y direction, angle and permeability of the channel.
The permeability of the background is given by one param-
eter. The 7 parameters in the example are all structurally
identifiable, which means that (in theory) with a geological
parameterization the high permeable channel can be identi-
fied.
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In accordance with the trends seen in previous years, 
also 2007 beaded some temperature records. We just 
lived the warmest winter and the warmest spring since 
the beginning of all temperature measurements. This 
seems to be convincing evidence for most people to 
begin to believe in global warming. The question 
remains: what do we know about the temperature before 
the start of the measurements? Not too much to be 
honest.[1] To know more about it, we need on one hand 
good proxy-archives (= sensors) in which a clear proxy-
signal is seen and on the other hand a good 
interpretation of the signal to reconstruct the 
paleoclimate.  
 
Several years of biogeochemical research on bivalve 
shells resulted in clear proxy-signals with the promising 
potential for reconstruction of yearly variations in the 
paleoclimate around estuarine systems.[1, 2] But the 
interpretation of the different proxy signals is still 
problematic. The classical linear transfer function from 
proxy to environmental parameter failed for most 
proxies, and if they seem to work (e.g. for δ18O in 
relation to temperature) the signal-to-noise ratio is so 
high that the uncertainty on the reconstructed 
temperature is higher than the recent temperature 
changes.[2] 
 
This is why we developed a non-linear multi-proxy 
approach. This approach consists in the construction of 
a manifold in a multi-dimensional space, as an 
intermediate step, from which in a second step a 
temperature is obtained. At this moment two types of 
models are used to describe the manifold; (1) a spline 
model and (2) a polynomial model. Both models 
describe the variations in the chemical signature of the 
shell during a one year cycle.  The shortest distance 
from another measurement (e.g. in an archeological 
shell) to the model will give a time estimation, which 
can be linked to several environmental parameters. 
Initial temperature reconstructions were promising, and 
after some ameliorations on the basic principals 
(normalization, time-basis movements and weighting 
factor for proxies) the reconstruction can even be called 
good.  
 
 
Figure: A.: Initial estimation of a non-linear transfer function for 
every proxy over time. B.: rewriting the transfer functions in a 
multi-dimensional function (there are as many dimensions as 
proxies). C. Linking of a measurement (chemical signature) to a 
unique time-position. D. Linking of the time-position to the 
corresponding environmental parameter(s). E. Validation of the 
method, comparing the measured environmental parameter(s) to 
the predicted environmental parameter(s). 
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1 Introduction
The topic of this presentation concerns an application in the
area of micro-manufacturing. In particular micromilling is
considered, which entails the scaling of conventional milling
into the microdomain. Tools with diameters of less than
0.5mm are used to manufacture components with arbitrary
3D features in a range of materials. More than in conven-
tional milling, it is important in micromilling to monitor the
cutting forces during the milling process in order to maintain
a stable cutting process. These forces can be measured di-
rectly with force transducers, however commercially avail-
able systems are limited by their bandwidth and the addi-
tional space needed in the machine.
Toolholder
Cutting tool
Front bearing
Rear bearing
Axial bearing
Motor
Gap sensor +
controller
z
x
(y direction out of plane)
Magnetic coil
Figure 1: Schematic of an AMB spindle
When the milling is performed by a spindle with Active
Magnetic Bearings (AMBs), the active nature of the bear-
ings can be employed to observe the cutting forces from
the signals of the bearings. In AMB spindles, the rotor is
levitated by generating electromagnetic forces at the front
and rear side of the rotor, as well as in the axial direction
GK
r
u2
-
+
+
+
+
+
v2
v1
y2
u1
y1
Figure 2: Block diagram of closed-loop input estimation problem
(see figure 1). A stable system is obtained by using position
measurements in a closed-loop to control the currents of the
electromagnets. Force estimation based on the current and
position signals is favorable as it eliminates the need for ad-
ditional sensors, thus saving cost and space.
2 Input estimation from closed-loop data
The problem of observing cutting forces from the signals
of an AMB spindle can be considered an input estimation
problem. The cutting forces constitute an unknown input
to a partially closed loop dynamical system (see figure 2).
Measurements of the control input y1 and the outputs y2 are
available, viz. the currents through the coils and the dis-
placement of the rotor respectively, which are used to esti-
mate the unknown input u2, representing the cutting forces.
Optimal estimates uˆ2 can be obtained by minimizing the
mean square error E|uˆ2(t)− u2(t −N)|2, where N ≥ 0 is
some fixed time-lag. When the unknown input sequence is
treated as white noise filtered by known dynamics, and full
knowledge on the controller K is available, the optimal es-
timator will have a Wiener filter structure. It will be shown
that controller knowledge can be replaced by a perfect mea-
surement of the control signal u1. The adjustable delay N
allows to trade off the estimation error against the lag in the
estimation results. It will be demonstrated that given the dy-
namics of the plant and the noise characteristics, a minimum
delay exists that can be attained.
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1 Introduction
Optical incremental encoders are widely used to apply feed-
back control on motion systems where the position is mea-
sured at a fixed sample frequency. The accuracy is limited
by the quantized measurement of the encoder. Velocity and
acceleration information from incremental encoders can be
obtained using only the position information [1], thus disre-
garding the variable rate of occurrence of the encoder events,
or using model based methods such as observers [2].
This research employs the time stamping concept, in which
both encoder counts and their time instants are used for the
position estimation [3]. To obtain accurate velocity and
acceleration estimations, the time stamping concept is ex-
tended with a skip option.
2 The skip option in time stamping
The time stamping concept stores encoder events (ti,xi),
consisting of the encoder positions xi and the time instants
ti the transition occurs, captured at a high resolution clock.
Position information is obtained using polynomial fitting
through n encoder events and extrapolation to the desired
time instant.
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Figure 1: Visualization of the skip option for σ=2 counts.
The encoder events suffer from errors due to encoder imper-
fections, which act as a disturbance on the position estima-
tion. The errors are amplified in the velocity and accelera-
tion estimations. A skip option is proposed to skip σ events
in between two stored events. This extends the time span
covered by the events in the fit without the need for more
events. The skip option is shown in Fig. 1 for σ = 2 counts.
3 Experimental results
The velocity and acceleration estimations of time stamping
without skip and with σ = 3 are shown in Fig. 2 for a sinu-
soidal reference signal r(t) = pi/2sin(2pit). The estimation
error of the velocity (Fig. 2(a)) with σ = 3 is 74% more ac-
curate than without skip, i.e. σ = 0. For the acceleration,
the estimation with σ = 3 is 92% more accurate than with
σ = 0.
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Figure 2: Experimental results, quantized measurement (light
grey), σ=0 (dark grey) and σ=3 (black).
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1 Introduction
A large class of linear and time-invariant (LTI) behaviors [1]
can be described by a finite number of equations1
ai( ddt )w(t) = 0 (i= 1, . . . ,m), (1)
with w ∈ C∞(R,W ) and ai ∈W ∗[z], where W can be Rn,
or any other finitely generated linear space, C∞(R,W ) de-
notes the set of smooth functions from the time axis R to
W , and W ∗ denotes the dual of W .2 Given the solution set
B⊆C∞(R,W ) of (1) one defines the annihilator submodule
B⊥ ⊆W ∗[z] to consist of all derivations which annihilate
all trajectories in B, i.e., all a ∈W ∗[z] with a( ddt )w(t) = 0
for all w ∈ B. Then B⊥ is precisely S = ∑mi=1 aiR[z], i.e.,
the submodule spanned by the ai’s. On the other hand one
defines S> to denote the set of all trajectories w ∈C∞(R,W )
which are annihilated by all derivations in S. The pair (⊥,>)
which connects the lattice D∗(W ) of submodules in W ∗[z],
i.e., the arithmetic perspective, with the lattice of LTI behav-
iors D(W ), i.e., the geometric perspective, forms a Galois
connection with S>⊥ = S. We propose methods exploiting
this Galois connection in order to discuss properties of uni-
modular maps as well as to establish a new way of intercon-
necting behaviors.
2 Properties of Unimodular Maps
Let L(V1,V2) denote the set of all linear maps from V1 to V2
and L(W ) = L(W,W ). A polynomial matrix U ∈ L(W )[z]
is called unimodular if it possesses a polynomial inverse. It
has been shown in [2, p.21 Theorem 15] that{
U∗ ◦ (⊥ ◦U( ddt )◦>) = IdD∗(W )
U( ddt )◦ (>◦U∗◦ ⊥) = IdD(W ),
(2)
1The discrete time case, where the time axis R is replaced by Z≥0, can
be handled analogously by substituting ( ddt ) by the truncated left shift σ
defined by (σw)(t) = w(t+1) andC∞(R,W ) byWZ≥0 .
2Informally speaking the elements inW ∗[z] are polynomials whose co-
efficients are functionals, i.e., elements of W ∗. Formally one utilizes the
tensor product R[z]⊗W ∗ to define W ∗[z] as a linear space and endows it
with a R[z]-module structure defined by linear extension of p · (q⊗w∗) :=
(pq)⊗w∗ for all p,q ∈ R[z] and all w∗ ∈W ∗. Every element inW ∗[z] is of
the form∑finite zi⊗w∗i with w∗i ∈W ∗. One tends to write this sum as∑w∗i zi.
iff U is unimodular, where U∗ ∈ L(W ∗)[z] denotes the dual
map ofU given byU∗a := a◦U for all a ∈W ∗[z].3
3 Interconnecting Behaviors
Given two LTI behaviors B1,B2 ∈D(W ) it is natural to de-
fine their interconnection as B1∩B2, i.e., the solution set of
B⊥1 +B
⊥
2 .
4 However in many situations the controller has
only access to a subspace V ⊆W , i.e., B2 ∈ D(V ). An ap-
proach that deals with this partial information case from the
start has been proposed in [2, p.78 Definition 124] where
one assumes Bi ∈ D(Wi) (i = 1,2), ιi :W ∗i ↪→W ∗ are lin-
ear inclusions and defines the interconnection of B1 and B2
w.r. to (ι1, ι2), denoted by B1[ι1|ι2]B2 ∈ D(W ), in terms of
its annihilator, i.e.,
B1[ι1|ι2]B2 = (ι1(B⊥1 )+ ι2(B⊥2 ))>. (3)
The interconnection is said to be regular if the sum in (3)
is direct, i.e., ι1(B⊥1 )∩ ι2(B⊥2 ) = {0}. The full information
case is given byWi =W and ιi = IdW (i = 1,2) without the
need to ”copy” trajectories as in [3].
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Abstract
Positive linear systems constitute an important class of con-
trolled linear systems. These systems encompasse dynami-
cal models where all the variables, i.e. the state and output
variables, should remain nonnegative for any nonnegative
initial conditions and input functions. An overview of the
state of the art in positive systems theory is given e.g. in [3]
and [8].
Here we report some results concerning the finite-horizon
positive linear quadratic (LQ) problem for positive linear
continuous time systems. The infinite horizon LQ prob-
lem was studied in [6], by means of a Newton-type iterative
scheme.
More specifically, the (normalized) LQ positive problem
consists of minimizing the following quadratic functional :
1
2
(∫ t f
0
(‖u(t)‖2 +‖C x(t)‖2)dt + xT (t f )S x(t f )
)
for a given positive linear system x˙(t) = Ax(t)+Bu(t), t ∈
[0, t f ] where x(0)= x0, u is a piecewise-continuous function,
A ∈ IRn×n is a Metzler matrix (i.e. each off-diagonal entry is
nonnegative), B ∈ IRn×m is a nonnegative matrix (i.e. each
entry is nonnegative) and S ∈ IRn×n is a symmetric positive
semidefinite matrix, under the constraints that the state tra-
jectories x(t) be nonnegative for all time.
By applying the maximum principle in continuous time to
this problem (see e.g. [4]), it can be shown that the LQ op-
timal control u is of the state feedback type, as in the classi-
cal theory of the LQ problem, i.e. without the nonnegativity
constraints on the state trajectories (see [2]). More precisely,
u(t) = K(t)x(t) = −BT P(t)x(t), where P(·) = P(·)T is the
positive semidefinite matrix solution of the following matrix
differential Riccati equation :
− ˙P(t) = AT P(t)+P(t)A−P(t)BBTP(t)+CTC,
with P(t f ) = S, such that A + BK(t) = A− BBT P(t) is a
Metzler matrix for all time t. The last condition is obtained
by applying the characterization of the positivity of homo-
geneous time-varying linear systems in continuous time, see
e.g. [1] and [5].
Sufficient conditions are reported for the positivity of the
closed-loop system in terms of P(t) by the study of an upper
bound of this matrix. Using an approach similar to the one
developed in [7] it can be shown that P(t)≤ F(t), that is the
matrix F(t)−P(t) is nonnegative for all time, where F(t) is
the solution of the matrix Lyapunov differential equation,
˙F(t) =−AT F(t)−F(t)A−CTC, F(t f ) = S.
Then, by using the fact that A−BBT F(t) is a Metzler matrix
implies that A−BBT P(t) is also a Metzler matrix, a criterion
can be derived for the positivity of the LQ-optimal closed-
loop system.
We have also studied the particular problem of minimal en-
ergy control with penalization of the final state. By com-
puting the expression of P(t) in terms of the matrix solution
of the Hamiltonian system, where C = 0, sufficient positivity
conditions have been obtained under the form of inequalities
involving the spectral radius of S and the final time t f . This
analysis reveals a tradeoff between positivity and stability of
the closed-loop system (in a receding horizon approach).
These results are illustrated by some numerical experiments.
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1 Introduction
The use of bisimulation techniques originates from
computer-aided verification, [3]. To facilitate the automated
use of formal methods like temporal logics or process alge-
bras, the complexity of the programs to be checked often has
to be reduced. Bisimulations are equivalence relations with
respect to the externally visible behavior of state transition
systems potentially giving rise to an approximation which
can be verified with less computational efforts.
2 Bisimulation relations for dynamical systems
The usefulness of bisimulation equivalences in the context
of dynamical systems has been shown when applying this
concept to linear continuous-time systems, see [1]. Exis-
tence conditions as well as constructive algorithms to com-
pute maximal bisimulations were developed. It proved to be
an important observation that the problem to find a bisimu-
lation relation between two linear time invariant systems can
be reformulated as a modified disturbance decoupling prob-
lem as arising in geometric control theory.
Another class of dynamical systems for which bisimulation
equivalences have been studied are switching linear systems.
For this special class of non-deterministic hybrid systems,
the state evolution depends on input driven mode switches.
Separating discrete and continuous dynamics by means of
graph theoretic concepts, a bisimulation relation could be
established in [2].
3 Application to switching linear systems with
inequality constraints
It is the aim of this work to extend the available techniques
to a more general class of hybrid systems, switching linear
systems with location invariants. In addition to the influence
of the discrete dynamics on the evolution of the continuous
state, such kind of systems incorporate reciprocal dependen-
cies of discrete and continuous dynamics by means of loca-
tion invariants. These location invariants are represented by
affine inequality constraints on the states.
In a first step, bisimulation relations for the constrained
continuous-time dynamcis should be analyzed using Farkas’
Lemma. The final goal is to develop an algorithm to com-
pute the maximal bisimulation for switching linear systems
with inequality constraints. This could be used to reduce a
given system to an equivalent bisimilar system of minimal
state space dimension.
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1 Introduction 
 
Piecewise constant rank systems and the differential 
Kalman decomposition are introduced. Together 
these enable the detection of temporal 
uncontrollability/unreconstructability of linear 
continuous-time systems. These temporal properties 
are not detected by any of the four conventional 
Kalman decompositions. Moreover piecewise 
constant rank systems admit the state dimension to 
be time-variable. It is demonstrated that linear 
continuous-time systems with variable state 
dimensions enable the well rounded realization 
theory suggested already by Kalman [1]. The 
differential Kalman decomposition is associated 
with differential controllability and differential 
reconstructability. The system structure obtained 
from the differential Kalman decomposition may be 
interpreted as the temporal linear system structure. 
It turns out that the difference between 
controllability and reachability as well as 
reconstructability and observability is entirely due 
to changes of the temporal linear system structure. 
 
Figure 1:  The main contributions 
 
2 Illustrative example 
Consider the following time-varying linear system, 
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If time in (1) would be restricted to ( )0.25,0.5  the system 
would be unreachable as well as uncontrollable. Similarly if 
time in (1) would be restricted to ( )0.5,0.75  the system 
would be unobservable and unreconstructable. If [ ]0,1t ∈  
then we might call the system temporarily 
uncontrollable/unreachable over ( )0.25,0.5  because over 
this time interval the second state variable is not influenced 
by the input. Similarly we might call the system temporarily 
unreconstructable/unobservable over ( )0.5,0.75  because 
over this time interval the second state variable does not 
influence the output. Since moreover the second state 
variable grows exponentially over ( )0.25,0.5  and over 
( )0.5,0.75  it cannot be stabilized by a controller over these 
time intervals. If we apply a similarity transformation at 
every time [ ]0,1t ∈  to the system  then these temporal 
properties are unchanged but no longer obvious from the 
system description. None of the four conventional Kalman 
decompositions recovers these temporal properties because 
the system is controllable and reconstructable from any time 
as well as reachable and observable at any time. As 
demonstrated the differential Kalman decomposition 
retrieves the temporal system properties and structure by 
obtaining a system description similar to (2). 
 
The total minimal systems introduced in [2] turn out to be 
piecewise constant rank systems that are not temporarily 
uncontrollable nor temporarily unreconstructable. 
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1 Introduction
The stabilization problem for decentralized control systems
has been an important subject of research starting from the
70’s when Wang and Davison published their paper [1],
where they establish necessary and sufficient conditions for
stabilization of linear time-invariant decentralized control
systems. Basically the stabilization relies on the fact that
all the decentralized fixed modes of the system are located
in the open left-half plane, although later it has also been
proved that certain unstable fixed modes can be moved us-
ing time-varying controllers.
Clearly the decentralized structure imposes restrictive con-
ditions on the controller design in the general case, and
therefore many people have been looking to prove results
for certain particular classes of decentralized systems.
2 Block-diagonal double integrator systems
Such a particular class of systems is the one where the sys-
tem matrix is a block-diagonal double integrator, while the
decentralized structure is appearing in the output matrix G:
x˙=

0 1
0 0 0
. . .
0
0 1
0 0
x+

0
1 0
. . .
0
0
1
u
y= Gx·1
This can be regarded as a system of ν independent vehicles
(or agents), each having its own information about the po-
sitions and/or velocities of the others, while the aim is to
globally stabilize the system using decentralized controllers
for each agent.
Obviously the design of these controllers highly depends on
the structure of the matrix G, where the decentralized infor-
mation is lying, and the condition of the decentralized fixed
modes being in the open left-half plane can be translated into
a certain property of this matrix (see [2] for details).
3 Stabilization using static controllers
Also in [2] it is proved that stabilization using static decen-
tralized controllers is possible if there exists a diagonal ma-
trix K such that the eigenvalues of KG are in the open left-
half plane. In this paper we will present necessary and suf-
ficient conditions for the existence of such a matrix K:
Theorem 1. Consider an arbitrary matrix G ∈ Rν×ν . Then
there exists a diagonal matrix K ∈ Rν×ν such that all the
eigenvalues of KG have negative real part only if
∀i∈{1, . . . ,ν}, G has at least one i×i principal minor di 6= 0.
Theorem 2. Consider an arbitrary matrix G ∈ Rν×ν . Then
there exists a diagonal matrix K ∈ Rν×ν such that all the
eigenvalues of KG have negative real part if
∃{i1} ⊂ {i1, i2} ⊂ ·· · ⊂ {1, . . . ,ν}
such that the corresponding principal minors of G are all
non-zero.
4 Conclusions
Decentralized control systems are often tough to handle in
the general case, and therefore tools are developed for spe-
cial classes of decentralized structure. In this paper we
present some nice algebraic tools to test the stabilizability
of a block-diagonal double integrator decentralized control
system.
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1 Abstract
Control theory is largely based on the concept of stability ”a
la Lyapunov” which was initially largely justified in terms of
system energy. Because it was mainly considered in the con-
text of mechanical and electrical systems, this had led to the
use of quadratic functions as Lyapunov function candidates,
since these can be easily justified as energy system func-
tions. More generally speaking, stability analysis of nonlin-
ear systems requires the use of abstract mathematical tools
such as the two Lyapunov methods for instance. This can
result in a loss of information stemming from the physics of
the system. In most of the cases, the analysis of the dynami-
cal behaviour and the control of a system are made by start-
ing from the dynamical equations of the system and by con-
sidering them as a differential equation system. The further
computations do not need any more links with the physics.
But beside the equations expressing the dynamics of the sys-
tem, the physics can give us more insightful information that
can be useful for the analysis of its dynamical behaviour.
This is particularly true for chemical reaction systems. For
those systems, the dynamical equations are given by bal-
ance equations. But the laws of thermodynamics provide
complementary information like the mass conservation that
help us to exhibit invariants of the system, or the second
thermodynamic law that provides a function that is always
non-negative along the trajectories. Our aim is therefore to
develop a new viewpoint and angle for the stability analy-
sis and control design of chemical reactors that could more
specifically be linked to and based on the physics.
In this work, a simple but comprehensive example of a
chemical reactor is considered: a continuous stirred tank re-
actor (CSTR) with an exothermic reaction. Depending on
the parameters of such a reactor, this system can exhibit mul-
tiple steady states. The objective is to interpret the stability,
the region of attraction etc. of those steady states in terms
of some thermodynamic functions. Contrary to most of the
studies made on such reactors, we shall consider as few as
possible assumptions when writing the dynamical models.
For instance we shall not consider the usual hypothesis of
constancy of the heat capacities or the heats of reaction. We
shall also first consider all possible reaction rates, and dis-
cuss how this influences thermodynamics.
The aim of this work is to give a more physical insight of the
dynamical behaviour of a chemical reactor in terms of the
thermodynamic properties of the system. According to the
second principle, entropy production is always non-negative
along the system trajectories. Moreover, in some open sys-
tems the steady state is a minimum for entropy production.
This seems to indicate that there could be a Lyapunov func-
tion related to entropy or entropy production. We shall also
present analysis results about the influence of material ex-
change between the CSTR and the environments and of the
chemical reactions occurring in the reactor on the entropy
production and the use of entropy production as a Lyapunov
function.
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Introduction
Due to the lack of reliable on-line measurements of the key
components of cell cultures, state estimation techniques (or
software sensors) play an increasingly important role in bio-
process monitoring. A challenge to face in the design of
software sensors is however the uncertainty associated with
the underlying bioprocess model, which motivates in turn
the development of robust state estimation techniques.
Receding-horizon estimation is a popular method where the
most-likely initial conditions of a process model are esti-
mated on the basis of data available in a moving time frame
by solving a minimization problem. Using the estimated
values and the process model, a state prediction can then be
computed up to the next measurement time. Several appli-
cations of receding-horizon observers can be found in, e.g.,
[3], [1] and [5].
Contribution
In this study, the classical situation is considered, where a
process model has been previously identified based on ex-
perimental data, and where parameter bounds have been
evaluated. Our objective is to design a state estimation
method, which would be robust to these parameter uncer-
tainties. The formulation of this problem naturally leads to a
nonlinear min-max optimization problem. The latter can ei-
ther be solved numerically (at the price of expensive compu-
tation), or converted to a simpler minimization problem by
using a model linearization along a nominal trajectory (de-
fined by nominal parameter values and the most likely ini-
tial conditions) and recent results in linear robust receding-
horizon estimation developed in [2].
In order to demonstrate the performance of the method, the
culture of phytoplankton in a bioreactor operated in chemo-
stat mode is considered. The tests are first conducted in sim-
ulation using Droop model [4], then using real-life experi-
mental data.
Based on this application example, a comparison between
the two numerical solution approaches to the min-max opti-
mization problem is carried out. In order to reduce the com-
putational expense required by the “brute-force” approach
to the min-max optimization problem, advantage is taken
from the monotonicity properties of the considered applica-
tion example.
Results
Tests in simulation and with real-life experimental data
show good performance of robust methods with respect to
model uncertainties. Moreover, in the second version, lin-
earization allows to significantly reduce the computational
load. Tuning is easy because it is only related to the length
of the time window and to the weighting matrix of the a pri-
ori initial estimation.
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1 Introduction
Traditional microbial growth models applied in predictive
microbiology are based on the assumption of sigmoidal
growth curves. After an initial adaptation phase (the lag
phase), microorganisms enter the exponential growth phase
in which they grow at the maximum specific growth rate,
determined by the environment. At a certain point, growth
is slowed down and finally inhibited, e.g., by accumula-
tion of a toxic metabolite or a shortage in nutrients (sta-
tionary phase). An extensive experimental study revealed
that growth of E. coli K12 MG1655 in Brain Heart Infusion
broth at elevated temperatures (close to its maximum tem-
perature for growth of about 46◦C) does not follow a typical
sigmoidal growth curve characterized by a lag, exponential
and stationary phase [4]. The exponential growth phase at
45◦C is clearly disturbed. Based on plate count data and mi-
croscopic images, the existence of a more heat resistant sub-
population was hypothesized. This hypothesis is tested in
this paper by means of a heterogeneous modelling approach
(in analogy with [2]).
2 Materials and methods
The kinetics of E. coli K12 MG1655 were studied in Brain
Heart Infusion broth at superoptimal temperatures in a tem-
perature controlled environment. Cell density was deter-
mined based on plate counts.
Microbial growth is described by the model of Baranyi
and Roberts (1994), in which temperature dependence of
the maximum specific growth rate is incorporated by the
Cardinal Temperature Model with Inflection (CTMI) [3].
This model encloses four parameters: the cardinal tempera-
tures Tmin, Topt and Tmax (the minimum, optimum and max-
imum growth temperature, respectively) and µopt (the spe-
cific growth rate at Topt ). Growth curves were simulated
with Matlab (version 6.5, The Mathworks Inc.) and param-
eter estimates were acquired by minimization of the sum
of squared errors (SSE), using lsqnonlin of the Matlab Op-
timization Toolbox. Simultaneously, parameter variances
were calculated with the jacobian matrix.
3 Results and discussion
The postulated hypothesis considers two subpopulations:
one sensitive population and another (very small) popula-
tion with increased heat tolerance. A large fraction of the
initial population density inactivates being unable to resist
the inimical temperature. A remaining smaller fraction is
able to resist the stressing temperature and multiplies. Su-
perposition of the dynamics of these two subpopulations and
taking into account experimental variability (inherent to the
experimental set-up) enables accurate prediction of the ex-
perimental data).
4 Conclusion
A heterogeneous modelling approach enables accurate de-
scription of experimental data hereby confirming the exis-
tence of a small heat resistant subpopulation in typical in-
oculum culture of E. coli K12 MG1655. Additional dy-
namic experiments will be performed to give more insight
in the microbial behavior within the superoptimal tempera-
ture region and in the temperature region between microbial
growth and inactivation.
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Abstract
This work present a relatively simple adaptive control (in
the presence of the input constraints) for a class of plug flow
tubular reactors. Our objective is to regulate the reactor
temperature in a prespecified neighborhood of a given
reference profile.
The dynamics of plug flow tubular reactors are described
by nonlinear partial differential equations derived from mass
and balances. Here, we consider exothermic chemical reac-
tion A 7−→ bB. The dynamics of this process has the form
(see [1]):
∂T (t,z)
∂ t = −v
∂T (t,z)
∂ z +α f (T (t,z),C(t,z))
−k0(T (t,z)−Tc(t,z)) (1)
∂C(t,z)
∂ t = −v
∂C(t,z)
∂ z − f (T (t,z),C(t,z)) (2)
with the initial and boundary conditions:
T (0, t) = Tin(t), C(0, t) =Cin(t) (3)
T (z,0) = T0(z), C(z,0) =C0(z)
In [2], a constrained adaptive control scheme has been de-
veloped with the objective to regulate the temperature of
exothermic tubular reactors with axial dispersion in ball cen-
tred at the temperature profile x∗ and of arbitrary prescribed
radius λ > 0, where the inlet and coolant temperature as
control actions. The convergence is local in the sense that
the initial temperature is constrained to live in prefixed set.
It may even be impossible to reduce the reaction tempera-
ture from such reference profile by any type of control of
the temperature alone. To overcome this limitation, we in-
troduce an additional input action which has a cooling effect.
The considered input in this research is:
u(t) =
 u1(t)u2(t)
u3(t)
=
 Tin(t)Tc(t,z)
Cin(t)
 (4)
which means that our problem is a nonlinear boundary
control problem. The first step of this work is to transform
the model (1), (2) and the boundary conditions (3) in the
context of the Fattorini model of boundary control see [3],
[2].
For physical reasons, we assume that ui (i = 1, 3) are con-
strained as follows: for all t ≥ 0
u1 ≤ u1(t)≤ u1, u2 ≤ u2(t)≤ u2, 0≤ u3(t)≤ u3 (5)
where ui, ui (i = 1, 2), u3 are positive constants.
we adopt an approach based on modified λ -tracking con-
trollers, whereby prespecified asymptotic tracking accuracy,
quantified by λ , is insured for all initial temperature. The
adaptive control strategy does not require any knowledge
of the system parameters and does not invoke an internal
model, only a feasibility assumption in terms of the refer-
ence temperature and the input constraints is assumed.
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It has long been known that the classical models of growth
response such as Monod or Haldane models, are not able
to account for the oscillations in chemostat occuring under
suitable operational conditions as it has been observed in
many experimental studies (see [2], [3], [4] and references
therein). The need of considering a time delay in the growth
response, as a source of oscillations, has been therefore em-
phasized by many authors : see eg the references cited in
[1]. The effect of delay in simple chemostat models was dis-
cussed e.g. in [2], [5] and [6]. Following the same idea, we
consider here a biochemical reactor distributed parameter
model with time delay, where the delay can be considered
in the growth response for the same reasons as in the che-
mostat models.
Applying the mass balance principle to the limiting sub-
strate concentration S(τ,ζ ) and the living biomass X(τ,ζ )
leads to the following partial differential equations, where
Sr(τ,ζ ) := S(τ− r,ζ ) and Xr(τ,ζ ) := X(τ− r,ζ ) :
∂S
∂τ
= D
∂ 2S
∂ζ 2
−ν ∂S
∂ζ
− kµ(S,X)X (1)
∂X
∂τ
=−kdX+µ(Sr,Xr)Xr , (2)
with the boundary conditions : for all τ ≥ 0,
D
∂S
∂ζ
(τ,0)−νS(τ,0)+νSin = 0 and ∂S∂ζ (τ,L) = 0 ,
(3)
and initial condition : for all −r ≤ s≤ 0, 0≤ ζ ≤ L
S(s,ζ ) = S0(s,ζ ), X(s,ζ ) = X0(s,ζ ). (4)
In the equations above, D, ν , k, kd , Sin, µ , r, L denote the
diffusion coefficient, the superficial fluid velocity, the yield
coefficient, the death coefficient of the biomass, the inlet li-
miting substrate concentration, the specific growth function
or growth response, the delay parameter and the length of
the reactor, respectively. The parameters D, ν , k, kd , Sin, r
and L are positive. In the right hand side of equation (1),
the last term represents the growth response while the other
terms represent the hydrodynamics (i.e. diffusion and trans-
port terms). As the biomass is assumed to be fixed, there is
no hydrodynamic term in the right hand side of equation (2).
The first term in the right hand side of this equation repre-
sents the mortality of biomass and the last one represents
the growth response with delay. The delay is considered in
equation (2) only : it is assumed to be caused by memory
effects of micro-organisms. The substrate is instantaneously
consumed althought the biomass is produced with delay.
This model has been analyzed through a dimensionless se-
milinear infinite dimensional system description, [1]. Under
suitable (smoothness and monotonicity) assumptions on the
specific growth function and the initial data, the existence of
global solutions of the system equations and their regularity
are reported. The invariance (under the system dynamics) of
the domain defined by physically feasible state variables is
also proved as well as the relative compactness of the state
trajectories. In addition, the system can have multiple equili-
brium profiles and, as a consequence of time delay, periodic
solutions bifurcating from the trivial equilibrium profile.
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1 Introduction
In positioning systems where high precision and high band-
width operation is required piezo electric actuators (PEA)
are often used. Typical examples are scanning tunnel or
atomic force microscopes. PEA’s are very stiff and have
poorly damped resonant modes at high frequencies. These
resonant modes can be excited leading to inaccuracy or even
instability if feedback is used.
2 Methods of damping
Various methods of damping resonant modes in piezo actu-
ated systems have been proposed. These methods exploit the
fact that PEA’s act as transducers. One idea is to dissipate
energy originating in the mechanical domain in the electrical
domain. A second use of the transducer property is to mea-
sure the voltage induced by the inertia forces associated with
the load. As a third method of damping we can use velocity
feedback using a separate sensor. All methods discussed so
far deal with resonant modes in the mechanical domain by
damping in the electrical domain or by using the transducer
property. As an alternative to this we can deal with these
problems directly in the mechanical domain. An advantage
of this approach is that we avoid the amplification of noise
associated with using sensor signals for velocity feedback.
3 Damping through load balancing
With careful design we can use the mechanical properties
of the actuator-load configuration to deal with the resonant
modes of the piezo-actuator. The goal is to shift the reso-
nant modes towards the anti resonances associated with the
PEA [1]. An effective way of doing this is by tuning the
mass of the load and to a lesser extend the damping. In [1]
a model of the mechanical behavior of a PEA has been de-
rived. The PEA is modeled as a series connection of mass
spring damper systems. The transfer function of the PEA is
y(s) =
Np(s)
Dp(s)
(Fp(s)−Fs(s)) (1)
Np(s) =
∞
∏
i=1
mp
i2pi2
+ cps+ kp (2)
Dp(s) =
∞
∏
i=1
4mp
(2i−1)2pi2 + cps+ kp (3)
Where mp is the mass of the PEA and cp and kp its damping
and stiffness. The system shown can be modeled as
m2m1
k1
x1 x2y
k2
c2c1
Fs Fs
Fp Fp
Figure 1: PEA in positioning system with frame m1, stage m2,
frame stiffness/damping k1/c1, and pre-load spring and
damping k2/c2
y(s) =
Ns(s)
Ds(s)
Fs(s) (4)
Ns = (m1+m2)s2+ c1s+ k1 (5)
Ds = m1m2s4+(m1c2+m2(c1+ c2))s3+
(m1k2+m2(k1+ k2)+ c1c2)s2+
(c2k1+ c1k2)s+ k1k2 (6)
Here we have frame stiffness k1, frame mass m1 and a pre-
load spring k2 in parallel with the PEA. The mass of the load
is represented as m2. Damping is represented by c1 and c2.
Combining system and PEA we get
y(s) =
Np(s)Ns(s)
Ns(s)Dp(s)+Np(s)Ds(s)
Fp (7)
From this last expression we can conclude that the closed
loop zeros associated with the mechanics of PEA and load
are invariant under the mechanical feedback introduced by
mass, spring and damper. In contrast, for increasing load
the poles of the closed loop system shift towards the zeros.
Because a PEA has low mass and high stiffness, the most
effective parameter for manipulating the closed loop poles is
the mass of the load. If we increase the loading of the PEA,
the resonant modes will shift to lower frequencies. Under
high load the high resonant peaks will decrease to such an
extend that cancelations occurs and a second order system
remains. The first peak of the PEA will shift to a lower
frequency and has to be dealt with using additional damping.
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1 Introduction
A wet-plate clutch (Fig. 1) is a mechanical device that trans-
mits torque from its input axis to its output axis by means
of friction. The input axis of the clutch is connected to a
drum, which is a hollow cylinder with grooves on the in-
side. A first set of friction plates (clutch plates) with ex-
ternal toothing that can slide in those grooves are pressed
against a second set of friction plates (clutch discs) with in-
ternal toothing that can slide over a grooved bus connected
to the output axis. When the two sets of friction plates are
pressed against each other by a piston, torque is transmit-
ted. Initially, when the clutch is not engaged, the piston
should be positioned as far as possible from the friction
plates to avoid losses due to viscous friction of the oil be-
tween the plates. When the vehicle control unit gives the
command to close the clutch, the distance between the pis-
ton and the plates should be decreased as fast as possible to
zero, without the piston and the plates making brutal con-
tact. Nowadays, this is achieved using feedforward control
of the electro-hydraulic valve. However, long calibration
procedures are necessary to find the optimal feedforward
signal for a smooth clutch engagement. Furthermore, since
the controlled system is time-varying (wear of the friction
plates, variable temperature,...), regular recalibrations of the
control signal are inevitable. To avoid these cumbersome
calibrations, an ILC control system [1] is developed, which
learns the appropriate control signal based on the quality of
the previous engagements.
Figure 1: Design of a wet-plate clutch
2 ILC controller
To bring the piston close to the friction plates, a position ref-
erence trajectory is defined that has to be learned by the ILC
controller. Afterwards, the final engagement of the clutch is
realized using an additional feedforward action. Good track-
ing of the reference leads to a small feedforward action and
consequently to a smooth and fast clutch engagement. The
ILC scheme, used for the reference tracking, is added to a
closed position loop. The performance of this closed loop
with a linear feedback controller is low because of the time
delay and the nonlinearity of the controlled system. How-
ever, this performance can be increased significantly by the
ILC controller, which updates the control signal at each en-
gagement based on the control signal and the reference error
at the previous engagement. To take into account the wear
of the friction plates, the reference trajectory of the ILC sys-
tem is adapted online. Since it is too expensive to equip all
clutches with a sensor to detect the piston’s displacement, in
a second part of the project, a pressure sensor is used as the
only available sensor in a similar ILC control configuration.
3 Experimental results
The controllers are validated on a non-rotating wet-plate
clutch. Fig. 2 shows the results for the ILC of the piston
position with an adaptive reference. When the number of
controlled engagements increases, the tracking response im-
proves due to the ILC action and the engagement quality
becomes better. After 5 engagements, the end point of the
reference trajectory is adapted, which leads to a decrease
of the feedforward action and a further improvement of the
clutch engagement quality. Future work consists of an ex-
tension to a rotating set-up, where additional challenges are
expected e.g. due to the centrifugal disturbing forces.
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Figure 2: Effect of ILC on the piston position.
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1 Introduction
This presentation investigates Active Structural Acoustic
Control (ASAC) of rotating machinery with high modal den-
sity, by placing actuators as close as possible to the noise
source. For this purpose, an experimental set-up has been
built, as discussed in [3]. The set-up consists of a shaft sup-
ported by two bearings, of which one is made “active” by
mounting piezo-actuators around it, to influence the vibra-
tion transfer in the bearings. Sound is radiated by a flexible
panel mounted on the set-up.
In [4], it has been shown that an adaptive repetitive con-
troller is able to reduce noise radiation caused by a sinu-
soidal disturbance. The control design is based on a pro-
cedure presented in [2], which is adapted to systems with a
high modal density, for which the identification of a para-
metric model is difficult. This presentation builds further on
these results and compares them with a Filtered Reference
Least Mean Squares (FXLMS) controller, commonly used
in noise control.
2 Repetitive control versus FX-LMS
For the general repetitive control (RC) scheme, the stability
criterion, for Q(z) = 1, simplifies to:
|1−L(ω)Psec(ω)|< 1
Although ideally L is the inverse of Psec, this solution is of-
ten not feasible and prone to changes in the plant dynamics.
Therefore, [2] proposes a design procedure for the repeti-
tive controller in which the compensating filter L is designed
such that the Nyquist plot of L(ω)Psec(ω) lies in the right
half-plane and is constrained within the unit circle around
the point 1. This implies that the phase of L(ω)Psec(ω) must
lie between -90 and 90◦.
d
Pprim(z)
u
Psec(z) ++
Repetitive control
Q(z) z−p ++ −L(z)
y
Memory loop
The FXLMS convergence criterion is similar to the RC sta-
bility criterion; ideally the plant model P̂sec exactly equals
the plant Psec. However, [1] shows that for an FXLMS algo-
rithm to converge, it is necessary that the phase of Psec does
not differ more than 90◦ from the phase of the plant model
P̂sec.
x u
Psec(z)
Pprim(z)
d
+
+
Filtered-X LMS
y
P̂sec(z) LMS
W (z)
The similarity between the RC stability criterion, which re-
sults in the design of a “semi-inverse” of Psec within a phase
range of 90◦, and the FXLMS convergence criterion, which
states that P̂sec should equal Psec within a phase range of 90◦,
shows the possibility to apply a similar design procedure for
the FXLMS plant model as for the L-filter in RC. The pro-
cedure is evaluated based on simulation and experimental
results.
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1 Introduction
Most of the current repetitive controllers (RCs), hereafter
referred to as typical RCs (tRCs), apply the internal model
principle by embedding a one-period delay into the control
scheme. While being simple and often effective, the tRC
structure involves a number of disadvantages: (i) in many
applications, large memory buffers are needed; (ii) informa-
tion about the input spectrum cannot be included and (iii)
accounting for period-time uncertainty results in tRCs that
are overly robust for lower harmonic frequencies. In order
to overcome these disadvantages, the present paper proposes
a novel type of RCs, called generalized RCs (gRCs), that
sacrifices the simplicity of the tRC structure for the benefit
of more design freedom. While tRCs are still encompassed
as a special case, numerical results reveal that gRCs yield
significantly better performance with the same amount of
memory or, conversely, require substantially less memory to
achieve equivalent performance.
2 Methodology
Figure 1(a) shows the structure of a tRC of order M, where
N corresponds to the number of samples in one period of the
input. In a proper tRC design, L(z) compensates the transfer
function from u(k) to e(k) in the original feedback system.
To guarantee robust closed-loop stability, Q(z) is designed
as a low-pass zero-phase FIR filter with cut-off frequency
sufficiently below the bandwidth ωBW of the original feed-
back system. The design parameters Wm are computed such
that the tRC yields an optimal trade-off between two per-
formance indices, γnp and γp,∆, that quantify its effect on
the closed-loop performance for the non-periodic and the
period-uncertain inputs, respectively. ∆ corresponds to the
relative uncertainty on the fundamental frequency of the pe-
riodic input.
Figure 1(b) shows the structure of a gRC. More design free-
dom is introduced by replacing W (z)Q(z) of the tRC, which
corresponds to a FIR filter with a particular structure, by an
unstructured FIR-filter of the same order. τ > 0 to over-
come non-causality of L(z). The design parameters Xk are
computed such that the gRC yields a robustly stable closed-
loop system and realizes an optimal trade-off between γnp
and γp,∆.
3 Results
To illustrate the potential of the gRC, it is compared to the
tRC for an example with N = 50 and ∆= 2%. The RCs must
+
L(z)
e
+
L(z)
e
M∑
m=1
Wmz
−mN Q(z)
K∑
k=τ
Xkz
−k
u
u
(a)
(b)
Figure 1: Structure of a tRC (a) and a gRC (b).
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Figure 2: Tradeoff-curves between γp,2% and γnp.
suppress the first five harmonics, while ωBW corresponds to
the eighth harmonic. In the tRC, Q(z) is designed as the
lowest-order FIR filter that fulfills the corresponding con-
straints.
Figure 2 compares for this example the trade-off curves be-
tween γp,2% and γnp for the tRC and two gRCs, where the no-
tation gRCµ% indicates that the gRC uses µ% of the mem-
ory used by the tRC. These trade-off curves reveal that, with
the same amount of memory and for the same level of non-
periodic performance degradation γnp, gRC100% yields up
to 65% better periodic performance γp,2% compared to tRC.
Since gRC60% always outperforms the tRC, a gRC allows
saving at least 40% of memory without loss of performance.
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1 Introduction
Nuclear fusion is a very safe, clean and virtually inex-
haustible energy source for the future. However, due to the
large scientific and technological complexity it will take at
least a few decades before fusion energy becomes available.
This talk will give a short overview of the fusion principles
and address some important control issues in nuclear fusion.
2 The fusion reaction
In fusion, two positively charged hydrogen nuclei, i.e. deu-
terium (D) and tritium (T), fuse together to form helium
(He), a neutron and lots of energy (17,6MeV), see Figure 1.
Due to the repulsive forces between nuclei, this reaction can
only occur within very hot plasma’s, typically with temper-
atures in the order of 108K.
Figure 1: The fusion reaction
3 The tokamak
The best way to confine such extremely hot plasmas is by
magnetic confinement. A very promising configuration is
the toroidal tokamak, see Figure 2. Strong poloidal mag-
nets create a large toroidal magnetic field inside the plasma,
while transformator coils generate a current in the plasma
which results in a poloidal field. The resulting helical field
confines the charged plasma particles very well. Poloidal
field coils can further shape the plasma inside the tokamak.
4 Control in nuclear fusion
Although confined within the magnetic field, the plasma in-
side the tokamak still faces various instabilities [1], e.g.
Figure 2: Schematic of a tokamak
• Neoclassical Tearing Mode (NTM), also known as
magnetic islands,
• Edge Localized Mode (ELM),
• Resistive Wall Mode (RWM),
• Sawtooth instability.
Each instability diminishes the ‘quality’ of the plasma, or
even destroys it, possibly resulting in disruptions which
come with large forces on the tokamak. Hence control is
necessary to suppress these instabilities. The ‘performance’
of the plasma can further be enhanced by advanced condi-
tioning of the plasma via control of parameters like
• shape and position of the plasma
• plasma density and plasma pressure β
• q-profile and temperature profile
• plasma current
Unfortunately, for each control challenge only a limited
amount of sensors and actuators is available.
5 Towards the future
At present, accurate input-output models considering these
control challenges are scarce. Modeling and control of the
above phenomena is clearly a necessity and opportunity on
the way to realizing a stable fusion power plant.
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1 Introduction
The goal of our research is to develop a controller which can
be used for shape control of an inflatable reflector. Inflatable
structures have very nice properties, suitable for aerospace
applications. We can construct a huge light weight reflector
for a satellite which consumes very little space in the rocket
because it can be inflated when the satellite is in the orbit.
So with this technology we can build telescopes which are
about 100 times bigger then the current technology.
2 Modeling
Before we can design a controller which can be used to influ-
ence the shape of an inflatable structure we have to define a
dynamical model of our structure. Unlike the standard mod-
eling, used i.e. by physicists, we want to model the dynamics
of our structure in the port-Hamiltonian frame work, see [1],
in order to easily design a control based on the framework.
We start with a simple one dimensional beam, which repre-
sents a cut through our inflatable structure, similar to [2]. A
possible structure for such an inflatable can be seen in figure
1.
As sketched in the picture, we use a combination of two
materials. The first is the so called base layer to which we
bond piezo-electric patches. These patches are then used to
influence the shape of the system. To model the system, we
have to describe the potential and kinetic energy stored in it.
The potential energy of the base layer can be described, see
[3], as
Pbase =
∫
V
εTσdV,
where ε is the strain and σ is the stress in the base layer. The
potential energy of the piezo-electric material is given as
Ppiezo =
∫
V
εTσ +ETDdV,
where E is the electrical field and D is the electrical dis-
placement in the piezo-electric material. For both materials
the kinetic energy can be stated as
K =
∫ L
0
ρw˙(x, t)dx,
where w is the displacement and ρ is the mass per length of
the material. It is easy to see that the stored energy is given
in a distributed fashion. Now we have two possibilities to
achieve a discretized port-Hamiltonian model. We could ei-
ther define a distributed port-Hamiltonian system and then
discretize this model to achieve a lumped model. This is not
trivial and the corresponding methods are not applicable to
higher dimensions, see [4]. Or we discretize the stored ener-
gies and use the discretized form to get the port-Hamiltonian
model. For our research we follow the second approach.
The so achieved model is then be used to design a controller
which will be able to alter the shape of the inflatable struc-
ture in the desired way.
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Figure 1: Two possible structures for an active membrane
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Abstract
Introduction
Adaptive Cruise Control (ACC) enables automatic follow-
ing of a vehicle. The relative distance xr is controlled (see
Fig. 1). A driver dependent part determines the desired
host vehicle acceleration ah,d , while a vehicle dependent part
controls the longitudinal dynamics via actuation of the throt-
tle uth and brake system ubr (see Fig. 2).
ACC
equipped
host vehicle 
target
vehicle
xr,vr
vh,ah
radar
beam
vt
Fig. 1: ACC system setup.
Problem statement
Focusing on the driver dependent part, nonlinear (situation
dependent) driver behaviour generally is accounted for in the
controller design via scheduling gains and switching logic,
while disregarding stability issues. Furthermore, the lack
of appropriately defined performance metrics yields time-
consuming tuning by trial-and-error. Hence, performance
metrics as well as a structured control framework for ACC
are required.
driver
depen-
dent
vehicle
depen-
dentradar
driver
xr,vr
ah,d
uth
ubr
host vehiclevh,ah
ACC system
xr,vt
Fig. 2: ACC control structure.
ACC performance evaluation
On the basis of literature and on-the-road experiments, met-
rics are determined to enable objective performance evalua-
tion of an ACC system in a qualitative manner. In case of a
passenger car, both comfort and desirability have to be con-
sidered. Comfort is mainly related to vestibularly detectable
variables, whereas desirability is mainly related to visually
and auditorily detectable variables.
Regarding desirability, xr, vr and the so-called time-to-
collision TTC = xr/vr are the most promising metrics, yet
some situation dependency seems inevitable. Regarding
comfort, acceleration and jerk peak values are appropriate
metrics enabling objective performance evaluation.
ACC design
Besides the control objective regarding xr, the relative ve-
locity vr should be limited based on desirability and the ac-
celeration and jerk should be limited out of comfort reasons.
Furthermore, the nonlinear driver behaviour as well as safety
considerations yield various (nonlinear) constraints on the
control output ah,d .
Model Predictive Control (MPC) is adopted as a suitable,
structured framework for constrained, MIMO, nonlinear
controller design. MPC minimizes a cost function J re-
garding the control output u over a user-defined prediction
horizon; min
u
J(u,ε,R), with ε the error with respect to the
control objectives and R the performance related require-
ments. Adopting a closed-loop MPC synthesis enables ex-
plicit, offline optimization of the state-dependent controller
gains. This yields a hybrid control synthesis, which prevents
the need for significant online computational power.
Simulations as well as on-the-road experiments have been
executed, showing appropriate behaviour of the ACC sys-
tem.
Fig. 3: Screenshot of the simulation environment and the
Audi S8 with which the ACC is tested.
Future work
Current research focusses on further integration of the per-
formance metrics in the tuning process and the possibly au-
tomated, driver-specific tuning.
Book of Abstracts 27th Benelux Meeting on Systems and Control
88
Model-based traffic flow control for the reduction of fuel
consumption and exhaust emissions
S. K. Zegeye, B. De Schutter1, and J. Hellendoorn
Delft Center for Systems and Control
Delft University of Technology, Mekelweg 2, 2628 CD Delft, The Netherlands
Email: s.k.zegeye@tudelft.nl,b@deschutter.info,j.hellendoorn@tudelft.nl
1 Introduction
Road transport depends almost entirely on natural oil. In
spite of the development of new high-quality, low-pollution
fuels, the consumption of fuels derived from natural oil in-
creases every year. This results in a negative effect on the en-
vironment. Moreover, in recent epidemiological studies of
the effects of combustion-related (mainly traffic-generated)
air pollution, NO2 was shown to be associated with adverse
health effects [2]. These problems can be addressed either
by large-scale substitution of natural oil by alternative fu-
els, enhancing vehicle technology or/and reducing waste of
fuels. The first option will be difficult to fully implement
on the short to medium term. Therefore, reducing fuel con-
sumption by reducing waste of fuel and enhancing vehicle
technology are sensible strategies. This can be achieved by
using different traffic flow control measures to minimize the
impact of traffic.
2 Objective
Our objective is to use various traffic control measures (such
as traffic signals, on ramp metering, variable speed limits,
opening or closing shoulder lanes, route guidance) to reduce
fuel consumption (e.g., due to idling and frequent accelera-
tion and deceleration) and exhaust emission. Two possible
control approaches will be investigated, infrastructure-based
and integrated road-vehicle. In the first approach the control
strategy will be driven by sensors and control equipment on
the road side, while in the second the infrastructure-based
framework will be integrated with the growing availability
of in-car communication, sensing, and control systems to
obtain an integrated road-vehicle control system, resulting
in better and more sustainable mobility.
3 Approach
The above objectives will be addressed using a model-based
control approach (also called model predictive control, or
MPC for short). In this approach models are used to pre-
dict the emission and fuel consumption impact of various
control measure settings on the traffic flow over a certain
prediction horizon (see Figure 1). The most optimal settings
1B. De Schutter is also with the Maritime and Transport Technology
Department.
are then selected using numerical optimization and applied
to the traffic system. After a given fixed time period (con-
trol time step) the current traffic situation is assessed again
through new measurements and updated predictions of de-
mands, etc., and the whole process is repeated.
model
optimization
prediction
actions
control
objective,
constraints
system
inputs
control
MPC controller
measurements
Figure 1: Schematic representation of MPC.
By assigning weights to the several, often conflicting, traffic
control objectives (such as minimizing emissions and fuel
consumption, minimizing travel times, minimizing the num-
ber of stops, maximizing throughput, etc.) a balanced trade-
off between these objectives can be obtained. Furthermore,
this optimization-based approach also allows to explicitly
take into account various constraints such as hard limits on
emission rates in certain areas, maximal queue lengths at
some on-ramps or intersections, etc.
4 Acknowledgments
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1 Introduction
The desire to improve safety and survivability of aircraft op-
eration leads to a lot of ongoing research into the relatively
young field of reconfigurable flight control design. The in-
crease in available on-board computional power of modern
and future aircraft opened possibilities for adaptive control
designs with on-line model identification. In this paper,
three such adaptive control designs based on the backstep-
ping method are applied to a nonlinear over-actuated fighter
aircraft model.
2 Control Approaches
The first approach is based on the backstepping method
making use of tuning functions as introduced in [2] which
will serve as the baseline controller. The second is based on
the constrained adaptive backstepping method as introduced
in [1, 3], and will be referred to as the integrated design due
to the integration of the parameter identification process in
the control design. The last control design, called modular,
separates the control and identifier designs as in [4]. In this
design, the parameter identification is performed with recur-
sive least squares, and the control law design is based on a
robust version of backstepping called Input-to-State Stable
(ISS) backstepping.
3 Control Allocation
Aircraft often have redundant control surfaces each with
their own position and rate limits, and therefore control al-
location is used to distribute the desired control effect to the
available control effectors. In the adaptive designs, the con-
trol allocation method allows for the reconfiguration of the
available control effector such that the desired control effect
is still obtained. Identification of the control effectiveness
parameters plays a crucial role in this reconfiguration after a
failure and therefore the choice of control allocation method
can have drastic effects on the performance of (nonlinear)
control designs, especially for adaptive designs. The con-
trol designs are combined with different control allocation
methods: the pseudo-inverse, the weighted pseudo-inverse,
and a direct control allocation method based on quadratic
programming.
Figure 1: Control surface locations on the aircraft, hatching indi-
cates a failure.
4 Controller Evaluation
The three control designs combined with the different con-
trol allocation methods are evaluated using numerical simu-
lations of a simple fighter aircraft model. The stability, con-
vergence and transient performance of the control law de-
signs are evaluated for different, rather demanding, maneu-
vers and several types of locked and even hard-over aileron
and horizontal stabilizer failures are considered. No explicit
failure information is fed back to the flight control system.
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1 Introduction
The problem of trajectory tracking control for a damaged
aircraft in three-dimensional space is considered. Auto-
matic navigation and landing systems are important autopi-
lot functions for both military and civil aircraft and the
emerging field of unmanned air vehicles has only increased
the interest in inertial trajectory tracking control systems.
However, component failures or airframe damage can result
in a degraded tracking performance or even in a total loss
of control. Within the available computing power onboard
nowadays an adaptive control law with online model identi-
fication can be designed that can online adapt to changes in
the aircraft dynamics and/or failures of aircraft subsystems.
The overall result of the application of such a reconfigurable
flight control system will be an improvement of safety in
operations, survivability and performance.
2 Nonlinear Adaptive Flight Path Control
A nonlinear adaptive autopilot based on Refs. [1, 2] is de-
signed for the inertial trajectory control of an six-degrees-
of-freedom, high-fidelity F-16 aircraft model. The control
system is decomposed in four feedback loops constructed
using a single control Lyapunov function. The aerodynamic
force and moment functions of the aircraft model are as-
sumed to be unknown during the control design phase and
will be approximated online. To simplify approximation of
the unknown aerodynamic force and moment functions the
flight envelope is partitioned into multiple, connecting op-
erating regions called ‘hyperboxes’. In each hyperbox a lo-
cally valid linear-in-the-parameters nonlinear model is de-
fined. The coefficients of these models can be estimated us-
ing the update laws of the adaptive control laws. In this
study we use B-spline neural networks to interpolate be-
tween the local nonlinear models to ensure smooth model
transitions. These update laws take state and input con-
straints into account so that they do not corrupt the param-
eter estimation process. The performance of the proposed
control system has been assessed in numerical simulations
of several types of trajectories at different flight conditions.
Simulations with a locked control surface and uncertain-
ties in the aerodynamic forces and moments are also in-
cluded. The results demonstrate that the proposed control
laws achieve closed-loop stability even in the presence of
these uncertain parameters and actuator failures.
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Figure 1: Reconnaissance and surveillance maneuver with−30%
uncertainty in the aerodynamic coefficients.
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1 Introduction
At the Control Engineering chair at the University of
Twente, research is done on geometric dynamics analysis
of humanoids. We strive to find mathematics that represent
in an insightful, coordinate-free way the complex dynamics
of humanoid robots. The basis of the geometric dynamics
analysis is screw theory [1].
The advantage of geometric dynamics analysis over most
classical 3D analysis is that the equations are coordinate-
neutral: as long as all quantities are expressed in the same
coordinate frame, the equations are correct. Contrary to
for example euler angles, the dynamics equations are com-
pletely singularity-free. Moreover, equations for transla-
tions and rotations are combined, resulting in simple yet
powerful equations.
2 The locked inertia tensor and locked inertia ellipsoid
A rigid body is characterized by its inertia tensor, which
contains all inertia properties (mass m and moments of in-
ertia Ix, Iy and Iz). The total inertia of a system of rigid
bodies that are not moving relatively to each other (they are
‘locked’) —the locked inertia (also known as the composite
rigid body inertia [2]) — can be found by simply summing
the inertia tensors of the individual bodies.
The locked inertia enables us to regard the whole system
as one single entity (as long as the joints are locked). This
is very useful in humanoid robots, where the most important
dynamics are the system as a whole pivoting around the con-
tact point of the foot with the ground. Assuming that the in-
ternal motion of the system is negligible (see also section 4),
the dynamics equations simplify from full multi-body equa-
tions of motion to those of an inverted pendulum.
The locked inertia ellipsoid is a visualization of the locked
inertia tensor — its shape represents the inertial properties
of the locked system (see figure 1). By analyzing it, we
can visually judge how much the locked dynamics are influ-
enced by changes of the internal configuration of the robot.
This can be used both as an analysis tool (how much does an
internal configuration disturbance influence the total dynam-
ics) and as a control tool (deliberately changing the internal
configuration in order to change the total dynamics).
To visualize the locked inertia ellipsoid, its properties (e.g.
the three radii) need to be extracted from the inertia tensor.
Figure 1: A screen shot of the simulation showing the locked
inertia ellipsoid together with the system.
The equations we have found for this can be easily imple-
mented in a simulation environment such as 20-sim, pro-
vided that SVD or eigenvalue decomposition algorithms are
available.
3 Simulation
A system of interconnected rigid bodies was simulated in
20-sim and the equations for the locked inertia ellipsoid
were implemented. The SVD algorithm was provided by
creating a DLL-file in C++ that uses a freeware math li-
brary [3]. The simulations show that the locked inertia el-
lipsoid indeed matches the inertia properties of the locked
system (figure 1).
4 Future work
The notion of locked inertia as explained above only makes
sense when the joints in the system are locked, i.e. there is
no relative motion between the bodies of the system. We
are working on extending the theory to systems that do have
dynamic internal movement.
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1 Introduction
In this research1, it is investigated how a swarm of au-
tonomous moving agents can be controlled to distribute
the agents in an environment such that a certain spatial
coverage is achieved. First, a general modeling frame-
work for swarms is introduced. In this framework, each
moving agent is viewed as particle – dynamic agent
pair. A diagram of the framework is given in Fig. 1.
The diagram shows N dynamic agents A1, . . . , AN in-
Process
Communication
channel
Environment
P1
P2
PN
A1
A2
AN
w1
w2
wN
y1
y2
yN
v1
v2
vN
u1
u2
uN
x1
x2
xN
Figure 1: Block diagram of the modeling framework.
teracting with an environment. The dynamic agents
represent the intelligence of the moving agents. The
particles P1, . . . , PN represent the physical part of the
moving agents, such as their position and speed. Each
dynamic agent, indexed by i, senses the environment
by a vector yi and produces an input ui to the envi-
ronment. Furthermore, each dynamic agent may send
and receive messages vi and wi.
2 Control by Artificial Potential Functions
Artificial potential fields provide a method to control
the moving agents. All objects in the environment,
such as the particles and obstacles, are assigned a po-
tential function that defines a virtual force acting upon
a particle at a certain distance. The value of the arti-
ficial potential field is the sum of the values of all the
potential functions. As in [1], the general class of at-
traction/repulsion functions considered is of the type:
g(y) = −y[ga(||y||) − gr(||y||)], (1)
where ga, gr : R+ → R+ represent the magnitude of
the attraction and repulsion term respectively and y is
1This research is financially supported by Senter, Ministry
of Economic Affairs of The Netherlands within the BSIK-ICIS
project “Self-Organizing Moving Agents” (BSIK03024).
Bart De Schutter is also with the department of Marine and
Transport Technology, Delft University of Technology.
the distance between two particles, or between a parti-
cle and an obstacle. The function g is typically prede-
fined and identical for all the moving agents. Dynamic
agents may also infer g from observed physical prop-
erties of other moving agents. Parameters that define
g may also be communicated by the signals v and w.
The influence of the environment on the coverage may
be incorporated by including a term σ(x) : Rn → R
representing attractant and repellent parts of the envi-
ronment. With O the number of obstacles, the input
to particle i may then be defined as:
ui = −∇xσ(xi) +
N+O∑
j=1,j 6=i
gi(xi − xj).
3 Simulation Results
A simulation of the motion of 40 particles and the cov-
erage of the swarm in an environment with a quadratic
profile and 10 obstacles is shown in Fig. 3. The goal for
the particles is to avoid collisions and distribute them-
selves around the optimum in the environment.
(a) t = 0 (b) t = 17
(c) t = 207 (d) t = 1500
Figure 2: Convergence of the swarm to an optimum in the
environment while avoiding collisions.
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1 Context
The design of control laws for a set of interacting agents,
with the objective of stabilizing a desired behavior for the
overall swarm, has recently become a very popular subject
in the control literature. A basic objective is the achievement
of coordination or coordinated motion, where the agents
move in such a way that relative positions among them re-
main constant.
Coordination of agents moving in the plane at unit speed is
achieved in [1]. In the absence of any external reference,
steering control laws coupling the individual agents’ mo-
tions are designed to asymptotically stabilize different co-
ordinated motions of the swarm. In [2], steering control
laws are established to stabilize different coordinated mo-
tions for agents moving at unit speed in three-dimensional
space. Another popular application is the coordinated rota-
tion of spacecraft attitudes.
All these examples are coordination problems on Lie groups.
The absence of external reference implies symmetry of the
system with respect to absolute positions on the Lie group.
Although control laws were successfully designed in this
context for each individual application, the possibility to for-
mulate a unified framework for coordination on Lie groups
has not been explored yet. The goal of the authors’ cur-
rent work is to formulate general definitions of coordina-
tion objectives, and provide general design procedures for
control laws achieving these coordination objectives, by ex-
ploiting the geometric properties of general Lie groups. The
present contribution focuses on implications of the geomet-
ric framework and different coordination objectives. The
issue of control law design will be addressed elsewhere.
2 Contributions
All concepts will be illustrated on simple examples for a
better understanding; the presentation should be accessible
to researchers which are not familiar with Lie groups.
After briefly recalling basic Lie group properties, two dif-
ferent types of relative positions — right-invariant and left-
invariant — are defined on Lie groups. These lead to
two types of coordination, right-invariant (for fixed right-
invariant relative positions) and left-invariant (for fixed left-
invariant relative positions). The motion of agents on
Lie groups can be described in terms of right-invariant or
left-invariant velocities. These are directly linked to the
two types of relative positions. In particular, equal right-
invariant (resp. left-invariant) velocities corresponds to left-
invariant (resp. right-invariant) coordination. As a conse-
quence, the coordination problem on Lie groups is reformu-
lated as a consensus problem on the vector space of associ-
ated velocities.
Total coordination is defined as the situation where both
types of coordination are satisfied simultaneously. Unlike
left- and right-invariant coordination, total coordination im-
poses restrictions on possible values of the relative positions
even for fully actuated agents. These restrictions involve
eigenspaces of the adjoint representation of the Lie group.
A second part examines implications of underactuation on
coordination possibilities. When the left-invariant velocities
are constrained to some set C , left-invariant coordination
requires consensus on the adjoint orbit of C . Conditions
on C are presented to decide if coordination is feasible (in
principle) from any initial positions; a link to controllabil-
ity is established. Finally, controllability criteria by [3] are
applied to the examples motivating the authors’ research.
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1 Abstract
This paper describes the practical implementation of an ac-
tive ball handling mechanism which is used in the Tech
United RoboCup team Eindhoven [1].
2 Introduction
In the middle size robot league of RoboCup different ways
exist in order to keep posses of the ball. Most teams use pas-
sive systems with a more difficult trajectory planning prob-
lem whereas others use an active mechanism in which the
ball is driven by wheels or rollers [2]. For each method the
rules for ball manipulation state that the robot may enclose
the ball only for one third of the balls diameter. Further-
more, during a movement of the robot, the ball should ro-
tate in its natural direction of rotation. This paper describes
a new active ball handling mechanism, where feedback of
the balls position is incorporated and satisfies all rules men-
tioned above. The active ball handling mechanism is supe-
rior to the commonly used ones for multiple reasons. First of
all, driving backwards while still possessing the ball is pos-
sible. Secondly, the balls position with respect to the robot
can be adjusted. This property can be utilized during a kick.
The ball can be pulled against the kicker, or can be placed
slightly to the left or right which enables the opportunity to
aim during a shot. Finally, the manoeuvres during a dribble
can be much simpler since it is not necessary to constantly
rotate around the vertical axis of the ball.
Wheel
Lever
Motor
Tacho
Potentiometer
Figure 1: Top view ball handling.
Tacho
Motor
Lever
Wheel
Figure 2: Side view ball handling.
3 Ball Handling Design
The mechanism is shown in Figures 1 and 2. The main part
of the ball mechanism consists of two levers. At the end of
each lever a wheel is mounted. These wheels can be actu-
ated by DC motors and the velocities of these wheels can
be measured with tachos. The levers can rotate around fixed
points of the robot and the angles of the levers can be mea-
sured with potentiometers. The control architecture that is
used is a hierarchical one. On the low level, it consist of two
wheel velocity control loops, whereas on the high level it
contains two position control loops which control the angles
of the levers. All controllers are single-input single-output
based controllers. This can be done if the levers are placed
under an angle of 90◦ with respect to each other. In such a
way a decoupled system is created on which you can apply
single-input single-output control techniques. This is also
justified by the relative gain array shown in Figure 3. Now
a preferred distance from the ball to the front of the robot
can be defined, which results in preferred angles of the two
levers. If the levers are bending forward when the ball is
in possess an error is introduced which is controlled towards
zero by adjusting the velocities of the wheels and vice versa.
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Figure 3: Measured relative gain array (black), perfectly decou-
pled (gray).
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1 Introduction
Teleoperation is the manipulation in a remote environment
through an electromecanical device. It is mainly used to ac-
complish tasks judged too hazardous or confined for a hu-
man operator (e.g. space extravehicular operations, subma-
rine exploration). In a teleoperation setup, the operator ma-
nipulates the master robot while the slave robot tries to repli-
cate the movements. For some applications, a feedback of
the interaction forces between the environment and the slave
robot helps in improving the system performance. When
such feature is present, one talks about bilateral teleopera-
tion.
In our case, the master manipulator will be used in a
testbench to study force-feedback in Minimally Invasive
Surgery (MIS). The range of the forces in MIS extends from
0.1 N up to 70 N [3]. In addition, the robot should be able to
operate within a cone of vertex angle of 60◦ without singu-
larites. For an accurate restitution of the haptic senses, the
mechanical design of the robot must be considered carefully.
This paper compares two possible parallel architectures de-
rived from the delta robot that offer good performance in
terms of stiffness, symmetry and low inertia.
2 Criteria and methods for the choice of architecture
The Linear Delta and the ”Classical” Delta architectures are
studied using the Performance-Chart based Design Method-
ology (PCbDM) [2] to assess which one yields the best re-
sults. The design parameters for the PCbDM method are
those included within the Jacobian Matrix. A normalization,
allows to reduce the number of parameters by one and en-
sures that the parameter space is finite while preserving per-
formance similarities in the mechanism. The criteria used to
analyze the kinematic characteristics of the mechanism are :
• the conditioning index (CI) of the Jacobian matrix;
a measure of the manipulability and isotropy of a
mechanism[1, 2]. The mean of the CI within the nor-
malized workspace of the MIS is analyzed for each
structure in order to evaluate the performance.
• the Euclidian norm of the Jacobian matrix ; a measure
of the maximum amplification between the torques
applied by the actuators and the resulting forces at the
tip of the effector within the normalized workspace of
the MIS.
Once the performance charts of the criteria are computed
for the design parameters, an optimal point is selected and
the real design parameters are calculated to match the real
dimensions of the structure. A technological review is also
critical as it will introduce design constraints for the joint
angles, inertia and actuator limitation.
3 Perspectives
The study of the architectures is conducted to satisfy the
kinematic criteria. It must be kept in mind that the dy-
namic study of the device may lead to different conclusions
in terms of mechanism performance.
4 Acknowledgements
The work of Thomas Delwiche is supported by a FRIA
grant. This paper presents research results of the Belgian
Network DYSCO (Dynamical Systems, Control, and Op-
timization), funded by the Interuniversity Attraction Poles
Programme, initiated by the Belgian State, Science Policy
Office. The scientific responsibility rests with its authors.
References
[1] Jorge Angeles. Fundamentals of robotic mechani-
cal systems : theory, methods, and algorithms. New York,
Springer, 2nd ed. edition, 2003.
[2] Xin-Jun Liu and Jinsong Wang. A new methodology
for optimal kinematic design of parallel mechanisms. Mech-
anism and Machine Theory, 42(9):1210–1224, 2007.
[3] Mitchell J.H Lum et al. Multidisciplinary approach
for developing a new minimally invasive surgical robotic
system. IEEE International Conference on Biomedical
Robotics and Biomechatronics, 2006.
Book of Abstracts 27th Benelux Meeting on Systems and Control
96
Control of Haptic Devices for Tele-Assembly
I˙lhan Polat and Carsten W. Scherer
Delft Center for Systems and Control (DCSC), TUDelft
Mekelweg 2, 2628 CD, Delft, The Netherlands
{i.polat,c.w.scherer}@tudelft.nl
1 Abstract
Haptics, in general, refers to the technology and devices
thereof, that present the touch sense or force-feedback to a
human operator from a remote site or from a simulated envi-
ronment. This type of feedback is used for creating an artifi-
cial touching feel at the operator side so that tasks which are
beyond human capabilities, not feasible to fully automate
and/or necessitates exposure to harsh environments, are un-
dertaken. The goal is to be as realistic as possible i.e. the
user experiences the remote site as if he is on site. This is
denoted as Telepresence.
Though the quality of telepresence is a performance prob-
lem, stability of the haptic devices is still the main limitation
in achieving the desired performance levels. Since accu-
rate modeling the operator and the environment is in general
hard, a natural choice for synthesizing controllers is passiv-
ity based design techniques ([1],[2]). By this, the modeling
of the human and environment is converted to energy (or
power) relations with the haptic interface i.e. a system with
power variables f ,v is said to be passive if∫ t
0
f (τ)T v(τ)dτ+V (0)≥ 0
for all trajectories of f ,v, where V (t) denotes the gener-
alized energy function. Hence, the system communicates
with the environment via its input output ports. These tech-
niques are proven to be very useful for assessing the stability
but the problem of defining different performance objectives
arise, due to the fact that converting time or frequency do-
main design specifications into passivity constraints is not a
trivial task. Moreover, these specifications lead to a crude
design trade-off between different scenarios both in terms
of stability and performance, i.e. the device is tuned to be
stable under all possible conditions and then fine-tuned for
some manual operator feel. Thus, if the operating condi-
tions of a haptic device are confined to a pre-defined re-
gion, the achievable performance levels are improved ([3]).
This leads to the major difficulty of the haptic device de-
sign, namely task specification. The tasks are classified ac-
cording to their working environment or specific fidelity and
position/force ranges.
Common scenarios such as free-air motion and hard con-
tact are simple examples for conflicting objectives. In the
first case, the overall device should have as low inertia as
possible to be able to render the voidness which leads to
very lightweight and compliant device components, but in
the latter case, to be able to transmit the hard contact feel to
the operator side, the device should have low compliance to
avoid cushioning type of behavior. It may seem that these
conflicts are all hardware-related, but in fact, similar obsta-
cles appear in control synthesis problems such as varying
spectrum of the disturbance signals for different scenarios,
noise significance in texture rendering etc. Hence, these de-
vices are possible subjects for model-based control schemes
([4],[5]).
In this talk, we would like to give a brief overview of the
current design paradigm, and elaborate on what the key lim-
itations for assessing stability are and possible directions for
improvement.
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Consider a (real) continuous-time stable LTI system of order
(McMillan degree) n and its associated proper rational trans-
fer function H(s). For a given value k < n, the H2 model
order reduction problem consists of finding a proper ratio-
nal function G(s) of order k, which minimizes the H2-norm
between H(s) and G(s). This norm is important as it pro-
vides a system theoretically meaningful way to measure the
distance between two systems. However, it is also notorious
for admitting local non-global optima, and for being hard to
optimize especially when k is not small.
In [1] an algebraic method was developed to deal with the
‘co-order 1 problem’, i.e. for computing a globally optimal
real approximation G(s) of order k = n− 1. When the co-
order 1 technique is applied repeatedly to achieve a larger re-
duction of the model order, then the results are often not too
satisfactory. This is in part due to the inability of the method
to deal directly with complex conjugate pairs of poles. In
the present paper we address the more difficult ‘co-order 2
problem’, in which k = n− 2. We proceed by generalizing
and extending the ideas of [1] for the co-order 1 case to the
co-order 2 case, which has the benefit of providing us with
additional insight into the co-order 3 case and beyond.
In the co-order 1 case the method proceeds as follows. First,
a suitable reparameterization allows one to set up a quadratic
system of n (complex) equations in n variables, which is in
Gro¨bner basis form for any total degree monomial ordering
and which admits a finite number of complex solutions. To
solve it, one employs the Stetter-Mo¨ller matrix method [2]
to transform it into an eigenvalue problem of size 2n × 2n.
Then from its solutions, the corresponding feasible solutions
for the real approximation problem are selected. The associ-
ated values of the H2-approximation criterion can be calcu-
lated by evaluating a particular homogeneous polynomial of
degree 3. This feature can be exploited to restrict the compu-
tation of eigenvalues to a much smaller set, see [3]. The best
criterion value then yields the globally optimal approxima-
tion. In this way iterative local search methods are avoided
and a global optimum is arrived at more directly.
For the co-order 2 case, a quadratic system of n equations in
n variables is constructed analogous to the co-order 1 case,
but the coefficients now involve an additional real variable,
denoted by ρ , which shows up in a rational way. In addition,
any feasible complex solution needs to satisfy an extra linear
constraint of which the coefficients depend only on the given
function H(s). In conjunction with this linear condition, the
Stetter-Mo¨ller matrix method now gives rise to a polynomial
eigenvalue problem A(ρ)v = 0, of size 2n×2n and of degree
n−1 in the variable ρ . Using a linearization technique it is
transformed into an equivalent generalized eigenvalue prob-
lem B(ρ)w = (B0 − ρB1)w = 0. The pencil {B0,B1} is of
size (n−1) 2n× (n−1) 2n and it happens to be singular.
Singular generalized eigenvalue problems are well-known to
be numerically highly ill-conditioned. In general, the stan-
dard QZ-algorithm is not capable of handling such problems
in a reliable way. Using exact arithmetic, however, it is pos-
sible to decompose the matrix pencil {B0,B1} into a singular
part and a regular part, as in the computation of the Kro-
necker Canonical Form (see [4]). The singular part relates
to all the so-called indeterminate eigenvalues. The regular
part is what we are interested in: it contains all the finite and
the infinite (generalized) eigenvalues. Infinite eigenvalues
correspond to singularity of the matrix B1, zero eigenvalues
correspond to singularity of the matrix B0. For our purposes,
the infinite and the zero eigenvalues cannot yield feasible
solutions and must all be excluded. The associated Jordan
block structure for these eigenvalues can be obtained with
exact arithmetic too. In this way it is possible to arrive al-
gebraically at a smaller sized regular matrix pencil {C0,C1}
in which both C0 and C1 are invertible. Its eigenvalues can
then be computed reliably by standard numerical methods.
From the eigenvalues ρ and the corresponding eigenvectors
of the matrix pencil {C0,C1} all the feasible solutions for
the approximation problem can be selected and constructed.
To evaluate the H2-approximation criterion, again a (modi-
fied) homogeneous polynomial of degree 3 is available. To
demonstrate this technique, a worked example is presented
where the repeated ‘model order reduction by one’ tech-
nique is compared against the ‘model order reduction by
two’ technique. Also, some implications for the co-order
3 case are briefly discussed.
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1 Introduction
This work illustrates the application of component analysis
such as principal component analysis (PCA) and indepen-
dent component analysis (ICA) to analyze SNP databases.
The problems of association mapping and population strati-
fication are both addressed with these methods.
2 Component analysis
In the general framework of component analysis, the data
matrix X ∈ Rm×n is approximated by the product of two
lower-rank matrices A ∈ Rm×k and S ∈ Rk×n with k ≤ m :
X ≈ AS (1)
where S contains the reduced data and A’s columns are the
directions spanning the subspace of the reduced data.
If the directions are constrained to be mutually orthogonal
and computed to retain as much variance as possible from
the original data, the factorization (1) correspond to a prin-
cipal component analysis of X .
Another possibility is to identify the directions that make
the rows of S as statistically independent as possible. This
objective is pursued in independent component analysis [1].
3 SNP databases
The human DNA sequence is about 3 billion base pairs
of nucleotides (A-T-C-G) arranged into 23 chromosomes.
Each individual has one pair of each chromosome, one is
inherited from the maternal side and the other one from the
paternal side.
In the world’s population, there is about 10 million sites or
loci that vary between individuals. Such loci referred as
single nucleotide polymorphisms (SNPs) are natural candi-
dates for the research of causal differences responsible for
diseases or other phenotypes of interest.
At one particular SNP locus, there are usually two alleles
(specific nucleotides) observed across the population. Thus,
a SNP database can be represented as a matrix whose ele-
ments can take 3 discrete values : 2 if the arbitrary reference
allele is carried on each chromosome, 1 if the two differ-
ent alleles are observed and 0 if the non-reference allele is
present on each chromosome. To date, an order of magni-
tude for these databases is the measurement of 106 SNPs for
103 individuals. These numbers are rapidly increasing with
the development of cheaper technologies.
4 Association mapping
The analysis of SNP databases aim at finding loci biologi-
cally related to a measured phenotype, for example a partic-
ular disease.
The potential of ICA to perform such analysis has been illus-
trated in [2] on simulated data. In this work, the method is
applied to a real database concerned about the identification
of loci involved in Crohn disease.
5 Correction for population stratification
A problem encountered in association mapping is the pres-
ence of individuals coming from different populations. This
is a source of bias into the observed allele frequencies lead-
ing to false discoveries in the mapping process.
In [3], PCA is used to correct for this effect by computing
a component linked to the population structure and then by
removing it from the data. The issue will be discussed in the
context of a Crohn large database.
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Principal component analysis (PCA) is a standard tool in
many areas throughout science and engineering. It is mostly
used for data analysis and dimensionality reduction. Given
a multivariate data set, PCA identifies linear combinations
of the variables, the principal components, that correspond
to the directions of highest variance in the data. One key
drawback of the approach is the fact that principal compo-
nents are usually combinations of all variables. In applica-
tions where the original variables have a well-known phys-
ical interpretation, the principal components become diffi-
cult to interpret. It could be of interest to identify compo-
nents that involve only a few variables but still explain a
large amount of the variance. This tradeoff between statisti-
cal fidelity and interpretability is the goal of sparse principal
component analysis.
Jolliffe et al. [1] were the first to address this issue in
depth. Some further methods have been thereafter proposed
[2, 3, 4, 5]. Most of these methods combine approaches
to perform PCA with a criterion that favors the sparsity of
the components. Let Σ ∈ Rn×n be the symmetric covariance
matrix of some multivariate data, the first principal compo-
nent is computed by maximizing the Rayleigh quotient on
the sphere Sn−1 = {x ∈ Rn|xT x= 1},
max
x∈Sn−1
xTΣx.
Since penalizing the L1-norm of the variable is a well-known
manner to force some sparsity, a simple algorithm for sparse
PCA consists in solving the problem
max
x∈Sn−1
xTΣx−ρ‖x‖1, (1)
where ρ is a positive weight factor. Although the optimiza-
tion of the Rayleigh quotient on the sphere is a well-posed
problem, problem (1) presents many local minimizers.
Inspired by the work of [3], we propose to relax problem (1)
by enlarging the dimension of the search-space,
max
X∈Rn×p
XTΣX−ρ‖X‖1
s.t. trace(XTX) = 1,
(2)
which is expected to reduce the impact of the local mini-
mizers. Problems (1) and (2) are strictly equivalent once (2)
has a rank-one solution. In any case, the dominant sparse
principal component of Σ is computed as the rank-one ap-
proximation of the minimizer X∗, i.e, as its dominant left-
eigenvector.
The relaxed problem (2) has been solved by using optimiza-
tion methods over nonlinear matrix manifolds [6]. Numer-
ical simulations indicate that the relaxation significantly re-
duces the effect of local minimizers. For a parameter p suf-
ficiently large, the algorithm always converges towards the
same sparse principal component, whatever the initializa-
tion.
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1 Introduction
Computational effort (simulation time) has been one of the
concerns of modern research. Large scale industrial pro-
cess models require lot of computational effort, which is
vital, if the model has to be used, in the real time setting,
for the closed-loop control (process control) and optimiza-
tion purposes. Model reduction has been considered as one
of the method to achieve the acceptable computation ef-
fort. There are many different perspectives of model reduc-
tion for example, linear system theory (balancing & trunca-
tion), projection based (POD) model reduction, time scale
based model reduction (singular perturbation) and identi-
fication based (block structured models). Block structure
models have been used successfully for the model reduction
of industrial processes such as distillation column, heat ex-
changer and reactors. [2]
2 Methodology
In this study, Hammerstein block structure has been
adopted; the reason being the simplicity of the Hammerstein
block structured model, as well as it is capable of identify-
ing the non-linearities of the process. This model structure
is particularly attractive for the process systems modeling
and control, because the steady state information is often
available for industrial processes from historical data. Ham-
merstein structure has been successfully applied for process
control purposes to different fields including chemical engi-
neering. [1], [2]
Hammerstein model structure consists of two blocks; A non-
linear block followed by, in series, a linear dynamic block.
The NL (non-linear) block captures all the steady state char-
acteristics of the original model, while the dynamics are
added by the linear dynamic block. Figure 1 shows the Ham-
merstein block structure:
Figure 1: Hammerstein block structure
The objective is to identify the original model, using the
Hammerstein structure such that the reduced model can be
used for real time purposes. It has to be noted, that reduced
model works with shifted variables (deviation variables). In
the NL block, different NL maps have been used, such as ar-
tificial neural networks, sparse grid representations and in-
terpolation tables [1]. In this study, the NL block has been
identified by using interpolation tables. The linear dynamic
block consists of linearized original model (LTI model) at
nominal operating point.
3 Results & Future Perspective
The above mentioned methodology is implemented on con-
tinuous stirred tank reactor (CSTR). The implementation is
done on single input single output (SISO) case, and then
later extended to the multi-input multi-output (MIMO) case.
In the SISO case, the input variable chosen is the coolant
temperature (Tc) while the reactor temperature (TR) is the
output variable. For the MIMO case, coolant temperature
(Tc) and flowrate of reactant (Fin) are considered as the in-
put vector, whereas the output vector contains the reactor
temperature (TR) and output flowrate (Fout ). Satisfactory re-
sults have been obtained as far as model reduction of CSTR
example (SISO &MIMO) is concerned. Lately the method-
ology has been applied to a distillation column. The bench-
mark distillation column is high purity two cut splitter with
72 trays. Reduction related separation index (SI) & effective
cut point (ECP) change, was satisfactory partially, but the
methodology needs to be matured.
In future, the methodology has be to be established and de-
veloped such that reduced model should have explicit error
bounds. Moreover the computational time has to be investi-
gated. Later, the methodology has to be applied to complex
industrial examples (multi-component distillation column).
The influence of the operating envelope needs to be investi-
gated as well.
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1 Introduction
Solutions of distributed parameter systems are usually sim-
ulated by means of finite element or finite volume meth-
ods. Depending on the required accuracy, such simulation
models are typically of high order. Model approximation is
then an important step towards simplification of such mod-
els. However, most model reduction methods hardly take
model uncertainties and parameter variations into account.
As such, reduced order models are not well equipped to de-
scribe or analyse uncertainties or parameter variations in dis-
tributed parameter models.
It is shown in this presentation that the performance of re-
duced order models that are inferred from Galerkin projec-
tions and proper orthogonal decompositions [2, 3] can dete-
riorate substantially when system parameters vary over bi-
furcation points.
Motivated by these observations, we propose a detection
mechanism based on reduced order models and proper or-
thogonal decompositions that allows to characterize the in-
fluence of parameter variations around a bifurcation value.
For this, a hybrid model structure is proposed for an ob-
server that is driven by residuals of reduced order models.
2 Example
The ideas are applied on the example of a tubular reactor
with both diffusion and convection phenomena and a non-
linear heat generation term. See Figure 1.
reactor-
-
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Ti
66666666666666666666666666666666666
Twall
Figure 1: Tubular reactor
The model is governed by the partial differential equations
∂T
∂ t
=
1
Peh
∂ 2T
∂ z2
− 1
Le
∂T
∂ z
+νCeγ(1−
1
T ) +µ(Twall−T )
(1a)
∂C
∂ t
=
1
Pem
∂ 2C
∂ z2
− ∂C
∂ z
−DaCeγ(1− 1T ) (1b)
which are subject to the mixed boundary conditions
left side:
{
∂ T
∂ z = Peh(T −Ti)
∂C
∂ z = Pem(C−Ci)
right side:
{
∂ T
∂ z = 0
∂C
∂ z = 0
See, e.g., [1]. T (z, t) and C(z, t) are dimensionless temper-
ature and concentration variables, respectively, which are
functions of time t and position z.
The Damkohler number Da is viewed as uncertain param-
eter of the model and varies close to one of its bifurca-
tion values. The parameter variation was chosen so as to
exhibit a discontinuous dependence of the dynamical re-
sponses as function of the Damkohler number. Changes of
the Damkohler number correspond to the transition of the
reactor from lower (extinction) to higher (ignited) states.
In the presentation we discuss the difficulties in approximat-
ing the transition from extinction to ignited state in this tubu-
lar reactor. In addition we describe a method to detect the
Damkohler number from observed data.
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Introduction
Data objects which are indexed with more than two indices,
multi-way arrays, occur very frequently. Examples include
the MRI data of a body part, flow patterns in fluid dynamics
and in general measurements of N-d systems. The analysis
and approximation of multi-way arrays is relevant in many
applications, such as data compression, control design and
model reduction. More specifically, when using the method
of Proper Orthogonal Decompositions for model reduction,
the first step is the computation of coherent patterns from a
representative set of measurement data of the process. Com-
putation of basis functions is usually done by rearranging the
measurement data into a matrix and then computing its Sin-
gular Value Decomposition (SVD), instead of directly ana-
lyzing the multi-way array.
Singular Value Decompositions and Approximation of
Tensors
A powerful way to describe multi-way arrays is using ten-
sors. A tensor is a multi-linear functional T : W1 × ·· · ×
WN → R defined on N inner product spaces (Wn,〈·, ·,〉) of
dimension Ln. After choosing suitable bases for the inner
product spaces the tensor is represented by the N-way array
[[t`1,...,`N ]] ∈ RL1×···×LN . Unfortunately there is no straight-
forward generalization of the SVD for matrices to tensors.
There are several possibilities, two will be considered here
[1, 2]. We propose a notion of singular value decomposi-
tion (SVD) for a tensor T by defining singular vectors for
each of the inner product spaces Wn. The singular vectors
{w(1)n , · · · ,w(Ln)N } form an orthonormal basis for Wn. The
singular value decomposition of a tensor T is then the rep-
resentation of T with respect to these bases.
Example
Consider the following two-dimensional heat transfer pro-
cess:
ρcp
∂w
∂ t
= κx
∂ 2w
∂x2
+κy
∂ 2w
∂y2
+u (1)
where w(x,y, t) denotes the temperature on position (x,y)
and time t. The PDE is defined on a rectangular plate. A
finite element implementation of this PDE is computed us-
ing a grid size of L1 = 50 and L2 = 100 and 500 time sam-
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Figure 1: First basis functions for X , using HOSVD (left) and
tensorial SVD (right)
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Figure 2: Time slice of the original data (left) and time slice of
the rank−(5,5,9) approximant(right)
ples, i.e. L3 = 500. Singular vectors for this implementation
of the PDE are computed using two different methods, the
HOSVD [1] and the tensor SVD [2]. Results are displayed
in Figure 1.
To approximate a tensor T first a vector of integers r =
(r1, . . . ,rN) has to be chosen. An approximant is then
defined by the restriction T ∗r := T |M (r1)1 ×...×M (rN )N where
M
(rn)
n = span(w
(1)
n , · · · ,w(rn)n ) spans first rn singular vectors
inWn. An approximant of the example is shown in Figure 2.
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The secondary settler is an important process unit in
a wastewater treatment plant as it allows the separa-
tion of the solid and liquid phases. The solids particles
arriving in the tank fall to the bottom with a sedimen-
tation velocity νs, and part of the sludge accumulating
in the lower part of the tank is recirculated to the acti-
vated sludge process. The design of secondary settlers
has long been based on empirical considerations. A
first physical model of batch settling was developed by
George Kynch in 1952 [2], in which the sludge transport
is described by a mass balance partial differential equa-
tion. Further modelling studies introduced additional
refinements to this basic model in order to reproduce
experimental observations: continuous settling (Petty
model), limitation of the sedimentation flux from layer
to layer (Taka´cs model [3]), consideration of a diffusion
term (Hamilton model).
Despite these efforts, recent studies show several draw-
backs of these models: unrealistic profiles produced by
the basic model of Petty, influence of the number of lay-
ers on the numerical results obtained with the popular
model of Taka´cs, and the interaction with the model
formulation.
In this work, we first review some of these models and
show how inconsistent the numerical results can be.
Then, we reformulate the model, highlighting the im-
portance of the boundary conditions (i.e. the condi-
tions imposed at the secondary settler inlet and out-
lets, which are usually defined in an implicit way in
standard models). On this basis, we develop a numeri-
cal solution procedure, based on the method of lines [4],
thus avoiding the use of the standard “tanks-in-series”
approach which is quite limitative. This solution proce-
dure is general and avoids the coupling between model
formulation and numerical solution, which is inherent
in Taka´cs’ modelling approach. Finally, we estimate
physical parameters from experimental data collected
on a batch pilot plant [1] and demonstrate the good
predictive capability of the proposed model (Fig. 1).
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Figure 1: Experimental iso-concentration curves for
C0 = 3670 g/m3 (above), and simulation re-
sults (below).
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1 Introduction
This paper deals with the optimal and safe operation of
dispersive jacketed tubular reactors. Despite the existence
of advanced distributed controllers (e.g., [1, 2]), optimal
steady-state reference profiles to be tracked are often un-
known. In addition, multiple and conflicting objectives may
often be present.
2 Procedure
In [3, 4] a four step procedure which is based on a weighted
sum approach and a combination of analytical and numer-
ical optimal control techniques, has been applied success-
fully to plug flow reactors with conflicting conversion and
energy costs.
In step 1, analytical expressions for all possible optimal con-
trol arcs are calculated using analytical techniques from,
e.g., [5]. The derivation of possible optimal controls inside
the feasible region is performed by eliminating the costates
from the necessary conditions for optimality. Control arcs
which keep a constraint active, as well as the corresponding
tangency conditions, are found by differentiating the active
constraint with respect to the independent variable, and sub-
stituting the system equations until the control appears ex-
plicitly. In step 2, approximate optimal control profiles are
determined numerically for a coarse grid of weights. Hereto,
a numerical optimal control approach with a piecewise con-
stant control parameterisation is adopted. In step 3, the op-
timal arc sequences present in the numerically obtained op-
timal control profiles are identified. Finally, in step 4, the
control parameterisation is refined based on the identified
optimal sequence using the analytical expressions. These
analytical parameterisations with the switching positions be-
tween the different arcs as degrees of freedom, are then op-
timised on a refined grid.
3 Results and discussion
The aim is to illustrate the general applicability of the pro-
cedure by allowing dispersion. As dispersion significantly
complicates a possible solution process (due to second-
order derivatives and split boundary conditions), hardly any
generic results are known. Nevertheless, the dispersive plug
flow reactor model is important for practice, since varying
the dispersion level allows to mimic an entire reactor range,
i.e., from plug flow to perfectly mixed reactors. Also obtain-
ing the set of Pareto optimal solution yields valuable infor-
mation in view of changing economic situations.
As an example a jacketed tubular reactor in which an
exothermic irreversible first-order reaction takes place is
adopted. It is shown that the proposed procedure yields
generic reference solutions for (i) different cost criteria, and
(ii) different dispersion levels. Here, all criteria involve a
trade-off between conversion and energy costs, which can
all be interpreted in view of sustainable development. Each
time the Pareto set is found, which yields solutions for possi-
bly highly different economic situations, i.e., from worthless
reaction products to freely available energy.
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1 Introduction
Traditional microbial growth models applied in predictive
microbiology are based on the assumption of sigmoidal
growth curves. After an initial adaptation phase (the lag
phase), microorganisms enter the exponential growth phase
in which they grow at the maximum specific growth rate,
determined by the environment. At a certain point, growth
is slowed down and finally inhibited, e.g., by accumula-
tion of a toxic metabolite or a shortage in nutrients (sta-
tionary phase). An extensive experimental study revealed
that growth of E. coli K12 MG1655 in Brain Heart Infusion
broth at elevated temperatures (close to its maximum tem-
perature for growth of about 46◦C) does not follow a typical
sigmoidal growth curve characterized by a lag, exponential
and stationary phase [4]. The exponential growth phase at
45◦C is clearly disturbed. Based on plate count data and mi-
croscopic images, the existence of a more heat resistant sub-
population was hypothesized. This hypothesis is tested in
this paper by means of a heterogeneous modelling approach
(in analogy with [2]).
2 Materials and methods
The kinetics of E. coli K12 MG1655 were studied in Brain
Heart Infusion broth at superoptimal temperatures in a tem-
perature controlled environment. Cell density was deter-
mined based on plate counts.
Microbial growth is described by the model of Baranyi
and Roberts (1994), in which temperature dependence of
the maximum specific growth rate is incorporated by the
Cardinal Temperature Model with Inflection (CTMI) [3].
This model encloses four parameters: the cardinal tempera-
tures Tmin, Topt and Tmax (the minimum, optimum and max-
imum growth temperature, respectively) and µopt (the spe-
cific growth rate at Topt ). Growth curves were simulated
with Matlab (version 6.5, The Mathworks Inc.) and param-
eter estimates were acquired by minimization of the sum
of squared errors (SSE), using lsqnonlin of the Matlab Op-
timization Toolbox. Simultaneously, parameter variances
were calculated with the jacobian matrix.
3 Results and discussion
The postulated hypothesis considers two subpopulations:
one sensitive population and another (very small) popula-
tion with increased heat tolerance. A large fraction of the
initial population density inactivates being unable to resist
the inimical temperature. A remaining smaller fraction is
able to resist the stressing temperature and multiplies. Su-
perposition of the dynamics of these two subpopulations and
taking into account experimental variability (inherent to the
experimental set-up) enables accurate prediction of the ex-
perimental data).
4 Conclusion
A heterogeneous modelling approach enables accurate de-
scription of experimental data hereby confirming the exis-
tence of a small heat resistant subpopulation in typical in-
oculum culture of E. coli K12 MG1655. Additional dy-
namic experiments will be performed to give more insight
in the microbial behavior within the superoptimal tempera-
ture region and in the temperature region between microbial
growth and inactivation.
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1 Introduction
In chemical process industry, batch processes are commonly
used for the production of products with a high added
value (e.g., high-performance polymers, pharmaceuticals,
and biochemicals). However, a close online monitoring
of these batch processes is required to achieve a constant
satisfactory product quality. Hereto, multivariate statistical
methods have been extended from continuous to batch pro-
cesses [2, 3].
In this work, an inferential sensor is constructed for the pre-
diction of the batch-end quality of an industrial polymeriza-
tion process. The sensor is obtained by combining a deriva-
tive dynamic time warping (DDTW) measurement align-
ment procedure with a partial least squares (PLS) black
box model, and provides estimates of the final product qual-
ity, which cannot be measured during the process, well be-
fore the production run is completed. Hence, batches with a
faulty quality can be detected in an early stage, and actions
can be taken to correct the product quality.
2 Model structure
The available data set consists of 83 batch production runs
(73 used for training and 10 for validation), during which 30
measurement variables are sampled. First, the measurement
profiles are preprocessed by means of a DDTW data align-
ment [1]. This brings all measurement profiles to an identi-
cal length and aligns the major production events. Next, the
full PLS model is trained and validated.
This identified PLS model is only capable of estimating the
product quality after the completion of the batch process.
Therefore, an online adaptation of the DDTW data align-
ment procedure is combined with an online implementation
of the full PLS model. This inferential sensor provides true
online estimates of the final product quality.
3 Results
The inferential sensor provides stable and accurate predic-
tions of the final product quality during the whole batch pro-
duction process. As the batch run progresses, the quality es-
timates become more reliable, until the maximum accuracy
of the sensor is reached approximately halfway throughout
the batch operation.
4 Conclusions & future work
In this work, an inferential sensor for the prediction of batch-
end quality parameters has been developed. Hereto, an on-
line derivative dynamic time warping data alignment has
been combined with an online implementation of a partial
least squares black box model. The obtained sensor pro-
vides stable and accurate estimates of the final product qual-
ity for an industrial polymerization process.
Future research will consist of further industrial validation,
refinement of the developed inferential sensor, and applica-
tion of the developed methodology to other batch production
processes.
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Yeasts are one of the most important host microorganisms
in manufacturing of biopharmaceuticals. Industrial vaccine
production is usually achieved using fed-batch cultures
of genetically modified yeast strains, which can express
different kinds of recombinant proteins.
From an operational point of view, it is necessary to deter-
mine an optimal feeding strategy (i.e. the time evolution
of the input flow rate to the fed-batch culture) in order
to maximize productivity. The main problem that can be
encountered at this stage is the presence of an overflow
metabolism. The fermentation of an excess of substrate
(glucose) can lead to the accumulation of ethanol in the
culture medium, and in turn to the inhibition of the cell
respiratory capacity.
To avoid this undesirable effect, a closed-loop optimizing
strategy is required, which could take various forms ([1],
[2], [3]). In particular, the use of extremum seeking strate-
gies for bioprocess optimization has received an increasing
attention in recent years ([4]).
In this study, we develop an adaptive extremum-seeking
strategy based on Lyapunov stability arguments, in a way
similar to [1]). However, the switch between a respirative
regime and a respiro-fermentative regime, depending on the
yeast respiratory capacity and the substrate concentration
in the culture medium (i.e. the bottleneck assumption of
[5]), as well as the inhibitory effect of ethanol on the yeast
respiratory capacity, complicates the study. The main chal-
lenge is actually not to control the substrate concentration
at a constant value but to maximize the respiratory capacity
while maximizing the substrate uptake rate, resulting finally
in a productivity optimization.
Two original adaptive laws are proposed based on substrate
or ethanol regulation, and the on-line estimation of unknown
kinetic parameters. Moreover, the use of an asymptotic
observer is considered so as to limit the number of required
on-line measurements ([6]). Simulation results presented
in Figure 1 show the application of the controller to a
simulated case-study corresponding to classical small-scale
(20 l bioreactor) culture conditions. Figure 1 also shows the
evolution of the feed rate Fin. The adaptation parameters
θ and α converges to their true values through a judicious
choice of the tuning parameters values. The selection of
an appropriate dither signal is based on a persistence of
excitation (PE) condition ([1]) which, once fulfilled, ensures
the asymptotic convergence of the parameter estimates. The
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FIG. 1: Feed rate (Fin), two unknown kinetic parameters (θ and
α), and respiratory capacity (ro) evolutions.
productivity is quite satisfactory as more than 150g/l of
biomass are obtained within less than 40 hours. In order to
ease the procedure and facilitate the tuning, an alternative
strategy is finally proposed in which the control variable is
based on the ethanol concentration.
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The derivation of minimal dynamic representation of de-
tailed metabolic reaction networks has been established in
several publications [4, 3, 1]. This approach is based on
the a priori knowledge of a detailed underlying metabolic
network and the use of the fundamental assumption that in-
ternal metabolites are in quasi-steady state. The resulting
equilibrium mass balance conditions can be completed using
available measurements of the time evolution of some extra-
cellular species (uptake and production rates). However, this
additional information is usually not sufficient to provide a
unique solution for the metabolic fluxes, so that the result-
ing mass balance system is underdetermined. Depending
on the metabolic phase under consideration (for instance the
growth phase), reactions can be assumed irreversible (even
if in another metabolic phase the reactions are indeed oc-
curring in the reverse way) and the corresponding fluxes
non-negative, so that tools of non-negative linear algebra,
or convex analysis, can be exploited to compute the set of
admissible solutions.
In this study, a detailed metabolic network of animal cell
cultures, namely cultures of CHO-320 cells, has been built
to further test the methodology and unveil the information
content in the inherent network level of interconnection and
detail. Nevertheless, as we usually deal with underdeter-
mined systems due to the lack of sufficient measurement, it
is not possible to achieve an unique solution (flux distribu-
tion) by the common methodology of Metabolic Flux Anal-
ysis.
In [2] a new concept has been proposed, defined as the Flux
Spectrum Space. This approach allows obtaining a range
of possible (non-negative) values for each flux. Interest-
ingly, the intervals obtained for the intracellular fluxes ap-
pear to be quite limited, especially for the fluxes surround-
ing the central metabolism. In addition, the flux distribution
intervals barely change when considering additional con-
straints based on intracellular products. Thus, independently
of the constraints added to the system, the flux distribution
intervals depend mostly on the structure of the underlying
metabolic network.
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1 Introduction
Hybridization of drive trains is an often proposed method
for fuel consumption reduction in vehicles. A hybrid
vehicle contains two power converters instead of one.
powerPrime mover
Secondary
power Ps = x
Ee
request
vehicle
Ef
converter
Pp
Pf
Pe
Main advantage of hybrid vehicles is that kinetic energy can
be recovered and stored, such that it can be used at a later,
more convenient, time to propel the vehicle. The use of the
stored energy is governed by the energy management strat-
egy (EMS), see, e.g., [3] for an overview on current EMS.
2 Problem Definition
Typically the energy management problem of a hybrid ve-
hicle is formulated as a minimal fuel consumption problem,
where the optimal power split between the prime mover and
the secondary power converter is calculated off line based on
a given driving cycle and solved numerically with dynamic
programming techniques. An important constraint in these
calculations is that the energy level of the secondary power
source at the end is the same as in the beginning.
min
x
J(x, t) = min
x
(∫ t f
0
Pf (x, t)dt+
∫ t f
0
Pe(x, t)dt
)
(1)
sub(
∫ t f
0
Pe(x, t)dt = 0) (2)
Here t f is the total drive cycle time. To minimize J(x, t)
subject to the end-point constraint, the method of Lagrange
multipliers can be applied.
min
x,λ
J¯(x, t) =min
x,λ
(∫ t f
0
Pf (x, t)dt+λ ·
∫ t f
0
Pe(x, t)dt
)
(3)
The Lagrange multiplier λ has a physical interpretation, it
represents the relative incremental cost of the prime mover
and secondary power converter.
3 Online Strategy
In real live the future driving cycle is not known a priori,
making it difficult to calculate the exact optimal power split
beforehand. To arrive at a practical real time control al-
gorithm, a sub-optimal control law can be applied, where
the end-point constraint is replaced by a term in the cost
function that accounts for the change in energy; in case of
a hybrid electric vehicle it represents the fuel equivalence
of the stored reversible energy. One way to deal with this
is to replace λ by a term in the cost function that expresses
the stored energy in a fuel equivalence value s(t), that is
controlled by the EMS. This will simplify the optimization
problem to an optimization only depending on the vehicular
parameters at the current time. In [2] the equivalence fac-
tor is chosen to be an affine function of the current state of
energy Ee(t), with proportional feedback gain K. In [1] it
is reasoned that the reversible energy contains also kinetic
and potential energy of the vehicle as well as energy stored
in the secondary power source. The kinetic and potential
energy Eˆr(t) can be estimated online, and used as
s(t) = s0+K
[(
Ee0− Eˆr(t)
)−Ee(t)] (4)
Here Ee0 is the battery reference state of energy. By stabi-
lizing feedback control law (4), the amount of stored energy
is such that the total amount of reversible energy tends to re-
main constant. Kinetic and potential energy is proportional
with vehicle mass, therefore this control law adapts to vehi-
cle loading. Simulations show that the new control law ob-
tains a performance, even at different vehicle masses, close
to the optimum obtained with DP.
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1 Introduction
Magnetically levitated planar actuators are developed as al-
ternatives to xy-drives constructed of stacked linear motors.
Although the translator of these ironless planar actuators can
move over relatively large distances in the xy-plane only, it
has to be controlled in six degrees-of-freedom (DOF) be-
cause of the active magnetic bearing. The advantage of mag-
netically levitated planar actuators is that they can operate
in vacuum, for example in extreme-UV lithography equip-
ment. Planar actuators can be constructed in two ways. The
actuator has either moving coils and stationary magnets or
moving magnets and stationary coils [1]. The last type of
planar actuator does not require a cable to the moving part.
However, only the coils underneath the translator signifi-
cantly contribute to its levitation and propulsion. Therefore,
the set of active coils needs to change with the position of
the translator during movements in the xy-plane. A special
commutation strategy called direct wrench-current decou-
pling has been derived which allows for switching between
different active sets of coils without influencing the decou-
pling of the force and torque components [2]. Due to the
switching and the need to compensate the complex torque,
the resulting current waveforms are non-sinusoidal and each
stator coil needs to be controlled individually using a single
phase amplifier. This paper discusses a novel method to find
the worst-case acceleration specification as a function of the
current amplifier constraints.
2 research
Traditionally, the dq0 transformation is used which results
in relatively simple bounds on the maximum force or ac-
celeration. However, due to the non-sinusoidal waveforms
and the switching of active coil sets, the calculation of the
maximum acceleration as a function of the current amplifier
constraints demands for a highly non-convex minimization
problem. Using the direct wrench-current decoupling [2] a
vector containing the coil currents can be determined for a
given wrench and position setpoint. The resulting current
vector is optimal with respect to the dissipated energy be-
cause its 2-norm is minimized. The bounds on the accelera-
tion in the xy-plane of the planar actuator can be determined
for each xy-position by finding the smallest force-vector in
the xy-plane which causes the infinity-norm of the current
vector to equal the maximum current bound of the current
amplifiers.
3 results
The novel method is successfully applied to a moving-
magnet planar actuator called the Herringbone Pattern Pla-
nar Actuator (HPPA) [1]. The resulting worst-case accel-
eration constraints in the xy-plane can be explained by the
physics of the HPPA planar actuator and have been verified
on the actuator.
4 Conclusion
In this paper a novel method is presented to derive the worst-
case acceleration specification in the xy-plane of a moving-
magnet planar actuator topology with integrated magnetic
bearing, as a function of the current amplifier constraints, us-
ing a special commutation algorithm which allows for coil
switching. The novel method is successfully applied to a
moving-magnet planar actuator called the Herringbone Pat-
tern Planar Actuator (HPPA) [1].
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Abstract
The paper analyzes the speed and flux regulation of induc-
tion motors under saturation of the input voltage. Starting
from a control law that achieves regulation in the absence of
saturation, we propose a design that guarantees convergence
to an admissible operating point, in the presence of input
saturation.
1 Introduction
Control of induction motors is a challenging non-linear con-
trol problem of industrial importance. Industrial inverters
must achieve regulation over a broad range od speed and
torque conditions. At high speed, field weakening is neces-
sary to prevent voltage saturation.
Many control algorithms have been proposed in the recent
years, but the issue of voltage saturation is rarely addressed
in the literature in spite of its importance for industrial ap-
plications.
We propose a control design method that achieves automatic
field weakening where it is necessary, together with a com-
plete convergence analysis and encouraging simulation re-
sults.
2 Motor model
The induction motor model is written in a rotating frame to
permit field oriented control (see [2]) :
J
np
d
dt
ωr =
3np
2
< is, jϕr >−τl ,
d
dt
ϕr = −
[
T−1r + j(ωs−ωr)
]
ϕr+Rreqis,
L f
d
dt
is = −(Rs+Rreq+ jL fωs)is
+(T−1r − jωr)ϕr+us
with the state variables ωr (rotation speed), ϕr (rotor flux), is
(stator current), the input voltage us, the load torque τl , the
electrical parameters T−1r , Rreq, Rs and L f , the stator electri-
cal frequency ωs, the motor shaft inertia J and the number
of pole pairs np.
The input voltage us is saturated :
us = sat(u¯s) = κ u¯s, κ = min(1,uM/u¯s)
where uM is the maximal admissible input voltage and u¯s the
output of the controller.
3 Control design
We assume perfect knowledge of the parameters and mea-
surement of current and velocity variables. The control is
based upon reference trajectories for current and fluxes ob-
tained in [3], where the authors prove globally asymptotical
convergence of the flux and the mechanical speed for any
constant speed reference and load torque.
In order to take input constraints into account, we augment
the controller with additional state variables that mimic the
behavior of the controller in the absence of saturation, al-
lowing for a scaling of the operating point that can be inter-
preted as automatic field weakening. The design principle
is reminiscent of the anti-windup methodology proposed in
[1].
4 Future work
In the future, we plan to address the issues of voltage and
current saturation simultaneously, and to adapt these results
in the case of parameters uncertainty or sensorless control.
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1 Introduction
With the introduction of driver-assisting control systems and
X-by-wire technology, the automotive industry is now able
to redesign the interface between the driver and the vehicle
dynamical behaviour. The control systems help to make the
car more consistent, predictable and therefore more safe to
operate. Additionally, the car can easily be designed to have
a specific ‘driving feel’. Since vehicle dynamics control is
strongly centered around tyre force control, the problem of
longitudinal tyre force control is chosen as a first step to-
wards a global chassis control system design. This consti-
tutes a challenging nonlinear modeling and control problem.
2 Approach
The starting point for modeling the tyre force is the LuGre
friction model that is presented in the work of Canudas-
de-Wit et al. [1], and the related tyre model presented in
[2]. The LuGre friction model is a dynamic, bristle-based
friction model that contains all the relevant friction effects
such as Coulomb friction, stiction, viscous friction and the
Stribeck effect. However, a severe difficulty of the LuGre
friction model in its present form is that it is only piecewise
continuous. This can be problematic when designing high-
performance model-based continuous controllers. To avoid
this problem, alternative parameterizations are proposed to
render the LuGre-based tyre model continuously differen-
tiable. First, a different parametrization of the static friction
curve that is presented in the work of Makkar et al. [3], is
used to create a continuously differentiable LuGre-type dy-
namic friction model. A further re-parametrization is used
to deal with a specific signum term in the original LuGre-
based tyre model.
The next step is to embed the friction model, together with
the quarter-vehicle dynamics, into a port-Hamiltonian struc-
ture [4] of the form
x˙ = [J(x)−R(x)]∂
T H
∂x (x)+G(x)u, (1)
with state vector x, interconnection structure J(x), dissipa-
tion structure R(x), and Hamiltonian H(x) expressing to-
tal stored energy. The input to the system is the braking
torque u. In this way, the physical properties of the sys-
tem are underscored and can advantageously be exploited at
the feedback controller design stage. Furthermore, the port-
Hamiltonian form makes the system suitable for applying
Interconnection- and Damping Assignment Passivity-Based
Control. This control design method is extremely useful for
assigning a specific ‘braking feel’ to the closed loop. An-
other central issue in the control design is the stabilization of
unstable regions that are originally present in the tyre force
characteristics.
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1 Introduction
Among the renewable energies, wind energy presents the
highest growth in installed capacity and penetration in mod-
ern power systems. Different kinds of technologies are
used for wind turbine applications, but the variable-speed,
variable-pitch wind turbine is the state-of-the-art technol-
ogy for wind farms because of its high efficiency and control
performance characteristics. In the present work, a doubly-
fed induction generator with back-to-back converter is sim-
ulated for wind generation purposes and controlled using the
LQG approach.
2 System description
In a doubly-fed induction generator (DFIG), the stator wind-
ings are connected to the electrical grid while the rotor wind-
ings are connected to a back-to-back converter via slip-rings
[1]. The converter rating will be only a fraction of the total
power of the system, reducing the cost of the power elec-
tronics and the losses compared with other technologies as
synchronous generator for example. The back-to-back con-
verter consists of a rectifier connected to the rotor windings:
the rotor side converter or RSC; and an inverter connected to
the power grid: the grid side converter or GSC. A DC-link
is placed between them for energy storage in order to reduce
the DC ripple. Finally, a line filter (here, a L filter) is con-
nected between the GSC and the grid in order to reduce the
harmonics injected by the GSC (see figure 1).
3 Control strategy
The electrical system is controlled by varying the a.c. volt-
age at the terminals of both RSC and GSC. The RSC con-
trol is responsible for both the active and reactive power de-
livered to the power grid. The GSC control is responsible
for both the DC-link voltage and the power factor (normally
equal to one). A stator-flux oriented reference frame is used
to perform a vector control.
A state-space representation of the system, linearized
around a given operating point, is used in combination with
a Linear Quadratic Gaussian (LQG) approach. A feedback
controller that includes an integrating action is combined
with a state estimator (the Kalman filter) in order to produce
two MIMO controllers for the RSC and the GSC respectiv-
elly, as presented in figure 1. Feedforward control is added,
taking into account the rotor speed for the RSC control, and
the DC power from the RSC for the GSC control. The al-
ternative consisting in a single MIMO controller for both
RSC and GSC is also considered. These control schemes
are tested and compared via simulations.
The future work is designing a fault diagnosis and isolation
system regarding grid faults and sensor faults, and finally
studying and implementing fault tolerant control approach.
Figure 1: Schematic of DFIG, converters and controllers.
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Introduction
Lead-acid accumulators can be used in autonomous photo-
voltaic (PV) systems. However the storage units are used
irregularly in terms of charge/discharge and quick ageing re-
sults. Thus, many battery managing systems have been de-
veloped to extend batteries life time. The managing systems
rely on the state-of-charge (SOC) of a single accumulator or
strings of storage units. In such systems the correct SOC de-
termination is very important in order to control all charging
and discharging currents. We define the SOC as an energy
available for the user in given charge/discharge conditions.
SOC observers design
Since the plant is time-varying, nonlinear and with parame-
ter uncertainties it appears interesting to study and compare
two approaches of SOC estimation:
• black-box modeling with fuzzy logic observer;
• robust state estimation based on the sliding mode
technique.
Numerous papers describe fuzzy logic observers which use
the impedance knowledge database to determine SOC [2].
However, the implementation of such observers is rather
complicated because of the impedance measuring scheme.
In practice only two measurements are available - voltage
and current. Since the SOC can be described with a lin-
ear model [3] it is suggested to use Takagi-Sugeno archi-
tecture where the output represents a combination of piece
wise linear functions of current integral and voltage. The
training datasets for fuzzy logic model were collected from
12 V lead-acid battery of 125 Ah of nominal capacity during
charging/discharging tests with constant current. The clus-
tering algorithm has been used to obtain fuzzy rules. Then
the input/output parameters have been adapted with evolu-
tionary technique. However, the fuzzy-logic observer does
not reflect physical properties and is sensitive to errors.
The novel researches in sliding mode state estimation result
in robust SOC determination [1]. This method is highly ef-
fective to observe plants with varying parameters and unpre-
dictable external disturbances. Thus, an observer for a bat-
tery (12 V, 125 Ah) based on the equivalent electric circuit
has been designed. In practice this representation is gen-
erally implemented to model lead-acid accumulators. The
suggested physical model takes into account SOC as a non-
linear function of battery open-circuit voltage. The physical
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Figure 1: Comparison between measured, fuzzy-logic observed
and sliding mode SOC estimation
parameters have been extracted from step function accumu-
lator’s response. The nonlinear open circuit voltage function
has been derived from short discharge tests with a 10 A cur-
rent value. The sliding mode observer takes into account
dynamic properties of the plant and is more robust.
The validating experiment based on STECA TAROM
charge controller’s indications (fig.1) exhibits high estimat-
ing performances for the both designed observers.
References
[1] Il-Song Kim. The novel state of charge estimation
method for lithium battery using sliding mode observer.
Journal Of Power Sources, 163:584–590, 2006.
[2] David Raisner, Pritpal Singh, Craig Fennie. Fuzzy
logic modeling of state-of-charge and available capacity of
nickel/metal hybride batteries. Journal Of Power Sources,
136:322–333, 2004.
[3] Andreas Jossen, Sabine Piller, Marion Perrin. Meth-
ods for state-of-charge determination and their application.
Journal Of Power Sources, 96:113–120, 2001.
27th Benelux Meeting on Systems and Control Book of Abstracts
115
Observer Design and Output Feedback Stabilization for a Class of
Underactuated Mechanical Systems
A. Venkatraman, A. J. van der Schaft
Institute for Mathematics and Computing Science
University of Groningen
P.O.Box 407, 9700 AK Groningen
The Netherlands
aneesh@math.rug.nl
R. Ortega, I. Sarras
Laboratoire de Signaux et Systemes (LSS)
Supelec - 3, rue Joliot-Curie
91192 Gif-sur-Yvette cedex (France)
1 Introduction
The problem of constructing globally convergent observers
for nonlinear systems has attracted much attention over the
years. Unlike the linear case where a complete observer de-
sign framework has been developed, the nonlinear case has
not been tackled in the general sense. Special classes of non-
linear systems have been considered and full/reduced order
observer designs have been proposed for them. Our work is
focussed mainly on port-hamiltonian systems, which arise
from port-based network modeling of lumped-parameter
physical systems with independent storage elements and
thereby represent an important class of nonlinear systems.
We consider problems of observer design and output feed-
back stabilization for these systems.
2 I & I Observers for a class of Underactuated
Mechanical Systems
We are interested in the problems of observation and output
feedback control of general n degree of freedom underactu-
ated mechanical systems, modeled in port-hamiltonian form
with the generalized position q and the generalized momen-
tum p as the system states. We assume q to be measurable
and p to be unmeasurable and thus aim to construct a re-
duced order observer that asymptotically estimates p. We
adopt the observer design framework proposed in [1], which
follows the Immersion and Invariance (I&I) principles intro-
duced in [2]. We also refer the reader to [3] for a tutorial ac-
count of this method and its applications. In the context of
observer design the objective of I&I is to render a manifold
defined in the extended state space of the plant and observer,
positively invariant and globally attractive. We show that by
following this approach, we obtain a reduced order observer
for p with exponentially converging error dynamics. We
then consider some well known underactuated mechanical
systems and construct observers for them.
3 Separation Principle
A major factor that stymies the observer design for a non-
linear system is the absence of the so called ”Separation
Principle” which holds otherwise when the system is lin-
ear. Due to this, even when a globally convergent observer
is available, the certainty-equivalence implementation of a
control law may lead to severe forms of instability, includ-
ing finite escape time. Therefore, establishing the stability
of such certainty-equivalence designs is equally important
from the control design viewpoint. We therefore also show
a separation principle for the proposed observer when used
in conjunction with a full state feedback control law which
is designed following the Interconnection and Damping As-
signment Passivity–Based Control (IDA–PBC) [4, 5].
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 1. INTRODUCTION 
The state observers design problem for nonlinear systems 
has been an area of intensive research during the last two 
decades. There exists a lot of solutions in the area dealing 
with diverse forms of systems models: high gain 
techniques, nonlinear coordinate changes, approaches 
dealing with smooth and nonsmooth output functions. 
Observers design procedures find their applications not 
only in areas of control under partial measurements, but 
also for fault detection, systems synchronization and 
secured data transmission and encoding. 
The class of Lipschitz nonlinear systems has seen much 
attention: 
 ( ) ( , )= + +x A x φ y f x d? , =y C x ,  (1) 
where nR∈x  is the state vector; mR∈d  is the disturbing 
input; pR∈y  is the available for measurements output; 
the functions : p nR R→φ  and : n m nR R+ →f  are 
Lipschitz continuous (function f  globally). 
Under assumption on the globality of Lipschitz property 
for function f , applying sufficiently high observer 
feedback gain it is possible to cancel an influence of 
nonlinearity on observation error dynamics and the 
problem is solvable via linear systems approach. 
If system is locally Lipschitz, only local solution is 
possible applying conventional approaches. In this work a 
solution of the problem is proposed for perturbed system 
(1), where growing observer gains are calculated as 
solutions of a Riccati equation off-line. After that they are 
substituting in the observer using logic-based scheme if the 
previous observer gains fail.  
 
 2. MAIN RESULT 
For locally Lipschitz function f  the inequality 
1 2| ( , ) ( ,0) | (1 | ( , ) |) (1 | |)| ( , ) ( ,0) |− ≤ α + α + −f x d f z x d z x d z  
holds for any nR∈x , nR∈z  for some 1 2,α α ∈K . 
Consider the hybrid state observer for system (1): 
 1( , )i x iX h i X −= , 1( , )i d iD h i D −= , 0 0X > , 0 0D > , 
   1( , )i z iZ h i Z −= , 0 | ( 0 ) |Z > z , 1, 2,3,...i N= ≤ +∞ ; (2) 
 2 2 1min4 ( )i iD
− −ν = ε λ P , 0ε > ; (3) 
 2 21 22 (1 ) (1 )i i i iX D Zκ = α + + α + , (4) 
 ( ) ( )
[ ] (1 ) 0 , 0;
T
i i
i i n
− + − +
+ ν + κ + + μ = μ >
A L C P P A L C
P P I
 (5) 
    
( ) Proj[ , ( ) ( ( ) )
( ( ), 0 ) ( ( ) ( ) ) ]i
t t t
t t t
= + +
+ + −
z z A z φ y
f z L y C z
?
, 1[ , )i it t t +∈ , (6) 
 
, | | ( ) 0;
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| | ( ) 0 ,
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T
n T
T
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if Z
if Z
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( )2 ln }
8 ( ) | ( ) |
i i D
i
i i i
T t
t
t X
= + τ
⎛ ⎞λ ε− ⎜ ⎟⎜ ⎟ν λ +⎝ ⎠
P
P z
, 0Dτ > ,(9) 
where nR∈z  serves as vector x  estimate; iL  is the 
observer feedback matrix gain with dimension n p× , 
which value is calculated from Riccati equation (5) with 
positive definite and symmetric matrix P ; it  is the time 
instant of gain iL  calculation, this gain is applied in (6) on 
interval 1[ , )i it t + ; iX , iD , iZ , are estimates on maximum 
amplitudes of vectors x , d  and z  correspondingly, 
discrete systems (2) have well defined strictly increasing 
solutions for any 0 0X > , 0 0D > , 0 0Z >  for all 0i ≥ ; 
constants μ , Dτ , ε  and matrix Γ  can be taken arbitrary; 
( )n z  is the unit outward normal vector for | | iZ=z  
(projection algorithm (7) ensure existence and 
boundedness of system (6) solutions for the cases of wrong 
choices of values iX , iD , iZ ). The dwell-time constant 
Dτ  ensures finiteness number of steps of algorithm (2)–(9) 
on any finite time interval. 
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1 Abstract
One way to build non-linear estimators in control theory is to
make observers. They use a model of the system and noisy
measurements to provide a real-time estimation of its inter-
nal state. When the system admits symmetries, the usual ob-
servers (Luenberger observer, extended Kalman filter) break
these symmetries. We developed a method which provides
a way to modify the usual observers equations so that they
respect the symmetries of the system. Once this is done, one
can define a new estimation error (which is the difference
between the estimated state and the true state of the system)
which relies on symmetries. The whole analysis of the con-
vergence of the observer (i.e how to make the estimation
error tend to zero) is then based on the symmetries. We will
not spend much time on the theoretical developments and
we will rather focus on some examples. The first example
is tutorial. We consider a non-holonomic car equipped with
a GPS (position measurement) and we want to find its ori-
entation. The symmetries are associated to the invariance of
the equations under the action of the SE(2) group : transla-
tions and rotations in the plane. The second example deals
with the estimation of a 2-level quantum system. Its state is
a superposition of two states. The state space is a two di-
mensional space which has an underlying geometry of the
surface of a sphere (Bloch sphere). The Schrodinger equa-
tion is invariant under the action of SU(2) - or in the Bloch
sphere representation the dynamics is invariant under the ac-
tion of the rotation group SO(3) acting on the sphere. Finally
we will present a preliminary work on data assimilation in
oceanography (nudging) where the model is invariant under
the action of SE(2).
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Abstract
We design and analyze a static boundary and a dynamic
boundary observer for a typical Convection–Diffusion–
Reaction system. The system is a model of a UV disin-
fection process, which is used in water treatment and food
industry.
1 Introduction
In many (control) applications where (bio)chemical reac-
tions and transport phenomena occur, measurement and con-
trol actions take place at the boundaries. While a theoretical
framework already exist ([1] and references therein), there
is little attention to apply this theory in practice, as far as we
know.
In [2], the analysis and design of a static Luenberger ob-
server for a UV disinfection example is explored. In this
work, we take a glance at some of these design results; we
will refer to this as case A. We will also analyze the synthesis
of a (robust) dynamic observer and evaluate its performance
for the same system with boundary inputs and boundary out-
puts1; this will be referred to as case B.
The system is described by,
Σ :=
 z˙(t) = Az(t)−b1u1(t)z(t); z(η ,0) = z0Bz(t) = u2(t)
Cz(t) = y(t).
(1)
And, the observer system A and B is written as:
Σobs :=

˙ˆz(t) = Azˆ(t)−b1u1(t)zˆ(t); zˆ(η ,0) = zˆ0
Bzˆ(t) = u2(t)+L(t)C∗ (zˆ(t)− z(t))
Czˆ(t) = yˆ(t)
(2)
with z, zˆ ∈ Z, Z = L2(η1,η2) a Hilbert space. Furthermore,
A : D(A)⊂ Z 7→ Z with domain D(A) = D(A)∩ker(B) and
Az = Az, for z ∈ D(A). We consider a scalar positive con-
trol u1 ∈ U1 ⊂ R+ and the vector u2 =
(
u˜2 0
)> ∈ U2 ⊂
R2+, since we have two boundaries. The vector Robin-type
boundary control operator B and observation operator C
should be interpreted in the sense of definition 3.3.2 in [1],
whereB : D(B)⊂ Z 7→U satisfies D(A)⊂D(B) and point
1see [2] for physical background of the model and [3] for more details
about the observer synthesis.
observation operator C : D(C)⊂Y 7→Rq, q≥ 1. The matrix
L ∈ Rq×m comprises of observer gains.
In the following, we consider:
case A: L(t)≡ L is constant;
case B: u˜2 is disturbed with signal v1 and y is disturbed with
v2, both disturbances are L2–bounded.
2 Results
During the presentation, we will further elucidate on (2),
design and synthesis conditions on L and the performance
evaluation for both cases. In addition, the suitability of both
approaches will be discussed.
References
[1] R.F. Curtain and H. Zwart. An Introduction to Infinite
Dimensional Linear Systems Theory. Springer-Verlag, New
York, 1995.
[2] D. Vries, K.J. Keesman, and H. Zwart. A Luenberger
observer for an infinite dimensional bilinear system: a UV
disinfection example. In: Proceedings of the 3rd IFAC Sym-
posium on System, Structure and Control. Foz de Iguassu,
Brazil. October 17–19, 2007.
[3] D. Vries, K.J. Keesman, and H. Zwart. An H∞–
observer at the boundary of an infinite dimensional system.
In: 5th IFAC Workshop on Distributed Parameter Systems.
(Book of Abstracts), Namur, Belgium. July 23–27, 2007.
27th Benelux Meeting on Systems and Control Book of Abstracts
119
 
 
 
 
Initial Estimates for Wiener-Hammerstein Models using the Best Linear Approximation
Lieve Lauwers, Johan Schoukens and Rik Pintelon
Vrije Universiteit Brussel, dep. ELEC, Pleinlaan 2, 1050 Brussels, BELGIUM
e-mail: lieve.lauwers@vub.ac.be
 Abstract - We present a method to initialize the linear dynamic
blocks of a Wiener-Hammerstein model. The idea is to build these
blocks from the poles and zeros of the Best Linear Approximation
of the system under test. This approach results in an easy to solve
problem from which initial estimates for the linear dynamics can
be obtained. The proposed method is applied to measurements
from an electronic Wiener-Hammerstein circuit.
I. INTRODUCTION
A Wiener-Hammerstein model is a block-oriented structure
that consists of two linear dynamic systems  and 
with a static nonlinearity  in between (see Fig. 1).
The most difficult step in the identification of such models
is to generate starting values for the linear dynamic blocks.
We will present an initialization procedure which makes
use of the Best Linear Approximation  [1]-[3].
II. APPROACH
The idea is to split the system in two subsystems (see Fig.
2), and to write the linear dynamic blocks as a linear
combination of basis functions,  and , which contain
the poles and zeros of , respectively:
(1)
The goal is then to find the proper coefficients  of these
basis functions. 
III. INITIALIZATION PROCEDURE
In the following, we will briefly discuss the different steps
of the initialization procedure.
A. Determine  parametrically
After the Best Linear Approximation is obtained
nonparametrically, a parametric model needs to be
estimated for .
B. Construct basis functions for  and 
In order to obtain the poles and zeros, we decompose
 and , respectively, into partial fractions. From
this expansion, we then deduce basis functions for  and
G1 G2
f  .( )
f p( )G1 G2
 Fig. 1. Wiener-Hammerstein system.
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 Fig. 2. Decomposed Wiener-Hammerstein system.
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:  and , respectively. 
C. Use a general model structure
To circumvent a problem that is nonlinear in the
parameters, we consider the general model structure
depicted in Fig. 3. Note that the nonlinearities consist of a
linear and a nonlinear part. As such, a problem that is
linear-in-the-parameters  needs to be solved to
find the coefficients of the basis functions. The price to be
paid is the increased number of parameters in the multiple
input, single output nonlinearities. 
D. Estimate 
The structure in Fig. 3 contains the Wiener-Hammerstein
structure (Fig. 1) if the output of both subsystems are equal:
. By satisfying this continuity requirement, we
obtain a Total Least Squares problem [4] from which 
and  can easily be estimated.
E. Initial estimates
It is easy to see that the estimated linear parameters 
determine the coefficients of the basis functions.  and
 are then composed parametrically by making the
linear combination in (1). Furthermore, the linear output of
the nonlinearity in each subsystem (see Fig. 3) is an initial
(nonparametric) estimate for the corresponding
intermediate signal  or . 
IV. CONCLUSION
We have presented a non-iterative method to generate
starting values for the different blocks of Wiener-
Hammerstein models. The proposed intialization procedure
was successfully applied to measurement data.
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1 Abstract 
 
The goal of this article is to describe parameter-varying 
decoupling method. The method is based on modification of 
Dyadic Transformation Matrices (DTM) method described 
in [1]. The improved decoupling method is tested on a 
3-DOF magnetically levitated platform which has 2-DOF 
manipulator on top of the platform [2].  
 
The proposed decoupling method is based on computation 
of DTM (Tu, Ty). As the result, independent SISO controller 
kn can be designed for each DOF. If the system is not exactly 
dyadic, there are still off-diagonal terms after 
transformation, but nthe transformation matrices 
significantly reduce influence of the cross terms.  The 
improvement has been made for a system with varying 
parameters p. Instead of having constant DTM as proposed 
in [1], parameter-varying DTM can improve decoupling of 
such a system. 
 
Fig. 1: Parameter-varying decoupling 
 
The experimental setup consists of two main parts: a 3-DOF 
platform, actuated by 9 voice coils underneath, and 2-DOF 
manipulator on top of it. The platform is suspended such 
that it can only move in 3 DOFs: vertically and two tilting 
angles. The manipulator on top of the platform is essentially 
an H-bridge with a rotary motor on the beam, which 
provides linear and rotary movement of an end tip of the 
manipulator. 
  
The setup was used to test independent controllers for each 
DOF of the platform. Position of the beam of the 
manipulator is the varying parameter of the system which 
significantly influences dynamics of the platform. Constant 
and variable decouplings were compared using Relative 
Gain Array (RGA) measure. Variable DTM can clearly 
decouple the system much better in various positions of the 
beam than constant DTM.  
 
Fig. 2: The experimental setup 
 
 
k1(s) 
Fig. 3: RGA graphs of the original system, system 
decoupled by constant DTM (got at different pos. of the 
beam) and position dependent DTM, respectively. 
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Introduction 
Natural archives are recorders of global climate changes. 
Data acquisition from natural archives mostly involves 
sampling solid substrates. This imposes two problems:  
Problem 1: The signals are sampled at a non-equidistant 
time grid.  
Problem 2: When solid substrates are sampled, these 
samples are taken over a volume in distance. As a 
consequence, when the continuous signal is sampled, it 
will be averaged over the volume of the sample. 
Existing methods [1] do not take into account problem 2 
and, henceunderestimate the amplitudes of the harmonics. 
The aim of this work is to provide an efficient 
identification algorithm to identify the non-linearities in 
the distance-time relationship, called time base distortions, 
and to correct for the averaging effects.  
 
Approach 
A parametric model is proposed which estimates a 
harmonic signal in the presence of additive noise, a time 
base distortion and an averaging effect. In a first approach 
the averaging effects are assumed to be in one direction 
only, i.e. the direction of the axis on which the 
measurements were performed.  
 
Figure 1.: Convention. distance over which is 
averaged; : distance between two samples; n: sample 
position, n ; x: distance, x(n)=n; t(n): 
unknown time variable.  
 
The following signal model for the averaged signal is 
proposed: 
                (1) 
where m is the position, x(m)=m; are the unknown 
parameters and y(m,) is the continuous signal we want to 
identify. 
The time base is modelled as follows [1]. 
  
Here  is the sampling period,  the sampling 
frequency, and  the unknown time base distortion 
(TBD). In this work a splines approximation of the TBD is 
chosen: 
  
where,  is a vector of unknown time base distortion 
parameters, and  is a set of splines.  
The estimates of the unknown parameters were obtained 
with a nonlinear least squares algorithm  
 
Results 
The vessel density measured in the mangrove tree R 
mucronata is used to illustrate the method. The samples 
were collected and prepared according to [2]. The vessel 
density is a proxy for the rain fall in tropical regions. The 
data record is 23 samples long and covers 3.3 years. 
A signal model consisting of 2 harmonics ; and a time 
base distortion model with 4 time base distortion 
parameters  are used. The constructed time base can be 
seen in Figure 1. As expected, a yearly periodicity is 
visible in Figure 1b.  
The correction for the averaging effect is shown in figure 
1c. The amplitude increased with 11.18%.  
 
 
Figure 1.: Vessel density in mangrove trees. 
 
Conclusion 
The method discussed in this work is a valuable tool for 
the construction of a time base and the correction for 
averaging, as the conclusion hold for other environmental 
archives and averaging in more than one direction. 
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1 Introduction
Teleoperation consists in performing a remote task with
an electromechanical master-slave device. When force
feedback is present at the master side to make the user feel
the interaction forces between the slave and its environment,
one refers to bilateral teleoperation.
Most of the controller design techniques proposed in the
teleoperation literature require linear models. However, in
most cases, friction makes the linearity assumption invalid.
Improving linearity is therefore one of the main reasons
why friction compensation systems (FCS) are used in
teleoperation. However, a performance index, i.e. a tool
characterizing the ability of a FCS to linearize the system in
the frequency band of interest, seems to be still lacking in
the teleoperation literature.
2 Frequency domain performance index
In this paper, we propose to use the tools developed in [2]
to build a performance index. These tools allow at the same
time the characterization of the nonlinear behavior of a dy-
namical system and the measurement of the non-parametric
frequency response function, using different realizations of
multisine signals.
3 Experiments
A FCS can be based either on a friction model or not. Both
types have been applied to teleoperation. The performance
index proposed in this work will be illustrated for three
configurations :
1. No compensation
2. FCS based on a friction model (MBFC)
3. FCS based on a friction observer (OBFC)
In the second case, a smoothed Coulombmodel is used (fric-
tion estimated based on speed measurements) and in the
third case, the observer described in [1] is used. This ob-
server uses a linear model of the mechanism together with
speed and force measurements to evaluate the friction. The
absence of friction model allows the latter FCS to cope with
time-varying friction properties.
For each configuration, the performance index clearly shows
the frequency dependency of the performance of the FCS
(see figure 1 below). The OBFC shows better performance
at lower frequencies while the other FCS performs better
at higher frequencies. As voluntary motions occur at low
frequencies in teleoperation, we conclude that the OBFC is
better suited to our application.
FIG. 1: Performance index for the three configurations. Higher
values of the index corresponds to a better ability to li-
nearize the system.
Acknowledgments
The work of Thomas Delwiche is supported by a FRIA
grant. The teleoperation setup is financed by the FNRS.
This paper presents research results of the Belgian Network
DYSCO (Dynamical Systems, Control, and Optimization),
funded by the Interuniversity Attraction Poles Programme,
initiated by the Belgian State, Science Policy Office. The
scientific responsibility rests with its authors.
References
[1] A. Albu-Schäffer, C. Ott, and A. De Luca. Distur-
bance observer. Lecture Notes, Workshop on Nonlinear
control of flexible joint robots, IEEE ICRA’07, april 10-14,
Rome, Italy, 2007.
[2] J. Schoukens, R. Pintelon, T. Dobrowiecki, and Y. Ro-
lain. Identification of linear systems with nonlinear distor-
sions. Automatica, 41 :491–504, 2005.
27th Benelux Meeting on Systems and Control Book of Abstracts
123
Experimental investigation of the stability of nonlinear systems
L. Vanbeylen, J. Schoukens
Vrije Universiteit Brussel, dept. ELEC, Pleinlaan 2, B1050 Brussels, BELGIUM
e-mail: laurent.vanbeylen@vub.ac.be
1 Introduction
Since all real-life plants are nonlinear to some extent,
control loops may have unexpected stability problems.
Indeed, usually, one checks (theoretically) the stability of
the controller-plant feedback combination, e.g. by means
of standard Lyapunov based methods [1]. Besides the
conversativity of these methods, there is another serious
drawback: even if stability can be proven, there is still a
risk of unstable operation, because of the discrepancy
between the plant model and its actual behaviour. Due to
these model errors, the stability of the actual controlled
plant is not guaranteed anymore. The goal of this research
is to make statements about the stability of the feedback
system, based on experimental data rather than on models.
2 Problem statement
Consider the feedback system shown in Fig. 1, driven by a
stationary random input  with bounded variance.
Fig. 1. Block schematic representation of a nonlinear feedback system.
Herein, the subblocks  and  are
dynamic nonlinear systems, and  is the differentiation
operator , that introduces the dynamics.
Since the system is nonlinear, in terms of state space, the
state trajectories may end in stable equilibria, in limit
cycles or drift away to infinity. Due to the random input,
there is a risk of jumping to such away-drifting trajectories.
Hence, instability becomes a random event. And this
random event depends on both the statistical properties of
the input and on the nature of the nonlinear system. The
ultimate goal of this research is, based on a set of input-
output measurements, to make two statistical statements
about the instability:
• can the system become unstable ?
• what is the risk of instability ?
Some elements of an answer were already given in the
discrete time case [2], [3]. The former relies on the
framework of the best linear approximations, and on the
small gain theorem [1]. The latter is based on extreme
value statistics, allowing to make a statistical postulation
on the boundedness of the output power (i.e. stability in the
u t( )
+ fFF p e t( ),( )e t( ) y t( )u t( ) +
-
fFB p y t( ),( )
fFF p e t( ),( ) fFB p y t( ),( )
p
px t( ) ddt----x t( )=
bounded input power - bounded output power sense).
3 Alternative interpretation of instability
Several different alternative interpretations of the
instability phenomenon occuring in continuous time
nonlinear systems are the following:
• for a given (bounded) input power, the resulting output
signal does not have a bounded output power;
• there is a non-zero probability that the output signal either
starts to oscillate or starts to grow without limits;
• the pdf of the residual signal (between a stable model and
the exact output of the feedback loop) has so heavy tails
that its variance is not bounded;
• there is also a clear link to the state space representation
of the unforced system (i.e. with ); spikes in the
(non-zero) random perturbation  will cause more
risky jumps in the state space.
3.1 Example
Consider e.g. the case:
; (1)
From the corresponding phase portrait shown in Fig. 2, it is
seen that there is a risk of unstable operation due to the fact
that some state trajectories are escaping from the attractor.
Fig. 2. Phase portrait of the unperturbed second order nonlinear system. 
The border of the attractor is depicted in grey.
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1 Introduction
The problem of identifying a discrete-time nonlinear sys-
tem composed by interconnected linear and nonlinear sub-
systems is addressed in this work. Such systems will be rep-
resented under the Linear Fractional Transformation (LFT)
modeling formalism [2]. An iterative procedure is devel-
oped that interchanges between identification of the linear
and the nonlinear part. Standard techniques are used for the
identification of the linear subsystem whereas the bounded-
error identification technique for Piece-Wise Affine (PWA)
identification proposed in [1] is used for the identification of
the nonlinear subsystem.
Numerical examples show that the proposed iterative
scheme is able to exploit the knowledge of the system in-
terconnection structure, thus providing simpler models com-
pared to those obtained when applying black-box PWA iden-
tification techniques to the overall system.
2 Problem Formulation
A discrete-time networked dynamical system composed by
interconnected linear and nonlinear subsystems will be rep-
resented by an LFT as in Figure 1. The blocks L and
N describe the overall linear and nonlinear dynamics of
the system, respectively. Signals uk, yk and ek are the sys-
tem input, output and noise at time k ∈ Z, while zk and
wk are internal signals representing the input and the out-
put of the nonlinear part. We consider only the case where
zk ∈ Rnz is a vector consisting of ny past values of the out-
put, and the current and nu past values of the input, i.e. zk =
[ yk−1 . . . yk−ny uk uk−1 . . . uk−nu ]T , nz = ny + nu + 1. Fur-
ther, we assume thatN is a static mapping, i.e. wk =N (zk)
withN : Rnz → R.
The following model class is considered :
A(q)yk = B(q)uk +G(q)wk + εk (1a)
wk = f (zk). (1b)
The linear part L is described by the ARX model (1a),
where εk ∈ R is the error term, and A(q),B(q),G(q) are fi-
nite polynomials of orders na, nb and ng, respectively, in the
L
N
uk
ek
yk
wkzk
Figure 1: The considered LFT model structure.
delay operator q−1. The nonlinear part N is described by
the static relation (1b), where f (·) is a PWA map of the form
f (z) =

θ T1 φ if z ∈Z1
...
θ Ts φ if z ∈Zs.
(2)
In (2), φ = [ zT 1 ]T , s is the number of modes, θi ∈ Rnz+1,
i = 1, ...,s, are the parameters of each mode, and {Zi}si=1
is a complete partition of the domain Z ⊆ Rnz where f (·)
is defined. Each set Zi, i = 1, ...,s, is a convex poly-
hedron described by Zi = {z ∈ Rnz : Hiφ ¹[i] 0}, where
Hi ∈ Rµi×(nz+1), i = 1, . . . ,s, µi is the number of linear in-
equalities defining the ith polyhedral region Zi.
Given N pairs of input-output data {uk,yk}Nk=1 we develop
an iterative algorithm that interchanges the identification of
the above linear and nonlinear subsystems. We demonstrate
that exploiting the information of the interconnection struc-
ture yields simpler and more parsimonious models in com-
parison with modeling the interconnected system as a single
nonlinear one.
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Abstract - The aim of this work is to introduce an RF 
pulse train generator to provide a reference signal for 
the phase calibration of the Large Signal Network 
Analyser (LSNA) under modulated excitation.
I. INTRODUCTION
One of the challenges in modulated measurements of 
nonlinear devices resides in the calibration of the 
measurement instrument’s phase distortion for narrow band 
(a few % of the carrier frequency) signals with a large 
number of tones. Since many telecom applications rely on 
the use of narrow band modulated signals, it is mandatory 
to calibrate the phase distortion of the LSNA operating 
under narrow band modulated excitation. The current state-
of-the-art for the calibration of waves composed of a carrier 
and its harmonics relies on the well-established step 
recovery diode (SRD [1]) as a reference element that 
produces a repeatable periodic reference pulse train. The 
problem is that this method cannot be used for spectra 
containing lines that do not lie on the harmonic grid (f0, 
2f0...) with f0 the repetition frequency of the pulse train. As 
a consequence, we are not able to calibrate the spectral 
lines of a narrow band modulated signal with this method. 
In this paper, the calibration is achieved by measuring a 
characterised signal, in analogy to the SRD method. 
However, the signal is now constructed such that a dense 
frequency grid is obtained.
II. A PULSE TRAIN AS CALIBRATION SIGNAL 
In order to perform a signal based phase calibration for a 
modulated signal we need to construct a test signal that 
contains a large number of spectral components in a 
frequency band with a high spectral resolution. We will use 
a pulse position modulated signal as a broadband periodic 
signal containing a high density of spectral lines. This 
signal is composed of a sequence of broadband pulses and 
is designed to exhibit a very flat amplitude spectrum. The 
proposed generator combines two distinct technologies: an 
ultra wide band 50 GHz digital logic gate, [2], and a 
pseudo-random-bit-sequence (PRBS) generator with a high 
periodicity and a clock frequency of 100 MHz. This 
generator is designed in differential Emitter-Coupled-Logic
The author is indebted to the Research Foundation Flanders for 
her research fellowship (FWO-aspirant) and financial support.
(ECL,[3]),  to maximise the analog signal quality. 
(Jitter<5ps)
The principle of the generator is shown in figure 1. The 
transitions of the PRBS-signal are used as a trigger signal 
for generating the pulse. A PRBS-signal is generated by 
means of a shift register and a XOR-gate in ECL[4]. This 
sequence is applied to input 1 of the AND gate while input 
2 is excited by an inverted and delayed copy of the PRBS-
signal. The AND gate detects a high level for a very short 
duration at both inputs and generates a fast pulse.
 Figure 1 : Fine frequency phase calibration setup
III. SIMULATION AND INITIAL MEASUREMENTS
By means of simulations in which the pulse train is 
constructed starting from a clock signal and a PRBS, we 
confirm that the generator scheme is able to provide the 
desired reference signal. 
Measurements of the pulse train generated by means of the 
50 GHz logic gate when triggered by a square wave instead 
of the PRBS sequence confirm the simulations and 
encourage to proceed with incorporating the ECL 
generator.
IV. CONCLUSION
This work presents a new calibration signal generator, built 
using 50 GHz Digital Logic and Emitter Coupled Logic. 
The theoretical background for the application of the 
generator scheme is explained and simulations demonstrate 
the potential of the method. Initial measurements of the 
digital gate confirm the simulations.
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1 Introduction
Environmental issues, stringent emission norms and rising
fuel prices have triggered car manufacturers to develop ve-
hicles that consume less fuel. Several new systems and
technologies have been introduced in power trains that have
greatly improved the fuel economy. The problem is that the
room for technology improvements is constantly shrinking
and it is believed that cost-effective solutions will come to
an end in a foreseeable future. Apart from technical mea-
sures, a high potential to reduce fuel consumption lies in the
adaptation of the driving style, especially in speed transients.
These accelerations and decelerations frequently occur in
city traffic and significantly increase the fuel consumption.
Dynamic optimization can be used to calculate optimal con-
trol inputs, using a system model, to drive speed transients
with minimum fuel consumption.
2 Dynamic system model
The model used for optimization is a mean value phe-
nomenological dynamic model [1]. This model has three
subsystems: the gasoline engine, the transmission (gearbox
and differential) and the vehicle (longitudinal dynamics).
The considered engine is a Toyota 1.6l 3ZZ-FE gasoline en-
gine, which is mounted on a fully equipped test bench. Cer-
tain model parameters are determined from a set of steady-
state experiments at various engine speeds and throttle valve
positions. The transmission and vehicle model parameters
are taken from a Toyota Corolla. The complete model has
two state variables: the engine speed and the intake manifold
pressure, and two control inputs: the throttle valve position
and the gearbox ratio.
3 Dynamic optimization
Dynamic optimization uses dynamic system models to min-
imize an objective function, with multiple constraints taken
into account. It is used for several tasks such as parame-
ter estimation, model development, optimal control and tra-
jectory optimization. Stoicescu [2] used dynamic optimiza-
tion for fuel consumption minimization during vehicle speed
transients. The used method, based on Pontriagin’s maxi-
mum principle, seems to be more of theoretical rather than
practical use. The presented paper uses a direct multiple
shooting method [3]. This method is easy to use in practical
applications and can easily handle constraints.
4 Case study
A case study is presented where the vehicle accelerates from
1100 rpm to 3700 rpm in 30 s in 4th gear. The optimal
throttle valve trajectory and according state trajectories are
calculated with direct multiple shooting. Both simulations
and experimental tests on the test bench show that the opti-
mized trajectories yield minimal fuel consumption. The ex-
periments show that a linear engine speed trajectory yields
an extra fuel consumption of 13% when compared to the
optimal trajectory. It is shown that, with a simple model, a
significant amount of fuel can be saved without loss of driv-
ability and fun to drive.
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1 Introduction
In the beginnings of the 1970’s the process industry became
more interested in economic operation when due to the oil
crises energy prices increased drastically overnight. This
interest received another incentive in the latter half of the
1990’s when competition increased considerably because of
globalization. Based on past experience (CO2-tax, NOx and
SOx quota etc.) it can be expected that in the future the
authorities will promote sustainbility further by economic
measures. In more or less the same time frame the process
industry has implemented Scheduling & Planning (S&P),
Model Predictive Control (MPC) and Real Time Optimiza-
tion (RTO). These three systems work in a cascaded struc-
ture and are considered state-of-the-art for industrial process
operation. However as explained by Huesman e.a. [1] this
structure does not achieve the best economic operation for
two reasons:
1. The presence of restrictions (constraints) that are not
strictly necessary. For example the models used
in S&P and RTO limit operational improvement to
steady state only.
2. The absence of a real economic objective. A good ex-
ample is MPC that uses a tracking control cost func-
tion1 which implies that economic improvement is
achieved in an indirect and therefore incomplete way.
The same paper also points out that the two shortcomings
mentioned above have received little attention from the aca-
demic community. This research aims to improve the eco-
nomic performance of processes by economic dynamic op-
timization. The research is limited to a plantwide scope (no
site optimization) in an off-line setting (no feedback).
2 Approach and results
The first step is to arrive at a general formulation of eco-
nomic dynamic process optimization. The formulation was
tested in two numerical experiments. The first system con-
sists of a Stirred Tank Reactor (STR) and a tank, the second
1(y− yr)T Q(y− yr)+∆uT R∆u, with y being the outputs, yr the refer-
ences, ∆u the moves and Q and R weighing matrices.
system of a Distillation Column (DC) and a tank. These
systems are described in detail in Huesman e.a. [2]. The op-
timization results can be given a process interpretation; the
STR experiment prefers batch operation while the DC ex-
periment shows preference for constant reflux/feed and va-
por/feed ratios. Both experiments also show the existence
of multiple solutions2. Multiple solutions are caused by
linearity and/or sparsity of the economic objective. Mul-
tiple solutions imply that there are still degrees of freedom
left to optimize process operation further. The best way to
deal with multiple solutions is to select a solution from the
multiple solution space in a consistent and meaningful way,
for example by hierarchical optimization. Hierarchical opti-
mization was applied successfully to the two numerical ex-
periments. It not only resulted in unique solutions but the
remaining degrees of freedom were used to optimize other
criteria like minimize conversion time and maximize opera-
tional smoothness.
3 Outlook
Future research will focus on:
1. Obtaining still a better, read more fundamental, un-
derstanding of multiple solutions.
2. Extension of the general framework to account for the
existence of multiple solutions.
3. Alternatives for hierarchical optimization to select a
solution from the multiple solution space.
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1 Introduction
In practical optimisation problems often several and con-
flicting objectives are simultaneously present, e.g., max-
imising the strength of a construction, while minimising its
weight. These multiple objective optimisation problems pro-
duce most often a set of optimal solutions (or the Pareto set)
instead of one sole. While research on scalar multiple objec-
tive optimisation problems has attracted much attention over
the years (see, e.g., [3] for an overview), much less effort is
spent on multiple objective optimal control problems (i.e.,
when an infinite dimensional optimal control profile has to
be found).
2 Procedure
Recently, [2] have proposed a procedure which allows to
derive analytical optimal profiles for an exothermic tubular
reactor under steady-state with conflicting conversion and
energy objectives. The rationale behind this procedure is to
combine (i) a weighted sum approach (which converts the
multiple objective problem into a single objective problem)
with (ii) an analytical control parameterisation. By varying
the weights, a representation of the Pareto frontier is ob-
tained.
The procedure involves four steps. First, the set of all pos-
sible optimal arcs is derived analytically. Second, approxi-
mate piecewise constant optimal controls are computed nu-
merically for a coarse grid of weights. From these approxi-
mate solutions the optimal arc sequences are each time iden-
tified. Based on the analytical control expressions and the
optimal sequences an analytical control parameterisation is
built each time. Finally, the switching positions between the
different intervals are optimised over a refined weight grid.
However, several points for further improvement have been
noticed. First, a uniform distribution of the weights, does not
necessarily yield an equal distribution on the Pareto front,
and second, the analytical derivations involved, become in-
tractable for large-scale systems. Therefore, (i) the weighted
sum can be replaced as approach to tackle the multiple ob-
jective aspect by, e.g., normal boundary intersection [1], and
(ii) low-order polynomials can be employed to approximate
the analytical relations.
3 Results
To illustrate the general applicability and enhanced effi-
ciency of the modified procedure two cases are studied. The
first case involves transferring a car from an initial position
to a specified target in minimum time, and with a minimum
control effort, while the second case investigates the design
of a jacketed tubular plug flow reactor with a fixed length,
which operates under steady-state conditions. Inside the
reactor an exothermic irreversible first-order reaction takes
place. Based on these cases, it has been observed that the
adaptations result in an increased efficiency. First due to an
equal distribution along the Pareto set an accurate descrip-
tion of the Pareto front is obtained with less points. Second,
the use of low-dimensional polynomials instead of the an-
alytical arcs renders the (tedious) analytical relations obso-
lete, while only inducing a minor increase in cost. Hence,
this feature paves the way to addressing larger (and large-
scale) systems.
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1 Introduction
Methods to solve nonconvex Optimal Control Problems
(OCP) are of particular interest in the control community
since convexity disappears in all nonlinear optimal control
application. One of the issues in solving these kind of prob-
lems is that they exhibit local minima and derivative based
optimization techniques can easily lock on to a local solu-
tion depending on the initialization of the optimization prob-
lem. The classical global optimization approaches to deal
with non-convex OCPs are based on techniques which relax
the problem [1]. However, mathematicians and practition-
ers have recently realized that some of these problems can
be reformulated such that the new formulation exhibits con-
vexity [2]. The advantages of using convex formulations lie
not only in the fact that local solutions are global, but in that
they present polynomial-time convergence, and efficient and
reliable methods, such as Interior Points are well developed
for such convex problems.
This work addresses the task of solving non-convex OCPs
employing the model structure. We have noticed that for
problems involving input-affine models, it is possible to im-
prove the convergence to global optima by solving first a
related convex OCP connected by a homotopy path with the
original non-convex OCP.
2 Convexity-based Homotopy Method
Consider finite-time non-convex OCP with optimization
variables x(t) and u(t) corresponding to the states and in-
puts respectively
min
x(.),u(.)
∫ T
0
(
‖x(t)− xref(t)‖2Q +‖u(t)−uref(t)‖2R
)
dt (1)
subject to
x˙(t) = f (x,t)+g(x,t)u(t), t ∈ [0,T ], (2)
x(0) = x0, (3)
x(t) ∈ X(t), t ∈ [0,T ], (4)
u(t) ∈ U(x(t),t), t ∈ [0,T ]. (5)
Let us now introduce a pseudo control v(t) and a scalar
parameter λ ∈ (0,1) that interpolates between the origi-
nal problem (λ → 1) and one of its possible homotopies
(λ → 0), as follows:
P(λ ) : min
v0,v(·),x(·),u(·)
1
λ
∫ T
0
‖ x(t)− xref(t) ‖2Q dt
+
∫ T
0
‖u(t)−uref(t)‖2Rdt
+
1
(1−λ )
(∫ T
0
‖ v(t) ‖ dt + ‖ v0 ‖
)
(6)
subject to
x˙(t) = f (x,t)+g(x,t)u(t)+ v(t), t ∈ [0,T ], (7)
x(0) = x0 + v0, (8)
x(t) ∈ X(t), t ∈ [0,T ], (9)
u(t) ∈ U(x(t),t), t ∈ [0,T ]. (10)
Lemma 1. Assuming xref(t) ∈ X(t), U(xref(t),t) convex for
all t ∈ [0,T ] and Q positive definite, if λ → 0, the above
parametric optimization problem P(λ ), (6)-(10), is equiva-
lent to a convex optimization problem. If λ → 1 its solution
approaches the solution of the original problem (1)-(5).
In this context, it is possible to solve a non-convex OCP
with the given structure by convexifying it through the for-
mulation in (6)-(10) with λ → 0. The solution of the convex
problem used to initialize successive OCPs on the homotopy
path by moving λ towards 1 in order to recover the original
OCP.
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1 Introduction
Stability optimization of linear and nonlinear continuous-
time dynamic systems is both a highly relevant and a dif-
ficult task. The optimization parameters often stem from a
feedback controller, which can be used to optimize either a
performance criterion or the asymptotic stability around a
certain steady state. When also robustness against perturba-
tions of the system must be taken into account, the resulting
optimization problem becomes even more challenging.
Assuming an adequate parameterization of the desired feed-
back controller is available, the problem of finding a suitable
steady state along with a stabilizing feedback controller can
essentially be transformed into a nonlinear programming
problem. By collecting all optimization variables in a vec-
tor x, we can summarize the described stability optimization
problem as
min
x
Φstab(A(x)), s.t. g(x) = 0, h(x)≤ 0,
where A(x) is the system matrix depending smoothly on x
and the functionΦstab(·) shall express our desire to optimize
stability, under the given constraints. In the field of linear
output feedback control, the closed-loop system matrix A(x)
will typically be of the form A+BKC, with A the open-loop
system matrix, B andC the input and output matrices, and K
containing the controller parameters x to be optimized.
2 Spectral abscissa minimisation
The most straightforward choice for the objective function
Φstab is related to the eigenvalues of A, namely the spec-
tral abscissa α(A). This value is defined as the real part
of the rightmost eigenvalue of the spectrum Λ(A) = {z ∈
C |det(zI−A) = 0}, that is, α(A) := sup{ℜ(z) | z ∈ Λ(A)}.
However, it is well known that the minimization of the spec-
tral abscissa function α(A) gives rise to very difficult opti-
mization problems, since α(A) is not everywhere differen-
tiable, and even not everywhere Lipschitz. Moreover, the
spectral abscissa is also known to perform quite poorly in
terms of robustness against parameter uncertainties. A tiny
perturbation or disturbance to a parameter of a system that
was optimized in the spectral abscissa can possibly lead to
instability.
3 The smoothed spectral abscissa
We therefore propose a new stability measure, namely the
smoothed spectral abscissa αε(A), which is based on the in-
version of a relaxed H2-type cost function. It alleviates the
problem of nonsmoothness, and has at the same time certain
beneficial robustness properties. A regularization parame-
ter ε allows to tune the degree of smoothness. For ε ap-
proaching zero, the smoothed spectral abscissa αε(A) con-
verges towards the nonsmooth spectral abscissa from above,
so that αε(A) ≤ 0 guarantees asymptotic stability. Evalu-
ation of the smoothed spectral abscissa and its derivatives
w.r.t. the matrix parameters can be performed – by using an
adjoint differentiation technique – at the cost of solving only
a single primal-dual Lyapunov equation pair
0 = (A− sI)P+P(A− sI)T +UU T,
0 = (A− sI)TQ+Q(A− sI)+V TV.
for s. This allows for an efficient integration into a derivative
based optimization framework.
4 Optimization formulations
Two optimization problems are considered. A first variant is
to simply choose a fixed ε > 0 and then solve
min
x
αε(A(x)), s.t. g(x) = 0, h(x)≤ 0.
Should this problem not result in a negative optimum for the
chosen ε , then one can try again with a smaller ε .
As the choice for ε of αε is somewhat arbitrary, we might
alternatively search for the largest ε so that the stability
certificate αε(A) ≤ 0 still holds. Because αε(A) becomes
smoother with increasing values for ε > 0, we can expect
a larger ε to yield a more robust optimal controller. This
translates into the following optimization problem
max
x,ε
ε s.t. αε(A(x))≤ 0 and g(x) = 0, h(x)≤ 0.
Note that this second problem can be shown to be equivalent
to minimizing the H2-norm of the systems transfer function
over all feasible parameters x.
In both cases additional equality and inequality constraints
on the variables can be naturally taken into account in the
optimization problem.
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1 Introduction
Identification of plant behavior is crucial in control syn-
thesis for practical systems. Non-parametric frequency
response identification offers a relative easy and ac-
curate identification method for LTI systems. How-
ever, optimal control synthesis requires an additional
parametrization step to be performed. For high or-
der systems, this parametrization imposes a trade-off
between fit-error and closed-loop performance which is
not straightforward to make since this relation is not di-
rectly visible during parametrization and therefore re-
quires an iterative approach.
In this work, it is investigated if controller synthesis
can be performed directly on experimental data. As
a result, parametrization is applied on the controller
instead of plant with full knowledge of the closed-loop
behavior such that iterative approaches can be omitted.
2 Objective
The SISO mixed sensitivity problem is chosen to ex-
plore and develop a framework for non-parametric op-
timal control synthesis. The objective can be states as:
develop a non-parametric approach, e.g. FRF based,
to solve the standard mixed-sensitivity problem:
min
C
| [W1S, W2R]T |2/∞ (1)
where C represents the set of stabilizing (non-
parametric) controllers.
Non-parametric stability
The Youla-Kucera parametrization [1] is introduced to
on the one hand map C onto RH∞ to enable a stability
constraint of the closed-loop system. One the other,
this parametrization convexifies the optimization prob-
lem. The resulting matching problem equals:
min
Q∈RH∞
|T1 − T2Q|2/∞
To enable synthesis, a non-parametric sufficient condi-
tion for Q ∈ RH∞ is derived from [2]:∮
γ
Q(s) ds = 2pij
∑
a∈A
Resz=ai(Q(s))
where γ represents the contour that encloses the right-
half s-plane and A contains the poles in γ. For the
continuous time case, this results in the following con-
dition for stability:
Im(H(jω0)) =
1
2pi
∫ ∞
−∞
Re(H(jω))
(ω − ω0) dω (2)
Synthesis
A discrete approximation of (2) is used to enable non-
parametric control synthesis. The resulting approxima-
tion of problem (1) is given by:
min
Q(ωi)∈C
|T1(ωi)− T2(ωi)Q(ωi)|2
s.t. : |T1(ωi)− T2(ωi)Q(ωi)|∞ ≤ γ
Im(Q(ωi)) =
1
2pi
n∑
j=1
Re(Q(ωj))
(ωj − ωi) (ωj+1 − ωj)
Results
A comparison with a solution based on a parametric
model is given below.
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Deviations in the high-frequent region are mainly
caused by truncation errors of the integral in (2). It
is expected that synthesis in the discrete domain will
eliminate this effect.
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1 Introduction
Faults cause not only production downtime, but also risk hu-
man life in a safety-critical system, such as an automobile
and an aeroplane. Fault detection and controller reconfigu-
ration, known as fault tolerant control (FTC), are therefore
important to improve safety in such systems. The objective
of our research is to develop an active FTC scheme, which
adapts to changing conditions by recursively identifying the
Markov parameters of a system and tuning the optimal H2
control gain. In this abstract, we review our current work
on linking closed-loop subspace identification and the H2
optimal control and its recursive solution, which leads to a
data-driven FTC approach.
2 Problem Statement
Conventional model-based H2 control relies on system
models either built from physical principles or identified.
The subspace predictive control (SPC) approaches as re-
cently seen in [2, 4, 5, 7], circumvents the modeling step,
and directly seeks the predictors of future outputs from data.
[4] and [7] focuses on open-loop data; while [2] and [5]
extend the applicability of the SPC to closed loops. The
closed-loop SPC algorithm in [2] is constructed upon the
VARX (vector autoregressive with exogenous inputs) algo-
rithm, [1]. The advantage of the VARX-based approach over
that proposed in [5] is shown in the sense that the new ap-
proach excludes the need of any information about the con-
troller in the loop; while [5], based on the closed-loop iden-
tification algorithm of [6], leads to a biased predictor when
the controller is not LTI.
The VARX algorithm results in unbiased estimates when in-
finite number of I/O samples are available, [1]. However,
when only finite data length is allowed in online application,
this is not true any more. The estimates are then subject to a
norm-bounded bias due to the ignorance of the initial states,
and a stochastic noise due to the noisy I/O samples. A cau-
tious design ofH2 optimal control is proposed in [3] against
these deterministic and stochastic model uncertainties.
The recursive solution to the closed-loop SPC is proposed in
[2], which provides an adaptive way to control a time vary-
ing system or a system subject to faults. The application of
this approach to a steer-by-wire actuator has demonstrated
its effectiveness.
3 Future Work
The future research shall be focused on the stability guar-
antee of the closed-loop SPC algorithms and handling con-
straints. Fast online algorithms shall be developed for both
the unconstrained and constrained formulations.
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I. Iterative Learning Control 
Iterative Learning Control (ILC) is a control method that 
iteratively improves the performance of a system. It can be 
used for systems that execute the same task several times 
(under the same operating conditions and with the same 
initial conditions), such as a robot arm that performs the 
same part of a fabrication process over and over again. By 
using information from previous iterations, the control 
input is modified in order to get a better approximation of 
the desired trajectory. 
A widely used ILC learning algorithm [1] is ( ))1()()()()(1 ++=+ keqLkuqQku jjj  
where )(ku j  denotes the control input with time index k 
and iteration index j.  
)()()( kykyke jdj −=  is the performance or error signal, 
which describes the difference between the desired and the 
measured output. )(qQ  and )(qL  are the Q-filter and 
learning function, respectively. Both are a function of the 
forward time-shift operator q : )1()( +≡ kxkqx . 
 
Basic idea 
Using this iterative method, the input that corresponds to a 
desired output can be determined if the method converges. 
Consider a linear system )()( kuPky = . 
If )(qQ  is an identity matrix and )()( 11 qPqqL −−= , then  
)1()()()(1 ++=+ keqLkuku jjj  
can be transformed ( )
( ) )1()()()()(
)1()1()()()(1
++−=
+−++=+
kyqLkuqqPqLI
kykyqLkuku
dj
jdjj  
and becomes )()(1 kuku dj =+ . 
This is the ideal case, where convergence is reached in one 
step. 
Application to nonlinear systems 
If the inverse model of a nonlinear system would be 
available, the method could also be successfully applied to 
the nonlinear system. That’s why identification of the 
inverse model should be given due attention. That is the 
aim of this work. 
 
II. Calculating the inverse model 
Classic approach: A nonlinear model )(ˆ uPy =  is used to 
calculate duˆ  from a measured dy  by solving )(ˆ dd uPy = . 
One possibility is to use Pˆ  to iteratively determine duˆ  by 
minimizing )(ˆ uPyd − . Another option is to identify 
directly the inverse model )(ˆ yPu inv= . Although this looks 
simple and attractive, some problems should be studied in 
more detail, such as bias and stability. 
1)  Bias errors can occur when noise is present on the 
input of the inverse system (i.e. the output of the system). 
On the other hand, this noise is also present when a new 
input is calculated from a measured output. A first study of 
this problem will be made. 
2)  Another difficulty is the possible instability of the 
inverse model (and/or system) in the case of non-minimum 
phase systems. 
We will try to work in the frequency domain, because 
there, the calculation of the inverse of an unstable linear 
system can be done without any problems: the dynamic 
relations are reduced to algebraic relations between the 
spectra of the input and output. This approach should be 
extended to nonlinear systems. An alternative is to split up 
the transfer function into a minimum phase and a 
maximum phase part and to apply causal filtering and anti-
causal filtering on resp. the minimum phase and maximum 
phase part. 
3)  Nonlinear modelling is difficult. Therefore, we will 
only apply it where it’s necessary. The idea is to identify a 
global linear model and to use local nonlinear models 
where the linear model is insufficient. 
 
III. PNLSS Models 
In this work we will use Polynomial Nonlinear State Space 
Models to describe (approximately) the nonlinear systems. 
The expressions of the PNLSS models are simply an 
extension of the linear state- and output equations, as can 
be seen below [2]: 
)()()()(
)()()()1(
kFkuDkxCky
kEkuBkxAkx
η
ζ
++=
++=+  
)(kη  and )(kζ  contain monomials in )(kx  and )(ku . The 
matrices E and F contain the coefficients associated with 
these monomials. 
The previously discussed methods should be generalised to 
be applicable on this nonlinear structure. 
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1 Introduction
Optimization problems play a role of increasing importance
in many engineering domains, and especially in control the-
ory. One specific type of problem is when a vector variable
x should be adapted on-line to decrease over time a desired
cost function. Moreover, it would be desirable in many ap-
plications to constrain x at all time in a given set called fea-
sible set. This research focuses on the development of a new
technique applicable to such problems featuring any convex
cost function and convex feasible set.
2 The hybrid steepest descent solution
The idea is to construct a dynamical system of the form
x˙(t) = f (x(t)) (1)
such that its asymptotically stable equilibrium points are the
optimal points of the convex optimization problem
min
x
q(x) (2)
subject to g(x)≤ 0
In case the optimization problem (2) changes over time, the
dynamical system (1) will also end up being time-varying
and the trajectory will then track the optimal points.
The proposed feedback law satisfying the objectives is:
f (x) =
{ −∇q(x) if g j(x)≤ 0 ∀ j
−∑i∈L(x)∇gi(x) if ∃ j : g j(x)> 0 (3)
with L(x) = {l : gl(x) ≥ 0}. The interpretation is that the
system follows the steepest descent direction for the objec-
tive function in the feasible set and for the constraints in the
infeasible set.
Since the dynamical equation (1) has a discontinuous right-
hand side, the Filippov solution concept [4] is used to ana-
lyze the trajectory and identify possible sliding modes along
the boundary of the feasible set. Further the Karush-Kuhn-
Tucker conditions [3] are used to prove the optimality of the
stationary points of (1). Finally the non-smooth Lyapunov
function
V (x) = max(q(x),q∗)−q∗+β
m
∑
i=1
max(gi(x),0) (4)
is used to show the asymptotic stability [5].
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Figure 1: The plain line is the trajectory of the dynamical sys-
tem constructed for the cost function q = −x1 and the
dashed-bold feasible set.
3 Discretization, simulation example and application
Discretization for simulation is done using Euler’s method.
Then a sliding mode with infinitely fast switching becomes
impossible and the trajectory meanders around the sliding
surface before oscillating around the equilibrium. However,
the global behaviour is maintained.
In the simulation example shown in Figure 1, the trajectory
starts near the origin and first converges to the feasible set.
Then it moves along the opposite gradient of the cost func-
tion before “sliding” along the quadratic constraint toward
the optimal point.
This method is suitable for example for control allocation
and model predictive control [2] with implementation on
embedded hardware. This is thanks to its simplicity, its low
computational cost and its simple steps for which most of
the computations can be done in parallel.
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1 Abstract
In this work we propose the use of Support Vector Ma-
chines for Regression for the identification of Wiener-
Hammerstein systems. The proposed methodology not
only leads to the definition of an alternative tool for sys-
tem identification, but gives also a better insight on the
behaviour of the Support Vector Machines approach.
2 Introduction
A Wiener-Hammerstein system can be described, in
general terms, as the cascade of a first linear dynamic
system, a static nonlinear block, and a second linear
dynamic system, as depicted in Fig.1.
yqpu
G1 NL G2
Figure 1: General scheme of a Wiener-Hammerstein sys-
tem.
Examples of standard approaches for the identification
of Wiener-Hammerstein systems can be found in [1].
Here we address the problem of identifying such systems
by employing a well-known learning–from–examples al-
gorithm, namely the Support Vector Machines for Re-
gression (SVR) [2]. A nice property of this approach is
given by the fact that no a priori knowledge on the sys-
tem is required, instead a general rule which models the
system is inferred by using only a set of Input/Output
measures. As a preliminary step, we simulate the out-
put signal as a function of the input values only, while
in the final version of the work we will also estimate
y by taking into account both input and previously
simulated output values. The obtained results will be
compared with the ones given by the Best Linear Ap-
proximation (BLA) [3], and nonlinear polynomial state
space models [1].
3 Methodology and preliminary results
Methodology: The idea of an SVR-based identifica-
tion approach is to build an estimating function yˆ of
the output signal, on the basis of a set of Input/Output
data
Z = {(ui, yi)}Mi=1
Here yi is the current output value, and ui is a vector
of length d that contains the current input value u(n)
and previous input samples u(n− 1), · · · , u(n− d+ 1),
the number of which can be chosen by looking at the
impulse response of the system. Then, by solving a con-
strained quadratic optimization problem, the following
estimation function is obtained:
yˆ = fˆ (u,a, b) =
∑
i∈SV
ai · k (ui,u) + b
where k (·, ·) represents a suitable kernel function, and
SV is the set of indices of the only contributing samples,
the Support Vectors (see [2] for the details).
Preliminary results: We have applied this method-
ology to several examples of Wiener-Hammerstein sys-
tems, considering both a Random Phase Multisine and
Gaussian noise as excitations signals [3]. A first com-
ment that can be made about the obtained results is
the fact that the SVR behaviour seems to be quite sen-
sitive to the nature of the input signal. The SVR fails
completely to reproduce the linear dynamics G1, G2 in
those frequency bands that were not excited during the
training. So the excitation used during the model selec-
tion phase needs to be designed carefully. However, in
all the considered examples, we noticed that the SVR
approach outperformed, in terms of simulation error,
the BLA estimate.
4 Conclusions
We have shown that SVR can be employed as
an interesting tool for the identification of Wiener-
Hammerstein systems, although care should be taken
in the choice of the excitation signals, in order to fully
exploit the potential of the approach. In the final pre-
sentation the results will also be compared with those
of [1].
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1 Abstract
Currently there is only one method available which can
guarantee to find the global optimal structure and weight of
a network for a input-output data set: Interval Analysis. In-
terval analysis is a truly global optimization method which
uses interval arithmetic instead of crisp arithmetic. There
have been several succesful attempts to optimize feedfor-
ward neural networks. The only drawback however is that
the computational load can be significant for large network
sizes. We propose to use spline type activation function to
reduce the computational load.
2 Neural network optimizaton
When using neural networks one typically encounters dif-
ficulties in the field of weight optimization and structure
optimization. How does one determine which structure is
the optimal one in the sense of minimizing the number of
neurons while keeping the approximation errors below a
certain desired value? And, once the optimial structure is
determined, how do you obtain the optimal values for the
weights? The optimal structure is most commonly defined
by Monte Carlo simulations or is simply fixed before learn-
ing. There is therefore no absolute guarantee that the de-
fined structure is the optimal one. Once the structure of
a network is designed one typically uses a gradient based
learning algorithm which is easy to implement and fast. It
does however not give a guarantee that the optimial values
are obtained, i.e. the learning algorithm could get stuck in
a local minimum. A few researcher have used interval anal-
ysis [1, 2] to solve both problems simultaneously [3]. Due
to the nature of interval analysis one can present theoretical
proof which states that the described methods are guaran-
teed to find the global optimal structure and weights. The
only drawback, however, is that the computational load can
be significant for larger networks. This fact is due to the na-
ture of interval analysis in combination with the choice of
activation functions. The commonly used tangent sigmoidal
function and radial basis function are highly bounded non-
linear function which makes them so perfect for neural net-
works. However, taking the derivatives with respect to the
adaptable parameters leads to more occurences of the adapt-
able parameters which significantly increases the so-called
dependency effect which is inherently coupled to interval
analysis. We propose to use spline like activation function
for which we encounter less problems. The optimization of
the network with these activation function therefore requires
less computational load and makes the algorithm more ap-
plicable in real life.
3 Interval analysis
Interval Analysis uses interval arithmetic to obtain guar-
anteed bounds on the function output of any function, i.e.
f (x) ∈ F(X)∀x ∈ X where f (x) is the function output F(X)
is the function output interval obtained by evaluating the
function with the interval X instead of the crisp values x. An
interval parameter X is defined as the set of number between
a lower bound a and an upper bound b: x∈ X = [a,b]→ a≤
x≤ b. By using simple rules such as:
Addition
X+Y = [a+ c,b+d] (1)
Substraction
X−Y = [a−d,b− c] (2)
Multiplication
X×Y = [min(ac,ad,bc,bd),max(ac,ad,bc,bd)]
(3)
Division
Excluding division by an interval Y containing 0
X
Y
= X×
(
1
Y
)
with
1
Y
=
[
1
d
,
1
c
]
(4)
one can easily obtain guaranteed upper and lower bounds on
any function f (x).
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av
e 
sm
al
l “
im
pl
em
en
ta
tio
n 
er
ro
r”
n
•
“
In
tu
iti
ve
ly
”
3:
 S
ho
ul
d 
be
 se
ns
iti
ve
 to
 in
pu
ts 
u 
(re
ma
ini
ng
 
u
n
co
n
st
ra
in
ed
 d
eg
re
es
 o
f f
re
ed
om
), t
ha
t is
, th
e g
ain
 G
0
fro
m
 u
 to
 c
 
sh
ou
ld
 b
e 
la
rg
e 
–
La
rg
e 
ga
in
 g
iv
es
 fl
at
 o
pt
im
um
 in
 c
•
Ca
n
 c
o
m
bi
ne
 e
ve
ry
th
in
g 
in
to
 
th
e 
“m
ax
im
um
 g
ai
n 
ru
le
”:
–
M
ax
im
iz
e 
sc
al
ed
 g
ai
n 
G
 =
 G
o
/ s
pa
n(c
)
U
nc
on
str
ai
ne
d 
de
gr
ee
s o
f fr
ee
do
m:
sp
an
(c)
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O
pt
im
iz
er
Co
n
tr
o
lle
r
th
at
ad
jus
ts
u
 
to
 
ke
ep
c m
=
 c
s
Pl
an
tc s
c m
=
c+
n
u
c
n
d
u
c 
J
c s
=
c o
pt
u
o
pt
n
U
nc
on
str
ai
ne
d 
de
gr
ee
s o
f fr
ee
do
m:
Ju
sti
fic
at
io
n 
fo
r w
hy
 la
rg
e 
ga
in
 is
 g
oo
d 
W
an
t t
he
 sl
op
e 
(=
 ga
in 
G 0
fro
m
 u
 to
 c
) l
arg
e –
co
rr
es
po
nd
s t
o 
fla
t o
pt
im
um
 in
 c
W
an
t s
m
al
l n
48
M
ax
im
um
 g
ai
n 
(M
SV
)  r
ule
 
M
ax
im
um
 g
ai
n 
ru
le
(Sk
og
est
ad
 an
d P
os
tle
thw
ait
e, 
19
96
):
Co
nt
ro
l v
ar
ia
bl
es
 c 
wi
th
 a
 la
rg
e s
ca
le
d
ga
in
 σ(
G)
  
σ(G
) i
s c
all
ed
 th
e “
M
ora
ri 
Re
sil
ien
cy
 in
de
x”
(M
RI
) b
y L
uy
be
n
U
nc
on
str
ai
ne
d 
de
gr
ee
s o
f fr
ee
do
m:
“G
ai
n”
= 
σ(G
) :
 M
in
im
um
 s
in
gu
la
r v
al
ue
 (M
S
V
) o
f  
th
e 
ap
pr
op
ria
te
ly
 
sc
al
ed
 s
te
ad
y-
st
at
e 
ga
in
 m
at
rix
 G
 fr
om
 u
 to
 c
49
Pr
oo
f o
f “
m
ax
im
um
 g
ai
n 
ru
le
”
(lo
ca
l a
na
lys
is)
 
u
co
st
 
J
u
o
pt
U
nc
on
str
ai
ne
d 
de
gr
ee
s o
f fr
ee
do
m:
D
et
ai
le
d 
pr
oo
f: 
I.J
. H
al
vo
rs
en
, e
t a
l. 
 ``
O
pt
im
al
 se
le
ct
io
n 
of
 c
on
tr
ol
le
d 
va
ria
bl
es
'', 
In
d.
 E
ng
. C
he
m
. R
es
., 
42
(14
), 3
27
3-3
28
4 (
20
03
).
50
M
ax
im
um
 g
ai
n 
ru
le
 fo
r s
ca
la
r s
ys
te
m
U
nc
on
str
ai
ne
d 
de
gr
ee
s o
f fr
ee
do
m:
J u
u: 
H
es
si
an
 fo
r e
ffe
ct
 o
f u
’s
on
 c
os
t 
S
ca
la
r s
ys
te
m
: J
uu
do
es
 n
ot
 m
at
te
r
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M
ax
im
um
 g
ai
n 
ru
le
 in
 w
or
ds
Se
le
ct
 c
on
tro
lle
d 
va
ria
bl
es
 c
fo
r w
hi
ch
th
e 
ga
in
 G
0
(=
“c
o
n
tr
ol
la
bl
e r
an
ge
”)
is 
la
rg
e
co
m
pa
re
d 
to
its
 sp
an
 (=
su
m
 o
f o
pt
im
al
 v
ar
ia
tio
n 
an
d 
co
nt
ro
l e
rro
r)
U
nc
on
str
ai
ne
d 
de
gr
ee
s o
f fr
ee
do
m:
52
To
y 
Ex
am
pl
e
53
To
y 
Ex
am
pl
e:
 S
in
gl
e 
m
ea
su
re
m
en
ts
W
an
t l
os
s 
< 
0.
1:
 C
on
si
de
r v
ar
ia
bl
e 
co
m
bi
na
tio
ns
C
on
st
an
t i
np
ut
, c
 =
 y
4
= 
u
54
•
W
an
t t
o 
fin
d 
go
od
 c
a
n
di
da
te
 co
n
tr
ol
le
d 
va
ria
bl
es
 c
–
Si
m
pl
es
t:
Co
nt
ro
l i
nd
iv
id
ua
l “
m
ea
su
re
m
en
ts”
y 
(al
so
 in
clu
de
 in
pu
ts 
u):
•
A
. M
ax
im
um
 g
ai
n 
ru
le
.L
in
ea
riz
ed
m
o
de
ls:
–
A
ll 
m
ea
su
re
m
en
ts:
y 
=
 G
y
u
–
Se
le
ct
ed
 c
on
tro
lle
d 
va
ria
bl
es
 (n
c=
n
u
): 
c 
=
 G
o
u
 =
 H
 G
y
u
–
W
an
t σ
(G
) l
arg
e, 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
G
 =
 S
1
H
 G
y
J u
u
-
1/
2
•
M
an
y 
ca
nd
id
at
e 
co
m
bi
na
tio
ns
:
–
Ex
ist
 e
ffi
ci
en
t b
ra
nc
h-
an
d-
bo
un
d 
m
et
ho
ds
 fo
r m
ax
im
ix
in
g
σ(G
) (C
ao
 an
d K
ari
wa
la
, 2
00
8)
•
B.
If 
no
 si
ng
le
-m
ea
su
re
m
en
t c
om
bi
na
tio
n 
ac
ce
pt
ab
le
: 
–
Co
n
sid
er
 v
ar
ia
bl
e 
co
m
bi
na
tio
ns
, c
 =
 H
 y
, w
he
re
 H
 
is 
a 
“f
ul
l”
co
m
bi
na
tio
n 
m
at
rix
•
C
.F
in
al
 c
ho
ic
e 
be
tw
ee
n 
go
od
 c
an
di
da
te
s: 
–
N
o
n
lin
ea
r “
br
ut
e 
fo
rc
e”
ev
al
ua
tio
n 
of
 lo
ss
 a
n
d 
fe
as
ib
ili
ty
 +
 c
on
tro
lla
bi
lit
y 
co
ns
id
er
at
io
ns
U
se
 o
f m
ax
im
um
 g
ai
n 
ru
le
Y.
 C
ao
, V
. K
ar
iw
al
a,
 “B
id
ire
ct
io
na
l b
ra
nc
h 
an
d 
bo
un
d 
fo
r c
on
tro
lle
d 
va
ria
bl
e 
se
le
ct
io
n.
 
Pa
rt 
I. 
P
rin
ci
pl
es
 a
nd
 m
in
im
um
 s
in
gu
la
r v
al
ue
 c
rit
er
io
n”
, C
om
p.
 C
he
m
. E
ng
ng
., 
In
 p
re
ss
 (2
00
8)
U
nc
on
str
ai
ne
d 
de
gr
ee
s o
f fr
ee
do
m:
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EX
A
M
PL
E:
 R
ec
yc
le
 p
la
nt
(L
uy
be
n, 
Yu
, e
tc.
)
1
2
3
4
5
G
iv
en
 fe
ed
ra
te
 F
0
an
d 
co
lu
m
n 
pr
es
su
re
:
D
yn
am
ic
 D
O
Fs
: 
N
m
=
 5
 
C
ol
um
n 
le
ve
ls:
 
N
0y
=
 2
St
ea
dy
-s
ta
te
 D
O
Fs
:
N
0
=
 5
 -
2 
=
 3
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R
ec
yc
le
 p
la
nt
: O
pt
im
al
 o
pe
ra
tio
n
m
T
1 
re
m
ai
ni
ng
 u
nc
on
str
ai
ne
d 
de
gr
ee
 o
f f
re
ed
om
59
A
.
 
M
ax
im
um
 g
ai
n 
ru
le
: S
te
ad
y-
sta
te
 g
ai
n
Lu
yb
en
 ru
le
:
N
ot
 p
ro
m
isi
ng
ec
o
n
o
m
ic
al
ly
Co
nv
en
tio
na
l:
Lo
ok
s g
oo
d
60
H
ow
 d
id
 w
e 
fin
d 
th
e 
ga
in
s i
n 
th
e 
Ta
bl
e?
1.
Fi
nd
 n
om
in
al
 o
pt
im
um
2.
Fi
nd
 (u
ns
ca
led
) g
ain
 G
0
fro
m
 in
pu
t t
o 
ca
nd
id
at
e 
ou
tp
ut
s: 
Δc
 =
 G
0
Δu
.
•
In
 th
is 
ca
se
 o
nl
y 
a 
sin
gl
e 
un
co
ns
tra
in
ed
 in
pu
t (
DO
F)
. C
ho
os
e a
t u
=L
•
O
bt
ai
n 
 g
ai
n 
G
0
n
u
m
er
ic
al
ly
 b
y 
m
ak
in
g 
a 
sm
al
l p
er
tu
rb
at
io
n 
in
 u
=L
 w
hi
le
 
ad
jus
tin
g t
he
 ot
he
r in
pu
ts 
suc
h t
ha
t th
e a
ct
iv
e 
co
ns
tra
in
ts 
ar
e 
co
ns
ta
nt
(bo
tto
m 
co
m
po
sit
io
n 
fix
ed
 in
 th
is 
ca
se
)
3.
Fi
nd
 th
e 
sp
an
 fo
r e
ac
h 
ca
nd
id
at
e 
va
ria
bl
e
•
Fo
r 
ea
ch
 d
ist
ur
ba
nc
e 
d i
m
ak
e 
a 
ty
pi
ca
l c
ha
ng
e 
an
d 
re
op
tim
iz
e 
to
 o
bt
ai
n 
th
e 
op
tim
al
 
ra
n
ge
s Δ
c o
pt
(d i
) 
•
Fo
r 
ea
ch
 c
an
di
da
te
 o
ut
pu
t o
bt
ai
n 
(es
tim
at
e) 
the
 co
ntr
ol 
err
or 
(no
ise
) n
•
Th
e 
ex
pe
ct
ed
 v
ar
ia
tio
n 
fo
r c
 is
 
th
en
: s
pa
n
(c)
 = 
Σ i
|Δc
o
pt
(d i
)|  
+ |
n|
4.
O
bt
ai
n 
th
e 
sc
al
ed
 g
ai
n,
 G
 =
 |G
0| /
 sp
an(
c)
5.
N
ot
e:
 T
he
 a
bs
o
lu
te
 v
al
ue
 (t
he
 ve
cto
r 1
-
n
o
rm
) i
s u
se
d 
he
re
 to
 "
su
m
 
u
p"
 a
nd
 g
et
 th
e 
ov
er
al
l s
pa
n
. 
A
lte
rn
at
iv
el
y,
 th
e 
2-
no
rm
 c
ou
ld
 b
e 
u
se
d,
 
w
hi
ch
 c
ou
ld
 b
e 
vi
ew
ed
 a
s p
ut
tin
g 
le
ss
 e
m
ph
as
is 
o
n
 th
e 
w
o
rs
t c
as
e.
 A
s a
n 
ex
am
pl
e,
 a
ss
u
m
e 
th
at
 th
e 
on
ly
 c
on
tr
ib
ut
io
n
 to
 
th
e 
sp
an
 is
 
th
e 
im
pl
em
en
ta
tio
n
/m
ea
su
re
m
en
t e
rr
or
, a
n
d 
th
at
 th
e 
va
ria
bl
e 
w
e 
ar
e 
co
n
tr
ol
lin
g 
(c)
 is
 th
e 
av
er
ag
e 
o
f 5
 m
ea
su
re
m
en
ts
 
o
f t
he
 sa
m
e 
y,
 i.
e.
 c
=s
um
 
yi
/5
,
 
an
d 
th
at
 ea
ch
 y
ih
as
 a
 m
ea
su
re
m
en
t e
rro
r 
o
f  
1,
 i.
e.
 n
yi
=1
. T
he
n 
w
ith
 th
e 
ab
so
lu
te
 v
al
ue
 (1
-no
rm
), t
he
 co
ntr
ibu
tio
n
 to
 
th
e 
sp
an
 fr
om
 th
e 
im
pl
em
en
ta
tio
n
 (m
ea
s.)
 er
ro
r 
is 
sp
an
=s
um
 a
bs
(ny
i)/
5 
= 
5*
1/
5=
1,
 
w
he
re
as
 w
ith
 
th
e 
tw
o-
no
rn
, s
pa
n 
=
 s
qr
t(5
*(1
/5^
2) 
=
 0
.4
47
. T
he
 la
tte
r 
is 
m
o
re
 r
ea
so
n
ab
le
 si
nc
e 
w
e 
ex
pe
ct
 th
at
 th
e 
o
v
er
al
l m
ea
su
re
m
en
t e
rr
or
 is
 re
du
ce
d 
 w
he
n 
ta
ki
ng
 th
e 
av
er
ag
e 
of
 
m
an
y 
m
ea
su
re
m
en
ts
. I
n 
an
y 
ca
se
, 
th
e 
ch
oi
ce
 o
f n
o
rm
 is
 a
n
 e
n
gi
ne
er
in
g 
de
ci
sio
n 
so
 th
er
e 
is 
n
o
t r
ea
lly
 o
ne
 th
at
 is
 
"
rig
ht
" a
nd
 o
ne
 th
at
 is
 
"
w
ro
n
g"
. W
e 
o
fte
n
u
se
 th
e 
2-
no
rm
 
fo
r 
m
at
he
m
at
ic
al
 c
on
ve
ni
en
ce
, 
bu
t t
he
re
 
ar
e 
al
so
 
ph
ys
ic
al
 ju
sti
fic
ati
o
n
s 
(as
 ju
st
 g
iv
en
!).
IM
PO
RT
A
N
T!
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C.
Ch
ec
k:
 “
Br
ut
e 
fo
rc
e”
lo
ss
 e
va
lu
at
io
n:
D
ist
ur
ba
nc
e 
in
 F
0
Lo
ss
 w
ith
 n
om
in
al
ly
 o
pt
im
al
 se
tp
oi
nt
s f
or
 M
r,
 
x
B
an
d 
c
Lu
yb
en
 ru
le
:
Co
nv
en
tio
na
l
62
C.
Ch
ec
k:
 “
Br
ut
e 
fo
rc
e”
lo
ss
 e
va
lu
at
io
n:
Im
pl
em
en
ta
tio
n 
er
ro
r
Lo
ss
 w
ith
 n
om
in
al
ly
 o
pt
im
al
 se
tp
oi
nt
s f
or
 M
r,
 
x
B
an
d 
c
Lu
yb
en
 ru
le
:
64
Co
nc
lu
sio
n:
 C
on
tro
l o
f r
ec
yc
le
 p
la
nt
A
ct
iv
e 
co
ns
tr
ai
nt
M
r 
=
 M
rm
a
x
A
ct
iv
e 
co
ns
tr
ai
nt
x
B 
=
 x
Bm
in
L/
F 
co
ns
ta
nt
: E
as
ie
r t
ha
n 
“t
w
o-
po
in
t”
co
n
tr
ol
A
ss
um
pt
io
n:
 M
in
im
iz
e 
en
er
gy
 (V
)
Se
lf-
op
tim
iz
in
g 
65
Su
m
m
ar
y 
un
co
ns
tra
in
ed
 d
eg
re
es
 o
f fr
ee
do
m:
Lo
ok
in
g 
fo
r “
m
ag
ic
”
v
ar
ia
bl
es
 to
 k
ee
p 
at
 co
ns
ta
nt
 se
tp
oi
nt
s.
H
ow
 c
an
 w
e 
fin
d 
th
em
 sy
ste
m
at
ic
al
ly
?
Ca
nd
id
at
es
A
.S
ta
rt 
w
ith
: M
ax
im
um
 g
ai
n 
(m
ini
mu
m 
sin
gu
lar
 va
lue
) r
ule
: 
B
.I
f n
o 
go
od
 si
ng
le
 c
an
di
da
te
s: 
Co
ns
id
er
 li
ne
ar
 c
om
bi
na
tio
ns
 (m
atr
ix 
H)
:
C.
Fi
na
lly
: “
Br
ut
e 
fo
rc
e 
ev
al
ua
tio
n”
o
f m
os
t p
ro
m
isi
ng
 a
lte
rn
at
iv
es
. 
–
Ev
al
ua
te
 lo
ss
 w
he
n 
th
e 
ca
nd
id
at
e 
va
ria
bl
es
 c
 a
re
 k
ep
t c
on
sta
nt
–
In
 p
ar
tic
ul
ar
, m
ay
 b
e 
pr
ob
le
m
 
w
ith
 fe
a
sib
ili
ty
–
A
lso
: 
C
on
sid
er
 
co
n
tr
ol
la
bi
liy
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Co
nc
lu
sio
n
c=
c s
•S
el
f-o
pt
im
iz
in
g 
co
nt
ro
l i
s 
w
he
n 
ac
ce
pt
ab
le
 o
pe
ra
tio
n
ca
n 
be
 a
ch
ie
ve
d 
us
in
g 
co
ns
ta
nt
 s
et
 p
oi
nt
s
(c
s) 
fo
r t
he
 
co
nt
ro
lle
d 
va
ria
bl
es
 c
 (w
ith
ou
t t
he
 n
ee
d 
to
 re
-o
pt
im
iz
e 
w
he
n 
di
st
ur
ba
nc
es
 o
cc
ur
).
To
m
or
ro
w
 (p
ar
t 2
):
•E
ffe
ct
iv
e 
Im
pl
em
en
ta
tio
n 
of
 o
pt
im
al
 o
pe
ra
tio
n 
us
in
g 
of
f-l
in
e
co
m
pu
ta
tio
ns
•D
yn
am
ic
 a
nd
 o
th
er
 g
en
er
al
iz
at
io
ns
•L
in
ks
 to
 o
pt
im
al
 c
on
tr
ol
 a
nd
 M
PC
•
C
on
tr
ol
 th
e r
ig
ht
 v
ar
ia
bl
e!
•
Im
po
rt
an
t i
rr
es
pe
ct
iv
e 
of
 w
ha
t c
on
tr
ol
 
st
ra
te
gy
  y
ou
 u
se
–
D
ec
en
tr
al
iz
ed
 c
on
tr
ol
–
LQ
G
–
M
PC
–
H
-in
fin
ty
–
…
.
•
Lo
ok
 fo
r 
“s
el
f-o
pt
im
iz
in
g”
v
a
ri
ab
le
s 
w
ith
 la
rg
e 
sc
al
ed
 g
ai
n
Book of Abstracts 27th Benelux Meeting on Systems and Control
152
1Se
lf-
op
tim
iz
in
g 
co
nt
ro
l:
Si
m
pl
e i
m
pl
em
en
ta
tio
n 
of
o
pt
im
al
 o
pe
ra
tio
n
Si
gu
rd
 S
ko
ge
st
ad
D
ep
ar
tm
en
t o
f C
he
m
ic
al
 E
ng
in
ee
rin
g
N
or
w
eg
ia
n 
U
ni
ve
rs
ity
 o
f S
ci
en
ce
 a
nd
 T
ec
n
o
lo
gy
 (N
TN
U
)
Tr
on
dh
ei
m
, N
or
w
ay
B
en
el
ux
 C
o
n
tr
ol
 M
ee
tin
g,
 M
ar
ch
20
08
PA
RT
 2
: 
Ef
fe
ct
iv
e 
Im
pl
em
en
ta
tio
n 
of
 o
pt
im
al
 o
pe
ra
tio
n 
us
in
g 
O
ff-
Li
ne
 C
om
pu
ta
tio
ns
2
O
ut
lin
e
•
Im
pl
em
en
ta
tio
n 
of
 o
pt
im
al
 o
pe
ra
tio
n
•
Pa
ra
di
gm
 1
: O
n-
lin
e o
pt
im
iz
in
g 
co
nt
ro
l
•
Pa
ra
di
gm
 2
: "
Se
lf-
op
tim
iz
in
g"
  c
on
tro
l s
ch
em
es
–
Pr
ec
o
m
pu
te
d 
(of
f-l
ine
) s
olu
tio
n
•
Co
n
tr
ol
 o
f o
pt
im
al
 m
ea
su
re
m
en
t c
om
bi
na
tio
ns
–
N
u
lls
pa
ce
m
et
ho
d
–
Ex
ac
t l
oc
al
 m
et
ho
d
•
Li
nk
 to
 o
pt
im
al
 c
on
tro
l /
 E
xp
lic
it 
M
PC
•
Cu
rr
en
t r
es
ea
rc
h 
iss
ue
s
3
O
pt
im
al
 o
pe
ra
tio
n
•
A
 
ty
pi
ca
l d
yn
am
ic
 o
pt
im
iz
at
io
n 
pr
ob
le
m
•
Im
pl
em
en
ta
tio
n:
“
O
pe
n-
lo
op
”
so
lu
tio
ns
 n
ot
 ro
bu
st 
to
 d
ist
ur
ba
nc
es
 o
r 
m
o
de
l e
rro
rs
•
W
an
t t
o 
in
tro
du
ce
 fe
ed
ba
ck
4
Im
pl
em
en
ta
tio
n
o
f o
pt
im
al
 o
pe
ra
tio
n
•
Pa
ra
di
gm
 1
:O
n-
lin
e o
pt
im
iz
in
g 
co
nt
ro
lw
he
re
 m
ea
su
re
m
en
ts 
ar
e 
u
se
d 
to
 u
pd
at
e m
od
el
 an
d 
sta
te
s
•
Pa
ra
di
gm
 2
:“
Se
lf-
op
tim
iz
in
g”
co
n
tr
ol
 sc
he
m
e 
fo
un
d 
by
 e
xp
lo
iti
ng
 
pr
op
er
tie
s o
f t
he
 so
lu
tio
n 
in
 c
on
tro
l s
tru
ct
ur
e 
de
sig
n
–
U
su
al
ly
 fe
ed
ba
ck
 so
lu
tio
ns
–
U
se
 
o
ff-
lin
e
an
al
ys
is/
op
tim
iz
at
io
n 
to
 fi
nd
 “
pr
op
er
tie
s o
f t
he
 so
lu
tio
n”
–
“
se
lf-
op
tim
iz
in
g 
”
=
 
“
in
he
re
nt
 o
pt
im
al
 o
pe
ra
tio
n”
27th Benelux Meeting on Systems and Control Book of Abstracts
153
5Im
pl
em
en
ta
tio
n:
 P
ar
ad
ig
m
 1
•
Pa
ra
di
gm
 1
: O
nl
in
e o
pt
im
iz
in
g 
co
n
tr
ol
 
•
M
ea
su
re
m
en
ts
 a
re
 p
rim
ar
ily
 
u
se
d 
to
 u
pd
at
e 
th
e 
m
od
el
•
Th
e 
op
tim
iz
at
io
n 
pr
ob
le
m
 is
 
re
so
lv
ed
 o
nl
in
e 
to
 c
om
pu
te
 n
ew
 
in
pu
ts.
•
Ex
am
pl
e:
 C
on
ve
nt
io
na
l M
PC
•
Th
is 
is 
th
e 
“o
bv
io
us
”
ap
pr
oa
ch
 
(fo
r s
o
m
eo
n
e 
w
ho
 d
oe
s n
ot
 
kn
ow
 c
on
tro
l)
6
Ex
am
pl
e 
pa
ra
di
gm
 1
: M
ar
at
ho
n 
ru
nn
er
•
Ev
en
 g
et
tin
g 
a 
re
as
on
ab
le
 m
od
el
 
re
qu
ire
s >
 1
0 
Ph
D
’s
  ☺
…
an
d 
th
e 
m
od
el
 h
as
 to
 b
e 
fit
te
d 
to
 ea
ch
 
in
di
vi
du
al
…
.
•
Cl
ea
rly
 im
pr
ac
tic
al
!
7
Im
pl
em
en
ta
tio
n:
 P
ar
ad
ig
m
 2
•
Pa
ra
di
gm
 2
:P
re
co
m
pu
te
d 
so
lu
tio
ns
 b
as
ed
 o
n 
o
ff-
lin
e
o
pt
im
iz
at
io
n
•
Fi
nd
 p
ro
pe
rti
es
 o
f t
he
 so
lu
tio
n 
su
ite
d 
fo
r s
im
pl
e a
nd
 ro
bu
st 
on
-li
ne
 
im
pl
em
en
ta
tio
n 
 
•
Ex
am
pl
es
–
M
ar
at
ho
n 
ru
nn
er
–
H
ie
ra
rc
hi
ca
l d
ec
om
po
sit
io
n
–
O
pt
im
al
 c
on
tro
l 
–
Ex
pl
ic
it 
M
PC
8
Ex
am
pl
e 
pa
ra
di
gm
 2
: M
ar
at
ho
n 
ru
nn
er
c 
= 
he
ar
t r
at
e
se
le
ct
 o
ne
 m
ea
su
re
m
en
t
•S
im
pl
e 
an
d 
ro
bu
st
 im
pl
em
en
ta
tio
n
•D
is
tu
rb
an
ce
s 
ar
e 
in
di
re
ct
ly
 h
an
dl
ed
 b
y 
ke
ep
in
g 
a 
co
ns
ta
nt
 h
ea
rt
ra
te
•M
ay
 h
av
e 
in
fre
qu
en
t a
dj
us
tm
en
t o
f s
et
po
in
t (
he
ar
t r
at
e)
Book of Abstracts 27th Benelux Meeting on Systems and Control
154
9Ex
am
pl
e 
pa
ra
di
gm
 2
: O
pt
im
al
 o
pe
ra
tio
n 
of
 
ch
em
ic
al
 p
la
nt
•
H
ie
ra
rc
hi
al
de
co
m
po
sit
io
n 
ba
se
d 
on
 
tim
e 
sc
al
e 
se
pa
ra
tio
n
Se
lf-
op
tim
iz
in
g 
co
nt
ro
l: 
A
cc
ep
ta
bl
e 
op
er
at
io
n 
(=
ac
ce
pt
ab
le
 lo
ss
) a
ch
ie
ve
d 
us
in
g 
co
ns
ta
nt
 s
et
 p
oi
nt
s 
(c
s)
 fo
r t
he
 c
on
tro
lle
d 
va
ria
bl
es
 c
c s
•
N
o
 o
r 
in
fre
qu
en
t o
nl
in
e 
o
pt
im
iz
at
io
n.
•
Co
n
tr
ol
le
d 
va
ria
bl
es
 c 
ar
e f
ou
nd
 
ba
se
d 
on
 o
ff-
lin
e
an
al
ys
is.
10
Ex
am
pl
e 
pa
ra
di
gm
 2
: F
ee
db
ac
k 
im
pl
em
en
ta
tio
n 
of
 o
pt
im
al
 c
on
tro
l (
LQ
)
•
O
pt
im
al
 so
lu
tio
n 
to
 in
fin
ite
 ti
m
e 
dy
na
m
ic
 o
pt
im
iz
at
io
n 
pr
ob
le
m
•
O
rig
in
al
ly
 fo
rm
ul
at
ed
 as
 a 
“o
pe
n
-lo
op
”
o
pt
im
iz
at
io
n 
pr
ob
le
m
 (n
o 
fe
ed
ba
ck
)
•
“
B
y 
ch
an
ce
”
th
e 
op
tim
al
 u
 c
an
 b
e 
ge
n
er
at
ed
 b
y 
sim
pl
e s
ta
te
 fe
ed
ba
ck
u
 =
 K
LQ
x
•
K
LQ
is 
ob
ta
in
ed
 o
ff-
lin
e 
by
 so
lv
in
g 
Ri
cc
at
ti
eq
ua
tio
ns
•
Ex
pl
ic
it 
M
PC
:
Ex
te
ns
io
n 
us
in
g 
di
ffe
re
nt
 K
LQ
in
 e
ac
h 
co
ns
tra
in
t r
eg
io
n
•
Su
m
m
ar
y:
 T
w
o 
pa
ra
di
gm
s M
PC
1.
Co
nv
en
tio
na
l M
PC
: 
O
n-
lin
e 
op
tim
iz
at
io
n 
2.
Ex
pl
ic
it 
M
PC
:
O
ff-
lin
e 
ca
lc
ul
at
io
n 
of
 K
LQ
fo
r e
ac
h 
re
gi
on
(m
us
t d
ete
rm
ine
 re
gio
ns
 on
lin
e)
11
Ex
am
pl
e 
pa
ra
di
gm
 2
: E
xp
lic
it 
M
PC
M
P
C
: M
od
el
 p
re
di
ct
iv
e 
co
nt
ro
l
N
ot
e:
 M
an
y 
re
gi
on
s 
be
ca
us
e 
of
 fu
tu
re
 c
on
st
ra
in
ts
A
. B
em
po
ra
d,
 M
. M
or
ar
i, 
V
. D
ua
, E
.N
. P
is
tik
op
ou
lo
s,
 ”T
he
 E
xp
lic
it 
Li
ne
ar
 Q
ua
dr
at
ic
 R
eg
ul
at
or
 fo
r C
on
st
ra
in
ed
 S
ys
te
m
s”
,
A
ut
om
at
ic
a,
 v
ol
. 3
8,
 n
o.
 1
, p
p.
 3
-2
0 
 (2
00
2)
.
12
Is
su
es
 P
ar
ad
ig
m
 2
: P
re
co
m
pu
te
d 
on
-li
ne
 
so
lu
tio
ns
 b
as
ed
 o
n 
o
ff-
lin
e
o
pt
im
iz
at
io
n
Is
su
es
 (e
xp
ec
ted
 re
sea
rch
 re
su
lts
 fo
r s
pe
cif
ic 
ap
pli
ca
tio
n):
1.
Fi
nd
 st
ru
ct
ur
e o
f o
pt
im
al
 so
lu
tio
n 
fo
r s
pe
ci
fic
 p
ro
bl
em
s
•
Ty
pi
ca
lly
, i
de
nt
ify
re
gi
on
sw
he
re
 d
iff
er
en
t s
et
 o
f c
on
str
ai
nt
s a
re
 a
ct
iv
e
2.
Fi
nd
 o
pt
im
al
 v
al
ue
s (
or 
tra
jec
tor
ie
s) 
for
 un
co
ns
tra
ine
d v
ari
ab
les
3.
Fi
nd
 an
al
yt
ic
al
 o
r p
re
co
m
pu
te
d 
so
lu
tio
ns
 su
ita
bl
e f
or
 o
n-
lin
e 
im
pl
em
en
ta
tio
n
4.
Fi
nd
 g
oo
d 
“s
el
f-o
pt
im
iz
in
g”
v
ar
ia
bl
es
 c 
to
 co
nt
ro
l i
n 
ea
ch
 r
eg
io
n
•
Fi
nd
 g
oo
d 
va
ria
bl
e c
o
m
bi
na
tio
ns
to
 c
on
tr
ol
5.
D
et
er
m
in
e 
a 
sw
itc
hi
n
g 
po
lic
y 
be
tw
ee
n 
di
ffe
re
nt
 r
eg
io
ns
27th Benelux Meeting on Systems and Control Book of Abstracts
155
13
•
Th
e 
id
ea
l “
se
lf-
op
tim
iz
in
g”
v
ar
ia
bl
e 
is 
th
e 
gr
ad
ie
nt
 (f
irs
t-
or
de
r o
pt
im
al
ity
 
co
n
di
tio
n 
(re
f: 
Bo
nv
in
an
d 
co
w
or
ke
rs
)):
•
O
pt
im
al
 se
tp
oi
n
t =
 0
•
B
U
T:
 G
ra
di
en
t c
an
 n
ot
 b
e 
m
ea
su
re
d 
in
 p
ra
ct
ic
e
•
Po
ss
ib
le
 a
pp
ro
ac
h:
 E
sti
m
at
e 
gr
ad
ie
nt
 J u
ba
se
d 
on
 m
ea
su
re
m
en
ts 
y
•
H
er
e 
al
te
rn
at
iv
e 
ap
pr
oa
ch
: F
in
d 
o
pt
im
al
 li
ne
ar
 m
ea
su
re
m
en
t c
om
bi
na
tio
n
w
hi
ch
 w
he
n 
ke
pt
 c
on
sta
nt
 ( ±
n
) m
ini
mi
ze
 th
e e
ffe
ct 
of 
d o
n l
os
s.
Lo
ss
 =
 J(
u,d
) –
J(u
o
pt
,
d);
  w
he
re 
u i
s i
np
ut 
for
 c 
= c
on
sta
nt 
±
n
•
Ca
n
di
da
te
 m
ea
su
re
m
en
ts 
(y)
: I
nc
lud
e a
lso
 in
pu
ts 
u
H
ow
 fi
nd
 “
se
lf-
op
tim
iz
in
g”
v
ar
ia
bl
e 
co
m
bi
na
tio
ns
in
 a
 sy
ste
m
at
ic
 m
an
ne
r?
U
nc
on
str
ai
ne
d 
de
gr
ee
s o
f fr
ee
do
m:
14
B
.O
pt
im
al
 m
ea
su
re
m
en
tc
o
m
bi
na
tio
n
H
U
nc
on
str
ai
ne
d 
de
gr
ee
s o
f fr
ee
do
m:
15
A
m
az
in
gl
y 
si
m
pl
e!
Si
gu
rd
 is
 to
ld
 h
ow
 e
as
y 
it 
is
 to
 fi
nd
 H
B
.O
pt
im
al
 m
ea
su
re
m
en
tc
o
m
bi
na
tio
n
B1
. N
ul
lsp
ac
em
et
ho
d 
for
 n 
= 0
(A
lst
ad
a
n
d 
Sk
og
es
ta
d,
 2
00
7) 
Ba
si
s:
 W
an
t o
pt
im
al
 v
al
ue
 o
f c
 to
 b
e 
in
de
pe
nd
en
t o
f d
ist
ur
ba
nc
es
 
•
Fi
nd
 o
pt
im
al
 so
lu
tio
n 
as
 a 
fu
nc
tio
n 
of
 d
: u
o
pt
(d)
, y
o
pt
(d)
•
Li
ne
ar
iz
e 
th
is 
re
la
tio
ns
hi
p:
 Δy
o
pt
=
 F
 Δd
  
•
W
an
t: 
•
To
 a
ch
ie
ve
 th
is 
fo
r a
ll 
va
lu
es
 o
f Δ
d:
 
•
To
 fi
nd
 a 
F 
th
at
 sa
tis
fie
s H
F=
0 
w
e m
us
t r
eq
ui
re
•
O
pt
im
al
w
he
n 
w
e 
di
sr
eg
ar
d 
im
pl
em
en
ta
tio
n 
er
ro
r (
n)
V.
 A
ls
ta
d
an
d 
S.
 S
ko
ge
st
ad
, `
`N
ul
l S
pa
ce
 M
et
ho
d 
fo
r S
el
ec
tin
g 
O
pt
im
al
 M
ea
su
re
m
en
t C
om
bi
na
tio
ns
 a
s 
C
on
tro
lle
d 
Va
ria
bl
es
'',
In
d.
En
g.
C
he
m
.R
es
, 4
6 
(3
), 
84
6-
85
3 
(2
00
7)
.
U
nc
on
str
ai
ne
d 
de
gr
ee
s o
f fr
ee
do
m:
16
N
ul
lsp
ac
e
m
et
ho
d 
co
nt
in
ue
d
•
To
 h
an
dl
e i
m
pl
em
en
ta
tio
n 
er
ro
r: 
U
se
 “
se
n
sit
iv
e”
m
ea
su
re
m
en
ts
, w
ith
 
in
fo
rm
at
io
n 
ab
ou
t a
ll 
in
de
pe
n
de
nt
 v
ar
ia
bl
es
 (u
 an
d d
)
U
nc
on
str
ai
ne
d 
de
gr
ee
s o
f fr
ee
do
m:
Book of Abstracts 27th Benelux Meeting on Systems and Control
156
17
B
.O
pt
im
al
 m
ea
su
re
m
en
tc
o
m
bi
na
tio
n
B2
. C
om
bi
ne
d 
di
stu
rb
an
ce
s a
nd
 im
pl
em
en
ta
tio
n 
er
ro
rs
(“
ex
ac
t lo
ca
l m
et
ho
d”
)
Lo
ss
 L
 =
  J
(u,
d) 
–J
o
pt
(d)
. K
ee
p c
 = 
Hy
co
n
st
an
t ,
 w
he
re
 y
 =
 G
y u
+
 
G
y d
d
+ 
n
y
•
I.J
. H
al
v
o
rs
en
, 
S.
 
Sk
o
ge
sta
d,
 J.
C.
 
M
o
ru
d
an
d 
V
. A
lst
ad
, `
`
O
pt
im
al
 
se
le
ct
io
n
 o
f c
on
tro
lle
d 
v
ar
ia
bl
es
'',
 In
d.
 
En
g.
 
Ch
em
.
R
es
.,
 4
2 
(14
), 3
27
3-
32
84
 (2
00
3).
 
O
pt
im
iz
at
io
n 
pr
ob
le
m
 fo
r o
pt
im
al
 c
om
bi
na
tio
n:
Th
eo
re
m
 1
. W
or
st
-c
as
e 
lo
ss
 fo
r 
gi
ve
n 
H
(H
alv
ors
en
et
 a
l, 
20
03
):
U
nc
on
str
ai
ne
d 
de
gr
ee
s o
f fr
ee
do
m:
A
pp
lie
s 
to
 a
ny
 H
 (s
el
ec
tio
n/
co
m
bi
na
tio
n)
18
B
.O
pt
im
al
 m
ea
su
re
m
en
tc
o
m
bi
na
tio
n
V
. A
lst
ad
, S
.
 
Sk
o
ge
st
ad
 a
nd
 E
.
S.
 H
o
ri,
 
`
`
O
pt
im
al
 m
ea
su
re
m
en
t c
om
bi
n
at
io
ns
as
 c
o
n
tr
ol
le
d 
v
ar
ia
bl
es
'', 
Jo
u
rn
al
 
o
f P
ro
ce
ss
 C
o
n
tr
o
l, 
18
,
 
in
 
pr
es
s (
20
08
).
V
. K
ar
iw
al
a,
 
Y
. C
ao
, S
. ja
rar
dh
an
an
, “
Lo
ca
l s
el
f-o
pt
im
iz
in
g 
co
n
tr
o
l w
ith
 a
ve
ra
ge
 lo
ss
 m
in
im
iz
at
io
n
”,
 
 
In
d.
En
g.
Ch
em
.
R
es
.,
 
in
 p
re
ss
 (2
00
8)
F 
–
op
tim
al
 s
en
si
tiv
ity
 m
at
rix
 =
 d
y o
pt
/d
d
B2
. E
xa
ct
 lo
ca
l m
et
ho
d
for
 co
mb
ine
d d
ist
ur
ba
nc
es 
an
d i
mp
lem
en
tat
ion
 er
ro
rs.
 
Th
eo
re
m
 2
. E
xp
lic
it 
fo
rm
ul
a 
fo
r o
pt
im
al
 
H
. (A
lst
ad
et
 a
l, 
20
08
):
Th
eo
re
m
 3
. (K
ar
iw
al
a
et
 a
l, 
20
08
).  
U
nc
on
str
ai
ne
d 
de
gr
ee
s o
f fr
ee
do
m:
19
To
y 
Ex
am
pl
e
20
To
y 
Ex
am
pl
e:
 S
in
gl
e 
m
ea
su
re
m
en
ts
W
an
t l
os
s 
< 
0.
1:
 C
on
si
de
r v
ar
ia
bl
e 
co
m
bi
na
tio
ns
C
on
st
an
t i
np
ut
, c
 =
 y
4
= 
u
27th Benelux Meeting on Systems and Control Book of Abstracts
157
21
To
y 
Ex
am
pl
e:
 M
ea
su
re
m
en
t c
om
bi
na
tio
ns
22
B
1.
 N
ul
lsp
ac
e
m
et
ho
d 
(no
 no
ise
)
•L
os
s 
ca
us
ed
 b
y 
m
ea
su
re
m
en
t e
rr
or
 o
nl
y
•R
ec
al
l r
an
k 
si
ng
le
 m
ea
su
re
m
en
ts
: 3
 >
 2
 >
 4
 >
 1
23
B
2.
 E
xa
ct
 lo
ca
l m
et
ho
d 
(w
ith
 no
ise
)
24
B
2.
 E
xa
ct
 lo
ca
l m
et
ho
d,
 2
 m
ea
su
re
m
en
ts
C
om
bi
ne
d 
lo
ss
 fo
r d
is
tu
rb
an
ce
s 
an
d 
m
ea
su
re
m
en
t e
rr
or
s
Book of Abstracts 27th Benelux Meeting on Systems and Control
158
25
B
2.
 E
xa
ct
 lo
ca
l m
et
ho
d,
 a
ll 
4 
m
ea
su
re
m
en
ts
26
Ex
am
pl
e:
 C
O
2 
re
fri
ge
ra
tio
n 
cy
cl
e
U
nc
on
st
ra
in
ed
 D
O
F 
(u
)
C
on
tro
l w
ha
t?
 
c=
?
p H
27
CO
2 
re
fri
ge
ra
tio
n 
cy
cl
e
St
ep
 1
. O
ne
 (r
em
ain
ing
) d
eg
re
e 
of
 fr
ee
do
m
 (u
=z
)
St
ep
 2
. O
bje
cti
v
e 
fu
nc
tio
n.
 J 
= 
W
s
(co
mp
res
so
r w
ork
)
St
ep
 3
. O
pt
im
iz
e 
op
er
at
io
n 
fo
r d
ist
ur
ba
nc
es
 (d
1=
T C
,
 
d 2
=
T H
,
 
d 3
=
U
A
)
•
O
pt
im
um
 a
lw
ay
s u
n
co
n
st
ra
in
ed
St
ep
 4
. I
m
pl
em
en
ta
tio
n 
of
 o
pt
im
al
 o
pe
ra
tio
n
•
N
o
 g
oo
d 
sin
gl
e 
m
ea
su
re
m
en
ts 
(al
l g
ive
 la
rge
 lo
sse
s):
–
p h
,
 
T h
,
 
z,
 …
•
N
u
lls
pa
ce
m
et
ho
d:
 N
ee
d 
to
 c
om
bi
ne
 n
u
+
n d
=
1+
3=
4 
m
ea
su
re
m
en
ts 
to
 h
av
e 
ze
ro
 
di
stu
rb
an
ce
 lo
ss
•
Si
m
pl
er
: 
Tr
y 
co
m
bi
ni
ng
 tw
o 
m
ea
su
re
m
en
ts.
 E
xa
ct
 lo
ca
l m
et
ho
d:
–
c 
=
 
h 1
p h
+
 h
2 
T h
=
 p
h
+
 k
 T
h;
   
k 
= 
-8
.5
3 
ba
r/K
•
N
o
n
lin
ea
r e
va
lu
at
io
n 
of
 lo
ss
: O
K
! 
28
R
ef
rig
er
at
io
n 
cy
cl
e:
 P
ro
po
se
d 
co
nt
ro
l s
tru
ct
ur
e
C
on
tro
l c
= 
“te
m
pe
ra
tu
re
-c
or
re
ct
ed
 h
ig
h 
pr
es
su
re
”
27th Benelux Meeting on Systems and Control Book of Abstracts
159
29
Su
m
m
ar
y:
 
Pr
oc
ed
ur
e 
se
le
ct
io
n 
co
nt
ro
lle
d 
va
ria
bl
es
1.
D
ef
in
e 
ec
on
om
ic
s a
nd
 o
pe
ra
tio
na
l c
on
str
ai
nt
s
2.
Id
en
tif
y 
de
gr
ee
s o
f f
re
ed
om
 a
nd
 im
po
rta
nt
 d
ist
ur
ba
nc
es
3.
O
pt
im
iz
e 
fo
r v
ar
io
us
 d
ist
ur
ba
nc
es
4.
Id
en
tif
y 
ac
tiv
e c
on
str
ai
nt
s r
eg
io
ns
 (o
ff-
lin
e c
alc
ula
tio
ns
)
Fo
r e
ac
h 
ac
tiv
e 
co
ns
tra
in
t r
eg
io
n 
do
 st
ep
 5
-6
:
5.
Id
en
tif
y 
“s
el
f-o
pt
im
iz
in
g”
co
n
tr
ol
le
d 
v
ar
ia
bl
es
 fo
r r
em
ai
ni
ng
 d
eg
re
es
 
o
f f
re
ed
om
6.
Id
en
tif
y 
sw
itc
hi
ng
 p
ol
ic
ie
s b
et
w
ee
n 
re
gi
on
s
30
Ex
am
pl
e 
sw
itc
hi
ng
 p
ol
ic
ie
s –
10
 k
m
1.
”
St
ar
tu
p”
:G
iv
en
 sp
ee
d 
or
 fo
llo
w
 ”h
ar
e”
2.
W
he
n 
he
ar
t b
ea
t >
 m
ax
 o
r p
ai
n 
> 
m
ax
:S
w
itc
h 
to
 s
lo
w
er
 sp
ee
d
3.
W
he
n 
cl
os
e t
o 
fin
ish
: 
Sw
itc
h 
to
 m
ax
. p
ow
er
31
Cu
rr
en
t r
es
ea
rc
h 
1 
(Sr
id
ha
ra
ku
m
ar
Na
ra
sim
ha
n
a
n
d 
H
en
rik
M
an
um
):
Co
nd
iti
on
s f
or
 sw
itc
hi
ng
 b
et
w
ee
n 
re
gi
on
s o
f 
ac
tiv
e 
co
ns
tra
in
ts
Id
ea
:
•
W
ith
in
 e
ac
h 
re
gi
on
 it
 is
 o
pt
im
al
 to
 
1.
Co
nt
ro
l a
ct
iv
e 
co
ns
tra
in
ts 
at
 c
a 
=
 c
,
a,
 c
o
n
st
ra
in
t
2.
Co
nt
ro
l s
el
f-o
pt
im
iz
in
g 
va
ria
bl
es
 a
t c
so
=
 c
,
so
, 
o
pt
im
al
 
•
D
ef
in
e 
in
 e
ac
h 
re
gi
on
 i:
•
K
ee
p 
tra
ck
 o
f c
i(a
cti
v
e 
co
n
st
ra
in
ts 
an
d 
“s
el
f-o
pt
im
iz
in
g”
v
ar
ia
bl
es
) i
n 
al
l r
eg
io
ns
 i
•
Sw
itc
h 
to
 re
gi
o
n
 i 
w
he
n 
el
em
en
t i
n 
c i
ch
an
ge
s s
ig
n
•
R
es
ea
rc
h 
iss
ue
: c
an
 w
e 
ge
t l
os
t?
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Cu
rr
en
t r
es
ea
rc
h 
2 
(H
åk
on
D
a
hl
-O
lse
n):
Ex
te
ns
io
n 
to
 d
yn
am
ic
 sy
ste
m
s
•
B
as
is.
 F
ro
m
 d
yn
am
ic
 o
pt
im
iz
at
io
n:
–
H
am
ilt
on
ia
n 
sh
ou
ld
 b
e 
m
in
im
iz
ed
 a
lo
ng
 th
e 
tra
jec
tor
y
•
G
en
er
al
iz
e 
ste
ad
y-
sta
te
 lo
ca
l m
et
ho
ds
:
–
G
en
er
al
iz
e 
m
ax
im
um
 g
ai
n 
ru
le
 
–
G
en
er
al
iz
e 
nu
lls
pa
ce
m
et
ho
d 
(n=
0)
–
G
en
er
al
iz
e 
“e
xa
ct
 lo
ca
l m
et
ho
d”
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Cu
rr
en
t r
es
ea
rc
h 
3 
(Sr
id
ha
ra
ku
m
ar
Na
ra
sim
ha
n
a
n
d 
Jo
ha
nn
es
 Jä
sc
hk
e):
Ex
te
ns
io
n 
of
 n
oi
se
-fr
ee
 c
as
e 
(nu
lls
pa
ce
m
et
ho
d) 
to 
no
nli
ne
ar 
sy
ste
ms
•
Id
ea
: T
he
 id
ea
l s
el
f-o
pt
im
iz
in
g 
va
ria
bl
e i
s t
he
 g
ra
di
en
t
•
O
pt
im
al
 se
tp
oi
nt
 =
 0
•
Ce
rt
ai
n 
pr
ob
le
m
s (
e.g
. p
oly
no
mi
al)
–
Fi
nd
 a
na
ly
tic
 e
xp
re
ss
io
n 
fo
r J
u
in
 te
rm
s o
f u
 a
nd
 d
–
D
er
iv
e 
J u
as
 a
 fu
nc
tio
n 
of
 m
ea
su
re
m
en
ts 
y 
(el
im
ina
te 
dis
tur
ba
nc
es 
d)
34
•
O
u
r 
re
su
lts
 o
n 
op
tim
al
 m
ea
su
re
m
en
t c
om
bi
na
tio
n 
(ke
ep
 c 
=
 H
y
co
n
st
an
t)
•
N
u
lls
pa
ce
m
et
ho
d 
fo
r n
=0
 (A
lst
ad
an
d 
Sk
og
es
ta
d,
 2
00
7)
•
Ex
pl
ic
it 
ex
pr
es
sio
n 
(“e
xa
ct 
loc
al 
me
tho
d”
) f
or 
n≠
0 
(A
lst
ad
et
 a
l.,
 
20
08
) 
•
O
bs
er
va
tio
n 
1:
B
ot
h 
re
su
lt 
ar
e 
ex
ac
t f
or
 q
ua
dr
at
ic
 o
pt
im
iz
at
io
n 
pr
ob
le
m
s 
•
O
bs
er
va
tio
n 
2:
M
PC
 c
an
 b
e 
w
rit
te
n 
as
 a
 q
ua
dr
at
ic
 o
pt
im
iz
at
io
n 
pr
ob
le
m
 
an
d 
op
tim
al
 so
lu
tio
n 
is 
to
 k
ee
p 
c 
=
 u
 –
K
x
co
n
st
an
t.
•
M
u
st
 b
e s
om
e l
in
k!
Cu
rr
en
t r
es
ea
rc
h 
4 
(H
en
rik
M
a
n
u
m
a
n
d 
Sr
id
ha
ra
ku
m
ar
Na
ra
si
m
ha
n):
Se
lf-
op
tim
iz
in
g 
co
nt
ro
l a
nd
 E
xp
lic
it 
M
PC
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Qu
ad
rat
ic 
op
tim
iza
tio
n p
rob
lem
s
•
N
o
ise
-fr
ee
 c
as
e 
(n=
0)
•
R
ef
or
m
ul
at
io
n 
of
 n
ul
lsp
ac
e
m
et
ho
d 
of
 A
lst
ad
an
d 
Sk
og
es
ta
d 
(20
07
) 
–
C
an
 a
dd
 li
ne
ar
 co
ns
tr
ai
nt
s (
c=
Hy
) t
o q
ua
dr
ati
c p
ro
ble
m 
wi
th
 no
 lo
ss
–
N
ee
d 
n y
≥
n
u
+
 n
d.
 
 
H
 is
 u
ni
qu
e 
if 
n y
=
 n
u
+
 n
d
(n
ym
=
 n
d) 
–
H
 m
ay
 b
e 
co
m
pu
te
d 
fr
om
 n
ul
lsp
ac
e
m
et
ho
d,
 
•V
. A
ls
ta
d
an
d 
S.
 S
ko
ge
st
ad
, `
`N
ul
l S
pa
ce
 M
et
ho
d 
fo
r S
el
ec
tin
g 
O
pt
im
al
 M
ea
su
re
m
en
t C
om
bi
na
tio
ns
 a
s 
C
on
tro
lle
d 
V
ar
ia
bl
es
'',
  I
nd
. E
ng
. C
he
m
. 
R
es
, 4
6 
(3
), 
84
6-
85
3 
(2
00
7)
.
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Qu
ad
rat
ic 
op
tim
iza
tio
n p
rob
lem
s
•
W
ith
n
o
ise
 / 
im
pl
em
en
ta
tio
n 
er
ro
r (
n ≠
0)
•
R
ef
or
m
ul
at
io
n 
of
 e
xa
ct
 lo
ca
l m
et
ho
d 
of
 A
lst
ad
et
 a
l. 
(20
08
) 
–
C
an
 a
dd
 li
ne
ar
 co
ns
tr
ai
nt
s (
c=
Hy
) w
ith
 m
ini
mu
m 
los
s.
–
H
av
e 
ex
pl
ic
it 
ex
pr
es
sio
n 
fo
r 
H
 fr
om
 “
ex
ac
t l
oc
al
 m
et
ho
d”
•V
. A
ls
ta
d,
 S
. S
ko
ge
st
ad
 a
nd
 E
.S
. H
or
i, 
``O
pt
im
al
 m
ea
su
re
m
en
t c
om
bi
na
tio
ns
as
 c
on
tro
lle
d 
va
ria
bl
es
'',
 J
ou
rn
al
 o
f P
ro
ce
ss
 C
on
tro
l, 
18
, i
n 
pr
es
s 
(2
00
8)
.
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O
pt
im
al
 c
on
tro
l /
 E
xp
lic
it 
M
PC
•
Tr
ea
t i
ni
tia
l s
ta
te
 x
0
as
 d
ist
ur
ba
nc
e 
d.
 D
isc
re
te
 ti
m
e 
co
ns
tra
in
ed
 M
PC
 p
ro
bl
em
:
•
In
 e
ac
h 
ac
tiv
e 
co
ns
tra
in
t r
eg
io
n 
th
is 
be
co
m
es
 a
n 
un
co
ns
tra
in
ed
 q
ua
dr
at
ic
 
o
pt
im
iz
at
io
n 
pr
ob
le
m
 ⇒
Ca
n 
us
e 
ab
ov
e r
es
ul
ts 
to
 fin
d l
ine
ar
 co
ns
tra
int
s
1.
St
at
e f
ee
db
ac
k 
w
ith
 n
o 
no
ise
 (L
Q 
pr
ob
lem
)
M
ea
su
re
m
en
ts
: 
y 
= 
[u
  x
]
Li
ne
ar
 c
on
str
ai
nt
s:
c 
=
 H
 y
 =
 u
 –
K
 
x
•
n
x
=
 n
d:
 N
o 
lo
ss
 (s
olu
tio
n u
nc
ha
ng
ed
) b
y k
ee
pin
g c
 = 
0, 
so
 u 
=
 K
x
o
pt
im
al
! 
•
Ca
n
 fi
nd
 o
pt
im
al
 fe
ed
ba
ck
 K
 fr
om
 “
nu
lls
pa
ce
m
et
ho
d”
, 
–
Sa
m
e 
re
su
lt 
as
 so
lv
in
g 
Ri
cc
at
ti
eq
ua
tio
ns
 
•
NE
W
 IN
SI
G
H
T 
EX
PL
IC
IT
 M
PC
: U
se
 c
ha
ng
e 
in
 si
gn
 o
f c
 fo
r n
eig
hb
or
ing
 
re
gi
on
s t
o 
de
ci
de
 w
he
n 
to
 sw
itc
h 
re
gi
on
s
•H
. M
an
um
, S
. N
ar
as
im
ha
n
an
d 
 S
. S
ko
ge
st
ad
, `
`A
 n
ew
 a
pp
ro
ac
h 
to
 e
xp
lic
it 
M
P
C
 u
si
ng
 s
el
f-o
pt
im
iz
in
g 
co
nt
ro
l”,
 A
C
C
, S
ea
ttl
e,
 J
un
e 
20
08
. 
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Ex
pl
ic
it 
M
PC
. S
ta
te
 fe
ed
ba
ck
.
Se
co
nd
-o
rd
er
 sy
ste
m
tim
e 
[s
]
P
ha
se
 p
la
ne
 tr
aj
ec
to
ry
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O
pt
im
al
 c
on
tro
l /
 E
xp
lic
it 
M
PC
2.
O
ut
pu
t f
ee
db
ac
k 
(A
ll s
tat
es 
no
tm
ea
su
re
d)
. N
o n
ois
e
•
O
pt
io
n 
1:
 S
ta
te
 e
sti
m
at
or
•
O
pt
io
n 
2:
 D
ire
ct
 u
se
 o
f m
ea
su
re
m
en
ts 
fo
r f
ee
db
ac
k
“
M
ea
su
re
m
en
ts
”:
 
y 
= 
[u
  y
m
]
Li
ne
ar
 c
on
str
ai
nt
s:
c 
=
 H
 y
 =
 u
 –
K
 
y m
•
N
o
 lo
ss
 (s
olu
tio
n
 u
n
ch
an
ge
d) 
by
 ke
ep
in
g 
c 
= 
0 
(co
ns
tan
t),
 so
 u 
=
 K
y m
 is
 
o
pt
im
al
,p
ro
vi
de
d
w
e 
ha
ve
 e
no
ug
h 
in
de
pe
nd
en
t m
ea
su
re
m
en
ts:
 
n
y
≥
n
u
+
 n
d
⇒
  
 n
ym
≥
n
d
•
Ca
n
 fi
nd
 o
pt
im
al
 fe
ed
ba
ck
 K
 fr
om
 “s
el
f-o
pt
im
iz
in
g 
nu
lls
pa
ce
m
et
ho
d”
•
Ca
n 
al
so
 a
dd
 p
re
vi
ou
s m
ea
su
re
m
en
ts,
 b
ut
 g
et
 so
m
e l
os
s d
ue
 to
 ca
us
al
ity
 
(ca
nn
ot 
aff
ec
t p
as
t o
utp
uts
) 
H
. M
an
um
, S
. N
ar
as
im
ha
n
an
d 
 S
. S
ko
ge
st
ad
, `
`E
xp
lic
it 
M
P
C
 w
ith
 o
ut
pu
t f
ee
db
ac
k 
us
in
g 
se
lf-
op
tim
iz
in
g 
co
nt
ro
l”,
 IF
A
C
 W
or
ld
 C
on
gr
es
s,
 S
eo
ul
, J
ul
y 
20
08
. 
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Ex
pl
ic
it 
M
PC
. O
ut
pu
t f
ee
db
ac
k
Se
co
nd
-o
rd
er
 sy
ste
m t
im
e 
[s
]
S
ta
te
 fe
ed
ba
ck
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O
pt
im
al
 c
on
tro
l /
 E
xp
lic
it 
M
PC
2.
 O
ut
pu
t f
ee
db
ac
k 
–
Fu
rt
he
r 
ex
te
ns
io
ns
•
Ex
pl
ic
it 
ex
pr
es
sio
ns
 fo
r c
er
ta
in
 
fix
-o
rd
er
 o
pt
im
al
 co
nt
ro
lle
rs
•
Ex
am
pl
e:
 C
an
 fi
nd
 o
pt
im
al
 m
ul
tiv
ar
ia
bl
e 
PI
D
 c
on
tro
lle
r b
y 
us
in
g 
as
 
“
m
ea
su
re
m
en
ts
”
•
Cu
rr
en
t o
ut
pu
t (
P)
•
Su
m
 o
f o
ut
pu
ts 
(I)
•
Ch
an
ge
 in
 o
ut
pu
t (
D)
42
O
pt
im
al
 c
on
tro
l /
 E
xp
lic
it 
M
PC
3.
Fu
rt
he
r 
ex
te
ns
io
n:
 O
ut
pu
t f
ee
db
ac
k 
w
ith
 n
oi
se
•
O
pt
io
n 
1:
 S
ta
te
 e
sti
m
at
or
•
O
pt
io
n 
2:
 D
ire
ct
 u
se
 o
f m
ea
su
re
m
en
ts 
fo
r f
ee
db
ac
k
“
M
ea
su
re
m
en
ts
”:
 
y 
= 
[u
  y
m
]
Li
ne
ar
 c
on
str
ai
nt
s:
c 
=
 H
 y
 =
 u
 –
K
 
y m
•
Lo
ss
 b
y 
us
in
g 
th
is 
fe
ed
ba
ck
 la
w
 (a
dd
ing
 th
es
e 
co
ns
tra
in
ts)
 is
 m
ini
mi
ze
d 
by
 c
om
pu
tin
g 
fe
ed
ba
ck
 K
 u
sin
g 
“e
xa
ct
 lo
ca
l m
et
ho
d”
H
. M
an
um
, S
. N
ar
as
im
ha
n
an
d 
 S
. S
ko
ge
st
ad
, `
`E
xp
lic
it 
M
P
C
 w
ith
 o
ut
pu
t f
ee
db
ac
k 
us
in
g 
se
lf-
op
tim
iz
in
g 
co
nt
ro
l”,
 IF
A
C
 W
or
ld
 C
on
gr
es
s,
 S
eo
ul
, J
ul
y 
20
08
. 
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Co
nc
lu
sio
n
•
Si
m
pl
e 
co
nt
ro
l p
ol
ic
ie
s a
re
 a
lw
ay
s p
re
fe
rre
d 
in
 p
ra
ct
ic
e 
(if
 th
ey
 ex
ist
 
an
d 
ca
n 
be
 fo
un
d)
•
Pa
ra
di
gm
 2
: 
U
se
 o
ff-
lin
e 
op
tim
iz
at
io
n 
an
d 
an
al
ys
is 
to
 fi
nd
 si
m
pl
e 
n
ea
r-
o
pt
im
al
 c
on
tro
l p
ol
ic
ie
s s
ui
ta
bl
e f
or
 o
n-
lin
e i
m
pl
em
en
ta
tio
n
•
Cu
rr
en
t r
es
ea
rc
h:
 S
ev
er
al
 in
te
re
st
in
g 
ex
te
ns
io
ns
–
O
pt
im
al
 re
gi
on
 sw
itc
hi
ng
–
D
yn
am
ic
 o
pt
im
iz
at
io
n
–
Ex
pl
ic
it 
M
PC
•
Ac
kn
ow
le
dg
em
en
ts
–
Sr
id
ha
ra
ku
m
ar
N
ar
as
im
ha
n
–
H
en
ri
kM
an
um
–
H
åk
on
D
a
hl
-O
lse
n
–
Vi
na
y
K
ar
iw
a
la
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No
nc
oo
pe
ra
tiv
eC
oo
pe
ra
tio
n
Je
ff 
Sh
am
m
a
El
ec
tric
al 
an
d C
om
pu
ter
 E
ng
ine
er
ing
Ge
or
gia
 In
sti
tut
e o
f T
ec
hn
olo
gy
Jo
int
 w
or
k w
ith
 J.
 M
ar
de
n
& 
G.
 A
rs
lan
Be
ne
lux
 M
ee
tin
g 2
00
8
Ma
rch
 19
 &
 20
, 2
00
8
2
Mu
lti
ag
en
ts
ce
na
rio
s
•
Di
str
ibu
ted
 ro
uti
ng
•
Ev
olu
tio
n o
f c
on
ve
nti
on
•
So
cia
l n
etw
or
k f
or
ma
tio
n
3
Ga
m
e t
he
or
y:
 D
es
cr
ip
tiv
e a
ge
nd
a
•
De
sc
rip
tiv
e a
ge
nd
a =
 m
od
eli
ng
•
No
nc
oo
pe
ra
tiv
eg
am
e s
ett
ing
:
–
Se
t o
f p
lay
er
s &
 ac
tio
ns
–
Re
pe
ate
d i
nte
ra
cti
on
s g
uid
ed
 by
:
•
Pl
ay
er
 pr
efe
re
nc
es
•
Av
ail
ab
le 
inf
or
ma
tio
n
•
Me
tric
s:
–
Re
as
on
ab
le 
de
sc
rip
tio
n o
f s
oc
ioc
ult
ur
al
ph
en
om
en
a?
–
Ma
tch
es
 av
ail
ab
le 
ex
pe
rim
en
tal
/ob
se
rva
tio
na
l d
ata
?
4
•
W
ea
po
n t
ar
ge
t a
ss
ign
me
nt
•
Mo
bil
e s
en
so
r a
llo
ca
tio
n
•
Su
do
ku
?
Mo
re
 m
ul
tia
ge
nt
sc
en
ar
io
s
ra
ng
e 
re
st
ric
tio
ns
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5Mu
lti
ag
en
ts
ud
ok
u
•
Gl
ob
al 
ob
jec
tiv
e: 
So
lve
 pu
zz
le
•
Mo
de
l c
ell
s a
s “
ag
en
ts”
–
Se
t o
f a
cti
on
s
–
Pa
yo
ff f
un
cti
on
s
•
Ap
pe
al:
–
Lo
ca
l p
ro
ce
ss
ing
–
Fa
ult
 to
ler
an
ce
–
Ad
ve
rsa
ria
l ro
bu
stn
es
s
–
Ri
ch
 st
ar
tin
g p
oin
t
6
Ga
m
e t
he
or
y:
 P
re
sc
rip
tiv
e a
ge
nd
a
•
Pr
es
cri
pti
ve
 ag
en
da
 =
 di
str
ibu
ted
 ro
bu
st 
op
tim
iza
tio
n
•
Ch
oo
se
to 
ad
dr
es
s c
oo
pe
ra
tio
n a
s n
on
co
op
er
ati
ve
ga
me
•
Mu
st 
sp
ec
ify
–
El
em
en
ts 
of 
ga
me
 (p
lay
er
s, 
ac
tio
ns
, p
ay
off
s)
–
Ad
ap
tat
ion
 al
go
rith
m
•
Me
tric
s:
–
Inf
or
ma
tio
n a
va
ila
ble
 to
 ag
en
t?
–
Co
mm
un
ica
tio
ns
/st
ag
e?
–
Pr
oc
es
sin
g/s
tag
e?
–
As
ym
pto
tic
 be
ha
vio
r?
–
Gl
ob
al 
ob
jec
tiv
e p
er
for
ma
nc
e?
–
Co
nv
er
ge
nc
e r
ate
s?
7
Ou
tli
ne
•
Le
ar
nin
g i
n g
am
es
 fr
am
ew
or
k
•
Po
ten
tia
l g
am
es
•
Su
rve
y o
f a
lgo
rith
ms
•
Me
tho
ds
 of
 pr
oo
fs
•
Illu
str
ati
on
s
8
Le
ar
ni
ng
 in
 g
am
es
•
Se
tup
:
–
Pl
ay
er
s:
–
Ac
tio
ns
:
–
Pa
yo
ffs
:
–
Gl
ob
al 
ob
jec
tiv
e: 
•
Ite
ra
tio
ns
:
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9Na
sh
 eq
ui
lib
riu
m
•
Ac
tio
n p
ro
file
is 
a N
as
h 
eq
ui
lib
riu
m
(N
E)
 if 
for
 al
l p
lay
er
s:
i.e
., n
o u
ni
lat
er
al
inc
en
tiv
e t
o c
ha
ng
e a
cti
on
s.
•
No
te:
 N
o m
en
tio
n o
f g
lob
al 
ob
jec
tiv
e
–
Is 
the
 gl
ob
al 
ob
jec
tiv
e m
ax
im
ize
d a
t a
 N
E?
–
Ar
e N
E 
eff
ici
en
t?
10
(O
rd
in
al)
 P
ot
en
tia
l g
am
es
•
Fo
r s
om
e 
i.e
., p
ote
nti
al 
fun
cti
on
 in
cre
as
es
 iff
un
ila
ter
al 
im
pr
ov
em
en
t
•
Fe
atu
re
s:
–
Ty
pic
al 
of 
“co
or
din
ati
on
 ga
me
s”
–
De
sir
ab
le 
co
nv
er
ge
nc
e p
ro
pe
rtie
s u
nd
er
 va
rio
us
 al
go
rith
ms
 
–
Ne
ed
 no
t im
ply
 “c
oo
pe
ra
tio
n”
or
11
Illu
st
ra
tio
n:
 D
ist
rib
ut
ed
 ro
ut
in
g
•
Pa
yo
ff =
 ne
ga
tiv
e c
on
ge
sti
on
•
Po
ten
tia
l fu
nc
tio
n:
•
Ov
er
all
 co
ng
es
tio
n:
12
Le
ar
ni
ng
 al
go
rit
hm
s
•
St
ar
tin
g p
oin
t: P
ote
nti
al 
ga
me
s
•
Al
go
rith
ms
:
–
Fic
titi
ou
s p
lay
–
Re
gr
et 
mo
nit
or
ing
–
Sp
ati
al 
ad
ap
tiv
e p
lay
•
Fo
cu
s:
–
As
ym
pto
tic
 be
ha
vio
r
–
Pr
oc
es
sin
g p
er
 st
ag
e
–
Co
mm
un
ica
tio
ns
 pe
r s
tag
e
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Fi
ct
iti
ou
s p
lay
 (F
P)
•
Ea
ch
 pl
ay
er
:
–
Ma
int
ain
s e
mp
iric
al 
fre
qu
en
cie
s (
his
tog
ra
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i c
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i c
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i c
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∈
V
×
V∗
.
w
h
e
r e
t h
e
l i
n
e
a
r
s p
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l l
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r r
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s p
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c
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r m
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i l
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r m
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∈
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∂
H ∂
x
( x
)
f x e
x
f e
D (
x
)
H
F
i g
u
r e
2
:
P
o
r t
- H
a
m
i l
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i c
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∂
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l l
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i l
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i c
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∂
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i l
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∈
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∈
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m
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c
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i l
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∂
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t o
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Theport-Hamiltonianapproachtophysicalsystemmodelingandcontrol,BeneluxMeeting,March18-20,200867
Bymassbalance,
∫
b
a
h(z,t)dz+ξ+c
isaCasimirfortheclosed-loopsystem.Thuswemaytakeas
Lyapunovfunction
V(h,v,ξ):=
1
2
∫
b
a
[hv
2
+gh
2
]dz+gh
∗
ξ−gh
∗
[
∫
b
a
h(z,t)dz+ξ]+
1
2
g(b−a)h
∗2
=
1
2
∫
b
a
[hv
2
+g(h−h
∗
)
2
]dz
whichhasaminimumatthedesiredset-point(h
∗
,v
∗
=0,ξ
∗
)
(withξ
∗
arbitrary).
RemarkNotethatthesourceport-Hamiltoniansystemisnot
passive,sincetheHamiltonianH
c
(ξ)=gh
∗
ξisnotboundedfrom
below.
Theport-Hamiltonianapproachtophysicalsystemmodelingandcontrol,BeneluxMeeting,March18-20,200868
Analternative,passive,choiceoftheHamiltoniancontrollersystem
istotakee.g.
H
c
(ξ)=
1
2
gh
∗
ξ
2
leadingtotheLyapunovfunction
V(h,v,ξ)=
1
2
∫
b
a
[hv
2
+g(h−h
∗
)
2
]dz+
1
2
gh
∗
(ξ−1)
2
Asymptoticstabilityoftheequilibrium(h
∗
,v
∗
=0,ξ
∗
=1)canbe
obtainedbyadding’damping’,thatis,replacingu
c
=y=h(b)v(b)by
u
c
:=y−
∂V
∂ξ
=h(b)v(b)−gh
∗
(ξ−1)
leadingto(ifthereisnopowerflowthroughtheleft-enda)
d
dt
V=−gh
∗
(ξ−1)
2
SeetheworkofBastin&co-workersforrelatedandmorerefined
results.
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d
φ
( z
, t
)
i s
t h
e
r o
t a
t i
o
n
a
n
g
l e
o
f
a
fi
l a
m
e n
t
o
f
t h
e
b
e a
m
.
T
h
e
p
o
s i
t i
v e
c o
e ffi
c i
e n
t s
ρ (
z )
,
I ρ
( z
) ,
E
( z
) ,
I (
z )
,
a
n
d
K
( z
)
a r
e
t h
e
m
a
s s
p
e r
u
n
i t
l e
n
g
t h
,
t h
e
r o
t a
r y
m
o
m
e n
t
o
f
i n
e r
t i
a
o
f
a
c r
o
s s
s e
c t
i o
n
,
Y
o
u
n
g
’ s
m
o
d
u
l u
s
o
f
e l
a
s t
i c
i t
y ,
t h
e
m
o
m
e n
t
o
f
i n
e r
t i
a
o
f
a
c r
o
s s
s e
c t
i o
n
,
a
n
d
t h
e
s h
e a
r
m
o
d
u
l u
s
r e
s p
e c
t i
v e
l y
.
–
8
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B
e n
e l
u
x
M
e e
t i
n
g
o
n
S
y s
t e
m
s
a
n
d
C
o
n
t r
o
l
2
0
0
8
M
o
r e
e x
a
m
p
l e
s
B
y
i n
t r
o
d
u
c i
n
g
t h
e
s t
a
t e
v a
r i
a
b
l e
s
x
1
=
∂
w
∂
z
−
φ
:
s h
e a
r
d
i s
p
l a
c e
m
e n
t ,
x
2
=
ρ
∂
w ∂
t
:
t r
a
n
s v
e r
s e
m
o
m
e n
t u
m
d
i s
t r
i b
u
t i
o
n
,
x
3
=
∂
φ
∂
z
:
a
n
g
u
l a
r
d
i s
p
l a
c e
m
e n
t ,
x
4
=
I ρ
∂
φ
∂
t
:
a
n
g
u
l a
r
m
o
m
e n
t u
m
d
i s
t r
i b
u
t i
o
n
,
w
e
c a
n
w
r i
t e
t h
i s
i n
o
u
r
s t
a
n
d
a r
d
f o
r m
a
t ,
w
i t
h
P
1
=
      0
1
0
0
1
0
0
0
0
0
0
1
0
0
1
0
      
P
0
=
      0
0
0
− 1
0
0
0
0
0
0
0
0
1
0
0
0
      
a
n
d
L
=
d i
a g
{ K
,
1 ρ,
E
I ,
1 I ρ
} .
–
9
–
B
e n
e l
u
x
M
e e
t i
n
g
o
n
S
y s
t e
m
s
a
n
d
C
o
n
t r
o
l
2
0
0
8
M
o
r e
e x
a
m
p
l e
s
E
x
a
m
p
l e
C
o
n
s i
d
e r
t r
a
n
s m
i s
s i
o
n
l i n
e s
i n
a
n
e t
w
o
r k
V
V
I
I
T
r a
n
s .
l i
n
e
I
T
r a
n
s .
l i
n
e
I I
T
r a
n
s .
l i
n
e
I I
I
T
r a
n
s .
l i
n
e
I V
K
K
I n
t h
e
c o
u
p
l i n
g
p
a r
t s
K
,
w
e
h
a
v e
t h
a
t
K
i r
c h
h
o
ff
l a
w
s
h
o
l d
s .
H
e n
c e
c h
a r
g
e
fl
o
w
i n
g
o
u
t
o
f
t h
e
t r
a
n
s m
i s
s i
o
n
l i n
e
I ,
e n
t e
r s
I I
a
n
d
I I
I ,
e t
c .
T
h
e
P
1
o
f
t h
e
b
i g
s y
s t
e m
i s
t h
e
d
i a
g
o
n
a
l
m
a
t r
i x
,
b
u
i l d
f r
o
m
t h
e
u
n
c o
u
p
l e
d
P
1
’ s
( w
h
i c
h
a r
e
a
l l
t h
e
s a
m
e )
.
T
h
e
L
o
f
t h
e
c o
u
p
l e
d
s y
s t
e m
i s
t h
e
d
i a
g
o
n
a
l
m
a
t r
i x
o
f
t h
e
u
n
c o
u
p
l e
d
L .
T
h
e
c o
u
p
l i n
g
i s
w
r i
t t
e n
d
o
w
n
a
s
b
o
u
n
d
a r
y
c o
n
d
i t
i o
n
s
o
f
t h
e
p
. d
. e
.
–
1
0
–
B
e n
e l
u
x
M
e e
t i
n
g
o
n
S
y s
t e
m
s
a
n
d
C
o
n
t r
o
l
2
0
0
8
C
h
o
i c
e
o
f
i n
p
u
t s
a
n
d
o
u
t p
u
t s
3
C
h
o
i c
e
o
f
i n
p
u
t s
a
n
d
o
u
t p
u
t s
F
o
r
o
u
r
p
. d
. e
.
∂
x ∂
t
( z
, t
)
=
P
1
∂
L x ∂ z
( z
, t
) +
P
0
[ L
x
] (
z ,
t )
w
e
h
a
v e
d H d
t
( t
)
=
1 2
[ ( L x
)T
( z
, t
) P
1
( L
x
) (
z ,
t )
] b a.
H
e n
c e
o
n
e
m
a y
i n
fl
u
e n
c e
t h
e
H
a
m
i l t
o
n
i a
n
v i
a
t h
e s
e
b
o
u
n
d
a r
y
v a
r i
a
b
l e
s ,
a
n
d
o
n
e
m
a y
o
b
s e
r v
e
t h
e
s y
s t
e m
v i
a
t h
e
b
o
u
n
d
a r
y .
H
o
w
t o
c h
o
o
s e
i n
p
u
t s
a
n
d
o
u
t p
u
t s
?
C
o
n
s i
d
e r
a
g
a
i n
t h
e
t r
a
n
s m
i s
s i
o
n
l i n
e
e x
a
m
p
l e
,
a
n
d
a
s s
u
m
e
t h
a
t
t h
e
C
a
n
d
L
a r
e
c o
n
s t
a
n
t .
∂ ∂
t
 x 1 x 2
  ( z ,
t )
=
 0
− 1
− 1
0
 ∂ ∂ z
  
1 C
0
0
1 L
  
x
1
( z
, t
)
x
2
( z
, t
)
   .
–
1
1
–
B
e n
e l
u
x
M
e e
t i
n
g
o
n
S
y s
t e
m
s
a
n
d
C
o
n
t r
o
l
2
0
0
8
C
h
o
i c
e
o
f
i n
p
u
t s
a
n
d
o
u
t p
u
t s
W
e
d
i a
g
o
n
a
l i z
e
t h
e
m
a
t r
i x
P
1
L
=
( 0
−
1
C
−
1
L
0
) .
H
e n
c e  0
− 1 L
− 1 C
0
  =
 
1
1
−√ L C
√ L C
  
√ 1 L C
0
0
−√
1
L
C
  
1
−√ C L
1
√ C L
 1 2.
I n
t h
e
n
e w
v a
r i
a
b
l e
s
( c
h
a r
a
c t
e r
i s
t i
c s
)
 ξ 1 ξ 2
  =
 1
−√ C L
1
√ C L
  
x
1
x
2
 
t h
e
t r
a
n
s m
i s
s i
o
n
l i n
e
b
e c
o
m
e s
∂
ξ 1 ∂
t
=
√ 1 L C
∂
ξ 1 ∂
z
,
∂
ξ 2 ∂
t
=
−√
1 L
C
∂
ξ 2 ∂
z
.
–
1
2
–
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B
e n
e l
u
x
M
e e
t i
n
g
o
n
S
y s
t e
m
s
a
n
d
C
o
n
t r
o
l
2
0
0
8
C
h
o
i c
e
o
f
i n
p
u
t s
a
n
d
o
u
t p
u
t s
S
u
m
m
a r
i z
i n
g
,
w
e
s e
e
t h
a
t
i f
w
e
d
i a
g
o
n
a
l i z
e
P
1
L ,
t h
e n
t h
e
p
. d
. e
.
b
e c
o
m
e s
a
s e
t
o
f
p
. d
. e
. ’
s
i n
o
n
e
v a
r i
a
b
l e
.
N
o
t e
t h
a
t
t h
e
c o
u
p
l i n
g
i s
n
o
w
o
n
l y
v i
a
t h
e
b
o
u
n
d
a r
y
v a
r i
a
b
l e
s .
A
s s
u
m
e
t h
a
t
t h
e r
e
i s
n
o
c o
u
p
l i n
g
v i
a
t h
e
b
o
u
n
d
a r
y ,
t h
e n
w
e
c a
n
s t
u
d
y
t h
e
c h
o
i c
e
o
f
i n
p
u
t s
a
n
d
o
u
t p
u
t s
f o
r
a
s c
a
l a
r
p
. d
. e
.
–
1
3
–
B
e n
e l
u
x
M
e e
t i
n
g
o
n
S
y s
t e
m
s
a
n
d
C
o
n
t r
o
l
2
0
0
8
C
h
o
i c
e
o
f
i n
p
u
t s
a
n
d
o
u
t p
u
t s
C
o
n
s i
d
e r
t h
e
s h
i f
t
o
n
t h
e
i n
t e
r v
a
l
[ 0
, 1
] ,
d
e s
c r
i b
e d
b
y
t h
e
p
. d
. e
.
∂
w ∂
t
( z
, t
)
=
∂
w ∂
z
( z
, t
) ,
z
∈
( 0
, 1
) .
( 5
)
w
i t
h
b
o
u
n
d
a r
y
c o
n
d
i t
i o
n
w
( 0
, t
)
=
0 .
T
h
e
s o
l u
t i
o
n
w
o
u
l d
b
e
w
( z
, t
)
=
w
0
( z
+
t )
.
T
h
i s
i s
c o
n
fl
i c
t i
n
g
w
i t
h
t h
e
f r
e e
d
o
m
o
f
i n
i t
i a
l
c o
n
d
i t
i o
n
s ,
s i
n
c e
w
0
( 1
/ 2
)
=
w
0
( 0
+
1 /
2 )
=
w
( 0
, 1
/ 2
)
=
0 .
T
h
e
b
o
u
n
d
a r
y
c o
n
d
i t
i o
n
w
( 1
, t
)
=
0 .
i s
g
o
o
d
.
A
p
e r
f e
c t
c h
o
i c
e
f o
r
t h
e
i n
p
u
t /
o
u
t p
u
t
p
a
i r
i s
w
( 1
, t
)
=
u
s
( t
)
w
( 0
, t
)
=
y s
( t
) .
( 6
)
–
1
4
–
B
e n
e l
u
x
M
e e
t i
n
g
o
n
S
y s
t e
m
s
a
n
d
C
o
n
t r
o
l
2
0
0
8
C
h
o
i c
e
o
f
i n
p
u
t s
a
n
d
o
u
t p
u
t s
W
e
s u
m
m
a r
i z
e
t h
e
p
r e
v i
o
u
s .
•
T
h
e
f o
r m
a
t
∂
x ∂
t
( z
, t
)
=
P
1
∂ ∂
z
( L
x
) (
z ,
t )
,
z
∈
[ a
, b
] ,
( 7
)
w
i t
h
P
1
s y
m
m
e t
r i
c ,
d e
t (
P
1
)
6 =
0 ,
a
n
d
L
>
0 ,
i s
a
v e
r y
n
i c
e
o
n
e ,
a
n
d
g
e n
e r
a
l ,
s e
e
o
u
r
e x
a
m
p
l e
s .
T
h
e y
a r
e
p
o
r t
- H
a
m
i l t
o
n
i a
n
s y
s t
e m
s
w
i t
h
a
p
o
s i
t i
v e
( q
u
a
d
r a
t i
c )
H
a
m
i l t
o
n
i a
n
.
N
o
t e
t h
a
t
J
=
P
1
∂ ∂
z
,
∂
H ∂ x
=
L x
.
•
I f
w
e
d
i a
g
o
n
a
l i z
e
P
1
L ,
t h
e n
w
e
g
e t
a
s e
t
o
f
p
. d
. e
. ’
s
w
h
i c
h
a r
e
o
n
l y
c o
u
p
l e
d
v i
a
t h
e
b
o
u
n
d
a r
y .
T
h
a
t
i s
w
e
w
r i
t e
t h
e
s y
s t
e m
i n
i t
s
c h
a r
a
c t
e r
i s
t i
c s
o
r
R
i e
m
a
n
n
c o
o
r d
i n
a
t e
s .
•
F
o
r
a
s c
a
l a
r
p
. d
. e
. ,
w
e
c a
n
e a
s i
l y
fi
n
d
g
o
o
d
i n
p
u
t s
a
n
d
o
u
t p
u
t s
.
•
H
o
w
t o
fi
n
d
t h
e m
g
e n
e r
a
l ?
–
1
5
–
B
e n
e l
u
x
M
e e
t i
n
g
o
n
S
y s
t e
m
s
a
n
d
C
o
n
t r
o
l
2
0
0
8
W
e l
l -
p
o
s e
d
n
e s
s
4
W
e
l l
- p
o
s e
d
n
e
s s
F
o
r
t
≥
0
a
n
d
z
∈
[ a
, b
]
w
e
c o
n
s i
d
e r
t h
e
s y
s t
e m
:
∂
x ∂
t
( z
, t
)
=
P
1
∂ ∂
z
( L
x
) (
z ,
t )
,
x
( 0
, z
)
=
x
0
( z
)
( 8
)
0
=
M
1
1
( L
x
) (
b ,
t )
+
M
1
2
( L
x
) (
a
, t
)
( 9
)
u
( t
)
=
M
2
1
( L
x
) (
b ,
t )
+
M
2
2
( L
x
) (
a
, t
)
( 1
0
)
y (
t )
=
C
1
( L
x
) (
b ,
t )
+
C
2
( L
x
) (
a
, t
) .
( 1
1
)
W
e
a
s s
u
m
e
t h
a
t
x
t a
k e
s
v a
l u
e s
i n
R
n
,
P
T 1
=
P
1
,
d e
t (
P
1
)
6 =
0 ,
L
>
0 ,
a
n
d
t h
a
t
r a
n k
[ M 1 1
M
1
2
M
2
1
M
2
2
C
1
C
2
] = n
+
r a
n k
[ C
1
C
2
] .
–
1
6
–
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B
e n
e l
u
x
M
e e
t i
n
g
o
n
S
y s
t e
m
s
a
n
d
C
o
n
t r
o
l
2
0
0
8
W
e l
l -
p
o
s e
d
n
e s
s
D
e
fi
n
i t
i o
n
C
o
n
s i
d
e r
t h
e
s y
s t
e m
( 8
) –
( 1
1
) .
T
h
i s
s y
s t
e m
i s
w
e l
l -
p
o
s e
d
i f
t h
e r
e
e x
i s
t s
a
t f
>
0
a
n
d
m
f
s u
c h
t h
a
t
t h
e
f o
l l o
w
i n
g
h
o
l d
s :
1
.
T
h
e
h
o
m
o
g
e n
e o
u
s
p
. d
. e
. ,
i .
e .
,
u
≡
0
h
a
s
f o
r
a
n
y
i n
i t
i a
l
c o
n
d
i t
i o
n
,
x
( 0
)
a
u
n
i q
u
e
( w
e a
k
)
s o
l u
t i
o
n
.
2
.
T
h
e
f o
l l o
w
i n
g
i n
e q
u
a
l i t
y
h
o
l d
s
f o
r
a
l l
s m
o
o
t h
i n
i t
i a
l
c o
n
d
i t
i o
n
s ,
a
n
d
a
l l
s m
o
o
t h
i n
p
u
t s
H
( t
f
) +
∫ t f 0
‖ y
( t
) ‖2
d t
≤
m
f
[ H ( 0
) +
∫ t f 0
‖ u
( t
) ‖2
d t
] ,
( 1
2
)
w
h
e r
e
H
i s
t h
e
H
a
m
i l t
o
n
i a
n
:
1 2
∫ b axT
L x
d z
.
–
1
7
–
B
e n
e l
u
x
M
e e
t i
n
g
o
n
S
y s
t e
m
s
a
n
d
C
o
n
t r
o
l
2
0
0
8
W
e l
l -
p
o
s e
d
n
e s
s
R
e
m
a
r k
•
S
o
w
e l
l -
p
o
s e
d
n
e s
s
g
i v
e s
y o
u
t h
a
t
y o
u
h
a
v e
a
u
n
i q
u
e
s o
l u
t i
o
n
f o
r
e v
e r
y
s q
u
a r
e
i n
t e
g
r a
b
l e
i n
p
u
t
f u
n
c t
i o
n
a
n
d
e v
e r
y
i n
i t
i a
l
c o
n
d
i t
i o
n
.
F
u
r t
h
e r
m
o
r e
,
t h
e
o
u
t p
u
t
s i
g
n
a
l
i s
a
l w
a y
s
s q
u
a r
e
i n
t e
g
r a
b
l e
.
•
E
v e
r y
w
e l
l -
p
o
s e
d
s y
s t
e m
h
a
s
a
t r
a
n
s f
e r
f u
n
c t
i o
n
,
b
o
u
n
d
e d
i n
s o
m
e
r i
g
h
t -
h
a
l f
p
l a
n
e .
–
1
8
–
B
e n
e l
u
x
M
e e
t i
n
g
o
n
S
y s
t e
m
s
a
n
d
C
o
n
t r
o
l
2
0
0
8
W
e l
l -
p
o
s e
d
n
e s
s
T
h
e
o
r e
m
U
n
d
e r
t h
e
c o
n
d
i t
i o
n
s
w
e
h
a
v e
i m
p
o
s e
d
,
t h
e
f o
l l o
w
i n
g
h
o
l d
s :
•
I f
c o
n
d
i t
i o
n
1
h
o
l d
s ,
t h
e n
a
u
t o
m
a
t i
c a
l l y
c o
n
d
i t
i o
n
2
h
o
l d
s .
•
T
h
a
t
i s
:
I f
t h
e
h
o
m
o
g
e n
e o
u
s
p
. d
. e
. ,
i .
e .
,
u
≡
0 ,
h
a
s
a
w
e a
k
s o
l u
t i
o
n
,
t h
e n
t h
e
s y
s t
e m
( 8
) –
( 1
1
)
i s
w
e l
l -
p
o
s e
d
.
•
T
h
e
t r
a
n
s f
e r
f u
n
c t
i o
n
G
( s
)
c a
n
a
l s
o
b
e
o
b
t a
i n
e d
,
a
n
d
a
l s
o
l i m
s
→
∞
G
( s
) .
•
T
h
e r
e
i s
a
m
a
t r
i x
c o
n
d
i t
i o
n
f o
r
c h
e c
k
i n
g
c o
n
d
i t
i o
n
1
.
•
S
a
m
e
t h
e o
r e
m
h
o
l d
s
f o
r
∂
x
∂
t
( z
, t
)
=
P
1
∂ ∂
z
( L
x
) (
z ,
t )
+
P
0
( L
x
) (
z ,
t )
.
–
1
9
–
B
e n
e l
u
x
M
e e
t i
n
g
o
n
S
y s
t e
m
s
a
n
d
C
o
n
t r
o
l
2
0
0
8
W
e l
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i d
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f o
r
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w
i t
h
t h
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f o
l l o
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o
i c
e
o
f
b
o
u
n
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i n
p
u
t
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n
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o
u
t p
u
t
u
( t
)
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 V
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)
V
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, t
)
  ,
y (
t )
=
 I (
a
, t
)
I (
b ,
t )
  .
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)
N
o
w
w
e
p
r e
f o
r m
t h
e
f o
l l o
w
i n
g
s t
e p
s :
1
.
S
i n
c e
V
=
Q
/ C
=
x
1
/ C
a
n
d
I
=
φ
/ L
=
x
2
/ L
,
w
e
h
a
v e
t h
a
t
[ M
2
1
, M
2
2
] =
 0
0
1 C
0
1 C
0
0
0
  ,
[ C
1
, C
2
] =
 0
0
0
1 L
0
1 L
0
0
  .
2
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W
r i
t e
t h
e
s y
s t
e m
i n
t h
e
”
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a r
a
c t
e r
i s
t i
c ”
,
ξ 1
=
x
1
−
√ C Lx
2
,
ξ 2
=
x
2
+
√ C Lx
2
,
T
h
e
p
. d
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b
e c
o
m
e s
∂
ξ 1 ∂
t
=
√ 1 L C
∂
ξ 1 ∂
z
,
∂
ξ 2 ∂
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=
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1 L
C
∂
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.
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√
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)
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1
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s
h
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e d
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g
h
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e d
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l c
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e l
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r r
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i l
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i l
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∂
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L x ∂ z
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w
e
h
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d H d
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)
=
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t t
e n
o
u
r
b
o
u
n
d
a r
y
c o
n
d
i t
i o
n
s ,
i n
p
u
t s
,
a
n
d
o
u
t p
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e c
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. d
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i .
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H d
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− κ
‖ L
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H d
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i s
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i l
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r
τ f
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e
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o
u
g
h
t h
a
t
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a
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)
H
( τ
f
)
≤
c f
∫ τ f 0
‖ L
x
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, t
) ‖2
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.
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o
w
f r
o
m
o
u
r
a
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u
m
p
t i
o
n
H
( τ
f
) −
H
( 0
)
=
∫ τ f 0
d H d
t
( t
) d
t
≤
− κ
∫ τ f 0
‖ L
x
( b
, t
) ‖2
d t
≤
− κ c f
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( τ
f
) .
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h
u
s
H
( τ
f
)
≤
c f
c f
+
κ
H
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)
<
H
( 0
) .
T
h
i s
p
r o
v e
s
e x
p
o
n
e n
t i
a
l
s t
a
b
i l i
t y
.

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e
a
p
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i s
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r e
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s m
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i l
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∂ ∂
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φ
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)
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)
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t
( z
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=
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∂ ∂
z
Q
( z
, t
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C
( z
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.
F
o
r
t h
i s
s y
s t
e m
w
e
h
a
v e
P
1
=
 0
− 1
− 1
0
 
a
n
d
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z )
=
 
1
C
( z
)
0
0
1
L
( z
)
  .
F
u
r t
h
e r
m
o
r e
,
V
=
Q
/ C
,
I
=
φ
/ L
.
W
e
c h
o
o
s e
t h
e
b
o
u
n
d
a r
y
i n
p
u
t
V
( a
, t
)
=
u
( t
) ,
a
n
d
w
e
p
l a
c e
a
r e
s i
s t
o
r
a
t
t h
e
o
t h
e r
e n
d
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i .
e .
,
V
( b
, t
)
=
R
I (
b ,
t )
,
R
>
0 .
N
o
t e
t h
a
t
t h
i s
i s
o
f
t h
e
f o
r m
( 8
) –
( 1
0
) ,
s e
e
s l
i d
e
1
6
.
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i l
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y
S
i n
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L x
=
(V
I
) ,
w
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fi
n
d
t h
a
t
d H d
t
=
1 2
[ ( L x
)T
( z
) P
1
( L
x
) (
z )
] b a
=
1 2
 ( V
( z
)
I (
z )
) 
0
− 1
− 1
0
  
V
( z
)
I (
z )
  b a
=
− V
( b
) I
( b
) +
V
( a
) I
( a
) .
A
p
p
l y
i n
g
o
u
r
c o
n
d
i t
i o
n
s :
V
( a
)
=
0 ,
a
n
d
V
( b
)
=
R
I (
b )
,
w
e
h
a
v e
d H d
t
=
− R
I (
b )
2
=
−
R
R
2
+
1
[ V ( b
)2
+
I (
b )
2
] .
T
h
u
s
e x
p
o
n
e n
t i
a
l l y
s t
a
b
l e
.
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e m
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∂
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( L
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A
s
e x
p
l a
i n
e d
i n
P
a r
t
I ,
t h
e r
e
i s
a
n
u
n
d
e r
l y
i n
g
s t
r u
c t
u
r e
.
I f
( f
, e
)
a r
e
r e
l a
t e
d
l i k
e
f
( z
)
=
P
1
∂
e
∂
z
( z
)
=
J
e (
z )
,
( 1
8
)
t h
e n
∫ b af
( z
)T
e (
z )
d z
=
1 2
[ eT ( z
) P
1
e (
z )
] b a.
( 1
9
)
C
h
o
o
s i
n
g
n
o
w
f
=
∂
x
∂
t
,
a
n
d
e
=
∂
H ∂ x
=
L x
,
w
e
r e
c o
v e
r
o
u
r
s y
s t
e m
a
n
d
b
a
l a
n
c e
e q
u
a
t i
o
n
.
H
o
w
e v
e r
,
w
e
c a
n
m
a
k e
o
t h
e r
c h
o
i c
e s
.
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e m
s
E
x
a
m
p
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o
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s e
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e
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1
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o
m
t h
e
t r
a
n
s m
i s
s i
o
n
l i n
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e .
,
P
1
=
 0
− 1
− 1
0
 
N
o
w
w
e
c h
o
o
s e
f
=
 f 1 f 2
  =
 ∂ x ∂
t
f 2
  ,
e
=
 e 1 e 2
  =
 x R
f 2
  ,
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0
)
t h
e n
w
e
fi
n
d
t h
e
s y
s t
e m
( f
=
P
1
∂
e
∂
z
)
∂
x ∂
t
=
−
∂ ∂
z
[ R
f 2
] =
−
∂ ∂
z
[ − R
∂
x
∂
z
] =
∂ ∂
z
[ R∂
x
∂
z
] .
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1
)
T
h
i s
i s
t h
e
p
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. e
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w
h
i c
h
d
e s
c r
i b
e s
d
i ff
u
s i
o
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.
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S
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e m
s
f 1 e
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e ∂
H
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∂
x
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∂
H ∂ x
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u
r e
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o
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e l
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e m
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. d
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  =
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 
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s
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( m
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t
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l o
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e
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l u
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o
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.
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h
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e
p
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 
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e d
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d d
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) d
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0 .
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Welcome
The Organizing Committee has the pleasure of welcoming
you to the 27th Benelux Meeting on Systems and Control, at
the “Kapellerput Conference Centre” in Heeze, The Nether-
lands.
Aim
The aim of the Benelux Meeting is to promote research ac-
tivities and to enhance cooperation between researchers in
Systems and Control. This is the twenty-seventh in a series of
annual conferences that are held alternately in Belgium and
The Netherlands.
Overview of the Scientific Program
1. Plenary lectures by invited speakers
• Sigurd Skogestad (Norwegian University of Sci-
ence and Technology (NTNU), Trondheim, Nor-
way)
– Self-Optimizing Control: Simple Imple-
mentation of Optimal Operation
– Effective Implementation of Optimal Op-
eration Using Off-Line Computations
• Jeff Shamma (Georgia Institute of Technology,
Atlanta, GA, USA)
– Noncooperative Cooperation
– Learning in Games under Dynamic Rein-
forcement
2. Mini course The Port-Hamiltonian Approach to
Physical System Modelling and Control by Arjan van
der Schaft and Hans Zwart (University of Groningen
and Twente University, The Netherlands)
3. Contributed short lectures, see the list of sessions for
the titles and authors of these lectures.
Directions for speakers
For a contributed lecture the available time is 25 minutes.
Please leave a few minutes of this period for discussion and
room changes and adhere to the indicated schedule. In each
room overhead projectors and beamers will be available. Be
careful with this equipment, because the beamers are sup-
plied by some of the participating groups. When using a
beamer/projector, you have to provide a notebook yourself
and you have to start your lecture with the notebook up and
running and the external video port switched on.
Registration
The Benelux Meeting registration desk, located in the foyer
to the left of the entrance, will be open on Tuesday, March
18, from 10:00 to 14:00. Late registrations can be made at
the Benelux Meeting registration desk, when space is still
available. The on-site fee schedule is:
Arrangement Price
single room €480.–
twin-bedded room €395.–
meals only (no dinner) €280.–
one day (no dinner) €140.–
The registration fee includes:
• Admission to all sessions.
• A copy of the Book of Abstracts.
• Coffee and tea during the breaks, and ice water and
mints in the session rooms.
• In the case of an accommodation arrangement: lunch
and dinner on Tuesday, breakfast, lunch, and dinner on
Wednesday, and breakfast and lunch on Thursday.
• In the case of a “meals only” arrangement: lunch on
Tuesday, Wednesday, and Thursday.
• In the case of a “one day” arrangement: lunch on Tues-
day, or Wednesday, or Thursday.
• Free use of a wireless Internet connection (WiFi) at the
conference location
The registration fee does not include:
• Cost of phone calls
• Special ordered drinks during lunch, dinner, in the
evening, etc.
Organization
The Organizing Committee of the 27th Benelux Meeting con-
sists of
O.H. Bosgra (Delft Univ. of Technology),
M. Gevers (Univ. Catholique de Louvain),
P.M.J. Van den Hof (Delft Univ. of Technology),
G. Meinsma (Twente University), B.L.R. de
Moor (Univ. of Leuven), H. Nijmeijer (Techni-
sche Univ. Eindhoven), A.J. van der Schaft (Ri-
jksuniv. Groningen), J. Schoukens, (Free Uni-
versity, Belgium), J.M. Schumacher (Tilburg
Univ.), M. Steinbuch (Technische Univ. Eind-
hoven), J.D. Stigter (Wageningen University),
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A.A. Stoorvogel (Twente University), S. Strami-
gioli (Twente University), G. van Straten (Wa-
geningen University), S. Weiland (Technische
Univ. Eindhoven).
The meeting is sponsored or supported by the following or-
ganizations:
• Dutch Institute for Systems and Control (DISC),
• Nederlandse Organisatie voor Wetenschappelijk On-
derzoek (NWO).
The meeting has been organized by Hans Stigter (Wageningen
University) and Gjerrit Meinsma (University of Twente).
Conference location
The lecture rooms of “Kapellerput Conference Centre” are
situated on the ground floor in the eastern part. Consult the
map at the end of this book to locate rooms and to avoid
getting lost. During the breaks, coffee and tea will be served
in the foyer, while ice water and mints are available in the
session rooms. Announcements and personal messages will
be posted near the main conference room. Accommodation
is provided in the conference center for most participants.
Breakfast will be served between 7:30 and 8:30. Room keys
can be picked up at lunch time on the first day and need to
be returned before 10:00 on the day of departure. Luggage
storage is provided in room “de Aa” (in the old chapel to the
left of the entrance). Parking is free of charge. The address of
“Kapellerput Conference Centre” is
Somerenseweg 100
5591 TN Heeze
The Netherlands
tel: +31 (0) 40 224 19 22
fax: +31 (0) 40 226 54 47
Facilities
The facilities at the center include a restaurant, bar, and recre-
ation and sports facilities. We refer to the reception desk of
the center for detailed information about the use of these fa-
cilities.
Best junior presentation award
Continuing a tradition that started in 1996, the Benelux meet-
ing will close with the announcement of the winner of the Best
Junior Presentation Award. This award is given for the best
presentation at the meeting given by a junior researcher (i.e.,
someone working towards a PhD degree). The award is specif-
ically given for quality of presentation rather than quality of
research, which is judged in a different way. At the meeting,
the chairs of sessions will ask three volunteers in the audience
to fill out an evaluation form. After the session, the evaluation
forms will be collected by the Prize Commissioners who will
then compute a ranking. The winner will be announced on
Thursday March 20 in room Samenspel, immediately after
the final lectures of the meeting and he or she will be pre-
sented with the award, which consists of a trophy that may
be kept for one year and a certificate. The evaluation forms
of each presentation will be returned to the junior researcher
who gave the presentation. The Prize Commissioners are Dr.
Jan Van Impe (Katholieke Universiteit Leuven), and Dr. Peter
Heuberger (Delft University).
The organizing committee counts on the cooperation of the
participants to make this contest a success.
Website
An electronic version of the Book of Abstracts can be down-
loaded from the Benelux Meeting web site.
Meetings
The following meetings are scheduled:
• Board DISC on Tuesday, March 18, Visie, 21:00–
22:00.
• UNIT DISC on Wednesday, March 19, Hotelbar,
12:30–13:30.
• Management team DISC on Wednesday, March 19,
Visie, 21:00–22:00.
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