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Abstract
We consider two Itoˆ equations that evolve on different time scales. The equations are fully
coupled in the sense that all of the coefficients may depend on both the “slow” and the “fast”
motion and the diffusion terms may be correlated. The diffusion term in the slow process is
small. A large deviation principle is obtained for the joint distribution of the slow process and
of the empirical process of the fast variable. By projecting on the slow and fast variables, we
arrive at new results on large deviations in the averaging framework and on large deviations of
the empirical measures of ergodic diffusions, respectively. The proof of the main result relies
on the property that exponential tightness implies large deviation relative compactness. The
identification of the large deviation rate function is accomplished by analysing the large deviation
limit of an exponential martingale.
1 Introduction
Consider the coupled diffusions specified by the stochastic differential equations
dXǫt = A(X
ǫ
t , x
ǫ
t) dt+
√
ǫB(Xǫt , x
ǫ
t) dW
ǫ
t ,
dxǫt =
1
ǫ
a(Xǫt , x
ǫ
t) dt+
1√
ǫ
b(Xǫt , x
ǫ
t) dW
ǫ
t ,
(1.1)
where ǫ > 0 is a small parameter . Here, A(u, x), where u ∈ Rn and x ∈ Rl, is an n-vector, B(u, x)
is an n × k-matrix, a(u, x) is an l-vector, b(u, x) is an l × k-matrix, and W ǫ = (W ǫt , t ∈ R+) is an
R
k-valued standard Wiener process. Accordingly, the stochastic process Xǫ = (Xǫt , t ∈ R+) takes
values in Rn and the stochastic process xǫ = (xǫt , t ∈ R+) takes values in Rl. The processes Xǫ
and xǫ are seen to evolve on different time scales in that time for xǫ is accelerated by a factor of
1/ǫ . In a number of application areas, one is concerned with finding the logarithmic asymptotics
of large deviations for the “slow” process Xǫ as ǫ → 0 . (As a matter of fact, our interest in this
setup has been aroused by an application to optimal portfolio selection.) When no diffusion term
is present in the equation for the slow process, this sort of result is usually referred to as “the
averaging principle”. For contributions, see Freidlin [18], Veretennikov [50, 52, 57, 58], Feng and
Kurtz [17, Section 11], and references therein. A different perspective has been offered by Liptser
[28] whose insight was to consider the joint distribution of the slow process and of the empirical
process associated with the fast variable. For the case where the processes Xǫ and xǫ are one-
dimensional, the coefficients a(u, x) and b(u, x) do not depend on the first variable and the Wiener
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processes driving the diffusions can be taken independent, they derived a large deviation principle
(LDP) for the pair (Xǫ, µǫ) and identified the associated large deviation rate function, where µǫ
represents the empirical process associated with xǫt . The large deviation principle for the slow
process then follows by projection.
In this paper, we extend the joint LDP in Liptser [28] to the multidimensional case. It is assumed
that the process dimensions are arbitrary and that all coefficients may depend on both variables
in a continuous fashion, on the time variable in a measurable fashion, and on ǫ . The diffusions
driving the slow and the fast processes do not have to be uncorrelated. We prove the large deviation
principle for the distribution of (Xǫ, µǫ) and produce the large deviation rate function. Projections
on the first and second coordinates yield LDPs for Xǫ and µǫ , respectively.
The results in the literature that obtain an LDP and identify the large deviation rate function
for Xǫ , with a nondegenerate diffusion term being present in the first of equations (1.1), concern
the time homogeneous case where the diffusion coefficient in the equation for the fast process does
not depend on the slow process, Veretennikov [55, 54, 58], Liptser [28], Feng and Kurtz [17, Section
11]. The latter restriction can be removed in the setting of the averaging principle provided the
state space of the fast process is compact, Veretennikov [50, 56, 57]. This paper fills in the gaps by
tackling a case of fully coupled diffusions in a noncompact state space. In addition, the coefficients
may depend on the time variable explicitly. The results cover both the setup with a nondegenerate
diffusion term and the setup with no diffusion term in the equation for the slow process. The form
of the large deviation rate function for the slow process is new. For the time-homogeneous case, the
continuity and nondegeneracy conditions on the coefficients are similar to those in the literature,
except that additional smoothness properties are assumed of b(u, x) as a function of x , as it is done
in Liptser [28]. In return, we obtain that the probability measures for which the large deviation
rate functions are finite must have weakly differentiable densities whose square roots belong to the
Sobolev space W1,2(Rl) . In particular, additional insight is gained into the LDP for the empirical
measures of ergodic diffusion processes. On the other hand, the ergodicity requirements on the fast
process in the nongradiental case are more restrictive than those in some of the literature.
As in Liptser [28], an important part in our approach is played by the property that exponential
tightness implies large deviation relative compactness so that once exponential tightness has been
shown, establishing that a large deviation limit point is unique concludes an LDP proof. Liptser
[28] identifies the large deviation rate function by evaluating limits of the probabilities that the
process in question resides in small balls. We use a different device. The general idea is to consider
a characterisation of stochastic processes that admits taking the large deviation limit. Such a
characterisation may be the property that a certain process be a martingale, it may also arise out
of the description of the process dynamic. The large deviation rate function is identified by the
limiting relation, cf. Puhalskii [40, 41, 42], Puhalskii and Vladimirov [43]. In this paper, similarly
to Puhalskii [40, 41], the large deviation limit is taken in an exponential martingale problem that
has the distribution of (Xǫ, µǫ) as a solution. We then undertake a study of the limit equation.
On the one hand, regularity properties of solutions are investigated. That analysis has much in
common with and uses the results and methods of the regularity theory of elliptic partial differential
equations. On the other hand, the domain of the validity of the equation is expanded. Put together,
those tools enable us to show that the equation has a unique solution and to identify that solution.
The rest of the paper is organised as follows. In Section 2, the main results are stated, their
implications are discussed, and earlier contributions are given a more detailed consideration. Section
3 outlines the proof strategy. It is implemented in Sections 4–8. The proof is completed in Section 9.
We conclude the introduction by giving a list of notation and conventions adopted in the paper.
The blackboard bold font is reserved for topological spaces, the boldface font is used for entities as-
sociated with probability. Vectors are treated as column vectors. The Euclidean length of a vector
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x = (x1, . . . , xd) from R
d , where d ∈ N , is denoted by |x| , T stands for the transpose of a matrix
or a vector. For a matrix A, ‖A‖ denotes the operator norm and A⊕ denotes the Moore-Penrose
pseudoinverse, if A is square then tr(A) represents the trace of A. Given a positive semidefinite
symmetric matrix ∆ and a matrix z of a suitable dimension, which may be a vector, we define
‖z‖2∆ = zT∆ z . Derivatives are understood as weak, or Sobolev, derivatives. For the definitions
and basic properties, the reader is referred either to Adams and Fournier [1] or to Gilbarg and
Trudinger [22]. For an R-valued function f on Rd, Df denotes the gradient and D2f denotes the
Hessian matrix of f . If f assumes its values in Rd1 , thenDf is the d×d1-matrix with entries ∂fi/∂xj
and divf represents the divergence of f , where d1 ∈ N . Subscripts may be added to indicate that
differentiation is carried out with respect to a specific variable. For instance, for an R-valued func-
tion f(t, u, x), where u = (u1, . . . , ud) and x = (x1, . . . , xd1) , Dxf and Duf refer to gradients in the
third and the second variables, respectively, D2uuf is the matrix with entries ∂
2f/∂ui∂uj , D
2
xxf is
the matrix with entries ∂2f/∂xi∂xj , and D
2
uxf is the matrix with entries ∂
2f/∂ui∂xj . The diver-
gence of a matrix is computed rowwise. If q > 1, we will denote by q′ the conjugate: q′ = q/(q−1) .
We use standard notation for spaces of differentiable functions, e.g., C1,2(Υ) denotes the space of
R-valued functions that are continuously differentiable once in the first variable and twice in the
second variable over a domain Υ in Rd, C1,20 (Υ) is the subspace of C
1,2(Υ) of functions of compact
support, C10(Υ) is the space of continuously differentiable functions of compact support, and C
∞
0 (Υ)
is the space of infinitely differentiable functions of compact support. Given a measurable function
c(x) on Υ with values in the set of positive definite symmetric d × d-matrices and an R+-valued
measurable function m(x) on Υ, we will denote by L2(Υ,Rd, c(x),m(x) dx) the Hilbert space of
R
d-valued measurable functions on Υ with the norm ‖f‖c(·),m(·) =
(∫
Υ‖f(x)‖2c(x)m(x) dx
)1/2
. If
c(x) is the identity matrix, the notation will be shortened to L2(Υ,Rd,m(x) dx) and to L2(Υ,Rd)
if, in addition, m(x) = 1 . Spaces L2(Υ,m(x) dx) and L2(Υ) are defined similarly and con-
sist of R-valued functions. Space L2(Υ,Rd, µ(dx)) is defined via integration with respect to
measure µ . Also, standard notation for Sobolev spaces is adhered to, e.g., W1,2(Υ) is the
Hilbert space of R-valued functions f that possess the first Sobolev derivatives with the norm
‖f‖W1,2(Υ) = ‖f‖L2(Υ) + ‖Df‖L2(Υ,Rd) . The local version of a function space, e.g., W1,2loc(Υ) , con-
sists of functions whose products with arbitrary C∞0 -functions belong to that space, i.e., W
1,2(Υ)
in this case, and is endowed with the weakest topology under which the mappings that associate
with functions such products are continuous. We let W1,2(Υ,m(x) dx) denote the set of functions
f ∈ W1,1loc(Υ) such that f ∈ L2(Υ,m(x) dx) and Df ∈ L2(Υ,Rd,m(x) dx) equipped with the norm
‖f‖W1,2(Υ,m(x) dx) = ‖f‖L2(Υ,m(x) dx)+ ‖Df‖L2(Υ,Rd,m(x) dx) and let H1,2(Υ,m(x) dx) denote the clo-
sure of the set C∞(Υ)∩W1,2(Υ,m(x) dx) in W1,2(Υ, m(x) dx) . Spaces W1,2(Υ, c(x), m(x) dx) and
H
1,2(Υ, c(x), m(x) dx) are defined similarly. We let L1,20 (Υ,R
d, c(x),m(x) dx) represent the closure
of the set of the gradients of functions from C∞0 (Υ) in L
2(Υ,Rd, c(x),m(x) dx) . The space of con-
tinuous functions on R+ with values in metric space S is denoted by C(R+,S) . It is endowed with
the compact-open topology. If function X = (Xs, s ∈ R+) from C(R+,Rd) is absolutely continuous
w.r.t. Lebesgue measure, X˙s denotes its derivative at s . We let M(R
d) (respectively, M1(R
d))
represent the set of finite (respectively, probability) measures on Rd endowed with the weak topol-
ogy, see, e.g., Topsœ[49]; P(Rd) denotes the set of probability densities m(x) on Rd such that
m ∈W1,1loc(Rd) and
√
m ∈W1,2(Rd) . Topological spaces are equipped with Borel σ-algebras, except
for R+ which is equipped with the Lebesgue σ-algebra, products of topological spaces are equipped
with product topologies, and products of measurable spaces are equipped with product σ-algebras.
The “overbar” notation is reserved for the closures of sets, 1Γ denotes the indicator function of a
set Γ , ⌊a⌋ stands for the integer part of real number a , a ∧ b = min(a, b) , a ∨ b = max(a, b) , and
a+ = a ∨ 0 . Notation U ⊂⊂ V , where U and V are open subsets of Rd, is to signify that the
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closure of U is a compact subset of V . Throughout, the conventions that inf∅ = ∞ and 0/0 = 0
are adopted. The terms “absolutely continuous”, “a.e.”, “almost all” refer to Lebesgue measure
unless specified otherwise. All suprema in the time variable are understood as essential suprema
with respect to Lebesgue measure.
We say that a net of probability measures Pǫ, where ǫ > 0, defined on metric space S obeys
the large deviation principle (LDP) with a (tight) large deviation (rate) function I for rate 1/ǫ as
ǫ → 0 if I is a function from S to [0,∞] such that the sets {z ∈ S : I(z) ≤ δ} are compact for all
δ ∈ R+, lim infǫ→0 ǫ lnPǫ(G) ≥ − infz∈G I(z) for all open sets G ⊂ S , and lim supǫ→0 ǫ lnPǫ(F ) ≤
− infz∈F I(z) for all closed sets F ⊂ S. We say that the net Pǫ is exponentially tight for rate 1/ǫ if
infK lim supǫ→0
(
Pǫ(S \K))ǫ = 0 where K ranges over the collection of compact subsets of S .
2 Main results
We will consider a time nonhomogeneous version of (1.1) in which the coefficients may depend on
ǫ as well:
dXǫt = A
ǫ
t(X
ǫ
t , x
ǫ
t) dt+
√
ǫBǫt (X
ǫ
t , x
ǫ
t) dW
ǫ
t , (2.1a)
dxǫt =
1
ǫ
aǫt(X
ǫ
t , x
ǫ
t) dt+
1√
ǫ
bǫt(X
ǫ
t , x
ǫ
t) dW
ǫ
t . (2.1b)
As above, Aǫt(u, x) is an n-vector, B
ǫ
t (u, x) is an n× k-matrix, aǫt(u, x) is an l-vector, bǫt(u, x) is an
l × k-matrix, and W ǫ = (W ǫt , t ∈ R+) is an Rk-valued standard Wiener process. The stochastic
process Xǫ = (Xǫt , t ∈ R+) takes values in Rn and the stochastic process xǫ = (xǫt , t ∈ R+) takes
values in Rl. We assume that the functions Aǫt(u, x), a
ǫ
t(u, x), B
ǫ
t (u, x), and b
ǫ
t(u, x) are measurable
and locally bounded in (t, u, x) and are such that the equations (2.1a) and (2.1b) admit a weak
solution (Xǫ, xǫ) with trajectories in C(R+,R
n × Rl) for every initial condition (Xǫ0, xǫ0) . More
specifically, we assume that there exists a complete probability space (Ωǫ,F ǫ,Pǫ) with filtration
Fǫ = (F ǫt , t ∈ R+) such that (W ǫt , t ∈ R+) is a Wiener process relative to Fǫ, the processes
Xǫ = (Xǫt , t ∈ R+) and xǫ = (xǫt , t ∈ R+) are Fǫ-adapted, have continuous trajectories, and
the relations (2.1a) and (2.1b) hold for all t ∈ R+ Pǫ-a.s. (To ensure uniqueness which we do
not assume apriori, one may require, in addition to the above hypotheses, that the coefficients be
Lipschitz continuous.) For background information, see Ethier and Kurtz [15], Ikeda and Watanabe
[24], Stroock and Varadhan [48]. We note that since the dimensions n, k, and l are arbitrary, the
assumption that both Xǫ and xǫ are driven by the same Wiener process does not constitute a loss
of generality.
Let us denote Cǫt (u, x) = B
ǫ
t (u, x)B
ǫ
t (u, x)
T and cǫt(u, x) = b
ǫ
t(u, x)b
ǫ
t(u, x)
T . We introduce the
boundedness and growth conditions that for all N > 0 and t > 0
lim sup
ǫ→0
sup
s∈[0,t]
sup
x∈Rl
sup
u∈Rn: |u|≤N
‖cǫs(u, x)‖ <∞ , (2.2a)
lim sup
ǫ→0
sup
s∈[0,t]
sup
x∈Rl
sup
u∈Rn: |u|≤N
|Aǫs(u, x)| <∞ , (2.2b)
lim sup
ǫ→0
sup
s∈[0,t]
sup
x∈Rl
sup
u∈Rn
uTAǫs(u, x)
1 + |u|2 <∞, (2.2c)
and
lim sup
ǫ→0
sup
s∈[0,t]
sup
x∈Rl
sup
u∈Rn
‖Cǫs(u, x)‖
1 + |u|2 <∞ . (2.2d)
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We also assume as given ”limit coefficients”: At(u, x) is an n-vector, Bt(u, x) is an n × k-
matrix, at(u, x) is an l-vector, and bt(u, x) is an l× k-matrix . Let Ct(u, x) = Bt(u, x)Bt(u, x)T and
ct(u, x) = bt(u, x)bt(u, x)
T . The following regularity properties will be needed.
Condition 2.1. The functions At(u, x) , Bt(u, x) , and bt(u, x) are measurable and are bounded
locally in (t, u) and globally in x and are continuous in (u, x) , the function at(u, x) is measurable
and locally bounded in (t, u, x) and is Lipschitz continuous in x locally uniformly in (t, u) , the
functions at(u, x) and ct(u, x) are continuous in u locally uniformly in t and uniformly in x , ct(u, x)
is of class C1 in x , with the first partial derivatives being bounded and Lipschitz continuous in x
locally uniformly in (t, u) , and divx ct(u, x) is continuous in (u, x) .
Another set of regularity requirements is furnished by the next condition. We introduce
Gt(u, x) = Bt(u, x)bt(u, x)
T . (2.3)
Condition 2.2. The matrix ct(u, x) is positive definite uniformly in x and locally uniformly in
(t, u) . Either Ct(u, x) = 0 for all (t, u, x) and At(u, x) is locally Lipschitz continuous in u locally
uniformly in t and uniformly in x , or the matrix Ct(u, x) −Gt(u, x)ct(u, x)−1Gt(u, x)T is positive
definite uniformly in x and locally uniformly in (t, u) .
Finally, certain stability properties will be required: for all N > 0 and t > 0 ,
lim
M→∞
lim sup
ǫ→0
sup
s∈[0,t]
sup
x∈Rl: |x|≥M
sup
u∈Rn: |u|≤N
aǫs(u, x)
T x
|x| = −∞ (2.4a)
and
lim
|x|→∞
sup
s∈[0,t]
sup
u∈Rn: |u|≤N
as(u, x)
T x
|x| = −∞ . (2.4b)
Let C↑(R+,M(R
l)) represent the subset of C(R+,M(R
l)) of functions µ = (µt, t ∈ R+) such
that µt − µs is an element of M(Rl) for t ≥ s and µt(Rl) = t . It is endowed with the subspace
topology and is a complete separable metric space, being closed in C(R+,M(R
l)) . The stochastic
process µǫ = (µǫt , t ∈ R+) , where
µǫt(Θ) =
t∫
0
1Θ(x
ǫ
s) ds ,
for Θ ∈ B(Rl) , is a random element of C↑(R+,M(Rl)) . We will regard (Xǫ, µǫ) as a random element
of C(R+,R
n)×C↑(R+,M(Rl)) . It is worth noting that the elements of C↑(R+,M(Rl)) can be also
regarded as σ-finite measures on R+ × Rl . We will then use notation µ(dt, dx) for µ .
Let Γ represent the set of (X,µ) such that the function X = (Xs, s ∈ R+) from C(R+,Rn)
is absolutely continuous w.r.t. Lebesgue measure on R+ and function µ = (µs, s ∈ R+) from
C↑(R+,M(R
l)) , when considered as a measure on R+×Rl , is absolutely continuous w.r.t. Lebesgue
measure on R+ × Rl , i.e., µ(ds, dx) = ms(x) dx ds , where ms(x) , as a function of x , belongs to
P(Rl) for almost all s . Given (X,µ) ∈ Γ , we define
I′(X,µ) =
∞∫
0
sup
λ∈Rn
(
λT
(
X˙s −
∫
Rl
As(Xs, x)ms(x) dx
) − 1
2
‖λ‖2∫
Rl
Cs(Xs,x)ms(x) dx
+ sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T
(1
2
divx
(
cs(Xs, x)ms(x)
) − (as(Xs, x) +Gs(Xs, x)Tλ)ms(x))
− 1
2
‖Dh(x)‖2cs(Xs,x)ms(x)
)
dx
)
ds . (2.5)
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We let I′(X,µ) = ∞ if (X,µ) 6∈ Γ . It follows, on letting λ = 0 , that if I′(X,µ) < ∞ then, for
t ∈ R+ ,
t∫
0
sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T
(1
2
divx
(
cs(Xs, x)ms(x)
)− as(Xs, x)ms(x))
− 1
2
‖Dh(x)‖2cs(Xs,x)ms(x)
)
dx ds <∞
so that, thanks to Gs(Xs, x) being bounded, for all λ ∈ Rn ,
t∫
0
sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T
(1
2
divx
(
cs(Xs, x)ms(x)
)− (as(Xs, x) +Gs(Xs, x)Tλ)ms(x))
− 1
2
‖Dh(x)‖2cs(Xs,x)ms(x)
)
dx ds <∞ . (2.6)
We introduce the following convergence condition.
Condition 2.3. If I′(X,µ) < ∞ , then there exists a nonincreasing [0, 1]-valued C10(R+)-function
η(y) that equals 1 for y ∈ [0, 1] and equals 0 for y ≥ 2 , such that
2∫
1
|Dη(y)|2
1− η(y) dy <∞ , (2.7)
and, for arbitrary t ∈ R+ and λ ∈ Rn ,
lim
r→∞
t∫
0
sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T
(1
2
divx
(
cs(Xs, x)ms(x)
) − (as(Xs, x) +Gs(Xs, x)Tλ)ms(x))
− 1
2
‖Dh(x)‖2cs(Xs,x)ms(x)
)
η
( |x|
r
)2
dx ds
=
t∫
0
sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T
(1
2
divx
(
cs(Xs, x)ms(x)
) − (as(Xs, x) +Gs(Xs, x)Tλ)ms(x))
− 1
2
‖Dh(x)‖2cs(Xs,x)ms(x)
)
dx ds , (2.8)
where ms(x) = µ(ds, dx)/(ds dx) .
We note that (2.7) is satisfied if η(y) = 1− e−1/(y−1) in a right neighbourhood of 1 . The next
lemma, whose proof is relegated to the appendix, furnishes a way of verifying Condition 2.3.
Lemma 2.1. Suppose that Conditons 2.1 and 2.2 hold and that I′(X,µ) <∞ . If
t∫
0
∫
Rl
|as(Xs, x)|2ms(x) dx ds <∞ , (2.9)
then Condition 2.3 holds.
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If either
lim sup
|x|→∞
sup
s∈[0,t]
as(Xs, x)
T x
|x|2 < 0 (2.10)
or there exists real-valued function aˆs(x) which belongs to W
1,q
loc
(Rl) in x , where q > 2 and q ≥ l ,
such that
cs(Xs, x)
−1
(
as(Xs, x)− 1
2
divx cs(Xs, x)
)
= Dxaˆs(x) , (2.11)
then (2.9) holds.
We state the main result.
Theorem 2.1. Let (2.2a)–(2.2d), (2.4a), (2.4b), and Conditions 2.1, 2.2, and 2.3 hold. If the
net Xǫ0 obeys the LDP in R
n with large deviation function I0 for rate 1/ǫ as ǫ → 0, the net xǫ0 is
exponentially tight in Rl for rate 1/ǫ as ǫ→ 0 , and, for all t > 0 and N > 0 , the convergences
lim
ǫ→0
sup
s∈[0,t]
sup
x∈Rl: |x|≤N
sup
u∈Rn: |u|≤N
(|Aǫs(u, x)−As(u, x)| + |aǫs(u, x)− as(u, x)|
+ ‖Bǫs(u, x)−Bs(u, x)‖ + ‖bǫs(u, x)− bs(u, x)‖
)
= 0 (2.12)
hold, then the net (Xǫ, µǫ) obeys the LDP in C(R+,R
n)×C↑(R+,M(Rl)) for rate 1/ǫ as ǫ→ 0 with
large deviation function I defined as follows:
I(X,µ) =
{
I0(X0) + I
′(X,µ), if (X,µ) ∈ Γ,
∞, otherwise.
Remark 2.1. Condition 2.3 may be superfluous as far as the validity of Theorem 2.1 is concerned.
It is used at the final stage of the proof only, see Theorem 8.1.
Remark 2.2. By Lemma 6.7, I(X,µ) = 0 provided that a.e.
X˙s =
∫
Rl
As(Xs, x)ms(x) dx
and ∫
Rl
(1
2
tr (cs(Xs, x)D
2p(x)) +Dp(x)Tas(Xs, x)
)
ms(x) dx = 0,
where X0 satisfies the equality I0(X0) = 0 and the latter equation holds for all p ∈ C∞0 (Rl) .
Consequently, ms(·) is the invariant density of the diffusion process with the infinitesimal drift
as(Xs, ·) and diffusion matrix cs(Xs, ·) .
Remark 2.3. Conditions 2.1 and (2.12) imply that
lim sup
ǫ→0
sup
s∈[0,t]
sup
x∈Rl: |x|≤N
sup
u∈Rn: |u|≤N
|aǫs(u, x)| <∞ . (2.13)
Conditions (2.2a)–(2.2d) and (2.12) imply that
sup
s∈[0,t]
sup
x∈Rl
sup
u∈Rn: |u|≤N
‖cs(u, x)‖ <∞ , (2.14a)
sup
s∈[0,t]
sup
x∈Rl
sup
u∈Rn: |u|≤N
|As(u, x)| <∞ , (2.14b)
sup
s∈[0,t]
sup
x∈Rl
sup
u∈Rn
uTAs(u, x)
1 + |u|2 <∞, (2.14c)
7
and
sup
s∈[0,t]
sup
x∈Rl
sup
u∈Rn
‖Cs(u, x)‖
1 + |u|2 <∞ . (2.14d)
In particular, some of the boundedness requirements in Condition 2.1 are consequences of the other
hypotheses of Theorem 2.1.
Remark 2.4. If ct(u, x) and Ct(u, x) are positive definite uniformly in x and locally uniformly in
(t, u) , then, since bt(u, x)
T ct(u, x)
−1bt(u, x) is the orthogonal projection operator onto the range of
bt(u, x)
T , the condition that Ct(u, x) − Gt(u, x)ct(u, x)−1Gt(u, x)T be positive definite uniformly
in x and locally uniformly in (t, u) is implied by the following “angle condition”: for any bounded
region of (t, u) , there exists ℓ ∈ (0, 1) such that |yT1 y2| ≤ ℓ|y1||y2| for all y1 and y2 from the ranges of
Bt(u, x)
T and bt(u, x)
T , respectively, where x is arbitrary and (t, u) belongs to the region. To put it
another way, the condition requires that the angles between the elements of the range of Bt(u, x)
T ,
on the one hand, and the elements of the range of bt(u, x)
T , on the other hand, be bounded away
from zero uniformly in x and locally uniformly in (t, u) . It ensures that the processes Xǫ and xǫ are
”sufficiently random” in relation to each other. Under that condition, the ranges of Bt(u, x)
T and
bt(u, x)
T do not have common nontrivial subspaces and k ≥ n+ l . On the other hand, if ‖Ct(u, x)‖
is bounded uniformly in x and locally uniformly in (t, u), as is the case under the hypotheses of
Theorem 2.1 according to (2.14d), the converse is also true: if Ct(u, x)−Gt(u, x)ct(u, x)−1Gt(u, x)T
is positive definite uniformly in x and locally uniformly in (t, u) , then the angle condition holds.
The solution of the variational problem in (2.5) plays an important part in the proof below, so
we proceed with describing it. Let c(x) represent a measurable function defined for x ∈ Rd and
taking values in the space of positive definite symmetric d×d-matrices, let m(x) represent a proba-
bility density on Rd , and let Si represent an open ball of radius i centred at the origin in R
d , where
d ∈ N and i ∈ N . For function ψj ∈ L1,20 (Sj ,Rd, c(x),m(x) dx) and j ≥ i , where j ∈ N , we let
πjiψj denote the orthogonal projection of the restriction of ψj to Si onto L
1,2
0 (Si,R
d, c(x),m(x) dx)
in L2(Si,R
d, c(x),m(x) dx) . Thus, the function πjiψj is the element of L
1,2
0 (Si,R
d, c(x),m(x) dx)
such that
∫
Si
Dp(x)T c(x)πjiψj(x)m(x) dx =
∫
Si
Dp(x)T c(x)ψj(x)m(x) dx for all p ∈ C∞0 (Si) . We
note that if the density m(x) is locally bounded away from zero, then πjiψj is a certain gradient:
πjiψj = Dχji , where χji is the weak solution of the Dirichlet problem div (c(x)m(x)Dχji(x)) =
div (c(x)m(x)ψj(x)) for x ∈ Si with a zero boundary condition (cf. the proof of Lemma 7.3). Since,
for i ≤ j ≤ k, πji ◦πkj = πki , the family (L1,20 (Sj ,Rd, c(x),m(x) dx), πji) is a projective (or inverse)
system in the category of sets. Given a function φ ∈ L2loc(Rd,Rd, c(x),m(x) dx) , the orthogonal pro-
jections φi of the restrictions of φ to Si onto L
1,2
0 (Si,R
d, c(x),m(x) dx) in L2(Si,R
d, c(x),m(x) dx)
are such that πjiφj = φi , provided i ≤ j , so they specify an element of the projective (or in-
verse) limit of (L1,20 (Sj,R
d, c(x),m(x) dx), πji) , which we denote by Πc(·),m(·)φ . On extending the
φi by zero outside of Si, one has that, for i ≤ j, ‖φj‖2c(·),m(·) − ‖φi‖2c(·),m(·) = ‖φj − φi‖2c(·),m(·) ,
where the norms are taken in Rd . Hence, if limi→∞‖φi‖2c(·),m(·) < ∞, then the sequence φi
converges in L2(Rd,Rd, c(x),m(x) dx) as i → ∞ and one can identify Πc(·),m(·)φ with the limit,
so Πc(·),m(·)φ ∈ L2(Rd,Rd, c(x),m(x) dx) . It is uniquely specified by the requirements that
Πc(·),m(·)φ ∈ L1,20 (Rd,Rd, c(x),m(x) dx) and that, for all p ∈ C∞0 (Rd) ,∫
Rd
Dp(x)T c(x)Πc(·),m(·)φ(x)m(x) dx =
∫
Rd
Dp(x)T c(x)φ(x)m(x) dx . (2.15)
In particular, if φ is an element of L2(Rd,Rd, c(x),m(x) dx) , then Πc(·),m(·)φ is the orthogonal
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projection of φ onto L1,20 (R
d,Rd, c(x),m(x) dx) . For results on the existence and uniqueness for
equation (2.15) when Πc(·),m(·)φ is a gradient, see Pardoux and Veretennikov [35].
In the setting of Theorem 2.1, d = l . Since, under the hypotheses of Theorem 2.1, the matrix
functions ct(u, ·)−1Gt(u, ·)T are bounded, so the matrix function Πct(u,·),m(·)
(
ct(u, ·)−1Gt(u, ·)T
)
,
whose columns are the projections of the n columns of ct(u, ·)−1Gt(u, ·)T onto the space
L
1,2
0 (R
l,Rl, ct(x),m(x) dx) , is a well defined element of the space L
2(Rl,Rl×n, ct(u, x),m(x) dx)
and we denote it by Ψt,m(·),u . We also define
Qt,m(·)(u, x) = Ct(u, x)− ‖Ψt,m(·),u(x)‖2ct(u,x) . (2.16)
The function Qt,m(·)(u, x) assumes values in the space of positive semi-definite n×n-matrices. If the
matrix Ct(u, x)−Gt(u, x)ct(u, x)−1Gt(u, x)T is positive definite uniformly in x and locally uniformly
in (t, u) , then the matrix
∫
Rl
Qt,m(·)(u, x)m(x) dx is positive definite locally uniformly in (t, u) .
We also introduce Φt,m(·),u = Πct(u,·),m(·)
(
ct(u, ·)−1
(
at(u, ·) − divx ct(u, ·)/2
))
. Since at(u, ·) is not
necessarily square integrable with respect to m(x) dx, the function Πct(u,·),m(·)
(
ct(u, ·)−1
(
at(u, ·) −
divx ct(u, ·)/2
))
, as a function of x ∈ Rl, might not be an element of L2(Rl,Rl, ct(u, x),m(x) dx) .
For future reference, we note that, according to (2.15), a.e.,∫
Rl
Dp(x)T cs(u, x)Φs,m(·),u(x)m(x) dx =
∫
Rl
Dp(x)T
(
as(u, x)− 1
2
divxcs(u, x)
)
m(x) dx (2.17a)
and ∫
Rl
Dp(x)T cs(u, x)Ψs,m(·),u(x)m(x) dx =
∫
Rl
Dp(x)TGs(u, x)
T m(x) dx , (2.17b)
for all p ∈ C∞0 (Rl) . In addition, (2.17b) extends to Dp representing an arbitrary element of
L
1,2
0 (R
l,Rl, cs(u, x),m(x) dx) . A similar extension property holds for (2.17a), provided as(u, ·) ∈
L
2(Rl,Rl, cs(u, x), m(x) dx) .
Proposition 2.1. If, under the hypotheses of Theorem 2.1, I′(X,µ) <∞ , then Φs,ms(·),Xs belongs
to the space L2(Rl,Rl, cs(Xs, x),ms(x) dx) for almost all s and
X˙s −
∫
Rl
As(Xs, x)ms(x) dx−
∫
Rl
Gs(Xs, x)
(Dxms(x)
2ms(x)
− Φs,ms(·),Xs(x)
)
ms(x) dx
belongs to the range of
∫
Rl
Qs,ms(·)(Xs, x)ms(x) dx for almost all s . Furthermore, Φs,ms(·),Xs(x)
and Ψs,ms(·),Xs(x) are measurable in (s, x) so that in the statement of Theorem 2.1,
I(X,µ) = I0(X0) +
1
2
∞∫
0
(∫
Rl
‖Dxms(x)
2ms(x)
− Φs,ms(·),Xs(x)‖2cs(Xs,x)ms(x) dx
+ ‖X˙s −
∫
Rl
As(Xs, x)ms(x) dx
−
∫
Rl
Gs(Xs, x)
(Dxms(x)
2ms(x)
− Φs,ms(·),Xs(x)
)
ms(x) dx‖2(∫
Rl
Qs,ms(·)(Xs,x)ms(x) dx)
⊕
)
ds . (2.18)
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Remark 2.5. If m(x) is an element of W1,1loc(R
l) , then Dm(x) = 0 for almost all x on the set where
m(x) = 0 , so we will assume throughout that Dm(x)/m(x) = 0 a.e. on that set.
Remark 2.6. The expression on the righthand side of (2.18) serves both the case where Ct(u, x) = 0
for all (t, u, x) and At(u, x) is locally Lipschitz continuous in u locally uniformly in t and uniformly
in x, and the case where Ct(u, x)−Gt(u, x)ct(u, x)−1Gt(u, x)T is positive definite uniformly in x and
locally uniformly in (t, u) . In each of the two cases, however, it simplifies as follows. If Ct(u, x) = 0
for all (t, u, x) and At(u, x) is locally Lipschitz continuous in u locally uniformly in t and uniformly
in x , then Qs,ms(·)(u, x) = 0 for all (s, u, x) , so, in order for I(X,µ) to be finite, it is necessary
that, a.e.,
X˙s =
∫
Rl
As(Xs, x)ms(x) dx
so that
I(X,µ) = I0(X0) +
1
2
∞∫
0
∫
Rl
‖Dxms(x)
2ms(x)
− Φs,ms(·),Xs(x)‖2cs(Xs,x)ms(x) dx ds . (2.19)
If Ct(u, x)−Gt(u, x)ct(u, x)−1Gt(u, x)T is positive definite uniformly in x and locally uniformly in
(t, u) , then the matrix
∫
Rl
Qs,ms(·)(Xs, x)ms(x) dx is invertible, so its pseudo-inverse is the same as
the inverse and the range condition in the statement of Proposition 2.1 is supefluous.
Remark 2.7. By Theorem 6.1, in order for I(X,µ) to be finite it is necessary that∫ t
0
∫
Rl
(|Dxms(x)|2/ms(x) dx ds + |Φs,ms(·),Xs(x)|2) dx ds <∞ for all t ∈ R+ .
Remark 2.8. The large deviation function in (2.18) can also be written as
I(X,µ) = I0(X0) +
1
2
∞∫
0
∫
Rl
|Bs(Xs, x)T λˆs + bs(Xs, x)T gˆs(x)|2ms(x) dx ds,
where the pair (λˆs, gˆs(x)) attains the supremum in (2.5), with gˆs assuming the role of Dh :
λˆs = (
∫
Rl
Qs,ms(·)(Xs, x)ms(x) dx)
⊕
(
X˙s −
∫
Rl
As(Xs, x)ms(x) dx
−
∫
Rl
Gs(Xs, x)
(Dxms(x)
2ms(x)
− Φs,ms(·),Xs(x)
)
ms(x) dx
)
and
gˆs(x) =
Dxms(x)
2ms(x)
− Φs,ms(·),Xs(x)−Ψs,ms(·),Xs(x)λˆs .
In the symmetric case where ct(u, x)
−1
(
2at(u, x) − divx ct(u, x)
)
= Dxmˆt(u, x)/mˆt(u, x) , for some positive probability density mˆt(u, ·) from W1,1loc(Rl) , one
can identify Φt,mt(·),u with Dxmˆt(u, ·)/(2mˆt(u, ·)) . (We note that the diffusion process with
the infinitesimal drift coefficient at(u, ·) and diffusion matrix ct(u, ·) has mˆt(u, ·) as an invariant
density.) One can then write the large deviation function in (2.19) by using a Dirichlet form:
I(X,µ) = I0(X0) +
1
2
∞∫
0
∫
Rl
‖Dx
√
ms(x)
mˆs(Xs, x)
‖2cs(Xs,x) mˆs(Xs, x) dx ds ,
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provided Dxmˆt(u, ·)/mˆt(u, ·) ∈ L2(Rl,Rl, ct(x),mt(x) dx) .
Let us look at a one-dimensional example:
dXǫt = At(X
ǫ
t , x
ǫ
t) dt+
√
ǫBt(X
ǫ
t , x
ǫ
t) dW
ǫ
1,t ,
dxǫt =
1
ǫ
at(X
ǫ
t , x
ǫ
t) dt+
1√
ǫ
bt(X
ǫ
t , x
ǫ
t) dW
ǫ
2,t ,
where all coefficients are scalars and W ǫ1,t and W
ǫ
2,t are one-dimensional standard Wiener processes.
Assuming that Eǫ(W ǫ1,tW
ǫ
2,t) = ρt , where |ρ| < 1 , this setup can be cast as (2.1a) and (2.1b) with
W ǫt = (W
ǫ
1,t,W
ǫ
3,t)
T , Bǫt (u, x) = (Bt(u, x), 0) , and b
ǫ
t(u, x) = (ρ bt(u, x),
√
1− ρ2 bt(u, x)) , where
W ǫ3,t represents a standard one-dimensional Wiener process that is independent of W
ǫ
1,t . If Bt(u, x)
is bounded away from zero, the large deviation function in (2.18) takes the form
I(X,µ) = I0(X0) +
∞∫
0
(1
8
∫
R
|Dxms(x)
ms(x)
− Dxmˆs(Xs, x)
mˆs(Xs, x)
|2 bs(Xs, x)2ms(x) dx
+
1
2(1 − ρ2)
1∫
R
Bs(Xs, x)2ms(x) dx
|X˙s −
∫
R
As(Xs, x)ms(x) dx
− ρ
2
∫
R
Bs(Xs, x) bs(Xs, x)
(Dxms(x)
ms(x)
− Dxmˆs(Xs, x)
mˆs(Xs, x)
)
ms(x) dx|2
)
ds .
If Bt(u, x) = 0 , then according to (2.19),
I(X,µ) = I0(X0) +
1
8
∞∫
0
∫
R
|Dxms(x)
ms(x)
− Dxmˆs(Xs, x)
mˆs(Xs, x)
|2 bs(Xs, x)2ms(x) dx ds ,
provided X˙s =
∫
Rl
As(Xs, x)ms(x) dx a.e. For the special case that As(u, x) and Bs(u, x) do not
depend on s, as(u, x) and bs(u, x) do not depend on either s or u, and ρ = 0 , this large deviation
function appears in Liptser [28].
We now project to obtain an LDP for Xǫ . The device of Lemma 6.5 and the minimax the-
orem, see, e.g., Theorem 7 on p.319 in Aubin and Ekeland [3], yield the following expression for
infµ I(X,µ) .
Corollary 2.1. Under the hypotheses of Theorem 2.1, the net Xǫ obeys the LDP in C(R+,R
n) for
rate 1/ǫ as ǫ→ 0 with large deviation function IX defined as follows. If function X = (Xs, s ∈ R+)
from C(R+,R
n) is absolutely continuous w.r.t. Lebesgue measure on R+ , then
IX(X) = I0(X0) +
∞∫
0
sup
λ∈Rn
(
λT X˙s − sup
m∈P(Rl)
(
λT
∫
Rl
As(Xs, x)m(x) dx +
1
2
‖λ‖2∫
Rl
Cs(Xs,x)m(x) dx
− sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T
(1
2
divx
(
cs(Xs, x)m(x)
) − (as(Xs, x) +Gs(Xs, x)Tλ)m(x))
− 1
2
‖Dh(x)‖2cs(Xs,x)m(x)
)
dx
))
ds .
Otherwise, IX(X) =∞.
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If Xǫ is decoupled from xǫ , i.e., At(u, x) and Bt(u, x) do not depend on x , then Corollary
2.1 yields the LDP for Itoˆ processes with small diffusions, cf. Freidlin and Wentzell [19]: with
As(u, x) = As(u) , Bs(u, x) = Bs(u) , and Cs(u) = Bs(u)Bs(u)
T ,
IX(X) = I0(X0) +
∞∫
0
1
2
‖X˙s −As(Xs)‖2Cs(Xs)⊕ ds ,
provided X˙s −As(Xs) belongs to the range of Cs(Xs) a.e. and IX(X) =∞ , otherwise.
If one projects the LDP of Theorem 2.1 on the second variable, then an LDP for µǫ is obtained.
In particular, if xǫ is decoupled from Xǫ so that at(u, x) and bt(u, x) do not depend on u , we have
the following results on the large deviations of the empirical processes and empirical measures of
diffusion processes.
Corollary 2.2. Suppose that
dx˜ǫt =
1
ǫ
a˜ǫt(x˜
ǫ
t) dt+
1√
ǫ
b˜ǫt(x˜
ǫ
t) dW˜
ǫ
t ,
where x˜ǫt ∈ Rl , a˜ǫt(x) ∈ Rl , b˜ǫt(x) ∈ Rl×k , and W˜ ǫt ∈ Rk , with the coefficients being locally bounded.
Assume that, for all t ∈ R+ ,
lim sup
ǫ→0
sup
s∈[0,t]
sup
x∈Rl
‖b˜ǫs(x)b˜ǫs(x)T ‖ <∞ ,
lim
M→∞
lim sup
ǫ→0
sup
s∈[0,t]
sup
x∈Rl: |x|≥M
a˜ǫs(x)
T x
|x| = −∞ .
If, for all t ∈ R+ and all N ∈ R+ ,
lim
ǫ→0
sup
s∈[0,t]
sup
x∈Rl: |x|≤N
(|a˜ǫs(x)− a˜s(x)|+ ‖b˜ǫs(x)− b˜s(x)‖) = 0,
the matrix c˜t(x) = b˜t(x)b˜t(x)
T is positive definite uniformly in x and locally uniformly in t , is of
class C1 in x , with the first partial derivatives being Lipschitz continuous and bounded in x locally
uniformly in t , a˜t(x) is Lipschitz continuous in x locally uniformly in t , sups∈[0,t] supx∈Rl‖c˜s(x)‖ <
∞ , lim sup|x|→∞ sups∈[0,t] a˜s(x)Tx/|x|2 < 0 for all t ∈ R+ , and the net xǫ0 is exponentially tight
in Rl for rate 1/ǫ as ǫ → 0 , then the net µ˜ǫ , where µ˜ǫt(dx) =
∫ t
0 1dx(x˜
ǫ
s) ds , obeys the LDP in
C↑(R+,M(R
l)) for rate 1/ǫ as ǫ→ 0 with large deviation function J defined as follows.
If function µ = (µs, s ∈ R+) from C↑(R+,M(Rl)) , when considered as a measure on R+ × Rl ,
is absolutely continuous w.r.t. Lebesgue measure on R+ × Rl , i.e., µ(ds, dx) = ms(x) dx ds,
ms(x) , as a function of x , belongs to P(R
l) for almost all s , and Φ˜s,ms(·) , which represents
Πc˜s(·),ms(·)
(
c˜s(·)−1
(
a˜s(·)− divx c˜s(·)/2
))
, is an element of L2(Rl,Rl, c˜s(x),ms(x) dx) for almost all
s , then
J(µ) =
∞∫
0
sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T
(1
2
divx
(
c˜s(x)ms(x)
)−a˜s(x)ms(x))−1
2
‖Dh(x)‖2c˜s(x)ms(x)
)
dx
)
ds
=
1
2
∞∫
0
∫
Rl
‖Dxms(x)
2ms(x)
− Φ˜s,ms(·)(x)‖2c˜s(x)ms(x) dx ds .
Otherwise, J(µ) =∞.
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Corollary 2.3. Suppose that
dYt = a˘(Yt) dt+ b˘(Yt) dW˘t , Y0 = 0,
where Yt ∈ Rl , a˘(x) ∈ Rl , b˘(x) ∈ Rl×k , and W˘t ∈ Rk , with the coefficients being locally bounded.
If the matrix c˘(x) = b˘(x)b˘(x)T is uniformly positive definite, ‖c˘(x)‖ is bounded, c˘(·) ∈
C
1(Rl,Rl×l) , with Lipschitz continuous bounded first partial derivatives, a˘(·) is Lipschitz contin-
uous, and lim sup|x|→∞ a˘(x)
Tx/|x|2 < 0 , then the empirical measures (1/t) ∫ t0 1dx(Ys) ds obey the
LDP in M1(R
l) for rate t as t→∞ with the large deviation function
J˘(µ) = sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T
(1
2
div
(
c˘(x)m(x)
) − a˘(x)m(x)) − 1
2
‖Dh(x)‖2c˘(x)m(x)
)
dx
=
1
2
∫
Rl
‖Dm(x)
2m(x)
− Φ˘m(·)(x)‖2c˘(x)m(x) dx
provided probability measure µ on Rl has density m , which is an element of P(Rl) , and Φ˘m(·) =
Πc˘(·),m(·)
(
c˘(·)−1(a˘(·)−div c˘(·)/2)) is an element of L2(Rl,Rl, c˘(x),m(x) dx) . Otherwise, J˘(µ) =∞ .
In order to derive Corollary 2.3 from Corollary 2.2, one takes ǫ = 1/t and defines x˜ǫs = Yst .
One can thus write the large deviation function of Theorem 2.1 as
I(X,µ) = I0(X0) +
∞∫
0
sup
λ∈Rn
(
λT
(
X˙s −
∫
Rl
As(Xs, x) νs(dx)
) − 1
2
‖λ‖2∫
Rl
Cs(Xs,x) νs(dx)
+ Js,Xs,λ(νs)
)
ds , (2.20)
with νs(dx) = ms(x) dx , and the large deviation function of Corollary 2.1 as
IX(X) = I0(X0) +
∞∫
0
sup
λ∈Rn
(
λT X˙s − sup
ν∈M1(Rl)
(
λT
∫
Rl
As(Xs, x) ν(dx) +
1
2
‖λ‖2∫
Rl
Cs(Xs,x) ν(dx)
− Js,Xs,λ(ν)
))
ds , (2.21)
where Js,u,λ represents the large deviation function for the empirical measures νs,u,λt (dx) =
(1/t)
∫ t
0 1dx(y
s,u,λ
r ) dr for rate t as t→∞ and
dys,u,λt =
(
as(u, y
s,u,λ
t ) +Gs(u, y
s,u,λ
t )
Tλ
)
dt+ bs(u, y
s,u,λ
t ) dwt , y
s,u,λ
0 = 0 ,
(wt) being a k-dimensional standard Wiener process. In particular, if Gt(u, x) = 0 so that the
diffusions driving the slow and the fast processes are virtually uncorrelated, then Js,u,λ does not
depend on λ and by Corollary 2.2, Corollary 2.3, and (2.20) the large deviation function I(X,µ)
is the sum of the large deviation function of the slow process, with the coefficients being averaged
over the ”current” empirical measure of the fast variable, and of the large deviation function of the
empirical process of the fast variable, with the coefficients ”frozen” at the current value of the slow
variable.
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The first results on large deviation asymptotics for the system (1.1) in the setup of the averaging
principle available in the literature appear in Freidlin [18], see also the exposition in Freidlin and
Wentzell [19, Section 9 of Chapter 7]. Freidlin [18] considers the equations
x˙ǫt = b(x
ǫ
t , y
ǫ
t),
y˙ǫt =
1
ǫ
[
B(xǫt, y
ǫ
t) + g(y
ǫ
t)
]
+
1√
ǫ
c(yǫt )w˙t .
It is assumed that the state space is a compact manifold. A noncompact setting is considered by
Veretennikov [52]. Veretennikov [50, 56, 57] allows the diffusion coefficient in the fast process to
depend on both variables:
dXǫt = f(X
ǫ
t , Y
ǫ
t ) dt,
dY ǫt = ǫ
−2B(Xǫt , Y
ǫ
t ) dt+ ǫ
−1C(Xǫt , Y
ǫ
t ) dWt .
The state space of the fast process is a compact manifold.
Veretennikov [54, 55, 58] tackles the case where the slow process has a small diffusion term and
the state space of the fast process may be noncompact but the diffusion coefficient in the equation
for the fast process does not depend on the slow process so that
dXǫt = f(X
ǫ
t , Y
ǫ
t ) dt+ ǫ
(
σ1(X
ǫ
t , Y
ǫ
t ) dW
1
t + σ3(X
ǫ
t , Y
ǫ
t ) dW
3
t
)
,
dY ǫt = ǫ
−2B(Xǫt , Y
ǫ
t ) dt+ ǫ
−1(C1(Y
ǫ
t ) dW
1
t +C2(Y
ǫ
t ) dW
2
t ) ,
(2.22)
where the Wiener processes are independent. The stability condition on the slow process is similar
to (2.4a) and (2.4b).
In those papers, results on the LDP for the slow processes are obtained in the space of continuous
functions on the [0, L] interval endowed with uniform norm, where L > 0 . The large deviation rate
functions are of the form
I(X) =
L∫
0
sup
λ
(
λT X˙t −H(Xt, λ)
)
dt ,
provided Xt, t ∈ [0, L], is an absolutely continuous function with a suitable initial condition. Oth-
erwise, I(X) =∞ . Here, with the notation of (2.22),
H(u, λ) = lim
t→∞
1
t
lnE exp
( t∫
0
(
λT f(u, yu,λs ) +
1
2
λT (σ1σ
T
1 (u, y
u,λ
s ) + σ3σ
T
3 (u, y
u,λ
s ))λ
)
ds
)
, (2.23)
where
dyu,λt =
(
B(u, yu,λt ) + C1(y
u,λ
t )σ1(u, y
u,λ
t )
Tλ
)
dt + (C1(Y
u,λ
t ) dW
1
t + C2(Y
u,λ
t ) dW
2
t ) , y
u,λ
0 = 0 .
The existence of the limit in (2.23) is proved by invoking the Frobenius theorem for compact positive
operators.
Let us note that if one assumes the LDP at rate t as t→∞ of the empirical measures νu,λt (dx) =
(1/t)
∫ t
0 1dx(y
u,λ
s ) ds with large deviation rate function Ju,λ , then, in view of Varadhan’s lemma and
(2.23), under suitable assumptions,
H(u, λ) = sup
ν∈M1(Rl)
(∫
Rl
(
λT f(u, x) +
1
2
λT (σ1σ
T
1 (u, x) + σ3σ
T
3 (u, x))λ
)
ν(dx) − Ju,λ(ν)) ,
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which is consistent with (2.21).
Section 11.6 of Feng and Kurtz [17] is concerned with the process Xǫ satisfying equations (1.1).
Conditions for the LDP to hold are obtained. They require the existence of functions with certain
properties and are not easily translated into conditions on the coefficients. When the authors
give explicit conditions on the coefficients, they need, in particular, b(u, x) not to depend on u
(see Lemma 11.60 on p.278). The large deviation rate function is identified as having the form
(2.21) corresponding to the time-homogeneous setting, provided B(u, x)b(u, x)T = 0 and certain
additional hypotheses hold (see Theorem 11.6.5 on p.282). The authors choose not to pursue the
setup of the averaging principle.
The LDP for the empirical measures of continuous-time Markov processes, such as in Corol-
lary 2.3, is a well explored subject, see Donsker and Varadhan [11, 12], Deuschel and Stroock [10].
The canonical form of the large deviation rate function is supf
∫
Rl
−Lf/f dµ , where L represents
the infinitesimal generator of the Markov process, see, e.g., Theorem 4.2.43 in Deuschel and Stroock
[10]. The form in Corollary 2.3 follows by taking f(x) = e−h(x) . Ga¨rtner [20] and Veretennikov [51]
characterise the large deviation functions via limits similar to that in (2.23), the latter author al-
lowing discontinuous coefficients. Theorem 12.7 on p.291 of Feng and Kurtz [17] tackles associated
empirical processes, cf. Corollary 2.2.
3 Some generalities
This section contains general results on the LDP that underlie the proof of Theorem 2.1, cf. Puhal-
skii [41]. Let Σ represent a directed set, let Pσ , where σ ∈ Σ , represent a net of probability measures
on a metric space S indexed with the elements of Σ and let rσ represent an R+-valued function which
tends to infinity as σ ∈ Σ . A [0,∞]-valued function I on S is referred to as a large deviation function
if the sets Kδ = {z ∈ S : I(z) ≤ δ} are compact for all δ ∈ R+ . We say that the net Pσ obeys the
LDP with a large deviation function I for rate rσ as σ ∈ Σ if lim infσ∈Σ r−1σ lnPσ(G) ≥ − infz∈G I(z)
for all open sets G ⊂ S and lim supσ∈Σ r−1σ lnPσ(F ) ≤ − infz∈F I(z) for all closed sets F ⊂ S. We
say that I is a large deviation (LD) limit point of Pσ for rate rσ if there exists a subsequence
σi , where i ∈ N , such that Pσi satisfies the LDP with I for rate rσi as i → ∞ . We say that
the net Pσ is sequentially large deviation (LD) relatively compact for rate rσ as σ ∈ Σ if any
subsequence Pσi of Pσ contains a further subsequence Pσij which satisfies the LDP for rate rσij
with some large deviation function as j → ∞ . We say that the net Pσ is exponentially (or large
deviation) tight for rate rσ as σ ∈ Σ if for arbitrary κ > 0 there exists compact K ⊂ S such that
lim supσ∈ΣPσ(S \K)1/rσ < κ . We say that the net Pσ is sequentially exponentially tight for rate
rσ as σ ∈ Σ if any subsequence Pσi is exponentially tight for rate rσi as i → ∞ . We say that a
net Yσ of random elements of S obeys the LDP, respectively, is sequentially LD relatively compact,
respectively, is exponentially tight, respectively, is sequentially exponentially tight if the net of their
laws has the indicated property.
The cornerstone of our approach is the next result (Puhalskii [36, 37, 38, 41], see also Feng and
Kurtz [17] and references therein).
Theorem 3.1. If the net Pσ is sequentially exponentially tight for rate rσ as σ ∈ Σ , then the net
Pσ is sequentially LD relatively compact for rate rσ as σ ∈ Σ .
The proof of the following theorem is standard.
Theorem 3.2. If the net Pσ is sequentially LD relatively compact for rate rσ as σ ∈ Σ and I is a
unique LD limit point of the Pσ , then the net Pσ satisfies the LDP with I for rate rσ as σ ∈ Σ .
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The next theorem is essentially Varadhan’s lemma, see, e.g., Deuschel and Stroock [10]. It will
be used to obtain equations for LD limit points.
Theorem 3.3. Suppose the net Pσ is sequentially exponentially tight for rate rσ as σ ∈ Σ and let
I represent an LD limit point of Pσ . Let Uσ be a net of uniformly bounded real valued functions on
S such that
∫
S
exp(rσUσ(z))Pσ(dz) = 1 . If Uσ → U uniformly on compact sets as σ ∈ Σ , where
the function U is continuous, then supz∈S(U(z) − I(z)) = 0 .
Identification of LD limit points will be carried out with the aid of the next result.
Theorem 3.4. Suppose I is a large deviation function on S and U is a collection of functions on
S such that supz∈S(U(z) − I(z)) = 0 for all U ∈ U . Let I∗∗(z) = supU∈U U(z) and Kδ = {z ∈ S :
I(z) ≤ δ} , where δ ∈ R+ .
1. Let U˜ represent a set of functions U such that supz∈Kδ(U(z)− I(z)) = 0 for suitable δ ∈ R+ .
Suppose zˆ ∈ S is such that I∗∗(zˆ) = Uˆ(zˆ) for some function Uˆ ∈ U˜ . Suppose there exists
sequence Ui ∈ U˜ with the following properties: supz∈Kδ(Ui(z) − I(z)) = 0 for some common
δ , the functions Ui are continuous when restricted to Kδ and if zi is a convergent sequence
of elements of Kδ such that Ui(zi) = I(zi) , then Ui(zi)→ Uˆ(zˆ) and zi → zˆ as i→∞ . Then
I(zˆ) = I∗∗(zˆ) .
2. If for every z ∈ S such that I∗∗(z) <∞ there exists a sequence of points zi such that I(zi) =
I∗∗(zi) , zi → z , and I∗∗(zi)→ I∗∗(z) as i→∞ , then I(z) = I∗∗(z) for all z ∈ S .
Proof. Let us first note that I(z) ≥ I∗∗(z) for all z , so, one needs to prove that I(z) ≤ I∗∗(z) if
I∗∗(z) <∞ . We prove part 1. Since supz∈Kδ(Ui(z)− I(z)) = 0, Kδ is compact, and Ui(z)− I(z) is
upper semicontinuous when restricted to Kδ , there exist zi ∈ Kδ such that Ui(zi) = I(zi) . One may
assume that the sequence converges. Since Ui(zi) → Uˆ(zˆ) , zi → zˆ and I is lower semicontinuous,
Uˆ(zˆ) ≥ I(zˆ) , so I∗∗(zˆ) ≥ I(zˆ) . The proof of part 2 is similar.
In the rest of the paper, the above framework is used to prove Theorem 2.1. In Section 4, LD
relative compactness is established, see Theorem 4.1. In Section 5, equations along the lines of
Theorem 3.3 are derived, see Theorem 5.1. Section 6 is concerned with regularity properties of
(X,µ) for which the function I∗∗ as defined in Theorem 3.4 assumes finite values. It is also shown
to be of the form given in Proposition 2.1, see Theorem 6.1. In Theorem 7.1 of Section 7, the large
deviation function is identified for a large class of (X,µ) , which implements the recipe of part 1 of
Theorem 3.4. In Theorem 8.1 of Section 8, it is proved that that class is dense in the sense of part
2 of Theorem 3.4. In Section 9, the proof of Theorem 2.1 is completed.
4 LD relative compactness
The main result of this section is the following theorem.
Theorem 4.1. Suppose that conditions (2.2a) – (2.2d) and (2.4a) hold and that the net (Xǫ0, x
ǫ
0)
is exponentially tight for rate 1/ǫ as ǫ → 0 . Then the net (Xǫ, µǫ) is sequentially LD relatively
compact in C(R+,R
n)× C↑(R+,M(Rl)) for rate 1/ǫ as ǫ→ 0 .
We precede the proof with a criterion of sequential LD relative compactness in C(R+,M(R
l)) .
Let d(·, ·) represent the Lipschitz metric onM(Rl) : d(µ˜, µˆ) = sup{|∫
Rl
f(x) µ˜(dx)−∫
Rl
f(x) µˆ(dx)|} ,
with the supremum being taken over functions f : Rl → R such that supx∈Rl |f(x)| ≤ 1 and
supx,y∈Rl, x 6=y|f(x)− f(y)|/|x− y| ≤ 1 , see, e.g., p.395 in Dudley [13]. The proof of the next lemma
is relegated to the appendix.
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Lemma 4.1. 1. A net {νǫ, ǫ > 0} , where νǫ = (νǫ,t, t ∈ R+) , of random elements of
C(R+,M(R
l)) defined on respective probability spaces (Ωǫ,Fǫ,Pǫ) is sequentially exponentially
tight for rate 1/ǫ as ǫ→ 0 if and only if for all t ∈ R+ and all η > 0 ,
lim
N→∞
lim sup
ǫ→0
Pǫ
(
νǫ,t(x ∈ Rl : |x| > N) > η
)ǫ
= 0
and
lim
δ→0
lim sup
ǫ→0
sup
s1∈[0,t]
Pǫ
(
sup
s2∈[s1,s1+δ]
d(νǫ,s1 , νǫ,s2) > η
)ǫ
= 0 .
2. A net {Yǫ, ǫ > 0} , where Yǫ = (Yǫ,t, t ∈ R+) , of random elements of C(R+,Rn) defined
on respective probability spaces (Ωǫ,Fǫ,Pǫ) is sequentially exponentially tight for rate 1/ǫ as
ǫ→ 0 if and only if
lim
N→∞
lim sup
ǫ→0
Pǫ(|Yǫ,0| > N)ǫ = 0
and, for all t ∈ R+ and all η > 0 ,
lim
δ→0
lim sup
ǫ→0
sup
s1∈[0,t]
Pǫ( sup
s2∈[s1,s1+δ]
|Yǫ,s2 − Yǫ,s1 | > η)ǫ = 0 .
Remark 4.1. The form of the conditions is due to Feng and Kurtz [17].
Proof of Theorem 4.1. Since C(R+,R
n) × C↑(R+,M(Rl)) is a closed sub-
set of C(R+,R
n) × C(R+,M(Rl)) and Pǫ((Xǫ, µǫ) ∈ C(R+,Rn)
× C↑(R+,M(Rl))) = 1 , it is sufficient to prove that the net ((Xǫ, µǫ), ǫ > 0) is sequentially
LD relatively compact in C(R+,R
n) × C(R+,M(Rl)) . By Theorem 3.1, the latter property holds
if (Xǫ, µǫ) is sequentially exponentially tight, which is the case if the nets Xǫ and µǫ are each
sequentially exponentially tight.
We show that the net Xǫ is sequentially exponentially tight first. By (2.1a) and Itoˆ’s lemma,
on denoting g1(x) = D
2 ln(1 + |x|2),
ln(1 + |Xǫt |2) = ln(1 + |Xǫ0|2) +
t∫
0
2(Xǫs)
TAǫs(X
ǫ
s, x
ǫ
s)
1 + |Xǫs|2
ds+
ǫ
2
t∫
0
tr
(
Cǫs(X
ǫ
s, x
ǫ
s)g1(X
ǫ
s)
)
ds
+
√
ǫ
t∫
0
2(Xǫs)
T
1 + |Xǫs|2
Bǫs(X
ǫ
s, x
ǫ
s) dW
ǫ
s .
Given N > 0, let τ ǫN = inf{s ∈ R+ : |Xǫs | ≥ N} . Since τ ǫN is an Fǫ-stopping time and
exp
( 1√
ǫ
t∫
0
2(Xǫs)
T
1 + |Xǫs |2
Bǫs(X
ǫ
s, x
ǫ
s) dW
ǫ
s −
1
2ǫ
t∫
0
‖ 2X
ǫ
s
1 + |Xǫs|2
‖2Cǫs(Xǫs ,xǫs) ds
)
, t ∈ R+ ,
is an Fǫ-local martingale,
Eǫ exp
(1
ǫ
ln(1 + |Xǫt∧τǫN |
2)− 1
ǫ
ln(1 + |Xǫ0|2)−
1
ǫ
t∧τǫN∫
0
2(Xǫs)
TAǫs(X
ǫ
s, x
ǫ
s)
1 + |Xǫs |2
ds
− 1
2
t∧τǫN∫
0
tr
(
Cǫs(X
ǫ
s , x
ǫ
s)g1(X
ǫ
s)
)
ds− 1
2ǫ
t∧τǫN∫
0
‖ 2X
ǫ
s
1 + |Xǫs|2
‖2Cǫs(Xǫs ,xǫs) ds
)
≤ 1 . (4.1)
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Since
tr
(
Cǫs(X
ǫ
s , x)g1(X
ǫ
s)
) ≤√tr g1(Xǫs)2√trCǫs(Xǫs , x)2 ≤ 2n√n ‖Cǫs(Xǫs , xǫs)‖1 + |Xǫs |2 , (4.2)
on recalling (2.2c) and (2.2d), we have that there exists L > 0 , which does not depend either on t
or on N , such that for all ǫ > 0 small enough,
Eǫ exp
(1
ǫ
ln(1 + |Xǫt∧τǫN |
2)− 1
ǫ
ln(1 + |Xǫ0|2)−
Lt
ǫ
)
≤ 1 .
For N˜ > 0,
Pǫ( sup
s∈[0,t]
|Xǫs| ≥ N) = Pǫ(|Xǫt∧τǫN | ≥ N) ≤ P
ǫ(|Xǫ0| > N˜)
+Eǫ exp
(1
ǫ
ln(1 + |Xǫt∧τǫN |
2)− 1
ǫ
ln(1 +N2)
)
1{|Xǫ0|≤N˜}
≤ Pǫ(|Xǫ0| > N˜) + exp
(1
ǫ
ln(1 + N˜2) +
Lt
ǫ
− 1
ǫ
ln(1 +N2)
)
,
so
lim sup
N→∞
lim sup
ǫ→0
Pǫ( sup
s∈[0,t]
|Xǫs| > N)ǫ ≤ lim sup
ǫ→0
Pǫ(|Xǫ0| > N˜)ǫ .
Since Xǫ0 is exponentially tight and N˜ is arbitrary, we conclude that
lim
N→∞
lim sup
ǫ→0
Pǫ( sup
s∈[0,t]
|Xǫs| > N)ǫ = 0 . (4.3)
By (2.1a), for s ∈ [0, t] , δ > 0 , and η > 0,
Pǫ( sup
s˜∈[s,s+δ]
|Xǫs˜ −Xǫs| > η) ≤ Pǫ(τ ǫN ≤ t) +Pǫ( sup
|u|≤N
sup
x∈Rl
|Aǫs(u, x)|δ
+
√
ǫ sup
s˜∈[s,s+δ]
|
s˜∧τǫN∫
s∧τǫN
Bǫr(X
ǫ
r , x
ǫ
r) dW
ǫ
r | > η) .
Let ei, for i = 1, 2, . . . , n, denote the ith unit vector of R
n. Thanks to (2.2b) and (2.2d), for small
enough δ and arbitrary α > 0, provided ǫ > 0 is small enough, on using Doob’s inequality,
Pǫ( sup
s˜∈[s,s+δ]
|Xǫs˜ −Xǫs| > η) ≤ Pǫ(τ ǫN ≤ t) +Pǫ
(√
ǫ sup
s˜∈[s,s+δ]
|
s˜∧τǫN∫
s∧τǫN
Bǫr(X
ǫ
r , x
ǫ
r) dW
ǫ
r | >
η
2
)
≤ Pǫ(τ ǫN ≤ t) +
n∑
i=1
Pǫ
(√
ǫ sup
s˜∈[s,s+δ]
(
eTi
s˜∧τǫN∫
s∧τǫN
Bǫr(X
ǫ
r , x
ǫ
r) dW
ǫ
r
)
>
η
2n
) ≤ Pǫ(τ ǫN ≤ t)
+
n∑
i=1
Pǫ
(
sup
s˜∈[s,s+δ]
exp
( α√
ǫ
eTi
s˜∧τǫN∫
s∧τǫN
Bǫr(X
ǫ
r , x
ǫ
r) dW
ǫ
r −
α2
2ǫ
s˜∧τǫN∫
s∧τǫN
eTi C
ǫ
r(X
ǫ
r , x
ǫ
r)ei dr
)
> eαη/(2nǫ) exp
(−α2δ
2ǫ
sup
r∈[0,t]
sup
|u|≤N
sup
x∈Rl
‖Cǫr(u, x)‖
)) ≤ Pǫ( sup
s˜∈[0,t]
|Xǫs˜ | ≥ N)
+ n e−αη/(2nǫ) exp
(α2δ
2ǫ
sup
r∈[0,t]
sup
|u|≤N
sup
x∈Rl
‖Cǫr(u, x)‖
)
.
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By (2.2d), (4.3) and the fact that α can be chosen arbitrarily great,
lim sup
δ→0
lim sup
ǫ→0
sup
s∈[0,t]
Pǫ( sup
s˜∈[s,s+δ]
|Xǫs˜ −Xǫs| > η)ǫ = 0 .
The sequential exponential tightness of Xǫ follows from part 2) of Lemma 4.1.
We prove now that µǫ is sequentially exponentially tight. Let f represent an R-valued twice
continuously differentiable function on Rl. By (2.1b) and Itoˆ’s lemma,
f(xǫt) = f(x
ǫ
0) +
1
ǫ
t∫
0
Df(xǫs)
T aǫs(X
ǫ
s, x
ǫ
s) ds +
1
2ǫ
t∫
0
tr
(
cǫs(X
ǫ
s , x
ǫ
s)D
2f(xǫs)
)
ds
+
1√
ǫ
t∫
0
Df(xǫs)
T bǫs(X
ǫ
s, x
ǫ
s) dW
ǫ
s .
Therefore, on identifying µǫ with measure µǫ(dt, dx) , we have that, in analogy with (4.1),
Eǫ exp
(
f(xǫt∧τǫN )− f(x
ǫ
0)−
1
ǫ
t∧τǫN∫
0
∫
Rl
Df(x)Taǫs(X
ǫ
s , x)µ
ǫ(ds, dx)
− 1
2ǫ
t∧τǫN∫
0
∫
Rl
tr
(
cǫs(X
ǫ
s , x)D
2f(x)
)
µǫ(ds, dx)− 1
2ǫ
t∧τǫN∫
0
∫
Rl
‖Df(x)‖2cǫs(Xǫs ,x) µ
ǫ(ds, dx)
)
≤ 1 .
Let g2(u), where u ∈ R+, be an R+-valued nondecreasing C2-function with a bounded second
derivative such that Dg2(0) = D
2g2(0) = 0 and g2(u) = u for u ≥ 1 . For given N˘ > 0 , we let
f(x) = g2((|x| − N˘)+) , where x ∈ Rl . By (2.4a), if N˘ is great enough, then for all ǫ small enough,
(x/|x|)T aǫs∧τǫN (X
ǫ
s∧τǫN
, x) ≤ 0 provided |x| ≥ N˘ . Since g2 is a nondecreasing function,
Df(x)Taǫs∧τǫN
(Xǫs∧τǫN
, x) = Dg2((|x| − N˘)+)(x/|x|)T aǫs∧τǫN (X
ǫ
s∧τǫN
, x) ≤ 0 .
In addition, like in (4.2), tr
(
cǫs(X
ǫ
s, x)D
2|x| ) ≤ l√l − 1‖cǫs(Xǫs , x)‖/|x| . We obtain that
Eǫ exp
(
−f(xǫ0)−
1
ǫ
t∧τǫN∫
0
∫
|x|>N˘+1
xT
|x| a
ǫ
s(X
ǫ
s , x)µ
ǫ(ds, dx)
− 1
2ǫ
t∧τǫN∫
0
∫
N˘≤|x|≤N˘+1
(
tr
(
cǫs(X
ǫ
s , x)D
2f(x)
)
+ ‖Df(x)‖2cǫs(Xǫs ,x)
)
µǫ(ds, dx)
− 1
2ǫ
t∧τǫN∫
0
∫
|x|>N˘+1
( √l − 1
|x| l‖c
ǫ
s(X
ǫ
s , x)‖+ ‖
x
|x| ‖
2
cǫs(X
ǫ
s ,x)
)
µǫ(ds, dx)
)
≤ 1 . (4.4)
Since ‖cǫs(u, x)‖ is asymptotically bounded locally in (s, u) and globally in x, see (2.2a), there exists
L˜ > 0 such that |tr (cǫs∧τǫ
N
(Xǫs∧τǫ
N
, x)D2f(x)
)
+‖Df(x)‖2cǫ
s∧τǫ
N
(Xǫ
s∧τǫ
N
,x)| ≤ L˜ for all s ≤ t, all N˘ , and
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all x such that |x| ∈ [N˘ , N˘ + 1] , provided ǫ > 0 is small enough. We can also assume that L˜ is an
upper bound on ‖cǫs∧τǫN (X
ǫ
s∧τǫN
, x)‖ . We thus obtain from (4.4), on recalling that µǫ([0, t],Rl) = t,
that provided ǫ is small enough and N˘ is great enough,
Eǫ exp
(
−f(xǫ0) +
1
ǫ
M ǫ µǫ([0, t ∧ τ ǫN ], {x : |x| > N˘ + 1} −
3L˜t
2ǫ
)
)
≤ 1 ,
where
M ǫ = − sup
s∈[0,t]
sup
u∈Rn: |u|≤N
sup
x∈Rl: |x|>N˘+1
xT
|x| a
ǫ
s(u, x) > 0 .
It follows that for arbitrary δ > 0, all ǫ small enough, and all N˘ great enough,
Pǫ
(
µǫ([0, t ∧ τ ǫN ], {x ∈ Rl : |x| > N˘ + 1}) > δ
) ≤ Pǫ(|xǫ0| > N˘)
+Eǫ exp
(M ǫ
ǫ
µǫ([0, t ∧ τ ǫN ], {x : |x| > N˘ + 1})
)
1{|xǫ0|≤N˘}
exp
(−M ǫ
ǫ
δ
)
≤ Pǫ(|xǫ0| > N˘) + exp
(3L˜t
2ǫ
− M
ǫδ
ǫ
+ g2(0)
)
,
so by the facts that lim infǫ→0M
ǫ → ∞ and lim supǫ→0Pǫ(|xǫ0| ≥ N˘)ǫ → 0 as N˘ → ∞, and that
(4.3) holds, we obtain that
lim
N˘→∞
lim sup
ǫ→0
Pǫ
(
µǫ([0, t], {x ∈ Rl : |x| > N˘ + 1}) > δ)ǫ = 0.
Since |µǫt(Θ) − µǫs(Θ)| ≤ |t − s|, for Θ ∈ B(Rl) , the sequential exponential tightness of µǫ follows
from part 1 of Lemma 4.1.
Remark 4.2. Since (Xǫ, µǫ) is continuous in ǫ in distribution, one can prove that (Xǫ, µǫ) is expo-
nentially tight.
5 The equation for the large deviation function
In this section, we derive an equation for large deviation limit points of (Xǫ, µǫ) that is to be used
for identifying the large deviation function. For 0 = t0 < t1 < . . . < ti, let
λ(t,X) =
i∑
j=1
λj(Xtj−1)1[tj−1,tj)(t), (5.1)
where X = (Xs, s ∈ R+) ∈ C(R+,Rn) and the functions λj(u) , for u ∈ Rn , are Rn-valued and
continuous. We define
t∫
0
λ(s,X) dXs =
i∑
j=1
λi(Xtj−1∧t)
T (Xt∧tj −Xt∧tj−1) . (5.2)
20
Let f(t, u, x) represent a C1,2,2(R+×Rn×Rl)-function with compact support in x locally uniformly
in (t, u) and let, with (X,µ) ∈ C(R+,Rn)× C↑(R+,M(Rl)) ,
U
λ(·),f
t (X,µ) =
t∫
0
λ(s,X) dXs −
t∫
0
∫
Rl
λ(s,X)TAs(Xs, x)µ(ds, dx)
−
t∫
0
∫
Rl
Dxf(s,Xs, x)
T as(Xs, x)µ(ds, dx) − 1
2
t∫
0
∫
Rl
tr
(
cs(Xs, x)D
2
xxf(s,Xs, x)
)
µ(ds, dx)
− 1
2
t∫
0
∫
Rl
‖λ(s,X)‖2Cs(Xs,x) µ(ds, dx)−
1
2
t∫
0
∫
Rl
‖Dxf(s,Xs, x)‖2cs(Xs,x) µ(ds, dx)
−
t∫
0
∫
Rl
λ(s,X)TGs(Xs, x)Dxf(s,Xs, x)µ(ds, dx) . (5.3)
Under condition 2.1, U
λ(·),f
t (X,µ) is a continuous function of (X,µ) .
Let τ(X,µ) represent a continuous function of (X,µ) ∈ C(R+,Rn)×C↑(R+,M(Rl)) that is also
a stopping time relative to the flow G = (Gt, t ∈ R+) on C(R+,Rn) × C↑(R+, M(Rl)), where the
σ-algebra Gt is generated by the mappings X → Xs and µ→ µs for s ≤ t . (We note that the flow
G is not right continuous, so τ is a strict stopping time, see Jacod and Shiryaev [25].) Suppose
also that Xt∧τ(X,µ) is a bounded function of (X,µ) .
Theorem 5.1. Suppose that conditions 2.1, (2.2a), (2.2b), (2.2d), and (2.12) hold. If I˜ is a large
deviation limit point of (Xǫ, µǫ) for rate 1/ǫ as ǫ→ 0 , then
sup
(X,µ)∈C(R+ ,Rn)×C↑(R+,M(Rl))
(
U
λ(·),f
t∧τ(X,µ)(X,µ)− I˜(X,µ)
)
= 0 . (5.4)
Proof. The process (λ(t,Xǫ), t ∈ R+) is Fǫ-adapted so that by (2.1a) and (5.2),
t∫
0
λ(s,Xǫ) dXǫs =
t∫
0
λ(s,Xǫ)TAǫs(X
ǫ
s, x
ǫ
s) ds +
√
ǫ
t∫
0
λ(s,Xǫ)TBǫs(X
ǫ
s , x
ǫ
s) dW
ǫ
s . (5.5)
By (2.1a), (2.1b), and Itoˆ’s lemma,
f(t,Xǫt , x
ǫ
t) = f(0,X
ǫ
0, x
ǫ
0) +
t∫
0
∂f(s,Xǫs, x
ǫ
s)
∂s
ds+
t∫
0
Duf(s,X
ǫ
s, x
ǫ
s)
TAǫs(X
ǫ
s, x
ǫ
s) ds
+
√
ǫ
t∫
0
Duf(s,X
ǫ
s, x
ǫ
s)
TBǫs(X
ǫ
s, x
ǫ
s) dW
ǫ
s +
1
ǫ
t∫
0
Dxf(s,X
ǫ
s, x
ǫ
s)
Taǫs(X
ǫ
s , x
ǫ
s) ds
+
1√
ǫ
t∫
0
Dxf(s,X
ǫ
s, x
ǫ
s)
T bǫs(X
ǫ
s, x
ǫ
s) dW
ǫ
s +
ǫ
2
t∫
0
tr
(
Cǫs(X
ǫ
s , x
ǫ
s)D
2
uuf(s,X
ǫ
s, x
ǫ
s)
)
ds
+
1
2ǫ
t∫
0
tr
(
cǫs(X
ǫ
s, x
ǫ
s)D
2
xxf(s,X
ǫ
s, x
ǫ
s)
)
ds+
t∫
0
tr
(
Gǫs(X
ǫ
s, x
ǫ
s)D
2
uxf(s,X
ǫ
s, x
ǫ
s)
)
ds , (5.6)
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where Gǫs(u, x) = B
ǫ
s(u, x)b
ǫ
s(u, x)
T . We denote
U ǫt (X,µ) =
t∫
0
λ(s,X) dXs −
t∫
0
∫
Rl
λ(s,X)TAǫs(Xs, x)µ(ds, dx)
−
t∫
0
∫
Rl
Dxf(s,Xs, x)
T aǫs(Xs, x)µ(ds, dx) −
1
2
t∫
0
∫
Rl
tr
(
cǫs(Xs, x)D
2
xxf(s,Xs, x)
)
µ(ds, dx)
− 1
2
t∫
0
∫
Rl
‖λ(s,X)‖2Cǫs (Xs,x) µ(ds, dx) −
1
2
t∫
0
∫
Rl
‖Dxf(s,Xs, x)‖2cǫs(Xs,x) µ(ds, dx)
−
t∫
0
∫
Rl
λ(s,X)TGǫs(Xs, x)Dxf(s,Xs, x)µ(ds, dx)
and
V ǫt (X,µ) = f(t,Xt, xt)− f(0,X0, x0)−
t∫
0
∫
Rl
∂f(s,Xs, x)
∂s
µ(ds, dx)
−
t∫
0
∫
Rl
Duf(s,Xs, x)
TAǫs(Xs, x)µ(ds, dx) −
ǫ
2
t∫
0
∫
Rl
tr
(
Cǫs(Xs, x)D
2
uuf(s,Xs, x)
)
µ(ds, dx)
−
t∫
0
∫
Rl
tr
(
Gǫs(Xs, x)D
2
uxf(s,Xs, x)
)
µ(ds, dx)− ǫ
2
t∫
0
∫
Rl
‖Duf(s,Xs, x)‖2Cǫs(Xs,x) µ(ds, dx)
−
t∫
0
∫
Rl
λ(s,X)TCǫs(Xs, x)Duf(s,Xs, x)µ(ds, dx)−
t∫
0
∫
Rl
Duf(s,Xs, x)
TGǫs(Xs, x)Dxf(s,Xs, x)µ(ds, dx) .
Since the function λ(s, u) is locally bounded, the function f(s, u, x) and its derivatives are locally
bounded and are of compact support in x, conditions (2.2a), (2.2b), (2.2d), and (2.13) hold, and
Xt∧τ(X,µ) is bounded, we have that there exists number R(t) > 0 such that for all ǫ small enough
uniformly over (X,µ),
|U ǫt∧τ(X,µ)(X,µ)| + |V ǫt∧τ(X,µ)(X,µ)| ≤ R(t) . (5.7)
Since Xǫs and µ
ǫ
s are F ǫs -measurable, τ(Xǫ, µǫ) is a stopping time relative to Fǫ . By (5.5), (5.6),
and (5.7), the process
(
exp
(
(1/ǫ)U ǫt∧τ(Xǫ ,µǫ)(X
ǫ, µǫ) + V ǫt∧τ(Xǫ,µǫ)(X
ǫ, µǫ)
)
, t ∈ R+
)
is a bounded
Fǫ-martingale, so
Eǫ exp
(1
ǫ
U ǫt∧τ(Xǫ ,µǫ)(X
ǫ, µǫ) + V ǫt∧τ(Xǫ,µǫ)(X
ǫ, µǫ)
)
= 1 .
Since the function f(s, u, x) is of compact support in x, the convergence hypotheses in (2.12)
and the bound in (5.7) imply that U ǫt∧τ(X,µ)(X,µ) → U
λ(·),f
t∧τ(X,µ)(X,µ) as ǫ → 0 uniformly over
compact sets. By Theorem 3.3, sup(X,µ)∈C(R+ ,Rn)×C↑(R+,M(Rl))(U
λ(·),f
t∧τ(X,µ)(X,µ) − I˜(X,µ)) = 0 .
Remark 5.1. One can see that there exists compact K ⊂ C(R+,Rn) × C↑(R+,M(Rl)) such that
sup(X,µ)∈K
(
U
λ(·),f
t∧τ(X,µ)(X,µ) − I˜(X,µ)
)
= 0 .
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6 Regularity properties
Let I˜ represent a large deviation limit point of (Xǫ, µǫ) for rate 1/ǫ as ǫ→ 0 such that I˜(X,µ) =∞
unless X0 = uˆ , where uˆ is a preselected element of R
n . Let, as in Theorem 3.4, for (X,µ) ∈
C(R+,R
n)× C↑(R+,M(Rl)) ,
I∗∗(X,µ) = sup
λ(·),f,t,τ
U
λ(·),f
t∧τ(X,µ)(X,µ) , (6.1)
with the supremum being taken over λ(t,X), f(t, u, x), and τ(X,µ) satisfying the requirements of
Theorem 5.1 and over t ≥ 0 . We note that, under Condition 2.1, I∗∗(X,µ) is a lower semicontinuous
function of (X,µ) and that by Theorem 5.1,
I∗∗(X,µ) ≤ I˜(X,µ) . (6.2)
The rest of the paper is concerned mostly with proving that equality prevails in (6.2), provided
X0 = uˆ . Since the case where I
∗∗(X,µ) < ∞ needs to be considered only, in this section we
undertake a study of the properties of (X,µ) such that I∗∗(X,µ) < ∞ . We then prove that if
I∗∗(X,µ) < ∞ and X0 = uˆ , then I∗∗(X,µ) = I(X,µ) , where I(X,µ) is given in the statements
of Theorem 2.1 and Proposition 2.1 with I0(uˆ) = 0 , see Theorem 6.1. We assume throughout
conditions 2.1, 2.2, (2.4b), (2.14c) and (2.14d) to hold.
Lemma 6.1. If µ ∈ C↑(R+,M(Rl)) , then µ is of the form µ(ds, dx) = νs(dx) ds, where νs(dx) is
a transition probability kernel from R+ to R
l . If (X,µ) ∈ C(R+,Rn)×C↑(R+,M(Rl)) is such that
I∗∗(X,µ) <∞, then X is absolutely continuous with respect to Lebesgue measure.
Proof. As µ ∈ C↑(R+,M(Rl)) , we have that µ(ds, dx) = νs(dx)µ(ds,Rl), where νs(dx) is a transi-
tion kernel from R+ to R
l, see, e.g., Theorem 8.1 on p.502 of Ethier and Kurtz [15].
Since µ(ds,Rl) is Lebesgue measure on R+ , µ(ds, dx) = νs(dx) ds .
On taking f = 0 in (5.3) and assuming λ(s,X) not to depend on X, so the piece of notation
λ(s) can be used instead, we have by (5.3), (6.1), and the part of the lemma just proved that if
I∗∗(X,µ) <∞, then
t∫
0
λ(s) dXs ≤
t∫
0
∫
Rl
λ(s)TAs(Xs, x) νs(dx) ds +
1
2
t∫
0
∫
Rl
‖λ(s)‖2Cs(Xs,x) νs(dx) ds + I∗∗(X,µ) .
Replacing λ(s) with δλ(s) , where δ > 0 , dividing through by δ, and minimising the righthand side
over δ obtains that
t∫
0
λ(s) dXs ≤
t∫
0
∫
Rl
λ(s)TAs(Xs, x) νs(dx) ds+
√
2
√
I∗∗(X,µ)
√√√√√
t∫
0
∫
Rl
‖λ(s)‖2Cs(Xs,x) νs(dx) ds .
It follows that X is absolutely continuous with respect to ds .
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By Lemma 6.1, if I∗∗(X,µ) <∞, then (5.3) takes the form
U
λ(·),f
t (X,µ) =
t∫
0
λ(s,X)T X˙s ds−
t∫
0
∫
Rl
λ(s,X)TAs(Xs, x) νs(dx) ds
−
t∫
0
∫
Rl
Dxf(s,Xs, x)
T as(Xs, x) νs(dx) ds − 1
2
t∫
0
∫
Rl
tr
(
cs(Xs, x)D
2
xxf(s,Xs, x)
)
νs(dx) ds
− 1
2
t∫
0
∫
Rl
‖λ(s,X)‖2Cs(Xs,x) νs(dx) ds −
1
2
t∫
0
∫
Rl
‖Dxf(s,Xs, x)‖2cs(Xs,x) νs(dx) ds
−
t∫
0
∫
Rl
λ(s,X)TGs(Xs, x)Dxf(s,Xs, x) νs(dx) ds . (6.3)
The next step is to show that νs(dx) has to be absolutely continuous with respect to dx and
establish its integrability properties . We need, however, to lay the groundwork. The proofs of the
following two lemmas are relegated to the appendix. The first one is essentially due to Ro¨ckner and
Zhang [44, pp.204,205], [45], see also Bogachev, Krylov, and Ro¨ckner [6]. The second one addresses
regularity of the invariant measures of diffusions and may be of interest in its own right.
Lemma 6.2. Let d ∈ N and let O represent either Rd or an open ball in Rd . Ifm(x) is an R+-valued
measurable function on Rd such that m ∈ W1,1
loc
(Rd) and
√
m ∈ W1,2(O) , then H1,2(O,m(x) dx) =
W
1,2(O,m(x) dx) .
Lemma 6.3. For d ∈ N and x ∈ Rd, let c(x) represent a locally Lipschitz continuous function with
values in the set of symmetric positive definite d × d-matrices and let b(x) represent an Rd-valued
measurable function. Suppose m(x) is a probability density on Rd such that m(lnm)2 ∈ L1
loc
(Rd) ,
b ∈ L2
loc
(Rd,Rd,m(x) dx) , and∫
Rd
tr (c(x)D2p(x))m(x) dx +
∫
Rd
Dp(x)T b(x)m(x) dx = 0
for all p ∈ C∞0 (Rd) , where we assume that 0(ln 0)2 = 0 .
Then m ∈W1,1
loc
(Rd) and
√
m ∈W1,2
loc
(Rd) . Furthermore, given open ball S from Rd , there exists
constant M which depends on S, on the Lipschitz constant of c(x) on S, and on infx∈S x
T c(x)x/|x|2
only, such that ∫
S
|Dm(x)|2
m(x)
dx ≤M(1 + ∫
S
(lnm(x))2m(x) dx+
∫
S
|b(x)|2m(x) dx) . (6.4)
The latter lemma is a local version of the result by Bogachev, Krylov, and Ro¨ckner [6] that if
b ∈ L2(Rd,m(x) dx) then √m ∈W1,2(Rd) , see also Metafune, Pallara, and Rhandi [31] .
For the next lemma, we recall that, according to our conventions, q′ = q/(q − 1) , provided
q > 1 .
Lemma 6.4. Suppose that I∗∗(X,µ) < ∞ , where µ(ds, dx) = νs(dx) ds . Then, for almost all s ,
the transition kernel νs(dx) is absolutely continuous with respect to Lebesgue measure, the density
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ms(x) = νs(dx)/dx is an element of L
β
loc
(Rl) for all β ∈ [1, l/(l−1)) and is an element of W1,α
loc
(Rl)
for all α ∈ [1, 2l/(2l − 1)) , and
√
ms(·) ∈ W1,2loc (Rl) . Furthermore, for arbitrary t > 0 and open
ball S ⊂ Rl ,
t∫
0
∫
S
|Dms(x)|2
ms(x)
dx ds <∞ . (6.5)
If, in addition,
√
ms(·) ∈W1,2(Rl), then Dms(·)/ms(·) ∈ L1,20 (Rl,Rl,ms(x) dx) .
If κ > 0, q ≥ 2 , and q > l , then
sup
(X,µ): I∗∗(X,µ)≤κ
t∫
0
∫
S
ms(x)
q′ dx ds <∞ . (6.6)
Proof. By (6.1) and (6.3) with λ(s,X) = 0 and f(s, u, x) = φ(s, x), where φ ∈ C1,2(R+ × Rl) and
the support of φ in x is bounded locally uniformly in s ,
− 1
2
t∫
0
∫
Rl
tr
(
cs(Xs, x)D
2
xxφ(s, x)
)
νs(dx) ds −
t∫
0
∫
Rl
Dxφ(s, x)
T as(Xs, x) νs(dx) ds
≤ I∗∗(X,µ) + 1
2
t∫
0
∫
Rl
‖Dxφ(s, x)‖2cs(Xs,x) νs(dx) ds .
Replacing φ(s, x) with δφ(s, x), where δ > 0, dividing through by δ , and minimising the righthand
side over δ yields
− 1
2
t∫
0
∫
Rl
tr
(
cs(Xs, x)D
2
xxφ(s, x)
)
νs(dx) ds −
t∫
0
∫
Rl
Dxφ(s, x)
T as(Xs, x) νs(dx) ds
≤
√
2 I∗∗(X,µ)1/2
( t∫
0
∫
Rl
‖Dxφ(s, x)‖2cs(Xs,x) νs(dx) ds
)1/2
. (6.7)
Let L1,20 ([0, t]×Rl,Rl, cs(Xs, x), νs(dx) ds) denote the closure in L2([0, t]×Rl,Rl, cs(Xs, x), νs(dx) ds)
of the space of functionsDxφ . By (6.7), the lefthand side extends to a continuous functional Tt(g) on
L
1,2
0 ([0, t]×Rl,Rl, cs(Xs, x), νs(dx) ds) . By the Riesz representation theorem, there exists a unique
ψ ∈ L1,20 ([0, t]× Rl,Rl, cs(Xs, x), νs(dx) ds) such that
Tt(g) =
t∫
0
∫
Rl
g(s, x)T cs(Xs, x)ψ(s, x) νs(dx) ds ,
for all g ∈ L1,20 ([0, t] × Rl,Rl, cs(Xs, x), νs(dx) ds) , and
( t∫
0
∫
Rl
‖ψ(s, x)‖2cs(Xs,x)νs(dx) ds
)1/2 ≤ √2I∗∗(X,µ)1/2 . (6.8)
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By uniqueness, ψ can be extended to a function on R+ × Rl so that for all t > 0,
− 1
2
t∫
0
∫
Rl
tr
(
cs(Xs, x)D
2
xxφ(s, x)
)
νs(dx) ds −
t∫
0
∫
Rl
Dxφ(s, x)
T as(Xs, x) νs(dx) ds
=
t∫
0
∫
Rl
Dxφ(s, x)
T cs(Xs, x)ψ(s, x) νs(dx) ds . (6.9)
It follows that for almost all s and for all h ∈ C20(Rl) ,
− 1
2
∫
Rl
tr
(
cs(Xs, x)D
2h(x)
)
νs(dx) =
∫
Rl
Dh(x)T as(Xs, x) νs(dx)
+
∫
Rl
Dh(x)T cs(Xs, x)ψ(s, x) νs(dx) . (6.10)
Since ψ ∈ L1,20 ([0, t]×Rl,Rl, cs(Xs, x), νs(dx) ds) , we have that, for almost all s , ψ(s, ·) belongs to
the closure of the set of the Dxh in L
2(Rl,Rl, cs(Xs, x), νs(dx)) . In particular,
∫
Rl
|ψ(s, x)|2 νs(dx) <
∞ . Since as(Xs, ·) and ψ(s, ·) are locally integrable with respect to νs(dx) and cs(Xs, ·) is uniformly
positive definite and is of class C1 , (6.10) and Theorem 2.1 in Bogachev, Krylov, and Ro¨ckner
[7] imply that the measure νs(dx) has density ms(x) with respect to Lebesgue measure which
belongs to Lβloc(R
l) for all β < l′ . It follows , since as(Xs, ·) and cs(Xs, ·) are locally bounded and∫
Rl
|ψ(s, x)|2 νs(dx) <∞, that, for arbitrary open ball S in Rl , there exists M > 0 such that for all
h ∈ C20(S)
|
∫
S
tr
(
cs(Xs, x)D
2h(x)
)
ms(x) dx| ≤M‖Dh‖L2β′ (S,Rl) .
Since cs(u, ·) is uniformly positive definite and is of class C1 , by Theorem 6.1 in Agmon [2], the
density ms(·) belongs to W1,αloc (S) for all α < 2l/(2l − 1). The inclusion
√
ms(·) ∈W1,2loc(Rl) follows
from Lemma 6.3 and (6.10). For the inequality (6.5), we also recall (6.4) and (6.8).
Let L1,2(Rl,Rl, cs(Xs, x),ms(x) dx) represent the closure in L
2(Rl,Rl, cs(Xs, x),ms(x) dx)
of the set of gradients of C1(Rl)–functions such that those gradients belong to
L
2(Rl,Rl, cs(Xs, x),ms(x) dx) . Let ϕM (y) be a smooth function such that ϕM (y) = y when
|y| ≤ M and ϕM (y) = (y/|y|)(M + 1) when |y| ≥ M + 1 . Let η(x) represent a [0, 1]-valued
continuously differentiable nonincreasing function defined for x ≥ 0 such that η(x) = 1 for x ∈ [0, 1]
and η(x) = 0 for x ≥ 2 . Let ηr(x) = η(|x|/r) where x ∈ Rl and r > 0 . By associating with
h ∈ L1,2(Rl,Rl, cs(Xs, x),ms(x) dx) the function ϕM (h(x))ηr(x) and taking limits as r → ∞ and
M → ∞ , one can show that L1,2(Rl,Rl, cs(Xs, x),ms(x) dx) = L1,20 (Rl,Rl, cs(Xs, x),ms(x) dx) .
The property that Dms(·)/ms(·) ∈ L1,20 (Rl,Rl,ms(x) dx) when
√
ms(·) ∈ W1,2(Rl) now follows
from Lemma 6.2.
We now adapt the proof of Theorem 2.1 in Bogachev, Krylov, and Ro¨ckner [7] in order to obtain
the bound in (6.6). Let S1 represent an open ball which contains S . By (6.8), (6.9), and local
boundedness of as(u, x) and cs(u, x) , assuming that φ(s, x) in (6.9) is supported by S1 in x for all
s ∈ [0, t], there exists L1 > 0 such that for all (X,µ) with I∗∗(X,µ) ≤ δ,
|
t∫
0
∫
S1
tr
(
cs(Xs, x)D
2
xxφ(s, x)
)
ms(x) dx ds| ≤ L1
( t∫
0
sup
x∈S1
|Dxφ(s, x)|2 ds
)1/2
. (6.11)
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An approximation argument shows that one may assume that φ(s, x) is measurable in (s, x) and
is of class C2 in x . Let ζ(x) represent a C∞0 -function on R
l with support in S1 that equals 1 on S
and let ϕ(s, x) be a measurable function that is of class C∞ in x . On letting φ(s, x) = ζ(x)ϕ(s, x)
in (6.11), we have that there exists L2 > 0 such that for all ϕ(s, x) and all (X,µ) that satisfy the
inequality I∗∗(X,µ) ≤ δ ,
|
t∫
0
∫
S1
tr
(
cs(Xs, x)D
2
xxϕ(s, x)
)
ζ(x)ms(x) dx ds| ≤ L2
( t∫
0
(
sup
x∈S1
|ϕ(s, x)|2+sup
x∈S1
|Dxϕ(s, x)|2
)
ds
)1/2
.
By Sobolev’s imbedding, W2,q(S1) is continuously imbedded into W
1,∞(S1) provided q > l (see,
e.g., Theorem 4.12 on p.85 in Adams and Fournier [1]), hence,
|
t∫
0
∫
S1
tr
(
cs(Xs, x)D
2
xxϕ(s, x)
)
ζ(x)ms(x) dx ds| ≤ L3
( t∫
0
‖ϕ(s, ·)‖2
W2,q (S1)
ds
)1/2
, (6.12)
where L3 > 0 . The latter inequality extends to ϕ(s, ·) ∈ C2(S1) . Given a bounded continuous func-
tion f(s, x) such that f(s, ·) ∈ C∞0 (S1) , let ϕ(s, ·) ∈ C2(S1) be such that tr
(
cs(Xs, x)D
2
xxϕ(s, x)
)
=
f(s, x) and ϕ(s, x) = 0 on the boundary of S1 , see Theorem 6.14 on p.107 of Gilbarg and Trudinger
[22]. By Theorem 9.13 on p.239 in Gilbarg and Trudinger [22], where we take Ω′ = Ω = S1, and
on recalling that the norms ‖cs(u, ·)‖W2,q (S1) are bounded locally in (s, u) , we have that
‖ϕ(s, ·)‖W2,q (S1) ≤ L4(‖ϕ(s, ·)‖Lq (S1) + ‖f(s, ·)‖Lq(S1))
locally uniformly in s . By Theorem 9.1 on p.220 in Gilbarg and Trudinger [22], supx∈S1 |ϕ(s, x)| ≤
L5‖f(s, ·)‖Lq(S1) locally uniformly in s . We obtain that there exists L6 > 0 such that
‖ϕ(s, ·)‖W2,q (S1) ≤ L6‖f(s, ·)‖Lq(S1) . By (6.12), if q ≥ 2 , then, for some L7 > 0 ,
|
t∫
0
∫
S1
f(s, x)ζ(x)ms(x) dx ds| ≤ L7
( t∫
0
∫
S1
|f(s, x)|q dx ds)1/q .
Since the functions f(s, x) are dense in Lq([0, t]× S1) ,
( t∫
0
∫
S1
|ζ(x)ms(x)|q′ dx ds
)1/q′ ≤ L7 ,
which yields the required bound (6.6) if one recalls that ζ(x) = 1 on S .
Remark 6.1. As a byproduct of the proof, the function ψ(s, ·) is an element of
L
1,2
0 (R
l,Rl, cs(Xs, x),ms(x) dx) for almost all s .
We now work toward proving that I∗∗ is the same as I in Theorem 2.1 and Proposition 2.1.
The following lemma will be useful for calculating I∗∗ , cf. Lemma A.2 on p.460 in Puhalskii [41].
Lemma 6.5. Let V represent a complete separable metric space, let U represent a dense subspace,
and let R-valued function f(s, y) be defined on R+ × V , be measurable in s and continuous in y .
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Suppose also that f(s, λ(s)) is locally integrable with respect to Lebesgue measure for all measurable
functions λ(s) that assume values in U . Then, for all t ∈ R+ ,
sup
λ(·)∈Λ
t∫
0
f(s, λ(s)) ds =
t∫
0
sup
y∈U
f(s, y) ds ,
where Λ represents the set of measurable functions assuming values in U .
In the rest of the paper we denote Dx by D , divergencies are understood with respect to x .
The next lemma is the key to proving that
√
ms(·) ∈W1,2(Rl) in the statement of Theorem 2.1.
Lemma 6.6. Let ms(x) , where x ∈ Rl and s ∈ R+ , represent an R+-valued measurable function
which is a probability density on Rl and an element of W1,1
loc
(Rl) for almost all s . If, for some t > 0
and L1 > 0 , we have that
∫ t
0
∫
S |Dms(x)|2/ms(x) dx ds <∞ , for all open balls S, and
t∫
0
sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T
(1
2
div (cs(Xs, x)ms(x))− as(Xs, x)ms(x)
)
− 1
2
‖Dh(x)‖2cs(Xs,x)ms(x)
)
dx ds ≤ L1 , (6.13)
then there exists L2 > 0 , which depends on L1 and t only, such that
t∫
0
∫
Rl
|Dms(x)|2
ms(x)
dx ds ≤ L2 .
Proof. Let η(x) represent a [0, 1]-valued twice continuously differentiable nonincreasing function
defined for x ≥ 0 such that η(x) = 1 for x ∈ [0, 1] and η(x) = 0 for x ≥ 2 . Let ηr(x) = η(|x|/r)
where x ∈ Rl and r > 0 . We note that the bound in (6.13) extends to functions h(x) from the closure
H
1,2
0 (S2r+1, ms(x) dx) of C
∞
0 (S2r+1) inW
1,2(S2r+1, ms(x) dx) , where S2r+1 represents the open ball
of radius 2r+1 centred at the origin in Rl . Let δ > 1 . Since (the restriction of) ln(ms(·)∧δ∨δ−1) to
S2r+1 is an element ofW
1,2(S2r+1, ms(x) dx) a.e. and since by Lemma 6.2,W
1,2(S2r+1, ms(x) dx) =
H
1,2(S2r+1, ms(x) dx) , we have that ln(ms(·)∧ δ ∨ δ−1) ∈ H1,2(S2r+1, ms(x) dx) , so, ln(ms(·)∧ δ ∨
δ−1)ηr(·)2 is an element of H1,20 (S2r+1, ms(x) dx) . Hence, one can take h(x) = (1/4) ln(ms(x)∧ δ ∨
δ−1)ηr(x)
2 in (6.13) to obtain
t∫
0
∫
Rl
((1
4
Dms(x)
ms(x)
1{δ−1≤ms(x)≤δ}(x)ηr(x)
2 +
1
2
ln(ms(x) ∧ δ ∨ δ−1) ηr(x)Dηr(x)
)T
(1
2
cs(Xs, x)
Dms(x)
ms(x)
+
1
2
div cs(Xs, x)− as(Xs, x)
)
ms(x)
− 1
16
‖Dms(x)
ms(x)
1{δ−1≤ms(x)≤δ}(x)ηr(x)
2‖2cs(Xs,x)ms(x)
− 1
4
‖ln(ms(x) ∧ δ ∨ δ−1)ηr(x)Dηr(x)‖2cs(Xs,x)ms(x)
)
dx ds ≤ L1 .
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Therefore,
t∫
0
∫
Rl
((1
8
‖Dms(x)‖2cs(Xs,x)
ms(x)
1{δ−1≤ms(x)≤δ}(x)ηr(x)
2
− 1
16
‖Dms(x)‖2cs(Xs,x)
ms(x)
1{δ−1≤ms(x)≤δ}(x)ηr(x)
4
)
dx ds
−
t∫
0
∫
Rl
(1
4
Dms(x)
T 1{δ−1≤ms(x)≤δ}(x)ηr(x)
2
(1
2
div cs(Xs, x)− as(Xs, x)
)
+
1
4
ln(ms(x) ∧ δ ∨ δ−1)ηr(x)Dηr(x)T cs(Xs, x)Dms(x)
+
1
2
ln(ms(x) ∧ δ ∨ δ−1)ηr(x)Dηr(x)T
(1
2
div cs(Xs, x)− as(Xs, x)
)
ms(x)
− 1
4
(ln(ms(x) ∧ δ ∨ δ−1))2ηr(x)2 ‖Dηr(x)‖2cs(Xs,x)ms(x)
)
dx ds ≤ L1 . (6.14)
We bound the terms on the righthand side. Integration by parts yields
∫
Rl
Dms(x)
T 1{δ−1≤ms(x)≤δ}(x)ηr(x)
2
(1
2
div cs(Xs, x)− as(Xs, x)
)
dx
= −
∫
Rl
(ms(x) ∧ δ ∨ δ−1) div
(
ηr(x)
2
(1
2
div cs(Xs, x)− as(Xs, x)
))
dx
= −
∫
Rl
(ms(x) ∧ δ ∨ δ−1)
(
ηr(x)
2 div
(1
2
div cs(Xs, x)− as(Xs, x)
)
+ 2ηr(x)Dηr(x)
T
(1
2
div cs(Xs, x)− as(Xs, x)
))
dx .
By Condition 2.1, there exists M1 > 0 such that |div
(
(1/2) div cs(Xs, x) − as(Xs, x)
)| ≤ M1 and
|(1/2) div cs(Xs, x)− as(Xs, x)| ≤M1(1 + |x|) , for all 0 ≤ s ≤ t and x ∈ Rl , so
|
∫
Rl
(ms(x) ∧ δ ∨ δ−1) ηr(x)2 div
(1
2
div cs(Xs, x)− as(Xs, x)
)
dx| ≤M1
and, letting M2 represent an upper bound on the absolute values of the first derivative of η(x) ,
|
∫
Rl
(ms(x) ∧ δ ∨ δ−1) 2ηr(x)Dηr(x)T
(1
2
div cs(Xs, x)− as(Xs, x)
))
dx|
= |
∫
Rl
(ms(x) ∧ δ ∨ δ−1) 2ηr(x) 1
r
xT
|x|Dη
( |x|
r
) (1
2
div cs(Xs, x)− as(Xs, x)
))
dx|
≤ 2M1M2 1
r
∫
x∈Rl: r≤|x|≤2r
ms(x)(1 + |x|) dx ≤ 2M1M2 2r + 1
r
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Therefore,
|
∫
Rl
Dms(x)
T 1{δ−1≤ms(x)≤δ}(x)ηr(x)
2
(1
2
div cs(Xs, x) − as(Xs, x)
)
dx| ≤ M1 + 2M1M2 2r + 1
r
.
(6.15)
Similarly,∫
Rl
ln(ms(x) ∧ δ ∨ δ−1)ηr(x)Dηr(x)T cs(Xs, x)Dms(x) dx
= −
∫
Rl
div
(
ln(ms(x) ∧ δ ∨ δ−1)ηr(x) cs(Xs, x)Dηr(x)
)
ms(x) dx
= −
∫
Rl
ηr(x) Dηr(x)
T cs(Xs, x)Dms(x)1{δ−1≤ms(x)≤δ}(x) dx
−
∫
Rl
ln(ms(x) ∧ δ ∨ δ−1) div
(
ηr(x)cs(Xs, x)Dηr(x)
)
ms(x) dx .
For the terms on the righthand side, we have that, for suitable M3 > 0 ,
|
∫
Rl
ln(ms(x) ∧ δ ∨ δ−1)div
(
ηr(x)cs(Xs, x)Dηr(x)
)
ms(x) dx| ≤M3 |ln δ|
r
and, for arbitrary κ > 0 ,
|
∫
Rl
ηr(x)Dηr(x)
T cs(Xs, x)Dms(x)1{δ−1≤ms(x)≤δ}(x) dx|
≤ 1
2κr2
∫
Rl
‖Dη( |x|
r
)‖2cs(Xs,x)ms(x) dx+ κ2
∫
Rl
‖Dms(x)‖2cs(Xs,x)
ms(x)
1{δ−1≤ms(x)≤δ}(x)ηr(x)
2 dx .
Hence,
|
∫
Rl
ln(ms(x) ∧ δ ∨ δ−1)ηr(x)Dηr(x)T cs(Xs, x)Dms(x) dx|
≤M3 |ln δ|
r
+
M22
2κr2
∫
Rl
‖cs(Xs, x)‖ms(x) dx+ κ
2
∫
Rl
‖Dms(x)‖2cs(Xs,x)
ms(x)
1{δ−1≤ms(x)≤δ}(x) dx .
(6.16)
The remaining two terms on the righthand side of (6.14) are bounded as follows:
|
∫
Rl
ln(ms(x) ∧ δ ∨ δ−1)ηr(x)Dηr(x)T
(1
2
div cs(Xs, x)− as(Xs, x)
)
ms(x) dx|
≤M1M2 |ln δ| 2r + 1
r
∫
x∈Rl: |x|≥r
ms(x) dx
(6.17)
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and
∫
Rl
(ln(ms(x) ∧ δ ∨ δ−1))2ηr(x)2 ‖Dηr(x)‖2cs(Xs,x)ms(x) dx ≤
M22 (ln δ)
2
r2
∫
Rl
‖cs(Xs, x)‖ms(x) dx .
(6.18)
We obtain by (6.14) – (6.18) that there exists M4 > 0 such that, given arbitrary δ > 1 , for all r
great enough (depending on δ),
1
16
t∫
0
∫
Rl
‖Dms(x)‖2cs(Xs,x)
ms(x)
ηr(x)
21{δ−1≤ms(x)≤δ}(x)
(
2 − ηr(x)2 − 2κ
)
dx ds ≤ L1 +M4t
so that assuming κ < 1/2 ,
t∫
0
∫
Rl
‖Dms(x)‖2cs(Xs,x)
ms(x)
ηr(x)
21{δ−1≤ms(x)≤δ}(x) dx ds ≤
16
1− 2κ (L1 +M4t) ,
which implies the assertion of the lemma by letting r →∞ and δ →∞ .
The next theorem establishes the equality I∗∗(X,µ) = I(X,µ) provided I∗∗(X,µ) <∞ , X0 = uˆ ,
and I0(uˆ) = 0.
Theorem 6.1. Suppose that conditions 2.1, 2.2, (2.4b), (2.14c) and (2.14d) hold and
that I∗∗(X,µ) < ∞ . Then µ(ds, dx) = ms(x) dx ds , where ms(·) ∈ P(Rl) a.e. and∫ t
0
∫
Rl
|Dms(x)|2/ms(x) dx ds < ∞ for all t ∈ R+ . The projection Φs,ms(·),Xs(x) belongs
to L2(Rl,Rl, cs(Xs, x),ms(x) dx) as a function of x for almost every s , Φs,ms(·),Xs(x) and
Ψs,ms(·),Xs(x) are measurable in (s, x) , and
∫ t
0
∫
Rl
‖Φs,ms(·),Xs(x)‖2ms(x) dx ds <∞ for all t ∈ R+ .
We also have that
I∗∗(X,µ) =
∞∫
0
sup
λ∈Rn
(
λT
(
X˙s −
∫
Rl
As(Xs, x)ms(x) dx
)
(6.19)
−1
2
‖λ‖2∫
Rl
Cs(Xs,x)ms(x) dx
+ sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T
(1
2
div (cs(Xs, x)ms(x))
−(as(Xs, x) +Gs(Xs, x)Tλ)ms(x)
)− 1
2
‖Dh(x)‖2cs(Xs,x)ms(x)
)
dx
)
ds
=
∞∫
0
sup
λ∈Rn
(
λT
(
X˙s −
∫
Rl
As(Xs, x)ms(x) dx
) − 1
2
‖λ‖2∫
Rl
Cs(Xs,x)ms(x) dx
(6.20)
+ sup
g∈L1,20 (R
l,Rl,cs(Xs,x),ms(x) dx)
∫
Rl
(
g(x)T cs(Xs, x)
(Dms(x)
2ms(x)
−Φs,ms(·),Xs(x)−Ψs,ms(·),Xs(x)λ
)− 1
2
‖g(x)‖2cs(Xs,x)
)
ms(x) dx
)
ds .
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The vector X˙s−
∫
Rl
As(Xs, x)ms(x) dx−
∫
Rl
Gs(Xs, x)
(
Dms(x)/(2ms(x))−Φs,ms(·),Xs(x)
)
ms(x) dx
is in the range of
∫
Rl
Qs,ms(·)(Xs, x)ms(x) dx a.e. and the supremum in (6.20) is attained at
λˆs =
(∫
Rl
Qs,ms(·)(Xs, x)ms(x) dx
)⊕(
X˙s −
∫
Rl
As(Xs, x)ms(x) dx
−
∫
Rl
Gs(Xs, x)
(Dms(x)
2ms(x)
− Φs,ms(·),Xs(x)
)
ms(x) dx
)
(6.21)
and
gˆs(x) =
Dms(x)
2ms(x)
− Φs,ms(·),Xs(x)−Ψs,ms(·),Xs(x)λˆs (6.22)
so that
I∗∗(X,µ) =
∞∫
0
(1
2
∫
Rl
‖Dms(x)
2ms(x)
− Φs,ms(·),Xs(x)‖2cs(Xs,x)ms(x) dx
+
1
2
‖X˙s −
∫
Rl
As(Xs, x)ms(x) dx −
∫
Rl
Gs(Xs, x)
(Dms(x)
2ms(x)
− Φs,ms(·),Xs(x)
)
ms(x) dx‖2(∫
Rl
Qs,ms(·)(Xs,x)ms(x) dx)
⊕
)
ds . (6.23)
Proof. We recall the expression (6.1) for I∗∗(X,µ) , where the supremum is taken over t ∈ R+,
functions λ(s,X) given by (5.1), and C1,2,2(R+ × Rn × Rl)-functions f(s, u, x) that are compactly
supported in x locally uniformly in (t, u) . According to Lemma 6.4, if I∗∗(X,µ) < ∞, then
νs(dx) = ms(x) dx , where ms(·) ∈W1,1loc(Rl) , so one can integrate by parts in (6.3) to obtain
U
λ(·),f
t (X,µ) =
t∫
0
(
λ(s,X)T
(
X˙s −
∫
Rl
As(Xs, x)ms(x) dx
) − 1
2
∫
Rl
‖λ(s,X)‖2Cs(Xs,x)ms(x) dx
+
∫
Rl
Df(s,Xs, x)
T
(1
2
div (cs(Xs, x)ms(x))− as(Xs, x)ms(x)
)
dx
− 1
2
∫
Rl
‖Df(s,Xs, x)‖2cs(Xs,x)ms(x) dx−
∫
Rl
λ(s,X)TGs(Xs, x)Df(s,Xs, x)ms(x) dx
)
ds . (6.24)
An approximation argument using mollifiers implies that the supremum will not change if
λ(s,X) is assumed bounded and measurable in s and if f(s, u, x) is assumed measurable, continu-
ously differentiable in x with bounded first partial derivatives and compactly supported in x locally
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uniformly in (s, u) . Therefore, on noting that X is kept fixed,
I∗∗(X,µ) = sup
t∫
0
(
λ(s)T
(
X˙s −
∫
Rl
As(Xs, x)ms(x) dx
) − 1
2
‖λ(s)‖2∫
Rl
Cs(Xs,x)ms(x) dx
+
∫
Rl
Dφ(s, x)T
(1
2
divx (cs(Xs, x)ms(x))− as(Xs, x)ms(x)
)
dx− 1
2
∫
Rl
‖Dφ(s, x)‖2cs(Xs,x)ms(x) dx
−
∫
Rl
λ(s)TGs(Xs, x)Dφ(s, x)ms(x) dx
)
ds ,
where the supremum is taken over t ∈ R+, bounded measurable functions λ(s), and measurable
functions φ(s, x) that are continuously differentiable in x with bounded first partial derivatives
and are compactly supported in x locally uniformly in s . By Lemma 6.5, one can optimise with
respect to λ(s) and Dφ(s, x) inside the ds-integral which yields (6.19). In some more detail, we
apply Lemma 6.5 with U being the Cartesian product of the closed ball of radius i in Rn and of
the set Ui = {Dh : h ∈ C10(Rl) , supx∈Rl |Dh(x)| ≤ i and h(x) = 0 if |x| ≥ i} and with V being the
Cartesian product of the closed ball of radius i and of the closure of Ui in the space of continuous
functions with support in the open ball of radius i centred at the origin in Rl that are bounded
above by i in absolute value, the latter space being endowed with the sup-norm topology, where
i ∈ N , and let i→∞ .
Integration by parts in (6.10), with νs(dx) = ms(x) dx , yields∫
Rl
Dh(x)T
(1
2
div (cs(Xs, x)ms(x))−as(Xs, x)ms(x)
)
dx =
∫
Rl
Dh(x)T cs(Xs, x)ψ(s, x)ms(x) dx .
On recalling that ψ(s, ·) ∈ L1,20 (Rl,Rl, cs(Xs, x),ms(x) dx) for almost all s by Remark 6.1, we
have that the function −ψ(s, x) represents the orthogonal projection of cs(Xs, x)−1
(
as(Xs, x) −
(1/2) div (cs(Xs, x)ms(x))/ms(x)
)
onto L1,20 (R
l,Rl, cs(Xs, x),ms(x) dx) . Since by (6.19), Lemma
6.4, and Lemma 6.6, Dms(x)/ms(x) is a member of L
1,2
0 (R
l,Rl, cs(Xs, x),ms(x) dx) for almost all s,
we have that the function−ψ(s, x)+(1/2)Dms(x)/ms(x) belongs to L1,20 (Rl,Rl, cs(Xs, x),ms(x) dx)
for almost all s , so, by (2.17a), it equals Φs,ms(·),Xs(x) .
We show that Φs,ms(·),Xs(x) and Ψs,ms(·),Xs(x) are properly measurable. Let Us represent
the closure of the set {cs(Xs, ·)1/2
√
ms(·)Dp(·) : p ∈ C∞0 (Rl,Rn)} in L2(Rl,Rl×n) . Introduc-
ing ϕs(x) = cs(Xs, x)
−1/2Gs(Xs, x)
T
√
ms(x) and ϕˆs(x) = cs(Xs, x)
1/2Ψs,ms(·),Xs(x)
√
ms(x) , we
have that ϕˆs is the orthogonal projection of ϕs onto Us (see (2.17b) and (2.3)). By Corollary 8.2.13
on p.317 in Aubin and Frankowska [4], ϕˆs is a measurable function from R+ to L
2(Rl,Rl×n) . (We
note that s → Us is a measurable set-valued map by part vi) of Theorem 8.1.4 on p.310 in Aubin
and Frankowska [4].) This implies that the mapping (s, x) → Ψs,ms(·),Xs(x) is measurable. The
reasoning for Φs,ms(·),Xs is similar.
The representation in (6.20) follows from (2.17b), (2.17a), (2.3), and (6.19). Since the function
g˜s(x) =
Dms(x)
2ms(x)
− Φs,ms(·),Xs(x)−Ψs,ms(·),Xs(x)λ
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is a member of L1,20 (R
l,Rl, cs(Xs, x),ms(x) dx) , it attains the supremum in (6.20), which yields
I∗∗(X,µ) =
∞∫
0
sup
λ∈Rn
(
λT
(
X˙s −
∫
Rl
As(Xs, x)ms(x) dx
) − 1
2
‖λ‖2∫
Rl
Cs(Xs,x)ms(x) dx
+
1
2
∫
Rl
‖Φs,ms(·),Xs(x)−
Dms(x)
2ms(x)
−Ψs,ms(·),Xs(x)λ‖2cs(Xs,x)ms(x) dx
)
ds . (6.25)
Since the matrix Qs,ms(·)(u, x) = Cs(u, x)−‖Ψs,ms(·),u(x)‖2cs(u,x) (see (2.16)) is positive semidef-
inite, the supremum over λ in (6.25) is attained at
λ˜ =
(∫
Rl
Qs,ms(·)(Xs, x)ms(x) dx
)⊕(
X˙s −
∫
Rl
As(Xs, x)ms(x) dx
−
∫
Rl
Ψs,ms(·),Xs(x)
T cs(Xs, x)
(
Φs,ms(·),Xs(x)−
Dms(x)
2ms(x)
)
ms(x) dx
)
and equals
1
2
∫
Rl
‖Dms(x)
2ms(x)
− Φs,ms(·),Xs‖2cs(Xs,x)ms(x) dx +
1
2
‖λ˜‖2(∫
Rl
Qs,ms(·)(Xs,x)ms(x) dx
)⊕ ,
provided
X˙s −
∫
Rl
As(Xs, x)ms(x) dx −
∫
Rl
Ψs,ms(·),Xs(x)
T cs(Xs, x)
(Dms(x)
2ms(x)
− Φs,ms(·),Xs(x)
)
ms(x) dx
is in the range of
∫
Rl
Qs,ms(·)(Xs, x)ms(x) dx a.e. Otherwise, the supremum equals infinity. The
fact that λ˜ = λˆs and the expression in (6.23) follow from (2.17b) and (6.25). The properties that∫ t
0
∫
Rl
|Dms(x)|2/ms(x) dx ds and
∫ t
0
∫
Rl
‖Φs,ms(·),Xs(x)‖2 dx ds are finite follow from Lemma 6.6,
(6.19), and (6.23).
Motivated by (6.23) in Theorem 6.1, let us introduce, provided I∗∗(X,µ) < ∞ so that
µ(ds, dx) = ms(x) dx ds and X˙s −
∫
Rl
As(Xs, x)ms(x) dx −
∫
Rl
Gs(Xs, x)
(
Dms(x)/(2ms(x)) −
Φs,ms(·),Xs
)
ms(x) dx is in the range of
∫
Rl
Qs,ms(·)(Xs, x)ms(x) dx a.e.,
I∗∗t (X,µ) =
t∫
0
(1
2
∫
Rl
‖Dms(x)
2ms(x)
− Φs,ms(·),Xs(x)‖2cs(Xs,x)ms(x) dx
+
1
2
‖X˙s −
∫
Rl
As(Xs, x)ms(x) dx −
∫
Rl
Gs(Xs, x)
(Dms(x)
2ms(x)
− Φs,ms(·),Xs(x)
)
ms(x) dx‖2(∫
Rl
Qs,ms(·)(Xs,x)ms(x) dx)
⊕
)
ds . (6.26)
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Similarly to the proof of Theorem 6.1, we also have that
I∗∗t (X,µ) =
t∫
0
sup
λ∈Rn
(
λT
(
X˙s −
∫
Rl
As(Xs, x)ms(x) dx
) − 1
2
‖λ‖2∫
Rl
Cs(Xs,x)ms(x) dx
+ sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T
(1
2
div (cs(Xs, x)ms(x))− (as(Xs, x) +Gs(Xs, x)Tλ)ms(x)
)
− 1
2
‖Dh(x)‖2cs(Xs,x)ms(x)
)
dx
)
ds . (6.27)
For the proof of Theorem 8.1, it will be needed to extend (X,µ) defined on [0, t] past t in such a
way that I∗∗t (X,µ) = I
∗∗(X,µ) . That is done in the following lemma which also concerns the zeros
of I∗∗(X,µ) .
Lemma 6.7. For t ∈ R+ and z ∈ Rn , the system of equations
X˙s =
∫
Rl
As+t(Xs, x)ms(x) dx, X0 = z, (6.28)
∫
Rl
(1
2
tr (cs+t(Xs, x)D
2p(x)) + as+t(Xs, x)
TDp(x)
)
ms(x) dx = 0 (6.29)
where p ∈ C∞0 (Rl) is otherwise arbitrary, has a solution (X†, (m†s(x))) such that X† is lo-
cally Lipschitz continuous, m†s(x) is measurable, and m
†
s(·) ∈ P(Rl) . If, given (X,µ) such that
I∗∗(X,µ) <∞ , one defines (Xˆ, µˆ) by the relations Xˆs = Xs and µˆs = µs for s ≤ t , and Xˆs = X†s−t
and µˆs(dx) = µt(dx) +
∫ s−t
0 m
†
r(dx) dr for s > t , where z = Xt , then I
∗∗(Xˆ, µˆ) = I∗∗t (X,µ) . In
particular, if t = 0 , then I∗∗(X†, µ†) = 0 .
Proof. Since as(u, x) is locally bounded, since cs(u, x) is bounded, is positive definite, and is of class
C
1 in x, and since as(u, x)
Tx/|x| → −∞ as |x| → ∞ by (2.4b), applications of Theorem 1.4.1 in
Bogachev, Krylov, and Ro¨ckner [8] (with V (x) =
√
1 + |x|2) and of Theorem 2.2 and Proposition
2.4 in Metafune, Pallara, and Rhandi [31], show that for every s, t ∈ R+ and u ∈ Rn there exists a
unique probability density ms(x) satisfying the equation∫
Rl
(1
2
tr (cs+t(u, x)D
2p(x)) +Dp(x)Tas+t(u, x)
)
ms(x) dx = 0 . (6.30)
We apply the method of successive approximations: let X0s = z and, for i ∈ N ,∫
Rl
(1
2
tr (cs+t(X
i
s, x)D
2p(x)) +Dp(x)Tas+t(X
i
s, x)
)
mis(x) dx = 0 , (6.31)
X˙i+1s =
∫
Rl
As+t(X
i+1
s , x)m
i
s(x) dx , X
i+1
0 = z. (6.32)
We note that mis(x) is a measurable function of (s, x) (one can use, e.g., Theorem 8.2.9 on p.315 in
Aubin and Frankowska [4]). By (2.14c), we have that given L > 0, there exists M > 0 such
that a.e. in s ∈ [0, L] , d|Xi+1s |2/ds ≤ M(1 + |Xi+1s |2) . Gronwall’s inequality implies that
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supi∈N sups∈[0,L]|Xis| < ∞ . By (6.32) and (2.14b), the derivatives X˙i+1s are bounded uniformly
in i ∈ N and s ∈ [0, L] , so the sequence (Xis, s ∈ [0, L]) is relatively compact for the uniform norm
on [0, L] . Let X†s represent a limit point. It is a locally Lipschitz continuous function.
As in Metafune, Pallara, and Rhandi [31, Proposition 2.4], we have that, for arbitrary δ > 0
and L > 0 ,
sup
s∈[0,L]
sup
i∈N
∫
Rl
eδ|x|mis(x) dx <∞ . (6.33)
In some more detail, let for a function p which is twice differentiable at x ,
Lisp(x) =
1
2
tr (cs+t(X
i
s, x)D
2p(x)) +Dp(x)T as+t(X
i
s, x) .
Since, for |x| > 0 ,
Liseδ|x| =
(1
2
tr
(
cs+t(X
i
s, x)(
δ
|x| (I −
xxT
|x|2 ) + δ
2 xx
T
|x|2 )
)
+ δ ais+t(X
i
s, x)
T x
|x|
)
eδ|x| ,
where I represents the l × l identity matrix, and supi∈N as+t(Xis, x)Tx/|x| → −∞ as |x| → ∞ ,
there exists R > 1 such that Liseδ|x| ≤ 0 and eδ|x| ≤ |Liseδ|x|| for all s ∈ [0, t] and all i ∈ N provided
|x| > R . Let F be a C∞(Rl)-function such that F (x) = eδ|x| if |x| ≥ 1 . Arguing as in the proof of
Proposition 2.3 in Metafune, Pallara, and Rhandi [31], one can see that∫
x∈Rl: |x|>R
|Liseδ|x||mis(x) dx ≤
∫
x∈Rl: |x|≤R
LisF (x)mis(x) dx
so that ∫
x∈Rl: |x|>R
eδ|x|mis(x) dx ≤
∫
x∈Rl: |x|≤R
LisF (x)mis(x) dx , (6.34)
which implies (6.33).
Hence, given s ∈ [0, L] , the sequence of probability measures mis(x) dx is tight. Proposition 2.16
in Bogachev, Krylov, and Ro¨ckner [7] implies that the mis(x) converge in the variation norm along
a subsequence to density m†s(x) . Since the local Lq-norms of the mis(x) are uniformly bounded
for all q > 1 (see (2.26) in Bogachev, Krylov, and Ro¨ckner [7]), supi∈N|as+t(Xis, x)| grows at most
linearly with |x| by Lipschitz continuity and the fact that supx∈Rl supi∈N‖cis+t(Xis, x)‖ < ∞ (see
Condition 2.1), and supi∈N
∫
Rl
eδ|x|mis(x) dx <∞ , on taking a limit in (6.31), we have by dominated
convergence that (6.29) holds. Since densitym†s(x) is specified uniquely by (6.29)mis(x)→ m†s(x) as
i→∞ along a subsequence such that the Xi converge to X† . Since supi∈N supx∈Rl |As+t(Xis, x)| <
∞ by (2.14b), a similar reasoning shows that taking the above subsequential limit in (6.32) obtains
(6.28). Since (6.33) implies that
∫
Rl
|as(Xs, x)|2m†s(x) dx < ∞ , by Theorem 1.1 in Bogachev,
Krylov, and Ro¨ckner [6],
√
m†s(·) ∈W1,2(Rl) .
On noting that (6.30) can be written as∫
Rl
Dp(x)T
(
as+t(u, x)− 1
2
div cs+t(u, x)
)
ms(x) dx =
1
2
∫
Rl
Dp(x)T cs+t(u, x)Dms(x) dx ,
we have that Φ
s+t,m†s(·),X
†
s
(x) = Dm†s(x)/(2m
†
s(x)) which implies, by (6.23) and (6.26), that
I∗∗(Xˆ, µˆ) = I∗∗t (X,µ) .
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Remark 6.2. By Proposition 2.4 and Theorem 6.1 (with β = 1) in Metafune, Pallari, and Randi
[31], m†s(·) decays exponentially at infinity. It is also positive and Ho¨lder continuous, see Bogachev,
Krylov, and Ro¨ckner [7, Theorem 2.8, Corollary 2.10, Corollary 2.11] and Bogachev, Krylov, and
Ro¨ckner [8].
7 Identifying the large deviation function
The purpose of this section is to show that I˜ = I∗∗ for sufficiently regular functions (X,µ) . More
specifically, we will prove the following theorem.
Theorem 7.1. Suppose that conditions 2.1, 2.2, (2.4b), and (2.14d) hold. Suppose that I˜ is a
large deviation function that satisfies the assertion of Theorem 5.1 and is such that I˜(X,µ) = ∞
unless X0 = uˆ . Suppose that (Xˆ, µˆ) is such that Xˆ0 = uˆ , I
∗∗(Xˆ, µˆ) < ∞ , Xˆ is locally Lipschitz
continuous and that mˆs(x) = µˆ(ds, dx)/(ds dx) is of the form
mˆs(x) =Ms
(
m˜s(x)ηˆ
2
( |x|
r
)
+ e−α|x|
(
1− ηˆ2( |x|
r
)))
where m˜s(x) is a probability density in x which is locally bounded away from zero and belongs to
C
1(Rl) as a function of x , with |Dms(x)| being locally bounded in (s, x) , ηˆ(y) is a nonincreasing
[0, 1]-valued C10(R+)-function, where y ∈ R+ , that equals 1 for y ∈ [0, 1] and equals 0 for y ≥ 2 ,
r > 0 , α > 0 , and Ms is the normalising constant. Then, for given m˜s(x), ηˆ(y), and r, there
exists α0 > 0 such that I˜(Xˆ, µˆ) = I
∗∗(Xˆ, µˆ) for all α > α0 .
We assume throughout the section the hypotheses of Theorem 7.1 to hold. We start by extending
the assertion of Theorem 5.1 to a larger set of functions (λ(·), f) . For economy of notation, we
denote γ = (X,µ) and recall that Γ represents the set of γ such that X is absolutely continuous
and µ admits density ms(x) that is an element of P(R
l) in x , for almost all s . Let λ(s,X), where
s ∈ R+ and X ∈ C(R+,Rn), represent an Rn-valued measurable function and let hs(u, x), where
s ∈ R+, u ∈ Rn and x ∈ Rl, represent an R-valued measurable function, which is an element of
W
1,1
loc(R
l) in x and is of bounded support in x locally uniformly over (s, u) . If, for all t ∈ R+ and
all γ ∈ C(R+,Rn) × C↑(R+,M(Rl)) ,
∫ t
0
∫
Rl
(|λ(s,X)|2 + |Dhs(Xs, x)|2)µ(dx, ds) < ∞ , we define,
given N ∈ N,
τN (γ) = inf{t ∈ R+ :
t∫
0
∫
Rl
(
‖λ(s,X)‖2Cs(Xs,x) + ‖Dhs(Xs, x)‖2cs(Xs,x)
)
µ(dx, ds) +X∗t + t ≥ N}
(7.1a)
and, provided γ ∈ Γ ,
θN (γ) =
τN (γ)∫
0
(
λ(s,X)T
(
X˙s −
∫
Rl
As(Xs, x)ms(x) dx
) − 1
2
‖λ(s,X)‖2∫
Rl
Cs(Xs,x)ms(x) dx
+
∫
Rl
(
Dhs(Xs, x)
T
(1
2
div (cs(Xs, x)ms(x))− as(Xs, x)ms(x)
)
− 1
2
‖Dhs(Xs, x)‖2cs(Xs,x)ms(x)
)
dx−
∫
Rl
λ(s,X)TGs(Xs, x)Dhs(Xs, x)ms(x) dx
)
ds .
(7.1b)
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For the latter definition, we assume that, in addition,
t∫
0
(|X˙s|2 +
∫
Rl
|Dms(x)|2
ms(x)
dx) ds <∞ , (7.2)
for all t ∈ R+ , and use the piece of notation X∗t = sups∈[0,t]|Xs| . (The definition of θN (γ) is
modelled on the expression for U
λ(·),f
t (X,µ) in (6.24).) We note that τ
N (γ) ≤ N . Furthermore,
we have the following lemma, for which we reuse the piece of notation of Theorem 3.4 that, for
δ ∈ R+,
Kδ = {γ : I˜(γ) ≤ δ}
and recall that Kδ is a compact in C(R+,R
n) × C↑(R+,M(Rl)) and that Kδ ⊂ Γ . Theorem
6.1 implies that (7.2) holds on Kδ . For the definition of the essential supremum of a family of
measurable functions used in the next lemma, see, e.g., Proposition II.4.1 on p.44 of Neveu [34].
Lemma 7.1. Let λi(s,X) and his(u, x) be sequences of functions satisfying the same hypotheses as
λ(s,X) and hs(u, x) , respectively, and let τ
N,i(γ) and θN,i(γ) be defined by the respective equations
(7.1a) and (7.1b), with λi(s,X) and his(u, x) being substituted for λ(s,X) and hs(u, x) , respectively.
If, in addition, the functions his(u, x) are of bounded support in x uniformly over i and locally
uniformly over (s, u) , then
N∫
0
ess sup
γ∈Kδ
|λ(s,X)|2 ds+
N∫
0
ess sup
γ∈Kδ
∫
Rl
|Dhs(Xs, x)|2ms(x) dx ds <∞ , (7.3)
lim
i→∞
sup
γ∈Kδ
N∫
0
|λ(s,X) − λi(s,X)|2 ds = 0 , (7.4a)
and
lim
i→∞
sup
γ∈Kδ
N∫
0
∫
Rl
|Dhs(Xs, x)−Dhis(Xs, x)|2ms(x) dx ds = 0 , (7.4b)
then
lim
i→∞
sup
γ∈Kδ
|τN (γ)− τN,i(γ)| = 0 (7.5a)
and
lim
i→∞
sup
γ∈Kδ
|θN (γ)− θN,i(γ)| = 0 . (7.5b)
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Proof. Let us note that under the hypotheses,
lim
i→∞
sup
γ∈Kδ
N∫
0
∫
Rl
|‖λi(s,X)‖2Cs(Xs,x) − ‖λ(s,X)‖2Cs(Xs,x)|ms(x) dx ds = 0 ,
(7.6a)
lim
i→∞
sup
γ∈Kδ
N∫
0
∫
Rl
|‖Dhis(Xs, x)‖2cs(Xs,x) − ‖Dhs(Xs, x)‖2cs(Xs,x)|ms(x) dx ds = 0 ,
(7.6b)
lim
i→∞
sup
γ∈Kδ
N∫
0
|(λi(s,X)− λ(s,X))T (X˙s −
∫
Rl
As(Xs, x)ms(x)
)
dx| ds = 0,
(7.6c)
and
lim
i→∞
sup
γ∈Kδ
N∫
0
|
∫
Rl
(
Dhis(Xs, x)−Dhs(Xs, x)
)T (1
2
div (cs(Xs, x)ms(x))− as(Xs, x)ms(x)
)
dx| ds = 0 .
(7.6d)
The first two convergences are implied by (7.4a), (2.14d), and (7.4b), (2.14a), respectively, and
(7.3). The convergence in (7.6c) follows via Cauchy’s inequality from (7.4a) and the fact that,
according to (6.23) in Theorem 6.1,
sup
(X,µ): I∗∗(X,µ)≤δ
N∫
0
|X˙s −
∫
Rl
As(Xs, x)ms(x) dx|2 ds <∞ . (7.7)
Similarly, (7.6d) is a consequence of (7.4b), if one recalls that the functions involved are of uniformly
bounded support in x and takes into account part (6.5) of Lemma 6.4.
The convergence in (7.5a) follows from (7.6a), (7.6b) and the observation that by (7.1a)
|τN (γ)− τN,i(γ)| ≤
N∫
0
|
∫
Rl
(‖λ(s,X)‖2Cs(Xs,x) − ‖λi(s,X)‖2Cs(Xs,x)
+ ‖Dhs(Xs, x)‖2cs(Xs,x) − ‖Dhis(Xs, x)‖2cs(Xs,x)
)
ms(x) dx| ds .
The convergence in (7.5b) follows by (7.1b), (7.5a), (7.6a)–(7.6d), and (7.7), if one notes that,
thanks to (7.3),
sup
γ∈Kδ
t∫
0
|λ(s,X)|2 ds , sup
γ∈Kδ
t∫
0
∫
Rl
|Dhs(Xs, x)|2ms(x) dx ds ,
and
sup
γ∈Kδ
t∫
0
∫
Rl
Dhs(Xs, x)
T
(1
2
div (cs(Xs, x)ms(x))− as(Xs, x)ms(x)
)
dx ds
are continuous functions of t ∈ [0, N ] .
39
Lemma 7.2. Let λs(u) represent an R
n-valued function of (s, u) ∈ R+ × Rn , which is mea-
surable in s , is continuous in u for almost all s and is such that
∫ N
0 sup|u|≤L|λs(u)|2 ds < ∞
for all L > 0 . Suppose that the function hs(u, x) , in addition to being measurable and be-
ing of class W1,1
loc
in x , vanishes when x is outside of some open ball in Rl locally uniformly
in (s, u) , that the function Dhs(u, x) is continuous in (u, x) for almost all s ∈ R+ , and that∫ N
0 supu∈Rn: |u|≤L
∫
Rl
|Dhs(u, x)|q dx ds < ∞ for all q > 1 and L > 0 . Then, under the hypotheses
of Theorem 7.1, the function θN(γ) , where λ(s,X) = λs(Xs) , is continuous in γ when restricted
to Kδ ,
sup
γ∈Γ
(
θN(γ)− I˜(γ)) = 0
and the latter supremum is attained . Furthermore,
sup
γ∈K2N+2
(
θN(γ) − I˜(γ)) = 0 .
Proof. The functions |λs(u)|1{|λs(u)|≥r}(s, u) are upper semicontinuous in u and monotonically
decreasing in r , so by Dini’s theorem |λs(u)|21{|λs(u)|≥r}(s, u) → 0 as r → ∞ uniformly on
{u ∈ Rn : |u| ≤ L} . Let ri be such that
∫ N
0 supu∈Rn: |u|≤L|λs(u)|21{|λs(u)|≥ri}(s, u) ds < 1/i ,
where L = supγ∈Kδ sups∈[0,t]|Xs| and i ∈ N . Since λs(u) is a Carathe´odory function, as a conse-
quence of the Scorza-Dragoni theorem, see, e.g., p.235 in Ekeland and Temam [14], there exists
a measurable function λ˘is(u) that is continuous in (s, u) , is bounded above in absolute value by
ri , and is such that
∫ N
0 1{λs(·)6=λ˘is(·)}
(s) ds < 2/(ir2i ) . Letting λ
i(s,X) = λ˘i⌊j(i)s⌋/j(i)(X⌊j(i)s⌋/j(i)) ,
where j(i) is great enough and j(i)→∞ as i→∞ , we have that (7.4a) holds.
Similarly, let
his(u, x) =
∫
R×Rl
ρ1/i(s˜, y)hs−s˜(u, x− y) ds˜ dy,
where ρκ(s˜, y) = (ρ˜1(s˜/κ)/κ)(ρ˜2(y/κ)/κ
l), ρ˜1(s˜) is a mollifier on R such that ρ˜1(s˜) = 0 if |s˜| > 1 ,
ρ˜2(y) is a mollifier on R
l such that ρ˜2(y) = 0 if |y| > 1 , and hs(u, x) = 0 if s ≤ 0 . The function
his(u, x) is an element of C
∞(R+×Rl) in (s, x) for all u andDhis(u, x) =
∫
R×Rl ρ1/i(s˜, y)Dhs−s˜(u, x−
y) ds˜ dy , cf. Theorem 2.29 on p.36 in Adams and Fournier [1]. In addition, Dhis(u, x) is a continuous
function for every i . We also have that, for all open balls S , all L > 0 and all q > 1 ,
lim
i→∞
N∫
0
sup
u∈Rn: |u|≤L
∫
S
|Dhs(u, x)−Dhis(u, x)|q dx ds = 0 , (7.8)
which can be shown as follows. If, in addition, Dhs(u, x) is continuous in all variables, then
Dhis(u, x) converges to Dhs(u, x) locally uniformly in (s, u, x) , cf. Theorem 2.29 on p.36 in Adams
and Fournier [1], so, (7.8) holds. In the general case, in analogy with the above reasoning, there
exist rj such that
∫ N+1
0 supu∈Rn: |u|≤L
∫
S˜ |Dhs(u, x)|q1{|Dhs(u,x)|≥rj}(s, u, x) dx ds < 1/j where S˜
represents the open ball in Rl centred at the origin of radius one greater than that of S , and there
exists a continuous function h˘js(u, x) , which is bounded above in absolute value by rj , such that∫ N+1
0 1{Dhs(·,·)6=h˘
j
s(·,·)}
(s) ds < 2/(jrqj ) . Calculations show that
N∫
0
sup
u∈Rn: |u|≤L
∫
S
|Dhs(u, x) − h˘js(u, x)|q dx ds ≤
2q−1
j
+
2q+1
j
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and
N∫
0
sup
u∈Rn: |u|≤L
∫
S
|Dhis(u, x)−
∫
R×Rl
ρ1/i(s˜, y)h˘
j
s−s˜(u, x− y) ds˜ dy|q dx ds ≤
2q−1
j
+
2q+1V (S)
j
,
where V (S) represents the volume of the ball S . Hence, (7.8) holds.
By an application of Ho¨lder’s inequality, it follows from (7.8), (6.6) in Lemma 6.4 and hs(u, x)
having compact support in x locally uniformly over (s, u) that (7.4b) holds. Also, (7.3) holds.
Let τN,i and θN,i be defined as in Lemma 7.1. The functions his(u, x), λ
i(s,X), and τN,i(X,µ)
satisfy the requirements imposed on the respective functions f(s, u, x), λ(s,X), and τ(X,µ)
when deriving (5.4). Furthermore, integration by parts on the righthand side of (5.3) with
µ(ds, dx) = ms(x) dx ds , implies that θ
N,i(γ) = U
λi(·),hi
N∧τN,i(γ)
(γ) provided γ ∈ Γ . In addition, by
(7.1a), |XτN,i(γ)| ≤ N and τN,i(γ) is a continuous function of γ ∈ C(R+,Rn) × C(R+,M(Rl)) , cf.
Theorem 2 on p.510 and Theorem 3 on p.511 in Liptser and Shiryayev [29]. We obtain by equation
(5.4) of Theorem 5.1 and the fact that I˜(γ) =∞ unless γ ∈ Γ (see Theorem 6.1) that
sup
γ∈Γ
(θN,i(γ)− I˜(γ)) = 0 . (7.9)
Let us show that, for all δ > 2N + 1 ,
sup
γ∈Kδ
(θN,i(γ)− I˜(γ)) = 0 . (7.10)
Let, for γ ∈ Γ ,
θ˜N,i(γ) =
τN,i(γ)∫
0
(
2λi,j(s,X)T
(
X˙s −
∫
Rl
As(Xs, x)ms(x) dx
) − 1
2
∫
Rl
‖2λi,j(s,X)‖2Cs(Xs,x)ms(x) dx
+
∫
Rl
(
2Dhis(Xs, x)
T
(1
2
div (cs(Xs, x)ms(x)) − as(Xs, x)ms(x)
)
− 1
2
‖2Dhis(Xs, x)‖2cs(Xs,x)ms(x)
)
dx−
∫
Rl
4λi,j(s,X)TGs(Xs, x)Dh
i
s(Xs, x)ms(x) dx
)
ds .
By (5.3), θ˜N,i(γ) = U
2λi(·),2hi
N∧τN,i(γ)
(γ) , provided γ ∈ Γ , so in analogy with (7.9),
sup
γ∈Γ
(θ˜N,i(γ)− I˜(γ)) = 0 .
On noting that θ˜N,i(γ) ≥ 2θN,i(γ)− 2N , we have that, for M > 0,
sup
γ: θN,i(γ)≥M
(θN,i(γ)− I˜(γ)) ≤ sup
γ: θN,i(γ)≥M
(2θN,i(γ)− I˜(γ)) −M
≤ sup
γ: θN,i(γ)≥M
(θ˜N,i(γ)− I˜(γ)) + 2N −M ≤ 2N −M .
Since, by (7.9),
0 = sup
γ∈Γ
(θN,i(γ)− I˜(γ)) ≤ sup
γ∈Kδ
(θN,i(γ)− I˜(γ)) ∨ sup
γ: θN,i(γ)≥M
(θN,i(γ)− I˜(γ)) ∨ (M − δ),
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we conclude, on choosing M = 2N + 1, that (7.10) holds for δ > 2N + 1 .
Since by Lemma 7.1, for arbitrary δ ∈ R+,
lim
i→∞
sup
γ∈Kδ
|θN(γ)− θN,i(γ)| = 0 , (7.11)
we obtain by (7.10) that
sup
γ∈Kδ
(θN (γ)− I˜(γ)) = 0 . (7.12)
Since θN,i(γ) = U
λi(·),hi
τN,i(γ)
(γ) , the latter function is continuous in γ , and Kδ is compact, (7.11)
implies that θN(γ) is continuous on Kδ . Since I˜(γ) is a lower semicontinuous function of γ , the
supremum in (7.12) is attained. On the other hand, if I˜(γ) < ∞ , then by (7.9) and (7.11),
supγ∈Γ(θ
N (γ)− I˜(γ)) ≤ 0 .
In order to prove that I˜ = I∗∗ , we will use λˆ and gˆ defined in (6.21) and (6.22), respectively,
as λs(u) and Dhs(u, x) in the preceding lemma. We therefore need Φs,ms(·),u and Ψs,ms(·),u to be
sufficiently regular. The next lemma addresses both regularity and growth-rate properties.
Lemma 7.3. Suppose that conditions 2.1, 2.2, (2.4b), and (2.14d) hold. Let ms(x) represent
an R+-valued measurable function that is a probability density in x for almost every s . Suppose
ms(x) is bounded away from zero on bounded sets of (s, x) , ms(·) ∈ C1(Rl) , with |Dms(x)| being
locally bounded in (s, x) , and ms(x) = Mse
−α|x| for all |x| great enough locally uniformly in s ,
where α > 0 . Then there exist R-valued measurable function ws(u, x) and R
n-valued measurable
function vs(u, x) such that ws(u, ·) ∈W2,qloc(Rl) and vs(u, ·) ∈W2,qloc(Rl,Rn) , where q > 1 is otherwise
arbitrary, Φs,ms(·),u(·) = Dws(u, ·) and Ψs,ms(·),u(·) = Dvs(u, ·) for almost all s ∈ R+ and all
u ∈ Rn , i.e.,∫
Rl
Dp(x)T
(
as(u, x) − 1
2
div cs(u, x)
)
ms(x) dx =
∫
Rl
Dp(x)T cs(u, x)Dws(u, x)ms(x) dx (7.13a)
and ∫
Rl
Dp(x)TGs(u, x)
T ms(x) dx =
∫
Rl
Dp(x)T cs(u, x)Dvs(u, x)
Tms(x) dx (7.13b)
for all p ∈ C∞0 (Rl) . Furthermore, ws(u, x) , Dws(u, x) , vs(u, x) , and Dvs(u, x) are continuous in
(u, x) for almost all s ∈ R+ , and, for all open balls S ⊂ Rl , all L > 0 and all t > 0 ,
sup
s∈[0,t]
sup
u: |u|≤L
(‖ws(u, ·)‖W2,q (S) + ‖vs(u, ·)‖W2,q (S,Rn) + ‖Dws(u, ·)‖L2(Rl,Rl,ms(x) dx)
+ ‖Dvs(u, ·)‖L2(Rl,Rl×n,ms(x) dx)
)
<∞ .
Also, there exists α0 which depends on the functions at(u, x) and ct(u, x) only such that, if
α > α0, then for all L > 0 and all t > 0 ,
sup
s∈[0,t]
sup
x∈Rl
sup
u∈Rn: |u|≤L
ws(u, x) <∞ (7.14a)
and
sup
s∈[0,t]
sup
x∈Rl
sup
u∈Rn: |u|≤L
( |ws(u, x)| + |Dws(u, x)|
1 + |x|2 +
|vs(u, x)|+ ‖Dvs(u, x)‖
1 + |x|
)
<∞ , (7.14b)
42
and, for all |x| great enough locally uniformly in s ,
xT
(
as(u, x) − 1
2
div cs(u, x)− cs(u, x)Dws(u, x)
)
= 0 (7.15a)
and
(
Gs(u, x)−Dvs(u, x)cs(u, x)
)
x = 0 . (7.15b)
Proof. Since as(u, ·) ∈ L2(Rl,Rl,ms(x) dx) by the fact that as(u, x) grows at most linearly in x and
ms(x) decays exponentially, and div cs(u, ·) ∈ L2(Rl,Rl,ms(x) dx) for a similar reason, Φs,ms(·),u as
defined by (2.17a), is an element of L1,20 (R
l,Rl, cs(u, x),ms(x) dx) , being a projection in the Hilbert
space L2(Rl,Rl, cs(Xs, x),ms(x) dx) . In addition,∫
Rl
‖Φs,ms(·),u(x)‖2cs(u,x)ms(x) dx ≤
∫
Rl
‖cs(u, x)−1
(
as(u, x)−1
2
div cs(u, x)
)‖2cs(u,x)ms(x) dx . (7.16)
By Conditions 2.1 and 2.2 and ms(·) decaying exponentially,
sup
s∈[0,t]
sup
u∈Rn: |u|≤L
∫
Rl
|Φs,ms(·),u(x)|2ms(x) dx <∞ . (7.17)
We prove that Φs,ms(·),u(·) is a gradient. Let Dwi → Φs,ms(·),u in L2(Rl,Rl, cs(u, x),ms(x) dx)
as i → ∞ , where wi ∈ C∞0 (Rl) . Then for every f ∈ C∞0 (Rl,Rl) such that div f(x) =
0, we have that
∫
Rl
Dwi(x)
T f(x) dx = 0 . Since ms(·) is bounded away from zero lo-
cally and cs(u, x) is positive definite, convergence in L
2(Rl,Rl, cs(u, x),ms(x) dx) implies con-
vergence in L2loc(R
l,Rl) , so Dwi → Φs,ms(·),u in L2loc(Rl,Rl) . Therefore,
∫
Rl
Φs,ms(·),u(x)
T
f(x) dx = 0 . It follows that Φs,ms(·),u(x) = Dw˜s(u, x) in the sense of distributions, where w˜s(u, ·) ∈
W
1,2
loc(R
l) , see, e.g., Lemma 2.2.1 on p.73 in Sohr [47]. (One could also invoke the Helmholtz de-
composition, see, e.g., Farwig, Kozono, and Sohr [16].) Consequently,
∫
Rl
χ(x)TΦs,ms(·),u(x) dx =
− ∫
Rl
divχ(x) w˜s(u, x) dx , for all χ ∈ C10(Rl,Rl) .
By (2.17a) and condition 2.1, for p ∈ C∞0 (Rl) ,
−
∫
Rl
div
(
cs(u, x)ms(x)Dp(x)
T
)
w˜s(u, x) dx =
∫
Rl
Dp(x)T
(
as(u, x) − 1
2
div cs(u, x)
)
ms(x) dx .
Thus, w˜s(u, ·) is a weak solution to the equation
div
(
cs(u, x)Dw˜s(u, x)ms(x)
)
= div
((
as(u, x) − 1
2
div cs(u, x)
)
ms(x)
)
(7.18)
in that∫
Rl
Dp(x)T cs(u, x)Dw˜s(u, x)ms(x) dx =
∫
Rl
Dp(x)T
(
as(u, x) − 1
2
div cs(u, x)
)
ms(x) dx . (7.19)
We note that (7.19) uniquely specifies Dw˜s(u, ·) as an element of
L
1,2
0 (R
l, cs(u, x),ms(x) dx) .
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Let S and S˜ represent open balls in Rl such that S ⊂⊂ S˜ , let ζ(x) represent a C∞0 -function
with support in S˜ such that ζ(x) = 1 for x ∈ S , and let ϕ(x) represent a C∞0 (S˜) function. On
letting p(x) = ϕ(x)ζ(x) in (7.19) and integrating by parts, we obtain that ζ(x)w˜s(u, x) is a weak
solution f to the Dirichlet problem
div (cs(u, x)ms(x)Df(x)) = div (cs(u, x)Dζ(x)w˜s(u, x)ms(x))+Dζ(x)
T cs(u, x)Dw˜s(u, x)ms(x)
+ div
((
as(u, x)− 1
2
div cs(u, x)
)
ζ(x)ms(x)
)−Dζ(x)T (as(u, x)− 1
2
div cs(u, x)
)
ms(x) (7.20)
on S˜ with a zero boundary condition. By Theorem 8.3 on p.181 and Theorem 8.8 on p.183 in
Gilbarg and Trudinger [22], ζ(x)w˜s(u, x) is an element of W
2,2(S) and is a strong solution of
(7.20). Therefore, w˜s(u, ·) ∈W2,2loc(Rl) and (7.18) holds a.e. in x .
Differentiation in (7.18) and division by ms(x) yield
tr
(
cs(u, x)D
2w˜s(u, x)
)
+
(
cs(u, x)
Dms(x)
ms(x)
+ div cs(u, x)
)T
Dw˜s(u, x)
= div
(
as(u, x)− 1
2
div cs(u, x)
)
+
(
as(u, x)− 1
2
div cs(u, x)
)Dms(x)
ms(x)
. (7.21)
On writing the lefthand side as Ls,u(x)w˜s(u, x) and letting fs(u, x) represent the righthand
side, we have that Ls,u(x)w˜s(u, x) = fs(u, x) . Let Y ys,u(t) represent the diffusion process in t with
the infinitesimal generator Ls,u(·) and initial condition y , defined on a probability space (Ω,F ,P)
with expectation denoted by E . It is a strong Markov process by Conditions 2.1 and 2.2 and the
hypotheses of the lemma. One can also choose Y ys,u(t) to be measurable in all variables. (A possible
line of reasoning invokes continuous dependence of solutions of stochastic differential equations
on parameters, see, e.g., Gikhman and Skorokhod [21], or Krylov [26], and the Scorza-Dragoni
theorem.) If |x| is great enough so that ms(x) =Mse−α|x| , then
Dms(x)
ms(x)
= −α x|x| . (7.22)
Hence, on recalling Condition 2.1, in particular that |div cs(u, x)| is bounded in x locally uniformly
in (s, u) , and (2.14a), we have that there exists α0 which depends on at(u, x) and ct(u, x) only such
that if α > α0 , then lim sup|x|→∞(x/|x|)T
(
cs(u, x)Dms(x)/ms(x) + div cs(u, x)
)
< 0 , so Y ys,u(t) is
an ergodic process, see, e.g., Has’minskii [23], Veretennikov [53], and Malyshkin [30]. Since, by the
divergence theorem,∫
Rl
Ls,u(x)p(x)ms(x) dx =
∫
Rl
div
(
cs(u, x)Dp(x)ms(x)
)
dx = 0
for all p ∈ C∞0 (Rl) , ms(x) dx is the unique invariant measure. Similarly,∫
Rl
fs(u, x)ms(x) dx =
∫
Rl
div
((
as(u, x) − 1
2
div cs(u, x)
)
ms(x)
)
dx = 0 ,
the latter equality being a consequence of ms(x) decaying exponentially as |x| → ∞ . By (7.21),
(7.22), Lipschitz continuity of as(u, ·) and of div cs(u, ·) , the boundedness property of div cs(u, ·) ,
and by (2.4b), we may assume that α0 is such that if α > α0 , then fs(u, x) > 0 for all |x| great
enough locally uniformly in (s, u) . Also,
sup
s∈[0,t]
sup
x∈Rl
sup
u∈Rn: |u|≤L
|fs(u, x)|
1 + |x| <∞ .
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By Theorem 1 in Pardoux and Veretennikov [35], the function
w˘s(u, x) = −
∞∫
0
Efs(u, Y
x
s,u(t)) dt (7.23)
is well defined, belongs to W2,qloc(R
l) , for all q > 1, as a function of
x, Dw˘s(u, x) is of polynomial growth in x , in particular, Dw˘s(u, ·) ∈
L
2(Rl,Rl,ms(x) dx) , and Ls,u(x)w˘s(u, x) = fs(u, x) . Since Dw˘s(u, x) also satisfies (7.19),
we have that Dw˘s(u, x) = Dw˜s(u, x) . In addition, w˘s(u, x) is measurable in (s, u, x) .
As in Pardoux and Veretennikov [35], by (7.23) and the strong Markov property, for R > 0 ,
w˘s(u, x) = Ew˘s(u, Y
x
s,u(τ
R))−E
τR∫
0
fs(u, Y
x
s,u(t)) dt , (7.24)
where τR = inf{t ∈ R+ : |Y xs,u(t)| ≤ R} < ∞ . Since |Y xs,u(τR)| = R if |x| > R , by fs(u, x)
being positive for all |x| great enough, we have that if R is great enough then w˘s(u, x) ≤ w˘s(u,R) ,
provided |x| > R . One can see that the bounds in the calculation of part (a) of the proof of
Theorem 1 in Pardoux and Veretennikov [35] hold uniformly over u ∈ [0, L] and s ∈ [0, t] , which
shows that supx: |x|≤R sup s∈[0,t],
u∈Rn: |u|≤L
|w˘s(u, x)| < ∞ . Since the righthand side of (7.21) grows at
most linearly in |x| locally uniformly in (s, u), the arguments of part (b) of the proof of Theorem 2
(with β = 2 and α = 0) and of part (e) of the proof of Theorem 1 in Pardoux and Veretennikov [35],
along with (7.24), show that the functions |w˘s(u, x)| and |Dw˘s(u, x)| grow at most quadratically in
|x| locally uniformly in (s, u) .
We define ws(u, x) = w˘s(u, x) − V −11
∫
S1
w˘s(u, y) dy , where S1 represents the unit open ball
centred at the origin in Rl and V1 represents the volume of that ball. Obviously, the bounds on
w˘s(u, x) we have found are also valid for ws(u, x) . It also satisfies (7.13a). We prove that, for all
q > 1 ,
sup
s∈[0,t]
sup
u∈Rn: |u|≤L
‖ws(u, ·)‖W2,q (S) <∞ . (7.25)
Since Dws(u, x) = Φs,ms(·),u and (7.17) holds,
∫
S1
ws(u, x) dx = 0 , and ms(x)
is locally bounded away from zero, an application of Poincare´’s inequality yields
sups∈[0,t] supu∈Rn: |u|≤L‖ws(u, ·)‖L2(S1) <∞ . If S2 is a ball containing S1, then, for some LS1,S2 > 0 ,
‖ws(u, ·)‖2W1,2(S2) ≤ LS1,S2(‖Dws(u, ·)‖2L2(S2) + ‖ws(u, ·)‖2L2(S1)) ,
see p.299 in Kufner, John, and Fucˆik [27], also Theorem 7.4 on p.109 in Necˇas [33]. Thus, on
recalling that S ⊂⊂ S˜ and letting S˘ represent an open ball in Rl such that S˜ ⊂⊂ S˘ , we have that
sup
s∈[0,t]
sup
u∈Rn: |u|≤L
‖ws(u, ·)‖W1,2(S˘) <∞ . (7.26)
By (7.13a), Theorem 5.5.5’(a) on p.156 in Morrey [32], the discussion on p.12 of Bogachev, Krylov,
and Ro¨ckner [8], Shaposhnikov [46], and the fact that supx∈S˘ |as(u, x)| and ‖cs(u, ·)‖W1,∞(S˘,Rl×l) are
bounded locally uniformly in (s, u) , we have that ‖ws(u, ·)‖W1,q (S˜) ≤ MS˜,S˘,q(1 + ‖ws(u, ·)‖L1(S˘))
locally uniformly in (s, u) . By (7.26), sups∈[0,t] sup|u|≤L‖ws(u, ·)‖W1,q (S˜) < ∞ . By (7.13a), via a
similar argument to the one used for ζ(·)w˜s(u, ·) above, ζ(·)ws(u, ·) is a strong solution to (7.20).
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By Theorem 9.15 on p.241 in Gilbarg and Trudinger [22], ζ(·)ws(u, ·) ∈W2,q(S˜) . By Theorem 9.11
on p.235 in Gilbarg and Trudinger [22], locally uniformly in (s, u) , for some M˜S,S˜,q > 0 ,
‖ws(u, ·)‖W2,q (S) ≤ M˜S,S˜,q(1 + ‖ws(u, ·)‖Lq (S˜))
which implies (7.25).
We now address the continuity of ws(u, x) . Let ui → u . By (7.25) and Sobolev’s imbedding,
the sequences ws(ui, ·) and Dws(ui, ·) are equicontinuous in x ∈ S , so they are relatively compact in
C(S,Rl) . A similar property holds for
(
as(ui, ·) − (1/2)div cs(ui, ·)
)
ms(·) . Taking a subsequential
limit in (7.13a) implies that Dws(ui, ·) → Dws(u, ·) in C(S,Rl) . By Poincare´’s inequality for
S = S1 and the fact that
∫
S1
ws(u, x) dx = 0 , ws(ui, ·)→ ws(u, ·) in L2(S1) . The bound
‖ws(ui, ·)−ws(u, ·)‖2W1,2(S2) ≤ LS1,S2(‖Dws(ui, ·)−Dws(u, ·)‖2L2(S2)+‖ws(ui, ·)−ws(u, ·)‖2L2(S1))
shows that ws(ui, ·)→ ws(u, ·) in L2(S2) . Since S2 is an arbitrary ball that contains S1 , ws(ui, ·)→
ws(u, ·) in C(S,Rl) . Hence, ws(u, x) and Dws(u, x) are continuous in (u, x) for almost all s .
We prove (7.15a). Since as(u, ·) ∈ L2(Rl,Rl,ms(x) dx) and Dws(u, ·) ∈ L2(Rl,Rl,ms(x) dx) ,
(7.13a) extends to C1(Rl)-functions p(x) such that
∫
Rl
(
p(x)2+ |Dp(x)|2)ms(x) dx <∞ . For given
κ > 0 , δ > 0 , and x0 ∈ Rl , we let p(x) = |x|2e−δ[(|x−x0|2/κ−1)+]2 . By dominated convergence,
lim
δ→∞
∫
Rl
Dp(x)T cs(u, x)Dws(u, x)ms(x) dx = 2
∫
x∈Rl: |x−x0|<κ
xT cs(u, x)Dws(u, x)ms(x) dx
and
lim
δ→∞
∫
Rl
Dp(x)T
(
as(u, x)− 1
2
div cs(u, x)
)
ms(x) dx = 2
∫
x∈Rl: |x−x0|<κ
xT
(
as(u, x) − 1
2
div cs(u, x)
)
ms(x) dx .
Dividing the righthand sides by the volume of the ball of radius κ centred at x0 , letting κ → 0
and accounting for (7.13a) and for Dws(u, x) , ms(x) , cs(u, x) and as(u, x) being continuous in x ,
yields (7.15a).
The part that concerns vs(u, x) is dealt with similarly, except that one uses Theorem 2 of
Pardoux and Veretennikov [35] with β = 1 to bound the growth rate of the second term of the sum
in (7.14b).
We now take on the proof of Theorem 7.1. Let wˆs(u, x) and vˆs(u, x) represent ws(u, x) and
vs(u, x) , respectively, in the statement of Lemma 7.3 for ms(x) = mˆs(x) . We define, guided by
(6.21) and (6.22), on recalling (2.17b) and (2.3),
λˆs(u) =
(∫
Rl
Qs,mˆs(·)(u, x)mˆs(x) dx
)−1( ˙ˆ
Xs −
∫
Rl
As(u, x)mˆs(x) dx
−
∫
Rl
Gs(u, x)
(Dmˆs(x)
2mˆs(x)
−Dwˆs(u, x)
)
mˆs(x) dx
)
(7.27)
if Ct(u, x)−Gt(u, x)ct(u, x)−1Gt(u, x)T is positive definite uniformly in x and locally uniformly in
(t, u) and λˆs(u) = 0 if Ct(u, x) = 0 for all (t, u, x) , and
hˆs(u, x) =
1
2
ln mˆs(x)− wˆs(u, x)− vˆs(u, x)T λˆs(u) (7.28)
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so that
Dhˆs(u, x) =
Dmˆs(x)
2mˆs(x)
−Dwˆs(u, x)−Dvˆs(u, x)T λˆs(u) . (7.29)
We note that by (2.16),
Qs,mˆs(·)(u, x) = Cs(u, x)− ‖Dvˆs(u, x)‖2cs(u,x) . (7.30)
The continuity properties of ws(u, x) and vs(u, x) established in Lemma 7.3 imply that λˆs(u) is
continuous in u and that hˆs(u, x) and Dhˆs(u, x) are continuous in (u, x) , for almost all s ∈ R+ .
If Ct(u, x)−Gt(u, x)ct(u, x)−1Gt(u, x)T is positive definite uniformly in x and locally uniformly
in (t, u), then, the analogue of (7.16) for Dwˆs(u, x) , (7.27) and Condition 2.1 imply that, for some
ϑ1 > 0 ,
|λˆs(u)| ≤ ϑ1
(| ˙ˆXs| + sup
x∈Rl
|As(u, x)| +
(∫
Rl
|as(u, x)|2mˆs(x) dx
)1/2
+ sup
x∈Rl
|Dmˆs(x)|
mˆs(x)
)
. (7.31)
Since mˆs(x) = Mse
−α|x| for |x| > 2r and |as(u, x)| grows at most linearly in x , we conclude that
|λˆs(u)| is locally bounded in (s, u) .
Therefore, by Lemma 7.3, for all L > 0 , all open balls S in Rl , and all q > 1 ,
sup
s∈[0,t]
sup
u∈Rn: |u|≤L
|λˆs(u)|+ sup
s∈[0,t]
sup
u∈Rn: |u|≤L
∫
S
|Dhˆs(u, x)|q dx <∞ . (7.32)
By Theorem 6.1, the supremum in (6.20) is attained at λ = λˆs(u) and g = Dhˆs(u, x) , however,
the function hˆs(u, x) might not be of compact support in x so in order to use it in Lemma 7.2,
we need to restrict it to a compact set. Let η(y) represent an R+-valued nonincreasing C
∞
0 (R+)-
function such that η(y) = 1 for 0 ≤ y ≤ 1 and η(y) = 0 for y ≥ 2 . Let wˆis(u, x) = wˆs(u, x)η(|x|/i)
and vˆis(u, x) = vˆs(u, x)η(|x|/i) . We note that
Dwˆis(u, x) = η(
|x|
i
)Dwˆs(u, x) +
x
i|x| Dη(
|x|
i
) wˆs(u, x) (7.33a)
and
Dvˆis(u, x) = Dvˆs(u, x) η(
|x|
i
) +
x
i|x| vˆs(u, x)Dη(
|x|
i
)T . (7.33b)
We define, in analogy with (7.27),
λˆis(u) =
(∫
Rl
Qs,mˆs(·)(u, x)mˆs(x) dx
)−1( ˙ˆ
Xs −
∫
Rl
As(u, x)mˆs(x) dx
−
∫
Rl
Gs(u, x)
(1
2
D(η(
|x|
i
) ln mˆs(x))−Dwˆis(u, x)
)
mˆs(x) dx
)
(7.34)
if Ct(u, x)−Gt(u, x)ct(u, x)−1Gt(u, x)T is positive definite uniformly in x and locally uniformly in
(t, u) , and λˆis(u) = 0 if Ct(u, x) = 0 . We let, in analogy with (7.28),
hˆis(u, x) =
1
2
η(
|x|
i
) ln mˆs(x)− wˆis(u, x)− vˆis(u, x)T λˆis(u) . (7.35)
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In analogy with (7.31) and in view of (7.33a) and (7.14b) in Lemma 7.3, one can see that the
|λˆis(u)| are bounded uniformly in i and locally uniformly in (s, u) , where the bound may depend
on α . Also, λˆis(u) is continuous in u , so it satisfies the hypotheses of Lemma 7.2.
If Ct(u, x)−Gt(u, x)ct(u, x)−1Gt(u, x)T is positive definite uniformly in x and locally uniformly
in (t, u) , then by (7.33a), Lemma 7.3, (7.27), and (7.34),
lim
i→∞
sup
s∈[0,t]
sup
u∈Rn: |u|≤L
|λˆis(u)− λˆs(u)| = 0 . (7.36)
The latter convergence also holds if Ct(u, x) = 0 in that λˆ
i
s(u) = λˆs(u) = 0 .
Similarly, since by (7.33a), (7.33b), and (7.35),
Dhˆis(u, x) = η
( |x|
i
)
Dhˆs(u, x) +
1
i
x
|x| Dη
( |x|
i
)(1
2
ln mˆs(x) − wˆs(u, x) − vˆs(u, x)T λˆis(u)
)
, (7.37)
we have that
lim
i→∞
sup
s∈[0,t]
sup
u∈Rn: |u|≤L
∫
S
|Dhˆis(u, x) −Dhˆs(u, x)|q dx = 0 , (7.38)
for all L > 0, all open balls S in Rl , and all q > 1 . The functions hˆis(u, x) also satisfy the hypotheses
of Lemma 7.2.
Another auxiliary lemma is in order.
Lemma 7.4. Suppose, for i ∈ N , Xi ∈ C(R+,Rn), X ∈ C(R+,Rn) , and mis(x) and ms(x) are
measurable functions which are probability densities in x on Rl for almost all s such that∫
Rl
(1
2
tr (cs(X
i
s, x)D
2p(x)) +Dp(x)T
(
as(X
i
s, x) +Gs(X
i
s, x)
T λˆis(X
i
s)
− 1
2
div cs(X
i
s, x) + cs(X
i
s, x)Dhˆ
i
s(X
i
s, x)
))
mis(x) dx = 0
and∫
Rl
(1
2
tr (cs(Xs, x)D
2p(x)) +Dp(x)T
(
as(Xs, x) +Gs(Xs, x)
T λˆs(Xs)
− 1
2
div cs(Xs, x) + cs(Xs, x)Dhˆs(Xs, x)
))
ms(x) dx = 0 , (7.39)
for all p ∈ C∞0 (Rl) . If Xi → X as i→∞ , then, for all α great enough and for all t > 0 ,
lim
i→∞
t∫
0
∫
Rl
|mis(x)−ms(x)| dx ds = 0, (7.40a)
lim
i→∞
t∫
0
∫
Rl
‖Dhˆis(Xis, x)‖2cs(Xis,x)m
i
s(x) dx ds =
t∫
0
∫
Rl
‖Dhˆs(Xs, x)‖2cs(Xs,x)ms(x) dx ds , (7.40b)
and
lim
i→∞
t∫
0
‖λˆis(Xis)‖2∫
Rl
Cs(Xis,x)m
i
s(x) dx
ds =
t∫
0
‖λˆs(Xs)‖2∫
Rl
Cs(Xs,x)ms(x) dx
ds . (7.40c)
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Proof. Let us first address existence and uniqueness of mis(x) and ms(x) . Since
sup|u|≤L(x/|x|)T as(u, x) → −∞ as |x| → ∞ , the function Gs(u, x) is bounded, the function λˆis(u)
is bounded locally in (s, u) and the function hˆis(u, x) is of compact support in x locally uniformly
in (s, u) , we have that
lim
|x|→∞
xT
|x|
(
as(X
i
s, x)+Gs(X
i
s, x)
T λˆis(X
i
s)−
1
2
div cs(X
i
s, x)+ cs(X
i
s, x)Dhˆ
i
s(X
i
s, x)
)
= −∞ , (7.41)
which implies that mis(x) is well defined and is specified uniquely, see, e.g., Metafune, Pallara, and
Rhandi [31, Theorem 2.2, Proposition 2.4].
By (7.29), relations (7.15a) and (7.15b) of Lemma 7.3 imply that
xT
(
as(Xs, x) +Gs(Xs, x)
T λˆs(Xs)− 1
2
div cs(Xs, x) + cs(Xs, x)Dhˆs(Xs, x)
)
=
xT
2
cs(Xs, x)
Dmˆs(x)
mˆs(x)
.
If |x| > 2r, then Dmˆs(x)/mˆs(x) = −αx/|x| , so, locally uniformly in s,
lim sup
|x|→∞
xT
|x|
(
as(Xs, x) + Gs(Xs, x)
T λˆs(Xs) − 1
2
div cs(Xs, x) + cs(Xs, x)Dhˆs(Xs, x)
)
< 0 ,
which ensures the existence and uniqueness of ms(x) .
As in the proof of Lemma 6.7, we will show that, for arbitrary δ > 0, there exists α > 0 such
that for all t > 0
sup
s∈[0,t]
sup
i∈N
∫
Rl
eδ|x|mis(x) dx <∞ . (7.42)
We begin by establishing a uniform version of (7.41):
lim
α→∞
lim sup
|x|→∞
sup
s∈[0,t]
sup
i∈N
xT
|x|
(
as(X
i
s, x) +Gs(X
i
s, x)
T λˆis(X
i
s)−
1
2
div cs(X
i
s, x)
+ cs(X
i
s, x)Dhˆ
i
s(X
i
s, x)
)
= −∞ . (7.43)
By (7.37), (7.29), (7.15a), and (7.14a), for |x| > 2r , on recalling that mˆs(x) =Mse−α|x| ,
xT
|x|
(
as(X
i
s, x) +Gs(X
i
s, x)
T λˆis(X
i
s)−
1
2
div cs(X
i
s, x) + cs(X
i
s, x)Dhˆ
i
s(X
i
s, x)
)
=
xT
|x|
(
as(X
i
s, x) +Gs(X
i
s, x)
T λˆis(X
i
s)−
1
2
div cs(X
i
s, x)
)(
1− η( |x|
i
))
− α
2
‖ x|x| ‖
2
cs(Xis,x)
(
η
( |x|
i
)
+
|x|
i
Dη
( |x|
i
)))
− 1
i
‖ x|x|‖
2
cs(Xis,x)
Dη
( |x|
i
)(1
2
lnMs − wˆs(Xis, x)− vˆs(Xis, x)T λˆis(Xis)
)
. (7.44)
Let κ ∈ (0, 1) be such that η(y) + y Dη(y) > 0 if η(y) ∈ [1 − κ, 1] . If η(|x|/i) ≥ 1 − κ , then
η(|x|/i) ∈ [1− κ, 1] , so substituting 1− κ and 1 for η(|x|/i) , we have that
xT
|x|
(
as(X
i
s, x) +Gs(X
i
s, x)
T λˆis(X
i
s)−
1
2
div cs(X
i
s, x)
)(
1− η( |x|
i
))
≤
(
κ
xT
|x|
(
as(X
i
s, x) +Gs(X
i
s, x)
T λˆis(X
i
s)−
1
2
div cs(X
i
s, x)
))+
. (7.45)
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In addition, for some ϑ > 0 ,
‖ x|x|‖
2
cs(Xis,x)
(
η
( |x|
i
)
+
|x|
i
Dη
( |x|
i
)) ≥ ϑ inf
y: η(y)≥1−κ
(η(y) + y Dη(y)) > 0 .
The righthand side of (7.45) being equal to 0 if |x| is great enough, uniformly in i and locally
uniformly in s , it follows that there exists Mˆ1 > 0 such that for all |x| great enough, depending on
α > 0 and t > 0 , uniformly in i ∈ N and s ∈ [0, t] ,
(xT
|x|
(
as(X
i
s, x) +Gs(X
i
s, x)
T λˆis(X
i
s)−
1
2
div cs(X
i
s, x)
)(
1− η( |x|
i
))
− α
2
‖ x|x| ‖
2
cs(Xis,x)
(
η
( |x|
i
)
+
|x|
i
Dη
( |x|
i
)))
1{η(|x|/i)≥1−κ}(x) ≤ −Mˆ1α1{η(|x|/i)≥1−κ}(x) .
If η(|x|/i) < 1−κ, then, analogously, given arbitrary Mˆ2 > 0, we have that, for all |x| great enough,
depending on α and t > 0, all i ∈ N , and all s ∈ [0, t] ,
xT
|x|
(
as(X
i
s, x) +Gs(X
i
s, x)
T λˆis(X
i
s)−
1
2
div cs(X
i
s, x)
)(
1− η( |x|
i
)) ≤ −Mˆ2.
Also,
‖ x|x| ‖
2
cs(Xis,x)
(
η
( |x|
i
)
+
|x|
i
Dη
( |x|
i
)) ≥ ϑ inf
y: η(y)≤1−κ
(η(y) + y Dη(y)) .
Hence, given arbitrary Mˆ3 > 0, for all |x| great enough, depending on α and t , uniformly in i ∈ N
and s ∈ [0, t] ,
(xT
|x|
(
as(X
i
s, x) +Gs(X
i
s, x)
T λˆis(X
i
s)−
1
2
div cs(X
i
s, x)
)(
1− η( |x|
i
))
− α
2
‖ x|x| ‖
2
cs(Xis,x)
(
η
( |x|
i
)
+
|x|
i
Dη
( |x|
i
)))
1{η(|x|/i)≤1−κ}(x) ≤ −Mˆ31{η(|x|/i)≤1−κ}(x) .
We conclude that
lim
α→∞
lim sup
|x|→∞
sup
s∈[0,t]
sup
i∈N
(xT
|x|
(
as(X
i
s, x) +Gs(X
i
s, x)
T λˆis(X
i
s)
− 1
2
div cs(X
i
s, x)
)(
1− η( |x|
i
))− α
2
‖ x|x| ‖
2
cs(Xis,x)
(
η
( |x|
i
)
+
|x|
i
Dη
( |x|
i
)))
= −∞. (7.46)
We now work with line 3 of (7.44). Since Dη(y) ≤ 0 , and since, by (7.14a), the wˆs(Xis, x) are
bounded from above in x and i locally uniformly in s ,
lim sup
α→∞
lim sup
|x|→∞
sup
s∈[0,t]
sup
i∈N
1
i
(−‖ x|x|‖2cs(Xis,x)) Dη( |x|i )wˆs(Xis, x) <∞ . (7.47)
Since Dη(y) = 0 unless y ∈ [1, 2] , we have that (1/i)|Dη(|x|/i)vˆs(Xis, x)| ≤
4|Dη(|x|/i)||vˆs(Xis, x)|/(1 + |x|) , which is bounded in i and x locally uniformly in s for α great
enough by (7.14b) of Lemma 7.3. It follows that
lim sup
α→∞
lim sup
|x|→∞
sup
s∈[0,t]
sup
i∈N
1
i
(−‖ x|x| ‖2cs(Xis,x)) Dη( |x|i )vˆs(Xis, x)T λˆis(Xis) <∞ . (7.48)
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In addition,
lim
|x|→∞
sup
s∈[0,t]
sup
i∈N
1
i
‖ x|x| ‖
2
cs(Xis,x)
Dη
( |x|
i
)1
2
lnMs = 0 . (7.49)
Combining (7.44), (7.46), (7.47), (7.48), and (7.49) proves (7.43).
The rest of the proof is carried out similarly to the proof of Lemma 6.7, with (7.43) assuming
the role of the condition that supi∈N as+t(X
i
s, x)
Tx/|x| → −∞ . Firstly, letting f is(x) = as(Xis, x)+
Gs(X
i
s, x)
T λˆis(X
i
s)−div cs(Xis, x)/2+cs(Xis, x)Dhˆis(Xis, x) and Lisp(x) = (1/2) tr (cs(Xis, x)D2p(x))+
f is(x)
TDp(x) one derives the inequality in (6.34), where F represents a C∞(Rl)-function such that
F (x) = eδ|x| if |x| ≥ 1 . The inequality in (7.42) follows if one recalls (7.37), that the λˆis(u) are
bounded uniformly in i and locally uniformly in (s, u) , and that according to Lemma 7.3,
sup
s∈[0,t]
sup
u∈Rn: |u|≤L
‖wˆs(u, ·)‖W2,q (S) + sup
s∈[0,t]
sup
u∈Rn: |u|≤L
‖vˆs(u, ·)‖W2,q (S,Rn) <∞
for all q > 1, all L > 0 , and all open balls S ⊂ Rl so that by Sobolev’s imbedding
sup
s∈[0,t]
sup
u∈Rn: |u|≤L
sup
x∈Rl:|x|≤R
(|wˆs(u, x)|+ |Dwˆs(u, x)| + |vˆs(u, ·)|+ ‖Dvˆs(u, x)‖) <∞ .
Since the λis(u) are bounded uniformly in i and locally uniformly in (s, u) and (7.32) and (7.42)
hold, by Proposition 2.16 in Bogachev, Krylov, and Ro¨ckner [7], for almost all s the functions mis(·)
converge in the variation norm along a subsequence to probability density m˜s(·) . By (7.29), (7.37),
the bounds (7.14b), and by (7.42), we have that
sup
s∈[0,t]
sup
i∈N
∫
Rl
‖Dhˆis(Xis, x)‖3cs(Xis,x)m
i
s(x) dx <∞ . (7.50)
Since supi∈N|λˆis| <∞ , the convergences in (7.36) and (7.38) imply that m˜s(x) must satisfy (7.39),
so m˜s(x) = ms(x) and m
i
s(·) → ms(·) in the variation norm. The limit in (7.40a) follows by
dominated convergence. The convergence in (7.40c) follows from (7.36), (7.32), and (2.14d). For
(7.40b), we also take into account (7.50).
We finish the proof of Theorem 7.1. Let, given N ∈ N , τˆN,i and θˆN,i be defined by the respective
equations (7.1a) and (7.1b) with λˆis(u) and hˆ
i
s(u, x) as λˆs(u) and hˆs(u, x) , respectively. Since the
functions λˆis(u) and hˆ
i
s(u, x) satisfy the hypotheses of Lemma 7.2, there exist γ
N,i = (XN,i, µN,i) ∈ Γ
such that θˆN,i(γN,i) = I˜(γN,i) and γN,i ∈ K2N+2 for all i . In particular, XN,i0 = uˆ , µN,i(ds, dx) =
mN,is (x) dx ds , wherem
N,i
s (·) ∈ P(Rl) (see Theorem 6.1), and the set {γN,i, i = 1, 2, . . .} is relatively
compact. Since I˜(γN,i) ≥ I∗∗(γN,i), on the one hand, and θˆN,i(γN,i) ≤ I∗∗(γN,i) by (6.19) and
(7.1b), on the other hand, we have that
θˆN,i(γN,i) = I∗∗(γN,i) = I˜(γN,i) . (7.51)
Let µN,i → µN in C(R+,M(Rl)) and XN,i → XN in C(R+,Rn) along a subsequence of i , which we
still denote by i .
By (7.1b) and (7.51), the suprema in (6.19) for (X,µ) = (XN,i, µN,i) are attained at
(λˆis(X
N,i
s ), hˆis(X
N,i
s , x)) when s ≤ τˆN,i(γN,i) . In particular, since the supremum over h for
λ = λˆis(X
N,i
s ) is attained at h(x) = hˆis(X
N,i
s , x) , we have that
Dhˆis(X
N,i
s , x) = Πcs(XN,is ,·),mN,is (·)
(DmN,is (x)
2mN,is (x)
+ cs(X
N,i
s , ·)−1
(1
2
div cs(X
N,i
s , ·) − as(XN,is , ·)−Gs(XN,is , ·)T λˆis(XN,is )
))
(x) . (7.52)
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Hence, for p ∈ C∞0 (Rl) ,
∫
Rl
Dp(x)T
(
cs(X
N,i
s , x)
DmN,is (x)
2mN,is (x)
+
1
2
div cs(X
N,i
s , x)− as(XN,is , x)
−Gs(XN,is , x)T λˆis(XN,is )− cs(XN,is , x)Dhˆis(XN,is , x)
)
mN,is (x) dx = 0 .
Integration by parts yields
∫
Rl
(1
2
tr (cs(X
N,i
s , x)D
2p(x)) +Dp(x)T
(
as(X
N,i
s , x)−
1
2
div cs(X
N,i
s , x)
+Gs(X
N,i
s , x)
T λˆis(X
N,i
s ) + cs(X
N,i
s , x)Dhˆ
i
s(X
N,i
s , x)
))
mN,is (x) dx = 0 . (7.53)
Thus, mN,is (x) dx is an invariant probability for a diffusion. By (7.13a), (7.13b) (for wˆs(u, x) and
vˆs(u, x)), and (7.29), via a similar manipulation,∫
Rl
(1
2
tr (cs(X
N
s , x)D
2p(x)) +Dp(x)T
(
as(X
N
s , x)−
1
2
div cs(X
N
s , x)
+Gs(X
N
s , x)
T λˆs(X
N
s ) + cs(X
N
s , x)Dhˆs(X
N
s , x)
))
mˆs(x) dx = 0 .
Let m˜N,is (x) represent a probability density that solves (7.53) for all s ∈ R+ rather than for s ≤
τˆN,i(γN,i) . The existence of m˜N,is (x) is established as in the proof of Lemma 7.4, more specifically,
see (7.41). Lemma 7.4 implies that m˜N,is (x)→ mˆs(x) in L1([0, t] × Rl) as i→∞ , that
lim
i→∞
t∫
0
∫
Rl
‖Dhˆis(XN,is , x)‖2cs(XN,is ,x) m˜
N,i
s (x) dx ds =
t∫
0
∫
Rl
‖Dhˆs(XNs , x)‖2cs(XNs ,x) mˆs(x) dx ds
(7.54a)
and that
lim
i→∞
t∫
0
‖λˆis(XN,is )‖2∫
Rl
Cs(X
N,i
s ,x) m˜
N,i
s (x) dx
ds =
t∫
0
‖λˆs(XNs )‖2∫
Rl
Cs(XNs ,x) mˆs(x) dx
ds .
(7.54b)
By Lemma 7.1, τˆN,i(γ˜N,i) → τˆN (γN ) as i → ∞ , where γ˜N,i = (XN,i, µ˜N,i) and µ˜N,i(dx, ds) =
m˜N,is (x) dx ds . Since τˆN,i(γ˜N,i) = τˆN,i(γN,i), we obtain that τˆN,i(γN,i) → τN (γN ) and that
mN,is (x)→ mˆs(x) in L1([0, τN (γN )]× Rl) , so µNs (dx) = mˆs(x) dx for almost all s ≤ τN (γN ) .
We now use the fact that the supremum in (6.19) over λ for h(x) = hˆis(X
N,i
s , x) is attained at
λ = λˆis(X
N,i
s ) . If Ct(u, x) = 0 and At(u, x) is locally Lipschitz continuous in u locally uniformly
in t and uniformly in x , then λˆis(X
N,i
s ) = 0 , so X˙
N,i
s =
∫
Rl
As(X
N,i
s , x)m
N,i
s (x) dx , which, as in
the proof of Lemma 6.7, implies since XN,i → XN in C(R+,Rn) and (mN,is (x)) → (mˆs(x)) in
L
1([0, τN (γN )] × Rl) as i → ∞ that X˙Ns =
∫
Rl
As(X
N
s , x)mˆs(x) dx a.e. for s ≤ τN (γN ) . By
uniqueness, XNs = Xˆs for s ≤ τN (γN ) . As a byproduct, X˙N,is → ˙ˆXs as i→∞ a.e. on [0, τN (γN )] .
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Suppose that Ct(u, x)−Gt(u, x)ct(u, x)−1Gt(u, x)T is positive definite locally uniformly in (t, u)
and uniformly in x . Then the maximisation condition is
X˙N,is =
∫
Rl
As(X
N,i
s , x)m
N,i
s (x) dx+
∫
Rl
Gs(X
N,i
s , x)Dhˆ
i
s(X
N,i
s , x)m
N,i
s (x) dx
+
∫
Rl
Cs(X
N,i
s , x)λˆ
i
s(X
N,i
s )m
N,i
s (x) dx .
On integrating both sides from 0 to t and letting i → ∞ , we have by the facts that γN,i → γN ,
that XN,i → XN , that mN,is (x)→ mˆs(x) in L1([0, τN (γN )]× Rl) , and that λˆis(u)→ λˆs(u) locally
uniformly in (s, u) as i → ∞ (see (7.36)), by (7.38), by (7.50), and by (7.29) that, for almost all
s ≤ τN (γN ) ,
X˙Ns =
∫
Rl
As(X
N
s , x)mˆs(x) dx +
∫
Rl
Gs(X
N
s , x)
(Dmˆs(x)
2mˆs(x)
−Dwˆs(XNs , x)
)
mˆs(x) dx
+
∫
Rl
(
Cs(X
N
s , x)−Gs(XNs , x)Dvˆs(XNs , x)
)
mˆs(x) dx λˆs(X
N
s ) . (7.55)
Since Dvˆs(u, ·) ∈ L1,20 (Rl,Rn×l, cs(x), mˆs(x) dx) and Gs(u, ·) is bounded, (7.13b) extends to Dp
representing an arbitrary element of L1,20 (R
l,Rl, ct(x), mˆs(x) dx), so by (7.30),∫
Rl
Qs,mˆs(·)(u, x)mˆs(x) dx =
∫
Rl
(
Cs(u, x) −Gs(u, x)Dvˆs(u, x)
)
mˆs(x) dx .
Substitution of the latter expression in (7.27) and of (7.27) into (7.55) obtains that X˙Ns =
˙ˆ
Xs a.e.
on [0, τN (γN )], so on recalling that XN0 = Xˆ0 = uˆ we conclude that X
N
s = Xˆs for s ≤ τN (γN ) . In
addition, X˙N,is → ˙ˆXs as i→∞ a.e. on [0, τN (γN )] .
Hence, in either case, τN (γN ) = τN (γˆ) and γNs = γˆs for s ≤ τN (γˆ) so that θN (γN ) = θN (γˆ) ,
where γˆ = (Xˆ, µˆ) . We show that
θN(γN ) = lim
i→∞
θˆN,i(γN,i) . (7.56)
By (7.1b) and (7.52),
θˆN,i(γN,i) =
τˆN,i(γN,i)∫
0
(
λˆis(X
N,i
s )
T
(
X˙N,is −
∫
Rl
As(X
N,i
s , x)m
N,i
s (x) dx
)
− 1
2
‖λˆis(XN,is )‖2∫
Rl
Cs(X
N,i
s ,x)m
N,i
s (x) dx
+
1
2
∫
Rl
‖Dhˆis(XN,is , x)‖2cs(XN,is ,x)m
N,i
s (x) dx
)
ds .
Similarly,
θN(γN ) =
τN (γN )∫
0
(
λˆs(X
N
s )
T
(
X˙Ns −
∫
Rl
As(X
N
s , x)mˆs(x) dx
)
− 1
2
‖λˆs(XNs )‖2∫
Rl
Cs(XNs ,x) mˆs(x) dx
+
1
2
∫
Rl
‖Dhˆs(XNs , x)‖2cs(XNs ,x) mˆs(x) dx
)
ds .
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On recalling convergences (7.54a) and (7.54b) which are locally uniform in t , the fact that m˜N,is (x) =
mN,is (x) for s ≤ τN,i(γN,i) , and the convergences τˆN,i(γN,i) → τN (γN ) , γN,i → γN , for (7.56), it
remains to check that
lim
i→∞
τˆN (γN,i)∫
0
λˆis(X
N,i
s )
T
(
X˙N,is −
∫
Rl
As(X
N,i
s , x)m
N,i
s (x) dx
)
ds
=
τN (γN )∫
0
λˆs(X
N
s )
T
(
X˙Ns −
∫
Rl
As(X
N
s , x)mˆs(x) dx
)
ds . (7.57)
The convergences τˆN,i(γN,i) → τN (γN ) , γN,i → γN , and X˙N,is → X˙Ns
for almost all s < τN (γN ) , imply that the 1{[0,τˆN,i(γN,i)](s)λˆ
i
s(X
N,i
s )T
(
X˙N,is −∫
Rl
As(X
N,i
s , x)m
N,i
s (x) dx
)
converge to 1{[0,τN (γN )](s)λˆs(X
N
s )
T
(
X˙Ns −∫
Rl
As(X
N
s , x)mˆs(x) dx
)
as i → ∞ for almost all s . Since the λˆis(u) are bounded uniformly
in i and locally uniformly in (s, u) , the uniform integrability needed to derive (7.57) follows by the
bound supγ∈Kδ
∫ N
0 |X˙s −
∫
Rl
As(Xs, x)ms(x) dx|2 ds <∞ , which is a consequence of (6.23).
By (7.51), (7.56), and part 1 of Theorem 3.4, I∗∗(γN ) = θN (γN ) = I˜(γN ) . (Alternatively,
one can follow the proof of part 1 of Theorem 3.4 by letting i → ∞ in (7.51) to obtain that
I∗∗(γN ) ≥ θN (γN ) ≥ I˜(γN ) .) Therefore, I∗∗(γˆ) ≥ θN(γˆ) = θN(γN ) = I˜(γN ) . Let πt(γ) , where
γ = (X,µ) , denote the projection ((Xs∧t, µs∧t(·)), s ∈ R+) . We have that
I˜(γN ) ≥ inf
γ: π
τN (γN )
(γ)=π
τN (γN )
(γN )
I˜(γ) = inf
γ: π
τN (γˆ)
(γ)=π
τN (γˆ)
(γˆ)
I˜(γ) .
The sets π−1
τN (γˆ)
(
πτN (γˆ)(γˆ)
)
are closed and decrease to γˆ as N →∞ , so the rightmost side converges
to I˜(γˆ) , by I˜ being lower compact. We conclude that I∗∗(γˆ) ≥ I˜(γˆ) , so I∗∗(γˆ) = I˜(γˆ) .
8 Approximating the large deviation function
By Theorem 3.4, in order to complete the proof of Theorem 2.1, it remains to establish an approx-
imation theorem for I∗∗ along the lines of part 2 of Theorem 3.4. We state it next.
Theorem 8.1. Suppose that conditions 2.1 – 2.3, (2.4b), and (2.14d) hold. If I∗∗(X,µ) <∞ , then
there exists sequence (X(j), µ(j)) whose members satisfy the requirements on (Xˆ, µˆ) in the statement
of Theorem 7.1 such that (X(j), µ(j))→ (X,µ) and I∗∗(X(j), µ(j))→ I∗∗(X,µ) as j →∞ .
Proof. Let µ(ds, dx) = ms(x) dx ds and
ks(x) =
1
2ms(x)
div
(
cs(Xs, x)ms(x)
)− as(Xs, x) . (8.1)
Since, by Theorem 6.1,
∫ t
0
∫
Rl
|Dms(x)|2/ms(x) dx ds < ∞ , for all t ∈ R+ , we have that ks(·) ∈
L
2
loc(R
l,Rl,ms(x) dx) a.e.
Let function η be as in Condition 2.3. We introduce ηr(x) = η(|x|/r) and
krs(x) =
1
2 η2r (x)ms(x)
div
(
cs(Xs, x)η
2
r (x)ms(x)
)− as(Xs, x) , (8.2)
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where x ∈ Rl and r > 0 . We also let Sr represent the open ball in Rl of radius r centred at the
origin.
We first prove that one can choose (X(j), µ(j)) of the required form that converge to (X,µ) as
j →∞ and are such that I∗∗t (X(j), µ(j))→ I∗∗t (X,µ) for all t , where I∗∗t is defined by (6.26).
Let us begin with the case where Ct(u, x) = 0 for all (t, u, x) and At(u, x) is Lipschitz continuous
in u locally uniformly in t and uniformly in x . By Theorem 6.1, X˙s =
∫
Rl
As(Xs, x)ms(x) dx a.e.,
the latter equation having a unique solution. Let ρκ(x) = (1/κ
l)ρ(x/κ) for κ > 0 , where ρ(x) is a
mollifier on Rl . We define, for i, j, j′ ∈ N and α > 0 ,
mi,j,j
′
s (x) =M
i,j,j′
s
(
mˆi,j
′
s (x)η
2
j (x) + e
−α|x|(1− η2j (x))
)
(8.3a)
and
M i,j,j
′
s =
(∫
Rl
(
mˆi,j
′
s (x)η
2
j (x) + e
−α|x|(1− η2j (x))
)
dx
)−1
, (8.3b)
where
mˆi,j
′
s (x) =
∫
Rl
ρ1/i(x˜) mˆ
j′
s (x− x˜) dx˜ , mˆj
′
s (x) = ms(x) ∧ j′ ∨
1
j′
. (8.4)
We note that, thanks to Theorem 6.1, mˆj
′
s ∈W1,2loc(Rl) .
We use Lemma 6.7 to define Xi,j,j
′
as the solution of the equation
X˙i,j,j
′
s =
∫
Rl
As(X
i,j,j′
s , x)m
i,j,j′
s (x) dx ,
with Xi,j,j
′
0 = X0 . The densities m
i,j,j′
s (x) are of class C1 in x , with bounded derivatives, and are
locally bounded away from zero, and the Xi,j,j
′
are locally Lipschitz continuous by Lemma 6.7.
We introduce further
M j,j
′
s =
(∫
Rl
(
mˆj
′
s (x)η
2
j (x) + e
−α|x|(1− η2j (x))
)
dx
)−1
, (8.5a)
mj,j
′
s (x) =M
j,j′
s
(
mˆj
′
s (x)η
2
j (x) + e
−α|x|(1− η2j (x))
)
, (8.5b)
and
X˙j,j
′
s =
∫
Rl
As(X
j,j′
s , x)m
j,j′
s (x) dx , X
j,j′
0 = X0 . (8.5c)
Let also
M js =
(∫
Rl
(
ms(x)η
2
j (x) + e
−α|x|(1− η2j (x))
)
dx
)−1
, (8.6a)
mjs(x) =M
j
s
(
ms(x)η
2
j (x) + e
−α|x|(1− η2j (x))
)
, (8.6b)
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and
X˙js =
∫
Rl
As(X
j
s , x)m
j
s(x) dx , X
j
0 = X0 .
We have that
lim
i→∞
M i,j,j
′
s =M
j,j′
s , lim
i→∞
∫
Rl
|mi,j,j′s (x)−mj,j
′
s (x)| dx = 0 , lim
i→∞
Xi,j,j
′
s = X
j,j′
s , (8.7a)
lim
j′→∞
M j,j
′
s =M
j
s , lim
j′→∞
∫
Rl
|mj,j′s (x)−mjs(x)| dx = 0 , lim
j′→∞
Xj,j
′
s = X
j
s , (8.7b)
and
lim
j→∞
M js = 1 , lim
j→∞
∫
Rl
|mjs(x)−ms(x)| dx = 0 , lim
j→∞
Xjs = Xs . (8.7c)
The third convergence on each line is proved by a similar compactness argument to the one used
in the proof of Lemma 6.7.
By (6.27),
I∗∗t (X,µ) =
t∫
0
sup
h∈C10(R
l)
(∫
Rl
(
Dh(x)T
(1
2
div (cs(Xs, x)ms(x))
− as(Xs, x)ms(x)
)− 1
2
‖Dh(x)‖2cs(Xs,x)ms(x)
)
dx
)
ds (8.8)
and
I∗∗t (X
i,j,j′ , µi,j,j
′
) =
t∫
0
sup
h∈C10(R
l)
(∫
Rl
(
Dh(x)T
(1
2
div (cs(X
i,j,j′
s , x)m
i,j,j′
s (x))
− as(Xi,j,j′s , x)mi,j,j
′
s (x)
) − 1
2
‖Dh(x)‖2
cs(X
i,j,j′
s ,x)
mi,j,j
′
s (x)
)
dx
)
ds .
By (8.3a),
I∗∗t (X
i,j,j′ , µi,j,j
′
) ≤M i,j,j′s
( t∫
0
Ij1(X
i,j,j′
s , mˆ
i,j′
s , s) ds +
t∫
0
Ij2(X
i,j,j′
s , s) ds
)
, (8.9)
where, for generic X˜s and m˜s ,
Ij1(X˜s, m˜s, s) = sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T
(1
2
div (cs(X˜s, x)η
2
j (x)m˜s(x)) (8.10a)
−as(X˜s, x)η2j (x)m˜s(x)
) − 1
2
‖Dh(x)‖2
cs(X˜s,x)
η2j (x)m˜s(x)
)
dx
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and
Ij2(X˜s, s) = sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T
(1
2
div (cs(X˜s, x)e
−α|x|(1− η2j (x)) (8.10b)
−as(X˜s, x)e−α|x|(1− η2j (x))
) − 1
2
‖Dh(x)‖2
cs(X˜s,x)
e−α|x|(1− η2j (x))
)
dx .
We prove that
lim
i→∞
Ij1(X
i,j,j′
s , mˆ
i,j′
s , s) = I
j
1(X
j,j′
s , mˆ
j′
s , s) . (8.11)
Let, in analogy with (8.2),
ki,j,j
′
s (x) =
1
2 η2j (x)mˆ
i,j′
s (x)
div
(
cs(X
i,j,j′
s , x)η
2
j (x)mˆ
i,j′
s (x)
)− as(Xi,j,j′s , x) . (8.12)
This function is an element of L2(Rl,Rl, η2j (x)mˆ
i,j′
s (x) dx) .
The supremum in Ij1(X
i,j,j′
s , mˆ
i,j′
s , s) is attained at a unique element g
i,j,j′
s of
L
1,2
0 (R
l,Rl, η2j (x)mˆ
i,j′
s (x) dx) such that
∫
Rl
Dp(x)Tki,j,j
′
s (x)η
2
j (x)mˆ
i,j′
s (x) dx =
∫
Rl
Dp(x)T cs(X
i,j,j′
s , x)g
i,j,j′
s (x)η
2
j (x)mˆ
i,j′
s (x) dx (8.13)
for all p ∈ C10(Rl) and
Ij1(X
i,j,j′
s , mˆ
i,j′
s , s) =
∫
Rl
1
2
‖gi,j,j′s (x)‖2cs(Xi,j,j′s ,x)mˆ
i,j′
s (x)η
2
j (x) dx . (8.14)
Similarly, the supremum in Ij1(X
j,j′
s , mˆ
j′
s , s) is attained at a unique element g
j,j′
s of
L
1,2
0 (R
l,Rl, η2j (x)mˆ
j′
s (x) dx) such that∫
Rl
Dp(x)Tkj,j
′
s (x)m
j′
s (x)η
2
j (x) dx =
∫
Rl
Dp(x)T cs(X
j
s , x)g
j,j′
s (x)m
j′
s (x)η
2
j (x) dx (8.15)
and
Ij1(X
j,j′
s , mˆ
j′
s , s) =
∫
Rl
1
2
‖gj,j′s (x)‖2cs(Xj,j′s ,x)mˆ
j′
s (x)η
2
j (x) dx , (8.16)
where
kj,j
′
s (x) =
1
2 η2j (x)mˆ
j′
s (x)
div
(
cs(X
j,j′
s , x)η
2
j (x)mˆ
j′
s (x)
) − as(Xj,j′s , x) . (8.17)
Let
Q1 =
∫
Rl
‖Dp(x)‖2
cs(X
i,j,j′
s ,x)
mˆi,j
′
s (x)η
2
j (x) dx ,
Q2 =
∫
Rl
‖ki,j,j′s (x) mˆi,j
′
s (x)− kj,j
′
s (x)mˆ
j′
s (x)‖2cs(Xi,j,j′s ,x)−1
η2j (x)
mˆi,j
′
s (x)
dx ,
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and
Q3 =
∫
Rl
‖cs(Xj,j′s , x)gj,j
′
s (x)‖2cs(Xi,j,j′s ,x)−1
mˆj
′
s (x)2η2j (x)
mˆi,j
′
s (x)
dx .
By (8.13) and (8.15), we have that∫
Rl
Dp(x)T cs(X
i,j,j′
s , x)g
i,j,j′
s (x)mˆ
i,j′
s (x) η
2
j (x) dx
=
∫
Rl
Dp(x)T
(
ki,j,j
′
s (x) mˆ
i,j′
s (x)− kj,j
′
s (x) mˆ
j′
s (x)
)
η2j (x) dx
+
∫
Rl
Dp(x)T cs(X
j,j′
s , x)g
j,j′
s (x)mˆ
j′
s (x)η
2
j (x) dx ≤
√
Q1
√
Q2 +
√
Q1
√
Q3 .
Hence,√√√√∫
Rl
‖gi,j,j′s (x)‖2
cs(X
i,j,j′
s ,x)
mˆi,j
′
s (x) η2j (x) dx
= sup
p∈C10(R
l):Q1≤1
∫
Rl
Dp(x)cs(X
i,j,j′
s , x)g
i,j,j′
s (x)mˆ
i,j′
s (x) η
2
j (x) dx ≤
√
Q2 +
√
Q3 .
By (8.14), for arbitrary κ > 0 ,
Ij1(X
i,j,j′
s , mˆ
i,j′
s , s) ≤
1
2
(
1 +
1
κ
)
Q2 +
1
2
(1 + κ)Q3 .
By (8.4), ‖mˆi,j′s − mˆj
′
s ‖W1,2(S2j) → 0 as i → ∞, see, e.g., Lemma 3.16 on p.66 in Adams and
Fournier [1], so, on recalling (8.12), (8.17), and Condition 2.2, we have that Q2 → 0 as i → ∞ .
The integrand in Q3 tends to ‖gj,j
′
s (x)‖2
cs(X
j,j′
s ,x)
mˆj
′
s (x)η2j (x) in Lebesgue measure, see (8.7a). Since
the function mˆj
′
s (x)/mˆ
i,j′
s (x) is bounded in x and i , by dominated convergence, Q3 converges to∫
Rl
‖gj,j′s (x)‖2
cs(X
j,j′
s ,x)
mˆj
′
s (x)η2j (x) dx as i→∞ so that, on recalling (8.16),
lim sup
i→∞
Ij1(X
i,j,j′
s , mˆ
i,j′
s , s) ≤ Ij1(Xj,j
′
s , mˆ
j′
s , s) .
On the other hand, by (8.10a) and integration by parts,
Ij1(X
i,j,j′
s , mˆ
i,j′
s , s) = sup
h∈C20(R
l)
∫
Rl
(−1
2
tr (cs(X
i,j,j′
s , x)D
2h(x)) −Dh(x)T as(Xi,j,j′s , x)
− 1
2
‖Dh(x)‖2
cs(X
i,j,j′
s ,x)
)
mˆi,j
′
s (x) η
2
j (x) dx
and a similar representation holds for Ij1(X
j,j′
s , mˆ
j′
s , s) , which facts imply, in view of (8.7a) and the
continuity properties in Condition 2.1, that
lim inf
i→∞
Ij1(X
i,j,j′
s , mˆ
i,j′
s , s) ≥ Ij1(Xj,j
′
s , mˆ
j′
s , s) . (8.18)
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We have proved (8.11). We now show that integrals with respect to s converge too. Let us note
that, by (8.13) and (8.14),
Ij1(X
i,j,j′
s , mˆ
i,j′
s , s) ≤
∫
Rl
1
2
‖ki,j,j′s (x)‖2cs(Xi,j,j′s ,x)−1mˆ
i,j′
s (x)η
2
j (x) dx ,
so, by (8.12), and conditions 2.1 and 2.2 there exists M > 0 such that
Ii,j,j
′
1 (X
i,j,j′
s , mˆ
i,j′
s , s) ≤M
(
1 +
∫
Rl
|Dmˆi,j′s (x)|2
mˆi,j
′
s (x)
η2j (x) dx
)
.
Accounting for (8.4) we have that
1
2
|Dmˆi,j′s (x)|2
mˆi,j
′
s (x)
= sup
y∈Rl
(
yTDmˆi,j
′
s (x)−
1
2
|y|2mˆi,j′s (x)
)
≤
∫
Rl
ρ1/i(x˜) sup
y∈Rl
(
yTDmˆj
′
s (x− x˜)−
1
2
|y|2mˆj′s (x− x˜)
)
dx˜ =
1
2
∫
Rl
ρ1/i(x˜)
|Dmˆj′s (x− x˜)|2
mˆj
′
s (x− x˜)
dx˜ .
Therefore, recalling the definition of mˆj
′
s (x) in (8.4),∫
Rl
|Dmˆi,j′s (x)|2
mˆi,j
′
s (x)
η2j (x) dx ≤
∫
Rl
|Dmˆj′s (x)|2
mˆj
′
s (x)
dx ≤
∫
Rl
|Dms(x)|2
ms(x)
dx .
Since
∫ t
0
∫
Rl
|Dms(x)|2/ms(x) dx ds < ∞ by Theorem 6.1, (8.11) and Fatou’s lemma yield the
convergence
lim
i→∞
t∫
0
Ij1(X
i,j,j′
s , mˆ
i,j′
s , s) ds =
t∫
0
Ij1(X
j,j′
s , mˆ
j′
s , s) ds . (8.19)
Let us show that
lim
j′→∞
t∫
0
Ij1(X
j,j′
s , mˆ
j′
s , s) ds =
t∫
0
Ij1(X
j
s ,ms, s) ds . (8.20)
We have that
|Ij1(Xj,j
′
s , mˆ
j′
s , s)− Ij1(Xj,j
′
s ,ms, s)|
≤ 1
2
∫
Rl
(‖ 1
2η2j (x)ms(x)
div (cs(X
j,j′
s , x)η
2
j (x)ms(x))− as(Xj,j
′
s , x)‖2cs(Xj,j′s ,x)−1
+ ‖ 1
2η2j (x)
div (cs(X
j,j′
s , x)η
2
j (x)) − as(Xj,j
′
s , x)‖2cs(Xj,j′s ,x)−1
)
η2j (x)ms(x)(1 − 1[1/j′,j′](ms(x))) dx ,
so, by dominated convergence,
lim
j′→∞
t∫
0
|Ij1(Xj,j
′
s , mˆ
j′
s , s)− Ij1(Xj,j
′
s ,ms, s)| ds = 0 . (8.21)
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Let ϑ > 0 be such that ‖y‖2cs(u,x) ≥ ϑ|y|2 , for all s ∈ [0, t] , for all u from a large enough ball,
all x , and all y . By the convergence of Xj,j
′
to Xj as j′ → ∞ , the continuity of cs(u, x) in u
locally uniformly in s and uniformly in x , and by cs(u, x) being positive definite uniformly in x and
locally uniformly in (s, u), given arbitrary δ ∈ (0, 1) and κ ∈ (0, 1) , for all j′ great enough, locally
uniformly in s ,
Ij1(X
j,j′
s ,ms, s) ≤ sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T kjs(x)−
1
2
(1− δ)(1 − κ)‖Dh(x)‖2
cs(X
j
s ,x)
)
ms(x)η
2
j (x) dx
+ sup
h∈C10(R
l)
(∫
Rl
(
Dh(x)T
(1
2
div ((cs(X
j,j′
s , x)− cs(Xjs , x))ms(x)η2j (x))
− (as(Xj,j′s , x)− as(Xjs , x))ms(x)η2j (x)) − 12 δ(1 − κ)‖Dh(x)‖2cs(Xjs ,x)ms(x)η2j (x)) dx
)
≤ (1− δ)−1(1− κ)−1 sup
h∈C10(R
l)
∫
Rl
(
Dh(x)Tkjs(x)−
1
2
‖Dh(x)‖2
cs(X
j
s ,x)
)
ms(x) η
2
j (x) dx
+ δ−1(1− κ)−1ϑ
−1
2
∫
Rl
|1
2
div
(
(cs(X
j,j′
s , x)− cs(Xjs , x))ms(x)η2j (x)
)
ms(x)η2j (x)
− (as(Xj,j′s , x)− as(Xjs , x))|2ms(x)η2j (x) dx . (8.22)
By the convergence of Xj,j
′
s to X
j
s as j′ → ∞ , Condition 2.1 and the convergence of∫ t
0
∫
Rl
|Dms(x)|2/ms(x) dx ds , the integral from 0 to t of the second integral on the rightmost
side of (8.22) tends to zero as j′ →∞ . Therefore, by (8.21), (8.2), (8.8), and (8.10a),
lim sup
j′→∞
t∫
0
Ij1(X
j,j′
s , mˆ
j′
s , s) ds ≤
t∫
0
Ij1(X
j
s ,ms, s) ds
and by an analogue of (8.18), we obtain (8.20).
We now take a limit as j →∞ . By a similar reasoning to the one used in (8.22), given arbitrary
δ ∈ (0, 1) and κ ∈ (0, 1) , for all j great enough, locally uniformly in s ,
Ij1(X
j
s ,ms, s) ≤ (1− δ)−2(1− κ)−1 sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T ks(x)− 1
2
‖Dh(x)‖2cs(Xs,x)
)
ms(x) η
2
j (x) dx
+ δ−1(1− δ)−1(1− κ)−1 1
2
∫
Rl
‖Dηj(x)‖2cs(Xs,x)ms(x) dx
+ δ−1(1− κ)−1ϑ
−1
2
∫
Rl
|1
2
div
(
(cs(X
j
s , x)− cs(Xs, x))ms(x)η2j (x)
)
ms(x)η2j (x)
− (as(Xjs , x)− as(Xs, x))|2ms(x)η2j (x) dx (8.23)
so that, by Condition 2.3 (with λ = 0) and Condition 2.1, we have, on recalling (8.8), that
lim
j→∞
t∫
0
Ij1(X
j
s ,ms, s) ds = I
∗∗
t (X,µ) . (8.24)
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Putting together (8.19), (8.20), and (8.24) yields the convergence
lim
j→∞
lim
j′→∞
lim
i→∞
t∫
0
Ij1(X
i,j,j′
s , mˆ
i,j′
s , s) ds = I
∗∗
t (X,µ) . (8.25)
We now show that the term Ij2 is inconsequential. On recalling that |as(u, x)| grows at most linearly
in |x| and |div cs(u, x)| and ‖cs(u, x)‖ are bounded in x locally uniformly in (s, u) , we have that,
for some L > 0 , all (i, j) , and all s ≤ t ,
Ij2(X
i,j,j′
s , s) ≤
∫
x∈Rl: |x|≥j
sup
y∈Rl
(
yT
(1
2
div (cs(X
i,j,j′
s , x) (1 − η2j (x)))
1− η2j (x)
− αcs(Xi,j,j′s , x)
x
2|x| − as(X
i,j,j′
s , x)
) − 1
2
‖y‖2
cs(X
i,j,j′
s ,x)
)
(1− η2j (x))e−α|x| dx
≤
∫
x∈Rl: |x|≥j
L
(
1 + α2 + |x|2 + 1
j2
|Dη(|x|/j)|2
1− η2(|x|/j)
)
e−α|x| dx .
Since η(y) = 0 for y ≥ 2 and (2.7) holds, the latter integral tends to 0 as j →∞ , so,
lim
j→∞
lim sup
j′→∞
lim sup
i→∞
t∫
0
Ij2(X
i,j,j′
s , s) ds = 0 . (8.26)
By (8.7a), (8.7b), (8.7c), (8.9), (8.25), and (8.26),
lim sup
j→∞
lim sup
j′→∞
lim sup
i→∞
I∗∗t (X
i,j,j′, µi,j,j
′
) ≤ I∗∗t (X,µ) .
Thus, there exist sequences j′(j)→∞ and i(j)→∞ as j →∞ such that (Xi(j),j,j′(j), µi(j),j,j′(j))→
(X,µ) and
lim sup
j→∞
I∗∗t (X
i(j),j,j′(j), µi(j),j,j
′(j)) ≤ I∗∗t (X,µ) .
The reverse inequality follows from the lower semicontinuity of I∗∗t (X,µ) (see (6.27), where we let
I∗∗t (X,µ) =∞ if I∗∗(X,µ) =∞), so
lim
j→∞
I∗∗t (X
i(j),j,j′(j), µi(j),j,j
′(j)) = I∗∗t (X,µ) , (8.27)
and one can take (X(j), µ(j)) = (Xi(j),j,j
′(j), µi(j),j,j
′(j)) .
Suppose now that Ct(u, x) −Gt(u, x)ct(u, x)−1Gt(u, x)T is positive definite uniformly in x and
locally uniformly in (t, u) . We proceed similarly to the case where Ct(u, x) = 0 and definem
i,j,j′
s (x) ,
M i,j,j
′
s ,M
j,j′
s ,M
j
s , and m
j
s(x) by the respective relations (8.3a), (8.3b), (8.4), (8.5a)–(8.5c), (8.6a),
and (8.6b). We let
X˙i,j,j
′
s = X˙
j,j′
s = X˙
j
s = X˙s1{|X˙s|≤j}(s) , X
i,j,j′
0 = X
j,j′
0 = X
j
0 = X0 . (8.28)
The convergences in (8.7a), (8.7b), and (8.7c) still hold.
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Replacing as(Xs, x) with as(Xs, x)+Gs(Xs, x)
Tλ in the proof above, we conclude that in analogy
with (8.27), there exist sequences i(j) → ∞ and j′(j) → ∞ as j → ∞ such that, for all λ ∈ Rn
with rational components,
lim
j→∞
t∫
0
sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T
(1
2
div (cs(X
j
s , x)m
i(j),j,j′(j)
s (x))
− (as(X(j)s , x) +Gs(X(j)s , x)Tλ)mi(j),j,j
′(j)
s (x)
)− 1
2
‖Dh(x)‖2
cs(X
j
s ,x)
mi(j),j,j
′(j)
s (x)
)
dx ds
=
t∫
0
sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T
(1
2
div (cs(Xs, x)ms(x)) − (as(Xs, x) +Gs(Xs, x)Tλ)ms(x)
)
− 1
2
‖Dh(x)‖2cs(Xs,x)ms(x)
)
dx ds ,
which, in particular, implies that
lim
j→∞
sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T
(1
2
div (cs(X
j
s , x)m
i(j),j,j′(j)
s (x))
− (as(Xjs , x) +Gs(X(j)s , x)Tλ)mi(j),j,j
′(j)
s (x)
) − 1
2
‖Dh(x)‖2
cs(X
j
s ,x)
mi(j),j,j
′(j)
s (x)
)
dx
= sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T
(1
2
div (cs(Xs, x)ms(x)) − (as(Xs, x) +Gs(Xs, x)Tλ)ms(x)
)
− 1
2
‖Dh(x)‖2cs(Xs,x)ms(x)
)
dx ,
for almost all s ∈ [0, t] .
We write these convergences, relabelling mi(j),j,j
′(j) as m(j) and Xjs as X
(j)
s , as
lim
j→∞
t∫
0
∫
Rl
‖Dm
(j)
s (x)
2m
(j)
s (x)
− Φ
s,m
(j)
s (·),X
(j)
s
(x)−Ψ
s,m
(j)
s (·),X
(j)
s
(x)λ‖2
cs(X
(j)
s ,x)
m(j)s (x) dx ds
=
t∫
0
∫
Rl
‖Dms(x)
2ms(x)
− Φs,ms(·),Xs(x)−Ψs,ms(·),Xs(x)λ‖2cs(Xs,x)ms(x) dx ds (8.29a)
and
lim
j→∞
∫
Rl
‖Dm
(j)
s (x)
2m
(j)
s (x)
− Φ
s,m
(j)
s (·),X
(j)
s
(x)−Ψ
s,m
(j)
s (·),X
(j)
s
(x)λ‖2
cs(X
(j)
s ,x)
m(j)s (x) dx
=
∫
Rl
‖Dms(x)
2ms(x)
− Φs,ms(·),Xs(x)−Ψs,ms(·),Xs(x)λ‖2cs(Xs,x)ms(x) dx , (8.29b)
respectively.
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By (6.26) and (8.29a) with λ = 0 , it remains to prove that
lim
j→∞
t∫
0
‖X˙(j)s −
∫
Rl
As(X
(j)
s , x)m
(j)
s (x) dx −
∫
Rl
Gs(X
(j)
s , x)
(Dm(j)s (x)
2m
(j)
s (x)
− Φ
s,m
(j)
s (·),X
(j)
s
(x)
)
m(j)s (x) dx‖2(∫
Rl
Q
s,m
(j)
s (·)
(X
(j)
s ,x)m
(j)
s (x) dx)−1
ds
=
t∫
0
‖X˙s −
∫
Rl
As(Xs, x)ms(x) dx−
∫
Rl
Gs(Xs, x)
(Dms(x)
2ms(x)
− Φs,ms(·),Xs(x)
)
ms(x) dx‖2(∫
Rl
Qs,ms(·)(Xs,x)ms(x) dx)
−1 ds . (8.30)
On subtracting two versions of (8.29b) for λ differing by a sign,
lim
j→∞
∫
Rl
Ψ
s,m
(j)
s (·),X
(j)
s
(x)T cs(X
(j)
s , x)
(Dm(j)s (x)
2m
(j)
s (x)
− Φ
s,m
(j)
s (·),X
(j)
s
(x)
)
m(j)s (x) dx
=
∫
Rl
Ψs,ms(·),Xs(x)
T cs(Xs, x)
(Dms(x)
2ms(x)
− Φs,ms(·),Xs(x)
)
ms(x) dx , (8.31)
so, on using (2.17b),
lim
j→∞
∫
Rl
Gs(X
(j)
s , x)
(Dm(j)s (x)
2m
(j)
s (x)
−Φ
s,m
(j)
s (·),X
(j)
s
(x)
)
m(j)s (x) dx
=
∫
Rl
Gs(Xs, x)
(Dms(x)
2ms(x)
− Φs,ms(·),Xs(x)
)
ms(x) dx . (8.32)
By (8.29b) and (8.31),
lim
j→∞
∫
Rl
‖Ψ
s,m(j)(·),X
(j)
s
(x)‖2
cs(X
(j)
s ,x)
m(j)s (x) dx =
∫
Rl
‖Ψs,m(·),Xs(x)‖2cs(Xs,x)ms(x) dx ,
so, by (2.16),
lim
j→∞
∫
Rl
Q
s,m
(j)
s (·)
(X(j)s , x)m
(j)
s (x) dx =
∫
Rl
Qs,ms(·)(Xs, x)ms(x) dx . (8.33)
By (8.28), (8.7a), (8.7b), (8.7c), (A.2), and (8.33), one has pointwise convergence of the inte-
grands with respect to ds on the lefthand side of (8.30) to the integrand on the righthand side.
Since the matrices
∫
Rl
Q
s,m
(j)
s (·)
(X
(j)
s , x)
m
(j)
s (x) dx are uniformly positive definite, the jth integrand is bounded above by
M
(|X˙s|2 + 1 +
∫
Rl
|Dm
(j)
s (x)
2m
(j)
s (x)
− Φ
s,m
(j)
s (·),X
(j)
s
(x)|2m(j)s (x) dx
)
,
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for some M > 0 . By (8.29a) and (8.29b), by the fact that the right hand side of (6.23) is finite, so∫ t
0 |X˙s|2 ds <∞ , and by dominated convergence, we conclude that (8.30) holds.
We have thus proved that in both cases there exist (X(j), µ(j)) with needed regularity properties
that converge to (X,µ) and are such that I∗∗t (X
(j), µ(j)) → I∗∗t (X,µ) for all t ∈ R+ . Picking a
suitable subsequence, we can assume that I∗∗j (X
(j), µ(j)) ≤ I∗∗j (X,µ) + 1/j . We redefine the
subsequence (X
(j)
t , µ
(j)
t ) for t ≥ j such that I∗∗j (X(j), µ(j)) = I∗∗(X(j), µ(j)) , thanks to Lemma
6.7. The obtained sequence will still converge to (X,µ) . In addition, lim supj→∞ I
∗∗(X(j), µ(j)) ≤
I∗∗(X,µ) , which yields the assertion of Theorem 8.1 by the lower semicontinuity of I∗∗ .
9 Proof of Theorem 2.1
Suppose that limǫ→0P
ǫ(|Xǫ0 − uˆ| > κ)ǫ = 0, for arbitrary κ > 0 . Then any large deviation limit
point I˜ of Pǫ is such that I˜(X,µ) = ∞ unless X0 = uˆ . If (X,µ) is such that X0 = uˆ and
I∗∗(X,µ) < ∞ , by Theorems 5.1, 7.1, and 8.1, there exist (Xi, µi) , which satisfy the hypotheses
on (Xˆ, µˆ) in Theorem 7.1, such that I∗∗(Xi, µi) = I˜(Xi, µi), (Xi, µi) → (X,µ) as i → ∞ , and
I∗∗(Xi, µi)→ I∗∗(X,µ) as i→∞ . By Theorem 3.4 (with the role of U being played by the set of
functions U
λ(·),f
t∧τ in Theorem 5.1 and with the role of U˜ being played by the set of functions θN in
Lemma 7.2) and Theorem 6.1, I˜(X,µ) = I∗∗(X,µ) = I(X,µ) for all (X,µ) .
In the general setting of Theorem 2.1, let Lǫuˆ denote the regular conditional distribution of
(Xǫ, µǫ) given that Xǫ0 = uˆ , where uˆ ∈ Rn and is otherwise arbitrary. By what has been proved,
if uǫ → uˆ as ǫ → 0, then the Lǫuǫ obey the LDP in C(R+,Rn) × C↑(R+,M(Rl)) with the large
deviation function I˘uˆ as defined in the statement of Theorem 2.1, where I0(uˆ) = 0 and I0(u) =∞
if u 6= uˆ . Since by the hypotheses of Theorem 2.1 the distributions of Xǫ0 obey the LDP with
a large deviation function I0, it follows that the distributions of (X
ǫ, µǫ) obey the LDP with
I(X,µ) = I0(X0)+ I˘X0(X,µ) , see, e.g., Chaganty [9], Puhalskii [39]. Theorem 2.1 has been proved.
A Appendix
Proof of Lemma 2.1. Let ηr(x) = η(|x|/r) and
ks(x, λ) = cs(Xs, x)
−1
(div (cs(Xs, x)ms(x))
2ms(x)
− (as(Xs, x) +Gs(Xs, x)Tλ)) . (A.1)
By (2.9) and Theorem 6.1, ks(·, λ) ∈ L2(Rl,Rl, cs(x,Xs),ms(x) dx) , for almost all s . We prove
that, for those s ,
lim
r→∞
sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ)− 1
2
‖Dh(x)‖2cs(Xs,x)
)
η2r (x)ms(x)dx
= sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ)− 1
2
‖Dh(x)‖2cs(Xs,x)
)
ms(x)dx . (A.2)
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Since
lim
r→∞
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ)− 1
2
‖Dh(x)‖2cs(Xs,x)
)
η2r (x)ms(x)dx
=
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ) − 1
2
‖Dh(x)‖2cs(Xs,x)
)
ms(x)dx ,
we have that
lim inf
r→∞
sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ)− 1
2
‖Dh(x)‖2cs(Xs,x)
)
η2r (x)ms(x)dx
≥ sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ) − 1
2
‖Dh(x)‖2cs(Xs,x)
)
ms(x)dx ,
so, we need to prove that
lim sup
r→∞
sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ)− 1
2
‖Dh(x)‖2cs(Xs,x)
)
η2r (x)ms(x)dx
≤ sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ)− 1
2
‖Dh(x)‖2cs(Xs,x)
)
ms(x)dx . (A.3)
On denoting by Hr the Hilbert space L
1,2
0 (R
l,Rl, cs(x,Xs), η
2
r (x)ms(x) dx) , one can write (A.3) as
lim sup
r→∞
sup
Dh∈Hr
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ)− 1
2
‖Dh(x)‖2cs(Xs,x)
)
η2r(x)ms(x)dx
≤ sup
Dh∈L1,20 (R
l,Rl,cs(x,Xs),ms(x) dx)
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ)− 1
2
‖Dh(x)‖2cs(Xs,x)
)
ms(x)dx . (A.4)
Given R > 0 and κ ∈ (0, 1) , for all r great enough,
sup
Dh∈Hr
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ) − 1
2
‖Dh(x)‖2cs(Xs,x)
)
η2r (x)ms(x)dx
≤ sup
Dh∈Hr
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ)1{|x|≤R}(x)−
1− κ
2
‖Dh(x)‖2cs(Xs,x)
)
η2r (x)ms(x)dx
+
∫
Rl
sup
y∈Rl
(
yT cs(Xs, x)ks(x, λ)1{|x|>R}(x)−
κ
2
‖y‖2cs(Xs,x)
)
η2r (x)ms(x)dx
=
1
1− κ supDh∈Hr
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ)1{|x|≤R}(x)−
1
2
‖Dh(x)‖2cs(Xs,x)
)
η2r (x)ms(x) dx
+
1
2κ
∫
Rl
‖ks(x, λ)‖2cs(Xs,x)1{|x|>R}(x)η2r (x)ms(x) dx
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≤ 1
1− κ supDh∈Hr
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ)1{|x|≤R}(x)−
1
2
‖Dh(x)‖2cs(Xs,x) η2r (x)
)
ms(x) dx
+
1
2κ
∫
Rl
‖ks(x, λ)‖2cs(Xs,x)1{|x|>R}(x)ms(x) dx . (A.5)
If ‖Dh(·)‖L2(Rl,Rl,cs(x,Xs),η2r(x)ms(x) dx) > 2‖ks(x, λ)‖L2(Rl,Rl,cs(x,Xs),ms(x) dx) , then, by the Cauchy–
Schwarz inequality, the first integral on the rightmost side of (A.5) is negative. Therefore,
on denoting by Kr the subset of Hr of (the equivalence classes of) functions Dh such that
‖Dh‖L2(Rl,Rl,cs(x,Xs),η2r(x)ms(x) dx) ≤ 2‖ks(x, λ)‖L2(Rl,Rl,cs(x,Xs),ms(x) dx) , we have that
sup
Dh∈Hr
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ)1{|x|≤R}(x)−
1
2
‖Dh(x)‖2cs(Xs,x) η2r(x)
)
ms(x) dx
= sup
Dh∈Kr
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ)1{|x|≤R}(x)−
1
2
‖Dh(x)‖2cs(Xs,x) η2r (x)
)
ms(x) dx . (A.6)
Being closed subspaces of the reflexive Banach spaces L2(Rl,Rl, cs(x,Xs), η
2
r (x)ms(x) dx) , the
spaces Hr are reflexive Banach spaces in their own right. The sets Kr are weakly compact subsets
of the Hr , being convex, bounded, and closed. The Kr make up an inverse system of compact
Hausdorff spaces with identifications of elements of Kr as elements of Kr′ , for r > r
′ , as bonding
maps πrr′ . The inverse limit of the Kr , as r→∞ , which we denote by K is a compact Hausdorff
space and can be identified with the subspace of L1,20 (R
l,Rl, cs(x,Xs), (x)ms(x) dx) of the elements
Dh such that ‖Dh‖L2(Rl,Rl,cs(x,Xs),ms(x) dx) ≤ 2‖ks(x, λ)‖L2(Rl,Rl,cs(x,Xs),ms(x) dx) . The projections
from K to Kr are identifications of the elements of K as elements of Kr . For each r , the integral
in (A.6) is a concave and continuous function of Dh for the norm topology on Hr , so, it is weakly
upper semicontinuous on Hr , and, hence, on Kr . Those integrals decrease as r increases and
converge to
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ)1{|x|≤R}(x)− ‖Dh(x)‖2cs(Xs,x)/2
)
ms(x) dx , as r →∞ . By
the version of Dini’s lemma in Remark A.1,
lim
r→∞
sup
Dh∈Kr
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ)1{|x|≤R}(x)−
1
2
‖Dh(x)‖2cs(Xs,x) η2r (x)
)
ms(x) dx =
sup
Dh∈K
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ)1{|x|≤R}(x)−
1
2
‖Dh(x)‖2cs(Xs,x)
)
ms(x) dx . (A.7)
By (A.5), (A.6), and (A.7),
lim sup
r→∞
sup
Dh∈Hr
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ)− 1
2
‖Dh(x)‖2cs(Xs,x)
)
η2r(x)ms(x)dx
≤ 1
1− κ sup
Dh∈L1,20 (R
l,Rl,cs(x,Xs),ms(x) dx)
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ)1{|x|≤R}(x)
− 1
2
‖Dh(x)‖2cs(Xs,x)
)
ms(x) dx +
1
2κ
∫
Rl
‖ks(x, λ)‖2cs(Xs,x)1{|x|>R}(x)ms(x) dx . (A.8)
66
Since, similarly to (A.7),
sup
Dh∈L1,20 (R
l,Rl,cs(x,Xs),ms(x) dx)
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ)1{|x|≤R}(x)−
1
2
‖Dh(x)‖2cs(Xs,x)
)
ms(x) dx
≤ 1
1− κ sup
Dh∈L1,20 (R
l,Rl,cs(x,Xs),ms(x) dx)
∫
Rl
(
Dh(x)T cs(Xs, x)ks(x, λ)− 1
2
‖Dh(x)‖2cs(Xs,x)
)
ms(x) dx
+
1
2κ
∫
Rl
‖ks(x, λ)‖2cs(Xs,x)1{|x|>R}(x)ms(x) dx ,
one obtains (A.4) by letting R → ∞ and κ → 0 on the righthand side of (A.8) and accounting
for ks(·, λ) being square integrable. The convergence in (2.8) is obtained by an application of
Lebesgue’s dominated convergence theorem.
By Theorem 6.1, if I′(X,µ) <∞ , then
t∫
0
sup
h∈C10(R
l)
∫
Rl
(
Dh(x)T (
1
2
div cs(Xs, x)−as(Xs, x))− 1
2
‖Dh(x)‖2cs(Xs,x)
)
ms(x) dx ds <∞ . (A.9)
Suppose (2.10) holds and let L denote an upper bound for the lefthand side of (A.9). By (6.6)
in the statement of Lemma 6.4 and Condition 2.1, L is also an upper bound on the integrals on
the left of (A.9) for h ∈ W1,q0 (S) , where S is an open ball in Rl , q ≥ 2 , and q > l . On taking
h(x) = κ(|x|2 ∨ r21 ∧ r22 − r22) , where κ > 0 and 0 < r1 < r2 , we have that
t∫
0
∫
x∈Rl: r1≤|x|≤r2
(
κxT
(1
2
div cs(Xs, x) − as(Xs, x)
) − κ2‖cs(Xs, x)‖|x|2)ms(x) dx ds ≤ L .
If r1 is great enough, there exists δ > 0 such that x
Tas(Xs, x) ≤ −δ|x|2 if |x| ≥ r1 . Therefore, for
small enough κ > 0 , great enough r1 , and all r2 > r1 ,
κδ
2
t∫
0
∫
x∈Rl: r1≤|x|≤r2
|x|2ms(x) dx ds ≤ L .
The square integrability of as(Xs, x) now follows by Condition 2.1.
Suppose now (2.11) holds. We take, for given s ,
h(x) = −(aˆs(Xs, x) ∨ (−δ) ∧ δ)ηr(x) .
Then
Dh(x) = −Daˆs(Xs, x)1{|aˆs(Xs,x)|≤δ}(x)ηr(x)− (aˆs(Xs, x) ∨ (−δ) ∧ δ)
1
r
x
|x| Dη
( |x|
r
)
,
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h ∈W1,q0 (S) , for large enough ball S , and, for κ ∈ (0, 1) ,∫
Rl
(
Dh(x)T
(1
2
div cs(Xs, x)− as(Xs, x)
) − 1
2
‖Dh(x)‖2cs(Xs,x)
)
ms(x) dx
≥ 1− κ
2
∫
Rl
‖Dxaˆs(Xs, x)‖2cs(Xs,x)1{|aˆs(Xs,x)|≤δ}(x)ηr(x)ms(x) dx
−
∫
Rl
(aˆs(Xs, x) ∨ (−δ) ∧ δ)1
r
Dη
( |x|
r
) xT
|x| cs(Xs, x)Dxaˆs(Xs, x)ms(x) dx
− 1
2r2
(
1 +
1
κ
) ∫
Rl
(aˆs(Xs, x) ∨ (−δ) ∧ δ)2‖Dη
( |x|
r
)‖2cs(Xs,x)ms(x) dx .
As r → ∞ , the integrals from 0 to t of the latter two integrals converge to
zero (we recall that by Theorem 6.1,
∫ t
0
∫
Rl
|xTas(Xs, x)|/|x|ms(x) dx ds < ∞ , so∫ t
0
∫
Rl
|xT cs(Xs, x)Dxaˆs(Xs, x)|/|x|ms(x) dx ds <∞) . Therefore,
1
2
t∫
0
∫
Rl
‖as(Xs, x)− 1
2
div cs(Xs, x)‖2cs(Xs,x)−1 ms(x) dx ds ≤ L ,
which implies the square integrability of as(Xs, ·) thanks to Conditions 2.1 and 2.2.
Remark A.1. The version of Dini’s lemma invoked in the proof is as follows. Let (Kσ, πστ ,Σ) be
an inverse system of compact Hausdorff topological spaces over directed set Σ . In particular, for
τ ≤ σ , πστ is a continuous map from Kσ to Kτ . Let K represent the inverse limit of the Kσ and
let πσ : K → Kσ be the canonical projections. We note that K is a compact Hausdorff topological
space. Let real–valued functions fσ be defined and upper semicontinuous on the Kσ . Suppose that
the sequence fσ is monotonically decreasing in the sense that if xσ ∈ Kσ , then fσ(xσ) ≤ fτ (πστxσ) ,
for all τ ≤ σ . Let x ∈ K . Since, for τ ≤ σ , fτ (πτx) = fτ (πστ ◦ πσx) ≥ fσ(πσx) , the net
fσ(πσx) is monotonically decreasing. Let f(x) represent the limit of fσ(πσx) , as σ ∈ Σ . Then
supxσ∈Kσ fσ(xσ) → supx∈K f(x) . For a proof, one notes that the sets π−1σ
({xσ ∈ Kσ : fσ(xσ) ≥
supx∈K f(x)+ǫ}
)
form a nested collection of closed subsets of K with an empty intersection. (There
is also a sequential version of this result.)
Remark A.2. A ”down–to–earth” version of the proof of (A.7) goes as follows. Let the supremum
on the lefthand side be attained at Dhr . All of the Dhr belong to Kr0 , provided r ≥ r0 . By the
diagonal process, we may assume that the Dhr converge weakly to some Dhˆ that belongs to all
Kr0 , so it belongs to K . We also have that∫
Rl
(
Dhr(x)
T cs(Xs, x)ks(x, λ)1{|x|≤R}(x)−
1
2
‖Dhr(x)‖2cs(Xs,x) η2r (x)
)
ms(x) dx
≤
∫
Rl
(
Dhr(x)
T cs(Xs, x)ks(x, λ)1{|x|≤R}(x)−
1
2
‖Dhr(x)‖2cs(Xs,x) η2r0(x)
)
ms(x) dx .
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By the upper semicontinuity in Kr0 ,
lim sup
r→∞
∫
Rl
(
Dhr(x)
T cs(Xs, x)ks(x, λ)1{|x|≤R}(x)−
1
2
‖Dhr(x)‖2cs(Xs,x) η2r0(x)
)
ms(x) dx
≤
∫
Rl
(
Dhˆ(x)T cs(Xs, x)ks(x, λ)1{|x|≤R}(x)−
1
2
‖Dhˆ(x)‖2cs(Xs,x) η2r0(x)
)
ms(x) dx .
Letting r0 →∞ yields
lim sup
r→∞
∫
Rl
(
Dhr(x)
T cs(Xs, x)ks(x, λ)1{|x|≤R}(x)−
1
2
‖Dhr(x)‖2cs(Xs,x) η2r(x)
)
ms(x) dx
≤
∫
Rl
(
Dhˆ(x)T cs(Xs, x)ks(x, λ)1{|x|≤R}(x)−
1
2
‖Dhˆ(x)‖2cs(Xs,x)
)
ms(x) dx .
Proof of Lemma 4.1. By Ascoli’s theorem, set Γ ⊂ C(R+,M(Rl)) is relatively compact if and only
if for each t ∈ R+ there exists compact Kt ⊂M(Rl) such that ν˜t ∈ Kt for all ν˜ = (ν˜s , s ∈ R+) ∈ Γ
and
lim
δ→0
sup
ν˜∈Γ
sup
s1,s2∈[0,t]: |s1−s2|≤δ
d(ν˜s1 , ν˜s2) = 0 . (A.10)
Suppose, the net νǫ is sequentially exponentially tight for rate 1/ǫ . Given arbitrary t > 0 and
η > 0 , let {ǫi, i ∈ N} be a sequence converging to zero as i→∞ such that
lim
i→∞
Pǫi
(
νǫi,t(x ∈ Rl : |x| > i) > η
)ǫi = lim
N→∞
lim sup
ǫ→0
Pǫ
(
νǫ,t(x ∈ Rl : |x| > N) > η
)ǫ
and
lim
i→∞
sup
s1∈[0,t]
Pǫi
(
sup
s2∈[s1,s1+1/i]
d(νǫi,s1 , νǫi,s2) > η
)ǫi = lim
δ→0
lim sup
ǫ→0
sup
s1∈[0,t]
Pǫ
(
sup
s2∈[s1,s1+δ]
d(νǫ,s1 , νǫ,s2) > η
)ǫ
.
Since the sequence {νǫi , i ∈ N} is exponentially tight for rate 1/ǫi , given κ > 0, there ex-
ists compact Γ such that lim supi→∞Pǫi(νǫi /∈ Γ)ǫi < κ . Hence, for the associated Kt,
lim supi→∞Pǫi(νǫi,t /∈ Kt)ǫi < κ . By compactness of Kt, for arbitrary η > 0 there exists
i such that supν˜∈Kt ν˜
(
x : |x| > i) ≤ η, so lim supi→∞Pǫi(νǫi,t(x : |x| > i) > η)ǫi < κ .
Similarly, choosing i in such a way that supν∈Γ sups1,s2∈[0,t]: |s1−s2|<1/i d(νs1 , νs2) ≤ η we ob-
tain that lim supi→∞Pǫi
(
sups1,s2∈[0,t]: |s1−s2|<1/i d(νǫi,s1 , νǫi,s2) > η
)ǫi < κ , which implies that
lim supi→∞ sups1∈[0,t]Pǫ
(
sups2∈[s1,s1+1/i] d(νǫi,s1 , νǫi,s2) > η
)ǫi < κ .
Suppose now that the convergences in the hypotheses hold. We first show that
lim
δ→0
lim sup
ǫ→0
Pǫ
(
sup
s1,s2∈[0,t]: |s1−s2|≤δ
d(νǫ,s1 , νǫ,s2) > η
)ǫ
= 0 .
It follows by the bound (cf. Billingsley [5, Chapter 2])
Pǫ
(
sup
s1,s2∈[0,t]: |s1−s2|≤δ
d(νǫ,s1 , νǫ,s2) > η
) ≤ Pǫ(⌊t/δ⌋⋃
i=0
{3 sup
s∈[iδ,(i+1)δ]
d(νǫ,iδ, νǫ,s) > η}
)
≤
⌊t/δ⌋∑
i=0
Pǫ
(
3 sup
s∈[iδ,(i+1)δ]
d(νǫ,iδ, νǫ,s) > η
) ≤ ( t
δ
+ 1
)
sup
s1∈[0,t]
Pǫ
(
sup
s2∈[s1,s1+δ]
d(νǫ,s1 , νǫ,s2) >
η
3
)
.
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Let ǫi → 0 as i→∞ . Given κ > 0 , t ∈ R+ , and j ∈ N , one can choose δj,t > 0 such that δj,t → 0
as j →∞ and
lim sup
i→∞
Pǫi
(
sup
s1,s2∈[0,t]: |s1−s2|≤δj,t
d(νǫi,s1 , νǫi,s2) >
1
j
)ǫi < κ
2j2t
,
for all i ∈ N and all j ∈ N . Since the space M(Rl) is complete and separable, each of the measures
νǫ has a tight distribution, so we can choose δ˜j,t > 0 such that δ˜j,t → 0 as j →∞ and the inequality
Pǫi
(
sup
s1,s2∈[0,t]: |s1−s2|≤δ˜j,t
d(νǫi,s1 , νǫi,s2) >
1
j
)ǫi < κ
2j2t
(A.11)
holds for all i . Similarly, one can choose Nj,t →∞ as j →∞ such that the inequality
Pǫi
(
max
L=1,2,...,⌊t/δ˜j,t⌋
νǫi,Lδ˜j,t(x ∈ R
l : |x| > Nj,t) > 1
j
)ǫi < κ
2j2t
(A.12)
holds for all i ∈ N .
Let
Γ =
⋂
M∈N
⋂
j∈N
(
{ν˜ ∈ C(R+,M(Rl)) : sup
s1,s2∈[0,M ]: |s1−s2|≤δ˜j,M
d(ν˜s1 , ν˜s2) ≤
1
j
}
⋂ ⌊M/δ˜j,M ⌋⋂
L=1
{ν˜ ∈ C(R+,M(Rl)) : ν˜Lδ˜j,M (|x| > Nj,M) ≤
1
j
}
)
.
According to the definition, (A.10) holds for all t ∈ R+ . In addition, if M ≥ t, then, for ν˜ ∈ Γ,
using the definition of d(·, ·) ,
ν˜t(|x| > Nj,M + 1) ≤ max
L=1,2,...,⌊M/δ˜j,M ⌋
ν˜Lδ˜j,M (|x| > Nj,M) +
1
j
≤ 2
j
.
Hence,
lim
j→∞
sup
ν˜∈Γ
ν˜t(|x| > Nj,M + 1) = 0 ,
so by Prohorov’s theorem, the ν˜t belong to a compact set. It follows that Γ is relatively compact
in C(R+,M(R
l)) .
In addition, by (A.11) and (A.12), assuming ǫi < 1 ,
Pǫi(νǫi /∈ Γ)ǫi ≤
∞∑
M=1
∞∑
j=1
(
Pǫi
(
sup
s1,s2∈[0,M ]: |s1−s2|≤δ˜j,M
d(νǫi,s1 , νǫi,s2) >
1
j
)ǫi
+Pǫi
(
max
L=1,2,...,⌊M/δ˜j,M ⌋
νǫi,Lδ˜j,M (x ∈ R
l : |x| > Nj,M) > 1
j
)ǫi) ≤ 2κ .
Thus, the sequence {νǫi , i ∈ N} is exponentially tight for rate 1/ǫi as i→ ∞ . This completes the
proof of the first part of the lemma. The second part is proved similarly.
Proof of Lemma 6.2. We follow the approach of Ro¨ckner and Zhang [44, pp.204,205], [45], see also
Bogachev, Krylov, and Ro¨ckner [6]. Let ψ be a bounded function from W1,2(O,m(x) dx) . Let, for
j ∈ N , bj represent an R+-valued C∞0 -function on R such that, for y ∈ R , 1[−j,j](y) ≤ bj(y) ≤
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1(−j−1,j+1)(y) and |Dbj(y)| ≤ 2 , and let φj(x) = bj(lnm(x)) ifm(x) > 0 and φj(x) = 0 ifm(x) = 0 ,
where x ∈ Rd . It is noteworthy that φj ∈W1,2(O) . We have that∫
O
|ψ(x) − φj(x)ψ(x)|2m(x) dx ≤
∫
O
|ψ(x)|21{|lnm(x)|≥j}(x)m(x) dx → 0 as j → ∞ .
In addition,∫
O
|Dψ(x)−D(φj(x)ψ(x))|2m(x) dx ≤ 2
∫
O
|Dψ(x)|21{|lnm(x)≥j|}(x)m(x) dx
+ 8
∫
O
|ψ(x)|21{|lnm(x)|≥j}(x)
|Dm(x)|2
m(x)
dx→ 0 as j →∞ .
Thus, φjψ → ψ in W1,2(O,m(x) dx) as j →∞ .
We have that∫
O
|φj(x)ψ(x)|2 dx =
∫
O
|φj(x)ψ(x)|21{m(x)>e−j−1} dx ≤ ej+1
∫
O
|ψ(x)|2m(x) dx .
Similarly,∫
O
|D(φj(x)ψ(x))|2 dx ≤ 8ej+1
∫
O
|Dm(x)|2
m(x)
|ψ(x)|2 dx+ 2ej+1
∫
O
|Dψ(x)|2m(x) dx .
Thus, φjψ ∈ W1,2(O) , so there exists sequence ψi of C∞(O)-functions with bounded |ψi(x)| and
|Dψi(x)| that converges to φjψ in W1,2(O) as i → ∞ . The following inequalities show that
φj+1ψi → φjψ in W1,2(O,m(x) dx) as i→∞ : since φj = φjφj+1 ,∫
O
(|φj(x)ψ(x) − φj+1(x)ψi(x)|2 + |D(φj(x)ψ(x)) −D(φj+1(x)ψi(x))|2)m(x) dx
≤
∫
O
(
9|φj(x)ψ(x) − ψi(x)|2 + 2|D(φj(x)ψ(x)) −Dψi(x)|2
)
1{|lnm(x)|≤j+2}(x)m(x) dx
≤ ej+2
∫
O
(
9|φj(x)ψ(x) − ψi(x)|2 + 2|D(φj(x)ψ(x)) −Dψi(x)|2
)
dx→ 0 as i→∞ .
It remains to check that φj+1ψi ∈ H1,2(O,m(x) dx) , which follows provided φj+1 ∈
H
1,2(O,m(x) dx) . If O is an open ball in Rd , we let η(x) represent a C∞0 (R
d)-function such
that η(x) ∈ [0, 1] and η(x) = 1 on O and let m˜(x) = m(x)η(x) + (1 − η(x))/(1 + |x|d+1)
and φ˜j+1(x) = bj(ln m˜(x)) . Then m˜(x) = m(x) and φ˜j+1(x) = φj+1(x) for x ∈ O . If
O = Rd , we let m˜(x) = m(x) and φ˜j+1(x) = φj+1(x) for all x ∈ Rd . It suffices to prove
that φ˜j+1 ∈ H1,2(Rd, m˜(x) dx) . We have that
√
m˜ ∈ W1,2(Rd) for both cases where O is
an open ball and O = Rd . By Ro¨ckner and Zhang [45] (see pp.461–463), φ˜j+1 belongs to
the domain of the closure of the Dirichlet form E0 on L2(Rd, m˜(x) dx) defined by E0(f, g) =∫
Rd
Df(x)TDg(x) m˜(x) dx , where f, g ∈ C∞0 (Rd) . Thus, there exist qi ∈ C∞0 (Rd) such that∫
Rd
|Dqi(x) − Dφ˜j+1(x)|2 m˜(x) dx +
∫
Rd
|qi(x) − φ˜j+1(x)|2 m˜(x) dx → 0 as i → ∞ which implies
the needed property.
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If ψ ∈ H1,2(Rd) is not bounded, then it is the limit of the functions ψ ∧ i ∨ (−i) in W1,2(Rd) as
i→∞ .
Proof of Lemma 6.3. We follow the approach of Bogachev, Krylov, and Ro¨ckner [6], see also Meta-
fune, Pallara, and Rhandi [31]. Let
ρ(x) =


( ∫
y∈Rd: |y|<1
e1/(|y|
2−1) dy
)−1
e1/(|x|
2−1), if |x| < 1
0, if |x| ≥ 1,
let ρǫ(x) = (1/ǫ
d) ρ
(
x/ǫ
)
, and let pǫ(x) =
∫
Rd
ρǫ(x− y) p(y) dy , where ǫ > 0 and p ∈ C∞0 (Rd) . We
note that
∫
Rd
ρǫ(x) dx = 1 , pǫ ∈ C∞0 (Rd) , and
∫
Rd
c(x)ρǫ(x− ·)m(x) dx ∈ C∞0 (Rd,Rd×d) . One can
see that, similarly to the calculation on p.227 of Bogachev, Krylov, and Ro¨ckner [6],∫
Rd
tr
(
c(x)D2pǫ(x)
)
m(x) dx+
∫
Rd
b(x)TDpǫ(x)m(x) dx = −
∫
Rd
Dp(x)T c(x)
∫
Rd
Dρǫ(x−y)m(y) dy dx
−
∫
Rd
Dp(x)T
∫
Rd
(c(y) − c(x))Dρǫ(x− y)m(y) dy dx+
∫
Rd
Dp(x)T
∫
Rd
b(y)ρǫ(x− y)m(y) dy dx .
Since the lefthand side equals zero, introducing
mǫ(x) =
∫
Rd
ρǫ(x− y)m(y) dy , (A.13)
we have that∫
Rd
Dp(x)T c(x)Dmǫ(x) dx = −
∫
Rd
Dp(x)T
∫
Rd
(c(y) − c(x))Dρǫ(x− y)m(y) dy dx
+
∫
Rd
Dp(x)T
∫
Rd
b(y)ρǫ(x− y)m(y) dy dx . (A.14)
Let η ∈ C∞0 (Rd) be such that |η(x)| ≤ 1 , let κ > 0 , and let p(x) = η2(x) ln
(
mǫ(x)+κ
)
. By (A.14),
∫
Rd
η2(x)
Dmǫ(x)
T c(x)Dmǫ(x)
mǫ(x) + κ
dx = −
∫
Rd
ln(mǫ(x) + κ) 2η(x)Dη(x)
T c(x)Dmǫ(x) dx
−
∫
Rd
η2(x)
Dmǫ(x)
T
mǫ(x) + κ
∫
Rd
(c(y) − c(x))Dρǫ(x− y)m(y) dy dx
−
∫
Rd
ln(mǫ(x) + κ) 2η(x)Dη(x)
T
∫
Rd
(c(y)− c(x))Dρǫ(x− y)m(y) dy dx
+
∫
Rd
η2(x)
Dmǫ(x)
T
mǫ(x) + κ
∫
Rd
b(y)ρǫ(x− y)m(y) dy dx
+
∫
Rd
ln(mǫ(x) + κ) 2η(x)Dη(x)
T
∫
Rd
b(y)ρǫ(x− y)m(y) dy dx .
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The next step is to provide bounds on the terms on the righthand side. By the Cauchy inequality,
for arbitrary δ > 0,
|
∫
Rd
ln(mǫ(x) + κ) 2η(x)Dη(x)
T c(x)Dmǫ(x) dx| ≤ δ
∫
Rd
η2(x)
Dmǫ(x)
T c(x)Dmǫ(x)
mǫ(x) + κ
dx
+
1
δ
∫
Rd
(
ln(mǫ(x) + κ))
2(mǫ(x) + κ)Dη(x)
T c(x)Dη(x) dx,
|
∫
Rd
η2(x)
Dmǫ(x)
T
mǫ(x) + κ
∫
Rd
(c(y) − c(x))Dρǫ(x− y)m(y) dy dx|
≤δ
∫
Rd
η2(x)
mǫ(x) + κ
|Dmǫ(x)|2 dx+ 1
4δ
∫
Rd
η2(x)
mǫ(x) + κ
|
∫
Rd
(c(y) − c(x))Dρǫ(x− y)m(y) dy|2 dx,
|
∫
Rd
ln(mǫ(x) + κ) 2η(x)Dη(x)
T
∫
Rd
(c(y)− c(x))Dρǫ(x− y)m(y) dy dx|
≤
∫
Rd
(
ln(mǫ(x) + κ))
2(mǫ(x) + κ) |Dη(x)|2 dx+
∫
Rd
η2(x)
mǫ(x) + κ
|
∫
Rd
(c(y) − c(x))Dρǫ(x− y)m(y) dy|2 dx,
|
∫
Rd
η2(x)
Dmǫ(x)
T
mǫ(x) + κ
∫
Rd
b(y)ρǫ(x− y)m(y) dy dx|
≤δ
∫
Rd
η2(x)
|Dmǫ(x)|2
mǫ(x) + κ
dx+
1
4δ
∫
Rd
η2(x)
mǫ(x) + κ
|
∫
Rd
b(y)ρǫ(x− y)m(y) dy|2 dx,
∫
Rd
ln(mǫ(x) + κ) 2η(x)Dη(x)
T
∫
Rd
b(y)ρǫ(x− y)m(y) dy dx
≤
∫
Rd
(
ln(mǫ(x) + κ))
2(mǫ(x) + κ) |Dη(x)|2 dx+
∫
Rd
η2(x)
mǫ(x) + κ
|
∫
Rd
b(y)ρǫ(x− y)m(y) dy|2 dx .
Therefore, assuming ϑ > 0 is such that ϑ ≤ (y/|y|)T c(x)(y/|y|) ≤ ϑ−1 for all x, y ∈ Rd ,
(ϑ− δϑ−1 − 2δ)
∫
Rd
η2(x)
|Dmǫ(x)|2
mǫ(x) + κ
dx ≤ (ϑ−1
δ
+ 2
) ∫
Rd
(
ln(mǫ(x) + κ))
2(mǫ(x) + κ) |Dη(x)|2 dx
+
( 1
4δ
+ 1
) ∫
Rd
η2(x)
mǫ(x) + κ
|
∫
Rd
(c(y)− c(x))Dρǫ(x− y)m(y) dy|2 dx
+
( 1
4δ
+ 1
) ∫
Rd
η2(x)
mǫ(x) + κ
|
∫
Rd
b(y)ρǫ(x− y)m(y) dy|2 dx .
By the Cauchy-Schwarz inequality and (A.13),
(ϑ− δϑ−1 − 2δ)
∫
Rd
η2(x)
|Dmǫ(x)|2
mǫ(x) + κ
dx ≤ (ϑ−1
δ
+ 2
) ∫
Rd
(
ln(mǫ(x) + κ))
2(mǫ(x) + κ) |Dη(x)|2 dx
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+
( 1
4δ
+ 1
) ∫
Rd
η2(x)
∫
|x−y|<ǫ
|(c(y)− c(x))Dρǫ(x− y)|2
ρǫ(x− y) m(y) dy dx
+
( 1
4δ
+ 1
) ∫
Rd
η2(x)
∫
Rd
|b(y)|2ρǫ(x− y)m(y) dy dx . (A.15)
Let N > 0 be such that η(x) = 0 if |x| ≥ N . By Jensen’s inequality,∫
Rd
(
ln(mǫ(x) + κ))
2(mǫ(x) + κ) |Dη(x)|2 dx
≤ sup
|x|≤N
|Dη(x)|2
∫
|x|≤N
∫
Rd
(
ln(m(y) + κ))2(m(y) + κ)ρǫ(x− y) dy dx
≤ sup
|x|≤N
|Dη(x)|2
∫
|y|≤N+ǫ
(
ln(m(y) + κ))2(m(y) + κ) dy . (A.16)
Since c(x) is locally Lipschitz continuous, there exists L > 0 which only depends on N such
that ‖c(y)− c(x)‖ ≤ L|x−y| for all ǫ > 0 small enough provided |x−y| ≤ ǫ and |x| ≤ N . It follows
that∫
Rd
η2(x)
∫
|x−y|<ǫ
|(c(y)− c(x))Dρǫ(x− y)|2
ρǫ(x− y) m(y) dy dx
≤
∫
Rd
∫
|x−y|<ǫ
η2(x)
‖c(y) − c(x)‖2
ǫ2
4|(y − x)/ǫ|2
(|(y − x)/ǫ|2 − 1)4 ρǫ(y − x) dxm(y) dy
≤ 4L2
∫
|x|<1
|x|4
(|x|2 − 1)4 ρ(x) dx . (A.17)
Also,∫
Rd
η2(x)
∫
Rd
|b(y)|2ρǫ(x− y)m(y) dy dx ≤
∫
|x|≤N
∫
|y|≤N+ǫ
|b(y)|2ρǫ(x− y)m(y) dy dx
≤
∫
|y|≤N+ǫ
|b(y)|2m(y) dy . (A.18)
Combining (A.15), (A.16), (A.17), and (A.18) and assuming that δ > 0 is small enough yields
lim sup
ǫ→0
∫
Rd
η2(x)
|Dmǫ(x)|2
mǫ(x)
dx ≤ 1
ϑ− δϑ−1 − 2δ
((ϑ−1
δ
+ 2
)
sup
|x|≤N
|Dη(x)|2
∫
|x|≤N
(lnm(x))2m(x) dx
+
( 1
4δ
+ 1
)
4L2
∫
|x|<1
|x|4
(|x|2 − 1)4 ρ(x) dx+
( 1
4δ
+ 1
) ∫
|x|≤N
|b(x)|2m(x) dx) . (A.19)
Thus, the net
√
mǫ is weakly relatively compact in W
1,2(S) , so it is strongly relatively compact
in L2(S) for any open ball S ⊂ Rd , see the Rellich-Kondrashov theorem on p.168 of Adams and
74
Fournier [1]. Hence, the net mǫ is strongly relatively compact in L
1(S) . Furthermore, any limit
point of
√
mǫ in the weak topology of W
1,2(S) is a limit point of mǫ in L
1(S) . On the other hand,
by (A.13), the net mǫ converges to m in L
1(Rd) . It follows that
√
m is the unique weak limit of√
mǫ in W
1,2(S) . Thus,
√
m ∈W1,2loc(Rd) . Letting ǫ→ 0 in (A.19) yields (6.4).
References
[1] R.A. Adams and J.J.F. Fournier. Sobolev spaces. Academic Press, 2nd edition, 2003. Pure
and Applied Mathematics, Vol. 140.
[2] Sh. Agmon. The Lp approach to the Dirichlet problem. I. Regularity theorems. Ann. Scuola
Norm. Sup. Pisa (3), 13:405–448, 1959.
[3] J.-P. Aubin and I. Ekeland. Applied Nonlinear Analysis. Wiley, 1984.
[4] J.-P. Aubin and H. Frankowska. Set-valued analysis. Modern Birkha¨user Classics. Birkha¨user
Boston, Inc., Boston, MA, 2009. Reprint of the 1990 edition.
[5] P. Billingsley. Convergence of Probability Measures. Wiley, 1968.
[6] V. I. Bogachev, N. Krylov, and M. Ro¨ckner. Regularity of invariant measures: the case of
non-constant diffusion part. J. Funct. Anal., 138(1):223–242, 1996.
[7] V. I. Bogachev, N. V. Krylov, and M. Ro¨ckner. On regularity of transition probabilities and
invariant measures of singular diffusions under minimal conditions. Comm. Partial Differential
Equations, 26(11-12):2037–2080, 2001.
[8] V. I. Bogachev, N. V. Krylov, and M. Ro¨ckner. Elliptic and parabolic equations for measures.
Uspekhi Mat. Nauk, 64(6(390)):5–116, 2009.
[9] N. R. Chaganty. Large deviations for joint distributions and statistical applications. Sankhya¯
Ser. A, 59(2):147–166, 1997.
[10] J. D. Deuschel and D. W. Stroock. Large Deviations. American Mathematical Society, second
edition, 2001.
[11] M.D. Donsker and S.R.S. Varadhan. Asymptotic evaluation of certain Markov process expec-
tations for large time I. Comm. Pure Appl. Math., 28:1–47, 1975.
[12] M.D. Donsker and S.R.S. Varadhan. Asymptotic evaluation of certain Markov process expec-
tations for large time III. Comm. Pure Appl. Math., 29:389–461, 1976.
[13] R. M. Dudley. Real analysis and probability, volume 74 of Cambridge Studies in Advanced
Mathematics. Cambridge University Press, Cambridge, 2002. Revised reprint of the 1989
original.
[14] I. Ekeland and R. Temam. Convex Analysis and Variational Problems. North Holland, 1976.
[15] S. N. Ethier and T. G. Kurtz. Markov Processes. Characterization and Convergence. Wiley,
1986.
75
[16] R. Farwig, H. Kozono, and H. Sohr. On the Helmholtz decomposition in general unbounded
domains. Arch. Math., 88(3):239–248, 2007.
[17] J. Feng and T. G. Kurtz. Large Deviations for Stochastic Processes, volume 131 of Mathemat-
ical Surveys and Monographs. American Mathematical Society, Providence, RI, 2006.
[18] M. Freidlin. The averaging principle and theorems on large deviations. Uspekhi Mat. Nauk,
33(5(203)):107–160, 238, 1978.
[19] M.I. Freidlin and A.D. Wentzell. Random Perturbations of Dynamical Systems. Springer, 2nd
edition, 1998.
[20] J. Ga¨rtner. On large deviations from an invariant measure. Teor. Verojatnost. i Primenen.,
22(1):27–42, 1977.
[21] I. I . Gikhman and A. V. Skorokhod. Stokhasticheskie differentsialnye uravneniya i ikh
prilozheniya. “Naukova Dumka”, Kiev, 1982.
[22] D. Gilbarg and N.S. Trudinger. Elliptic partial differential equations of second order, volume
224 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathe-
matical Sciences]. Springer-Verlag, Berlin, second edition, 1983.
[23] R.Z. Has’minskii. Stochastic Stability of Differential Equations. Sijthoff & Noordhoff, 1980.
(Original title: Ustoicivost’ sistem differencial’nyh uravnenii pri slucainyh vozmusceniyah ih
parametrov, Nauka, Moscow, 1969).
[24] N. Ikeda and S. Watanabe. Stochastic Differential Equations and Diffusion Processes. North
Holland, 2nd edition, 1989.
[25] J. Jacod and A.N. Shiryaev. Limit Theorems for Stochastic Processes. Springer, 1987.
[26] N. V. Krylov. Controlled diffusion processes, volume 14 of Stochastic Modelling and Applied
Probability. Springer-Verlag, Berlin, 2009. Translated from the 1977 Russian original by A. B.
Aries, Reprint of the 1980 edition.
[27] A. Kufner, O. John, and S. Fucˇ´ık. Function spaces. Noordhoff International Publishing,
Leyden, 1977. Monographs and Textbooks on Mechanics of Solids and Fluids; Mechanics:
Analysis.
[28] R. Liptser. Large deviations for two scaled diffusions. Probab. Theory Related Fields, 106(1):71–
104, 1996.
[29] R.Sh. Liptser and A.N. Shiryayev. Theory of Martingales. Kluwer, 1989.
[30] M.N. Malyshkin. Subexponential estimates of the rate of convergence to the invariant measure
for stochastic differential equations. Theory Prob. Appl., 45(3):466–479, 2000.
[31] G. Metafune, D. Pallara, and A. Rhandi. Global properties of invariant measures. J. Funct.
Anal., 223(2):396–424, 2005.
[32] Ch.B. Morrey, Jr. Multiple integrals in the calculus of variations. Classics in Mathematics.
Springer-Verlag, Berlin, 2008. Reprint of the 1966 edition [MR0202511].
[33] J. Necˇas. Direct methods in the theory of elliptic equations. Springer-Verlag, 2012.
76
[34] J. Neveu. Mathematical foundations of the calculus of probability. Translated by Amiel Fein-
stein. Holden-Day, Inc., San Francisco, Calif.-London-Amsterdam, 1965.
[35] E. Pardoux and A. Yu. Veretennikov. On the Poisson equation and diffusion approximation.
I. Ann. Probab., 29(3):1061–1085, 2001.
[36] A. Puhalskii. On functional principle of large deviations. In V.Sazonov and T.Shervashidze,
editors, New Trends in Probability and Statistics, volume 1, pages 198–218. VSP/Moks’las,
1991.
[37] A. Puhalskii. Weak convergence theory approach to large deviations. In Large deviations and
applications, Oberwolfach, 1992.
[38] A. Puhalskii. On the theory of large deviations. Theory Probab. Appl., 38:490–497, 1993.
[39] A. Puhalskii. Large deviation analysis of the single server queue. Queueing Systems Theory
Appl., 21(1-2):5–66, 1995.
[40] A. Puhalskii. Large deviations of semimartingales: a maxingale problem approach. I. Limits
as solutions to a maxingale problem. Stoch. Stoch. Rep., 61:141–243, 1997.
[41] A. Puhalskii. Large Deviations and Idempotent Probability. Chapman & Hall/CRC, 2001.
[42] A.A. Puhalskii. Stochastic processes in random graphs. Ann. Probab., 33(1):337–412, 2005.
[43] A.A. Puhalskii and A.A. Vladimirov. A large deviation principle for join the shortest queue.
Math. Oper. Res., 32(3):700–710, 2007.
[44] M. Ro¨ckner and T.S. Zhang. Uniqueness of generalized Schro¨dinger operators and applications.
J. Funct. Anal., 105(1):187–231, 1992.
[45] M. Ro¨ckner and T.S. Zhang. Uniqueness of generalized Schro¨dinger operators. II. J. Funct.
Anal., 119(2):455–467, 1994.
[46] S. V. Shaposhnikov. On interior estimates for the Sobolev norms of solutions of elliptic equa-
tions. Mat. Zametki, 83(2):316–320, 2008.
[47] H. Sohr. The Navier-Stokes Equations. Birkha¨user, 2001.
[48] D. W. Stroock and S. R. S. Varadhan. Multidimensional Diffusion Processes. Springer, 1979.
[49] F. Topsøe. Topology and Measure, volume 133 of Lecture Notes in Mathematics. Springer,
1970.
[50] A. Veretennikov. On large deviations in the averaging principle for SDE’s with a “full depen-
dence”, revisited. Discrete Contin. Dyn. Syst. Ser. B, 18(2):523–549, 2013.
[51] A. Yu. Veretennikov. On large deviations for ergodic process empirical measures. In Topics in
nonparametric estimation, volume 12 of Adv. Soviet Math., pages 125–133. Amer. Math. Soc.,
Providence, RI, 1992.
[52] A. Yu. Veretennikov. Large deviations in averaging principle for stochastic differential equation
systems (noncompact case). Stochastics Stochastics Rep., 48(1-2):83–96, 1994.
77
[53] A. Yu. Veretennikov. On polynomial mixing bounds for stochastic differential equations. Stoch.
Proces. Appl., 70:115–127, 1997.
[54] A. Yu. Veretennikov. Letter to the editors: “On large deviations for stochastic differential
equations with small diffusion and averaging”. Teor. Veroyatnost. i Primenen., 43(4):819,
1998.
[55] A. Yu. Veretennikov. On large deviations for stochastic differential equations with small dif-
fusion and averaging. Teor. Veroyatnost. i Primenen., 43(2):349–351, 1998.
[56] A. Yu. Veretennikov. On large deviations in the averaging principle for stochastic differential
equations with “complete dependence”. Teor. Veroyatnost. i Primenen., 43(4):765–767, 1998.
[57] A. Yu. Veretennikov. On large deviations in the averaging principle for SDEs with a “full
dependence”. Ann. Probab., 27(1):284–296, 1999.
[58] A. Yu. Veretennikov. On large deviations for SDEs with small diffusion and averaging. Stochas-
tic Process. Appl., 89(1):69–79, 2000.
78
