Abstract. We present a new algorithm that extends the techniques of the PohligHellman algorithm for discrete logarithm computation to the following situation: Given a nite abelian group and group elements h, g1; : : : ; g l , compute the least positive integer y and numbers x1 ; : : : ; x l such that h y = Q gi x i . This computational problem is important for computing the structure of a nite abelian group.
Introduction
Let G be a nite abelian group, written multiplicatively. Let jGj denote the group order, and assume the prime factorization of jGj is For any subset R of G, denote by hRi the subgroup of G generated by R. If R = fgg, we write hgi instead of hfggi.
Consider the discrete logarithm problem (DLP): Given two group elements g and h in G, decide whether h 2 hgi. If this is the case, nd log g h, the discrete logarithm of h to the base g, i.e., the least non-negative integer x such that g x = h.
If jGj has only small prime factors, there is an e cient algorithm solve the DLP, which was published by Pohlig and Hellman 5] . But if h = 2 hgi, this algorithm only outputs that the equation h = g x is not solvable. However, there are applications such as group structure computation where one also wants to know the least positive integer y such that h y 2 hgi and the least non-negative integer x such that h y = g x .
In this paper, we give an algorithm which uses the Pohlig-Hellman method to nd such a solution (y; x). Our algorithm has the advantage that apart from an O(log jGj)
term, its run time is the same as the run time of the Pohlig-Hellman algorithm, regardless of whether y is known in advance or not.
Date: 29 July 1998. 1 An interesting variant of the DLP is the situation that a set of several group elements serves as base of the discrete logarithm rather than a single element. By this we mean the following: Given group elements h and g 1 ; : : : ; g l , decide whether h belongs to the group generated by fg 1 ; : : : ; g l g. If this is the case, compute numbers x 1 ; : : : ; x l such that h = g 1
g l x l . We show how the Pohlig-Hellman algorithm can be generalized to this situation. Both computational problems above are special cases of a problem which we call the extended discrete logarithm problem (EDLP). This problem, which we explicitly de ne further below, arises in the context of group structure computation. By this we mean the following: Assume we are given a set R = fg 1 The Pohlig-Hellman method and our new algorithm require the knowledge of the factorization of the group order. For this we need to know the group order; once the group order is known, its factorization can be computed in expected subexponential time by algorithms such as the elliptic curve method or the quadratic sieve.
An example is the multiplicative group of the nite eld F q , whose group order is q ? 1. Another example is the group of points of an elliptic curve over a nite eld, for which we have an algorithm 6] to compute the group order in polynomial time. A third example is the class group of an imaginary quadratic order, where we have subexponential algorithms (for example, 2]) to determine the class number.
To de ne the EDLP, we need some notation. Let R be a subset of the nite abelian group G. By Z R we denote the set of all maps x : R ! Z. For x; y 2 Z R we de ne the sum x + y and the product xy component-wise, that is, we set (x + y)(g) = x(g) + y(g) and xy(g) = x(g)y(g) ; g 2 R : Further, for x 2 Z R we de ne the power R x 2 G by
Now assume that R is such that its elements generate a direct product:
Then for each h in hRi there is a uniquely determined map x 2 Z R such that R x = h and 0 x(g) < ord g ; g 2 R :
If h 2 G n hRi, there is a smallest positive integer y such that h y 2 hRi. This leads to the following de nition.
De nition 1.1. Let G be a nite abelian group. In the next section, we show how to reduce the EDLP to the EDLP in groups of prime power order. In Section 3 we recall the Pohlig-Hellman algorithm and generalize it to the EDLP with a single element as basis. Next, in Section 4 we present the algorithm Solve EDLP; we prove its correctness in Section 5, and the analysis of its run time follows in Section 6.
Reduction to Groups of Prime Power Order
Let G be the nite abelian group generated by S := fhg R. z. Hence y = Q y p z y, which implies that y = z.
Thus, from now on, we only work in groups of prime power order:
For g in G we de ne the non-negative integer (g) by If we use the binary method of exponentiation to compute a p in each of the (g) while-loops, the computation of (g) takes at most (g)(2 log p + 1) 3 log(ord g) If any of these equations is not solvable, the algorithm terminates with output \h = 2 hgi". Now we consider the EDLP, for the case R = fgg. Since the least positive number y such that h y 2 hgi is the order of hhgi in the factor group G=hgi, and since G is a group of prime power order, we know that y is of the form y = p with some 0. Thus, we have to nd the least value of and 0 x < ord g such that h p = g x . A priori, we know that 0 (h). Further, x i p (g)? +i ; (3.2) where x 0 6 = 0 if > 0, and 0 x i < p. By a similar technique as above, we determine recursively the coe cients x 0 ; x 1 ; : : : . A priori, we know that 0 minf (g); (h)g. The more coe cients we succeed in computing, the larger the lower bound for , which is strictly increasing, becomes. As soon as the upper bound for matches the lower bound, or the computation of a coe cient fails, we can determine and exactly.
The least signi cant coe cient, x 0 , is determined by raising g and h to the p (g) (i+1) and stop. This method has the advantage that each coe cient x i computed by the algorithm also appears as a coe cient in the nal result, although at the time of its computation it is not known with which power of p it is associated. But this is clear as soon as the algorithm stops. Thus, our algorithm performs as many discrete logarithm computations in groups of order p as the original Pohlig-Hellman algorithm would have to perform to compute x = log h p g under the assumption that is already known. In other words, we get (almost) for free.
We conclude this section with the explicit notation of our algorithm in pseudo-code, because this helps in understanding our algorithm for the \general" EDLP (i.e., jRj 1), which we present in the next section. The proof of the correctness and the complexity analysis of our algorithm follow from the corresponding statements for the general case. We then obtain that = 2 and x p=2 (g) = 3, i.e., h 2 4 = g 2 3 . In the 3-Sylow group of G we work with g 3 = 73 32 = 35 and h 3 = 23 32 = 61. Hence, (g 3 ) = (h 3 ) = 1. Moreover, T = 35 and, initially, = 1 and = = 61. We compute that x 0 = 2 and = 0, which means that x p=3 = 2 and h 3 = g 3 3 . Hence, y = 4 and x(g) 3 mod 8 and x(g) 2 mod 3. By Chinese remaindering we get that (y; x) = (2; 11) solves the EDLP for the base (fgg; h): h 4 = g 11 while h 2 = 2 hgi. 4 . Solving the EDLP Let R be a subset of G whose elements generate a direct product. Let H denote the subgroup of G generated by R. Similarly to the special case jRj = 1, we have that if (x; y) is a solution of the EDLP for the base (R; h), the number y is the order of hH in the factor group G=H and therefore a prime power: y = p for some 0.
We need the following preliminary result, which, for each non-negative integer i such that p i is less or equal to the exponent of H, provides a generating set of the subgroup of H of exponent p i and such that this set generates a direct product. Using the facts that H = N g2R hgi and that g p i x(g) = 1 for each g 2 R, we obtain that (4.1) de nes a map y in Z R i , and we also have 0 y(a) < p (a) for all a 2 R i .
Moreover, R i y = R x = h. That y is uniquely determined by these properties can be easily derived from the uniqueness of x. Now, to simplify the notation, for i 2 Z we de ne the map P i 2 Z R by i.e.
x(g) = It is immediate that the coe cient maps x 0 ; x 1 ; : : : ; x ?1 are uniquely determined.
They are computed recursively. We will give an algorithm that computes these maps and determines and , from which we obtain the solution (x; p ) of the EDLP with base (R; h). Note that since i+1
(g) for all g with x i (g) 6 = 0, and i+1 i + 2, both expressions on the right hand sides are well-de ned. We then increment i and do the next loop.
Here is the pseudo-code for this algorithm. Remark 4.2. We implemented Solve EDLP in C++ using the Computer Algebra System LiDIA 3]. We used it in the context of group structure computation for groups of points of elliptic curves over nite elds of characteristic 6 = 2; 3 and for class groups of imaginary quadratic orders.
Correctness of the Algorithm Solve EDLP
Now we prove that the algorithm Solve EDLP always terminates and that its output fx; g is correct. This will follow from the next two theorems. Theorem 5.1. Let be the smallest non-negative integer such that h p 
Conclusion
We have generalized the discrete logarithm problem to the cases that a set of several elements serves as a base rather than a single element, and that h = 2 hgi but the least number y is wanted such that h y 2 hgi. We have described and analyzed a Pohlig-Hellman-like algorithm to solve this extended DLP. We implemented this algorithm, Solve EDLP, in C++ using the Computer Algebra System LiDIA 3].
