This article presents a comparison of four methods to compute the posterior probabilities of the possible orders in polynomial regression models. These posterior probabilities are used for forecasting by using Bayesian model averaging. It is shown that Bayesian model averaging provides a closer relationship between the theoretical coverage of the high density predictive interval (HDPI) and the observed coverage than those corresponding to selecting the best model. The performance of the different procedures are illustrated with simulations and some known engineering data.
Introduction
In many engineering situations where the response variable of interest is a polynomial function of an independent variable an important problem is to determine the degree of the polynomial. From the frequentist point of view, the most common approaches are:
(1) applying a variable selection method (e.g. forward or backward selection) which uses the t statistic for testing the coe¢cient of the highest order polynomial; and (2) selecting the model by an order determination criteria, such as that of Akaike (1973) and others. From the Bayesian point of view two alternative options are available: (1) determining the order of the polynomial by means of the Bayes factors; and (2) using an asymptotic approximation to the posterior model probabilities, such as the Schwarz (1978) criterion, Philips and Guttman (1998) and others.
Although these approaches are very useful for selecting the model that seems to have generated the data, they are less useful for forecasting purposes when there is a considerable uncertainty regarding the degree of the polynomial. In particular, the highest posterior prediction intervals, or the con…dence intervals for the parameters, may be too short because the uncertainty about the degree of the polynomial involved is not completely taken into account. In this paper we …rst compare di¤erent procedures for computing the posterior probabilities for di¤erent polynomial degrees and then we take into account the model uncertainty for forecasting using Bayesian model averaging (BMA).
The problem of computing posterior probabilities for models using non informative priors has been the subject of much recent research. Several authors have proposed the use of training samples in order to avoid the problem of the constant indetermination of the Bayes factors when improper priors are used, see Atkinson (1978) , Gelfand and Chang (1992) , Lempers (1971) and San Martini and Spezzaferri (1984) . Spiegelhalter and Smith (1982) proposed the use of an imaginary training sample to determine the ratio of constants that appear in the Bayes factors. They assume a minimal training sample, which is such that this imaginary sample does not provide evidence in favor of any model. Geisser and Eddy (1979) base their analysis on part of the sample chosen in certain optimal ways. In a similar way, Gelfand and Ghosh (1998) proceed by minimizing certain posterior losses found for given models. See Gelfand and Dey (1994) for a review of the literature. O'Hagan (1995) proposed the use of fractional Bayes factors and shows that his method preserves the asymptotic properties of the Bayes factors. Finally, Berger and Pericchi (1996a, 1996b) proposed the use of the intrinsic Bayes factor. They used the training sample of minimal size which makes the posterior density of the parameter proper.
Bayesian model averaging leads to forecasts which are a weighted average of the predictive densities obtained by considering all possible polynomial degrees with weights equal to the posterior probabilities of each degree. See Draper and Guttman (1987) . Accordingly, BMA takes into account the uncertainty about the di¤erent models, as was pointed out in the seminal work of Leamer (1978) . This method was not operational in the past due to its heavy computational requirements, but the possibilities opened up by using MCMC methods have made the method computationally feasible. George (1999) reviews Bayesian model selection and discusses BMA in the context of decision theory, Draper (1995) , Chat…eld (1995) and Kass and Raftery (1995) review BMA and the cost of ignoring the model uncertainty. Hoeting et al. (1999) present a review of BMA emphasizing the implementation and practical matters. For linear regression models there is an extensive literature, see e.g. Raftery et al. (1997) who proposed the BMA implementation in MC 3 and Occam's window, Fernandez et al. (2002) who carry out BMA for a large number of possible regressors and also provide an automatic prior structure that can be used in these cases.
Some framework for the problem is as follows: Let fM 1 ; M 2 ; : : : ; M K g be the space of all the models under consideration and let y be the vector of observations. Suppose that the prior p (µ i jM i ) = c i g(µ i ) is improper, that is the integral of g(µ i ) diverges. Then the marginal distribution of the data when M i holds is given by
and the posterior probability that model M i holds is
where
is the prior probability that M i holds. This probability depends on the unknown constant c i : Thus, we have that the Bayes factor for comparing two models, M i and M j ; is
and it depends on the unknown and indeterminate ratio c i =c j : For a given model M i the posterior predictive distribution, p(y f jy; M i ) when predicting a future observation, y f ; is given by
where p (µ i jy; M i ) is the posterior distribution for the parameters that are involved in model M i . This predictive distribution takes into account the variability of the parameters, measured by p (µ i jy; M i ) : The unconditional predictive distribution is then found by
We will use (4) in the sequel and refer to it is Bayesian Model Averaging (or BMA for short), for indeed (4) is a weighting of predictives of y f under models M k ; k = 1; : : : ; K with the weights given by the posterior probabilities that model M k holds.
This equation can also be written as, inserting (3) in (4),
which takes into account both the parameter variability and the model variability.
This paper is organized as follows. In Section 2, the polynomial model is presented and an informative prior for the model space is introduced. This prior favors the parsimony principle with respect to the degree of the polynomial. In Section 3, we present four di¤erent approaches to the problem. The …rst one is a procedure for computing the posterior probabilities of the model based on the work by Philips and Guttman (1998) . This method averages over subsets of all possible available training samples to avoid the possible sensitivity of a particular training sample in this problem. The second one is the intrinsic Bayes factor of Berger and Pericchi (1996b) . The third one is an approximate method based on the Bayesian Information Criterion (BIC), proposed by Schwarz (1978) and the fourth is the fractional Bayes factor proposed by O'Hagan (1995) . The last subsection presents a brief summary of these four methods. In Section 4, we study the predictive distribution for this problem. The methods presented are compared in a Monte Carlo study in Section 5, and using some real data examples in Section 6. Finally, Section 7 gives some concluding remarks.
2 The polynomial model and the prior.
We focus here on the general polynomial regression model, M j y =¯0 +¯1x + :::
where ² is N (0; ¾ 2 ) and where the degree j is unknown, but assumed to be such that 0 · j · d: In order to estimate j; a sample of values (x i ; y i ) have been obtained for i = 1; :::; n: Thus, for some j; the observations are generated by To compute the posterior probabilities that model M j holds (i.e., the degree is j) using (1), we would need the normalizing constant (m (y)) ¡1 : However, the normalizing constant cannot at this point be determined simply by using the fact that P K j=1 p (M j jy ) = 1; because the models under consideration have di¤erent dimensional parameter space (we discuss this problem in Section 3 of this paper). But we do note that we may …nd p (M j jy ) ; say, by employing Bayes factors B ij , for it is straightforward to show that
where,
is the needed Bayes factor. It is important to note that when improper priors are used, the Bayes factors do depend on the unknown indeterminate ratio c i =c j -see (2). Also, we have used the notation D to denote the data (X d ; y) with the understanding that for Model i; i < k; then a subset of D is to be used, namely (X i ; y).
The prior for the models
We consider two possible choices for the prior distribution p(M j ): The …rst choice is the uniform distribution over the set of possible orders, j = 0; 1; : : : ; d; that is
The second choice for p(M j ) is a prior that penalizes the degree of the polynomial. We use a truncated geometric prior distribution over the degree of the polynomial,
for 0 < q < 1; where j is the degree of the model. We are interested in choosing a model, given the data, as parsimonious as possible, and, with this aim, we have chosen the prior (8) that favors M 0 ; so that a priori E (Y) =¯0: Making a correspondence between J and M j ; this implies that we should choose the prior in such a way that E (J) < 0:5; that is,
< 0:5; which as may be veri…ed, holds if we choose q < 1=3: The prior (8) decreases as j increases, and has the advantage that the ratios p (M j ) =p (M j+1 ) are constant for j = 0; :::; d ¡ 1.
3 Methods for obtaining the posterior probability of the models
The constant dimension method
As indicated in the previous section when using a reference prior for the parameters, we have the problem that di¤erent models M j have parameter spaces of di¤erent dimensions. To avoid this problem, following Philips and Guttman (1998) , we …rst rede…ne M j as follows:
M j : y = (1; x; :::; x j ; 0; :::; 0)¯d + ²;
where, as before, ² is N(0; ¾ 2 ). Secondly, we select at random a training sample of size m = d + 2 out of n observations. We index the use of a particular training sample of size m by t; t = 1; :::; T = µ n m ¶ : Then we assume, from now on, that the …rst m observations of the y vector, say y t ; and the …rst m rows of the X d matrix, say X t (d) ; pertain to the training sample, so that D t = (X t (d); y t ) corresponds to the training sample. Suppose that the standard non informative prior for (¯d; ¾ 2 ) is used. Then, the posterior distribution for the parameters given the training sample is
where K 1 is a constant depending only on t. Now, we use the posterior (9) as a prior for the remaining analysis. We need the following notation. Let the (n ¡ m) £ (d + 1) matrix X (¡t) (d) and the (n¡m)£1 vector y (¡t) be the corresponding matrix and vector obtained by deleting the m rows from X d and y. Further, we denote by X (¡t) (j) a (n ¡m)£ (d +1) matrix obtained from X (¡t) (d) that has its last d¡j columns replaced by (n¡m)£1 vectors of zeros. We may now denote a new n £ (d + 1) matrix appropriate to the assumption that M j holds by
and the partitioned vector of observations by
to be used, assuming M j holds, in the model
The joint posterior for the parameters and a particular model is
where we have assumed independence of M j and (¯d; ¾ 2 ) a priori, and the prior p(¯d; ¾ 2 jD t ) is given by (9). Thus, we can compute the joint posterior by combining this prior with the likelihood arising from the polynomial regression model based on y (¡t) and X (¡t) (j) and we obtain
The result (11) arises from the assumption E(y (¡t) jM j ) = X (¡t) (j)¯d which in turn implies¯j +1 = ::: =¯d = 0 so that M j is a jth degree polynomial. We note that Z j has non zero entries in the …rst m rows of its …rst d ¡ j columns, so that under the plausible assumption that this matrix is non singular, we can write
and the sum of squares of the residuals is given by
Finally, the model posterior probabilities are found integrating (12) over the d + 2 parameter space, and we obtain
where K 2 is given by
The posterior probabilities depend on the training sample and, if the sample size is not large, this dependency could be important. In order to avoid this problem we may compute p(M j jD) by averaging over all T = µ m n ¶ possible training samples of size m.
Then, we de…ne
Now, we recall that the prior (8) penalizes the degree of the polynomials and if this prior is employed, we readily …nd that
The computation of this probability may involve a large number of terms. Our proposal then is to take two subsets of training samples of size T 0 and based on each compute
for some small ± we stop. Otherwise, we increase the size of T 0 until the previous condition is met.
3.2 Intrinsic Bayes factors. Berger and Pericchi (1996a, 1996b) proposed to solve the indetermination problem by using intrinsic Bayes factors. The idea of the procedure is as follows. Note that
where B ij (t) is the conditional Bayes factor given the data in the training sample and B t ij is the Bayes factor using only the training sample. Thus, we have that
Here,
Suppose that we use non informative priors, so that B ij and B t ji depend, as shown in (2), on unknown constants. Then, these constants will be cancelled out when computing the conditional Bayes factor. As the conditional Bayes factor depends on the training sample, Berger and Pericchi propose several types of averaging over all the possible training samples. One of their proposals is the use of the arithmetic intrinsic Bayes factor which is de…ned as follows
For normal errors, Berger and Pericchi (1996a) …nd that B ij (t) can be computed by
where X j is the n£(j + 1) design matrix with the complete data, with columns (1; x; :::; x j ); X t (j) is the t £ (j + 1) formed by the rows of X j corresponding to the training sample,
is the sum of square of the residuals for the training sample, and
Then, the posterior probabilities can be computed by
The arithmetic intrinsic Bayes factor is very expensive to compute, and as Berger and Pericchi commented, is unstable for small sample sizes. With this as background, the authors recommended the use of the expected intrinsic Bayes factor, which in nested models with M i ½ M j ; can be computed by
and M (a; b; c) is Kummer's function (see Abramowitz and Stegun, 1970, chapter 13) . Then, they de…ne B EAI ji
= 1=B
EAI ij : We use the expected intrinsic Bayes factor for the comparison of the posterior probabilities. O'Hagan (1995) proposed the use of a modi…ed Bayes factor to avoid the problem of indetermination when non informative priors are used. This is called fractional Bayes factor. For a data set D = (y; X) ; it is de…ned as
Fractional Bayes factor
where b = m=n and m is the size of the minimal training sample, with
g (µ i ) the prior distribution for the parameters, and where p i (yjµ i ; M i ) is the full likelihood, under the model M i . Note that if b = 0; that is there is no training sample involved so that (18) is just the standard Bayes factor, B ij (D) =B 0 ij (D) for comparing models M i and M j . The posterior probability for a model can now be written as
We may now compute q j (b; D) for the polynomial model (5) using a non informative prior for the parameters µ j = (¯d; ¾ 2 ) ; given by g (µ j ) = p (¯d;
Integrating with respect to ¾ 2 ; and¯d; we have that the denominator of
where w = nb ¡ d ¡ 1 are the degrees of freedom. As the numerator of q i (b; D) is identical with b = 1; we then have that
For our polynomial problem, the minimum sample size which makes the prior proper for the parameters is m = d + 2, and then, b = m=n = (d + 2)=n: In order to compute the posterior probability for the models we use
and from (20) the model posterior probabilities are
The BIC approximation
An alternative approach is to compute the posterior probabilities p (M j jD) using the BIC approximation. The Schwarz criterion for M i is de…ned as
where b µ i is the MLE of the parameter vector under model M i and d i is the dimension of the vector µ i : The Bayesian information criterion (BIC) of a model M i is
and as Kass and Raftery (1995) pointed out, exp (S (M i ) ¡ S (M j )) approximates the Bayes factor B ij with a relative error O (1) : Then, we can approximate the Bayes factors by
and obtain the posterior probability for a model by
The likelihood for a normal linear model evaluated at the MLE estimator b µ j of (¯d; ¾) is easily seen to be
and the posterior probability of M j , may be approximated, after absorbing common constants, by
Some comparison of the methods
Let p AB (M j jD ) be the posterior probabilities of model M j using method A; where A = fCDM; IBF ; F BF ; BICg; denotes the four methods presented in the previous sections, (constant dimension (CD), Intrinsic Bayes Factor (IBF), Fractional Bayes Factors (FBF) and the BIC approximation), and B = fI; NIg denotes the use of informative or non informative priors for the models. Then, for the constant dimension method presented in section 3.1 the posterior probabilities are given by
where Z j and S j are given by (10) and (13).
For the intrinsic Bayes factors presented in 3.2, we will use the expected intrinsic Bayes factor, which leads to
where the constants C ¤ ij and¸i j are given by (16) and (17) respectively, with R i de…ned by (21), so that the posterior probability can be obtained by
For the fractional Bayes factor, presented in section 3.3, the posterior probabilities are given by
Finally, the BIC approximations of the posterior probabilities are
The posterior probabilities computed by the F BF and BIC methods have a similar functional form but di¤er in the penalty function that is given by
and we note that the penalty function for the BIC method, pn B , is decreasing with n; whereas the penalty function for the F BF; pn F ; is increasing with n n=2 : To show this, using Stirling's approximation,
In order to compare these penalty functions we standardize them to sum to one, yielding
so that after some algebra, we have
where L 7 = P j pn B (j) and L 5 = P j pn F (j) so that the standardized penalty constants are grouped with the standardized constants. The standardized penalty function of BIC depends on the maximum degree d; only through its denominator. Figure (1) shows these standardized penalty functions as a function of the sample size, n; for j = 0; 1; 2 with maximum degree d = 5; while Figure ( 2) does the same for d = 10: In both cases n is allowed to vary between 50 and 500. These …gures show that BIC penalizes more than F BF; while BIC gives more weight to the model with lowest degree and thus it gives less weight than the F BF to polynomials of higher degree. 
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Simulations
In this section we compare, using a Monte Carlo study, the procedures presented in the previous section. In addition, we study the e¤ect of the prior distribution on these procedures using the two priors de…ned by (7) and (8). We envisage the following scenario: we generate observations by using a model M j of Table (1), (see Figure 3 for a sample generated from each one of these models), where the x values are equally spaced in the interval [¡3; 3] so that the sample size in each case is n = 61: N = 100 replications have been generated from each model. For each replication, polynomial models of order 0; 1; :::; d = p + h; where p is the correct degree of each model and h = 0; 1; 2; 3; 4; are …tted and the posterior probabilities for each possible order are computed by using the previous eight methods described in section 3.5.
The number of training samples used in the CD method is NT = min (100; T 0 ) and T 0 satis…es (14) for ± = 10 ¡3 . The value of NT depends of the number d of di¤erent models whose posterior probability we want to estimate and broadly increases linearly with the number of regessors. The empirical relationship found in this case between NT and d is shown in Figure 4 . Table 2 shows the posterior probability for the correct degree for each of the eight methods . We emphasized, highlighting in bold type, the maximal posterior probability for each model and for each value of d: The …rst three models present small uncertainty about the correct degree and for them the posterior probabilities of the correct degree are very high for all the methods. The last three models show more uncertainty and only for h = 0 the posterior probability with some of the methods is higher than 0.9.
Posterior probabilities of the models
When h increases, the posterior probabilities for the correct degree decreases, as expected. With regard to the prior, for models of small degree (see M 1 ¡ M 3 ) the probabilities are higher with the informative prior whereas we this e¤ect changes for higher order models (for instance, compare model 1 and model 6). With respect to the four methods compared, there are some di¤erences between model of low order, as the …rst two models (5) presents only the results for model 3 when the non informative prior is used, but the patterns are similar for other models. First note that IBF and BIC are the most robust to the value of h; a fact suggested in Table 2 . Second, note that IBF penalizes more than BIC the degree of the polynomial, and BIC more than F BF , as it is to be expected from the analysis in section 3.5. The CDM shows a less stable pattern and the highest probabilities correspond …rst to the correct model and second to the model of maximum order included in the analysis.
Predictive Distributions
In order to compare the prediction ability of the four methods, we have generated observations at ten points equally spaced in the interval x h = [¡3; 3]; and have computed the response at these points from the six models described in Table 3 : Results for the mean of the di¤erence between the number of points contents in the ® HDI and the nominal value ® multiplied by 100 100 times, and the frequency in which the true values are included in the 85%; 90%; 95%; 97:5% and 99% highest predictive density interval ( be the percentage deviation between the observed interval coverage and the theoretical one. Table 3 presents the values of d (®; i; j) :
We can observe that all the values are negative, which shows that all the methods underestimate the length of the true predictive interval, that is, they underestimate the uncertainty involved in forecasting. Prediction intervals generated by Bayesian model averaging have almost always better coverage than those generated by the best selected model. The di¤erence can be quite important when the uncertainty is relatively large, as happens with M 6 ; in which the percent deviation with BMA is, as an average over the eight methods, half of the deviation obtained by the best model approach. Note that BMA intervals are larger than those by SMB but this property does not imply than they have better coverage. With respect to the methods, we obtain better results for the uniform prior for the model in all the methods except for FBF, which obtains very similar results for both priors for the models. 
Protein Content
The data on wheat yield and protein content are taken from Snedecor and Cochran (1989, p. 399) . This set of data has n = 19; and is presented graphically in Figure 5 . The authors use this data to …t a quadratic model to explain the protein content given the yield. The …tted quadratic model is given in Table 4 together with other …tted models. The t value for the second order coe¢cient in the quadratic model is 2.20 with a p value of 0.043, that is just signi…cant. The cubic model does not provide any improvement. As the data show, point 4 can be regarded as being "spurious", explaining the fact that this data point is outlying. Table 4 shows the residual standard deviation for the di¤erent models …tted to both the complete data and the data set when observation 4 is deleted.
Now we compute the posterior probabilities for each order using the four procedures Table 5 : Posterior probability of the jth order model for the Protein data.
presented in Section 3. The number of training samples is 1000 and the value for the parameter of the informative prior is q = 0:15: The entries of Table 5 give these posterior probabilities for the jth degree using di¤erent values of d. When the prior that penalizes the degree of the polynomial is chosen, the linear model is always selected as the best one by IBF, BIC approximations and FBF. With the non informative prior BIC and FBF always choose the quadratic models for d¸3; whereas IBF tends to choose the …srt degree model and the behaviour of CDM is towards the highest order. Table 6 shows the posterior probability of the jth order model when the data point 4 is deleted. For the four methods with prior (8), the highest posterior probability is for the linear model (except for the constant dimension method with d = 2). However, when using the uniform prior all methods except the CDM choose the quadratic model and the CDM as before choose the highest possible degree. We conclude from this example that an isolated outlier may have a signi…cant impact in the model selection process specialy with non informative prior. The stronger structure implied by the informative prior makes the result much more robust in this case as can be seen by comparing the probabilities in Tables 5 and 6. 5.2 The Voltage data. Montgomery and Peck (1992, p. 212 ) presents 41 observations on the battery voltage drop in a guided missile motor over time. The scatter plot of both variables is given in Figure 7 . They …tted these data by a spline with four knots. An alternative model for these data could be a polynomial regression. Montgomery and Peck state that the cubic polynomial regression shows a pattern in the residuals. We have checked that this pattern disappears when …tting a polynomial of fourth degree, as shown in Figure 8 . Table 7 gives the residual variance for several orders and it can be seen that the fourth order model seems to …t the data quite well.
As in the previous example, in Table 8 we present the results for values of the degree from two to six with penalization parameter q = 0:15. All methods choose the model of degree 4 (or the highest degree when the maximum degree d is less than four) except for the method with CDM which always chooses the highest possible degree. This example is interesting becuase it shows a good agreement of the three methods IBF, BIC and FBF in chosing a high degree polynomial even in the case in which a prior penalyzing the degree of the polynomial is selected.
Concluding Remarks
In this paper we have carried out a comparative study for four methods to estimate the degree of a polynomial model and to obtain HDI for prediction. The four methods are compared with two di¤erent priors. The …rst one penalizes the degree of the polynomial and the second one is uniform over the space of the model.
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For prediction purposes, the CD and the IBF seems to provide better coverage than the more parsimonous mehods BIC and FBF. Whaterver method is used prediction intervals computed by Bayesian Model Averaging have a highest precision than those corresponding to the best model. These late intervals are underestimated, and the BMA prediction corrects somehow this e¤ect.
