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Summary
In this thesis, we theoretically investigate the interplay of the vibrational, charge and spin de-
grees of freedom characteristic of complex dimer molecules. The influence of the pseudo Jahn-
Teller effect, well known in molecular chemistry, is investigated in the new situation where
an electric current is driven through a molecule. Furthermore, we present a new theory to de-
scribe time-dependent adiabatic transport through such type of molecular quantum dot systems,
accounting for strong intra-molecular interactions, adiabatic driving and non-equilibrium bias.
Based on this, we propose a new tool for spectroscopy of such complex quantum dots using the
periodic modulation of external electric fields.
Nanoscale transport devices made of quantum dots have been studied a lot over the past
decades. In solid state setups, a quantum dot, e.g. made from a two-dimensional electron gas,
is connected to two metallic contacts and a current is driven through the system. One reason
for the great experimental as well as theoretical interest is the hope to make the next step in
the miniaturization of informational technology devices. This is why molecular quantum dots,
i.e. quantum dots built on the basis of single molecules, have attracted more and more interest
recently, since they are truly only a few nanometers long. Besides the aspect of size reduction,
molecules exhibit various quantized degrees of freedom such as charge, vibrations and spin
which can be useful. For instance, switching behavior due to conformational changes of the
shape of the molecule influences the current and can therefore be used to manipulate the charge
flow. Practically, however, transport junctions made of molecules still have a limited degree
of controllability. For example, the orientation of the molecule in the junction cannot always
be controlled as desired. Solid state quantum dots, on the other hand, can be designed and
their properties can be tuned very precisely. However, they do not exhibit the same richness of
degrees of freedom and their interplay as molecules do. Many experiments and theories have
addressed the crossover between molecules and solid state quantum dots in carbon-based mate-
rials, such as carbon nano-tubes (CNT), graphene and recently even single molecules enclosed
in CNTs ("peapods"). These exhibit molecular-like degrees of freedom, e.g., they function as
nano electro-mechanical systems (NEMS), while also allowing for control.
At present, the purpose of experiments and theories is to understand how such molecular
quantum dot systems behave in transport setups. Experiments need to overcome the difficul-
ties in attaching nanometer-sized systems to macroscopic metallic leads in a controllable and
reproducible way. For instance, in the case of measurements with single molecules, trapping
the molecule in the junction and guaranteeing that the current is indeed flowing through the
molecule of interest are common issues. Here, theory can provide crucial clues about the ori-
gin of observed features in the current and to predict how special, intrinsic properties of the
studied molecule influence the transport current in a particular way. This motivates the study
undertaken in this thesis. In the first part, we investigate a rather complex model representing
molecules that exhibit a non-trivial interplay of vibrational, charge and spin degrees of freedom.
We address the question of how this interplay affects the simplest transport processes. In the
second part, we turn to more complex transport processes due to the presence of time-dependent
adiabatic driving and non-equilibrium bias. We develop a theory which shows how the time-
dependent modulation of e.g. electric fields leads to corrections to the transport current due to
the retarded response of the molecule. This retardation depends crucially on the characteristic
details of the molecule and its coupling to the leads. We demonstrate how these corrections can
be used as spectroscopic tool.
The method used and further developed in this thesis is the generalized master (kinetic
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equation) approach for the reduced density operator of the dot, explicitly eliminating the de-
grees of freedom in the metallic leads to which it is weakly coupled. In comparison to other
approaches, it has several advantages. For instance, interactions on the dot are taken into ac-
count non-perturbatively. This is of great importance here since strong interactions are present
on the device due to its smallness. Apart from electron-electron interaction, non-trivial electron-
vibration interaction (e.g., anharmonic and (pseudo) Jahn-Teller coupling) is correctly treated,
which is very hard to do otherwise. Furthermore, the method goes beyond the linear response,
which is mandatory since the experimentally applied electric fields can drive the system far from
equilibrium. In addition, since the leads’ degrees of freedom are integrated out, it allows an ef-
fective physical description of the time-evolution of the dot, which is very helpful. The coupling
to the leads is taken into account using a systematic expansion in the tunnel amplitudes using
the real-time diagrammatic approach combined with the technique of Liouville superoperators.
This yields general yet compact expressions for the contributions of the expansion. One of the
major theoretical advances made in this work is the explicit generalization of this transport the-
ory to adiabatically slow modulations of external parameters for arbitrary molecular models.
Here, slow variations means that the timescale of the parameter variation is large compared to
the typical dwell time of the electron on the dot. To this end, we perform a systematic “adia-
batic expansion” of the transport rates in orders of the modulation frequency. We emphasize that
this theory can deal with time-variation of any combination of spatially uniform potentials and
magnetic fields as well as of the tunnel coupling strengths. We present diagram rules to write
down the transport kernels and show that the resulting integral expressions can be obtained by
additional rules from those already known from the stationary case.
The presentation of the application results is divided into two blocks. First, we investigate
the influence of the pseudo Jahn-Teller (pJT) effect on the current through a molecular dimer
system with two identical tunnel-coupled ionic centers connected to metallic leads. Each cen-
ter has a breathing mode that distorts its nuclear framework. It is shown that if the electronic
motion couples to this breathing mode, electronic and vibrational degrees of freedom become
inseparable leading to the breakdown of the Born-Oppenheimer (BO) approximation due to the
pJT effect. The BO separation of the electronic and nuclear motion, founded on their different
timescales, becomes invalid because of the competition between the intra-molecular hopping,
enhancing delocalization, and the coupling to the nuclear distortions, preferring localization
of the electron. We show that this breakdown can be extracted already from the stationary
single-electron transport current: resonances in the transport current which the BO approxima-
tion predicts to cross as function of the intramolecular delocalization instead show an avoided
crossing. This leads to non-trivial modifications of the transport resonances, and, hence, to mis-
interpretation of experimental data if the BO framework were used. We discuss recent transport
experiments, which confirm our predictions and demonstrate the breakdown of the BO approx-
imation in transport for the first time.
Often super-molecular structures contain a metallic ion as center to connect the different
parts of the structure such that the molecule can carry a non-zero spin. Motivated by this, we
investigate the dimer molecule also in the presence of fixed ionic spins. It is shown that the inter-
play of charge, vibrational and spin degrees of freedom enables the detection and even control
of the total molecular spin. On the one hand, the spin-spin interactions lead to a spin-dependent
pJT effect. Intrinsic parameters such as the electron-vibration coupling constants can thus be
extracted from the transport current. On the other hand, step-wise vibrational heating of the
molecule is shown to drive the molecule into a meta-stable state with almost fixed charge and
spin. Within this meta-stable state, the current is strongly suppressed due to the lack of relax-
Summary 5
ation channels. Thus, this vibration-induced spin-blockade can be used to switch the molecule
from the ground state spin to an excited spin state by applying the appropriate voltages. This is
a typical molecular effect which is hard to realize in other types of devices.
Mechanisms such as the vibration-induced spin-blockade discussed above are expected to
lead to hysteretic effects if one varies the voltages at a sufficiently large rate. This motivates
the development of the time-dependent transport theory in this work and its first application in
the second part of this thesis. In order to understand the fundamental behavior of a molecu-
lar quantum dot under such conditions, we first apply the developed time-dependent adiabatic
non-equilibrium transport theory to the Anderson model with only one charge and spin degree
of freedom and investigate the “adiabatic corrections”1 in detail. We propose a new modulation
setup, where gate and bias voltages are varied periodically out-of-phase while a finite current
is flowing. We show that an adiabatic correction to the time-averaged current can be generated
if two resonance conditions are satisfied simultaneously, leading to distinct current features as
function of average gate and bias voltages. Strikingly, this modulation scheme reveals changes
in the ground state spin-degeneracy without the need for a magnetic field. This feature is of
particular interest for molecules with high spin-degeneracies or CNTs where spin and orbital
degeneracies occur and when the application of magnetic fields is experimentally difficult. The
correction to the time-averaged current also proves to be very sensitive to an asymmetry of
the tunnel coupling strengths, which might be of particular importance for molecular junctions
where a detailed knowledge of the coupling is often lacking: some resonances show an oscilla-
tory behavior as function of this asymmetry and vanish for symmetric couplings. Remarkably,
all these useful features are induced by the interaction, i.e. they are shown to vanish if no
Coulomb interaction is present. This reaffirms the importance of the ability of our approach
to treat interactions non-perturbatively. Thus, even for this simple model, we illustrate that
the adiabatic modulation of system parameters is a promising spectroscopy tool for molecular
quantum dots.
1Note, often, e.g. in the context of thermodynamics, “adiabatic” is referred to infinitely slow changes of the
system. In time-dependent transport, however, the corrections, which arise if the system cannot follow instanta-
neously the modulation of external parameters, are denoted as “adiabatic corrections”.
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Zusammenfassung
Wir untersuchen theoretisch das Zusammenspiel von Schwingungs-, Ladungs- und Spinfrei-
heitsgraden, welches charakteristisch für komplexe Dimermoleküle ist. Es wird der Einfluss des
pseudo Jahn-Teller Effekts mittels des Transportstroms untersucht. Desweiteren präsentieren
wir eine neue Theorie um zeitabhängigen, adiabatischen Transport durch derartige molekulare
Quantenpunkte zu beschreiben, wobei wir starke intra-molekulare Wechselwirkungen, adia-
batische Parametermodulationen und das nicht-Gleichgewicht aufgrund der Transportspannung
berücksichtigen. Auf dieser Theorie aufbauend schlagen wir ein neues spektroskopisches Ver-
fahren für die Untersuchung komplexer Quantenpunkte vor, welches auf der periodischen Mod-
ulation externer elektrischer Felder basiert.
Eine molekulare Quantenpunktstruktur besteht aus einem Quantenpunkt oder einzelnen
Molekül verbunden mit zwei metallischen Elektroden, so dass ein Strom durch dieses System
fließen kann. Ein Grund für das große experimentelle und theoretische Interesse für diese Struk-
turen ist die Hoffnung, die in der Informationstechnologie verwendeten Strukturen zu verklei-
nern, da einzelne Moleküle nur wenige Nanometer klein sind. Darüberhinaus weisen Moleküle
ein reiches Spektrum an quantisierten Freiheitsgraden auf, wie Ladung, Vibrationen und Spin,
mittels derer man den Ladungsfluss durch das System beeinflussen kann.
Derzeit besteht die Aufgabe von Experimenten und der Theorie darin, herauszufinden, wie
sich molekulare Quantenpunktstrukturen bei Ladungstransportversuchen verhalten. Die The-
orie kann dabei entscheidende Hinweise auf die Herkunft beobachteter Merkmale im Strom
liefern und vorhersagen, wie bestimmte intrinsische Eigenschaften des untersuchten Moleküls
den Transportstrom charakteristisch beeinflussen. Wir entwickeln daher eine Theorie, die eine
Beschreibung des Transportstrom durch solche Systeme im nicht-Gleichgewichtsfall und sogar
im Fall zeitabhängiger Modulationen extern kontrollierter Parameter erlaubt. Letzteres führt zu
einem verzögerten Feedback des Moleküls, das entscheidend von den speziellen Details des
Moleküls und dessen Kopplung an die Elektroden abhängt und daher zum Beispiel als spek-
troskopisches Werkzeug benutzt werden kann.
Die in dieser Arbeit verwendete und weiterentwickelte Methode ist die verallgemeinerte
Mastergleichung für den reduzierten Dichteoperator des molekularen Quantenpunktes, wobei
hierfür die Freiheitsgrade der Elektroden, an die dieser schwach angekoppelt ist, explizit aus-
integriert werden. Die Methode erlaubt eine nicht-perturbative Berücksichtigung der Wechsel-
wirkungen auf dem Quantenpunkt. Neben den Elektron-Elektron Wechselwirkungen werden
auch nicht-triviale Elektron-Vibrationswechselwirkungen korrekt behandelt. Desweiteren geht
die Methode über den Bereich der linearen Antworttheorie hinaus, was notwendig ist aufgrund
der im Experiment angelegten elektrischen Felder, die das System weit aus dem Gleichge-
wichtszustand bringen. Die Kopplung an die metallischen Elektroden wird durch eine sys-
tematische Entwicklung in den Tunnelamplituden mittels des diagrammatischen Ansatzes in
der Realzeit beschrieben, kombiniert mit der Liouville-Superoperator Notation. Dies führt zu
allgemeinen, kompakten Ausdrücken für die Beiträge dieser Entwicklung. Einer der großen
Fortschritte der vorliegenden Arbeit ist die Verallgemeinerung dieser Transporttheorie hin zu
adiabatisch langsamen Modulationen externer Parameter für beliebige Molekülmodelle. Hier-
für führen wir eine systematische “adiabatische Entwicklung” der Transportraten in Ordnun-
gen der Modulationsfrequenz durch. Wir präsentieren Diagrammregeln für die Berechnung der
Transportraten und zeigen, dass die endgültigen Integralausdrücke direkt aus jenen, die bereits
aus dem stationären Fall bekannt sind, durch zusätzliche Regeln folgen.
Diese Transporttheorie wird dann angewendet auf zwei spezielle Molekülmodelle. Zunächst
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betrachten wir ein Dimermolekül und berechnen den Transportstrom durch dieses System in
Abwesenheit von zeitabhängigen Modulationen. Insbesondere untersuchen wir den Einfluss des
Zusammenspiels der Vibrations-, Ladungs- und gegebenenfalls der Spinfreiheitsgrade auf den
Transportstrom. Wir zeigen, dass dieses Zusammenspiel zu charakteristischen Merkmalen im
Strom führt, durch die man wertvolle Informationen über den molekularen Quantenpunkt er-
hält und die es uns sogar erlauben Eigenschaften des Moleküls zu kontrollieren. Einige dieser
vorhergesagten Ergebnisse wurden kürzlich auch experimentell bestätigt.
In einem zweiten System betrachten wir ein einzelnes elektronisches Level, berücksichtigen
aber eine adiabatisch langsame, zeitabhängige Modulation der angelegten elektrischen Felder.
Wir zeigen, dass die Korrekturen aufgrund der verzögerten Antwort des Moleküls wertvolle
Informationen über das System enthalten und schlagen ein neues spektroskopisches Verfahren
zur Untersuchung des Transportstroms durch nanometerkleine Strukturen vor.
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1 Introduction
1.1 Single-molecule junctions
Transport through nano-scale devices based on single molecules has attracted a lot of interest
over the last years. The basic idea of such transport devices is that initially two metallic elec-
trodes are separated by a gap, prohibiting any transport of electrons. However, already a single
molecule trapped within this gap can serve as bridge and thereby allow for a small current of
tunneling electrons. One of the most interesting aspects of such single-molecule devices is their
size. The gap can nowadays be fabricated and controlled on the nanometer-scale. The small
size of the device make single-molecule transport devices particularly interesting for informa-
tion technology, where the demand for device miniaturization is growing fast. Obviously, at
such small scales, quantum mechanical effects become crucial. Moreover, interactions of the
electron while residing on the small molecule or tunneling on and off it, strongly influence the
particle flow.
(a) (b)
Figure 1: (a) Sketch of a scanning tunneling microscope (STM). The tip of the STM is of atomic
size and can manipulate single molecules and image individual orbitals. An insulating layer
on top of the metallic substrate diminishes the hybridization of the molecule with the substrate.
(b) Image of the HOMO (highest occupied molecular orbital) of a molecule on the surface for
different tip types and the corresponding DFT (density functional theory) simulation of the free
molecule. (a) is taken from Ref. [1], (b) is taken from Ref. [2].
In addition to the size aspect, transport devices based on single molecules are promising
candidates for future electronic devices due to the large variety of degrees of freedom that a
molecule exhibits. Even an isolated molecule provides charge, spin, vibrational or even con-
formational degrees of freedom. Furthermore, all of these can show complicated interplays,
easily making the molecule a very complex quantum mechanical system. Importantly, many
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properties of the molecule can be designed and modified by chemical synthesis and ab initio
calculations have led to a profound understanding of the isolated molecule. However, it is a pri-
ori not known how interactions with the metallic contacts affect the properties of the molecule
once it is trapped in the gap. This has motivated detailed experimental as well as theoretical
studies of nano-scale devices.
(a) (b)
Figure 2: Electro-migrated junction. (a) Atomic force microscopy picture: a thin Au wire,
connected to the thicker leads, lies on top of an oxidized Al gate (width 1µm). Inset: after
electromigration, a small gap is created (. 1nm, too small to resolve). The white scale bar
corresponds to 100nm. (b) The electro-migration process: with increasing applied voltage, the
current initially drastically decreases, showing that a tunnel gap has been formed. When the
voltage is increased further, the current makes a sudden jump (marked by the red dot). This is
attributed to the trapping of a molecule in the gap. (a) is taken from Ref. [3], (b) from Ref. [4].
Experimentally, there exist various approaches to realize such single-molecule transport de-
vices: using the scanning tunneling microscope (STM) [5, 6, 7] (Fig. 1), the electro-migration
technique (EMJ) [8, 4] (Fig. 2) or mechanically controlled breaking of the junction (MCBJ) [9,
10, 11] (Fig. 3) are the most common realizations. While the STM approach allows for instance
to manipulate single atoms or image the molecule in the gap [12, 2], it lacks a gate electrode to
shift the energy levels of the molecule. In three-terminal devices, this extra electrode provides
further control of the transport device and allows detailed study of, for instance, the molecular
energy spectrum, which is of particular interest for complex molecular structures. The addi-
tional gate electrode has been realized in both EMJ and MCBJ making three-terminal transport
measurements powerful spectroscopic tools [13, 4, 14, 15, 16, 17, 11, 18, 19, 20, 21]. Further-
more, in MCBJ the size of the nanogap in which the molecule is embedded can be adjusted
with sub-Ångstrom precision [11], see Fig. 3 (b), thereby changing the capacitive and resistive
coupling of the molecule to the source and drain electrodes, but also the intrinsic molecular
properties such as the spin anisotropy of a single magnetic atom [22]. All of these approaches
work at temperatures of a few Kelvins or below.
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(a) (b)
Figure 3: Mechanically controlled break-junction: (a) Scanning electron micrograph of a sus-
pended break-junction before molecule deposition. (b) Schematic of the junction. Pushing the
screw bends the Si-waver, which act as back-gate. The bending leads to a stretching of the
Au-electrodes and finally to their breaking. The gap size, ∆x, can be controlled during the
measurement. Often, the breaking process is supported by additional electro-migration to yield
cleaner junctions. Figures are taken from Ref. [22].
1.2 Stationary transport: quantum dots and stability diagrams
While single-molecule devices provide additional functionality due to their intrinsic complex-
ity, controllability is limited and experimentally challenging. This is opposite for solid state
quantum dots, made, e.g., from a two-dimensional electron gas in GaAs. Fig. 4 shows a sketch
and an image of a semiconductor quantum dot. Finger gates deplete the underlying substrate
by electrostatic forces and thus define a small region of a few 100s of nanometers in diameter.
The number of electrons in such islands is on the order of 100 [23]. Due to the confinement,
electrons experience strong Coulomb interactions in this small region such that charging effects
are strong. Since the level spacings can also be large, solid state quantum dots are often re-
ferred to as “artificial atoms”, although they lack much of the richness of functionality as single
molecules. The biggest advantage of solid state quantum dots is that they can be designed and
tuned precisely.
Molecular quantum dots are formed when a single molecule is trapped in a nanometer gap,
a semiconductor quantum dot [25, 23, 26, 27] or even more exotic quantum dot devices con-
nected to large electrodes, such as carbon based quantum dots [28, 29, 30]. In general, a molec-
ular quantum dot refers to a small central region (“quantum system”, “quantum dot” or simply
“dot”), which is weakly coupled to macroscopic metallic electron reservoirs. The reservoirs act
as electron seas and their (electro-)chemical potentials, µr, can be controlled by applying a bias
voltage, i.e. Vb = µL − µR for two reservoirs2. The applied bias voltage, Vb, induces elec-
2We remark that even though we keep the number of reservoirs arbitrary in general, we consider only two
reservoirs and symmetric biasing for simplicity in applications and examples, i.e. µr = µ ± Vb/2 for r = L,R
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Figure 4: Sketch (left) and image (right) of a semiconductor quantum dot. On top of the
insulating layer (here AlxGa1−xAs), metallic contacts are deposited. Applying a voltage to these
depletes the underlying electron gas in the GaAs layer. This leads to an effective confinement of
electrons in the central region. Single electrons can tunnel from the source into the center and
from there to the drain (in the right figure indicated by red arrows). The figures are taken from
Ref. [24].
tron tunnel processes between the reservoirs via the central region, c.f. Fig. 5. In experiments,
the typical rate of such tunnel processes, Γ, is often smaller or on the order of the tempera-
ture, Γ ∼ 0.1 − 10meV while T ∼ 1meV , see e.g. Ref. [31], i.e. the tunnel coupling in
molecular quantum dot systems is weak to moderate. Furthermore, since the tunneling electron
gets temporarily confined to the nanometer-sized central region, quantum effects are crucial. In
fact, the electronic level spacing and the charging energy, U , are often comparable and large,
U ∼ 100meV , i.e. U ≫ T is at several tens of Kelvin. Individual electronic dot energy levels
are thus discrete and can be resolved on a thermal scale. Such strong Coulomb interactions can
have very drastic effects. For instance, the strong repulsive interaction can prohibit multiple
occupation and suppress the charge flow (Coulomb blockade effect, see also below). Theoret-
ical approaches that neglect the interactions on the quantum system are thus not applicable for
molecular quantum dot devices unless the tunnel coupling is extremely strong. In this thesis, we
treat the strong interactions of the quantum system exactly and instead perform a perturbative
expansion in the weak tunnel coupling. Since this tunneling is still significant, one needs to go
beyond the leading order in perturbation theory (see Section 2.4).
One of the simplest models to illustrate the concept of transport through molecular quantum
dots is the Anderson model. Here, the dot is represented by a single orbital that participates in
charge exchange processes with the reservoirs and can thus be described by the Hamiltonian
HAndersondot =
∑
σ=↑,↓
ǫσnσ + Un↑n↓ (1)
with many-body dot states |e〉 = |0〉, |σ〉 and |2〉, where σ =↑, ↓≡ ± denotes the spin-
projection. nσ counts the number of electrons with spin σ and ǫσ = −αgVg + σB/2. Here,
the gate voltage linearly shifts the energy level with lever arm αg < 1 and B is the Zeeman
where µ is the average chemical potential. This, we do only for presentational purposes and a simplified discussion.
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Figure 5: Sketch of a molecular quantum dot: a molecule (“dot”) trapped in a nanometer-
sized gap between two macroscopic metallic electrodes. These electrodes serve as electron
reservoirs with electro-chemical potentials, which are shifted by the applied bias voltage, Vb.
The non-zero bias voltage drives tunneling processes between the reservoirs and the central dot
with tunneling rates ΓL and ΓR respectively. An electrostatic field of the gate electrode (here
sketched as back-gate) can shift the energy levels of the dot.
energy in units e = ~ = kB = 1. Double occupation of the level costs the extra charging energy
U , which for classical electrostatic modeling (see, e.g., Refs. [31, 32]) of the junction relates to
U = 1/2C, where C denotes to the total capacitance of the junction.
Due to the coupling to the reservoirs electrons can tunnel on and off the dot, thereby chang-
ing the dot’s charge state. For the given model, the dot can only be empty, singly- or doubly-
occupied, Ndot = 0, 1, 2, i.e. Ndot =
∑
σ nσ denotes the dot charge, i.e. the number of excess
charges on the dot, where the exact reference number of charges is unimportant. In order to
understand that this defines different transport regimes, we assume for the moment that only
two reservoirs are present, left and right, that the Zeeman energy is zero, B = 0, and that the
Coulomb repulsion is too strong to allow double occupation (“infinite U Anderson model”).
Then, adding an electron to the dot, |0〉 → |σ〉, costs an energy ǫσ0 = ǫσ (the energy of the
empty dot was set to zero for convenience), where ǫσ0 is therefore referred to as addition en-
ergy. When an electron leaves the dot, |σ〉 → |0〉, it dissipates the energy ǫσ0 to the reservoir
electrons.
In Fig. 6 the addition energies of the two possible transitions, |0〉 ↔ |σ〉, are plotted in an en-
ergy diagram together with the reservoir electro-chemical potentials. In addition, we sketch the
occupation according to the Fermi-distribution, i.e., states below (above) the electro-chemical
potentials, µL and µR, are occupied (empty) and the Fermi-edge is temperature-smeared, c.f.
Fig. 6 and Chapter 2. Since leading order tunneling processes are strictly energy conserving,
reservoir electrons can only tunnel onto the dot if the addition energies lie below the corre-
sponding chemical potential, where states are occupied, and leave the dot if they lie above,
where unoccupied states are available.
This defines three transport regimes: in the first case, ǫσ0 < µL, µR, electrons from both
reservoirs can tunnel onto the quantum dot but they cannot leave the dot again (Fig. 6 (a)). In
the second case, µL > ǫσ0 > µR or µR > ǫσ0 > µL, electrons from one reservoir can enter the
dot and leave it to the other reservoir in subsequent tunnel processes (Fig. 6 (b)). Finally, in the
third case, ǫσ0 > µL, µR, no reservoir states with the appropriate energy are occupied and the dot
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Figure 6: (a)-(c) Sketches of addition energies relative to the chemical potentials of the left and
right reservoir, the difference of which is given by the bias voltage, µL − µR = Vb. (a) If the
addition energies, here ǫσ0 where σ =↓, ↑ denotes the spin-projection of the electron on the dot,
lies below both chemical potentials, only tunneling processes onto the dot are possible in lowest
order. The charge of the dot is therefore fixed to Ndot = 1. (b) With decreasing gate voltage,
the addition energy enters the bias window and subsequent tunneling processes from the left
reservoir onto the dot and eventually to the right reservoir lead to a finite current. In this thesis,
we use the convention that for the case given in (b), a positive current from the left reservoir
is measured, IL > 0. Obviously, the charge of the dot is not fixed here but fluctuates between
Ndot = 0 and 1. (c) If the gate voltage is decreased further, only outgoing tunnel processes are
possible and the dot charge is again fixed, now to Ndot = 0. The cases (a) and (c) are examples
of Coulomb blockade, where due to strong charging effects and large electronic level spacings
tunneling is exponentially suppressed since no processes are energetically allowed.
remains empty (Fig. 6 (c)). In the second case, a directed current flows from one reservoir to the
other through the quantum dot. This defines the charge fluctuation or sequential tunneling (SET)
regime, where the current from reservoir r onto the dot, Ir, can be finite. In both other cases,
however, a fixed number of charges occupies the dot (here Ndot = 1 and Ndot = 0 respectively)
and charge transport is exponentially suppressed due to energy conservation restrictions (in
leading order tunneling). This defines the Coulomb blockade regime, where the strong Coulomb
repulsion and large electronic level spacing prohibit a change of the dot charge state.
We now introduce the so called “(charge) stability diagram”, which allows a convenient
analysis of the tunnel junction and spectroscopy of the molecule or quantum dot. The chemical
potentials depend on the applied bias voltage, Vb. The position of the addition energies relative
to the chemical potentials can be tuned by the gate voltage3 applied between the reservoirs
and the gate electrode. The three cases defined above can therefore be identified in a Vg vs.
Vb diagram, as sketched in Fig. 7 (a). The Coulomb blockade regimes can be found left and
right, where the addition energy is tuned above (left area, marked as Ndot = 0) or below (right,
Ndot = 1) both chemical potentials, see also small insets. In the upper charge fluctuation
regime, Vb > 0, a dc current flows from the left to the right reservoir, IL > 0, while in the lower
one, Vb < 0, its direction is reversed, IL < 0. Typically, it is more instructive to plot the change
of the current with respect to a change of the applied bias. In stability diagrams, the “differential
conductance”, dIL/dVb, is therefore shown as function of Vg vs. Vb. Here, resonance lines
3Due to the symmetric biasing considered in this thesis, the position of the addition energies are independent
of the bias voltage.
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Figure 7: (a) Current as function of Vg vs. Vb. A positive (negative) current flows in the yellow
(black) sequential tunneling regime, where the addition energies lie in the bias window. In the
Coulomb blockade regime (white), the current is blocked and the dot charge fixed to Ndot = 0
or 1, where the addition energies lie above or below both chemical potentials, respectively. (b)
Charge stability diagram: plotted is the differential conductance, dIL/dVb, as function of Vg vs.
Vb. Resonance lines indicate where the addition energy is in resonance with one of the chemical
potentials. The intersection of the resonance lines where two Coulomb blockade regimes meet
at Vb = 0 defines the charge degeneracy point.
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indicate that an addition energy aligns with the chemical potential of one of the reservoirs, see
also Fig. 7 (b). For the given model, such resonance lines only occur at the transition from a
Coulomb blockade to a sequential tunneling regime. Only here, the current that flows through
the quantum dot changes as function of the bias voltage and the differential conductance is
non-zero. We remark that the slope of these lines is determined by the coupling of the electric
gate and bias fields to the charges, allowing these to be extracted from a measurement, see
e.g. Ref. [33]. In this thesis, however, we will always keep the same coupling constants for
simplicity.
If we account for the finite value of the charging energy, U , in our model, a third charge
state is accessible for a more positive gate voltage, where double-occupation of the quantum
dot takes place. In the stability diagram, this results in a second charge fluctuation regime,
where subsequent transitions |σ〉 ↔ |2〉 lead to a finite current when the corresponding addition
energy, ǫ2σ , lies in the bias window (Fig. 8 (b)). Between the two charge fluctuation regimes,
the Coulomb blockade regime for Ndot = 1 shows a characteristic diamond-shaped form. From
the height of this “Coulomb diamond”, the Coulomb energy can be experimentally deduced,
c.f. Fig. 8. The intersection of the resonance lines where two Coulomb blockade regimes meet
defines the charge degeneracy point.
A very important aspect of charge stability diagrams is the fact that they reveal excitation
spectra. In Fig. 8 (b), additional lines occurred in the SET regime. They are due to a finite
Zeeman energy that splits the two spin states into a ground (|↓〉) and an excited (|↑〉) state.
Tunneling into the excited spin state, |0〉 → |↑〉, therefore requires more energy than tunneling
into the ground state. Consequently, the addition energies are split by the Zeeman energy (see
Fig. 8), which leads to the splitting of the resonance lines in Fig. 8 (a). One can therefore
determine the Zeeman energy from the stability diagram simply by reading off the splitting of
the resonance lines (blue bars in Fig. 8 (b)). The resonance lines of excited states terminate at the
edge of the Coulomb blockade regime since the ground state of the corresponding charge state
still cannot be left by leading order tunneling processes and the current is blocked independent
of the position of the addition energy of the excited state.
For molecular quantum dots, the spectroscopic technique just described allows quantized
vibrations to be detected. We now discuss the characteristic fingerprint of quantized vibrations,
which play a key role in distinguishing transport through single molecules from signals coming
from metallic particles [17].
1.3 Vibrational excitations: Born-Oppenheimer picture and beyond
Nano-electromechanical devices (NEMS) electrically detect and control mechanical motion
with great precision [34] and can be constructed in various nanostructures, including macro-
molecules such as suspended carbon nanotubes [35, 36]. Nowadays even nanometer-sized
molecules are within reach of experimental investigation. Here, the molecule oscillates along
a normal mode coordinate with a vibrational energy in the range of ω ∼ 0.1 − 100meV & T ,
which is often larger than the thermal energy. Therefore, quantized excitations of the vibra-
tional mode needs to be considered. Successful three-terminal transport measurements have
been reported, detecting the quantized vibrational excitations of a single molecule [13, 16, 19].
Quantum limited operation of NEMS is thus a starting point, rather than a goal in the single-
molecule regime. More challenging is achieving control over such devices. Recently, electrical
three-terminal devices have been demonstrated with additional mechanical control [11, 21].
The interesting question arises how single-molecule quantum states involving electronic and
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Figure 8: (a) Addition energies for the Anderson model with finite U and non-zero Zeeman
energy B. (b) Stability diagram, where compared to Fig. 7 (b) a second SET regime occurs
where transitions |σ〉 ↔ |2〉 are possible and another Coulomb blockade regime where Ndot =
2. In the center (Ndot = 1), the Coulomb blockade regime takes its characteristic diamond
shaped form. The magnetic field splits the two spin states by the Zeeman energy, B, also leading
to a splitting of the corresponding addition energies (see (a)). In the stability diagram (b), this
results in a separation of the resonance lines with the distance given by the Zeeman energy
(blue bars) and therefore in the possibility to determine the Zeeman energy experimentally.
Resonance lines of excited states terminate at the edge to the Coulomb blockade regime since
occupation of the ground state blocks the current (see also text). The charging energy, U , can
be extracted from the height of the Coulomb diamond (green bar).
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mechanical degrees of freedom may be detected and controlled in such transport experiments.
This has been addressed in several theoretical studies, e.g. [37, 38, 39, 40, 41].
In this thesis we study several new aspects of quantized vibrational excitations. Applying the
stability diagram technique for representing calculated transport data, we first review how basic
effects of quantized vibrational motion can be identified and quantified. For this purpose, we
consider the simplest extension of the Anderson model by including a single vibrational mode.
In the Anderson-Holstein model, the charge of the dot is assumed to couple to the vibrational
mode by shifting its equilibrium position along the vibrational coordinate Q. The Hamiltonian
is usually written in 2nd quantization as HAHdot =
∑
σ ǫ˜σnσ + U˜n↑n↓+ω(b
†b+ 1
2
)− λNˆdot(b†+
b), where λ and ω denote the electron-vibration coupling and the frequency of the vibration
respectively and b(†) annihilates (creates) a vibrational quanta. For the extensions discussed in
this thesis, it is however convenient to define the model by specifying the Hamiltonian for each
charge number, Ndot, separately:(
HAHdot
)0
=
1
2
ω
(
P 2 +Q2
) (2a)(
HAHdot
)1
=
1
2
ω
(
P 2 +Q2
)− λωQ+∑
σ
ǫ˜σnσ (2b)
=
1
2
ω
(
P 2 + (Q− λ)2)+∑
σ
ǫσnσ (2c)
(
HAHdot
)2
=
1
2
ω
(
P 2 +Q2
)− 2λωQ+∑
σ
ǫ˜σ + U˜ (2d)
=
1
2
ω
(
P 2 + (Q− 2λ)2)+∑
σ
ǫσ + U (2e)
where
(
HAHdot
)Ndot specifies the quantum dot in charge stateNdot andQ and P are dimensionless
operators where Q is normalized to the vibration’s zero point motion and P is the canonically
conjugate momentum. Furthermore, we have defined renormalized electronic orbital energy
ǫσ = ǫ˜σ +
1
2
λ2ω and Coulomb energy U = U˜ + λ2ω. We remark that the renormalization of the
latter can lead, if the electron-vibration coupling is strong and U not too large, to an effectively
attractive electron-electron interaction, U < 0, see for instance Ref. [42] and Ref. [43].
A simplifying aspect of the Anderson-Holstein model is that in each charge state the elec-
tronic and the vibrational degrees of freedom are clearly separated. Eq. (2a), Eq. (2c) and
Eq. (2e) describe a single electronic level with, in addition, an independent shifted harmonic
oscillator. The eigenstates of the quantum dot are therefore product states of electronic and
vibrational eigenstate, |χNdotm 〉|e〉, where |χ0m〉 denotes the harmonic oscillator with equilibrium
position Q = 0 and m excited quanta and
〈
Q|χNdotm
〉
= 〈Q−Ndotλ|χ0m〉.
This allows us to sketch the electronic states in the different charge states and their corre-
sponding shifted vibrational potentials, see Fig. 9 (a). Within the potentials, the harmonic level
spectrum of the oscillation is drawn. Due to the shift of the equilibrium position, inelastic tran-
sitions, |χNdotm 〉 → |χNdot+1m′ 〉 with m 6= m′, are possible when an electron tunnels onto the dot
leading to an infinite number of electron-vibrational transitions, see also Fig. 9 (b). Importantly,
since the vibrational potential is harmonic and ω is charge independent, all addition energies
for a given electronic transition differ by multiples of ω. In the stability diagram, the harmonic
molecular oscillation therefore leads to additional equidistant resonance lines. The current in-
creases stepwise with the step-distance ω. The height of each step is determined by the overlap
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of the two involved vibrational states which are also referred to as Franck-Condon (FC) fac-
tors. If for instance the tunneling electron leads to a transition |χNdotm 〉|e〉 → |χNdot+1m′ 〉|e′〉, the
FC amplitude,
〈
χNdotm |χNdot+1m′
〉
, renormalizes the tunneling amplitude, t → t
〈
χNdotm |χNdot+1m′
〉
where t denotes the electronic tunnel amplitude for the transition |e〉 → |e′〉 (details will be
discussed in Section 2.4, Chapter 3 and Chapter 4). This renormalization leads to different tran-
sition rates for different electron-vibration transitions and thus the stepwise increasing current.
This characteristic fingerprint allows experiments to determine the frequency of the molecular
oscillation from the stability diagram, see e.g. Ref. [19] where low-energy excitations of several
vibrational modes could be identified and where the thus deduced vibrational frequencies could
even be compared with results from Raman and IR spectroscopy.
Interestingly, a strong electron-vibration coupling [39, 44, 45] leads to a suppression of the
current in the linear response regime, the Franck-Condon blockade (Fig. 10 (a)). The reason is
readily understood. At low bias voltages, only transitions between the vibrational ground states
are energetically possible. However, for a large shift of the equilibrium positions, the vibra-
tional ground states have a small overlap. In fact, the FC amplitudes can become exponentially
small,
〈
χNdotm |χNdot+1m′
〉
∝ e−λ2/2. The only possible transitions, and thus the current, are there-
fore exponentially suppressed at low bias (see also Fig. 10 (b)). For increasing bias voltages,
transitions to excited vibrational states become accessible and the current suppression is more
and more lifted, see Fig. 10 (b).
The FC blockade is an example for which coherent tunneling of two electrons (a cotun-
neling process) can become crucial. Typically, in the charge fluctuation regime, the current
is dominated by leading order tunneling processes and contributions of next-to-leading order
processes are parametrically small if Γ ≪ T . However, if single-electron tunneling is strongly
suppressed, such as in the Coulomb blockade regime (where tunneling is exponentially sup-
pressed due to energy conservation) or the FC blockade regime (where tunneling is energeti-
cally allowed but suppressed in amplitude), coherent tunneling of two electrons can become the
dominant contribution to charge transport. For instance, in the Coulomb blockade regime, this
leads to additional gate-independent features in the stability diagram. These are due to so called
inelastic cotunneling processes [27, 46, 47, 48], where charge transfer becomes possible due to
a coherent two-electron tunneling process that leaves the quantum system in an excited state.
This process is energetically possible as soon as the applied bias voltage exceeds the level split-
ting of the excited state. Fig. 11 (b) shows a calculation [49] for the Anderson model with finite
Zeeman splitting showing the inelastic cotunneling feature (marked by black arrows), Fig. 11
(a) sketches the corresponding coherent tunneling process. Furthermore, if the addition energy
of the excited state is in the bias window and the lifetime of the excitation is long enough, the
electron may leave the quantum system via a sequential tunneling process. This sequence of
processes is called cotunneling assisted sequential tunneling, or COSET. The condition for the
COSET depends on both the gate and the bias voltage, yielding another weak resonance line
inside the Coulomb blockade regime, c.f. Fig. 11 (b) (marked by white arrows). But even in the
SET regime, next-to-leading order processes can give the dominant contribution. For instance,
they may partly lift the above discussed FC blockade due to coherent tunnel processes by vir-
tually occupying high lying vibrational states that have a larger overlap with the ground state.
Since such next-to-leading order processes decay only algebraically, they may overcome the ex-
ponentially suppressed leading order contributions to the current, see e.g. Ref. [48]. In general,
cotunneling processes become more important if the tunnel coupling increases, Γ . T . Charac-
teristic fingerprints due to coherent tunnel processes have been observed experimentally [36, 50]
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Figure 9: (a) The vibrational potentials of subsequent charge states are shifted due to the
electron-vibration coupling, i.e., the molecule oscillates around a different equilibrium posi-
tion. The tunneling electron can induce also a change of the vibrational state. The overlap
of the two involved vibrational wave functions (Franck-Condon amplitude) renormalizes the
electronic tunneling amplitude. For strong electron-vibration coupling, the overlap of the two
ground states becomes exponentially small leading thus to a suppression of the tunneling pro-
cess. (b) Addition energies relative to reservoir chemical potentials. Since, here, the vibrational
frequencies of both charge states are equal, any transition |σ〉 ↔ |0〉 accompanied by a vibra-
tional transition m→ m+ n leads to the addition energy ǫσ0 + nω. They are thus equidistant
and differ by multiples of ω. The transition can be elastic (n = 0, solid lines) or inelastic
(n 6= 0, dashed lines). (c) Stability diagram for λ = 2.0. Additional equidistant resonance lines
occur where an addition energies enters the bias window (see also text). The resonance lines
are separated by ω.
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Figure 10: (a) Stability diagram for strong (λ = 5.0) electron-vibration coupling. In the
linear response regime, the current is strongly suppressed and only gradually recovering when
transitions to higher vibrational states become possible. (b) Current vs. Vb. For large bias
voltages, the current restores and eventually saturates.
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and also studied theoretically [46, 48, 49, 50, 51].
We emphasize, that fundamental to the Anderson-Holstein model, and in fact to almost
all theoretical works studying vibrational excitations in molecular quantum dots, is the Born-
Oppenheimer (BO) approximation. In the BO picture, the timescales of the electronic motion
and the dynamics of the nuclei are assumed to be very different. The heavy nuclei are con-
sidered to oscillate slowly while the fast electrons dynamically adapt to the position of the
nuclear framework. In this adiabatic limit, the molecular state thus factorizes into a purely
vibrational and electronic part, as in the Anderson-Holstein model. However, this separation
may become invalid, if electronic motion and vibrational distortion timescales become compa-
rable. Effectively, electronic and vibrational degrees of freedom get mixed into a classically
indistinguishable motion of electrons and nuclei. The corresponding mixed states are referred
to as vibronic states and the BO separation breaks down. A very prominent example of such
vibronic motion is the Jahn-Teller or pseudo Jahn-Teller effect. In Chapter 3 we discuss the
strong influence of the pseudo Jahn-Teller effect on the charge flow through a dimer molecule.
We show that the non-trivial vibronic dynamics has a clear fingerprint in the charge stability
diagram already in leading order of the tunnel coupling. Furthermore, resonance lines be-
come clearly non-equidistant, making the interpretation of experimental data on the basis of
the BO approximation impossible. This renders theories, such as the non-equilibrium Green’s
function approach, that cannot take into account strongly anharmonic and vibronic dynamics
non-perturbatively, inapplicable. The effects predicted in Chapter 3 have been experimentally
confirmed recently for one-dimensional oligothiophene molecular wires [52] and constitute the
first observation of Jahn-Teller physics in non-equilibrium transport.
Molecules can furthermore exhibit a non-trivial interplay of various intrinsic degrees of
freedom, such as charge, spin, vibrational, conformational motion or even its orientation within
the nanometer gap. For instance, in the presence of two vibrational modes, it has been pre-
dicted that interferences of the vibrational wave function lead to blocking effects in the trans-
port current [40]. Furthermore, if the tunneling electron can induce conformational changes
of the molecule, the charge flow exhibits stochastic switching behavior [7] and hysteretic ef-
fects [53, 54]. In Chapter 4 we discuss an example of a charge-vibration-spin interplay in
detail, relying on the fact that metallic ions, which often connect parts of a supermolecular
structure, can have a non-zero spin. We demonstrate that the interaction of the spin of the tun-
neling electron with the molecular spin leads to a spin-dependent pseudo Jahn-Teller effect. The
combination of spin-spin interactions and vibrational excitations can also lead to a significant
blocking of the current, for details see Chapter 4.
Most of the above mentioned effects can be described theoretically using a stationary (time-
independent) theory. However, time-dependent experiments have attracted more and more at-
tention recently. One goal is to capture dynamical effects in order to gain more insight into the
molecular quantum dots. This is still one of the major goals of both experimental and theoretical
studies. In Chapter 2, we therefore develop a time-dependent theory to describe adiabatically
slow modulations of external parameters and propose a new spectroscopic tool. In the following
Section, we first review this approach.
1.4 Time-dependent steady-state spectroscopy: more insight
Transport through nano-scale devices under the influence of time-dependent modulations of
externally controlled parameters, such as applied electric fields, has become an active field of
research in recent years. Phenomena such as random and controlled switching, hysteretic and
Introduction 25
L R


0


0
2

2

B
B
e
n
e
rg
y
L
R
Vb
(a)
Vg
Vb
0.0
(b)
Figure 11: (a) Sketch of inelastic cotunneling process. (b) Stability diagram for sequential and
cotunneling processes (only for positive bias shown). Inelastic cotunneling process: initially,
the dot is occupied in the ground state, here |↓〉 (sketched in (a) by the dot at the corresponding
addition energy), and Coulomb blockade prohibits lowest order tunnel processes. A coherent
process, however, can use the bias window, Vb ≥ B, to transfer charge. The total energy
is conserved if the electron on the dot tunnels into empty states at µR while another electron
tunnels from µL into the excited dot state (indicated by empty dot). The more the bias window
opens, the more occupied states on the left and empty states on the right are available for such
a coherent process. Since this process is gate independent, it leads to a horizontal feature in the
stability plot (b), where the bias exceeds the level splitting of the excited state (black arrows). In
(b), also features of other next-to-leading order tunneling processes are visible, such as the pair-
tunneling peak [49] (red arrows) and cotunneling assisted sequential tunneling resonances [48]
(white arrows). Sketches of these processes are not shown. Figure (b) is taken from Ref. [49]
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(conformational) memory effects and adiabatic pumping have recently been investigated [53,
55, 56, 57, 58, 7, 59, 60, 61, 62, 63, 64], aiming at more insight for molecular transport spec-
troscopy and manipulation of the charge and spin degrees of freedom in nano-structures (for a
review see, e.g., Ref. [65]).
One of the first time-dependent applications for nanoscale devices has been the single-
electron turnstile, in which high-precision transfer of electrons one-by-one has been achieved.
In the basic realization [67] four tunnel junctions are coupled in series in addition to a capac-
itively coupled gate. The general procedure to transfer electrons one-by-one is sketched in
Fig. 12. A small but constant bias voltage is applied to the device to define the direction of
the turnstile current and a periodic modulation of the gate voltage induces cyclic tunneling of
single electrons (in Ref. [68], a similar device is presented which operates at zero bias voltage).
In a first step, an electron from the left reservoir tunnels onto the first island due to a positive
gate voltage. This becomes possible as soon as this lowers the electrostatic energy of the entire
device. In a second step, it tunnels to the center of the device and, for the given applied gate
voltage, the electron remains locked in the center due to Coulomb blockade. If the gate voltage
is reduced, the electron continues to the right and eventually leaves the turnstile to the right
reservoir. After one such cycle, one electron is transferred. Unless the modulation frequency is
too low, such that the electron leaves the device center due to thermally induced tunneling pro-
cesses, or too high, such that tunneling to the next island cannot be ensured to happen within a
modulation cycle (. 20MHz [69]), the turnstile device allows precise transfer of single [67] or
multiple [70, 71] electrons. Ultra-high precision of an error of 15 per 109 transferred electrons
has been achieved in 7-junction devices [72]. See also Ref. [66] for a historical review of the
turnstile device.
Electron transfer through quantum dots is also possible for zero applied bias voltages. For
instance, microwave signals can induce directed charge transfer across the dot. The fast mod-
ulation of e.g. one of the gates that defines the quantum dot allows the tunneling electrons to
absorb / emit energy quanta from / to the oscillating potential. This enables the electron to
overcome the Coulomb repulsion, which suppresses transport otherwise. Such photon-assisted
tunneling processes have been shown experimentally [25, 23] and discussed theoretically [73]
for quantum dots, see also Ref. [74].
A particularly gentle way of time-dependently probing a system is through “adiabatic pump-
ing” [75, 76, 77, 78, 79, 68, 26, 80, 28, 29]. Here a finite dc current is generated in the absence
of an applied bias by a weak, low frequency periodic modulation of system parameters. Adi-
abaticity in a transport situation means that many electrons visit the system during one cycle
of the driving with frequency Ω and that the modulation is too weak and too slow to excite
the device by direct state-to-state transitions. The current generated this way crucially depends
on which subset of parameters is modulated, on the working point about which the modu-
lation takes place and on interactions. For strictly adiabatic pumping one needs to vary at
least two parameters, single parameter pumping requiring a higher frequency [81]. Among the
various combinations of parameters studied so far, the modulation of the applied bias has re-
ceived little attention [82]. Most works have considered small deviations around an equilibrium
working point where no steady state current is flowing. Adiabatic modulation around a non-
equilibrium transport state induced by a static nonlinear bias voltage has been explored only
for systems with negligible Coulomb interaction [80], motivated by experiments with surface
acoustic waves [83, 84, 28, 29] (Fig. 13). Non-linear bias voltage and Coulomb interaction have
received little theoretical attention in the adiabatic regime. Limited to an equilibrium working
point, some works have studied interacting quantum dots [85, 86, 87, 88, 89, 90, 91, 92] and
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Figure 12: Principle of turnstile experiment. (a) Schematic of single-electron turnstile. All tun-
nel junctions are assumed to have equal capacitances C, the gate capacitance is C/2 and gate
and bias voltages are denoted as U and V respectively. (b)-(d) The current charge distribution
on the three different islands is denoted by (n1, n2, n3). p denotes the number of transferred
electrons. (b) Initially, a small bias voltage and no gate voltage is applied. Then, no electrons
can tunnel onto the first island, since the electrostatic energy of the (1, 0, 0) state is too high
(Coulomb blockade). (c) If the gate voltage is increased, states with an electron on an island
are lowered until the (1, 0, 0) state lies below (0, 0, 0). Then, an electron can tunnel onto the
first island and also immediately onto the middle one. Here, the electron is trapped since all
neighboring configurations have higher energies. (d) If the gate voltage is decreased, the en-
ergy of the state (0, 1, 0) increases until it exceeds (0, 0, 1). Due to the finite applied bias, this
happens earlier than for (1, 0, 0), thus avoiding simple back-flow of the charge. Eventually, the
electron can tunnel from the right-most island out to the right. This closes the cycle and exactly
one electron is transferred in one period. All figures are taken from Ref. [66].
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Figure 13: (a) Schematic of the device using a carbon nanotube and surface acoustic waves
(SAW). (b) Atomic force microscope image of a contacted carbon nanotube. (c) SAW-induced
current as function of Vg. (d)-(f) Schematic band diagrams as suggested in Ref. [29] to explain
the SAW-induced charge transport: since quartz is piezoelectric, the SAW induces an electro-
static potential wave which acts on the electrons in the nanotube. The SAW bends the conduction
and valence bands of the nanotube so that when the bottom of the conduction band is below the
Fermi level of the source contact, electrons can tunnel into the nanotube. Since holes are trans-
ported analogously in the opposite direction due to modulations of the valence band, zero net
current flows if the Fermi level lies between valence and conductance band (Vg ≈ −2.5V in
(c)). If the gate voltage is tuned away from this point, the electron packets are larger than the
hole packets (or vice versa) and a net current flows. (a)-(f) are taken from Ref. [29].
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wires [93, 94]. Including the effect of strong interactions beyond the mean-field picture is a chal-
lenge, since the powerful scattering matrix approach [75, 76, 77] breaks down here. Generally,
one expects the additional non-equilibrium introduced by a static dc-bias voltage, in combina-
tion with strong electron-electron interactions, to strongly modify the pumping, providing novel
opportunities to investigate and control transport properties of nano-scale devices.
Adiabatic modulation of parameters has several experimental advantages. First, the molecule
does not need to exhibit conformational switching behavior. Second, compared to measure-
ments involving a laser or high-frequency voltages, no special equipment is required. Finally,
problems related to heating (as e.g. in SAW devices), surface excitations (plasmons) [95, 96]
and laser-induced chemical reactions can be avoided. For a review on non-adiabatic driving,
see e.g. Ref. [97].
Spurious modulations of parameters remains a challenge in molecular quantum dot devices.
For instance, in Ref. [26], dc charge transport through a quantum dot is reported by slow peri-
odic out-of-phase modulation of two gates for zero applied bias. The current shows a sinusoidal
dependence of the pumped current on the phase difference as predicted in Ref. [75] for small-
amplitude modulations for non-interacting systems. The authors claim that the effect is due to
“quantum pumping”, i.e. pumping based on truly quantum effects. They argue that the modu-
lation of the gates changes the overlap of the dot wave functions with the wave functions in the
reservoirs. Periodic modulations then lead to pumped electrons. However, Brouwer [98] ques-
tions this explanation and shows that a parasitic capacitive coupling of the gate voltage to the
bias voltage can lead to a rectification current with the same properties as measured in Ref. [26].
Therefore, it cannot be ruled out that a rectification current rather than an adiabatically pumped
current was measured.
The above is why time-dependent transport through molecular quantum dots remains an
active field also for theorists. One requires general approaches that can deal with gate voltage
modulation as well as the, possibly simultaneous, modulation of any other external parame-
ter such as the bias voltage, the tunnel coupling or the magnetic field. The scattering matrix
approach has proven to be a very powerful tool to describe transport through non-interacting
systems [99, 100]. Brouwer [75] derived a formula for the pumped current in terms of deriva-
tives of the scattering matrix with respect to the modulated parameters. He thus showed that in
the adiabatic limit, the modulation of two parameters is required to generate a dc current at zero
bias. Furthermore, he demonstrated that for periodic small-amplitude variations, the pumped
current depends only geometrically on the two modulated parameters, i.e., it depends on the
phase space area enclosed by the path taken by the two parameters. The precise path, how-
ever, is of no effect. The scattering matrix approach introduced many fundamental concepts in
single-electron transport and will therefore be briefly discussed in Section 2.2.
The scattering matrix approach, however, breaks down if electron-electron interactions be-
come crucial and an effective single-particle (Hartree-Fock) picture inapplicable. This is ob-
viously the case in molecular quantum dots, where the Coulomb repulsion often defines the
largest energy scale due to the spatial confinement on the quantum dot. The non-equilibrium
Green’s function approach in principle overcomes this limitation and allows to express expec-
tation values of observables, such as the current, in terms of correlation functions. Often, a
perturbative expansion in non-trivial interactions allows a derivation of the correlation func-
tions. The general procedure and an expression for the current in the adiabatic limit are shown
in Section 2.3.
One of the major drawbacks of the non-equilibrium Green’s function approach is the inabil-
ity to separate the quantum dot from the reservoir degrees of freedom. An effective picture of
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the response of the molecular quantum dot to its coupling to the reservoirs is thus not possible.
Furthermore, any non-trivial interaction, such as Coulomb interactions or electron-vibration in-
teractions, need to be treated perturbatively if an exact solution, e.g. based on an equation of
motion, is lacking. Such non-trivial strong interactions are typical for molecular quantum dots,
as our studies in Chapter 3 and Chapter 4 show. In this thesis, we therefore use the real-time
generalized master or kinetic equation approach to calculate the reduced density operator, where
the reservoir degrees of freedom are explicitly integrated out. This approach allows strong inter-
actions on the molecular quantum dot, which can be of electron-electron, electron-vibrational
or any other type. The reservoir-quantum dot coupling is taken into account systematically by
a perturbative expansion and a diagrammatic technique is used to express the different con-
tributions of the expansion. Using the Liouville superoperator notation, these contributions
are written in a compact way. We generalize the work presented in Refs. [101, 102, 48, 92] to
the adiabatic time-dependent modulation of arbitrary system parameters in the presence of bias-
induced non-equilibrium explicitly for arbitrary molecular model Hamiltonians. Based on these
generalizations, we propose a new spectroscopic tool for transport through molecular quantum
dots that relies on the simultaneous modulation of gate and bias voltages. Furthermore, we
show that adiabatic driving provides more insight into quantum dot systems and, for instance,
reveals ground state spin-degeneracies.
1.5 Thesis outline
The thesis is structured as follows: in Chapter 2 we discuss the main theories to describe time-
dependent transport through mesoscopic systems. In Section 2.2, we review the scattering ma-
trix approach and derive, for instance, the Landauer formula for the stationary current as well
as Brouwer’s formula for adiabatically pumped current. In Section 2.3, we sketch the non-
equilibrium Green’s function approach and derive the generalized form of Brouwer’s formula
for interacting systems. In Section 2.4, the method used throughout this thesis is presented in
detail. We derive the kinetic equation for the reduced density operator in the limit of an adiabat-
ically time-dependent modulation of arbitrary external parameters. We incorporate retardation
effects of the quantum system due to the finite driving velocity by performing a systematic ex-
pansion in the driving frequency, Ω. New kernels, which arise in this “adiabatic expansion”,
are derived in Section 2.5 and new diagram rules are formulated. These rules allow the kernels
to be written down explicitly in any order of the tunnel coupling and the results for leading
and next-to-leading order tunneling are given in Appendix F and Appendix G, respectively. In
the absence of time-dependent modulations, in Chapter 3 we discuss a dimer molecule with a
non-trivial electron-vibration coupling, resulting in the breakdown of the Born-Oppenheimer
separation of electronic and vibrational degrees of freedom. In Chapter 4 we show that the
responsible pseudo Jahn-Teller effect becomes spin-dependent if the dimer molecule exhibits
a non-zero spin with which the tunneling electron interacts. Furthermore, we show that the
current can be substantially suppressed due to the non-equilibrium vibrational heating of the
molecule that brings the dimer molecule into a meta-stable spin state which lacks charge relax-
ation processes. Effects due to the adiabatic modulation of gate and bias voltage and the new
spectroscopic tool are discussed in Chapter 5.
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2 Theories of time-dependent transport through molecular
quantum dots
In this Chapter we discuss theories for transport which can deal with adiabatic time-dependent
modulation of experimental parameters. First, a very general theoretical model to describe
time-dependent transport through quantum dots of various types with many-body spectra of
arbitrary complexity is introduced in Section 2.1. In Section 2.2, Section 2.3 and Section 2.4
we discuss three different theoretical approaches to solve the transport problem posed by this
model in various approximations and limiting cases. The real-time approach, reviewed and
developed further in Section 2.4, is the method used throughout this thesis. From hereon, we
set Planck’s constant, the Boltzmann constant and the absolute value of the unit charge to one,
~ = kB = |e| = 1.
2.1 Model: quantum dot coupled to time-varying fields
A quantum dot coupled capacitively and by tunnel junctions to several electrodes can be de-
scribed by the Hamiltonian
H(t) =
∑
r
Hr(t) +Hdot(t) +HT(t) (3)
where
Hdot(t) =
∑
a
Ea(t)|a〉〈a| − αgVg(t)Nˆdot (4)
Hr(t) =
∑
kσ
(ǫrkσ + µr(t)) c
†
rkσcrkσ (5)
=
∫ D
−D
dω
∑
σ
(ω + µr(t)) c
†
rσ(ω)crσ(ω) (6)
HT(t) =
∑
rkσl
tlrkσ(t)d
†
lσcrkσ + h.c. (7)
=
∫ D
−D
dω
∑
rσ
∑
ab
T abrσ (t, ω) |a〉〈b|crσ (ω) + h.c. (8)
The dot Hamiltonian, Hdot, is written in the most general diagonalized form where Ea is the
eigenenergy of the many-body dot eigenstate |a〉 for a reference value of the gate voltage, taken
to be zero. Hdot is assumed to commute with itself for different times, [Hdot(t), Hdot(t′)] = 0,
i.e., only the eigenvalues change in time, but not the eigenstates |a〉. This applies, for instance
to the important cases of uniform time-dependent external magnetic fields or electrostatic po-
tentials. Without loss of generality, we assume that the time-dependent gate voltage couples
linearly to the net charge on the dot, where αg is a coupling constant and Nˆdot the dot’s particle
number operator.
The electrodes r = L,R are described by Hr as infinitely large reservoirs of non-interacting
electrons at equilibrium with electro-chemical potential µr(t) and temperature T . In order to
compare the approaches below, we write the electron operators in two representations. In the
usual representation, the operators c(†)rkσ annihilate (create) an electron in reservoir r with energy
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ǫrkσ and spin-projection σ. In this representation, the fermionic anti-commutation relations read{
crkσ, c
†
r′k′σ′
}
= δrr′δkk′δσσ′ (9)
In the energy representation, the operator c(†)rσ (ω) = 1/
√
ρrσ(ω)
∑
k δ(ω− ǫrkσ)c(†)rkσ annihilates
(creates) an electron of energy ω with spin-projection σ in reservoir r and ρrσ(ω) =
∑
k δ(ω −
ǫrkσ) is the reservoir density of states. From hereon, the latter will be assumed to be independent
of energy on the scale of all other system parameters. The ω-integrations in Eq. (6) and Eq. (8)
run from −D to D, where D denotes the bandwidth of the reservoir. It is assumed to be
large compared to all other energy scales of the system (wide-band limit), D ≫ T . A new
aspect of our theory is that the wide-band limit is incorporated explicitly from the start into the
formal structure of the theory in Section 2.5, simplifying many expressions and allowing us to
identify contributions, which are negligible in the wide-band limit, on a diagrammatic level.
The fermionic commutation relations read{
crσ(ω), c
†
r′σ′(ω
′)
}
= δrr′δσσ′δ(ω − ω′) (10)
The time-dependence of the reservoir Hamiltonian, Eq. (6), enters through the reservoir’s
electro-chemical potential, µr(t), which depends on the bias voltage. The theory developed
in this thesis applies to any number of reservoirs, but in applications we consider only two.
Furthermore, we take symmetric biasing throughout the thesis, i.e. µr(t) = µ ± Vb(t)/2 for
r = L,R, where Vb denotes the applied bias voltage and µ denotes the average electro-chemical
potential. Since we consider the reservoirs to be at the same temperature T , it is useful for later
purposes to denote their sum by
Hres =
∑
r
Hr. (11)
The tunnel coupling between the reservoirs and the quantum dot is described by HT. The
operator d(†)lσ annihilates (creates) an electron in the single-particle state l of the dot and spin-
conserving tunneling from reservoir r occurs with amplitude tlrkσ. The amplitude for the tun-
neling of an electron with energy ω and spin projection σ coming from reservoir r and thereby
inducing a change of the many-body dot state from |b〉 to |a〉 is given by
T abrσ (t, ω) =
√
ρrσ(ω)
∑
l
tlrσ(t, ω)〈a|d†lσ|b〉 (12)
where tlrσ(t, ǫrkσ) = tlrkσ(t). The amplitudes (12) may also be time-dependent because the
voltages applied to a quantum dot setup may in general affect the tunnel barrier. In Eq. (8), the
sum
∑
ab runs over all dot states, |a〉 and |b〉, but is restricted to pairs of states with Na = Nb+1
by the property
T abrσ (t, ω) ∝ δNa,Nb+1 (13)
where Na and Nb denote the number of charges on the dot in state |a〉 and |b〉 respectively. For
the sake of numerical simplification, we assume the amplitudes tlrkσ ≈ tlrσ and the density of
states ρrσ(ω) ≈ ρrσ to be energy independent from hereon, such that T abrσ (t, ω) ≈ T abrσ (t).
The above model describes a wide range of transport setups involving quantum systems
comprised of multiple quantum dots and multiple reservoirs. Although we do not account
for arbitrary time-dependent fields (which also affect the dot and reservoir states rather than
just their energies), the most important effects of experimental driven quantum dot setups are
included.
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2.1.1 Von Neumann equation
The total system can be fully described by its density operator, ρ(t), which can in principle be
derived from the von Neumann equation
d
dt
ρ(t) = −i [H(t), ρ(t)] (14)
where H is the total Hamiltonian (3) and [A,B] = AB − BA denotes the commutator. Thus,
if A denotes an arbitrary operator (for simplicity not explicitly time-dependent), its expectation
value is obtained via
〈A〉 (t) = Tr
tot
Aρ(t) = Tr
tot
A(t)ρ(t0) = 〈A(t)〉 (15)
where Tr
tot
= Tr
res
Tr
dot
denotes the trace over the total system’s degrees of freedom and A(t) is given
in the Heisenberg picture: A(t) = ei
R t
t0
dτH(τ)
Ae
−i
R t
t0
dτH(τ)
where at t0 the time-dependence is
still turned off.
We assume that the reservoirs and the dot are decoupled in the past. Then, if t0 denotes a
time before the coupling is turned on, ρ(t0) can be factorized into the density operator of the
reservoirs, pres, and the dot, p
ρ(t0) = pres p(t0) (16)
Since the reservoirs are assumed to be always in equilibrium, we use
pres =
∏
r
1
Zr
e−β(Hr(t)−µr(t)Nˆr) (17)
where Zr = Tr
res
exp
[
−β
(
Hr(t)− µr(t)Nˆr
)]
is the partition function of the grand canon-
ical ensemble, Nˆr =
∫
dω
∑
σ c
†
rσ(ω)crσ(ω) the particle number operator of reservoir r and
β = 1/T , respectively. Note that in our model the density operator of each reservoir re-
mains time-independent: the applied bias voltage uniformly shifts each reservoir’s eigenen-
ergies (c.f. Eq. (6)) which does not affect the occupations of the electronic states. This requires
that the reservoir’s temperature T as well as the shape of the many-body states of the reser-
voirs, [Hres(t), Hres(t′)] = 0 (note that µr(t) cancels out in Eq. (17)), do not change in time.
For metallic leads and electric field modulations with a frequency that is well below the plasma
frequency in the leads (in the THz regime [103]) this assumption is well justified.
2.1.2 Time-dependent current: tunneling and screening
In time-dependent transport measurements, the particle current consists of contributions both
from tunneling currents and from displacement / screening currents. The tunneling current is
due to quantum mechanical processes in which electrons jump from one of the reservoirs onto
the dot or vice versa, thereby changing the charge of the dot discretely. Displacement currents,
however, are due to moving screening charges in the reservoirs and the gate. These arise in
response to the change in the electrostatic potential generated by a change of the charge on the
dot. Displacement currents leave the total charge on the dot unchanged. Experimentally one
measures the sum of the two contributions, the total current,
Itotr (t) = I
tun
r (t) + I
dis
r (t) (18)
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which satisfies current conservation at any time∑
r
Itotr (t) = 0 (19)
The operator of the particle tunneling current flowing onto the quantum dot from reservoir r
is given by the time derivative operator of the reservoir’s electron operator: in the Schrödinger
picture
Iˆtunr (t) = −
d̂Nr
dt
= −i
[
H(t), Nˆr
]
= −i
[
HT(t), Nˆr
]
(20)
where we used that in the absence of coupling the electron number in the reservoir is constant,[
Hres(t) +Hdot(t), Nˆr
]
= 0. Using Eq. (8) and Eq. (10) the tunnel current operator becomes
Iˆtunr (t) = −i
∫
dω
∑
σl
tlrσd
†
lσcrσ(ω)− h.c. (21)
= −i
∫
dω
∑
σ
∑
ab
T abrσ (t) |a〉〈b|crσ (ω)− h.c. (22)
The sum of all tunnel currents determines the time derivative of the dot’s particle number oper-
ator
d̂Ndot
dt
=
∑
r
Iˆtunr (t) (23)
where we have used Eq. (20) and the fact that the total number of particles is conserved[
H(t), Nˆdot +
∑
r
Nˆr
]
= 0 (24)
The tunnel current is then given by Itunr =
〈
Iˆtunr (t)
〉
.
In order to derive an expression for the displacement current, we apply a semi-classical
picture, which is often referred to as “Coulomb blockade model” [31, 104, 32]. There, the tunnel
junctions between the central region and the reservoirs are represented by “leaky capacitors”,
i.e. capacitors that allow a small remnant tunnel current. If the central island is not neutral
anymore due to excess charges, Qdot 6= 0, and if finite voltages are applied to the electrodes,
excess screening charges, Qscrr , are induced at the capacitors (c.f. Fig. 14). We remark that
classically, the dot’s charge is quantized (i.e. a multiple of the unit charge) since it is linked
to the electrodes only through tunnel junctions. This has to be contrasted to the screening
charges, which are not quantized for each reservoir separately. The statistical average for the
dot’s charge, Qdot(t) = −
〈
Nˆdot
〉
(t), is, however, only close to integer values deep in the
Coulomb blockade regime4. Importantly, the total excess charge is conserved at any time,
Qdot(t) +
∑
rQ
scr
r (t) = 0.
4Note that Qscrr and Nˆr are not related since Nˆr denotes the total number of electrons in reservoir r and Qscrr
the excess screening charges at the tunnel junctions.
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Figure 14: Sketch of the junction: a quantum dot (blue) connected to two electrodes (L and R)
and a gate. Due to applied voltages, VL, VR, Vg, screening charges, QscrL , QscrR , Qscrg , are induced
at the junctions. The overall charge is conserved and the entire system neutral.
The displacement current is then given by the time derivative of the screening charges5
Idisr (t) = −
d
dt
Qscrr (t) (25)
for r = L,R, g. If Cr denotes the capacitance of junction r, the screening charges are given by
Qscrr (t) = Cr [Vr(t)− Vdot (Qdot(t))] (26)
where Vr is the voltage applied to electrode r and Vdot denotes the electrostatic potential for a
given charge Qdot on the central region. Using the above charge conservation relation, one can
easily solve for Vdot as function of Qdot. Inserting this into Eq. (26) yields for the screening
charge
Qscrr (t) = CrVr(t)−
Cr
C
[
Qdot(t) +
∑
r
Vr(t)
]
(27)
The displacement current due to the motion of screening charges is therefore given by
Idisr (t) = −Cr
d
dt
Vr(t) +
Cr
C
[∑
r′
Cr′
d
dt
Vr′(t)− Itunr′ (t)
]
(28)
where we used Eq. (23). One can easily prove that Eq. (22) and Eq. (28) satisfy current conser-
vation, Eq. (19).
Clearly, in the stationary limit for time-independent voltages, where d
dt
Qdot = 0 and ddtVr =
0, the displacement current vanishes, Idisr = 0, and only tunneling currents need to be calculated,
Itotr = I
tun
r . For time-dependent voltages this no longer holds true. However, in this work we
focus on periodic time-dependent voltages in which case the displacement current can also be
neglected since its time-average over one period is clearly zero (c.f. Eq. (28) and Eq. (23)). This
additional dc component of the current due to the driving contains detailed information about
the time-dependent response of the dot, as we show in Chapter 5. Therefore throughout this
thesis, we will set, unless indicated otherwise,
Ir(t) := I
tun
r (t) (29)
5Here, the same sign convention is used as above: a positive current corresponds to a net particle flow in the
direction of or onto the dot.
36 F. Reckermann
2.1.3 Chapter outline
The model Hamiltonian (3) describes the quantum dot for a time-dependent modulation of the
tunnel coupling, and spatially uniform potentials and magnetic field applied to the dot and
reservoirs. However, an exact solution of Eq. (14) is clearly out of reach due to the interactions
on the dot and the dot’s coupling to the reservoirs, although exact solutions of simplified models
have been reported [105, 106, 107].
Before we derive in Section 2.4 in detail the method we use in this thesis, the generalized
master equation (GME) approach, we first briefly discuss two approaches that are commonly
used in this context: the scattering matrix (SM) and the non-equilibrium Green’s functions
(NEGF) approach. Using the SM approach (or Landauer-Büttiker formalism) the first system-
atic theory of adiabatic transport through a local scatterer was developed. Although it treats
electron-electron interactions at most on a mean-field level, it is instructive to briefly review the
basic SM approach since many fundamental concepts that occur in other theories (such as the
GME approach) have first been introduced in the SM formalism. This we do in Section 2.2.
In general, the SM approach breaks down if strong electron-electron interactions prohibit a
mean-field treatment6. In Section 2.3, we briefly sketch the non-equilibrium Green’s function
approach, which overcomes the limitation to effectively non-interacting systems by using field-
theoretical methods and conveniently describes observables in terms of correlation functions. A
major drawback is that in this approach, both reservoir and quantum system degrees of freedom
are integrated out and the electron-electron interactions are treated perturbatively. Therefore,
we use the generalized master equation approach (Section 2.4), which only eliminates the reser-
voir degrees of freedom and thus describes the quantum system by a reduced density operator.
This approach can in principle handle any molecular quantum dot system with arbitrary com-
plexity by fully taking into account large Coulomb interactions on the quantum dot and large
deviations from equilibrium due to a static bias and time-dependent driving. Furthermore, it
allows a convenient interpretation of the retarded quantum dot’s response to its coupling to
the reservoirs based on elementary tunneling rates since the reservoir degrees of freedom are
explicitly integrated out and a kinetic equation for the reduced density operator is derived. In
Section 2.4.5 and Section 2.5, the kernel function, which describes the coupling of the reservoirs
to the quantum system, is expanded perturbatively in the coupling strength and the frequency
of the driving.
2.2 Scattering matrix approach
Landauer formulated already in 1957 that conduction through mesoscopic structures without
inelastic effects and electron-electron interaction can be described as scattering processes of
independent electrons [108]. Subsequent extensions allowed the derivation of, e.g., current
(e.g. Refs. [100, 109, 110]), noise (see Ref. [111] and references therein) and full-counting
statistics [112, 113]. Important new concepts that were introduced for the scattering matrix
approach since then, for instance, adiabatic modulation and the frozen scatterer, also occur in
the context of both NEGF and the GME approach. We therefore briefly derive some of the
most important formulas for electron transport through a local scatterer. To this end, we mostly
follow Refs. [114, 115, 76, 111].
6In Refs. [105, 106, 107], a SM approach beyond the mean-field approximation was reported, however, not for
an arbitrary system, which is of great importance for complex molecular and quantum dot systems studied here.
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2.2.1 Time-independent transport - the scattering matrix ansatz
First, we consider a time-independent system of a local scatterer connected to several reser-
voirs. In the quantum dot setup, the local scatterer consists of the central region together with
the tunnel barriers. The reservoirs emit electrons that get scattered by the potential and are
absorbed again by the same (reflection) or a different reservoir (transmission). The reservoirs
are assumed to be in thermal equilibrium and non-interacting, incoming electrons are there-
fore Fermi-distributed. Furthermore, the reservoirs are assumed to be macroscopic such that
absorbed electrons do not change the reservoir’s equilibrium distribution. The latter two as-
sumptions are also used in the NEGF and GME approach.
Assuming small temperatures, T ≪ µ, Vα where Vα is an applied voltage and µ the average
Fermi level of the reservoirs with electro-chemical potentials µα = µ + Vα, and only weak
interactions in the scatterer, only electrons from the Fermi surface contribute to the transport,
|ω − ω′| ≪ µ, where ω, ω′ are energies of in- and outgoing scattering electrons relative to µ.
Furthermore, we describe both in- and outgoing particles using second quantized independent
operators thereby accounting for exchange effects. Interaction effects can be incorporated on a
mean-field level, see, e.g., Refs. [76, 116, 117].
The elements of the scattering matrix, Sαβ, relate the quantum mechanical current ampli-
tudes of an ingoing particle with energy ω in reservoir β, which is scattered into the outgoing
state with energy ω in reservoir α, i.e.
bˆα (ω) =
∑
β
Sαβ (ω) aˆβ (ω) (30)
where −D ≤ ω ≤ D with D being the bandwidth (throughout this thesis, we consider the
wide-band limit, D ≫ T , only). aˆβ (ω) (bˆα (ω)) annihilates an incoming (outgoing) particle
with energy ω in reservoir β (α). Note that α and β are composite indices, i.e. they contain
all other relevant indices such as channel number and spin. In the SM approach particles that
differ in all these indices can be treated as if they come from independent reservoirs. We will
therefore still refer to α and β as reservoir indices. Particle number conservation requires the
scattering matrix to be unitary,
S†S = SS† = 1 (31)
where
(
S†
)
αβ
= S∗βα. This is equivalent to∑
α
S∗αβSαγ = δβγ (32)∑
β
SαβS
∗
γβ = δαγ (33)
The current is simply the difference between in- and outgoing particle flow. Its operator can
be expressed in terms of the introduced operators as follows (see e.g. Refs. [115, 76])
Iˆα (t) = bˆ
†
α (t) bˆα (t)− aˆ†α (t) aˆα (t) (34)
=
1
2π
∫
dωdω′ei(ω−ω
′)t
{
bˆ†α (ω) bˆα (ω
′)− aˆ†α (ω) aˆα (ω′)
}
(35)
where e.g. aˆα (t) and aˆα (ω) are related through a Fourier transformation and the ω-integration
runs from −D to D. Eq. (35) denotes the (spin- and channel number resolved) current in reser-
voir α. In order to calculate the expectation value we need 〈bˆ†α (ω) bˆα (ω′)〉 and 〈aˆ†α (ω) aˆα (ω′)〉
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where 〈.〉 denotes the quantum-statistical average. Since interactions in the macroscopic leads
are omitted and since the reservoirs are in thermal equilibrium, the ingoing states are Fermi-
distributed, i.e.
〈aˆ†α (ω) aˆα′ (ω′)〉 = δαα′δ (ω − ω′) fα (ω/T ) (36)
where δαα′ indicates uncorrelated electrodes and
fα (ω/T ) = f ((ω − Vα)/T ) = 1
e
ω−Vα
T + 1
(37)
is the Fermi function of reservoir α with temperature T . Due to the scattering process, outgo-
ing states are in general not Fermi-distributed. However, using Eq. (30), 〈bˆ†α (ω) bˆα (ω′)〉 is a
superposition of Fermi functions and we obtain for the current
Iα (t) =
〈
Iˆα (t)
〉
=
1
2π
∫
dω
{∑
β
|Sαβ (ω)|2 fβ (ω/T )− fα (ω/T )
}
(38)
where the unitarity of the scattering matrix was used. Obviously, the time-dependence has
dropped out (as expected for a time-independent system) and the dc current is given by the
Landauer-Büttiker expression
Idcα =
1
2π
∫
dω
∑
β
|Sαβ (ω) |2 [fβ (ω/T )− fα (ω/T )] . (39)
We remark, first, that, clearly, a current flows in the direction of the bias Vb. Secondly,
Eq. (39) fulfills current conservation by unitarity of the scattering matrix.
In the linear response regime, |Vα| ≪ T , we can expand the Fermi functions
fα (ω/T ) = f ((ω − Vα)/T ) = f (ω/T )− Vα∂f (ω/T )
∂ω
+O (V 2α ) (40)
and obtain for the current
Iα ≈
∑
β
Gαβ [Vβ − Vα] (41)
which is also referred to as Landauer formula, where we introduced the conductance matrix
Gαβ = G0
∫
dω |Sαβ (ω)|2
(
−∂f (ω/T )
∂ω
)
T→0→ G0 |Sαβ|2 (42)
with conductance quantum G0 = 1/2π in our units where e = ~ = 1. In the limit of zero
temperature, the conductance matrix is evaluated at the Fermi level, Sαβ ≡ Sαβ (0).
2.2.2 Time-dependent scatterer - a Floquet scattering matrix approach
Inelastic processes due to a time-dependent scattering potential can also be described using the
scattering formalism. For simplicity we assume a periodic modulation of the scatterer with
period 2π/Ω. Then, the energy of the scattered electron can only change by multiples of Ω
due to the discrete time-translational invariance of the total system. The matrix elements of
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the Floquet scattering matrix, SF,αβ(ωn, ω), denote the amplitude for a scattering process of an
incoming electron from reservoir β with energy ωn to be scattered into reservoir α with energy
ω:
bˆα (ω) =
∑
β
∑
n
SF,αβ (ω, ωn) aˆβ (ωn) (43)
where ωn = ω+nΩ and ω is measured relative to µ. Eq. (43) takes full account of the (periodic)
time-dependence of the scatterer. In analogy to the band index introduced in the Bloch theorem
for discrete spatially periodic systems, n denotes the Floquet index for a system with discrete
time-translational invariance. If n = 0 the scattering process is elastic while n > 0 (n < 0)
corresponds to the emission (absorption) of energy quanta by the scattering electron to (from)
the external field.
The Floquet matrix is unitary due to particle conservation
S†FSF = SFS
†
F = 1 (44)
where S†F,αβ(ω, ω′) = [SF,βα(ω′, ω)]
∗
. We note that in the explicit form,∑
α
∑
n
S∗F,αβ (ωn, ωm)SF,αγ (ωn, ω) = δm0δβγ (45)∑
β
∑
n
SF,γβ (ωm, ωn)S
∗
F,αβ (ω, ωn) = δm0δαγ (46)
where
∑
n strictly speaking runs over states with µ+ωn > 0, or, equivalently, over propagating
states. This is because, in contrast to the propagating states (positive energy), bound states
(negative energy) do not contribute to the current in the steady-state limit. To be precise, the
matrix equation above, Eq. (44), is therefore restricted to the submatrix of the propagating
states. However, since we consider slowly varying potentials,
Ω≪ µ,D (47)
the sum effectively runs over n = −∞, . . . ,∞.
Using the Floquet scattering matrix, one can again express the current operator, Eq. (34), in
terms of the operators for ingoing particles (see e.g. Refs. [110, 76, 118])
Iˆα (t) =
1
2π
∫
dωdω′ei(ω−ω
′)t
×
{∑
ββ′
∑
n,n′
[SF,αβ (ω, ωn)]
∗ SF,αβ′ (ω
′, ω′n′) aˆ
†
β (ωn) aˆβ′ (ω
′
n′)− aˆ†α (ω) aˆα (ω′)
}
(48)
where ωn = ω + nΩ, ω′n′ = ω′ + n′Ω. We now take the statistical average to obtain the current,
Iα (t) = 〈Iˆα (t)〉
Iα (t) =
1
2π
∫
dω
{∑
β
∑
n,n′
ei(n
′−n)Ωt [SF,αβ (ω, ωn)]
∗ SF,αβ (ωn−n′, ωn) fβ (ωn/T )− fα (ω/T )
}
(49)
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which is in general clearly time-dependent now. Performing a discrete Fourier transformation,
Iα(t) =
∑
q I
q
αe
iqΩt
, we obtain for the different components
Iqα =
1
2π
∫
dω
{∑
β
∑
n,n′
[SF,αβ (ω, ωn)]
∗ SF,αβ (ωq, ωn) fβ (ωn/T )− δq,0fα (ω/T )
}
(50)
The dc (q = 0) component reads
I0α =
1
2π
∫
dω
{∑
β
∑
n
|SF,αβ (ω, ωn) |2fβ (ωn/T )− fα (ω/T )
}
(51)
=
1
2π
∫
dω
{∑
β
∑
n
|SF,αβ (ω, ωn) |2 [fβ (ωn/T )− fα (ω/T )]
}
(52)
where in the last step, the unitarity of the Floquet scattering matrix, Eq. (44), was used. Im-
portantly, compared to Eq. (39), the dc current of the time-independent case is reproduced if
only elastic scattering (n = 0) is considered. Inelastic scattering processes, however, result in
deviations from the result for the time-independent case. Current conservation of the dc current,∑
α I
q
α = 0, also follows using the unitarity of the Floquet scattering matrix7.
2.2.3 Adiabatic pumping around equilibrium - Brouwer’s formula
We now derive a simple expression for the dc current in the adiabatic pumping regime, i.e., we
consider a slow variation of the scattering potential,
Ω≪ µ (53)
and apply equal reservoir temperatures and chemical potentials, i.e. fα (ω/T ) = f (ω/T ). This
corresponds to the interesting regime of pumping, where a non-zero dc current is generated
despite the absence of a bias voltage. Furthermore, we use Ω≪ T .
In the previous Section we showed that the Floquet approach is a very powerful tool and
allows the derivation of the time-resolved and the dc current. The expressions are valid beyond
the small frequency limit, but can also be used to investigate the adiabatic limit, as we show
below in this Section. We note, however, that the Floquet approach is not required to derive
Brouwer’s formula (63). Instead, using the concept of emissivity yields the same results [76, 75]
and avoids the full complexity of the Floquet approach. However, since the latter is widely used,
we also discussed the Floquet ansatz and demonstrate now explicitly, how the adiabatic limit is
performed.
We expand the Floquet scattering matrix in powers of Ω
SF (ω, ωn) =
∑
q
ΩqSqF (ω, ωn) (54)
This expansion corresponds to the adiabatic expansion applied in the GME approach, to be
developed later on, and is also subject to the expansion (72) of the self-energy in the NEGF
7We note that in general, the time-dependent current expressions given in this Section, are not current-
conserving. They do not take into account the displacement current (introduced in Section 2.1.2), which arise
in response to time-dependent electric fields. A current-conserving description requires the incorporation of inter-
action effects, which are explicitly neglected here. We refer to Ref. [111] for a discussion.
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approach. Here, the small parameter for the expansion (54) is the ratio of the modulation fre-
quency Ω and the energy scale δω over which the scattering matrix changes significantly. I.e.
Eq. (54) converges fast if
Ω
δω
≪ 1 (55)
The scale δω depends on the scatterer and the details of the scattering process. For instance,
if the energy of the ingoing electron is close to the transmission resonance, δω is given by the
width of the resonance. Far away from any resonances, however, δω is rather given by the
distance to the resonances [114].
In this regime, the range of energy of electrons contributing to the current effectively shrinks
to a very narrow region near the Fermi surface. We can therefore expand the Fermi function
f (ωn/T ) ≈ f (ω/T ) + nΩ ∂
∂ω
f (ω/T ) +O (Ω2) (56)
and the dc current becomes
I0α ≈
1
2π
∫
dω
{∑
β
∑
n
|SF,αβ (ω, ωn) |2nΩ ∂
∂ω
f (ω/T )
}
(57)
For comparison, we now consider a different scattering matrix, S(i) (ω, t), which periodically
depends on time, S(i)αβ (ω, t+ 2π/Ω) = S
(i)
αβ (ω, t). This scattering matrix describes the fol-
lowing situation: imagine a stationary scatterer whose properties depend on parameters {χi}.
The corresponding scattering matrix then depends on a single energy argument only (c.f. Sec-
tion 2.2.1) and the actual values of the parameters, S(i) (ω, {χi}). If these parameters now start
to vary in time but so slowly that an incoming electron only sees the scattering potential accord-
ing to the instant parameters, {χi (t)}, i.e. as if they were frozen at time t, the scattering matrix
will effectively depend only parametrically on time, S(i) (ω, {χi (t)}) = S (ω, t). This defines
the frozen or instantaneous scattering matrix.8
The elements of the zeroth order Floquet scattering matrix can be represented by the Fourier
components of the instantaneous scattering matrix (arguments will be given in Appendix A.2)
S0F,αβ (ω, ωn) ≈ S(i)n,αβ (ω) =
Ω
2π
∫
dteinΩtS
(i)
αβ (ω, t) (58)
and thus using
Ω
2π
∫ 2pi/Ω
0
dt
[
S(i) (ω, t)
]† ∂
∂t
S(i) (ω, t) = −i2πΩ
∑
n
n|Sn (ω) |2 (59)
we obtain for the current
I0α ≈
1
2π
∫
dω
{∑
β
∑
n
|SF,αβ (ω, ωn) |2nΩ ∂
∂ω
f (ω/T )
}
(60)
≈ i
2π
∫
dω
∂
∂ω
f (ω/T )
Ω
2π
∫
dt
[[
S(i) (ω, t)
]† ∂
∂t
S(i) (ω, t)
]
αα
(61)
8Note that the term “frozen” is usually used in the scattering matrix community. It may, however, be mis-
leading. It does not describe the stationary situation but a dynamical system in the limit of zero frequency. The
characterization as “instantaneous” is therefore more precise and will be used in particular in Section 2.4. The
exhibited dynamics becomes apparent in Brouwer’s formula, Eq. (61), by the ∂
∂t
S(i) term. It therefore yields a
non-zero dc current even if all reservoir chemical potentials and temperatures are equal.
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This is a generalized form of Brouwers’ formula (see Ref. [77] and references therein). It is
instructive to rewrite the time integral using Green’s theorem (see also Appendix A.1). Since
the time-dependence of the scattering matrix is solely parametric, it follows for two modulated
parameters, χ1, χ2
I0α =
1
π
∫
dω
(
− ∂
∂ω
f (ω)
)
Ω
2π
∫
dχ1dχ2 Im
[
∂
[
S(i)
]†
∂χ1
∂S(i)
∂χ2
]
αα
(62)
where the time integral is replaced by a 2-dimensional surface integral over the area in the
phase-space, enclosed during the χ1-χ2-modulation.
In the case of small-amplitude modulations, δχ1, δχ2 ≪ δω (if δχi has the unit of energy),
the integrand becomes independent of the modulation and can be pulled out. Then, the integral∫
dχ1dχ2 can be performed trivially and yields the enclosed area. In this limit, the pumped dc
current clearly depends only geometrically on the modulation, i.e. the precise path taken in the
phase-space is insignificant and, instead, the current expression is proportional to the enclosed
area only. Using a sinusoidal modulation for convenience, χi = χ¯i + δχ sin(Ωt + ϕi), the
pumped dc current reads (see also Appendix A.1)
I0α ≈
Ωδχ1δχ2
2π
sin (ϕ1 − ϕ2) Im
[
∂
[
S(i)
]†
∂χ1
∂S(i)
∂χ2
]
αα
(63)
In addition to the geometric parameter modulation dependence, this equation shows explicitly
that single parameter pumping (δχ1 = 0 or δχ2 = 0) or in-phase-modulation (ϕ1 = ϕ2) yields
zero dc current, a property that is also valid in the presence of interactions, c.f. Chapter 5.
Therefore, the current is driven by an out-of-phase modulation of the parameters and the di-
rection of the current can be inverted by inverting the phase difference. Brouwer’s formula,
Eq. (63), is therefore valid if both the frequency and the amplitude of the modulation are small
compared to the energy scale over which the scattering matrix changes.
To conclude, Brouwer’s formula results from an adiabatic expansion of the full Floquet
scattering matrix about an instantaneous or frozen scattering matrix in the small amplitude and
small frequency limit. It can be derived from the full expression for the current by taking the
leading order correction for small but finite Ω and by performing an adiabatic expansion of the
full Floquet scattering matrix up to zeroth order in Ω. In this limit, the resulting expression can
be rewritten in terms of the Fourier components of the frozen scattering matrix.
We emphasize, that, even though the scattering matrix approach can in principle be used
to describe particle current in the presence of time-dependent bias voltages, as considered in
Chapter 5, Brouwer’s formula is insufficient in this case [82].
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2.3 Non-equilibrium Green’s function approach
Although powerful and successful (for examples in the adiabatic limit see, e.g., Refs. [75, 78,
119, 120, 82]), the scattering matrix approach presented above is limited to systems with ei-
ther negligible interaction or with interactions that are satisfactory described using mean-field
methods. Many-body effects such as strong electron-electron interactions that go beyond the
mean-field cannot be captured here or have to be incorporated effectively in the scattering states,
e.g. using a Bethe ansatz [121]. Furthermore, the Floquet approach used in the previous Section
often introduces more complexity than necessary. For slow modulations, considering adiabatic
corrections to the instantaneous reference solution typically yields a much simpler picture.
The non-equilibrium Green’s function method in the context of transport through meso-
scopic systems goes back to Caroli et al. [122] and has been extensively developed further,
see, e.g. Refs. [103, 123, 124, 125]. In contrast to the Landauer-Büttiker scattering matrix ap-
proach, the Green’s function technique is also applicable in principle in the presence of strong
interactions using field-theoretical methods. It has therefore been used successfully also for
quantum dots (see e.g. Refs. [126, 88, 89, 90, 64, 97]). Furthermore, it has been extended to
describe time-dependent adiabatic transport [88, 89, 90], which is the main objective of the sec-
ond part of this thesis (c.f. Section 2.4, Section 2.5 and Chapter 5). We outline the derivation in
Section 2.3.2.
2.3.1 Current formula in terms of Green’s functions
We briefly sketch the main steps to derive a general expression for the current through the
device. Details can be found in the literature, here we follow the derivations of Ref. [103], see
also Refs. [123, 124, 125].
We use Eq. (21) and Eq. (15) to derive an expression for the expectation value of the tun-
neling current
Ir(t) = −i
∫
dω
∑
σl
tlrσ(t)
〈
d†lσ(t)crσ(ω, t)
〉
− [tlrσ(t)]∗ 〈c†rσ(ω, t)dlσ(t)〉 (64)
= 2Re
∫
dω
∑
σl
tlrσ(t)G<lσ,rσω(t, t). (65)
where we defined the lesser Green’s function
G<lσ,rσω(t, t′) = i
〈
d†lσ(t
′)crσ(ω, t
′)
〉
(66)
and used
[G<rσω,lσ(t, t′)] = − [G<lσ,rσω(t′, t)]∗. The Green’s function (66) is typically inconve-
nient to calculate since it contains both dot and reservoir operators. However, it can be expressed
in Green’s functions for either dot or reservoir operators
G<lσ,rσω(t, t′) =
∑
l′
∫
dt1
[
tlrσ(t1)
]∗ [Gretlσ,l′σ(t, t1)g<rσω(t1, t′) + G<lσ,l′σ(t, t1)gadvrσω(t1, t′)] (67)
where Gretlσ,l′σ′(t, t′) = −iθ(t−t′)
〈{
dlσ(t), d
†
l′σ′(t
′)
}〉
and gadvrσω(t, t′) = +iθ(t′−t)
〈{
crσω(t), c
†
rσω(t
′)
}〉
0
=
+iθ(t′−t) exp
[
−i ∫ t
t′
dt1ω + µr(t1)
]
are the dot’s retarded and reservoir’s free advanced Green’s
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functions respectively. The formula for the current then becomes
Ir(t) = −2 Im
∫
dω
∑
σll′
tlrσ(t)
∫ t
−∞
dt1 e
i
R t
t1
dt2[ω+µr(t2)]
[
tlrσ(t1)
]∗ [Gretlσ,l′σ(t, t1)fr(ω) + G<lσ,l′σ(t, t1)]
(68)
Defining a generalized time-dependent linewidth function
[Γr(t, t1)]lσ,l′σ = 2π
∑
r
ρr(ω)t
l
rσ(t)
[
tl
′
rσ(t1)
]∗
e
i
R t
t1
dt2µr(t2) (69)
we finally obtain the general expression for the time-dependent current through the device in
the case of non-interacting reservoirs
Ir(t) = −2
∫ t
−∞
dt1
∫
dω
2π
ImTr
{
e−iω(t1−t)Γr(t, t1)
[
G
<(t, t1) + fr(ω)G
ret(t, t1)
]} (70)
whereΓ, G< and Gret are matrices in terms of the dot state labels, lσ. The current is thus given in
terms of only two Green’s functions for the dot operators, [G<(t, t′)]lσ,l′σ′ = i
〈
d†lσ(t)dl′σ′(t
′)
〉
and
[
G
ret(t, t′)
]
lσ,l′σ′
= −iθ(t− t′)
〈{
dlσ(t), d
†
l′σ′(t
′)
}〉
. Note that even though these are corre-
lation functions of only dot operators, they have to be calculated in the presence of the reservoirs
and interactions. I.e. tunnel processes have to be taken into account which makes the calculation
in general cumbersome.
There exist many approaches to solve Green’s functions. The equation of motion method,
for instance, offers an elegant way to exactly solve the retarded and advanced Green’s function
in the case of non-interacting electrons. However, if interactions are crucial, this approach can
lead to uncontrolled behavior. A formal solution of the Green’s function can be derived by first
using the Dyson equation
G(t, t′) = g(t, t′) +
∫
dt1dt2 G(t, t1) Σ(t1, t2) g(t2, t′) (71)
to express the Green’s function in terms of the free Green’s function and the self-energy and,
second, by using the S-matrix9 approach to calculate the self-energy. In this approach, the total
Hamiltonian (defined through Eq. (3)) is separated into two parts, H = H0 + V , where H0 can
be solved exactly and V denotes a perturbation (e.g. Coulomb interactions on the dot, tunnel
coupling to the leads, etc.). Then, the S-matrix, describing the time evolution of the system
between two times, is formally expanded in orders of V . Since H0 is quadratic in annihilation
and creation operators, Wick’s theorem can be applied and the different contributions of this
expansion to the self-energy can be expressed using Feynman diagrams, see for details, e.g.,
Ref. [127].
2.3.2 Adiabatic pumping around equilibrium - generalized Brouwer’s formula
The limit of slow parameter modulations, as discussed for the scattering matrix approach, can
also be described using the Green’s functions approach, see e.g. Refs. [88, 89]. Similar to the
derivation of Brouwer’s formula in the SM approach, we review the adiabatic expansion in the
9This should not be confused with the scattering matrix from Section 2.2.
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NEGF approach. Here, an instantaneous solution is derived as reference and, systematically,
the leading adiabatic correction, which occurs due to a retardation of the system in response to
the modulation. The expansion performed in Section 2.4 for the GME approach will closely
follow this.
We outline the derivation for equal reservoir chemical potentials and temperatures. We note,
however, that the Green’s function approach is not limited to this simplification. For instance,
Ref. [103] discussed the response to a periodic bias modulation for the non-interacting resonant
level model.
The self-energy, and, by the Dyson equation (71), also the Green’s function, is a functional
of the explicitly time-dependent Hamiltonian (c.f. Eq. (3)), where the time-dependence stems
from the modulated parameters. In the limit of slow variations (for the precise definition of this
limit we refer to Section 2.4), the time-dependence of the Hamiltonian is expanded around t,
H(τ) ≈ H(t) + (τ − t)H˙(t), making explicit the incorporation of retardation effects. Note
that H˙ ∝ d
dt
χ ∝ Ω is proportional to the characteristic modulation frequency Ω. Then, the
self-energy is expanded up to linear order in H˙ which yields two contributions10
Σ(t1, t2)→ Σ(0)(t1, t2, t) + Σ(1)(t1, t2, t) (72)
with
Σ(0)(t1, t2, t) = Σ(t1, t2, {H(t)}) (73)
Σ(1)(t1, t2, t) =
(
t1 + t2
2
− t
)
∂
∂t
Σ(0)(t1, t2, t) (74)
where Σ(0) (Σ(1)) denotes the self-energy up to zeroth (first) order in H˙, i.e., Σ(0) corresponds to
replacing the time-dependent Hamiltonian by H(t) everywhere in Σ. Obviously, Σ(0) is thus the
instantaneous self-energy. The expansion of the Green’s function follows from this expansion
of the self-energy via the Dyson-equation (71). Systematically matching the powers of Ω yields
G(0)(ω, t) = 1
[g(ω)]−1 − Σ(0)(ω, t) (75)
G(1)(ω, t) = i∂G
(0)(ω, t)
∂ω
∂Σ(0)(ω, t)
∂t
G(0)(ω, t)
+
i
2
G(0)(ω, t)∂
2Σ(0)(ω, t)
∂t∂ω
G(0)(ω, t) (76)
where the Fourier transformation with respect to the difference of the time arguments of the
Green’s functions and the self-energy were introduced. Eq. (75) and Eq. (76) summarize what
we will refer to as the adiabatic expansion: the systematic matching of powers of Ω with an
instantaneous reference term that can be obtained from the stationary case by evaluating all
modulated parameters at t.
10Here, the average-time approximation was used. It assumes that all time variables in the self-energy Σ(t1, t2)
can be replaced by the average 12 (t1 + t2). As reported by Ref. [89] and commented on in detail in Ref. [128],
this neglects corrections to the Green’s function, Eq. (76), which can be written in terms of a new, so-called vertex
function. At zero temperature or for infinite interaction up to leading order in the perturbation expansion in V or if
the dot is non-interacting, this correction vanishes [88, 89, 128], and here, we focus on the general idea.
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Expanding also the generalized linewidth functions, Eq. (69), around t, the current expres-
sions become
I(0)r (t) = 0 (77)
I(1)r (t) = −
∫
dω
(
−∂f(ω)
∂ω
)
Re
{
∂
∂t
[
Γr(t)Gret,(0)(ω, t)
] [Gret,(0)(ω, t)]−1 Gadv,(0)(ω, t)}
(78)
where Γ(t) = Γ(t, t). Eq. (77) and Eq. (78) summarize two very important points of the adi-
abatic expansion. First of all, in the absence of bias, the instantaneous current, Eq. (77), is
identically zero. This is because the quantum dot can always keep up with the parameter modu-
lation which never deviates from the equilibrium configuration. Secondly, the adiabatic current,
generalizing Brouwer’s formula, Eq. (63), accounts for retardation effects and is given in terms
of the instantaneous Green’s functions and their time-derivatives only. The GME approach, to
be developed in the following Sections, also allows such a separation to be made from the start,
allowing a clear physical interpretation of the resulting expressions (see also Chapter 5).
The Green’s function approach allows the derivation of compact expressions based on a few
correlation functions. It leads to the same results as the Landauer-Büttiker approach in the limit
of zero interactions. However, in this thesis, we use a different approach in which we integrate
out the reservoirs’ degrees of freedom and end up with a quantum kinetic equation for the
reduced density operator alone. This effective separation allows one to conveniently investigate
the effect of coupling the reservoirs to the dot directly from the perspective of the dot itself.
The GME approach agrees with the discussed SM and NEGF approaches for weak interactions
and weak tunnel coupling. A detailed derivation of this generalized master equation approach
is presented in the following Sections.
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2.4 Generalized master equation approach
In this Section we derive the general framework for a time-dependent transport theory using a
generalized master equation, which is used throughout this thesis. We first sketch the commonly
used Keldysh formalism to derive the density operator after tracing out the reservoir’s degrees
of freedom. Aiming at a similar but more compact formulation than the Keldysh formalism, we
then introduce the Liouville notation. We define the reservoir and dot Liouvillians in this nota-
tion and derive the coupling Liouvillian in terms of superoperators. We then present the exact
kinetic equation for the reduced density operator in real-time space, taking care of the explicit
time-dependence in the system. The tunnel coupling to the reservoirs enters the kinetic equation
via a self-energy or kernel that is not time-translational invariant. The time-dependence in the
system stems from the modulation of external parameters in the model described in Section 2.1.
Assuming these modulations to be slow compared to all other timescales in the system, we can
then perform a systematic expansion to the kinetic equation in the characteristic frequency of
the modulation up to the leading order correction, where the expansion is applied to both the re-
duced density operator and the kernel. The different contributions of the expansion of the kernel
are expressed using a diagrammatic technique, which is subject to Section 2.5. On top of this
expansion, we perform a perturbative expansion in the tunnel coupling for Γ . T and Γ ≪ U .
In view of the application to molecular quantum dots, which are not always weakly coupled to
the electrodes, we also calculate the correction to the leading order terms, the next-to-leading
order or cotunneling corrections.
2.4.1 Non-equilibrium time-evolution: Keldysh double contour
The calculation of an observable’s expectation value at a given time t, 〈Rˆ〉(t) = Tr
tot
Rˆρ(t),
requires in general the density operator of the total system, ρ(t). It is determined by the von
Neumann equation (14), which is formally solved by
ρ(t) = T e−i
R t
t0
dτH(τ)
ρ(t0) T˜ ei
R t
t0
dτH(τ) (79)
where T (T˜ ) is the (anti-)chronological time-ordering operator. The exponential factors de-
scribe the evolution of the states, |ψ(t)〉 = T e−i
R t
t0
dτH(τ)|ψ(t0)〉 and 〈φ(t)| = 〈φ(t0)|T ei
R t
t0
dτH(τ)
,
contained in the expansion of the density operator, ρ(t0) =
∑
ψ,φ ρψ,φ(t0)|ψ(t0)〉〈φ(t0)|. The
time evolution of the density operator from t0 to t is thus two-fold, involving a forward (left
exponential operator) and a backward (right operator) time evolution of state vectors.
If ρ(t0) is known, one can then calculate 〈Rˆ〉(t) by multiplying the expression (79) with
Rˆ and integrating over all degrees of freedom, Tr
dot
= Tr
res
Tr
dot
. Since the direct calculation of
the exponential operators is in general impossible, one usually calculates 〈Rˆ〉(t) by expanding
both evolution operators in powers of the interactions and eventually performs the trace over
all degrees of freedom, which yields correlation functions of dot and reservoir operators (c.f.
the NEGF approach in Section 2.3). This allows for a diagrammatic representation of the terms
using a Keldysh double contour, due to the two-fold evolution, which is often used in the NEGF
approach.
This procedure has, however, one major disadvantage when considering transport through
molecular quantum dots. The interaction energy, treated perturbatively in the above procedure,
is typically large and, in particular, much larger than the tunnel coupling energy scale. One
therefore considers the reduced density operator of the quantum dot, p(t) = Tr
res
ρ(t), where only
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the reservoir degrees of freedom are integrated out. This reduced density operator describes ef-
fectively the quantum dot tunnel coupled to the reservoirs and allows the strong interactions
on the dot to be taken into account exactly. The weak tunnel coupling, however, can be incor-
porated perturbatively, by expanding the evolution operators in Eq. (79) in HT (details of this
expansion will be discussed in the following Sections). Using the factorization of the density
operator at the onset of the tunnel coupling, ρ(t0) = pres(t0)p, this allows a diagrammatic in-
terpretation [101, 102, 129, 31] using a double contour similar to the one used, e.g., for the
NEGF approach (see Fig. 15). It is important to note, that this way, interactions on the dot are
incorporated on the operator basis in the evolution of the reduced system, i.e. they are taken
into full account.
d†d†
d
d
d†
d
Figure 15: Keldysh double contour: diagrammatic interpretation of the expansion of the evo-
lution operator with a forward (upper) and a backward (lower) evolution line or contour, i.e.
time evolves from right to left. When the reservoir degrees of freedom are integrated out (see
also Section 2.5), Wick’s theorem leads to pair-wise contraction of reservoir operators, here
indicated by lines connecting the left-behind dot operators.
In the following Sections, we derive in detail the expressions describing the evolution of the
reduced density operator and perform the expansion in the tunnel coupling explicitly for an ar-
bitrary quantum dot. To this end, we use Liouville superoperators, which allows a diagrammatic
interpretation of the evolution without the need of a backward propagation. Effectively, due to
the superoperator notation, both evolutions in Eq. (79) are merged to one. For time-independent
quantum dots, this has been reported in Ref. [48] and Ref. [130]. Here, we generalize this ap-
proach to explicitly time-dependent Hamiltonians (4), (6) and (8) due to the modulation of
external parameters. We also show, how the time-dependent expectation value is calculated for
an observable, which is not necessarily local to the dot, e.g. the current.
2.4.2 Liouville superoperators
In general, the Liouvillian is defined via the commutator with respect to the corresponding
Hamiltonian, H . E.g., if H(t) denotes the Hamiltonian of the entire system (quantum dot plus
reservoirs), its Liouvillian is defined to act on an arbitrary operator A as follows
L(t)A = [H(t), A] (80)
Such Liouvillians are superoperators, i.e. they transfer normal operators into operators. They
can thus be written as super-matrix with four indices: if L denotes an arbitrary superoperator
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acting on an operator A the matrix elements of the result are given by
(LA)nm =
∑
n′m′
Ln
′m′
nm An′m′ (81)
where
Ln
′m′
nm = 〈n| (L|n′〉〈m′|) |m〉 (82)
Using this notation, electron transport through quantum dots is described by
L(t) = L0(t) + LT(t) (83)
=
∑
r
Lr(t) + Ldot(t) + LT(t) (84)
whereLr andLdot describe the reservoir r and the dot, respectively,LT denotes the coupling and
L0 the part without the coupling. The von Neumann equation (14) in terms of superoperators
then reads
d
dt
ρ(t) = −iL(t)ρ(t) (85)
Using Eq. (6), Lr simply follows as
Lr(t) =
∫
dω
∑
σ
[(ω + µr(t)) crσ−(ω)crσ+(ω), ·] (86)
where we have defined a more compact notation for the reservoir operators
crση(ω) =
{
crσ(ω) , η = +
c†rσ(ω) , η = −
(87)
where η is referred to as the “particle index”. The compact anti-commutation relation reads
{c2, c1} = δ21¯ (88)
where we have used the short-hand notation, 1 = η1r1σ1ω1 and 1¯ = (−η1)r1σ1ω1.
The dot Liouvillian also follows trivially from the definition of the Hamiltonian (4)
Ldot(t) = [Hdot(t), ·] (89)
Using Eq. (8), the tunneling coupling can be written as
LT(t) =
[ ∑
1=η1r1σ1ω1
∑
ab
η1T
ab
1 (t) |a〉〈b|c1, ·
]
(90)
where the tunneling amplitudes are given by
T ab1 (t) ≡ T abr1σ1η1 (t) (91)
=
√
ρr1σ1
∑
l
tlr1σ1η1〈a|dlσ1η1 |b〉 (92)
=
√
ρr1σ1
{ ∑
l t
l
r1σ1
〈a|d†lσ1|b〉 η = +∑
l
[
tlr1σ1
]∗ 〈a|dlσ1|b〉 η = − (93)
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Figure 16: Interpretation of the Keldysh indices, pi. On the upper branch of the double Keldysh
contour time evolves from right to left from some t0 to t (forward propagation). On the lower
branch, it evolves in opposite direction, denoted by a straight line from left to right (backward
propagation). For pi = + (pi = −) the superoperators Gpii and Jpii act on the upper (lower)
contour.
Here, the physical meaning of the particle index η becomes explicit: it is defined such that it
reflects the creation (η = +) or annihilation (η = −) process on the dot11. It thus follows in
general
T ab1 (t) ∝ δNa,Nb+η1 (94)
and
T ab1 (t) =
[
T ba1¯ (t)
]∗ (95)
For the perturbation expansion in the tunnel coupling, it is convenient to write the tunneling
Liouvillian (90) in terms of dot and reservoir superoperators (see also Ref. [130]). We define
LT(t) =
∑
1
∑
p1
Gp11 (t) J
p1
1 (96)
where p1 = ± is the Keldysh sign. Speaking in terms of the double Keldysh contour, p1
determines whether the superoperator acts on the upper (p1 = +) or lower contour (p1 = −)
(see also Fig. 16 and Fig. 18 (b)-(c) in Section 2.5). Gp11 (t) and Jp11 are the dot and reservoir
superoperators, respectively. If A denotes an arbitrary operator, they are defined via
Gp11 (t)A = (p1)
LNdot
{
g1 (t)A p1 = +
−Ag1 (t) p1 = − (97)
Jp11 A = (p1)
LNres
{
c1A p1 = +
Ac1 p1 = − (98)
where
〈a|g1(t)|b〉 = T ab1 (t) (99)
and LNdot =
[
Nˆdot, ·
]
and LNres =
[
Nˆres, ·
]
denote the Liouville operators for the particle num-
bers of the dot and reservoir respectively. Note that only the dot superoperator, Gp11 , depends
11Note that Ref. [130] uses the opposite definition. There, η defines the process in the reservoir.
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on time, namely via the time-dependent tunneling amplitudes T ab1 (t), while the reservoir super-
operator, Jp11 , is time-independent, see also Section 2.1. Their time-variation can have various
origins, such as a mechanical manipulation of the tunnel junction or even a time-dependent
spin-polarization in the reservoirs. We note, however, that the precise knowledge of the time-
variation is not important for the presented theory.
In Appendix C.1 we show that Eq. (96) and Eq. (90) are equivalent and that the definition of
the dot superoperator, Eq. (97), coincides with the expression used in Ref. [130] using particle
number conservation, [L,LNdot + LNres ] = 0 and assuming that the total density operator is
diagonal in the total particle number initially. However, we emphasize that the decomposition
(96) is different from the one used in Ref. [130]. The advantage of the reservoir superoperators
(98) is that due to the special choice of the prefactor, (p1)LNres , they obey anti-commutation
relations that are very close to the ordinary fermionic ones (for a proof see Appendix C.2)
{Jp22 , Jp11 } = p1δp2p1δ21¯. (100)
where {A,B} = AB +BA denotes the anti-commutator. I.e., in contrast to the definition used
in Ref. [130] different reservoir superoperators essentially anti-commute making the further
handling much easier.
We emphasize that the Liouvillians (most importantly Ldot) and the vertex superoperator
depend only implicitly on time through the varying parameters, i.e. one should keep in mind
that Ldot(t)=ˆLdot(χ(t)) and Gpii (t)=ˆG
pi
i (χ(t)) where χ denotes an external parameter that is
modulated in time.
The expression for the tunnel current reads
Iˆtunr (t) = −i
(
L(t)Nˆr
)
= −i
(
LT(t)Nˆr
)
= −i
∫
dω
∑
ση
∑
ab
T abrση (t) |a〉〈b|crση (ω) (101)
where we used the commutation relation
[c1, c2¯c2] = η1η2 (δ12¯ + δ12) c1 (102)
2.4.3 Kinetic equation for the reduced density operator
An effective picture of the quantum dot in the presence of interactions and the coupling to the
reservoirs is obtained by tracing out the reservoir’s degrees of freedom from the full density
operator:
p(t) = Tr
res
ρ(t). (103)
If the reduced density operator, p(t), is known, one can calculate, e.g., any dot observable,
〈A 〉 (t) = Tr
dot
Ap(t) where A is defined on the dot. The time evolution of the reduced density
operator can be calculated using a generalized master or kinetic equation which is obtained
from the full von Neumann equation (85) by taking the trace over the reservoir states12
d
dt
p(t) = −iLdot(t)p(t) +
∫ t
−∞
dt′ W (t, t′)p(t′) (104)
12See Appendix B for a detailed derivation of Eq. (104).
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This equation is still exact, given the initial factorization of the total density operator, Eq. (16).
Eq. (104) together with the normalization condition, Tr
dot
p(t) = 1, uniquely determine the re-
duced density operator.
The first term on the right hand side describes the free propagation of the reduced density
operator, i.e. in the absence of the tunnel coupling. Note that in contrast to the Green’s function
approach we always split the full Liouvillian into L = L0 + LT, i.e. only LT is considered as
perturbation from a free evolution. Hence, the free propagation of p(t) is determined by the
entire (time-dependent) dot Liouvillian. The interaction between the dot and the reservoirs is
incorporated in the second term and is described by a kernel W . Similar to the self-energy in
the Green’s function approach, it can be derived from a Dyson equation, see Appendix B.
The systematic calculation of the kernel in powers of LT is a technical issue, which we de-
fer to Section 2.5. This is, however, complicated by the fact that the system and therefore the
kernel itself is not time-translational invariant since the system parameters explicitly depend on
time. This is why the kernel depends on both time arguments explicitly rather than on their dif-
ferences alone. This makes a transformation to Laplace space from the start, as it is performed
in stationary problems (see e.g. Refs. [102, 48, 130]), inapplicable at this stage. However, in
Section 2.4.5 we show how due to the adiabatic expansion the transformation to Laplace space
can be performed for some parts of the kinetic equation. Furthermore, this expansion avoids the
Floquet approach, which for the adiabatic limit is overly complicated and physically much less
transparent than the expansion shown for the NEGF method in Section 2.3.2.
We emphasize that Eq. (104) describes the time-dependent behavior of the reduced density
operator but when all transient effects due to the onset of the reservoir-dot coupling have died
out, Γt ≫ 1. This is achieved by sending the lower limit of the time-integration to −∞.
Therefore, the solution of Eq. (104) does not depend on the initial conditions but defines a
time-dependent steady-state (c.f. Section 2.4.4).
2.4.4 Stationary vs. steady-state reference solution
In Section 2.3.2, we briefly introduced the concept of an instantaneous solution and an adia-
batic correction in the NEGF approach, based on the expansion of the self-energy in powers
of the characteristic modulation frequency Ω. In the following Sections, we show how the
same expansion can be performed for the GME approach. Here, we first discuss in more detail
the crucial difference between a stationary and a steady-state reference solution of the kinetic
equation. Furthermore, we argue why the steady-state solution can naturally reveal internal
timescales of the quantum dot system.
To this end, we first make the kernel’s functional dependence on the modulated parameters
explicit by writing W (t, t′) = W (t, t′; {χ(τ)}) where {χ(τ)} denotes the functional depen-
dence on the parameter modulation in the time interval t ≥ τ ≥ t′ (see also Section 2.5).
Let us first introduce the time-independent stationary state. It is defined by considering the
stationary limit of Eq. (104), dp
dt
→ 0, for a system with constant parameters, χ(τ) = χ = const.,
for which the kernel is time-translational invariant, W (t, t′; {χ(τ)}) = W (t− t′; {χ}). Then,
the stationary state is obtained from the zero-frequency Laplace transform of this kernel by
solving
0 = W (i0; {χ})pstat (105)
together with Tr
dot
pstat = 1. This equation is derived and used in the time-independent case in,
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Figure 17: Sketch: current as function of time for modulation parameters δχ . T and mod-
ulation periodicity 2π/Ω. The red line is the stationary solution (equal to the time-averaged
value here), the green curve the time-dependent instantaneous steady-state solution and the
blue curve represents the exact solution. Clearly, the instantaneous solution is a better starting
point for a perturbative treatment of the time-dependence.
e.g., Refs. [130, 48], and will follow as a limiting case of the time-dependent theory developed
in the following Sections.
There are now two ways to set up a perturbative treatment of the time-dependence intro-
duced by χ(τ) 6= const. using Eq. (105) as a starting point. The simplest approach seems to ex-
pand p(t), solving Eq. (104), around pstat. However, Fig. 17 illustrates that the accuracy of such
an expansion is not uniform in time, i.e., considered as expansion over the entire time-interval
the approximation rapidly becomes inaccurate at times where the driving signal is maximal. In
particular, taking the stationary solution as reference of the expansion requires many correction
terms in order to approximate the full time-dependent solution. Moreover, the expansion around
pstat breaks down even in cases where the retardation introduced by the driving is still small as
we now discuss.
For sufficiently slow modulation any system is capable of instantaneously following time-
dependent parameter modulation of arbitrary amplitude, i.e. the retardation stays small. This
limit now defines the instantaneous steady-state reference solution. It is obtained by solving
Eq. (105) independently for each time point t (for details see Section 2.4.5):
0 = W (i0; {χ(t)})p(i)t (106)
where the parametric time-dependence of p(i)t is indicated by a subscript. This solution can
therefore be considered as reference solution of an expansion performed for each time point
independently, assuming the system to be stationary at this point. Clearly, an expansion around
this solution converges much faster than an expansion around the stationary one, which is de-
rived for only one time point (c.f. Fig. 17).
There are two important things to note about the reference solution given by Eq. (106). First,
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its deviations from the full solution can be made arbitrarily small even in the limit of large-
amplitude modulations. Secondly, as long as the system can follow instantaneously, a change
of the modulation frequency only results in a rescaling of time (in Fig. 17 this is indicated
by expressing time in units of the modulation periodicity 2π/Ω). When plotting measurement
results, e.g., for the current, scaled to the driving periodicity, the instantaneous solution is good
as long as the curves for different frequencies fall on top of each other. Only when the inverse
frequency approaches the smallest characteristic timescale of the system, the response becomes
retarded and adiabatic corrections to the instantaneous solution become important. As a result,
e.g. the measured current data do not collapse onto a single curve anymore, see Fig. 17.
We can thus conclude that the instantaneous steady-state solution captures a large part of
the time-dependent dynamics of the system in contrast to the stationary solution. The adiabatic
corrections signal a small retardation of the quantum dot system due to the low but non-zero
frequency driving. The magnitude of these corrections are a measure for internal timescales
of the system and stays small even for large-amplitude modulations at appropriate frequencies.
The adiabatic expansion thus uses the retardation divided by the driving frequency as small
parameter.
The adiabatic expansion, to be developed in Section 2.4.5, takes into account the dynam-
ics of the system and systematically derives both the condition for this instantaneous reference
solution as well as an equation for the leading correction. The instantaneous reference so-
lution is obtained from the kinetic equation (104) by setting the left hand side to zero and
fixing all time-dependent parameters in the kernel at t, which we will denote by a subscript,
W (t, t′; {χ(t)}) =: Wt(t − t′), as for p(i)t . As in the adiabatic expansion for the NEGF ap-
proach, this yields formally the same kinetic equation as in the stationary case except that all
parameters are evaluated at t. We also emphasize the strong analogy of the instantaneous kernel
to the frozen scatterer approximation for the scattering matrix approach (c.f. Section 2.2.3).
2.4.5 Adiabatic expansion of the kinetic equation
In order to consistently derive expressions for the time-dependent steady-state reference solu-
tion and the leading correction to it we start with the full, formally exact, kinetic equation for
the reduced density operator, Eq. (104). We then perform a systematic expansion of this equa-
tion in orders of Ω which yields new kernels. Importantly, for these new kernels we can then
perform a Laplace transformation as in the time-independent stationary case allowing a simple,
quasi-stationary picture. The conditions of applicability of this approach will be discussed in
Section 2.5.5. Subsequently, we also perform an expansion in the characteristic tunneling rate
Γ. Results for kernels that are leading and next-to-leading order in Γ are given in Appendix F
and Appendix G.
We start with a formal expansion of the kernel in orders of Ω
W (t, t′; {χ (τ)}) =
∑
ν≥0
W (ν) (t, t′) (107)
whereW (ν) ∝ Ων . The kernel is a functional of the parameters χwhich are the only source of an
Ω-dependence. Expansion (107) is therefore achieved by expanding the modulated parameters
in orders of Ω,
χ(ti) ≈ χ(t) + (ti − t) d
dt
χ(t) + . . . (108)
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where dν
dtν
χ(t) ∝ Ων . Eq. (107) is thus an expansion in orders of time-derivatives of χ, i.e. the
dynamics of the system. With this expansion W (ν) (t, t′) becomes a function of all derivatives
of χ(t) at time t up to the ν-th
W (t− t′; {χ (τ)}) =
∑
ν≥0
W (ν)
(
t, t′;
{
χ(t), . . . ,
dν
dtν
χ(t)
})
(109)
rather than a functional of χ(τ) and only depends on the time difference t − t′, as we will
both show in Section 2.5 when we calculate W (ν) explicitly. Note, that the leading order term
(ν = 0) is obtained by simply evaluating all parameters at t. This will define the instantaneous
steady-state solution, see below.
The contributions of the expansion (109) depend only on the difference t− t′ and parametri-
cally on t through χ(t) and its derivatives. We therefore denote this parametric time-dependence
by a subscript and write
W (t, t′; {χ (τ)}) =
∑
ν≥0
W
(ν)
t (t− t′) (110)
Based on this expansion of the kernel, we can also formally expand the reduced density operator
in powers of Ω
p(t) =
∑
ν≥0
p(ν)(t) (111)
where p(ν)(t) ∝ Ων . For a systematic collection of terms proportional to a certain order in Ω, we
must also account for the memory effects in the time-convolution of the kernel with the reduced
density operator at times t′ prior to t, c.f. Eq. (104). To this end, we expand
p(ν)(t′) =
∑
κ≥0
1
κ!
(t′ − t)κ d
κ
dtκ
p(ν)(t) (112)
We are interested in deriving the equation for the steady-state, in which all transient effects
have died out. The time-dependence of the reduced density operator and its time-derivatives
thus stems solely and implicitly from the modulation of the parameters. We can thus follow that
dκ
dtκ
p(ν)(t) ∝ Ωκ+ν , where the time-dependence is parametric, which we indicate by a subscript,
p(ν)(t)→ p(ν)t .
Inserting Eq. (110), Eq. (111) and Eq. (112) into the kinetic equation (104) we obtain
∑
ν≥0
d
dt
p
(ν)
t = −iLdot(t)
∑
ν≥0
p
(ν)
t +
∫ t
−∞
dt′
∑
ξ,ν,κ≥0
W
(ξ)
t (t− t′)
1
κ!
(t′ − t)κ d
κ
dtκ
p
(ν)
t (113)
Now, we can introduce the Laplace transform of the kernel
W
(ξ)
t (z) =
∫ ∞
0
dτeizτW
(ξ)
t (τ) (114)
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and absorb the factors (t′ − t)κ into zero-frequency derivatives of the kernel∫ t
−∞
dt′W
(ξ)
t (t− t′) (t′ − t)κ = (−1)κ lim
z→i0+
∫ ∞
0
dτeizτW
(ξ)
t (τ) τ
κ (115)
= iκ lim
z→i0+
∂κ
∂zκ
∫ ∞
0
dτeizτW
(ξ)
t (τ) (116)
= iκ lim
z→i0+
∂κ
∂zκ
W
(ξ)
t (z) (117)
=: ∂κW
(ξ)
t (118)
where in the last step we have introduced a short-hand notation. The kinetic equation then reads∑
ν≥0
d
dt
p
(ν)
t = −iLdot(t)
∑
ν≥0
p
(ν)
t +
∑
ξ,ν,κ≥0
1
κ!
∂κW
(ξ)
t
dκ
dtκ
p
(ν)
t (119)
Now, we can systematically collect terms proportional to Ω0, Ω1, . . .. The zeroth order kinetic
equation reads
0 = −iLdot(t)p(i)t +W (i)t p(i)t . (120)
which we recognize as the kinetic equation for the instantaneous reduced density operator and
where we have identified the instantaneous kernel and density operator
W
(i)
t = W
(0)
t ≡W (i0+; {χ(t)}) (121)
p
(i)
t = p
(0)
t ≡ p({χ(t)}) (122)
Collecting all terms linear in Ω from Eq. (119) yields the central results of this Chapter
d
dt
p
(i)
t = −iLdot(t)p(a)t +W (i)t p(a)t +W (a)t p(i)t + ∂W (i)t
d
dt
p
(i)
t (123)
which is an effective kinetic equation for the adiabatic correction with
W
(a)
t = W
(1)
t ≡W
(
i0+;
{
χ(t),
d
dt
χ(t)
})
(124)
∂W
(i)
t = i lim
z→i0+
∂
∂z
W
(i)
t (z) (125)
p
(a)
t = p
(1)
t ≡ p
({
χ(t),
d
dt
χ(t)
})
(126)
which captures the leading deviations to the reduced density operator if the parameter modula-
tions become too fast for the system to follow instantaneously. The general procedure to obtain
p
(i)
t and p
(a)
t is to first solve Eq. (120) together with the normalization condition Tr
dot
p
(i)
t = 1,
which also yields d
dt
p
(i)
t . p
(a)
t then follows from Eq. (123) by also employing Tr
dot
p
(a)
t = 0.
We emphasize that Eq. (120) and Eq. (123) allow a single-point calculation, i.e. we can cal-
culate the solution for any given time t directly. One does not need to solve the time-dependent
equation starting from some initial condition and converge the solution to the time-dependent
steady-state (i.e. wait for the transients to die out). This has obvious advantages if the equations
are solved numerically.
Theory of time-dependent transport 57
2.4.6 Adiabatic expansion of the time-resolved current
The operator p(a)t completely describes the system’s retardation for a given order in Ω and allows
the retardation effects on the measurable quantities to be calculated, e.g. the current.
The adiabatic expansion of the current is analogous to the expansion of the kinetic equation
of the previous Section. In the context of the generalized master equation approach, the tunnel
current given by Eq. (101) can be expressed in terms of a current kernel
Itunr (t) =
〈
Iˆtunr
〉
(t) = Tr
res
Tr
dot
Iˆtunr (t)ρ(t) = Tr
dot
∫ t
−∞
dt′ WIr(t, t
′)p(t′) (127)
for a derivation see Appendix D.2 and Section 2.5.6 for a general discussion about how to cal-
culate an observable’s expectation value. Note, that also the current kernel, WIr(t, t′), depends
explicitly on both time arguments. In close analogy to Section 2.4.5 we expand both the current
kernel and the reduced density operator in powers of Ω and obtain to linear order(
Itunr
)(i)
t
= Tr
dot
W
(i)
Ir,t
p
(i)
t (128a)(
Itunr
)(a)
t
= Tr
dot
W
(i)
Ir,t
p
(a)
t +W
(a)
Ir,t
p
(i)
t + ∂W
(i)
Ir ,t
d
dt
p
(i)
t (128b)
The expansion of the displacement current, Eq. (28), is straightforward: using d
dt
Vr ∝ Ω and∑
r (I
tun
r )
(i)
t = 0 the instantaneous contribution to the displacement current vanishes and it
follows (
Idisr
)(i)
t
= 0 (129a)(
Idisr
)(a)
t
= −Cr d
dt
Vr(t) +
Cr
C
[∑
r′
Cr′
d
dt
Vr′(t)−
(
Itunr′
)(a)
t
]
(129b)
The experimentally measurable total current is therefore given by
Itotr (t) =
(
Itotr
)(i)
t
+
(
Itotr
)(a)
t
+ . . . (130)
where (
Itotr
)(i)
t
=
(
Itunr
)(i)
t
(131a)(
Itotr
)(a)
t
=
(
Itunr
)(a)
t
+
(
Idisr
)(a)
t
(131b)
Note that current conservation is satisfied for each order of Ω individually.
2.4.7 Tunnel coupling expansion and non-secular corrections
On top of the adiabatic expansion we also perform a systematic expansion in the tunnel cou-
pling. This systematic treatment using a diagrammatic technique goes back to König, Schoeller
and Schön [101, 102, 129, 31] and has been studied in detail with explicit expressions for next-
to-leading order contributions in the absence of time-dependent modulations in Ref. [48]. In
Section 2.5 we show that even in the present case of explicit time-dependencies the expansion
in the tunnel coupling can be performed in full analogy to the procedure presented for the sta-
tionary case. In this Section, we only assume the existence of this expansion and focus on its
impact on the adiabatic expansion of the kinetic equation.
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When solving the kinetic equations, Eq. (120) and Eq. (123), we need to pay special at-
tention to the so-called non-secular matrix elements of the reduced density operator. Incorrect
results may be obtained if not all contributions to the given order in LT are taken into account,
c.f. Ref. [48]. Here, we first extend the analysis of Ref. [48] to time-dependent problems and
then show, that the time-independent stationary case follows as special case.
To this end, we first identify those matrix elements, 〈a|pt|b〉, with |Ea−Eb| ≫ Γ which will
be referred to as “non-secular” elements and explicitly distinguish them from the “secular” ele-
ments with |Ea −Eb| . Γ. Note that the diagonal elements of the reduced density operator are
secular by definition. Clearly, the off-diagonal ones can be secular or non-secular. Collecting
all matrix elements of pt in a vector, P where we omit the subscript t for the vector expressions
for convenience in this Section, the vector can be written as
P =
(
Ps
Pn
)
(132)
where the sub-vectorPs contains all secular andPn all non-secular elements respectively. Both
kinetic equations (120) and (123) then take matrix form with(
δXs
δXn
)
=
(
−i (Ldot)ss +W(i)ss W(i)sn
W
(i)
ns −i (Ldot)nn +W(i)nn
)(
Ps
Pn
)
(133)
where P ≡ P(i/a) and δX ≡ δX(i/a), where in the latter we have collected the left hand side
and parts of the right hand side of Eq. (120) and Eq. (123), with(
δX
(i)
s
δX
(i)
n
)
=
(
0
0
)
(134)(
δX
(a)
s
δX
(a)
n
)
=
d
dt
(
P
(i)
s
P
(i)
n
)
−
(
W
(a)
ss W
(a)
sn
W
(a)
ns W
(a)
nn
)(
P
(i)
s
P
(i)
n
)
−
(
∂W
(i)
ss ∂W
(i)
sn
∂W
(i)
ns ∂W
(i)
nn
)
d
dt
(
P
(i)
s
P
(i)
n
)
(135)
We can formally solve Eq. (133) for Pn
Pn = − 1−i (Ldot)nn +W(i)nn
[
W
(i)
nsPs − δXn
] (136)
and thus express δXs and δXn in terms of the secular block Ps alone. In addition, without
further approximation, we can write down an effective equation for the secular elements
δXs −W(i)sn
1
−i (Ldot)nn +W(i)nn
δXn =
[
−i (Ldot)ss +W(i)ss −W(i)sn
1
−i (Ldot)nn +W(i)nn
W
(i)
ns
]
Ps
(137)
This equation is one of the central results of this Section. The solution of Eq. (137) describes
the instantaneous reduced density operator and its adiabatic correction in the presence of non-
secular elements of the reduced density operator.
Eq. (137) can be solved in two ways, using the so called “order-by-order scheme” or the
“crossover scheme”, see also Ref. [48]. While the crossover scheme has to be used if next-to-
leading order contributions are taken into account and the Coulomb blockade regime is consid-
ered, the order-by-order scheme is simpler and therefore usually faster to solve but restricted
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to regimes where the leading order rates (O(Γ)) always exceed the next-to-leading order rates
(O(Γ2)), i.e. where blocking effects, which suppress the leading order rates, are absent, see also
discussion below.
In the absence of any time-dependence, Eq. (137) can also be used to determine the station-
ary solution of the reduced density operator. Since then, δX = 0 and all kernels on the right
hand side are time-independent, Eq. (137) simplifies to the usual stationary kinetic equation in
Laplace space, 0 =
[−i (Ldot)ss +Wss −Wsn [−i (Ldot)nn +Wnn]−1Wns]Ps withW being
the stationary kernel and Ps the stationary solution, c.f. Ref. [48]. This equation is also used in
Chapter 3 and Chapter 4 of this thesis.
2.4.8 Solving the kinetic equation using the order-by-order scheme
The order-by-order scheme systematically produces kinetic equations for certain orders in Γ. To
this end, both the kernels as well as the elements of the reduced density operator are expanded
in powers of Γ
W =
∑
k
W
(k) (138)
Ps =
∑
k
P
(k)
s (139)
forW(i),W(a) and ∂W(i) whereW(k) ∝ Γk. From Eq. (137) and the normalization condition,
it also follows that P(i)s starts withO(Γ0) whileP(a)s starts withO(Γ−1). Note that this does not
lead to inconsistencies or divergencies for Γ → 0 since, as discussed below in Section 2.5.5,
Ω ≪ Γ, keeping P(a)s always finite. The above expansions also yield an effective expansion of
the left hand side with, δXs =
∑
k δX
(k)
s and δXn =
∑
k δX
(k)
n . Systematically matching pow-
ers of Γ on both sides of the equation yields a leading and a next-to-leading order instantaneous
kinetic equation respectively
0 =
(
W
(i,1)
ss
)
eff
P
(i,0)
s (140a)
0 =
(
W
(i,1)
ss
)
eff
P
(i,1)
s +
(
W
(i,2)
ss
)
eff
P
(i,0)
s (140b)
where the leading order equation isO(Γ) and the next-to-leading orderO(Γ2). For the adiabatic
kinetic equation we get(
δX(a,0)s
)
eff
=
(
W
(i,1)
ss
)
eff
P
(a,−1)
s (141a)(
δX(a,1)s
)
eff
=
(
W
(i,1)
ss
)
eff
P
(a,0)
s +
(
W
(i,2)
ss
)
eff
P
(a,−1)
s (141b)
where the leading and next-to-leading order equations are O(Γ0) and O(Γ1) respectively. The
effective rates and the left hand side are given by(
W
(i,1)
ss
)
eff
= −i (Ldot)ss +W(i,1)ss (142)(
W
(i,2)
ss
)
eff
=W(i,2)ss −W(i,1)sn
1
−i (Ldot)nn
W
(i,1)
ns (143)(
δX(a,0)s
)
eff
= δX(a,0)s =
d
dt
P
(i,0)
s (144)(
δX(a,1)s
)
eff
= δX(a,1)s −W(i,1)sn
1
−i (Ldot)nn
δX(a,0)n (145)
=
d
dt
P
(i,1)
s −W(a,1)ss P(i,0)s − ∂W(i,1)ss
d
dt
P
(i,0)
s (146)
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From Eq. (140b) and Eq. (141b) it follows that the leading order non-secular elements effec-
tively correct the next-to-leading order secular rates. Such corrections have been discussed to
be especially crucial below the onset of the inelastic cotunneling processes [48]. In order to
systematically judge the contribution of the non-secular terms, we expanded the prefactor in
Eq. (136),
[
−i (Ldot)nn +W(i)nn
]−1
, in powers of W(i)nn/ (Ldot)nn. Up to O (Γ2) and due the
construction of the non-secular elements and Eq. (82), this effectively amounts to neglecting
W
(i)
nn in favor of (Ldot)nn, c.f. Eq. (143) and Eq. (145). W(i)nn therefore completely drops out in
addition toW(i,2)sn and W(i,2)ns , which are also not required. This significantly simplifies solving
the kinetic equations both numerically and analytically.
Normalization of the reduced density operator requires that Tr
dot
p(t) = 1. For the given
scheme, we therefore infer for the matrix elements of the instantaneous reduced density operator
e
T
s P
(i,0)
s = 1 and eTs P
(i,1)
s = 0, while for the adiabatic corrections all orders are normalized to
zero, eTs P
(a,k)
s = 0, where k = −1, 0 and where the vector eTs = (1, . . . , 1, 0, . . . , 0) is a vector
with as many elements as there are secular elements of the reduced density operator, its entries
are unity for diagonal elements and zero for off-diagonal secular elements.
If we proceed analogously with the tunneling current, the instantaneous and adiabatic cur-
rent contributions can be calculated from(
Itunr
)(i,1)
t
= eTs
(
W
(i,1)
Ir
)
ss
P
(i,0)
s (147a)(
Itunr
)(i,2)
t
= eTs
{(
W
(i,1)
Ir
)
ss
P
(i,1)
s +
[(
W
(i,2)
Ir
)
ss
−
(
W
(i,1)
Ir
)
sn
1
−i (Ldot)nn
W
(i,1)
ns
]
P
(i,0)
s
}
(147b)
where due to the trace in Eq. (128a)∑{s} sums over all diagonal elements (which are contained
in the secular elements) and(
Itunr
)(a,0)
t
= eTs
(
W
(i,1)
Ir
)
ss
P
(a,−1)
s (148a)(
Itunr
)(a,1)
t
= eTs
{(
W
(i,1)
Ir
)
ss
P
(a,0)
s +
[(
W
(i,2)
Ir
)
ss
−
(
W
(i,1)
Ir
)
sn
1
−i (Ldot)nn
W
(i,1)
ns
]
P
(a,−1)
s
+
(
W
(a,1)
Ir
)
ss
P
(i,0)
s +
(
∂W
(i,1)
Ir
)
ss
d
dt
P
(i,0)
s
}
(148b)
In the SET regime and for weak tunnel coupling strengths, Γ ≪ T , where next-to-leading
order contributions are negligible, Eq. (140a), Eq. (141a), Eq. (147a) and Eq. (148a) are conve-
nient to derive the instantaneous reference solution and the leading adiabatic correction respec-
tively. These equations will therefore be used in Chapter 5, where weak coupling is considered.
2.4.9 Solving the kinetic equation using the crossover scheme
If next-to-leading order processes become important, Γ . T , the order-by-order scheme may
fail and lead to unphysical results. Referring to Ref. [48] for details, here, we only remark
that processes which are of next-to-leading order in Γ can lead to unphysical occupation of
excited dot states due to the lack of accounting for relaxation processes in the Coulomb blockade
regime. Such relaxation processes would be of one order higher in the expansion of the density
operator in Γ, which are excluded by the strict matching. In this case a different expansion
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scheme should be used that drops the strict matching of powers of Γ. In the “crossover scheme”
only the kernel is expanded in powers of Γ but not the reduced density operator
W =
∑
k
W
(k) (149)
for W(i), W(a) and ∂W(i). The kinetic equations in this scheme are then obtained from
Eq. (137) by taking all kernel contributions up to a certain order. Including next-to-leading
processes therefore yields the instantaneous kinetic equation
(δXs)eff =
(
W
(i)
ss
)
eff
Ps (150)
where
(
W
(i)
ss
)
eff
= −i (Ldot)ss +W(i,1)ss +W(i,2)ss −W(i,1)sn
1
−i (Ldot)nn
W
(i,1)
ns (151)
(δXs)eff = δX
(1)
s + δX
(2)
s −W(i,1)sn
1
−i (Ldot)nn
δX(1)n (152)
where
(
δX
(i)
s
)
eff
evaluates to
(
δX(i)s
)
eff
= 0 (153)(
δX(a)s
)
eff
=
d
dt
P
(i)
s −
[
W
(a,1)
ss P
(i)
s +W
(a,2)
ss P
(i)
s −W(a,1)sn
1
−i (Ldot)nn
W
(i,1)
ns P
(i)
s
]
−
[
∂W(i,1)ss
d
dt
P
(i)
s + ∂W
(i,2)
ss
d
dt
P
(i)
s − ∂W(i,1)sn
d
dt
(
1
−i (Ldot)nn
W
(i,1)
ns P
(i)
s
)]
−W(i,1)sn
1
−i (Ldot)nn
[
d
dt
(
1
−i (Ldot)nn
W
(i,1)
ns P
(i)
s
)
−W(a,1)ss P(i)s − ∂W(i,1)ss
d
dt
P
(i)
s
]
(154)
We emphasize that first of all the left hand side of the instantaneous equation is zero. Secondly,
in contrast to the order-by-order scheme,
(
δX
(a)
s
)
eff
now also contains higher order contribu-
tions to the new kernels, W(a,2)ss and ∂W(i,2)ss , through δX(2)s . This makes the incorporation of
next-to-leading order effects challenging when adiabatic modulation of parameters is consid-
ered. The normalization conditions for this scheme read eTs P
(i)
s = 1 and eTs P
(a)
s = 0.
The instantaneous and adiabatic current follow analogously
(
Itunr
)(i)
t
= eTs
[(
W
(i)
Ir
)
ss
]
eff
P
(i)
s (155)(
Itunr
)(a)
t
= eTs
{[(
W
(i)
Ir
)
ss
]
eff
P
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W
(a)
Ir
)
ss
]
eff
P
(i)
s +
[(
∂W
(i)
Ir
)
ss
]
eff
d
dt
P
(i)
s
−
(
∂W
(i,1)
Ir
)
sn
d
dt
(
1
−i (Ldot)nn
(
W
(i,1)
Ir
)
ns
)
P
(i)
s
}
(156)
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where the effective current rates read[(
W
(i)
Ir
)
ss
]
eff
=
(
W
(i,1)
Ir
)
ss
+
(
W
(i,2)
Ir
)
ss
−
(
W
(i,1)
Ir
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sn
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(
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)
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(
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ss
+
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ss
−
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Ir
)
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−i (Ldot)nn
(
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)
ns
(159)
One can show that expanding only the kernels enables small relaxation processes of higher
order, thereby avoiding unphysical occupation of excited dot states. Furthermore, one can show
that these two schemes lead to identical results for the density operator in leading order and
for the current up to next-to-leading order [48]. Eq. (150) should therefore be used when also
next-to-leading order processes are considered.
Eqs. (140), (141), (147) and (148) and Eqs. (150), (155) and (156), respectively, are the
central equations for numerical implementation. The only remaining task is the derivation of
explicit equations for the kernels in terms of the model parameters.
2.5 Diagrammatic calculation of kernels
The solution of the instantaneous, Eq. (120), and adiabatic kinetic equation, Eq. (123), require
the calculation of several kernels. The instantaneous kernel, W (i)t , is readily obtained from
the stationary kernel for the time-independent problem by substituting parametrically time-
dependent parameters. The kernels W (a)t and ∂W
(i)
t , however, are new here and account for
memory effects.
The purpose of this Section is to derive the explicit expressions for these kernels and give
new diagram rules by which the various contributions are represented. For time-independent
Hamiltonians such rules were derived in Refs. [101, 102, 129, 31], allowing the explicit ex-
pression for the kernel to be written down directly. The only calculation left to be done is the
evaluation of frequency integrals, which becomes increasingly cumbersome with the order of
perturbation theory. In Ref. [130] this formalism was reformulated equivalently using more
efficient Liouville (superoperator) notation, allowing the next-to-leading order stationary ker-
nel to be calculated explicitly for arbitrary quantum dot model Hamiltonians in Ref. [48]. For
time-dependent systems in equilibrium such rules were derived in Ref. [92], however, without
making use of the advantage of Liouville notation.
In this Section we go beyond the above works in several ways. First, in Section 2.5.1 we
generalize Ref. [130] by deriving the perturbation theory for the full kernel in time space for an
explicitly time-dependent system. Moreover, we employ a “causal representation” of superop-
erators, which is similar to the “rotation” in Keldysh space for Green’s functions, and we show
that this considerably simplifies the general perturbation series. An important new result is that
this representation also allows one to identify diagrammatically, which terms can be neglected
in the wide-band limit. To illustrate this we first re-derive the instantaneous kernel W (i)t to
the leading and next-to-leading order, which was reported in Ref. [48] for the stationary case.
We then re-derive the rules of Ref. [92] in the Liouville formulation in Sections 2.5.2-2.5.3
which allow explicit superoperator contributions to the kernels to be written down in arbitrary
order in Γ. We then proceed to derive the frequency derivative ∂W (i)t and the adiabatic ker-
nel W (a)t . An important insight gained is that these new kernels can be constructed from the
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known time-independent stationary kernels by simple replacements and derivatives, avoiding
any real calculations to be done. We generalize the work of Ref. [92] by accounting for arbi-
trary non-equilibrium voltage bias and by giving explicit kernel expressions for arbitrary model
Hamiltonians. This is important for a numerical implementation, which is currently underway.
In Section 2.5.5 we show how in our formalism the conditions of adiabaticity appear explicitly
on the level of superoperators and how they guarantee that the adiabatic corrections stay small.
This emphasizes that both amplitude and frequency of the driving need to stay small and we
illustrate this by a numerical example where a strongly non-sinusoidal large-amplitude driving
stays adiabatic at the proper low frequencies. This issue has also not been clearly discussed in
the real-time theory framework so far. Finally, in Section 2.5.6 we indicate how the preceding
calculations can be straightforwardly extended to obtain the kernels required for calculation of
expectation values of observables, which are not local to the dot, such as the transport current.
2.5.1 Full kernel for time-dependent systems
The evolution of the reduced density operator can be described by a propagator (see also Ap-
pendix B)
p(t) = Π(t, t′)p(t′) (160)
where the propagator, Π, can be decomposed into independent contributions of even orders of
LT. The contributionO(L2kT ) reads
Π(2k) (t, t′) = (−i)2k Tr
res
∫
dt2k . . . dt1
t≥t2k≥...≥t1≥t′
× T e−i
R t
t2k
dτLdot(τ)LT (t2k) T e−i
R t2k
t2k−1
dτL0(τ) . . . LT (t1) T e−i
R t1
t′
dτLdot(τ)pres
(161)
where T is the time-ordering superoperator now and all Liouvillian time-dependence is para-
metric. Using an obvious short-hand notation for the evolution operators
T e−i
R t
t′
dτLdot(τ) ≡ e−i
R
Ldot (162)
T e−i
R t
t′
dτL0(τ) ≡ e−i
R
L0 (163)
and inserting LT (ti) =
∑
i,pi
Gpii (ti)J
pi
i into Eq. (161) the 2kth order propagator reads
Π(2k) (t, t′) = (−i)2k
∑
{p}
∑
1...2k
Tr
res
∫
dt2k . . . dt1
t≥t2k≥...≥t1≥t′
× e−i
R
LdotGp2k2k (t2k)J
p2k
2k e
−i
R
L0 . . . e−i
R
L0Gp11 (t1)J
p1
1 e
−i
R
Ldotpres (164)
where
∑
{p} sums over all indices p1, . . . , p2k with pi = ±. The goal is now to perform the trace
over the reservoir degrees of freedom explicitly. To this end, we collect the J’s and pres and
move them to one side. Pulling through the J’s one-by-one to the left yields
Π(2k) (t, t′) = (−i)2k
∑
{p}
∑
1...2k
Tr
res
Jp2k2k . . . J
p1
1
∫
dt2k . . . dt1
t≥t2k≥...≥t1≥t′
× e−i
R
LdotGp2k2k (t2k)e
−i
R
L0−X2k−1 . . . e−i
R
L0−X1Gp11 (t1)e
−i
R
Ldotpres (165)
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where we have used
L0 (t) J
pi
i = J
pi
i [L0 (t)− ηi (ωi + µri (t))] (166)
and defined
Xi(ti) =
∑
16m6i
ηi (ωi + µri (ti)) (167)
Furthermore, we have used that Ldot and the J’s trivially commute. Now, we can also pull pres
through to the left and obtain
Π(2k) (t, t′) = (−i)2k
∑
{p}
∑
1...2k
Tr
res
Jp2k2k . . . J
p1
1 pres
∫
dt2k . . . dt1
t≥t2k≥...≥t1≥t′
(168)
× e−i
R
LdotGp2k2k (t2k)e
−i
R
Ldot−X2k−1 . . . e−i
R
dτLdot−X1Gp11 (t1)e
−i
R
Ldot (169)
where we have used that the reservoir occupation distribution is unaffected by the time-dependent
modulations, L0 (t) pres = 0. Using Eq. (100) we can now apply Wick’s theorem (for a detailed
proof of the Wick’s theorem using superoperators see Appendix C.3):
Tr
res
Jp2k2k . . . J
p1
1 pres =
∑
contr.
(−1)nc
∏
〈i,j〉
γ
pipj
ij (170)
Here, the sum is performed over all possible pair contractions, (−1)nc is the Wick sign, where nc
denotes the number of permutations that have to be performed to disentangle the superoperators,
and
∏
〈i,j〉 γ
pipj
ij is the product of all pair contraction functions with
γ
pipj
ij = 〈Jpii Jpjj 〉 = Tr
res
Jpii J
pj
j pres = pjδij¯f(ηjpjωj/T ) (171)
It is important to note that due to the particular choice of the phase factor in our definition of the
J’s, Eq. (98), the disentanglement of the superoperators leads to the same Wick sign, (−1)nc ,
as for ordinary fermionic operators.
Using Eq. (170) the propagator expression reads
Π(2k) (t, t′) = (−i)2k
∑
contr.
(−1)nc
∑
{p}
∑
1...2k
∏
〈i,j〉
γ
pipj
ij
∫
dt2k . . . dt1
t≥t2k≥...≥t1≥t′
× e−i
R
LdotGp2k2k (t2k)e
−i
R
L0−X2k−1 . . . e−i
R
L0−X1Gp11 (t1)e
−i
R
Ldot (172)
This form allows us now to develop a diagrammatic picture of the propagator. It corresponds
to a directed free propagation of the dot from t′ to t, interrupted by vertices Gpii (ti), which are
contracted in pairs. As sketched in Fig. 18, this includes both reducible and irreducible parts
of the propagation. A diagram or a part of a diagram is called irreducible, if any vertical line
cuts at least one contraction line (see also Fig. 18). The kernel, W (t, t′; {χ(τ)}), however,
sums up only the irreducible parts of Π(t, t′) (c.f. Appendix B and Dyson equation (B.10)).
A contribution to the kernel of order L2kT , denoted by W (2k), is obtained by omitting the time-
evolution at the beginning and end of Eq. (172) and restricting the contractions:
W (2k) (t, t′; {χ(τ)}) = (−i)2k
∑
irr. contr.
(−1)nc
∑
{p}
∑
1...2k
∏
〈i,j〉
γ
pipj
ij
∫
dt2k−1 . . . dt2
t≥t2k−1≥...≥t2≥t′
×Gp2k2k (t)e−i
R
Ldot−X2k−1 . . . e−i
R
Ldot−X1Gp11 (t
′) (173)
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Figure 18: (a) Diagrammatic sketch of the propagator Π(t, t′) for the reduced density operator.
Its single directed line indicates time evolution from right (t′) to left (t), where the free prop-
agation is interrupted by vertices, which are contracted in pairs. It contains irreducible (e.g.
between times t2k and t2k−3) but also reducible parts (e.g. between times t2k−3 and ti). (b) and
(c) show one and the same example of a diagram, which is of 4th order in LT (four vertices).
(b) uses the Liouville notation of a single contour where the Keldysh signs denote whether the
vertex acts on the lower (here only G−2 ) or on the upper contour (G+1 , G+3 and G+4 ) in the double
Keldysh contour picture, (c).
where
∑
irr. contr. sums only over those contractions that lead to an irreducible diagram. This is
the superoperator that occurs in the kinetic equation for the reduced density operator, Eq. (104).
The evaluation of the kernel (173) can be simplified significantly. By formally redefining
the vertex superoperators, we now show that, first of all, cancellations occur that exponentially
reduce the number of diagrams that need to be calculated and, secondly, further diagrams can
easily be identified that yield negligible contribution in the wide-band limit.
We apply the rotation of the vertex superoperators with respect to their Keldysh indices:
Gpii =
1
2
(
G¯+i + piG¯
−
i
)
=
{
1
2
(
G¯+i + G¯
−
i
)
= 1
2
∑
qi
G¯qii , pi = +
1
2
(
G¯+i − G¯−i
)
= 1
2
∑
qi
qiG¯
qi
i , pi = −
(174)
with the inverse transformation
G¯qii = G
+
i + qiG
−
i =
{
G+i +G
−
i =
∑
pi
Gpii , qi = +
G+i −G−i =
∑
pi
piG
pi
i , qi = −
(175)
Eq. (175) is referred to as “causal representation” (see also Appendix E). Plugging Eq. (174)
into the kernel expression Eq. (173) is equivalent to replacing (see also Eq. (179) and Ap-
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pendix E)
pi → qi (176a)
Gpii → G¯qii (176b)
γ
pipj
ij → γ¯qiqjij (176c)
where the new index, qi, will be referred to as “causal index”. In this representation, one can no
longer distinguish, which superoperator G corresponds to the action of an operator from the left
or from the right on the density matrix. The advantage of this representation becomes apparent
when the new contraction function is evaluated by performing a corresponding rotation of the
reservoir field superoperators, Jpii → J¯qii , which leaves the kernel invariant (see Appendix E):
γ¯
qiqj
ij =
〈
J¯qii J¯
qj
j
〉
= δqi+δij¯f
q¯j (ηjωj/T ) (177)
where q¯ = −q and f q denotes the symmetric and antisymmetric part of the Fermi distribution
function, f (x) = [exp (x) + 1]−1, respectively
f q (x) =
1
2
[f (x) + qf (−x)] =
{
1
2
, q = +
f (x)− 1
2
, q = − (178)
Remarkably, the first causal index of each contraction is fixed to be qi = +. This immediately
reduces the number of diagrams by an exponential factor 2k in order L2kT .13
Furthermore, using the rotation of the vertices we have split the Fermi function into its
symmetric and antisymmetric part. Since the symmetric part is energy independent, this leads to
substantial simplifications in multiple frequency integrals that occur in higher order perturbation
calculations in LT. In Appendix H.1, we show explicitly, that in the wide-band limit for each
contraction which encloses another vertex, the causal index of both vertices is fixed to qi = +
and qj = + (see also Fig. 19 (b)).
In the real-time renormalization group approach, this representation allows for a general
proof that the renormalized perturbation theory is well-defined [130]. In addition, it is intimately
connected with physical properties, details will be discussed elsewhere [131].
In the causal representation, the kernel therefore reads
W (2k) (t, t′; {χ(τ)}) = (−i)2k
∑
irr. contr.
(−1)nc
∑
{q}
∑
1...2k
∏
〈i,j〉
δqi+δij¯f
q¯j (ηjωj/T )
∫
dt2k−1 . . . dt2
t≥t2k−1≥...≥t2≥t′
× G¯q2k2k (t)e−i
R
Ldot−X2k−1 . . . e−i
R
Ldot−X1G¯q11 (t
′) (179)
This allows us to summarize diagram rules for the kernel Eq. (179), c.f. Fig. 19:
1. Draw a directed line and place 2k times a vertex G¯qii (ti) on it.
2. Connect pairs G¯qii (ti), G¯
qj
j (tj) with i > j such that the entire diagram is irreducible.
Set the causal index of the left vertex to qi = + and i = j¯, i.e. (ηi, ωi, σi, ri) =
(−ηj , ωj, σj , rj). Note, the time arguments stay unchanged, ti > tj . For each pair, write
a (anti-)symmetrized Fermi function f q¯j(ηjωj/T ), using the parameters of the right (ear-
lier) vertex.
13For each contraction, only 2 combinations of causal indices, namely ++ and +−, remain, whereas in the
original representation there are 4 combinations, ++, +−,−+ and −−, that give non-vanishing contributions. In
the causal representation there are thus 2k non-zero contractions possible, whereas in the original one we have 4k.
We thus have a reduction by an exponential factor 2k in order L2kT .
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(a)
(b)
Figure 19: Diagrams for the kernel. (a) In the causal representation used here, the vertex su-
peroperators at the latest time of each contraction always has a causal index +. (b) In addition,
in the wide-band limit, only those diagrams survive where all contractions enclosing a vertex
have both causal indices equal to +. In particular, the diagram in (b) with q1 = − decays at
least like T/D ≪ 1 and can therefore be neglected.
3. Determine the number of crossing contraction lines, nc, and assign a sign (−1)nc to the
diagram. If the order of the diagram is 2k, assign an additional sign, (−1)k, to it.
4. For each segment i, assign a propagator T e−i
R ti+1
ti
dτi[Ldot(τi)−Xi(τi)]
, where Xi(τi) is the
sum of the energies xm(τi) = ηm(ωm+µrm(τi)) of those contraction lines passing through
the segment.
5. For each contraction that encloses at least one other vertex, set the causal index also of
the right (earlier) vertex to qj = + (c.f. Fig. 19 (b)).
6. Sum over all indices, integrate over all ωi and integrate over all intermediate time vari-
ables, ensuring t ≥ t2k−1 ≥ . . . ≥ t2 ≥ t′.
Note the implicit time-dependence of the vertices and the Liouvillians due to the time-
dependent parameters. This clearly prohibits the evaluation of Eq. (179) in Laplace space, as
it is preferably done for time-independent stationary problems. However, when performing the
adiabatic expansion of the kinetic equation the full kernels are not needed (c.f. Eq. (120) and
Eq. (123)). For the required kernels W (i)t , ∂W (i)t and W (a)t an explicit transformation to Laplace
space is possible with the time-dependence entering solely parametrically through χ(t), d
dt
χ, . . ..
We will now derive these kernels from Eq. (179) and show that they can be expressed as Laplace
transforms of expressions similar to the stationary kernel.
2.5.2 Instantaneous kernel W (i)t
According to Section 2.4.5 the adiabatic expansion is an expansion in contributions proportional
to different orders in the modulation frequency Ω. It is thus effectively an expansion in orders of
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the derivatives of the parameters χ, where dν
dtν
χ ∝ Ων . In the instantaneous kernel (zeroth order
in Ω), we therefore simply evaluate all modulated parameters at the final time t, c.f. Eq. (108),
i.e. we apply the following replacements to Eq. (179)
G¯qii (ti)→ G¯qii (t) (180)
e−i
R
Ldot−Xi ≡ e−i
R ti+1
ti
dτiLdot(τi)−Xi(τi) (181)
→ e−i[Ldot(t)−Xi(t)](ti+1−ti) (182)
and yield for the kernel
W (i,2k) (t, t′; {χ(t)}) = (−i)2k
∑
irr. contr.
(−1)nc
∑
{q}
∑
1...2k
∏
〈i,j〉
γ¯
qiqj
ij
∫
dt2k−1 . . . dt2
t≥t2k−1≥...≥t2≥t′
× G¯q2k2k (t)e−i[Ldot(t)−X2k−1(t)](t−t2k−1) . . . e−i[Ldot(t)−X1(t)](t2−t
′)G¯q11 (t)
(183)
Importantly, the kernel in Eq. (183) now only depends on the time-difference t − t′ and para-
metrically on t, W (i,2k) (t, t′; {χ(t)}) → W (i,2k)t (t− t′). I.e., a simultaneous shift of both time
arguments does not alter the expression and the t-dependence enters implicitly through the
modulated parameters. We can therefore perform the Laplace transform with respect to t− t′
W
(i,2k)
t (z) =
∫ t
−∞
dt′eiz(t−t
′)W
(i,2k)
t (t− t′) =
∫ ∞
0
dτeizτW
(i,2k)
t (τ) (184)
and use the time-convolution structure of the kernel to obtain for arbitrary frequency
W
(i,2k)
t (z) = (−i)
∑
irr. contr.
(−1)nc
∑
{q}
∑
1...2k
∏
〈i,j〉
δqi,+δij¯f
q¯j (ηjωj/T )
× G¯q2k2k (t)
1
z − [Ldot (t)−X2k−1 (t)] . . .
1
z − [Ldot (t)−X1 (t)]G¯
q1
1 (t) (185)
where we have inserted the contraction function, Eq. (177). Taking the zero-frequency limit of
Eq. (185) yields the instantaneous kernel as required e.g. in the kinetic equation Eq. (120). We
emphasize, that in the zero-frequency limit, Eq. (185) is identical to the kernel in the station-
ary, time-independent transport problem, calculated in Ref. [48] for the stationary problem14,
except for the parametric time-dependence of the vertices and dot Liouvillian. Thus, if the
mathematically most difficult task of integrating out the electron energies, ωi, has been done for
the stationary case, the evaluation of the instantaneous kernel, Eq. (185), is trivial.
We now summarize how the expression for the instantaneous kernel for an arbitrary order
in the tunnel coupling, here L2kT , can be written down from a diagram, exemplified in Fig. 20.
The diagram rules in Laplace-space for W (i,2k)t = lim
z→i0+
W (i,2k)(z; t) read
1. Draw a directed line and place 2k times a vertex G¯qii (t) on it (note the time argument).
2. Connect pairs of vertices, say G¯qii (t) and G¯
qj
j (t) with i > j, such that the entire dia-
gram is irreducible. Set the causal index of the later (left) vertex to qi = + and i = j¯,
i.e. (ηi, ωi, σi, ri) = (−ηj , ωj, σj , rj). For each pair, write a (anti-)symmetrized Fermi
function f q¯j(ηjωj/T ), using the parameters of the earlier (right) vertex.
14The expressions obtained in Ref. [48] are recovered by going back to the standard Keldysh representation
using G¯qii = G
+
i + qiG
−
i .
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Figure 20: Sketch for the diagram rules of W (i,2k)t . All Liouvillians and vertices are evaluated
at t. Pairs of contracted vertices are connected by a contraction line, where the causal index of
the left (later) one is +. For contractions that enclose at least one other vertex, the causal index
of the right (earlier) vertex is also set to + (in this example vertex 1).
3. Count the number of crossing contraction lines, nc, and assign a sign (−1)nc to the dia-
gram. Assign a further total prefactor (−i) to the diagram.
4. For each segment i, assign a propagator 1
i0−[Ldot(t)−Xi(t)]
, where Xi(t) is the sum of the
energies xm(t) = ηm(ωm+µrm(t)) of only those contraction lines that are passing through
the segment.
5. For each contraction that encloses at least one other vertex, additionally set the causal
index of the earlier (right) vertex to qj = +.
6. Sum over all indices ηi, σi, ri and the remaining causal indices, qi, and integrate over all
ωi, where 2k ≥ i ≥ 1.
2.5.3 Instantaneous frequency derivative ∂W (i)t
The zero-frequency derivative of the instantaneous kernel, ∂W (i)t ≡ i lim
z→i0+
∂
∂z
W
(i)
t (z), is imme-
diately obtained as derivative with respect to a real variable α and setting z → 0+. We therefore
obtain in order L2kT
∂W
(i,2k)
t = lim
α→0
[
i
∂
∂α
]{
(−i)
irr.∑
contr.
(−1)nc
∑
{q}
∑
1...2k
∏
〈i,j〉
δqi,+δij¯f
q¯j(ηjωj/T )
× G¯q2k2k (t)
1
i0− [Ldot (t)− α−X2k−1 (t)] . . .
1
i0− [Ldot (t)− α−X1 (t)]G¯
q1
1 (t)
}
(186)
We have formally combined the preceding additional complex number and the derivative, i ∂
∂α
,
since they always come with the same power, c.f. Eq. (118). We stress that the part in the curly
brackets is identical to the zero-frequency instantaneous kernel, except for an effective energy
shift α. Consequently, since the instantaneous kernel followed from the time-independent ex-
pressions, the result of Eq. (186) is known when the time-independent integrals are solved:
replace Ldot −Xi → Ldot(t) − α −Xi(t), take the derivative with respect to α → 0 and then
multiply by i. Due to the similarities to the instantaneous kernel, we only need to slightly adjust
the diagram rules to describe ∂W (i)t (see below). In Section 2.5.4 we show that this similarly
holds for the adiabatic kernel correction.
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Despite the similarity, there is an important difference: the additional factor i in Eq. (186)
makes necessary the evaluation of a more complicated frequency integral in the case when it
can be avoided for W (i)t as we explain now. If off-diagonal elements of the reduced density
operator are negligible, only the real part of a kernel is required [48, 132]. If the tunneling
amplitudes are real, one thus needs to solve the real part of the electron energy integration in
Eq. (186). In leading order (L2T), Eq. (186) involves in this case the more complicated principle
value integral. In contrast, the real part of W (i)t involves the δ-function, making the integration
trivial. Similar complications arise in next-to-leading order (L4T) where Eq. (186) requires a
double principle value integral to be calculated, which can be avoided in W (i)t .
Figure 21: Sketch for the diagram rules of ∂W (i,2k)t . All parameters are evaluated at t. An
additional line with energy α runs from the left-most to the right-most vertex. The slash indi-
cates that in the end, the zero-frequency derivative with respect to the energy α is performed,
limα→0
[
i ∂
∂α
]
.
The diagram rules for ∂W (i)t are equivalent to the rules for W
(i)
t , except for (see also Fig. 21)
2. In addition, draw a directed line from the left-most to the right-most vertex (similar to a
contraction line) and assign an energy α to it.
6. Multiply the entire diagram with lim
α→0
[
i ∂
∂α
]
.
2.5.4 Adiabatic correction kernel W (a)t
For the adiabatic corrections to the instantaneous kernel, we need to expand the time-dependent
parameters around t and keep only terms linear in d
dt
χ(t). The explicit time-dependence enters
through the vertices, G(t), (through the tunneling amplitudes) and in the propagators through
the dot Liouvillian and energy shift, Ldot(t) − Xi(t) (e.g. through bias and gate voltage).
For W (a)t , we therefore expand the vertices and the propagators up to linear order in ddtG,
d
dt
[Ldot −Xi].15
For the adiabatic correction to the kernel, only the linear corrections of G and Ldot − Xi
are required. The expansion of the vertex superoperators and the propagators can therefore
be performed separately. We thus first set Ldot(ti) − Xi(ti) → Ldot(t) − Xi(t) and expand
only the vertices and formulate corresponding diagram rules for W (a)t |vertex. Afterwards, we do
the same for the propagators while evaluating all vertices at t and obtain W (a)t |prop.. The most
general case of both time-dependent vertices and dot Liouvillians and energy shifts is obtained
by simply taking the sum of both contributions, W (a)t = W
(a)
t |vertex +W (a)t |prop..
15This assumes that d
dt
G, d
dt
[Ldot −Xi] ∝ ddtχ. This is not always the case, the dependence on χ can be more
complicated. However, we note that one can still derive corrections to G, Ldot and Xi that are proportional to the
derivative of χ.
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Figure 22: Sketch for the diagram rules of W (a)t and time-varying tunneling amplitudes. An
extra line points to vertex 2k ≥ m ≥ 1, carrying the energy αm. The vertex function is replaced
by its derivative and a derivative with respect to αm is performed. All vertices are evaluated at
t.
Starting with the adiabatic expansion, we first note that the latest (left-most) vertex does not
need to be expanded, since it is already evaluated at t. For all other vertices, n = 1, . . . , 2k− 1,
we perform the expansion
G¯qnn (tn) ≈ G¯qnn (t) + (tn − t)
d
dt
G¯qnn (t) (187)
In the kernel, we therefore obtain a contribution linear in Ω by replacing G¯qnn (tn) → (tn −
t) d
dt
G¯qnn (t) and taking all other vertices at their instantaneous value, G¯
qj
j (t) for j 6= n.
In order to perform the Laplace transformation, we need to get rid of the extra factor (tn−t)
that arises for the replaced vertex. In analogy to Section 2.5.3 we thus introduce a formal energy
αn and take the derivative with respect to it. However, since here the time factor does not span
the entire interval from t′ to t, αn is only introduced for those free propagators after (standing
left of) the replaced vertex. Only then, the derivative with respect to αn reproduces the factor
(tn − t) for αn → 0. After this, all vertices are evaluated at t and are thus independent of
the time integral variables and we can perform the Laplace transformation. Summing over all
vertices this yields the zero-frequency adiabatic kernel correction for time-dependent vertices
W
(a,2k)
t
∣∣∣
vertex
=
∑
1≤n≤2k−1
lim
αn→0
[
i
∂
∂αn
]{
(−i)
∑
irr. contr.
(−1)nc
∑
{q}
∑
1...2k
∏
〈i,j〉
δqi,+δij¯f
q¯j(ηjωj/T )
× G¯q2k2k (t)
1
i0− [Ldot(t)− αn −X2k−1(t)] . . .
d
dt
G¯qnn (t) . . .
1
i0− [Ldot(t)−X1(t)] G¯
q1
1 (t)
}
(188)
Note the extra energy αn in the propagators left of the replaced vertex, i.e. for segments i with
2k − 1 ≥ i ≥ n.
Again, the part inside the curly brackets is very similar to the instantaneous kernel, Eq. (179),
except for the additional energy in certain resolvents and the replaced nth vertex. This does not
affect the electron energy integrations and we can adjust the diagram rules of W (i)t to describe
W
(a)
t for time-dependent tunneling amplitudes (c.f. Fig. 22):
2. In addition, for each vertex n, where 2k − 1 ≥ n ≥ 1,
(a) draw a directed line from the left-most vertex to vertex n and assign an energy αn
to it,
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(b) replace the n-th vertex function by its derivative and
(c) apply to the entire expression lim
αn→0
[
i ∂
∂αn
]
.
6. In addition, sum over all positions of the vertex n.
We now turn to the adiabatic expansion of the propagators and set G¯qii (ti) → G¯qii (t) and
consider the propagators. The time-dependence of Ldot(ti) − Xi(ti) stems, e.g., from a mod-
ulated gate (enters in Ldot) or bias voltage (in Xi), or, importantly both (see Chapter 5). We
emphasize that both voltages can be dealt with on the same footing. To this end, we first expand
the dot Liouvillian and the energy shift around t
Ldot(τn)−Xn(τn) ≈ Ldot(t)−Xn(t) + (τn − t) d
dt
[Ldot(t)− Yn(t)] (189)
where we have introduced Yn(t) = Xn(t) −
∑
1≤m≤n ηmωm =
∑
1≤m≤n ηmµrm(t), which is
a function of the electro-chemical potentials only. We emphasize that the electron frequencies
in d
dt
Xn(t) =
d
dt
Yn(t) drop out and the structure of the integral over these frequencies is not
changed. Inserting Eq. (189) into the exponential, we can perform the τn-integration and expand
the propagator:
e−i
R
[Ldot−Xn] ≡ T e−i
R tn+1
tn
dτn[Ldot(τn)−Xn(τn)] (190)
= T e−i{[Ldot(t)−Xn(t)](tn+1−tn)+ 12((t−tn+1)2−(t−tn)2) ddt [Ldot(t)−Xn(t)]+...} (191)
≈ e−i[Ldot(t)−Xn(t)](tn+1−tn)
[
1− i1
2
(
(t− tn+1)2 − (t− tn)2
) d
dt
[Ldot(t)− Yn(t)]
]
(192)
The term arising from the 1 in the square brackets is included already in the instantaneous kernel
and we can identify the derivative term as the linear adiabatic correction. Expressing as before
the time-difference factors through formal derivatives, performing the Laplace transformation,
setting the Laplace variable z → i0+ and summing over all propagators yields the propagator
contribution to the adiabatic correction to the instantaneous kernel:
W
(a,2k)
t
∣∣∣
prop.
=
∑
1≤n≤2k−1
lim
αn,αn+1→0
([
i
∂
∂αn+1
]2
−
[
i
∂
∂αn
]2)
×
{
(−i)
∑
irr. contr.
(−1)nc
∑
{q}
∑
1...2k
∏
〈i,j〉
δqi,+δij¯f
q¯j(ηjωj/T )
× G¯q2k2k (t)
1
i0− [Ldot (t)− αn − αn+1 −X2k(t)] . . .
× G¯qn+1n+1 (t)
−i1
2
d
dt
[Ldot(t)− Yn(t)]
i0− [Ldot (t)− αn −Xn(t)] G¯
qn
n (t) . . .
1
i0− [Ldot (t)−X1(t)] G¯
q1
1 (t)
}
(193)
Again, the expression in the curly brackets is identical to the instantaneous result, except for
additional energies, αn and αn+1, and the factor −i12 ddt [Ldot(t)− Yn(t)] which is independent
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Figure 23: Sketch for the diagram rules of W (a)t and time-varying voltages. Again, all vertices
are evaluated at t. Extra lines point to vertices n and n + 1 with 2k − 1 ≥ n ≥ 1, carrying
energies αn and αn+1 respectively. The double slashes indicate second derivative with respect
to both energies, αn and αn+1. The double line in the segment between vertices n + 1 and n
indicates that the propagator is multiplied by, basically, the time derivative of the propagator
energy of the segment.
of the integration frequencies. This is important because it shows that the expansion does not
interfere with the frequency integration, i.e. it is the same as the one for W (i,2k)t . Thus, one
can again take full advantage of the analytical result of the instantaneous solution. In order to
construct Eq. (192) one can again use the diagram rules for W (i)t and slightly adjust them (see
also Fig. 23):
2. In addition, for a segment n, where 2k − 1 ≥ n ≥ 1,
(a) draw directed lines from the left-most vertex to the vertices left and right of segment
n and assign energies αn+1 and αn to them,
(b) multiply the segment by [−i1
2
d
dt
[Ldot(t)− Yn(t)]
]
, where Yn =
∑
1≤m≤n ηmµrm
is the sum of all chemical potentials of those contraction lines passing through the
segment n,
(c) apply to the entire diagram lim
αn,αn+1→0
([
i ∂
∂αn+1
]2
−
[
i ∂
∂αn
]2)
.
6. In addition, sum over all positions of the propagator n.
In contrast to Section 2.5.3, the sign of the additional energies in the propagators, αn, cancels
out due to the second derivative, i.e. αn → −αn has no effect and the direction of the αn-
line is arbitrary. For consistency with the rules for ∂W (i)t , however, we have chosen equal
signs in Eq. (193). Furthermore, an additional factor i again requires the evaluation of the
more complicated real part of the electron energy integrals. This time, it is not the factors
i connected to the α-derivatives that matter but the extra factor in the expanded propagator,
−i1
2
d
dt
[Ldot(t)− Yn(t)].
2.5.5 Conditions of adiabaticity
The explicit expressions for the kernels required for the calculation of the adiabatic correction
to the reduced density operator, Eq. (185), Eq. (186), Eq. (188) and Eq. (193), form the central
result of this Chapter. We emphasize that they hold in arbitrary order of perturbation theory.
Their concise derivation above allows us to identify the conditions under which the adiabatic
expansion is valid. First of all, the instantaneous steady-state reference solution correctly ap-
proaches the stationary solution in the limit of arbitrarily small or weak parameter modulation,
p
(i)
t → pstat for Ωδχ → 0 where pstat denotes the stationary solution and δχ the characteristic
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change of a parameter during one modulation period. This immediately follows from the in-
stantaneous kinetic equation being formally the same as the stationary one, c.f., e.g., Ref. [48].
Furthermore, we emphasize, that it follows from Eq. (188) and Eq. (193) that in the same limit
the adiabatic correction to p(i)t vanishes as expected, p
(a)
t → 0 for Ωδχ → 0. The question that
remains is what the relevant energy scale is, compared to which Ωδχ needs to be small such
that the adiabatic corrections remain small.
Considering the instantaneous kernel in time-space, Eq. (183), and the kernel expressions
Eq. (188) and Eq. (193), and using Eq. (187) and Eq. (192), the conditions for small corrections
read
d
dt
G¯qnn (t)
G¯qnn (t)
1
ΓW
≪ 1, (194a)
d
dt
[Ldot(t)− Yi(t)]
Γ2W
≪ 1, (194b)
where 1/ΓW is the characteristic timescale over which the kernel decays in time space. This
factor stems from the time difference factors. It is impossible to give an exact expression for ΓW
since it will depend on the specifics of the device. It strongly depends on, e.g., interaction effects
on the dot, the choice of the modulated parameters, the temperature or the coupling strength.
For the cases we are interested in (strong interactions on the dot, rather weak coupling, Γ < T ,
and a wide range for the applied voltages), however, it is safe to use ΓW ≈ Γ. From Eq. (194),
we can summarize the condition for adiabaticity as:
Ωδχ
Γ2W
≪ 1 (195a)
⇔ 1/Ω
1/ΓW
≫ δχ 1
ΓW
(195b)
where δχ = δΓ, δVb, δVg, . . ., respectively. Consequently, this puts constraints on both the
frequency and the amplitude of the modulation as expected. Eq. (195b) can be interpreted in
the following way: the ratio of the timescale of the parameter modulation and the timescale
over which correlation effects of the kernel decay has to be large compared to the characteristic
change of the parameters during the decay.
Eq. (195) also shows that for a system for which 1/ΓW → 0 the adiabatic corrections
are negligible. This corresponds to systems that do not have any long-lived excitations and can
therefore instantly follow any modulation once steady-state is reached. The adiabatic expansion
we derived here therefore correctly defines the instantaneous steady-state as time-dependent ref-
erence solution. Deviations from the assumption 1/ΓW → 0 then lead to adiabatic corrections.
Hence, Eq. (195) defines the desired adiabaticity condition.
To derive the kinetic equations (120) and (123) we have assumed Ω ≪ Γ by shifting the
derivative of p(i)t to the adiabatic kinetic equation. This is, however, more a technical rather than
a fundamental condition. On the contrary, if we had assumed Ω and Γ to be on the same order,
Ω ≈ Γ, the adiabatic and the tunnel coupling expansion cannot be performed independently and
W
(i,1)
t is on the same order as ddtp
(i,0)
t . This necessitates a “non-adiabatic” treatment in which
the reduced density operator is effectively resummed and includes contributions to all orders
of Ω [133]. This leads, for instance, to the possibility of single-parameter pumping, where,
despite a zero bias voltage, a non-zero dc current is generated by periodically modulating a
single parameter.
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Figure 24: Sketches explaining why the adiabatic expansion is different from a small-amplitude
expansion and why the former is advantageous. (a) A zoomin of a stability diagram (differential
conductance, dIL/dVb, as function of gate and bias voltage). (b) Current as function of time for
a small-amplitude modulation, δχ . T , and a sinusoidal parameter modulation (sketched by
black circular parameter trajectory in (a)). The blue curve shows the full current while the green
curve is the instantaneous reference current, I(i)L . Clearly, the instantaneous reference current
approximates the curve of the full current very well. Here, a small-amplitude expansion of the
full current would also yield a rather accurate approximation due to the sinusoidal shape of
the curve (a small-amplitude expansion naturally yields a superposition of sinusoidal signals).
(c) Large-amplitude modulation, δχ ≫ T (sketched by white trajectory in (a)). Clearly, the
instantaneous solution of the adiabatic expansion still captures the trend of the full current
quite nicely. A small amplitude expansion, however, would suffer from large deviations due to
the strongly non-sinusoidal signal. The red line in (b) and (c) corresponds to the stationary
signal (white dot in (a)). Where for small amplitudes, the stationary limit may be acceptable,
this is clearly not the case for amplitudes δχ & T .
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Figure 25: A diagram contributing to the kernel WR which is required to calculate an expecta-
tion value
〈
Rˆ
〉
(see text). Compared with the kernels required to calculate the reduced density
operator, the left-most (latest) vertex is replaced by a dot superoperator that depends on Rˆ.
We also stress the difference of the adiabatic expansion and a small-amplitude expansion.
In leading order, the latter can only capture effects linear in δχ. For δχ & T , however, the devi-
ations are strong even for small modulation frequencies, see Fig. 24. In the adiabatic expansion,
however, the accuracy of the instantaneous reference solution is easily maintained by ensuring
the adiabaticity condition, Eq. (195).
2.5.6 Expectation value of an observable
The key motivation for the diagrammatic perturbation theory for the kernels in the previous
Sections was to find the reduced density operator, from which measurable quantities can be
calculated, in particular, the current. We now show how this final step, the calculation of the
expectation value of an observable, R(t) = 〈Rˆ〉(t) = Tr
res
Tr
dot
Rˆρ(t), amounts to a simple modifi-
cation of the previous calculations. We demonstrate that with a few tricks, one can calculate an
irreducible kernel WR(t, t′) such that
〈Rˆ〉(t) = Tr
dot
∫ t
−∞
dt′WR(t, t
′)p(t′) (196)
(for a detailed discussion see also Appendix D.1). Applying the adiabatic expansion, Sec-
tion 2.4.5, to the kernel WR(t, t′) one can then calculate the expectation value of the observable
as if the system follows instantaneously the modulation, R(i)t , and the effect of the retardation
on the expectation value, R(a)t where
R
(i)
t = Tr
dot
W
(i)
R,tp
(i)
t (197)
R
(a)
t = Tr
dot
W
(i)
R,tp
(a)
t +W
(a)
R,tp
(i)
t + ∂W
(i)
R,t
d
dt
p
(i)
t (198)
As a special example of this, we presented in Section 2.4.6 the adiabatic expansion for Rˆ ≡ Iˆtunr ,
see also Appendix D.2.
We consider an observable
Rˆ =
∑
1
r1c1 (199)
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where c1 denotes the reservoir operator as usual, r1 acts on the dot and c1 and r1 are considered
to commute, [c1, r1] = 0 as for c1 and g1. Furthermore, Rˆ is considered to conserve the total
particle number (otherwise, the expectation value is zero). An explicit time-dependence of the
observable can be incorporated trivially but, here, we omit it for convenience (the tunneling
current is an example with an explicit time-dependence and is discussed in Appendix D.2).
Within the trace over the total system, R(t) can be written as
R(t) = Tr
tot
(−iLR) ρ(t) (200)
in terms of a superoperator LR with
LRA = i
1
2
{
Rˆ, A
}
=
∑
1
∑
p1
Rp11 J
p1
1 A (201)
for an arbitrary operator A,
{
Rˆ, A
}
= RˆA+ ARˆ and the superoperator
Rp11 A = i
1
2
(p1)
LNdot
{
r1A , p1 = +
Ar1 , p1 = − (202)
Note that this superoperator, which acts only on the dot, is very similar to the dot superoperator
of LT, Gp11 , c.f. Eq. (97), except for the prefactor and the different sign convention for p1 = −.
Due to the form of Eq. (200), we can perform the same steps as in Section 2.4.3 for the
kinetic equation (see Appendix B), where we derived W (t, t′), but with the left-most tunneling
Liouvillian being replaced, −iLT → −iLR. Since LR is written in terms of the same reservoir
superoperator Jp11 as LT, c.f. Eq. (201), we can apply the same diagram rules for WR(t, t′)
as for W (t, t′) except that the left-most dot vertex in WR(t, t′) reads Rpnn instead of Gpnn , see
also Fig. 25. This allows us to calculate any observable, Rˆ, in a very convenient way using the
diagram rules presented in the previous Sections.
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3 Transport signature of pseudo Jahn-Teller dynamics in a
single-molecule transistor
In this Chapter, we calculate the electronic transport through a molecular dimer, in which an
excess electron is delocalized over equivalent monomers, which can be locally distorted. In this
system the Born-Oppenheimer approximation breaks down resulting in quantum entanglement
of the mechanical and electronic motion. We show that pseudo Jahn-Teller (pJT) dynamics of
the molecule gives rise to conductance peaks that indicate this violation. Their magnitude, sign
and position sharply depend on the electro-mechanical properties of the molecule, which can be
varied in recently developed three-terminal junctions with mechanical control. The predicted
effect depends crucially on the degree of intramolecular delocalization of the excess electron, a
parameter which is also of fundamental importance in physical chemistry. For the calculation
of the results we use the stationary kinetic equation, i.e. we use Eq. (120) and disregard also
any parametric time-dependence. The results in this Chapter were published in Ref. [134].
3.1 Introduction
Fundamental to nearly all theoretical works is the adiabatic Born-Oppenheimer (BO) approxi-
mation, where one separates the timescales of the fast electronic motion from the slow dynamics
of the nuclei. The transport is then governed by the Franck-Condon (FC) principle, where the
tunneling of an electron onto the molecule changes the electron number Ndot → Ndot + 1,
which induces a transition between electronic states |e〉 → |e′〉 and the initial vibrational state
|χe〉 is projected onto a vibrational state |χ′e′〉 of the molecule in the final electronic state. The
amplitude for this process factorizes and is proportional to the overlap integrals of the me-
chanical wave-functions 〈χe|χ′e′〉 which in general is non-zero and strongly depends on both
of the vibrational states. There are thus no selection rules in contrast to spin-related tunneling.
By proper choice and design of the vibrational properties of molecular transistors (number of
modes, adiabatic potential landscapes, etc.), the FC-effect may thus be exploited to induce non-
trivial vibrational states and interesting nonlinear transport characteristics relevant for possible
electro-mechanical sensing applications.
A novel aspect of molecule-based NEMS is they may display strong vibronic effects (distinct
from vibrational) due to the non-trivial coupled quantum dynamics of the electronic and nu-
clear degrees of freedom, for a review see [135]. Here the Born-Oppenheimer separation of
the timescales for the nuclear and electron motion breaks down. The system is only adequately
described by so-called vibronic states, in which the quantum entanglement renders the concept
of electronic and nuclear motion meaningless. The most prominent and well studied vibronic
effect is the dynamical Jahn-Teller (JT) effect, which occurs in molecules where the electronic
ground state is degenerate due to a high spatial symmetry of the static nuclear framework of the
(nonlinear) molecule. In such systems, there always exists [136] a vibrational coordinate along
which a static distortion will lower the molecular symmetry and lift the degeneracy. However,
in a single molecule, the distortions are dynamical and the electronic degeneracy is transformed
into a vibronic degeneracy i.e. of the quantum-mechanical molecular eigenstates. Recently,
the selection rules encoded in these molecular eigenstates (related to the high symmetry) were
predicted to block electron transport through a JT active molecule [137]. An important question
now is how to distinguish such vibronic blockade from spin- [138], magnetic [139] or Franck-
Condon [140, 141, 39] blockade effects. Another issue is that the BO-approximation breaks
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down even when electronic levels only come close in energy (on the order of a few vibrational
energy spacings). This is referred to as the dynamical pseudo Jahn-Teller (pJT) effect and oc-
curs in many molecular systems [135]. A generic problem where it occurs is in determining the
degree of delocalization of an excess electron in molecular mixed-valence compounds [142],
which is fundamental to the classification by the Robin-Day (RD) scheme in physical chem-
istry [143]. The dynamical pJT effect is relevant in any system where electrons become delo-
calized over multiple similar centers, while local vibrational modes couple to the charge on the
centers. Molecular dimers, being of recent experimental interest [144, 16], constitute a basic
system which may exhibit this effect. Such a system may be called “molecular double quantum
dot”. However, due to the vibrations and the pJT effect its transport properties dramatically
deviate from semiconductor double quantum dots. More generally, such mixed-valence effects
are important in functional nanosystems such as metal-organic supramolecular arrays [145] and
polyoxometalates, see e.g. Ref. [146].
In this Chapter, we predict transport signatures of the pJT dynamics, of a single-molecular
dimer transistor, which markedly differ from those due to the Franck-Condon effect, allowing
the breakdown of the Born-Oppenheimer principle to be identified experimentally. We find
characteristic nonlinear conductance peaks with a sharp dependence of their position, magni-
tude and sign on the electro-mechanical parameters of the molecule.
3.2 Model: molecular dimer with vibrational breathing modes
We consider a dimer molecule consisting of two identical monomers, labeled by i = 1, 2. Each
monomer can vibrate along its individual totally symmetric (“breathing”) mode Qi about the
potential minimum at Qi = 0 with frequency ω. Each monomer also accommodates one elec-
tronic orbital state, |iσ〉, for an excess electron with spin projection σ that can tunnel to the
other monomer with amplitude t via a mechanically stiff bridging ligand. It thereby signifi-
cantly distorts the occupied monomer along coordinate Qi due to a change of the bond-lengths
(c.f. Fig. 26 (a)). The resulting shift of the potential minimum is √2λ, expressed in units of
the zero-point motion energy of the vibration of the undistorted monomers. Thus λ is the di-
mensionless electron-vibration coupling. This model applies, for example, to a mixed-valence
molecule, where the monomers are metal-ions (zero spin) with a surrounding shell of ligand
atoms. Because of its coupling to the presence of the hopping excess electron, the local distor-
tion of the monomer is dragged along by the electron and becomes similarly delocalized over
the dimer. This results in coherent electro-mechanical motion and the breakdown of the Born-
Oppenheimer separation. The central quantity controlling the character of the molecular states
is the delocalization energy t relative to the coupling λω to the localized distortion. We note
that in Ref. [147], the opposite case of stiff monomers and a distorted bridge was considered,
requiring only a single-mode to be considered, whereas here we account for two vibrational
modes and their interplay. Also, below we consider transport up to high bias Vb ∼ 4t, in con-
trast to Ref. [148]. When the size of the nanogap is varied, which is possible in a mechanically
controllable break-junction, the intra-molecular hopping, t, will change. This allows for an in-
situ change of the character of the molecular state. In principle, changes in ω and λ may also
occur, but they do not alter the results qualitatively and can safely be neglected.
We assume charging effects (Coulomb blockade) to be strong enough that only two molec-
ular charge states participate in transport processes, which we label by the number of excess
electrons on the molecule Ndot = 0, 1. The Hamiltonian HNdot for the molecule in charge state
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Figure 26: (a) Sketch: dimer molecule trapped in a nanogap between two voltage biased elec-
trodes, Vb = µL − µR, and capacitively coupled to a back-gate (not shown) at voltage Vg,
which shifts the effective molecular energy levels. The monomers (blue) can vibrate along the
local totally symmetric breathing mode and are connected by a mechanically stiff bridge (not
shown). (b-c) Adiabatic potentials Wg and We for the symmetry-breaking molecular distortion
Q− (full lines) and harmonic expansions around Q− = 0 (dashed lines) for (b) weak (λ = 0.7,
t = 2.15ω) and (c) intermediate strength of the pJT effect (λ = 1.93, t = 2.15ω).
Ndot, written in the molecular vibrational coordinates Q± = (Q2 ±Q1)/
√
2, then reads
H0dot =
∑
j=±
1
2
ω
(
P 2j +Q
2
j
) (203)
H1dot =
[∑
j=±
1
2
ω
(
P 2j +Q
2
j
)−√2ωλQ1] nˆ1 + [∑
j=±
1
2
ω
(
P 2j +Q
2
j
)−√2ωλQ2] nˆ2
+ t
∑
σ
(d†1σd2σ + h.c.) (204)
= H0dot − λωQ+ + λωQ−(nˆ1 − nˆ2) + t
∑
σ
(d†1σd2σ + h.c.) (205)
where d†iσ creates an electron in state |iσ〉 and nˆi =
∑
σ d
†
iσdiσ is the occupation operator. The
symmetric coordinate, Q+, corresponds to the monomer vibrating in phase i.e. the molecular
breathing mode where the molecule as a whole changes its size. It couples to the total excess
charge, ∝ Ndot, of the molecule, resulting in a simple shift of the potential surface along Q+
by an amount λ (linear term in Eq. (205)). The Franck-Condon (FC) transport effects resulting
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from this type of coupling have been calculated by several groups [140, 38, 39, 40] and found
experimentally [13, 16, 19]. In contrast, the anti-symmetric mode, Q−, corresponds to the
monomers vibrating with opposite phase. If an excess electron is present, this molecular shape
distortion couples to the internal charge imbalance nˆ1 − nˆ2. Due to the intra-molecular tunnel-
ing, t, the Hamiltonian (205) mixes electronic and vibrational states of the modeQ− prohibiting
a factorization of the molecular wave-function into a Q−-vibrational and an electronic part. We
thus need vibronic states, |m−, σ〉 = |χ1m−〉|1σ〉 + |χ2m−〉|2σ〉, to describe the excess electron
and the pJT-active mode. Here m− denotes the vibronic quantum number for the joint electron-
vibration (Q−) system: distinguishing these systems is fundamentally impossible due to the
quantum coherence. Finding the vibrational coefficients |χim−〉 in the molecular vibronic eigen-
states requires diagonalization of the Hamiltonian (205), which has to be done numerically.
Despite the breakdown of the BO-approximation, it is instructive, e.g. for interpreting the en-
ergy spectrum, to consider the adiabatic potentials for the Q− vibrations, obtained by neglecting
the nuclear kinetic energy operator (P− → 0) in Eq. (205) and to find the electronic eigenstates
as function ofQ−, while neglectingQ+. The resulting electronic energies are the ground (g) and
excited (e) adiabatic Q−-potential for the vibrations, Wg,e(Q−) = 12ωQ2− ∓
√
(λωQ−)2 + t2,
which are sketched in Fig. 26 (b-c). However, in Section 3.4 we will discuss when the break-
down of the BO-approximation renders these potentials meaningless.
The Hamiltonian (205) differs in three aspects from the simple Anderson-Holstein model
introduced in Eq. (2). First, double occupation is neglected, i.e. we assume strong electron-
electron repulsion on the molecule. We could therefore also neglect the pure electronic energy
for the Ndot = 1 charge state, ǫσ. Secondly, we have chosen the shift of the equilibrium position
for the individual local modes to be
√
2λ rather than λ. The reason is simply to obtain a shift
by λ for the (anti-)symmetrized coordinates. Both changes are done for convenience only. The
crucial difference is the presence of two instead of one electronic site and a finite hopping
probability between them. In the following Sections, we will investigate the implication of this.
3.3 Leading order stationary transport theory
We use the transport theory discussed in Section 2.4 in the stationary case. In Eq. (83), we
use Ldot = [Hdot, ·] with Hdot from Eq. (205). The reservoir Liouvillian is given by Eq. (86)
and the tunneling by HT =
∑
r,i,k,σ T
i
rd
†
iσcrkσ + h.c., where T ir is the amplitude for tunneling
between the electrode r and monomer i = 1, 2. We consider a linear arrangement as sketched
in Fig. 26 (a) by assuming T 2L = T 1R = 0 and, for simplicity, symmetric coupling T 1L = T 2R.
In many experiments [13, 16, 18, 149, 19, 20] the transport is dominated by single-electron
tunneling. We therefore focus on the corresponding range of applied voltages and temperature.
We calculate the non-equilibrium stationary state occupations of the molecular states and the
transport current both up to second order in HT. We have checked by explicit calculation that
the off-diagonal elements of the density matrix are not crucial. Rather it is more important
to take a large number of states into account (order of 1000 states). In order to calculate the
current, we therefore solve Eq. (140a) and Eq. (147a), where the secular elements are given by
the diagonal elements of the density operator.
3.4 Results: breakdown of Born-Oppenheimer approximation
In order to appreciate the breakdown of the BO separation, we first discuss a case where it has
approximate validity i.e. the effect of the distortion of the monomers is sufficiently weak. In
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Figure 27: dIL/dVb (Γ = 2.5 · 10−5ω, T = 4 · 10−3ω) for (a) weak pJT mixing (λ = 0.7,
t = 2.15ω) (b) moderate pJT mixing (λ = 1.93, t = 2.15ω). Inset: high contrast, dashed black
line marking the Vb − Vg trace taken in Fig. 28 (a). For convenience the gate voltage is defined
such that αgVg = 0 corresponds to the charge degeneracy point. Due to symmetric biasing,
energy scales appear at twice the separation on the voltage axis.
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Figure 28: Signature of the pJT effect: anti-crossings as the intramolecular delocalization t is
varied due to a mechanical change of the nanogap size. (a) Evolution with t of the dIL/dVb
trace along the line in the Vb, Vg plane marked in the inset of Fig. 27 (b). (b) Evolution with
t of energies of the vibronic states for Ndot = 1 (λ = 1.93), with the harmonic Q+-vibration
energies subtracted. The green (dashed) / red (solid) color indicates positive / negative parity.
The anti-crossing in the transport in (a) corresponds to the marked anti-crossing around t ≈
2.3ω and E1− ≈ 5ω. (c) Evolution with t of the vibrational parts χ1m−(Q−) for m− = 9 and 10,
respectively. Due to the symmetry of the dimer, the vibronic state has definite molecular parity
π = ±, reflected by the property χ1m−(Q−) = πχ2m−(−Q−).
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Fig. 27 (a) we show the differential conductance as function of the applied voltages. Many
excitations appear, involving the Q+ and/or the Q− mode, which are separated in bias voltages
by multiples of 2ω (due to symmetric biasing). The first of these excitations starts out at the
marker (i) in Fig. 27 (a). However, in contrast to usual FC transport spectra [38, 39, 40], the
Q− excitations are weakened within the noticeable gap of 4t (due to exponentially suppressed
overlap integrals of classically forbidden transitions), and enhanced conductance peaks delimit
the upper boundary of the gap (starting out from marker (ii)). One can thus directly estimate
the strength of the delocalization of the excess electron. Furthermore, the excitations spaced in
Vb roughly by 2ω also have a detailed substructure of a dense series of conductance peaks, for
instance, along the right edge of the transport region, terminating at the marker (iii). The latter
correspond to tunnel processes between Q− excitations of the Ndot = 0 and Ndot = 1 ground
potential with the same vibrational quantum number m− = 0, 1, 2, . . .. For λ2ω ≪ t, the po-
tential Wg(Q−) is approximately harmonic, but with reduced frequency ωg/ω ≈ 1 − ωλ2/t
due to the pJT interaction, see Fig. 26 (b). Therefore the resonances corresponding to different
m− occur at slightly different positions [40]. The equidistant energy spacings correspond to
ω − ωg ≈ (λω)2/t ≪ ω. Similarly, above the gap near marker (ii), a dense series of con-
ductance peaks with negative Vg-dependence indicates that the upper adiabatic potential has
a higher frequency ωe/ω = 1 + ωλ2/t. Using the gap and features at (i)-(iii) in Fig. 27 (a)
one can thus estimate λ, t and ω from the transport data. For larger values of λ, the adiabatic
potentials additionally become an-harmonic due to the pJT interaction resulting in markedly
non-equidistant spacing of the dense series of conductance peaks. We note that, interestingly,
in mixed-valence molecules with magnetic ions this vibrational an-harmonicity correlates with
the relative orientations of the ionic spins, see Chapter 4.
The most dramatic effect of the pJT interaction is the breakdown of the BO separation for
stronger coupling λ. This occurs when excited states of the two adiabatic potentials We and Wg
come close in energy. These anti-crossings can be observed in the transport at high bias voltages,
Vb & 4t (c.f. Fig. 26 (c)), where the states of the excited adiabatic potential become accessible
as well. At a first glance, the transport spectrum in this case, shown in Fig. 27 (b), seems
inextricably complex. However, clear signatures of the pJT effect are revealed when the nano-
gap size is varied and the intramolecular hopping t changes while the mechanical properties of
the monomers λ, ω remain fixed. In Fig. 28 (a) we show the evolution of the dIL/dVb trace taken
along the dashed black line in the inset of Fig. 27 (b), as t is varied. Experimentally, such data
can be collected with techniques described in [11, 21]. Among the most pronounced dIL/dVb
resonances, those with a weak t-dependence one would assign to highly excited vibrations
in the lower adiabatic electronic state, Wg, whereas those with a strong linear t-dependence
would correspond to the lowest excitations in the upper adiabatic electronic state, We. The
main difference in t-dependence stems from the gap, 2t, separating the adiabatic potentials
(c.f. Fig. 26 (c)). This distinction is completely lost at the anti-crossings visible in Fig. 28
(a). The conductance anti-crossing at t ≈ 2.3ω maps out the corresponding anti-crossing in
the evolution of the vibronic energy spectrum with t which is shown in Fig. 28 (b). Strikingly,
the sign of the conductance of the two anti-crossing transport resonances is different. This
directly relates to the large difference in the kinetic energy of the nuclear motion of the two
anti-crossing adiabatic electronic states. In Fig. 28 (c) we show the real space representation
of vibrational components of the vibronic wave-functions of the involved states. The weakly
t-dependent excitation has a rapidly varying wave-function leading to a small overlap with the
vibrational ground state of the uncharged molecule. The occupation of this state on average
reduces the contributions to the current of other states, therefore leading to negative differential
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conductance [40]. In contrast, the strongly t-dependent excitation is more similar in shape to
the vibrational ground state leading to a much larger overlap integral and therefore positive
differential conductance. At the anti-crossing the strong pJT mixing causes the components
of both vibronic wave-functions to rapidly vary. As a result the conductance peaks disappear
in a narrow range of t values in the anti-crossing region. Note that all other resonances, which
follow from the BO approximation and the FC-principle, smoothly depend on t, making the pJT
effect clearly stand out. Strikingly, the transport anti-crossings seen in Fig. 28 (a) are replicas
of one and the same anti-crossing marked in Fig. 28 (b), due to the simultaneous excitation of
the Q+ mode. This can be seen from both the voltage distance of the anti-crossings and the
identical t-dependence. Thus, interestingly, the pJT-inactive mode proliferates the violation of
the adiabatic BO separation in the transport. The many other anti-crossings in Fig. 28 (b) result
in pJT resonances at different voltages (not shown), and comparison with these calculated levels
allows one to estimate the parameters. More generally, the effects exemplified above may be
expected whenever the pJT mixing is important, that is, for minimal separation of the adiabatic
potentials on the order of the vibrational quanta, t ∼ ω, and moderate to strong coupling to the
distortion, λ & 1.
3.5 Experimental realization
The effects due to the breakdown of the BO approximation, discussed here, have recently been
confirmed experimentally [52]. For molecular wires based on oligothiophene molecules, Repp
et al. showed that the energy of electron and vibration excitations as a function of the length of
the wire exhibits an avoided crossing.
To this end, the authors investigated the molecular wires, adsorbed on NaCl bilayers on
Cu(111), with an STM and extracted the energy of the different molecular states from the dif-
ferential conductance. Plotted as function of the wire length, the spectrum clearly shows an
avoided crossing. From the position and height of the peaks in the differential conductance, the
authors could also infer the nature of the molecular state. Far away from the avoided crossing,
two large peaks and small equidistant satellite peaks indicate the validity of the BO separation.
The large peaks correspond to the lowest unoccupied molecular orbital (LUMO) and the first
excited electronic state (LUMO+1), respectively. Based on the peak distances and since this
mode is known to couple strongly to the electronic motion, the authors concluded that the large
peaks are pure electronic states (no vibrations excited) while the satellite peaks correspond to
simultaneous excitation of aromatic C-C-stretch vibrations, e.g. LUMO plus first excited vi-
brational state. For increasing wire length, however, the peaks of different electronic states
and their satellite peaks approach (similar to the particle-in-a-box problem), but never cross.
Instead, they show an avoided crossing with equidistant peaks of similar height. This clearly
demonstrates the breakdown of the BO separation and the identification of electronic states plus
vibrational excitations becomes inapplicable.
In addition to being of fundamental interest for understanding molecular wires, the authors
see the opportunity to find new physics for future molecular devices due to the mechanical
control of electronic molecular properties [52].
3.6 Conclusion
In this Chapter, we have shown for a minimal model exhibiting the dynamical pJT effect, that
the breakdown of the Born-Oppenheimer separation of the electronic and vibrational motion
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in a molecular transistor leads to novel transport resonances which can be distinguished from
standard Franck-Condon effects. The combination of electrostatic gating and mechanical con-
trol is crucial to unravel such complex molecular transport processes and demonstrate electro-
mechanical quantum entanglement in molecule-based NEMS. Interesting candidate devices are
mixed-valence molecules with a moderate degree of intramolecular delocalization of the excess
electron, so-called Robin-Day Class II systems. Their electron transport properties may shed
new light on the fundamental issue in physical chemistry of their classification by intramolecu-
lar charge transfer.
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4 Vibrational detection and control of spin in a mixed-valence
molecular transistor
In this Chapter, we investigate electron transport through a mixed-valence molecular complex
in which an excess electron can tunnel between hetero-valent transition-metal ions. Compared
to the dimer in the previous Chapter, each ionic center exhibits a fixed localized spin. We show
that in this class of molecules the interplay of the spins and the vibrational breathing modes
of the ionic ligand-shells allows the total molecular spin to be detected as well as controlled
by non-equilibrium transport. Due to a spin-dependent pseudo Jahn-Teller effect electronic
transitions with different spin values can be distinguished by their vibronic conductance side-
peaks, without using an external magnetic field. Conversely, we show that the spin state of the
entire molecule can also be controlled via the non-equilibrium quantized molecular vibrations
due to a novel vibration-induced spin-blockade. The results in this Chapter were published in
Ref. [150].
4.1 Introduction
In molecular systems with magnetic ions, the spin degree of freedom becomes important [18,
149, 151, 139, 152, 153]. Thus novel magnetic electro-mechanical effects are to be expected [154,
155]. Mixed-valence molecules exhibit this interplay of quantum nanomechanics and spintron-
ics. They are crucial also as a building block for supra-molecular devices and serve as bench-
mark for such systems. In a mixed-valence dimer, sketched in Fig. 29, an excess electron can
be localized on either of two equivalent metal ions with a local spin, thereby locally distorting
the positions of the ligand atoms coordinating the ion. As the electron becomes delocalized
over the molecule the distortion is “dragged” along coherently. As discussed in detail by Bor-
shch and Bersuker [142] and in the previous Chapter this results in vibronic mixing and the
electronic and vibrational degrees of freedom become entangled into vibronic states. However,
in contrast to the previous Chapter, the responsible pseudo Jahn-Teller effect is spin-dependent
here. The pronounced dependence of the delocalization, and hence of the pJT mixing, on the
total spin of the molecule arises due to local direct exchange interaction on the ions (Hund’s
rule), which favors the excess electron spin to be aligned with the ionic spin. Simultaneously,
in such molecules this spin-dependent kinetic energy gain is responsible for the ferromagnetic
double-exchange interaction [156] which competes with other types of exchange interaction.
In this Chapter, we present transport calculations for a model representative of a class of
mixed-valence molecules. We demonstrate that a single-electron transport current can both de-
tect and control the molecular spin due to the non-equilibrium nature of the vibrational motion.
As indicated above, this does not rely on weak spin-orbit effects, but rather on strong direct,
kinetic and double-exchange mechanisms. The pseudo Jahn-Teller dynamics shows up in pro-
nounced sets of vibronic conductance peaks which depend on the spin-values of the molecular
excitations. This provides a way to detect the spin without a magnetic field and probe the in-
situ properties of a mixed-valence molecular transistor. Conversely, we show that the electronic
transport current induces non-equilibrium quantized molecular vibrations which drive a pro-
nounced population inversion among the spin-states. Such a molecule can thereby be switched
to a state with a well-defined charge and spin by adjusting the applied voltages. This vibration-
induced spin control arises from the interplay of spin and vibrations intrinsic to mixed-valence
molecules, which may open up new possibilities for detection of mechanical motion and dissi-
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Figure 29: Sketch: Mixed-valence dimer trapped between two electrodes, L,R. In contrast to
the setup in Fig. 26, the two ions exhibit a finite fixed spin. The spin of the tunneling electron
(here residing on monomer 1) couples to the monomer spins via an intra-ionic Hund interaction.
The combined spins of the two monomers then couple via an intra-molecular interaction.
pation, magnetic switching and bistability.
4.2 Model: transition metal dimer with intrinsic spins
We study the non-equilibrium transport properties of a well-established model for mixed-valence
dimers from chemical physics, see Refs. [157, 142] and the references therein for detailed dis-
cussions. The model describes the simplest type of molecule exhibiting the spin-vibration in-
terplay, consisting of two identical transition-metal ions, labeled by i = 1, 2. Hdot consists of
a spin, Hspin, and a vibrational part, Hvib, i.e. Hdot = Hspin + Hvib. The vibrational part for
convenience also contains the hopping of the electron between the ionic centers and is identical
to the Hamiltonians (203) and ( 205) of the previous Chapter.
One of the crucial new aspects in a mixed-valence molecular transistor is that the non-trivial
dynamics of the Q− mode depends on the relative orientation of the local transition-metal ion
spins. The spin Hamiltonian for Ndot = 0, 1 excess electrons reads
HNdotspin = −JS1 · S2 − J(s1 · S2 + S1 · s2)−
∑
i=1,2
JHSi · si. (206)
The intra-ionic Hund interaction, JH, couples the spin of the excess electron, si = 12
∑
σ,σ′ d
†
iσσσσ′diσ′ ,
to the spin of the transition-metal ions, Si, where σ denotes the vector of Pauli-matrices and
si = 0 if no electron is present on ion i. Together with the intra-molecular tunneling, t, incorpo-
rated in Hvib, Eq. (205), the intra-ionic Hund interaction results in a double-exchange splitting
2tS of eigenstates with total molecular spin S [156]:
tS
t
=
S + 1
2
2S1 + 1
≤ 1, (207)
where S1 = S2 denotes the spin-length of the equivalent ions (S1,S2). The result (207) for
the effective tunneling strength tS is obtained by expressing H1dot in the electronic basis of total
spin eigenstates using vector coupling coefficients. In the semi-classical limit of large ionic
spins [156], S1 ≫ 1 (not considered further below), this reduces to tS/t = S/2S1 = cos(θ/2),
where θ is the angle between the two classical ionic spins. This makes clear that the kinetic
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energy which can be gained by the excess electron is maximal for parallel ionic spins due
to the strong intra-ionic coupling and is suppressed by cos(θ/2), i.e. by the electron spin-
eigenfunction component quantized in the direction of the ionic spin. Importantly, in mixed-
valence molecules JH is much larger than the other energy scales, JH ≫ |J |, ω, t (typical values:
JH ∼ 1 eV , J, t ∼ 1 − 100meV , ω ∼ tens of meV ) [142, 158, 159]. This scale separation
derives from the intra-atomic origin of JH (direct Hund exchange), in contrast to the intra-
molecular processes involved in the exchange J and hopping t. We assume a ferromagnetic
coupling, JH > 0, i.e. a less than half filled ionic shell. The excitations where Si and si are
aligned anti-parallel can therefore be neglected. Eq. (206) also incorporates the intra-molecular
coupling J of the spins of different ions. From hereon we take the length of the ionic spins to
be S1 = S2 = 1/2. The Hamiltonian for the charged molecule consists of an S = 3/2 and an
S = 1/2 diagonal block, with 2S + 1 sub-blocks on the diagonal, given by(
H1dot
)
S
= H1vib|t=tS − 12JS(S + 1) + const. (208)
This makes explicit the interesting property of mixed-valence molecules, that the strength of
the pJT effect depends on the total molecular spin S [142] due to the competition between the
local distortion (coupling λω) and the effective delocalization of the electron (energy tS). For
Ndot = 1 we numerically diagonalize the blocks separately for each spin state S to obtain the
molecular eigenstates, which are not of the adiabatic Born-Oppenheimer form. For Ndot = 0
the states trivially factorize in BO form.
4.3 Leading order stationary transport theory
As in the previous Chapter, we solve Eq. (140a) and Eq. (147a) for the stationary reduced
density operator and the current in the limit of weak tunnel coupling for each charge (Ndot)
and spin multiplet (S), keeping track of the symmetric vibrational (Q+) quantum number as
well as the quantum number for the entangled state of the electrons and the anti-symmetric
vibrations (Q−). Additionally, we account phenomenologically for relaxation due to coupling
to a dissipative environment (e.g. substrate phonons). We assume an energy-dependent density
of states (rate γs(v)(E) = γs(v)0 · (E2/ω2)) for transitions between states with equal spin (γv0 ) and
different spin (γs0). The latter relate to spin-orbit coupling effects and are therefore assumed to
be much smaller than the former, γs0 ≪ γv0 . The strength of the spin-allowed relaxation of course
depends on the type of the molecular vibration mode and the junction substrate. For examples
and discussion of very slow relaxation in the context of photon-tunneling in single-molecule
junctions, see [160] and the references therein.
4.4 Results
4.4.1 Spin-dependent pseudo Jahn-Teller effect - identifying spin values
The differential conductance as function of the applied voltages is shown in Fig. 30 (a), us-
ing a set of parameters representative for mixed-valence dimers with weak electron-vibration
coupling and ferromagnetic intra-molecular coupling: J = 2.9ω, t = 1.5ω, λ = 0.5. The trans-
port spectrum displays a number of sharp, well-separated resonance lines, which are “dressed”
by many more lines with small separations. Two pronounced pairs of excitations appear, cor-
responding to the S = 1/2 and S = 3/2 spin-multiplets which are split due to the intra-
molecular coupling J (c.f. Eq. (208)). Each multiplet is split approximately by twice the
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Figure 30: (a) Differential conductance (dIL/dVb) for Vg vs. Vb (J = 2.9ω, t = 1.5ω, λ = 0.5,
Γ = 9 · 10−4ω, γv0 = 3.2 · 10−3Γ, γs0 = 10−4Γ, T = 10−2ω) (red: dIL/dVb > 0, blue:
dIL/dVb < 0). The double-exchange coupling leads to a spin-dependent gap size of the vi-
bronic spectrum (see arrows). The spectrum of S = 3/2 is harmonic (signalled by equidistant
resonance lines of small energy separation), while the one of S = 1/2 is anharmonic (non-
equidistant lines). (b) Sketch of energy spectrum: The spin-multiplets are split due to the intra-
molecular coupling J . For Ndot = 1, each spin-multiplet is split again by approximately twice
the spin-dependent intra-molecular tunneling, tS , due to the pJT effect. Vibrational / vibronic
excitations are omitted for clarity.
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spin-dependent intra-molecular tunneling tS , leading to a double-exchange gap which is re-
duced by a factor 2 for the S = 1/2 state (t1/2 = t3/2/2, see also Fig. 30 (b)). More generally,
the spin parameters can be determined from the ratios of the intra-molecular splittings giv-
ing tS/tS−1 = (S + 1/2)/(S − 1/2). A central result of this work is that an independent
check of this assignment of the spin is provided by the vibronic lines “dressing” the above ex-
citations. This type of excitations arises when the shape of the vibrational potentials have a
significant charge-dependence [40]. Here their occurrence indicate a significant pJT mixing in
the Ndot = 1 charge state which changes the frequency and additionally induces anharmonicity
in the effective adiabatic potentials. If the pJT effect is weak (as for S = 3/2), these potentials
are approximately harmonic in both charge states, and the spacing between these lines (that are
due to transitions between excited vibrational and vibronic states) is even and equals the small
frequency difference. For a stronger pJT effect (S = 1/2) the potential in the Ndot = 1 charge
state becomes anharmonic and the lines are unevenly spaced. Clearly, in Fig. 30 (a) the ”dress-
ing” of the lower pair of lines is more evenly spaced than the upper set of lines, confirming the
assignment of high spin state at low energy. Here we merely note that a detailed analysis of the
pJT transport resonances allows the electro-mechanical parameters tS, λ, ω to be determined
quantitatively, by reading off the voltage positions of the resonances. Also, we have invoked
an adiabatic picture for the interpretation, which has only an approximate validity, and some
qualitative transport effects violate it. This is, however, not essential here, see Chapter 3 for
details. The spin identification works very well for t & λ2ω, i.e. when the pJT effect is weak
to moderate (for |J | & t the resonances of the two spin-multiplets can be considered as sep-
arate). Thus the intra-molecular ferromagnetic coupling is revealed by the transport spectrum
at zero magnetic field, by double-exchange and vibronic effects. Finally, we note that the en-
ergy average of the total S multiplets split by double-exchange follows J S, providing a third,
independent check of the spin value assignment.
4.4.2 Vibration-induced spin-blockade and voltage-controlled spin-switching
For a wide range of parameters, the model exhibits a second, even more striking effect, exem-
plified for J = 0.5ω, t = 5.0ω, λ = 1.5 in Fig. 31 (a). At low energies, the current is stepwise
reduced when going deeper into the sequential tunneling region leading to negative differential
conductance (blue lines in Fig. 31 (a)). Simultaneously, the occupation of the molecular state
with zero-spin and no vibrational excitations grows, reaching over 90% (see Fig. 31 (b)). Within
this region the current is strongly suppressed due to the pronounced population inversion that
stabilizes the charge to Ndot = 0 and the spin to S = 0. This vibration-induced spin-blockade
provides another indication for the spin properties of the mixed-valence molecule and addition-
ally allows the spin to be controlled electrically. The effect is readily understood by considering
the non-equilibrium vibrations induced by the electric current. First we note that in the low-
bias region where the spin-blockade occurs, the direct transition by electron tunneling from
S = 1 → S = 1/2 is energetically not yet possible and the transition S = 0 ↔ S = 3/2
is generally forbidden by spin selection rule (∆S = ±1/2). Now consider an electron which
has just enough energy to excite a vibrational, Q+, (or vibronic, Q−) quantum, when entering
/ leaving the molecule (Ndot = 0 ↔ 1). If the molecule does not immediately relax it can ac-
cumulate more quanta in subsequent tunneling processes as sketched in Fig. 31 (c). Eventually,
when a sufficient amount of vibrational energy has been accumulated a low energy electron can
be assisted to excite the molecular spin-system. This tunnel process brings the molecule to a
lower spin state with S = 1/2. Finally, the molecule can relax to the S = 0 state by a single
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Figure 31: (a) Differential conductance (dIL/dVb) for Vg vs. Vb (J = 0.5ω, t = 5.0ω, λ = 1.5,
Γ = 9 · 10−4ω, γv0 = 1.8 · 10−2Γ, γs0 = 10−4Γ, T = 10−2ω). (b) Current vs. Vb (red solid) at
αgVg = −0.2ω and probability of S = 0 multiplet with no vibrational/vibronic quanta excited
(green dashed). (c) The energy spectrum of the Ndot = 0, 1 charge states and the spin-blockade
mechanism. The line-style distinguishes the total spin values S of the states. The longer lines
denote a vibrational/vibronic ground state whereas the shorter ones are excited by at least one
such quanta. The molecule is “pumped” by a sequence of tunneling events, each time changing
the charge and exciting vibrational and / or vibronic quanta until the S = 1/2 spin state is
reached. From there, the molecule falls into the blocking state (S = 0 vibrational ground state)
via another tunnel process. Since the transition to S = 3/2 is forbidden by spin-selection rules,
S = 0 cannot relax and the current strongly suppressed.
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tunnel process in which the excess energy is dissipated into the electrodes. Now the molecule is
trapped in a state with fixed charge Ndot = 0 and spin S = 0 and the current is suppressed: nei-
ther the S = 3/2 states (due to the spin selection rule) nor the S = 1/2 state (due to the low bias
voltage Vb . (J+t)−2αgVg and a strong Coulomb interaction on the molecule) are accessible.
Fig. 31 (b) shows that the spin-blockade is lifted at higher bias Vb ≈ (J + t)− 2αgVg where the
direct process back to S = 1/2 becomes possible, thereby confirming the above mechanism.
Clearly, the vibration-induced spin-blockade is expected to break down when the excited
spin state is too high in energy to be reached or when escape processes from S = 0 become
dominant already at low bias voltages. The escape processes, however, have to change the spin
by at least 1 quantum and are therefore parametrically weak, since they relate to spin-orbit cou-
pling (γs0 ≪ γv0) or higher order tunnel processes. For instance, the phenomenological spin-flip
relaxation which we included is responsible for the small remnant current in the spin-blockade
region. Secondly, the blocking state has to be reached: the single-electron transport current
“pumps” the vibrational system (rate ∝ Γ) when the temperature is lowered below the vibra-
tional frequency ω (preventing thermal relaxation) and when the tunnel coupling is sufficiently
weak. It is thus crucial that the intra-molecular vibrations are not strongly damped. However,
relaxation rates can compete with the transport rates without destroying the vibration-induced
spin-blockade as long as the S = 1/2 state can still be efficiently reached using the vibrations.
For the results we present here this is indeed the case. Finally, cotunneling processes are ex-
pected to affect both the access to and the escape from the blocking state. A full calculation of
this effect is possible in principle [48], but is prohibited by the large number of states required
here to describe the vibration-induced spin-blockade. Inspection of the numerically calculated
rates to second order in Γ for a truncated spectrum indicates that the presented results are robust
against perturbations due to higher-order tunneling. Importantly, these processes can be sup-
pressed by reducing the tunneling coupling by appropriate choice of connecting ligand groups.
We note that in this Chapter we have discussed the case of ferromagnetic intra-molecular
coupling J . However, the vibration-induced spin-blockade is generic and also occurs for anti-
ferromagnetic coupling J < 0 provided that t > |J | and in this case leads to a stabilized excess
charge Ndot = 1 and high spin S = 3/2.
4.5 Conclusion
Using a representative model we have demonstrated that transport through a mixed-valence
molecular transistor entails an interplay of delocalized excess electrons, localized ionic spins,
ligand-shell vibrations and Coulomb blockade. For this class of molecules transport-induced
intra-molecular vibrations depend on the spin and their energy can be transferred to the spin-
system at specific voltages, subsequently “locking” the spin, vibration and charge in a well-
defined state. The generic model, analyzed here in a non-equilibrium situation, relates naturally
to mixed-valence molecules [142] such as Ru2+,3+ complexes with pyridine organic ligands of
the Robin-Day class II or III. The effects predicted here provide several bridges between NEMS
and spintronic devices and applications in this direction can be envisaged. Clearly, the predicted
spin-blockade effect will be sensitive to local magnetic fields, mechanical energy dissipation
and spin-orbit effects and sensing applications involving these can be considered. Also, the
blockade effect indicates slow transport dynamics: this may be used in the context of switching
and bistable operation of molecular transistors by sweeping voltages non-adiabatically16, with
16Non-adiabatic sweeping, however, cannot be described using the method introduced in Section 2.4.
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the new possibility of magnetic field control due to the involvement of spin. Finally, from a
chemistry perspective, transport measurements provide unique insight in the degree of electron
delocalization determining the key properties of mixed-valence molecules embedded in an elec-
tric circuit. Thus the investigation of complex mixed-valence systems as devices [161] proves
to be an interesting new avenue in single-molecule electronics.
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5 Interaction-induced adiabatic nonlinear transport
In the two previous Chapters, we have considered relatively complex molecular systems and
investigated how the interplay of multiple kinds of degrees of freedom affects the transport
current. To this end, we studied the time-independent stationary current through the molecule
in lowest order. However, in this Chapter, we keep the model simple but allow for adiabatic
time-dependent modulations of external parameters. We calculate the time-dependent nonlin-
ear transport current through an interacting quantum dot in the single-electron tunneling regime
(SET). We show that an additional dc current is generated by the electron-electron interac-
tion by adiabatic out-of-phase modulation of the gate and bias voltage. This current can arise
only when two SET resonance conditions are simultaneously satisfied. We propose an adia-
batic transport spectroscopy where lock-in measurement of a “time-averaged stability diagram”
probes interactions, tunnel asymmetries and changes in the ground state spin-degeneracy. The
results presented in this Chapter were published in Ref. [162].
5.1 Introduction
In this Chapter we propose a new scheme for transport spectroscopy of interacting systems us-
ing adiabatically time-dependent electric fields. We analyze an interacting quantum dot in the
SET regime, adiabatically driven by out-of-phase gate and bias potentials. In contrast to previ-
ous works, the applied bias can be arbitrary, i.e., we modulate the parameters around a steady
non-equilibrium state supporting a finite dc current. We show that the strong local interaction
generates an additional adiabatic dc current, which is identically zero without interaction for any
value of the applied voltages and magnetic field. We propose to use this effect as a tool for non-
linear transport spectroscopy which can be measured using lock-in techniques. The adiabatic dc
current is non-zero only when two conditions for single-electron tunneling are simultaneously
satisfied. Plotted as function of the time-averaged gate and bias voltage, it gives rise to a new
type of “stability diagram”. Furthermore, we show that in an external magnetic field lifting the
spin-degeneracy, the adiabatic modulation only gives rise to transport effects in the regime of
nonlinear bias, which qualitatively distinguish between different junction asymmetries.
5.2 Model: quantum dot with adiabatically driven voltages
We consider a quantum dot weakly coupled to two electrodes as sketched in Fig. 32 (a). The
gate and bias voltage are modulated with frequency Ω around the working point specified by
the voltages V¯g and V¯b:
Vx(t) = V¯x + δVx sin(Ωt+ ϕx), x = b, g. (209)
We consider the important case where a single orbital level with strong Coulomb interaction
U is relevant for transport. In the stationary case, the Hamiltonian is then given by Eq. (1).
However, in the present case, the dot Hamiltonian acquires an explicit time-dependence due to
the modulation of the gate voltage,
Hdot(t) =
∑
σ
ǫσ(t)nσ + Un↑n↓ (210)
The energy of an electron created by d†σ equals ǫσ(t) = −αgVg(t) + σB/2. The many-body
eigenstates of Hdot(t) are still |0〉, |σ〉 = d†σ|0〉with σ =↑, ↓ and |2〉 = d†↑d†↓|0〉 but with energies
96 F. Reckermann
0, ǫσ(t),
∑
σ ǫσ(t) + U , respectively. The time-dependent bias Vb(t) enters through the electro-
chemical potentials µr(t) = µ± Vb(t)/2 of the electrodes, which are described by Eq. (5)
Hres(t) =
∑
r,k,σ
(ǫk + µr(t)) c
†
rkσcrkσ (211)
Finally, the tunneling coupling is assumed to be time-independent, i.e. HT =
∑
r,k,σ trcrkσd
†
σ+
H.c. with Γr = 2πρr|tr|2 and Γ =
∑
r Γr. We consider here the important case where the
transport is affected dominantly through the modulation of the energy level positions ǫσ(t) and
the bias energy window µL(t) − µR(t). The change in the tunnel coupling is of negligible
importance. This is the typical situation in nonlinear transport spectroscopy of quantum dots. It
holds in particular for small amplitude modulation of the voltages considered here.
5.3 Retarded occupations and transport current
The total Hamiltonian H(t) = Hres(t) +Hdot(t) +HT thus contains strong interaction on the
dot, an adiabatic time-dependence and non-equilibrium introduced by the nonlinear bias volt-
age. Within the framework of the real-time transport theory presented in Section 2.4 the time-
dependent occupation probabilities of the many-body dot states,P(t) = (p0(t), p↓(t), p↑(t), p2(t))
obey the kinetic equation
d
dt
P(t) =
∫ t
−∞
dt′W(t, t′)P(t′) . (212)
Here we restrict ourselves to the lowest order contributions in both the tunneling coupling
(single-electron tunneling (SET)) and in the time-dependent perturbation of external system
parameters (adiabatic driving). We therefore need to solve Eq. (140a) and Eq. (141a),
0 =W(i,1)ss P
(i,0)
s (213)
d
dt
P
(i,0)
s =W
(i,1)
ss P
(a,−1)
s (214)
for the instantaneous reference solution, P(i,0)s , and its leading adiabatic correction, P(a,−1)s ,
which accounts for the actual delay suffered by the system due to the finite rate of sweeping
the voltages. Since for the present case spin is a good quantum number on the dot, off-diagonal
elements of the reduced density operator can be neglected and the set of secular elements is
given by the diagonal elements alone. Further corrections to this adiabatic approximation can
be neglected if in addition αgδVg, δVb ≪ T 2/Ω (c.f. Section 2.5.5). The time-dependent steady
state including the retardation is uniquely determined by Eq. (213) and Eq. (214), together with
the normalization conditions eTs P
(i,0)
s = 1 and eTs P
(a,−1)
s = 0 with eTs = (1, 1, 1, 1).
The time-dependent (tunneling) current is calculated from Eq. (147a) and Eq. (148a),
I
(i)
t,r = e
T
s
(
W
(i,1)
Ir
)
ss
P
(i,0)
s (215)
I
(a)
t,r = e
T
s
(
W
(i,1)
Ir
)
ss
P
(a,−1)
s (216)
where I(a)t,r accounts for the retardation of the system, i.e., it vanishes in the limit δVΩ →
0. The central quantities discussed in this paper are obtained when averaging the two current
Interaction-induced nonlinear transport 97
contributions over one entire modulation cycle
I¯(i/a)r =
Ω
2π
∫ 2pi
Ω
0
dt I
(i/a)
t,r . (217)
Here, I¯(i)r equals the dc current one would measure for time-independent voltages equal to V¯g
and V¯b. Plotting dI¯(i)L /dV¯b as function of these voltages, one obtains the standard Coulomb
blockade stability diagram [65]. The quantity of central interest here, I¯(a)r , is the additional
dc current component due to the retardation of the quantum dot state. This quantity can be
obtained, e.g., by subtracting from the total measured time-averaged current its zero frequency
limit.
For the time-dependent adiabatic current, we obtain a central analytic result
I
(a)
t,r =
(Γr + γr)(Γ− γ) + βrβ
Γ2 − γ2 + β2
d
dt
〈n〉(i)t
+ 2
(Γr + γr)β − βr(Γ + γ)
Γ2 − γ2 + β2
d
dt
〈Sz〉(i)t . (218)
The average instantaneous charge, 〈n〉(i)t =
∑
σ p
(i)
t,σ + 2p
(i)
t,2, and spin, 〈Sz〉(i)t =
∑
t,σ(σ/2)p
(i)
t,σ
are found from Eq. (213). Although the time-dependent adiabatic currents depend on the
junction r where they are evaluated, their time averages are related by charge conservation,∑
r I
(a)
t,r =
d
dt
〈n〉(i)t , giving
∑
r I¯
(a)
r = 0. The prefactors in Eq. (218) contain
γr(t) =
1
2
Γr
∑
σ
[f (ǫσr(t)/T )− f ([ǫσr(t) + U ] /T )] (219)
βr(t) =
1
2
Γr
∑
σ
σ [f (ǫσr(t)/T )− f ([ǫσr(t) + U ] /T )] (220)
and their sums by γ =
∑
r γr, and β =
∑
r βr, where σ = ± (corresponding to ↑, ↓) and
r = L,R. All these quantities depend on time through the distance to resonance ǫσr(t) =
ǫσ(t) − µr(t) in the arguments of the Fermi-function f(x) = (exp(x) + 1)−1. From Eq. (218)
we infer a necessary condition for a non-vanishing time-averaged adiabatic current which also
holds for more complex systems: I¯(a)L can only be non-zero if two SET resonance conditions
are satisfied simultaneously. If only a single resonance condition is satisfied (effectively this is
single-parameter pumping), Eq. (218) is a total time-derivative of a periodic function, resulting
in a zero time-average. The resonances in I¯(a)L are thus located at resonance line crossings of
the standard dI¯(i)L /dV¯b map.
5.4 Interaction-induced adiabatic dc current
The central result of the Chapter relates to the prefactors in Eq. (218). Since the tunnel rates Γr
and Γ =
∑
r Γr are time-independent it is clear that the adiabatic dc current is generated by the
Coulomb interaction U . Indeed, since γr = βr = 0 for U = 0 the adiabatic current
lim
U→0
I
(a)
t,r =
Γr
Γ
d
dt
〈n〉(i)t (221)
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Figure 32: (a) Sketch of the transport setup with time-dependent gate and bias voltages. (b)
Adiabatic dc current through the left junction, I¯(a)L , as function of the time-averaged gate and
bias voltage for Coulomb interaction U = 30T , zero magnetic field and Γ = 0.5T , λ =
0.25 and driving parameters Ω = 0.1T , αgδVg = δVb = 0.5T . We plot I¯(a)L scaled to the
maximal absolute value at the degeneracy points, I¯(a)max,L = 2Ω27
ΓLΓR
(Γ/2)2
αgδVg
4T
δVb
4T
, consisting of
the frequency, a coupling asymmetry factor, and the ratio of the voltage phase-space factors
to the thermal energy window. Inset: differential conductance, dI¯(i)L /dV¯b, versus V¯g and V¯b.
(c) Voltage modulation cycle around the degeneracy point (αgV¯g, V¯b) ≈ (0, 0) with dashed
resonance lines ǫ(t) = µr(t). (d) Same as (b) for finite applied magnetic field, B = 10T .
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is a total time-derivative, which, integrated over a period, yields I¯(a)r = 0. We emphasize that
in this case the current I¯(a)r vanishes identically for any value of the time-averaged external
voltages and of the time-independent tunnel couplings and external magnetic field.
We now discuss the voltage-dependence of the adiabatic dc current in the experimentally
important regime of strong local interaction U ≫ T ≫ Γ. We fix the direction of the modu-
lation cycle by taking ϕb = 0 and ϕg = −π/2, for which the adiabatic dc current is maximal,
and time-average the current numerically. We first focus on the case of zero magnetic field for
which ǫσ(t) = ǫ(t) = −αgVg(t) is independent of spin σ. Therefore βr = 0 and Eq. (218)
simplifies to
lim
B→0
I
(a)
t,r =
Γr + γr
Γ + γ
d
dt
〈n〉(i)t . (222)
In Fig. 32 (b) we show a time-averaged stability diagram, i.e., I¯(a)L plotted as function of the
time-averaged gate and bias voltage. In contrast to the standard (dI¯(i)L /dV¯b) stability diagram
in the inset of Fig. 32 (b) this map of pumped current indeed shows resonant enhancements
only at discrete points of size ∝ T where two SET resonances meet. Most prominent are
the two charge degeneracy points (αgV¯g, V¯b) ≈ (0, 0) and (U, 0) at which the adiabatic dc
current has opposite sign and maximum amplitude. We now explain the microscopic origin
of the positive sign of the adiabatic dc current at the degeneracy point (αgV¯g, V¯b) ≈ (0, 0) for
symmetric tunnel coupling ΓL = ΓR. For t ∈ (0, π/Ω) the adiabatic current through the left
junction is positive, I(a)t,L > 0, whereas in the second half of the cycle I(a)t,L < 0. This is because
Γ + γ ≈ Γ(1 +∑r f([ǫ(t)− µr(t)] /T )/2) and d〈n〉(i)t /dt are symmetric and antisymmetric
functions of the time t. The time-average I¯(a)L is nevertheless non-zero due to the factor ΓL +
γL ≈ Γ/2 + Γf([ǫ(t)− µL(t)] /T )/2 in the numerator. Clearly, since the first term is constant,
the non-zero time-average comes from the contribution ∝ f([ǫ(t)− µL(t)] /T ) which is non-
zero for times for which ǫ(t) < µL(t) (red part of cycle in Fig. 32 (c)). One thus samples
predominantly the loading parts of the cycle where d〈n〉(i)t /dt > 0 (shaded in Fig. 32 (c)), where
an excess of electrons tunnels onto the dot through the left junction. Therefore the adiabatic dc
current is positive. Similarly, one finds for the point (αgV¯g, V¯b) ≈ (U, 0) the opposite adiabatic
dc current due to the negative sign of the second term in Eq. (219). For asymmetric rates
ΓL 6= ΓR the time-dependence of Γ + γ becomes important as well, but does not alter the sign
of the adiabatic dc current.
In a magnetic field B ≫ T the adiabatic dc current plotted in Fig. 32 (d) is completely
suppressed in the linear response regime V¯b ≪ T . Indeed, in this limit, γr = βr and I(a)t,r has zero
average (e.g. around αgV¯g ≪ T it is I(a)t,r ≈ (Γr/Γ) dp(i)t,↓/dt). In general, the interaction breaks
the symmetry of loading and unloading parts of the cycle. The magnetic field, however, restores
this symmetry in the linear response regime by lifting the spin degeneracy. Therefore, I¯(a)r is
suppressed for Vb ≪ T even though U 6= 0. This is to be contrasted with the standard dI¯(i)L /dV¯b
map shown in the inset, where in linear response the conductance shows the Coulomb oscillation
peaks. Only at a finite voltage V¯b = B, where the spin-excited state becomes available, the
loading-unloading symmetry is broken again and I¯(a)r is restored.
5.5 Probing the tunnel coupling asymmetry
Asymmetric rates induce additional features in Fig. 32 (b) and Fig. 32 (d) at finite bias |V¯b| = U
and U−B, respectively. In Fig. 33 we plot I¯(a)L along the dashed line in Fig. 32 (a) as function of
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Figure 33: The I¯(a)L along the line ǫ = µR (dashed line in Fig. 32 (d)), as function of the tunnel
coupling asymmetry parameter λ, all other parameters being the same as in Fig. 32 (d) and
I¯
(a)
max,L is taken for λ = 0 (ΓL = ΓR).
the coupling asymmetry, quantified by λ = (ΓL − ΓR) /Γ. Strikingly, the two high bias features
marked (3) and (4) are qualitatively sensitive to the coupling asymmetry: if, e.g., resonance (3)
is negative (positive), then ΓL > ΓR (ΓL < ΓR). Quantitatively, for λ > 0 the adiabatic dc
current resonances marked (2) and (3) deviate from the “bare” resonance positions (λ = 0) by
a shift which depends linearly on the temperature T [163, 164]. One can thus sensitively probe
the coupling asymmetry.
5.6 Adiabatic spectroscopy
Our results generalize to quantum dots with more complicated states and spectra: without inter-
action, the adiabatic dc current vanishes in leading order in Γ and Ω. Therefore, measurement of
the time-averaged stability diagrams enables an adiabatic spectroscopy of nonlinear transport.
Importantly, the occurrence of adiabatic dc current at sharply defined resonant points, indicates
that one is measuring in the adiabatic limit. This relates to the required effective two parameter
modulation discussed with Eq. (218). Satisfying two SET resonance conditions simultaneously
is however not yet sufficient for a non-zero average adiabatic current, as illustrated above for
the crossing of the two ground-to-ground state resonances in a magnetic field. In general, the
occurrence and sign of adiabatic dc current at a charge degeneracy point can be tied to the
change in spin-degeneracy in the ground state: the sign is positive (negative) if the ground state
spin-degeneracy increases (decreases) with the quantum dot charge and it vanishes if there is
no change. The time-averaged stability diagram thus directly reveals non-degenerate ground
states if I¯(a)L vanishes in the linear response regime. This may be interesting, e.g., for transport
through magnetic molecules with high spin degeneracies or in carbon nanotubes where both
spin- and orbital-degeneracies play a role.
Another important aspect of the proposed spectroscopy is that the effects of “spurious”
modulation of the barrier can be clearly identified experimentally. As shown in Ref. [92], a
modulation of the gate voltage and of the barrier (instead of the bias voltage) results in an adi-
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abatic dc current which is symmetric with respect to reversal of the time-averaged gate voltage
αgV¯g → U − αgV¯g, in contrast to the antisymmetric shape found here.
The proposed spectroscopy does furthermore not rely on quantum fluctuation effects and
can therefore be observed readily in weakly coupled devices at moderate temperature and low
driving frequency. We have checked that the corrections from next-to-leading order tunnel
processes (Γ2) to the effects discussed here are quantitative and small, even for Γ ∼ T . Impor-
tantly, even when including these corrections the adiabatic dc current still vanishes exactly for
zero interaction.
By measuring the proposed time-averaged stability diagram one thus gently probes junction
asymmetries and strong interaction effects. This may prove valuable for instance in molecular
quantum dots where stability is a key issue and transport is the only local probe available.
Adiabatic transport through interacting nano-systems operated in the nonlinear regime is thus a
promising topic where new experiments can be done.
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6 Conclusion and outlook
In this thesis, we have developed a theoretical framework to describe non-equilibrium transport
through molecular quantum dots in the presence of adiabatic time-dependent modulations of
external parameters. We account for the first two leading orders in tunneling perturbation while
fully treating the strong local interactions. In the applications we have first considered time-
independent transport through a complex system and then time-dependent transport through a
simple system.
6.1 Time-dependent transport theory
We have set up the real-time transport theory for a general model Hamiltonian including the
effect of time-dependent modulations of model parameters, such as the applied voltages and
tunnel barriers. Importantly, we considered a non-zero static bias voltage, i.e. the quantum
dot is already far away from equilibrium without the driving. We presented a kinetic equation
for the reduced density operator, obtained from the time-evolution of the total system by inte-
grating out the reservoir’s degrees of freedom. This equation describes the time-evolution of
the reduced density operator in the presence of tunnel coupled reservoirs. Tunnel processes
between the quantum dot and the reservoirs are described by a kernel superoperator. From
a systematic adiabatic expansion of the kinetic equation in the modulation frequency, we ob-
tained a kinetic equation with an instantaneous time-dependent solution and an equation for
the leading “adiabatic” correction to it. The time-dependent instantaneous steady-state is the
solution in the low frequency limit where the quantum dot can follow the modulations with-
out retardation even when tunnel coupled to the reservoirs. The leading order correction to the
equation, the adiabatic kinetic equation, accounts for the actual retardation of the system due to
the time-dependent driving at finite frequency. Both equations allow single-point calculations,
i.e. one can solve the equations for a single time value. This has obvious numerical advantages
compared to solving the initial value problem and evolving until the transients have died out.
A central point of this thesis is that we systematically take care of non-secular non-diagonal
elements of the reduced density operator in the energy basis, which is crucial for the consistent
calculation of the kernels in the next-to-leading order in the tunnel coupling. We formulated
two systematic schemes of solution for the coupled instantaneous and adiabatic kinetic equa-
tions, depending on the considered regime of temperatures, voltages and coupling strength. We
showed how in the calculation of time-dependent observables, such as the current, non-secular
corrections need to be accounted for.
In both the instantaneous as well as the adiabatic kinetic equation new kernels occurred
which depend on time only via the time-dependence of the parameters. Using Liouville su-
peroperators we derived compact general expressions for these kernels to arbitrary order in the
tunnel coupling. The kernel entering into the instantaneous kinetic equation simply follows
by substituting the parametric time-dependence in the stationary state kernel. Remarkably, we
found that also the kernels that enter the adiabatic kinetic equation follow from similar, sim-
ple substitutions and additional time and frequency derivatives. This greatly simplifies the main
technical challenge of expressing the occurring electron energy integrals in closed analytic form.
We presented explicit expressions for the kernel contributions for leading and next-to-leading
order in the tunnel coupling for both the instantaneous and the adiabatic kinetic equation. This
second key result of this thesis applies to arbitrary molecular quantum dot Hamiltonians, applied
voltages and adiabatic driving signals.
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In contrast to the scattering matrix approach, our theory incorporates interactions on the
quantum dot non-perturbatively and not on a mean-field basis. A dramatic demonstration of this
was found in the first application of our time-dependent theory to the simplest possible quantum
dot model, where we showed that the additional current generated by time-dependent voltage
modulations can be entirely interaction-induced. In contrast to Green’s function approaches,
the elimination of only the reservoir degrees of freedom in our approach results in an effective
picture of the time-evolution of the quantum dot in the presence of the reservoirs. Such an
effective picture is particularly helpful for understanding the time-dependent response in terms
of the elementary transport processes, as the above mentioned application illustrated.
There are several natural extensions to the presented theory. For instance, we used a causal
representation of the reservoir and dot superoperators, which has several big advantages. First
of all, it exponentially reduced the number of terms that need to be considered by revealing
cancellations that are hidden in the usual representation. Secondly, it naturally separates the
high-temperature from the quantum part of the distribution function and allows identification
of diagrams that are negligible in the wide-band limit without actually calculating them. This
representation has further interesting and potentially useful aspects which will be analyzed in
detail elsewhere [131].
Furthermore, the corrections due to non-secular density matrix elements derived here may
be given a diagrammatic interpretation. Recently this has been shown to be possible for station-
ary transport and based on this a “grouping” of similar diagrams with different time-ordering
was derived, resulting in analytical and numerical simplifications [132]. These results directly
transfer to the instantaneous kernels and we expect a similar analysis to be possible for the adi-
abatic kernels, considering the similarities of the structure of the kernels derived in this thesis.
Finally, the derivation of the instantaneous and adiabatic kinetic equations presented in this
thesis can be extended to retardation effects beyond linear order in the driving frequency. The
resulting corrections should lead for instance to single-parameter pumping as found for non-
adiabatic parameter modulations [81, 133].
6.2 Applications
The complexity of models, which aim to describe molecular quantum dots, was a key motiva-
tion for the above development of a time-dependent transport theory for general Hamiltonians.
Understanding the stationary time-independent transport is, of course, a prerequisite. In Chap-
ter 3 and Chapter 4 we applied the stationary transport theory, which follows as a special case of
the general theory developed in Section 2.4, to two illustrative, yet complex molecular quantum
dot models.
In Chapter 3, we considered a dimer molecule consisting of two identical monomers each
having a vibrational breathing mode, which couples to the charge on the ion. The presence
of an additional charge, due to a reservoir electron having tunneled onto the monomer, shifts
the equilibrium position of the vibrational mode. We first showed that tunnel processes are
therefore strongly influenced by the simultaneous transfer of vibrational energy, leading to a
rich transport spectrum. In addition, we showed that the coupling of the electronic motion to the
vibrational breathing mode induces a breakdown of the Born-Oppenheimer approximation due
to the pseudo Jahn-Teller effect. The competition between intra-molecular hopping, enhancing
delocalization, and the coupling to the nuclear distortions, preferring localization of the electron,
prohibits a separation of electronic and vibrational degrees of freedom, which is fundamental
to the Born-Oppenheimer separation. We showed that the pseudo Jahn-Teller effect strongly
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influences the current, leading to a characteristic fingerprint in the transport spectrum. This
fingerprint has recently also been shown experimentally [52].
If the ionic centers contain transition metal ions they can carry a non-zero spin, which in-
teracts with the spin of the tunneling electron. In Chapter 4 we could show that this spin-spin
interaction leads to a spin-dependent pseudo Jahn-Teller effect, which allows the extraction of
valuable information about the molecular spin properties from the transport current. Further-
more, the interplay of vibrational heating and the existence of a meta-stable spin state results in
vibration-induced spin-blockade for a wide range of gate and bias voltages. Subsequent tunnel
processes allow the non-equilibrium occupation of vibrational states, which eventually brings
the molecule into the meta-stable state. Lacking any fast relaxation process due to spin selection
rules and weak relaxation of vibrational energy, the molecule remains trapped in this state and
the current is suppressed. By appropriately adjusting the transport voltages we found that one
can thus detect and control the spin of the molecule.
In Chapter 5, we then focused on the impact of periodic time-dependent modulations of gate
and bias voltages on the transport current, this time keeping the quantum dot model as simple
as possible. We considered only one energy level that contributes to transport, while account-
ing for strong Coulomb charging. Using the instantaneous and adiabatic kinetic equations, we
investigated the time-averaged current that flows in addition to the current induced by the finite
static bias voltage. We demonstrated that this current correction is induced by interactions,
thus emphasizing the importance of interaction effects in nano-scale devices. We proposed a
new spectroscopic tool based on the time-averaged current as function of the average gate and
bias voltages. From time-averaged stability diagrams we could conclude that an additional
time-averaged current can flow only if two single-electron tunneling resonance conditions are
fulfilled simultaneously, leading to distinct peak-like features. This has to be contrasted to the
usual stability diagrams, in which single resonance conditions lead to gate and bias dependent
lines. The time-averaged stability diagram we proposed could therefore be a powerful exten-
sion for the spectroscopic analysis of nano-junctions, especially for molecules with rich energy
spectra. We also demonstrated that this method is sensitive to the type of asymmetry of the dot’s
coupling to the reservoirs. It furthermore reveals changes in the ground state spin-degeneracies
without the need of a magnetic field. This could be advantageous, e.g., for molecules with high
spin-degeneracies for carbon nano-tubes, where spin and orbital degeneracies occur and the
application of magnetic fields is experimentally difficult.
The study of time-dependent modulations of molecular transport, based on the results for
the simple but generic model above, is very promising.
One direction for further application studies is the detailed analysis of the time-dependence
on the next-to-leading order transport processes, such as elastic and inelastic cotunneling and
pair-tunneling.
Another direction would be the application of the leading order theory to more complex
models, such as the Anderson-Holstein model (c.f. Chapter 1) to identify characteristic fin-
gerprints of vibrations in time-averaged stability diagrams. This could be useful for detecting
vibrational excitations in more complex molecules and, possibly, even distinguishing them from
electronic or spin excitations. Furthermore, if meta-stable blocking states are present, such as
the one discussed in Chapter 4, adiabatic time-dependent transport might be the key to detect
and quantify the intrinsic time scale of the blocking mechanism. Future works could there-
fore investigate the molecular complexity, as discussed in Chapter 3 and Chapter 4, with new
spectroscopic tools, as proposed in Chapter 5.
Finally, in this thesis, we have restricted ourselves to out-of-phase modulation of the gate
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and bias voltages. The additional modulation of other parameters has this far, to our knowledge,
only been investigated for zero static bias (adiabatic pumping). The above results give reason
to believe that such modulation applied to a non-equilibrium stationary state might open further
possibilities of obtaining information on molecular quantum dot energies and wave functions.
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A Details of the scattering matrix approach
A.1 Derivation of Brouwer’s formula for the dc current
The time-dependence of the frozen scattering matrix stems from the modulated parameters. As
in Ref. [75], we consider only two such parameters, χ1 and χ2. We can expand around the
average values of these parameters
S(i) (t) ≡ S(i) (ω, {χ¯1 +∆χ1, χ¯2 +∆χ2}) (A.1)
= S(i) +∆χ1
∂S(i)
∂χ1
+∆χ2
∂S(i)
∂χ2
+ . . . (A.2)
where ∆χi ≡ ∆χi(t) contains all (periodic) time-dependence of the parameters, i.e. χ¯i =
const. and
∫ 2pi/Ω
0
dt∆χi = 0. Furthermore, S(i) ≡ S(i)(ω, {χ¯1, χ¯2}), i.e. we also suppress the
energy-dependence of the scattering matrix for convenience. The time-averaging can therefore
be rewritten as follows
Ω
2π
∫
dt
[[
S(i)(t)
]† ∂
∂t
S(i)(t)
]
αα
(A.3)
=
Ω
2π
∫
dt
[{[
S(i)
]†
+∆χ1
∂
[
S(i)
]†
∂χ1
+∆χ2
∂
[
S(i)
]†
∂χ2
+ . . .
}
× ∂
∂t
{
S(i) +∆χ1
∂S(i)
∂χ1
+∆χ2
∂S(i)
∂χ2
+ . . .
}]
αα
(A.4)
=
Ω
2π
∫
dt
[{
∆χ1
∂
[
S(i)
]†
∂χ1
+∆χ2
∂
[
S(i)
]†
∂χ2
}
∂
∂t
{
∆χ1
∂S(i)
∂χ1
+∆χ2
∂S(i)
∂χ2
}]
αα
+O (∆χ2)
(A.5)
=
Ω
2π
∫
dt
{
∆χ1
(
∂
∂t
∆χ2
)[
∂
[
S(i)
]†
∂χ1
∂S(i)
∂χ2
]
αα
+
(
∂
∂t
∆χ1
)
∆χ2
[
∂
[
S(i)
]†
∂χ2
∂S(i)
∂χ1
]
αα
}
(A.6)
=
[
Ω
2π
∫
dt∆χ1
∂
∂t
∆χ2
][
∂
[
S(i)
]†
∂χ1
∂S(i)
∂χ2
− ∂
[
S(i)
]†
∂χ2
∂S(i)
∂χ1
]
αα
(A.7)
=
[
Ω
2π
∫
dt∆χ1
∂
∂t
∆χ2
]
2i Im
[
∂
[
S(i)
]†
∂χ1
∂S(i)
∂χ2
]
αα
(A.8)
where the scattering matrix is now evaluated at the average parameter values. In general, from
Eq. (A.8) one can conclude that the dc current depends only geometrically on the modulated
parameters: since the modulation is periodic, the path taken in the phase-space of the two modu-
lated parameters is closed and geometric dependence means that the current depends on the thus
enclosed area, given by
∫
dt∆χ1
∂
∂t
∆χ2, rather than the precise path. This becomes even more
apparent, when one uses Green’s theorem from the start with ∂
∂t
S(i) = dχ1
dt
∂
∂χ1
S(i) + χ2
dt
∂
∂χ2
S(i)
and writing the parametrical (time-) dependence explicitly, S(i)(t) ≡ S(i)(χ1(t), χ2(t)) =
Appendices 107
S(i)(χ1, χ2)
Ω
2π
∫
dt
[[
S(i)(χ1, χ2)
]† ∂S(i)(χ1, χ2)
∂t
]
αα
=
Ω
2π
∫
dt
[
dχ1
dt
[
S(i)(χ1, χ2)
]† ∂S(i)(χ1, χ2)
∂χ1
+
dχ2
dt
[
S(i)(χ1, χ2)
]† ∂S(i)(χ1, χ2)
∂χ2
]
αα
(A.9)
=
Ω
2π
[∫
dχ1
[
S(i)(χ1, χ2(χ1))
]† ∂S(i)(χ1, χ2(χ1))
∂χ1
+
∫
dχ2
[
S(i)(χ1(χ2), χ2)
]† ∂S(i)(χ1(χ2), χ2)
∂χ2
]
αα
(A.10)
=
Ω
2π
∫
dχ1dχ2
[
∂
∂χ1
([
S(i)(χ1, χ2)
]† ∂S(i)(χ1, χ2)
∂χ2
)
− ∂
∂χ2
([
S(i)(χ1, χ2)
]† ∂S(i)(χ1, χ2)
∂χ1
)]
αα
(A.11)
=
Ω
2π
∫
dχ1dχ2
[
∂
[
S(i)
]†
∂χ1
∂S(i)
∂χ2
− ∂
[
S(i)(t)
]†
∂χ2
∂S(i)
∂χ1
]
αα
(A.12)
= 2i
Ω
2π
∫
dχ1dχ2 Im
[
∂
[
S(i)
]†
∂χ1
∂S(i)
∂χ2
]
αα
(A.13)
For modulations with sufficiently small amplitudes, the integrand becomes constant in the inte-
gration area and we obtain
Ω
2π
∫
dt
[[
S(i)(χ1, χ2)
]† ∂S(i)(χ1, χ2)
∂t
]
αα
≈ 2i Ω
2π
Im
[
∂
[
S(i)
]†
∂χ1
∂S(i)
∂χ2
]
αα
∫
dχ1dχ2
(A.14)
Here, the integral equals the area enclosed in the phase-space and the geometrical dependence
is obvious. Using a sinusoidal time-variation, ∆χi (t) = δχi sin (Ωt+ ϕi), the integration can
be performed explicitly
Ω
2π
∫
dχ1dχ2 =
Ω
2π
∫
dt∆χ1 (t)
∂
∂t
∆χ2 (t) (A.15)
=
Ω
2π
δχ1δχ2 sin (ϕ1 − ϕ2)π (A.16)
The dc current therefore becomes
I0α =
i
2π
∫
dω
∂
∂ω
f (ω)
Ω
2π
∫
dt
[[
S(i)(ω, t)
]† ∂
∂t
S(i) (ω, t)
]
αα
(A.17)
=
i
2π
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∂ω
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Ω
2π
∫
dχ1dχ22i Im
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∂
[
S(i)
]†
∂χ1
∂S(i)
∂χ2
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αα
(A.18)
≈ Ωδχ1δχ2
2π
sin (ϕ1 − ϕ2)
∫
dω
(
− ∂
∂ω
f (ω)
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∂
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∂S(i)
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αα
(A.19)
≈ Ωδχ1δχ2
2π
sin (ϕ1 − ϕ2) Im
[
∂
[
S(i)
]†
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∂S(i)
∂χ2
]
αα
(A.20)
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where the scattering matrix is evaluated at χ¯i. In the last step, small temperatures are considered
and the scattering matrix is evaluated at the Fermi energy. Note that from Eq. (A.20) is it ob-
vious that single-parameter pumping yields zero dc current (one can easily show that this does
not depend on the small-amplitude expansion but goes back to the small frequency assump-
tion). Furthermore, the dc current is driven by the phase difference between both parameter
modulations. The direction of the current can therefore be inverted by inverting the phases.
A.2 Relation between Floquet and instantaneous scattering matrix
In this Section we derive the relation (58) between the zeroth order term of the adiabatic ex-
pansion of the Floquet scattering matrix and the Fourier components of the frozen scattering
matrix
S0F (ω, ωn) = S
(i)
n (ω) (A.21)
and discuss the conditions and implications of this relation and the physical interpretation of
S(i). Note that due to unitarity of the Floquet matrix, the matrix S(i) then also satisfies unitarity,
S(i) (ω, t)
[
S(i) (ω, t)
]†
= 1.
Imagine a stationary scatterer whose properties depend on the parameters {χi}. The corre-
sponding scattering matrix will depend on a single energy argument only and the actual values
of the parameters, S(i) (ω, {χi}). If these parameters now start to vary in time but so slowly
that an incoming electron only sees the scattering potential according to the instant parame-
ters, {χi (t)}, i.e. as if they were frozen at time t, the scattering matrix will effectively depend
only parametrically on time, S(i) (ω, {χi (t)}) = S (ω, t). This defines the frozen or instanta-
neous scattering matrix. This concept of an instantaneous but still time-dependent scatterer is
also used for the NEGF and GME approach, see Section 2.3 and Section 2.4. If the parameter
modulation is periodic with period 2π/Ω, its Fourier expansion reads
S(i) (ω, t) =
∑
n
e−inΩtS(i)n (ω) (A.22)
To compare the frozen scattering matrix with the Floquet matrix, consider the scattering
process into a state with energy ω. Since the scattering potential is oscillating periodically, the
ingoing and outgoing states will have an energy difference of nΩ. Such inelastic processes are
precisely, what the Floquet scattering matrix describes
ψ(out)ω ∼
∑
n
SF (ω, ωn)ψ
(in)
ωn (A.23)
where prefactors are dropped for convenience. The ingoing Floquet modes have well-defined
energies and a corresponding phase factor
ψ(in)ωn ∼ e−iωnt (A.24)
and, consequently, the phase factor of the outgoing state is a superposition of phase factors
ψ(out)ω ∼
∑
n
e−iωnt (A.25)
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The frozen scattering matrix, on the other hand, describes the elastic scattering process
ψ(out)ω (t) ∼ S(i) (ω, t)ψ(in)ω (t) (A.26)
Its Fourier expansion reads (assuming periodic variation)
S(i) (ω, t) =
∑
n
S(i)n (ω) e
−inΩt (A.27)
The phase factor of the ingoing state is again
ψ(in)ω (t) ∼ e−iωt (A.28)
i.e. the outgoing state, again, has the superposed phase factor
ψ(out)ω (t) ∼ S(i) (ω, t)ψ(in)ω (t) ∼
∑
n
e−inΩte−iωt =
∑
n
e−iωnt (A.29)
I.e. the outgoing states have the same phase factor in both approaches. Furthermore, in the
zeroth order term of expansion (54), all contributions proportional to at least Ω are dropped.
Hence, in this limit, the initial and the final energies are roughly the same and the zeroth order
term of the expansion of the Floquet matrix depends only on ω. One can thus follow the relation
between the zeroth order term of the adiabatic expansion of the Floquet scattering matrix and
the Fourier components of the frozen scattering matrix:
S0F (ω, ωn) = S
(i)
n (ω) (A.30)
which is precisely the relation we used in Eq. (58). Note that due to unitarity of the Floquet
matrix and Eq. (58) the frozen scattering matrix also satisfies unitarity, S(i) (ω, t) [S(i) (ω, t)]† =
1.
B Derivation of the kinetic equation for driven systems
The von Neumann equation of the full density operator, Eq. (85) , can formally be solved by a
propagator
ρ(t) = T e−i
R t
t′
dτL(τ)ρ(t′) (B.1)
= UL(t, t
′)ρ(t′) (B.2)
where T denotes chronological time-ordering of superoperators. If we denote with t0 the time,
when the interaction between the dot and the reservoirs is turned on, the density operator fac-
torizes for t′ < t0, ρ(t′) = presp(t′), where pres = exp (−β
∑
r (Hr − µrNr)) is the equilibrium
density operator of the reservoirs and p(t′) the density operator of the isolated dot. Performing
the trace over the reservoirs’ degrees of freedom, we obtain the reduced density operator of the
dot and a corresponding propagator
p(t) = Tr
res
UL(t, t
′)presp(t
′) (B.3)
= Π(t, t′)p(t′) (B.4)
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where Π(t, t′) describes the non-equilibrium dot evolution in time from t′ to t, with the dot being
in contact with the reservoirs. Formally it is given by Π(t, t′) = Tr
res
UL(t, t
′)pres. In order to get
a closed expression for it, we first write the propagator of the entire system in the interaction
picture
UL(t, t
′)I = UL0(t0, t)UL(t, t
′)UL0(t
′, t0) (B.5)
= T e−i
R t
t′
dτLT(τ)I (B.6)
where UL0(t, t0) = T exp
(
−i ∫ t
t0
dτL0(τ)
)
with L0 = Ldot +
∑
r Lr defines the free propaga-
tion of the entire system without the interaction and it followsΠ(t, t′) = Tr
res
UL0(t, t0)UL(t, t
′)IUL0(t0, t
′)pres.
Eq. (B.6) can now be expanded systematically in orders of the interaction, LT(t),
UL(t, t
′)I = T
∞∑
k=0
1
k!
(
(−i)
∫ t
t′
dτLT(τ)I
)k
(B.7)
= 1 + (−i)
∫ t
t′
dt1LT(t1)I
+ (−i)2
∫ t
t′
dt2
∫ t2
t′
dt1LT(t2)ILT(t1)I + . . . (B.8)
From this, we obtain the expression of the propagator of the reduced density operator
Π(t, t′) = ULdot(t, t
′)
+ (−i)2 Tr
res
∫ t
t′
dt2
∫ t2
t′
dt1ULdot(t, t2)LT(t2)UL0(t2, t1)LT(t1)ULdot(t1, t
′)pres
+ (−i)4 Tr
res
∫
dt4 . . . dt1
t≥t4≥...≥t1≥t′
× ULdot(t, t4)LT(t4)UL0(t4, t3)LT(t3)UL0(t3, t2)LT(t2)UL0(t2, t1)LT(t1)ULdot(t1, t′)pres
+ . . . (B.9)
where we have used Tr
res
Lres(t) = 0, Lres(t)pres = 0 and the fact that terms with odd powers of
LT(t) evaluate to zero when the trace is performed since charge is a good quantum number in
the electrodes. The terms of the propagator can be resummed to give a Dyson equation
Π(t, t′) = Π0(t, t
′) +
∫ t
t′
dt2
∫ t2
t′
dt1Π0(t, t2)W (t2, t1)Π(t1, t
′) (B.10)
where the superoperator Π0(t, t′) = ULdot(t, t′) describes the free propagation of the dot and
W (t, t′) collects all irreducible parts of Π(t, t′). Due to its role in the Dyson equation,W (t, t′) is
also referred to as kernel and is itself a superoperator as well. Using d
dt
Π0(t, t
′) = −iLdot(t)Π0(t, t′),
we can calculate the derivative of the reduced density operator, d
dt
p(t) = d
dt
Π(t, t′)p(t′), and fi-
nally write down its kinetic equation
d
dt
p(t) = −iLdot(t)p(t) +
∫ t
−∞
dτW (t, τ)p(τ) (B.11)
where we have sent t′ < t0 → −∞ since we will be interested in large times, when all transient
contributions have died out.
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C The tunneling Liouvillian and the reservoir superoperator
C.1 The tunneling Liouvillian in terms of superoperators
The tunneling Hamiltonian can be written with dot- and reservoir operators in a fixed order:
HT =
∑
1
η1g1c1 (C.1)
However, if one only considers expressions involvingHT averaged over the reservoirs with their
grand-canonical density operators in pres, the dot and reservoir operators can be considered to
commute (rather than anti-commute). Inside such expressions we can, without making any
mistake, use (see Ref. [130] for a proof)
c1g2 = g2c1 (C.2)
and omit the sign η1 in Eq. (C.1) arising from the anti-commutation relations:
HT =
∑
1
g1c1 (C.3)
Working under this assumption from hereon, the tunneling Liouvillian,
LT = [HT, ·] =
∑
1
∑
p1
Gp11 J
p1
1 (C.4)
can be expressed easily using the following superoperators defined by their action on an arbi-
trary operator A:
Gpnn A = (pn)
LNdotgpnn A = (pn)
LNdot
{
gnA pn = +
−Agn pn = − (C.5)
Jpnn A = (pn)
LNres cpnn A = (pn)
LNres
{
cnA pn = +
Acn pn = − (C.6)
where we introduced the superoperator version, cpnn , of the reservoir operators, cn, for conve-
nience. Here G is a superoperator of the dot and J of the reservoir. The phases of these su-
peroperators involve the electron number superoperators LNdot = [Nˆdot, ·] and LNres = [Nˆres, ·]
which act on the entire expression to the right (i.e., including the operator A). Before comment-
ing on the particular choice of the phases, we first check that these superoperators indeed yield
the tunneling Liouvillian. We therefore apply LT to an operator A that conserves total particle
number17
LTA =
∑
1
∑
p1
Gp11 J
p1
1 A (C.7)
=
∑
1
∑
p1
(p1)
[LNres+LNdot ]
{
g1c1A p1 = +
−Ac1g1 p1 = − (C.8)
=
∑
1
(g1c1A− Ac1g1) (C.9)
= [HT, A] (C.10)
17Actually it is sufficient that A is bosonic, i.e. that it consists of an even number of creation and/or annihilation
operators. In our case, however, A always conserves the total particle number.
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Here we used [c1, g1] = 0 (c.f. Eq. (C.2)). Furthermore, we used the fact that the g1c1A con-
serves the total particle number, i.e., (LNdot + LNres) g1c1A = 0, c.f. Eq. (87) and Eq. (99).
That A in our case is a placeholder for an operator that also conserves the total particle number
follows from Section 2.5. There, it is shown that LT always acts on a series of Ldot, Lres or
other tunneling superoperators LT (see e.g. Eq. (161)), which, in turn, act on the total density
operator. Since all of these Liouvillians conserve the total particle number individually (c.f.
Eq. (86), Eq. (89), Eq. (96)) and since ρ is considered to be diagonal in the total particle number
initially, A always represents a total particle number conserving operator. We can therefore
conclude that (LNdot + LNres) g1c1A = 0 and thus LTA = [HT, A].
With the above definitions the perturbation theory can be set up very compactly as first
shown in Ref. [130]. The dot superoperator Eq. (C.5) is the same as defined by Ref. [130]:
for the bilinear tunneling Hamiltonian used here, Schoeller’s notation for G+nA = σ+gnA and
G−nA = σ
−(−Agn), respectively, obviously agrees with ours since
[σpn]kk
′
ss′ = δskδk′s′
{
1 Ns −Ns′ even
pn Ns −Ns′ odd =
[
(pn)
LNdot
]kk′
ss′
(C.11)
For completeness, we mention that the generalization to n-particle vertices involves the sign
superoperator
σp1...pn = (p1p3 . . .)
LNdot (p2p4 . . .)
LNdot+1 (C.12)
= p2p4 . . . (p1p2 . . . pn)
LNdot (C.13)
In contrast to Ref. [130], however, we have also included a corresponding sign operator into the
definition of the reservoir superoperators from the start. As a result, these superoperators obey
anti-commutation relations and Wick’s theorem can be proved in the usual simple way.
C.2 Anti-commutation relation of reservoir superoperators
In Ref. [130], one works with reservoir field operators cpnn (which are denoted by Jpnn in that
work). These superoperators have the inconvenient property that their commutation relations
depend on the Keldysh indices: they (anti-)commute when the field operators act on different
sides, p1 = −p2 (same sides, p1 = p2):
cp22 c
p1
1 + p1p2c
p1
1 c
p2
2 = δ12¯δp1p2 (C.14)
This follows by considering their action on an arbitrary operator A:
cp22 c
p1
1 A =

{
c2c1A p2 = +
c1Ac2 p2 = − p1 = +{
c2Ac1 p2 = +
Ac1c2 p2 = − p1 = −
(C.15)
In the derivation of Wick’s theorem one then needs to calculate additional signs by carefully
considering the positions of these operators on the Keldysh contour, c.f. Ref. [130]. The Wick-
sign thus depends on the Keldysh indices, i.e., whether the contracted operators act to the same
or opposite sides on their argument. This was also noted earlier by Mukamel et al. in [165].
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By our inclusion of an electron-number dependent phase factor (similar to that of the dot
superoperators) our reservoir operators satisfy anti-commutation relations irrespective of the
Keldysh index:
{Jp22 , Jp11 } = p1δp2p1δ21¯ (C.16)
In a way, the Keldysh index p1 can be treated on the same footing as the other indices contained
in 1. However, the Keldysh index also enters in the sign of the right hand side of the anti-
commutator and we now show that this enables a simple proof of Wick’s theorem for super
field operators, analogous to the standard proof for the operator version.
To prove Eq. (C.16) we first determine how the reservoir phase factor and cp11 commute.
Since the eigenvalues of LNres equal the number of particles created or annihilated in the reser-
voir by the operator it acts on, e.g. LNresA = NAA where A changes the reservoir particle
number by NA, we can follow that
(p1)
LNres cp22 A = p1 c
p2
2 (p1)
LNresA (C.17)
independent of p2. Using Eq. (C.14), it follows that our reservoir superoperators always anti-
commute
Jp22 J
p1
1 = (p2)
LNres cp22 (p1)
LNres cp11 (C.18)
= p1(p2p1)
LNres cp22 c
p1
1 (C.19)
= p1(p2p1)
LNres (δ21¯δp2p1 − p2p1cp11 cp22 ) (C.20)
= p1δ21¯δp2p1 − p2(p2p1)LNres cp11 cp22 (C.21)
= p1δ21¯δp2p1 − p2(p1)LNres cp11 (p2)LNres cp22 (C.22)
= p1δ21¯δp2p1 − Jp11 Jp22 (C.23)
C.3 Algebraic proof of Wick’s theorem for super field-operators
In this Section, we prove the Wick’s theorem for reservoir superoperators: for even n = 2, 4, . . .
〈Jpnn . . . Jp11 〉 =
∑
contr.
(−1)nc
∏
〈i,j〉
〈Jpii Jpjj 〉 (C.24)
whereas for odd n is odd, the expectation value vanishes. Here the Wick sign is fixed by the
number of crossing contraction lines nc and the elementary pair contraction〈
Jpii J
pj
j
〉
= pj δij¯ f(pjηjωj/T ) (C.25)
with f(x) = (ex + 1)−1, is expressed in terms of the indices of the earlier vertex of the pair, j,
and its Keldysh index pj .
For the proof we need in addition to Eq. (C.16) only the following two additional relations.
First, the cyclic invariance of the trace implies for any operator A that Tr
res
Jpnn A = Tr
res
cpnn A =
Tr
res
cp¯nn A = Tr
res
J p¯nn A. Therefore
〈Jp11 A〉 = Tr
res
Jpnn Apres = 〈J p¯11 A〉 (C.26)
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The second relation expresses that the Hamiltonian is quadratic in the field operators:
Jp11 pres = −e−η1p1ω1/TJ p¯11 pres (C.27)
This follows analogous to Eq. (C.17): [c1, Hres] = η1ω1c1 implies c1e−βHres = e−η1βω1e−βHresc1
and hence Jp11 e−βHres = e−p1η1βω1J
p¯1
1 e
−βHres
.
Now, we prove Wick’s theorem using induction, starting from the trivial case of a contrac-
tion of an even number of superoperators, i.e., n = 0 the average of no superoperators at all
giving a non-zero value
〈1〉 = Tr
res
pres = 1 (C.28)
and of an odd number of superoperators, i.e., n = 1, the average of a single superoperator,
which vanishes:
〈Jp11 〉 = Tr
res
cp11 pres = 0. (C.29)
We note that although the n = 2 case Eq. (C.25) can be used as well as induction assumption, it
follows from the proof below as a special case using the much simpler starting point Eq. (C.28).
We now derive a recursion relation analogous to the standard proof of Wick’s theorem for
operators. We first commute the first (earliest) superoperator Jp11 through to the left, using
Eq. (C.16), thereby generating averages of only n − 2 superoperators (which are known by
induction). Once at the far left (Eq. (C.31)) we apply Eq. (C.26) to invert the Keldysh index
of Jp11 and then commute the resulting superoperator J
p¯1
1 back to the original position and
eventually used Eq. (C.27) to invert the Keldysh index back to its original:
〈Jpnn . . . Jp22 Jp11 〉 (C.30)
=
n∑
k=2
p1δpkp1δk,1¯(−1)k−2 〈Jpnn . . . Jpk+1k+1 Jpk−1k−1 . . . Jp22 〉
+ (−1)n−1〈Jp11 Jpnn . . . Jp22 〉 (C.31)
=
n∑
k=2
(
p1δpkp1(−1)k−2 + (−1)n−1(−1)n−kpkδpkp¯1
)
δk,1¯〈Jpnn . . . Jpk+1k+1 Jpk−1k−1 . . . Jp22 〉
+ (−1)2(n−1)〈Jpnn . . . Jp22 J p¯11 〉 (C.32)
=
n∑
k=2
(δpkp1 − δpkp¯1) (−1)k−2pk δk,1¯〈Jpnn . . . Jpk+1k+1 Jpk−1k−1 . . . Jp22 〉 − e−η1p¯1ω1/T 〈Jpnn . . . Jp11 〉
(C.33)
In the last step we rewrote the last term Eq. (C.32) on the right hand side using Eq. (C.27) to
restore the original average 〈Jpnn . . . Jp11 〉 with an additional exponential factor. Isolating this
average on the left hand side and using (δpkp1 − δpkp¯1) = p1pk we obtain the recursive Wick
formula for superoperators:
〈Jpnn . . . Jp11 〉 =
n∑
k=2
(−1)k−2p1 δk,1¯〈Jpnn . . . Jpk+1k+1 Jpk−1k−1 . . . Jp22 〉 − eη1p1ω1/T 〈Jpnn . . . Jp11 〉
(C.34)
=
n∑
k=2
(−1)k−2 〈Jpkk Jp11 〉 〈Jpnn . . . Jpk+1k+1 Jpk−1k−1 . . . Jp22 〉 (C.35)
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where we used Eq. (C.25). For odd n > 1, starting from the n = 1 induction assumption
Eq. (C.29) we thus find 〈Jpnn . . . Jp11 〉 = 0. For even n > 0, we obtain Eq. (C.24) starting from
the n = 0 case, Eq. (C.28), with the pair contraction Eq. (C.25) given by the special case n = 2.
D Expectation values and current kernel
In this Section we show how the expectation value of an arbitrary observable, Rˆ, can be calcu-
lated using the Liouville notation.
D.1 Expectation value of an observable Rˆ in Liouville notation
We want to derive an expression for〈
Rˆ
〉
(t) ≡ R(t) = Tr
tot
Rˆρ(t) (D.1)
where Tr
tot
= Tr
res
Tr
dot
denotes the trace over the total system and
Rˆ =
∑
1
r1c1 (D.2)
where c1 denotes the reservoir operator as usual, r1 acts on the dot and c1 and r1 are consid-
ered to commute, [c1, r1] = 0 as for c1 and g1. Furthermore, Rˆ is considered to conserve the
total particle number (since ρ(t) conserves the total particle number, the expectation value of an
operator that breaks particle conservation is zero). An explicit time-dependence of the observ-
able can be incorporated trivially, here, we omit it for convenience (the tunneling current as a
time-dependent example will discussed below).
The goal is to define a Liouvillian, LR, such that
R(t) = Tr
tot
(−iLR)ρ(t) (D.3)
Note the extra factor −i. If this is achieved, we can use ρ(t) = UL(t, t′)ρ(t′) to evolve ρ back
to t′ < t0 when it can be factorized
R(t) = Tr
tot
(−iLR)UL(t, t′)presp (D.4)
Then, one can expand UL as for the evolution of the density operator (c.f. Section B) with
−iLR replacing the corresponding expression for the left-most tunneling Liouvillian, −iLT.
This is why we need the extra −i in Eq. (D.3). Expressing LR in terms of the usual reservoir
superoperator and an Rˆ-dependent dot part
LR =
∑
1
Rp11 J
p1
1 (D.5)
one can perform the same steps as for deriving the usual kernels W (t, t′) to obtain an (irre-
ducible) kernel WR(t, t′) with
R(t) = Tr
dot
∫ t
−∞
WR(t, t
′)p(t′) (D.6)
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Due to Eq. (D.3) and Eq. (D.5) the kernel WR(t, t′) obeys the same diagram rules as W (t, t′)
except that the left-most vertex is replaced by the dot part of LR, i.e. Gpnn → Rpnn .
Now we show that the following definition obeys all of the above’s relations
LRA = i
1
2
{
Rˆ, A
}
(D.7)
for an arbitrary operator A and {A,B} = AB +BA. Inserting Eq. (D.7) into Eq. (D.3) indeed
yields
R(t) = Tr
tot
(−i)i1
2
{
Rˆ, ρ(t)
}
=
1
2
Tr
tot
Rˆρ(t) + ρ(t)Rˆ = Tr
tot
Rˆρ(t) (D.8)
where we have used cyclic invariance under the total trace, i.e. Eq. (D.7) can only be used for
the given task of calculating an observable’s expectation value. As last step, we need to find a
dot superoperator, Rp11 , such that Eq. (D.5) holds. To this end we rewrite the anti-commutator,
Eq. (D.7), using Eq. (D.2)
i
1
2
{
Rˆ, A
}
= i
1
2
∑
1
∑
p1
r1c1A+ Ar1c1 (D.9)
= i
1
2
∑
1
∑
p1
r1c1A+ Ac1r1 (D.10)
=:
∑
1
∑
p1
Rp11 J
p1
1 A (D.11)
where Jp11 is given as usual and
Rp11 A = i
1
2
(p1)
LNdot
{
r1A , p1 = +
Ar1 , p1 = − (D.12)
It is trivial to show that Eq. (D.12) satisfies Eq. (D.7) with Eq. (D.5).
To summarize, the expectation value of an observable Rˆ =
∑
1 r1c1, that conserves the total
particle number, can be calculated by
R(t) = Tr
dot
∫ t
−∞
WR(t, t
′)p(t′) (D.13)
where the kernel WR(t, t′) follows from the usual diagram rules for W (t, t′) with the left-most
vertex being replaced by the dot superoperator Rpnn which is given by
Rp11 A = i
1
2
(p1)
LNdot
{
r1A , p1 = +
Ar1 , p1 = − (D.14)
D.2 Current kernel in Liouville notation
In this Section, we apply the procedure presented in the previous Section to the current operator,
i.e. Rˆ = Iˆr (throughout this Section, we use Iˆtunr ≡ Iˆr and Itunr ≡ Ir). To this end, we first need
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to show that Iˆr can be written in the form given in Eq. (D.2). Using Eq. (96) Iˆr is given by
Iˆr(t) = −i (LT(t)Nr) (D.15)
= −i
∑
1
∑
σω
[g1(t)c1, crσω−crσω+] (D.16)
=:
∑
1
ir1(t)c1 (D.17)
where we used Eq. (102) and defined the dot part of the tunneling current operator
ir1(t) = −iη1δr1rg1(t) (D.18)
We therefore obtain a current Liouvillian (c.f. Section D.1)
LIr(t) =
∑
1
∑
p1
(Ir)
p1
1 J
p1
1 (D.19)
with
(Ir(t))
p1
1 = i
1
2
(p1)
LNdot
{
ir1(t)A , p1 = +
Air1(t) , p1 = −
(D.20)
In this special case of the current operator, we can express the dot part of the current Liou-
villian in terms of the usual dot superoperators. First we use Eq. (D.18) to rewrite Eq. (D.20)
(Ir(t))
p1
1 =
1
2
p1η1δr1rG
p1
1 (t) (D.21)
Knowing that LIr is the left-most Liouvillian, we can rewrite (Ir)
p1
1 even further
Tr
tot
LIr(t)A = Tr
tot
∑
n
∑
pn
(Ir(t))
pn
n J
pn
n A (D.22)
= Tr
tot
∑
n
∑
pn
1
2
p1η1δrnrG
pn
n (t)J
pn
n A (D.23)
= Tr
tot
∑
n
1
2
δrnr
{
δηn+
[
G+nJ
+
n −G−nJ−n
]− δηn− [G+nJ+n −G−nJ−n ]}A (D.24)
= Tr
tot
∑
n
1
2
δrnr
{
δηn+
[
G+nJ
+
n +G
+
nJ
+
n
]− δηn− [−G−n J−n −G−nJ−n ]}A (D.25)
= Tr
tot
∑
n
δrnr
{
δηn+G
+
nJ
+
n + δηn−G
−
nJ
−
n
}
A (D.26)
= Tr
tot
∑
n
∑
pn
δrnrδηnpn+G
pn
n J
pn
n A (D.27)
where we used that for left-most superoperators, the cyclic invariance of the total trace allows
Jpnn → J p¯nn and Gpnn → −Gp¯nn . The current Liouvillian can therefore be written as
LIr(t) =
∑
n
∑
pn
(GIr)
pn
n J
pn
n (D.28)
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with
(GIr)
pn
n = δrnrδηnpn+G
pn
n (D.29)
The current can therefore be calculated from
Ir(t) = Tr
dot
∫ t
−∞
dt′WIr(t, t
′)p(t′) (D.30)
where the current kernel is obtained from the usual diagram rules ensuring that the tunneling
electron at time t (left-most vertex) is added to the dot coming from reservoir r (or a hole
tunneling onto reservoir r), c.f. Eq. (D.29).
The tunneling vertex in the causal representation follows from(
G¯Ir
)+
n
= (GIr)
+
n + (GIr)
−
n (D.31)
i.e. it separates the electron and the hole contributions to the current.
E Causal representation of vertex operators
In this Section we reformulate the expression for the kernel in terms of the causal quantities, G¯,
J¯ , qi and γ¯qiqjij .
For convenience, we will not write any time-dependence and omit unnecessary prefactors,
sums and integrals and use abbreviations where possible. The kernel then reads (in time-space)
(c.f. Eq. (173))
W (2k) =
∑
{p}
∏
〈i,j〉
γ
pipj
ij G
p2k
2k e
−i
R
Ldot−X2k−1 . . . e−i
R
Ldot−X1Gp11 (E.1)
with the contraction function
γ
pipj
ij =
〈
Jpii J
pj
j
〉 (E.2)
= pjδij¯f(ηjpjωj/T ) (E.3)
Now, we apply a linear transformation to the reservoir superoperators
Jpii =
∑
qi=±
αpiqiJ¯qii (E.4)
with transformation matrix, α, defined as
α =
(
1 1
1 −1
)
(E.5)
Its inverse is given by
α−1 =
1
2
α (E.6)
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Consequently, the reservoir superoperators are related by
Jpii = J¯
+
i + piJ¯
−
i (E.7a)
J¯qii =
1
2
(
J+i + qiJ
−
i
) (E.7b)
We refer to the new indices, qi, as causal indices. We note that the transformation, defined
through Eq. (E.5) and Eq. (E.6), is non-unitary since it is not properly normalized (a redefinition
α → 1
2
α would yield a normalized transformation). This is, however, not crucial and the
definition (E.5) avoids prefactors in the contraction function. To show this, we first show that the
left quasi-Keldysh index hat to be positive by construction. Let A denote an arbitrary operator,
then
Tr
res
J¯−i A = Tr
res
1
2
(
J+i − J−i
)
A (E.8)
=
1
2
Tr
res
(
a+i − (−1)LNresa−i
)
A (E.9)
=
1
2
Tr
res
(
aiA− (−1)LNresAai
) (E.10)
=
1
2
Tr
res
(aiA−Aai) (E.11)
=
1
2
Tr
res
(aiA− aiA) (E.12)
= 0 (E.13)
where we have used that due to the trace, aiA must comprise an even number of creation and
annihilation reservoir operators and the cyclic invariance of the trace. For a positive left quasi-
Keldysh index, we obtain〈
J¯+i J¯
qj
j
〉
=
∑
pipj
(
α−1
)+pi (α−1)qjpj 〈Jpii Jpjj 〉 (E.14)
=
1
4
∑
pipj
α+piαqjpjpjδij¯f(ηjpjωj/T ) (E.15)
=
1
2
∑
pj
αqjpjpjδij¯f(ηjpjωj/T ) (E.16)
= δij¯
1
2
[
αqj+f(ηjωj/T )− αqj−f(−ηjωj/T )
] (E.17)
= δij¯f
q¯j(ηjωj/T ) (E.18)
where
f q(x) =
1
2
[f(x) + qf(−x)] (E.19)
is the symmetrized (q = +) or anti-symmetrized (q = −) Fermi function. The contraction
function for the causal reservoir superoperators thus reads〈
J¯qii J¯
qj
j
〉
= δqi+δij¯f
q¯j(ηjωj/T ) (E.20)
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Using Eq. (E.7) and Eq. (E.5), the kernel now reads
W (2k) =
∑
{q}
∑
{p}
∏
〈i,j〉
〈
αpiqiJ¯qii α
pjqj J¯
qj
j
〉
Gp2k2k e
−i
R
Ldot−X2k−1 . . . e−i
R
Ldot−X1Gp11 (E.21)
=
∑
{q}
∏
〈i,j〉
〈
J¯qii J¯
qj
j
〉
×
(∑
p2k
αp2kq2kGp2k2k
)
e−i
R
Ldot−X2k−1 . . . e−i
R
Ldot−X1
(∑
p1
αp1q1Gp11
)
(E.22)
=
∑
{q}
∏
〈i,j〉
γ¯
qiqj
ij G¯
q2k
2k e
−i
R
Ldot−X2k−1 . . . e−i
R
Ldot−X1G¯q11 (E.23)
where we defined the causal vertex functions
G¯qii =
∑
pi
αpiqiGqii (E.24)
= G+i + qiG
−
i (E.25)
and the causal contraction function
γ¯
qiqj
ij =
〈
J¯qii J¯
qj
j
〉 (E.26)
= δqi+δij¯f
q¯j(ηjωj/T ) (E.27)
see also Eq. (E.20).
F Leading order adiabatic diagrams
In this Chapter, we explicitly derive matrix elements of the lowest order contributions to the
diagrams needed to calculate the instantaneous current and occupation probabilities as well as
those needed to obtain the adiabatic corrections. We will strictly follow the introduced diagram
rules in the corresponding sections.
F.1 W (i,1)t
Using the diagram rules of Section 2.5.2 and the shorthand notation for the matrix elements,[
G¯
]a
b
≡ [G¯]a+a−
b+b−
, we obtain (c.f. Fig. 34)
Figure 34: First order diagram for instantaneous kernel, W (i,1)t .
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[
W
(i,1)
t
]a0
a2
=
[
−i
∑
1
∑
q1
f q¯1(ηω/T )G¯+1¯ (t)
1
i0− L[1]dot(t)
G¯q11 (t)
]a0
a2
(F.1)
= −i
∑
ηrσ
∑
q1
∑
a1
[
G¯+−ηrσ(t)
]a1
a2
[
G¯q1ηrσ(t)
]a0
a1
σ¯q¯1(λ1) (F.2)
where L[n]dot = Ldot −Xn, λ1 = [Ea1(t) − ηµr(t)]/T (i.e. λ1 depends parametrically on time),
Ea1 = Ea1+ − Ea1− and
σ¯q(λ) =
∫ D/T
−D/T
dy
f q(y)
i0 + y − λ (F.3)
=
{ −φ(λ)− iπf−(λ) , q = −
−ipi
2
, q = +
(F.4)
φ(λ) = −Reψ
(
1
2
+ i
λ
2π
)
+ ln
D
2πT
(F.5)
where D ≫ T is the bandwidth, f q(x) = 1
2
(f(x) + qf(−x)) is the (anti-)symmetrized Fermi
function with f being the usual Fermi function and ψ(z) is the digamma function. The matrix
elements of the vertex superoperator can be evaluated to read (c.f. Eq. (175) and Eq. (97))[
G¯qii (t)
]a+a−
b+b−
=
[
T
b+a+
i (t)
]
δb−a− + qi(−1)Na+−Na−
[
T
a−b−
i (t)
]
δb+a+ (F.6)
where Na denotes the charge state of the dot eigenstate |a〉.
F.2 ∂W (i,1)t = i lim
z→i0
∂
∂z
W
(i,1)
t (z)
The diagram rules for this kernel contribution (Section 2.5.3) make use of the result for W (i,1)t ,
Eq. (F.2)), incorporating the additional energy line (c.f. Fig. 35). We can therefore immediately
write
Figure 35: First order diagram ∂W (i,1)t . The small dash on the α line says that the derivative
with respect to α needs to be performed in the end, lim
α→0
[
i ∂
∂α
]
.
[
∂W
(i,1)
t
]a0
a2
= lim
α→0
[
i
∂
∂α
][
−i
∑
1
∑
q1
f q¯1(ηω/T )G¯+
1¯
(t)
1
i0− L[1]dot(t) + α
G¯q11 (t)
]a0
a2
(F.7)
= lim
α→0
[
i
∂
∂α
]{
−i
∑
ηrσ
∑
q1
∑
a1
[
G¯+−ηrσ(t)
]a1
a2
[
G¯q1ηrσ(t)
]a0
a1
σ¯q¯1(λ1 − α/T )
}
(F.8)
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where we could use Eq. (F.2) for the expression within the curly brackets. Here, in lowest order
in the tunneling coupling, one can easily perform the derivative with respect to α to get
[
∂W
(i,1)
t
]a0
a2
= − 1
T
∑
ηrσ
∑
a1
[
G¯+−ηrσ(t)
]a1
a2
[
G¯+ηrσ(t)
]a0
a1
(
σ¯−
)′
(λ1) (F.9)
where we have used ∂n
∂λn
σ¯q(λ) ∼ δq− for n ≥ 1 (c.f. Eq. (F.4)).
F.3 W (a,1)t
For both time-dependent tunneling amplitudes and voltages, we use the diagram rules of Sec-
tion 2.5.4 and obtain (see also Fig. 36)
Figure 36: First order diagram W (a,1)t if both the tunneling amplitudes as well as the electric
fields are being modulated.
[
W
(a,1)
t
]a0
a2
= + lim
α→0
[
i
∂
∂α
][
− i
∑
1
∑
q1
f q¯1(ηω/T )G¯+
1¯
(t)
1
i0− L[1]dot(t) + α
d
dt
G¯q11 (t)
]a0
a2
+ lim
α→0
{
0−
[
i
∂
∂α1
]2}[
− i
∑
1
∑
q1
f q¯1(ηω/T )G¯+
1¯
(t)
−i1
2
d
dt
L
[1]
dot(t)
i0− L[1]dot(t) + α1
G¯q11 (t)
]a0
a2
(F.10)
= + lim
α→0
[
i
∂
∂α
]{
− i
∑
ηrσ
∑
q1
∑
a1
[
G¯+−ηrσ(t)
]a1
a2
[
d
dt
G¯q1ηrσ(t)
]a0
a1
σ¯q¯1(λ1 − α/T )
}
− lim
α→0
{[
i
∂
∂α1
]2}{
− i
∑
ηrσ
∑
q1
∑
a1
[
G¯+−ηrσ(t)
]a1
a2
[
G¯q1ηrσ(t)
]a0
a1
×
[
−i1
2
T
d
dt
λ1
]
σ¯q¯1(λ1 − α1/T )
}
(F.11)
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Again, here, the derivative with respect to the α’s can be performed[
W
(a,1)
t
]a0
a2
= − 1
T
{∑
ηrσ
∑
a1
[
G¯+−ηrσ(t)
]a1
a2
[
d
dt
G¯+ηrσ(t)
]a0
a1
(
σ¯−
)′
(λ1)
}
− 1
T
{∑
ηrσ
∑
a1
[
G¯+−ηrσ(t)
]a1
a2
[
G¯+ηrσ(t)
]a0
a1
[
1
2
d
dt
λ1
] (
σ¯−
)′′
(λ1)
}
(F.12)
G Next-to-leading order adiabatic diagrams
In this Chapter, we derive the explicit expressions of the next-to-leading order contributions to
the diagrams of the instantaneous and the adiabatic kinetic equation.
G.1 W (i,2)t
Figure 37: Next-to-leading order diagram for the instantaneous kernel, W (i,2)t .
The two diagrams that we need to calculate are depicted in Fig. 37, assuming T/D ≪ 1.
Using the diagram rules, we need to calculate[
W
(i,2)
t
]a0
a4
= +
[
− i
∑
1,...,4
∑
q2
δ41¯δ32¯f
−(η1ω1/T )f
q¯2(η2ω2/T )
× G¯+4 (t)
1
i0− L[3]dot(t)
G¯+3 (t)
1
i0− L[2]dot(t)
G¯q¯22 (t)
1
i0− L[1]dot(t)
G¯+1 (t)
]a0
a4
+
[
+ i
∑
1,...,4
δ31¯δ42¯f
−(η1ω1/T )f
−(η2ω2/T )
× G¯+4 (t)
1
i0− L[3]dot(t)
G¯+3 (t)
1
i0− L[2]dot(t)
G¯+2 (t)
1
i0− L[1]dot(t)
G¯+1 (t)
]a0
a4
where, again, L[n]dot ≡ Ldot(t)−Xn(t). In the second term, we could immediately fix the index
of the outer vertex to q¯1 = +, since T/D ≪ 1. From Fig. 37 we see that in the energy shift of
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the left-most propagator, X3 =
∑
1≤m≤3 ηi(ωi + µri), the contributions of one contraction line
cancel out since either η3 = −η2 (first diagram) or η3 = −η1 (second diagram) respectively.
The matrix elements of the kernel therefore read[
W
(i,2)
t
]a0
a4
= −i
∑
1,2
∑
a1,a2,a3
∑
q2
[
G¯+
1¯
(t)
]a3
a4
[
G¯+
2¯
(t)
]a2
a3
[
G¯q¯22 (t)
]a1
a2
[
G¯+1 (t)
]a0
a1
× 1
i0− [Ea3(t)− x1(t)]
f−(η1ω1/T )f
q¯2(η2ω2/T )
i0− [Ea2(t)− x1(t)− x2(t)]
1
i0− [Ea1(t)− x1(t)]
+ i
∑
1,2
∑
a1,a2,a3
[
G¯+
2¯
(t)
]a3
a4
[
G¯+
1¯
(t)
]a2
a3
[
G¯+2 (t)
]a1
a2
[
G¯+1 (t)
]a0
a1
× 1
i0− [Ea3(t)− x2(t)]
f−(η1ω1/T )f
−(η2ω2/T )
i0− [Ea2(t)− x1(t)− x2(t)]
1
i0− [Ea1(t)− x1(t)]
(G.1)
= −i
∑
η1r1σ1
∑
η2r2σ2
∑
a1,a2,a3
∑
q2
[
G¯+
1¯
(t)
]a3
a4
[
G¯+
2¯
(t)
]a2
a3
[
G¯q¯22 (t)
]a1
a2
[
G¯+1 (t)
]a0
a1
D¯−q¯2 (λ3, λ2, λ1)
+ i
∑
η1r1σ1
∑
η2r2σ2
∑
a1,a2,a3
[
G¯+
2¯
(t)
]a3
a4
[
G¯+
1¯
(t)
]a2
a3
[
G¯+2 (t)
]a1
a2
[
G¯+1 (t)
]a0
a1
X¯−−
(
λ˜3, λ2, λ1
)
(G.2)
where in fact all λi = λi(t) are time-dependent with λ3 = [Ea3(t)− η1µr1(t)] /T , λ2 =
[Ea2(t)− η1µr1(t)− η2µr2(t)] /T , λ1 = [Ea1(t)− η1µr1(t)] /T and λ˜3 = [Ea3(t)− η2µr2(t)] /T .
The double frequency integrals (assuming λ1 6= λ3) evaluate to (see Appendix H for a detailed
derivation)
X q¯1q¯2
(
λ˜3, λ2, λ1
)
=
1
T
R∫
−R
dy1
R∫
−R
dy2
1
i0 + y2 − λ˜3
f q¯1(y1)f
q¯2(y2)
i0 + y1 + y2 − λ2
1
i0 + y1 − λ1 (G.3)
= −4π
2
T
δq¯1−δq¯2−
kR∑
k,m≥0
1
zk − λ˜3
1
zm + zk − λ2
1
zm − λ1 +O
(
1
R
)
(G.4)
Dq¯1q¯2 (λ3, λ2, λ1) =
1
T
R∫
−R
dy1
R∫
−R
dy2
1
i0 + y1 − λ3
f q¯1(y1)f
q¯2(y2)
i0 + y1 + y2 − λ2
1
i0 + y1 − λ1 (G.5)
= −4π
2
T
δq¯1−δq¯2−
kR∑
k,m≥0
1
zm − λ3
1
zm + zk − λ2
1
zm − λ1
+
2πi
T
δq¯1−
kR∑
m≥0
1
zm − λ3Q
q¯2
m
1
zm − λ1 +O
(
1
R
)
(G.6)
where we used R = D/T for convenience, kR =
⌈
R
2pi
− 1
2
⌉
, zk = iπ(2k + 1) and
Qq¯2m =

ipi
2
− i arctan
(
m+ 1
2
kR+
1
2
)
, q¯2 = +
1
2
log
(
1− 2(m+
1
2)(kR+
1
2)
[m+ 12+kR+
1
2 ]
2
)
, q¯2 = −
+O
(
1
R
)
(G.7)
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In case only the real part of the diagrams is required (that is if only diagonal elements of the
reduced density operator and real tunnel amplitudes are considered), one can derive (see also
Appendix H)
ImX q¯1q¯2
(
λ˜3, λ2, λ1
)
=
δq¯1−δq¯2−
λ2 − λ1 − λ˜3
[
F−−(λ2, λ˜3) + F
−−(λ2, λ1)
−F−−(λ1 + λ˜3, λ˜3)− F−−(λ1 + λ˜3, λ1)
]
(G.8)
ImDq¯1q¯2 (λ3, λ2, λ1) =
δq¯1−
λ3 − λ1
[
F q¯2− (λ2, λ3)− F q¯2− (λ2, λ1)
] (G.9)
where
F qq
′
(λ, λ′) = δq′−
1
T
{
pi
2
φ(λ′) , q = +
π [f−(λ′)φ(λ− λ′) + [φ(λ′ − λ)− φ(λ′)] b−(λ)] , q = − (G.10)
and bq(x) = 1
2
[b(x) + qb(−x)] is the (anti)symmetrized Bose function, b(x) = [exp(x)− 1]−1.
G.2 ∂W (i,2)t = i lim
z→i0
∂
∂zW
(i,2)
t (z)
Figure 38: Next-to-leading order diagram for the frequency derivative of the instantaneous
kernel, ∂W (i,2)t .
According to the diagram rules of Section 2.5.3 we can use the solution of the previous
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Section to write for the instantaneous frequency derivative of the kernel
[
∂W
(i,2)
t
]a0
a4
= lim
α→0
[
i
∂
∂α
]{
− i
∑
1,...,4
∑
q2
δ41¯δ32¯f
−(η1ω1/T )f
q¯2(η2ω2/T )
× G¯+4 (t)
1
i0− L[3]dot(t) + α
G¯+3 (t)
1
i0− L[2]dot(t) + α
G¯q¯22 (t)
1
i0− L[1]dot(t) + α
G¯+1 (t)
+ i
∑
1,...,4
δ31¯δ42¯f
−(η1ω1/T )f
−(η2ω2/T )
× G¯+4 (t)
1
i0− L[3]dot(t) + α
G¯+3 (t)
1
i0− L[2]dot(t) + α
G¯+2 (t)
1
i0− L[1]dot(t) + α
G¯+1 (t)
}a0
a4
(G.11)
= +
∑
η1r1σ1
∑
η2r2σ2
∑
a1,a2,a3
∑
q2
[
G¯+
1¯
(t)
]a3
a4
[
G¯+
2¯
(t)
]a2
a3
[
G¯q¯22 (t)
]a1
a2
[
G¯+1 (t)
]a0
a1
× lim
α→0
∂
∂α
D¯−q¯2 (λ3(α), λ2(α), λ1(α)) (G.12)
−
∑
η1r1σ1
∑
η2r2σ2
∑
a1,a2,a3
[
G¯+
2¯
(t)
]a3
a4
[
G¯+
1¯
(t)
]a2
a3
[
G¯+2 (t)
]a1
a2
[
G¯+1 (t)
]a0
a1
× lim
α→0
∂
∂α
X¯−−
(
λ˜3(α), λ2(α), λ1(α)
)
(G.13)
where λi(α) = λi − α/T and for the expression inside the curly brackets, we have inserted the
solution from Eq. (G.2), only taking care of the extra energy, α. Since the i-prefactors canceled
here, a calculation even of the diagonal matrix elements, a0+ = a0− and a4+ = a4− , with real
tunneling amplitudes needs the real part of the functions D¯−q¯2 and X¯−−, i.e. the functions Φi,
unlike for W (i,2)t .
G.3 W (a,2)t
The adiabatic kernel for the next-to-leading order in the tunneling coupling becomes slightly
more complicated than the leading order one since there are more vertices and propagators to
expand. However, using the diagram rules of Section 2.5.4 and Fig. 39 we can write for the
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(a)
(b)
Figure 39: Next-to-leading order diagrams for the adiabatic kernel, W (a,2)t , for (a) time-
dependent vertex functions and (b) time-dependent voltages. Here, only the diagrams for vertex
i = 2 and segment i = 2 are shown.
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expansion of the vertex functions
W
(a,2)
t
∣∣∣
vertex
=
∑
1≤i≤3
lim
αi→0
[
i
∂
∂αi
]{
− i
∑
1,...,4
∑
q2
δ41¯δ32¯f
−(η1ω1/T )f
q¯2(η2ω2/T )
× G¯+4 (t)
1
i0− L[3]dot(t) + αi
d
dt
G¯+i (t)
1
i0− L[2]dot(t)
G¯q¯22 (t)
1
i0− L[1]dot(t)
G¯+1 (t)
+ i
∑
1,...,4
δ31¯δ42¯f
−(η1ω1/T )f
−(η2ω2/T )
× G¯+4 (t)
1
i0− L[3]dot(t) + αi
d
dt
G¯+i (t)
1
i0− L[2]dot(t)
G¯+2 (t)
1
i0− L[1]dot(t)
G¯+1 (t)
}]a0
a4
(G.14)
= + lim
α1,α2,α3→0
∑
η1r1σ1
∑
η2r2σ2
∑
a1,a2,a3
∑
q2
×
([
G¯+
1¯
(t)
]a3
a4
[
G¯+
2¯
(t)
]a2
a3
[
G¯q¯22 (t)
]a1
a2
[
d
dt
G¯+1 (t)
]a0
a1
∂
∂α1
D¯−q¯2 (λ3(α1), λ2(α1), λ1(α1))
+
[
G¯+
1¯
(t)
]a3
a4
[
G¯+
2¯
(t)
]a2
a3
[
d
dt
G¯q¯22 (t)
]a1
a2
[
G¯+1 (t)
]a0
a1
∂
∂α2
D¯−q¯2 (λ3(α2), λ2(α2), λ1)
+
[
G¯+
1¯
(t)
]a3
a4
[
d
dt
G¯+
2¯
(t)
]a2
a3
[
G¯q¯22 (t)
]a1
a2
[
G¯+1 (t)
]a0
a1
∂
∂α3
D¯−q¯2 (λ3(α3), λ2, λ1)
)
− lim
α1,α2,α3→0
∑
η1r1σ1
∑
η2r2σ2
∑
a1,a2,a3
×
([
G¯+2¯ (t)
]a3
a4
[
G¯+1¯ (t)
]a2
a3
[
G¯+2 (t)
]a1
a2
[
d
dt
G¯+1 (t)
]a0
a1
∂
∂α1
X¯−−
(
λ˜3(α1), λ2(α1), λ1(α1)
)
+
[
G¯+
2¯
(t)
]a3
a4
[
G¯+
2¯
(t)
]a2
a3
[
d
dt
G¯+2 (t)
]a1
a2
[
G¯+1 (t)
]a0
a1
∂
∂α2
X¯−−
(
λ˜3(α2), λ2(α2), λ1
)
+
[
G¯+
2¯
(t)
]a3
a4
[
d
dt
G¯+
1¯
(t)
]a2
a3
[
G¯+2 (t)
]a1
a2
[
G¯+1 (t)
]a0
a1
∂
∂α3
X¯−−
(
λ˜3(α3), λ2, λ1
))
(G.15)
where we have again used the solution (G.2), only taking care of the additional energies and
replaced vertex functions. Please note the different energy arguments in the integral functions
in Eq. (G.15).
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For the expansion of the propagator, we obtain
W
(a,2)
t
∣∣∣
prop
=
∑
1≤i≤3
lim
αi,αi+1→0
([
i
∂
∂αi+1
]2
−
[
i
∂
∂αi
]2){
− i
∑
1,...,4
∑
q2
δ41¯δ32¯f
−(η1ω1/T )f
q¯2(η2ω2/T )
× G¯+4 (t)
1
i0− L[3]dot(t) + αi+1 + αi
G¯+i (t)
−i1
2
d
dt
L
[i]
dot(t)
i0− L[2]dot(t) + αi
G¯q¯22 (t)
1
i0− L[1]dot(t)
G¯+1 (t)
+ i
∑
1,...,4
δ31¯δ42¯f
−(η1ω1/T )f
−(η2ω2/T )
× G¯+4 (t)
1
i0− L[3]dot(t) + αi+1 + αi
G¯+i (t)
−i1
2
d
dt
L
[i]
dot(t)
i0− L[2]dot(t) + αi
G¯+2 (t)
1
i0− L[1]dot(t)
G¯+1 (t)
}a0
a4
(G.16)
= + lim
α1,α2,α3→0
∑
η1r1σ1
∑
η2r2σ2
∑
a1,a2,a3
∑
q2
[
G¯+
1¯
(t)
]a3
a4
[
G¯+
2¯
(t)
]a2
a3
[
G¯q¯22 (t)
]a1
a2
[
G¯+1 (t)
]a0
a1
× 1
2
(
dλ1
dt
[
∂2
∂α22
− ∂
2
∂α21
]
D¯−q¯2 (λ3(α2 + α1), λ2(α2 + α1), λ1(α1))
+
dλ2
dt
[
∂2
∂α23
− ∂
2
∂α22
]
D¯−q¯2 (λ3(α3 + α2), λ2(α2), λ1)
+
dλ3
dt
[
− ∂
2
∂α23
]
D¯−q¯2 (λ3(α3), λ2, λ1)
)
− lim
α1,α2,α3→0
∑
η1r1σ1
∑
η2r2σ2
∑
a1,a2,a3
[
G¯+
2¯
(t)
]a3
a4
[
G¯+
1¯
(t)
]a2
a3
[
G¯+2 (t)
]a1
a2
[
G¯+1 (t)
]a0
a1
× 1
2
(
dλ1
dt
[
∂2
∂α22
− ∂
2
∂α21
]
X¯−−
(
λ˜3(α2 + α1), λ2(α2 + α1), λ1(α1)
)
+
dλ2
dt
[
∂2
∂α23
− ∂
2
∂α22
]
X¯−−
(
λ˜3(α3 + α2), λ2(α2), λ1
)
+
dλ˜3
dt
[
− ∂
2
∂α23
]
X¯−−
(
λ˜3(α3), λ2, λ1
))
(G.17)
where for each segment i (inside curly brackets in Eq. (G.16)) we have again simply used the
solution from W (i,2)t , Eq. (G.2), taking care of the additional energy lines and the ddtL
[i]
dot-factor,
that evaluates to λi (or to λ˜3 in the last term of Eq. (G.17)). Note that in contrast to λi itself,
d
dt
λi is independent of the electron energies ω1 and ω2. We have also pulled out the factor 12 and
all i’s. The cancellation of the latter make clear that we need again the real part of the double
frequency integral.
The 4th order solution of the adiabatic kernel for both time-dependent voltages and tunnel-
ing amplitudes is obtained by simply summing Eq. (G.15) and Eq. (G.17).
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H Derivation of integrals for next-to-leading order tunneling
In this Chapter we explicitly derive the integrals for next-to-leading order in the tunneling. For
convenience, we suppress any time-dependence.
H.1 Real and imaginary part
In this Section we solve the real and imaginary part of the double-frequency integrals at the same
time. The derivations shown below, in particular the solution of the real part of the integrals,
have not been shown this far and are based on calculations of Ref. [166]. In Section H.2 we solve
the same integrals but only for the imaginary part which yields great simplifications compared
to the following derivation. In Ref. [48], the imaginary part of a similar integral expression is
discussed in detail without using the causal representation.
H.1.1 X-type diagram
First, we derive the integral occurring for the X-type diagram
X q¯1q¯2
(
λ˜3, λ2, λ1
)
=
1
T
∫ R
−R
∫ R
−R
dy1dy2
1
i0 + y2 − λ˜3
f q¯1 (y1) f
q¯2 (y2)
i0 + y1 + y2 − λ2
1
i0 + y1 − λ1 (H.1)
where we have defined R = D/T for convenience. First, we integrate over y2 using complex
integration. We close the integration path in the upper halve plane where the only poles stem
from the antisymmetric Fermi function (the symmetric Fermi function has no poles). They are
z2 = zk = iπ (2k + 1) (H.2)
where k ∈ Z with residue
lim
z→zk
(z − zk) f− (z) = lim
z→zk
(z − zk)
[
1
ez + 1
− 1
2
]
= lim
z→zk
1
ez
= −1 (H.3)
Therefore we close the complex integration path on the upper halve (using an arc with radius
R)
X q¯1q¯2
(
λ˜3, λ2, λ1
)
=
∫
dy1
{∮
dz2
1
i0 + z2 − λ˜3
f q¯1 (y1) f
q¯2 (z2)
i0 + y1 + z2 − λ2
1
i0 + y1 − λ1
−i
∫ pi
0
dϕ2
z2
i0 + z2 − λ˜3
f q¯1 (y1) f
q¯2 (z2)
i0 + y1 + z2 − λ2
1
i0 + y1 − λ1 |z2=Reiϕ2
}
(H.4)
=
∫
dy1
{
2πi
kR∑
k=0
1
zk − λ˜3
f q¯1 (y1) (−1) δq¯2−
y1 + zk − λ2
1
i0 + y1 − λ1
−i
∫ pi
0
dϕ2
z2
i0 + z2 − λ˜3
f q¯1 (y1) f
q¯2 (z2)
i0 + y1 + z2 − λ2
1
i0 + y1 − λ1 |z2=Reiϕ2
}
(H.5)
= X q¯1q¯21 +X
q¯1q¯2
2 (H.6)
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where zkR denotes the largest pole inside the enclosed region, i.e. kR =
⌈
R
2pi
− 1
2
⌉
. Neither the
first nor the second term can a priori be neglected. The problem in the second term is that in the
denominator y1 and z2 may cancel, leading to a 1/R decay only, which may be insufficient for
the y1-integration.
We consider X q¯1q¯21 first. Poles for the y2-integration are again all in the lower halve plane or
given by those from the antisymmetric Fermi function. Consequently
X q¯1q¯21 = 2πi
kR∑
m=0
2πi
kR∑
k=0
1
zk − λ˜3
(−1) δq¯1− (−1) δq¯2−
zm + zk − λ2
1
zm − λ1
− i
∫ pi
0
dϕ12πi
kR∑
k=0
z1
zk − λ˜3
f q¯1 (z1) (−1) δq¯2−
z1 + zk − λ2
1
i0 + z1 − λ1 |z1=Reiϕ1 (H.7)
= −4π2δq¯1−δq¯2−
∑
k,m
1
zk − λ˜3
1
zm + zk − λ2
1
zm − λ1
+O
(
1
R
)
(H.8)
Here, the second term decays like 1/R due to z1 ∼ R.
The second term, X q¯1q¯22 is less straightforward
X q¯1q¯22 = −i
∫
dy1
∫ pi
0
dϕ2
z2
i0 + z2 − λ˜3
f q¯1 (y1) f
q¯2 (z2)
i0 + y1 + z2 − λ2
1
i0 + y1 − λ1 |z2=Reiϕ2 (H.9)
= −i
{
2πi
∑
m
∫ pi
0
dϕ2
z2
i0 + z2 − λ˜3
δq¯1− (−1) f q¯2 (z2)
i0 + zm + z2 − λ2
1
i0 + zm − λ1 |z2=Reiϕ2
−i
∫ pi
0
∫ pi
0
dϕ1dϕ2
z2
i0 + z2 − λ˜3
f q¯1 (z1) f
q¯2 (z2)
i0 + z1 + z2 − λ2
z1
i0 + z1 − λ1 |zi=Reiϕi
}
(H.10)
= O
(
1
R
)
−
∫ pi
0
∫ pi
0
dϕ1dϕ2
z2
i0 + z2 − λ˜3
f q¯1 (z1) f
q¯2 (z2)
i0 + z1 + z2 − λ2
z1
i0 + z1 − λ1 |zi=Reiϕi (H.11)
where here, the first term decays as 1/R due to z2 ∼ R: since zm is purely imaginary, it cannot
cancel with z2 and therefore, the entire integral decays as 1/R. In the second term, we can
neglect the λ˜3 and λ1-dependence since zi ∼ R
X q¯1q¯22 ≈ −
∫ pi
0
∫ pi
0
dϕ1dϕ2
f q¯1 (z1) f
q¯2 (z2)
i0 + z1 + z2 − λ2 |zi=Reiϕi (H.12)
The integrand is problematic if z1 ≈ −z2. For the given situation, this is only possible in a
narrow window of angles ϕ1 ≈ 0 and ϕ2 ≈ π or vice versa. For all other angles, z1 and z2 do
not cancel and the integrand decays like 1/R again. To make this more precise, we define an
angle δ ≪ 1 such that for a given fixed R0 it holds∣∣R0 (eiδ − e−iδ)∣∣≫ 1 (H.13)
↔ δR0 ≫ 1 (H.14)
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For large bandwidths R > R0, we can therefore neglect λ2 compared to δR, no matter how
large/small λ2 is. Now, we split the double integral into problematic and less problematic
contributions.
X q¯1q¯22 ≈ −
∫ δ
0
dϕ1
∫ pi
pi−δ
dϕ2
f q¯1 (z1) f
q¯2 (z2)
i0 + z1 + z2 − λ2 |zi=Reiϕi
−
∫ pi
pi−δ
dϕ1
∫ δ
0
dϕ2
f q¯1 (z1) f
q¯2 (z2)
i0 + z1 + z2 − λ2 |zi=Reiϕi
−
(∫ δ
0
∫ pi−δ
0
+
∫ pi−δ
δ
∫ pi
0
+
∫ pi
pi−δ
∫ pi
δ
)
dϕ1dϕ2
f q¯1 (z1) f
q¯2 (z2)
i0 + z1 + z2 − λ2 |zi=Reiϕi (H.15)
The first two terms are problematic, the last one decays like 1/R since z1 and z2 cannot cancel
due to the choice of δ (see above). We will therefore neglect these. Now, we derive explicitly
the two remaining terms. Using
f q¯
(
Reiϕ
) ≈ { 12 q¯ , 0 6 ϕ < pi21
2
, pi
2
6 ϕ < π
(H.16)
since R≫ 1, and changing the integration variable ϕ2 → π − ϕ2 and ϕ1 → π − ϕ1 in the first
and second integral respectively, we can simplify
X q¯1q¯22 ≈ −
1
4
q¯1
∫ δ
0
dϕ1
∫ pi
pi−δ
dϕ2
1
i0 +R (eiϕ1 + eiϕ2)− λ2
− 1
4
q¯2
∫ pi
pi−δ
dϕ1
∫ δ
0
dϕ2
1
i0 +R (eiϕ1 + eiϕ2)− λ2 (H.17)
≈ −1
4
q¯1
∫ δ
0
∫ δ
0
dϕ1dϕ2
1
i0 + iR (ϕ1 + ϕ2) + λ2
− 1
4
q¯2
∫ δ
0
∫ δ
0
dϕ1dϕ2
1
i0 + iR (ϕ1 + ϕ2)− λ2 (H.18)
where both integrals are identical. These integrals can easily be solved and we obtain
X q¯1q¯22 ≈ −
1
4iR
q¯1
{
2δ log (2) +
1
iR
(i0− λ2) log (i0− λ2)
}
− 1
4iR
q¯2 . . . (H.19)
∼ O
(
1
R
)
(H.20)
This means that the “problematic” contributions still decay like 1/R and can therefore be ne-
glected. The X-type diagram therefore reads
X q¯1q¯2 = −4π2δq¯1−δq¯2−
∑
k,m
1
zk − λ˜3
1
zm + zk − λ2
1
zm − λ1 +O
(
1
R
)
(H.21)
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H.1.2 D-type diagram
The integral occurring in the D-type diagram reads
Dq¯1q¯2 (λ3, λ2, λ1) =
∫ ∫
dy1dy2
1
i0 + y1 − λ3
f q¯1 (y1) f
q¯2 (y2)
i0 + y1 + y2 − λ2
1
i0 + y1 − λ1 (H.22)
Again, we first perform the integration over y1 using complex integration. The only poles in
the upper halve stem from the antisymmetric Fermi function. We therefore close on the upper
halve
Dq¯1q¯2 (λ3, λ2, λ1) =
∫
dy2
{∮
dz1
1
i0 + z1 − λ3
f q¯1 (z1) f
q¯2 (y2)
i0 + z1 + y2 − λ2
1
i0 + z1 − λ1
−i
∫ pi
0
dϕ1
z1
i0 + z1 − λ3
f q¯1 (z1) f
q¯2 (y2)
i0 + z1 + y2 − λ2
1
i0 + z1 − λ1 |z1=Reiϕ1
}
(H.23)
=
∫
dy2
{
2πi
∑
m
1
zm − λ3
(−1) δq¯1−f q¯2 (y2)
zm + y2 − λ2
1
zm − λ1
+O
(
1
R
)}
(H.24)
The arc-term decays like 1/R or faster due to z1 ∼ R. For the first term, we perform again a
complex integration and close on the upper halve, since, again, the only poles there stem from
the antisymmetric Fermi function.
Dq¯1q¯2 (λ3, λ2, λ1) = 2πi
∑
k
2πi
∑
m
1
zm − λ3
(−1) δq¯1− (−1) δq¯2−
zm + zk − λ2
1
zm − λ1
− i
∫ pi
0
dϕ22πi
∑
m
z2
zm − λ3
(−1) δq¯1−f q¯2 (z2)
zm + z2 − λ2
1
zm − λ1 |z2=Reiϕ2 (H.25)
= −4π2δq¯1−δq¯2−
∑
k,m
1
zm − λ3
1
zm + zk − λ2
1
zm − λ1
+ 2πiδq¯1−
∑
m
1
zm − λ3Q
q¯2
m (λ2)
1
zm − λ1 (H.26)
Here, the second term cannot be disregarded, since z2 occurs only once in the denominator.
However, we will show that the contribution is small and, importantly, independent of any λi
and can therefore be calculated once and for all (for a given bandwidth).
Qq¯2m (λ2) = i
∫ pi
0
dϕ2
z2f
q¯2 (z2)
zm + z2 − λ2 |z2=Reiϕ2 (H.27)
≈ i
∫ pi
0
dϕ2
z2f
q¯2 (z2)
zm + z2
|z2=Reiϕ2 (H.28)
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where the λ2-dependence could be neglected due to z2 ∼ R. Furthermore
Qq¯2m ≈ i
∫ pi
2
0
dϕ2
z2
1
2
q¯2
zm + z2
|z2=Reiϕ2 + i
∫ pi
pi
2
dϕ2
z2
1
2
zm + z2
|z2=Reiϕ2 (H.29)
=
1
2
q¯2
∫ pi
2
0
dϕ2
iReiϕ2
zm +Reiϕ2
+
1
2
∫ pi
pi
2
dϕ2
iReiϕ2
zm +Reiϕ2
(H.30)
=
1
2
q¯2 {log (zm +Ri)− log (zm +R)}
+
1
2
{log (zm −R)− log (zm +Ri)} (H.31)
and, using R ≈ π (2kR + 1) and
log (zm + iR) = log (2π) + log
(
m+
1
2
+ kR +
1
2
)
+ i
π
2
(H.32)
log (zm +R) = log (2π) +
1
2
log
([
m+
1
2
]2
+
[
kR +
1
2
]2)
+ i arctan
(
m+ 1
2
kR +
1
2
)
(H.33)
log (zm − R) = log (2π) + 1
2
log
([
m+
1
2
]2
+
[
kR +
1
2
]2)
+ i
(
π − arctan
(
m+ 1
2
kR +
1
2
))
(H.34)
it follows
Qq¯2m ≈
 i
pi
2
− i arctan
(
m+ 1
2
kR+
1
2
)
, q¯2 = +
1
2
log
([
m+ 1
2
]2
+
[
kR +
1
2
]2)− log (m+ 1
2
+ kR +
1
2
)
, q¯2 = −
(H.35)
=

ipi
2
− i arctan
(
m+ 1
2
kR+
1
2
)
, q¯2 = +
1
2
log
(
1− 2(m+
1
2)(kR+
1
2)
[m+ 12+kR+
1
2 ]
2
)
, q¯2 = −
(H.36)
We remark thatQq¯2m can be approximated linearly very well for smallm. Furthermore, since it is
independent of any λi, its calculation is numerically rather cheap and merely acts as weighting
parameter.
The direct integral therefore reads
Dq¯1q¯2 (λ3, λ2, λ1) = −4π2δq¯1−δq¯2−
∑
k,m
1
zm − λ3
1
zm + zk − λ2
1
zm − λ1
+ 2πiδq¯1−
∑
m
1
zm − λ3Q
q¯2
m
1
zm − λ1 (H.37)
H.2 Imaginary part only
If only the imaginary part is required, a solution is available that avoids sums over the poles.
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H.2.1 X-type diagram
Again, we start with the integral for the X-type diagram
ImX q¯1q¯2
(
λ˜3, λ2, λ1
)
= Im
1
T
∫ R
−R
∫ R
−R
dy1dy2
1
i0 + y2 − λ˜3
f q¯1 (y1) f
q¯2 (y2)
i0 + y1 + y2 − λ2
1
i0 + y1 − λ1
(H.38)
First, we split the denominator [167]
1
i0 + y2 − λ˜3
1
i0 + y1 + y2 − λ2
1
i0 + y1 − λ1 =
1
λ2 − λ1 − λ˜3
×
(
1
i0 + y1 + y2 − λ2 −
1
i0 + y1 + y2 − λ1 − λ˜3
)
×
(
1
i0 + y2 − λ˜3
+
1
i0 + y1 − λ1
)
(H.39)
which is valid for λ2 6= λ1 + λ˜3 (this condition does not limit the solution, since, as we will
see later, it takes a differential form for λ2 → λ1 + λ˜3). The X-type integral can therefore be
written as
ImX q¯1q¯2
(
λ˜3, λ2, λ1
)
=
1
λ2 − λ1 − λ˜3
(
F q¯1q¯2(λ2, λ˜3) + F
q¯2q¯1(λ2, λ1)
−F q¯1q¯2(λ1 + λ˜3, λ˜3)− F q¯2q¯1(λ1 + λ˜3, λ1)
)
(H.40)
where
F q¯1q¯2(λ, λ′) =
1
T
Im
∫ R
−R
∫ R
−R
dy1dy2
f q¯1(y1)
i0 + y1 + y2 − λ
f q¯2(y2)
i0 + y2 − λ′ (H.41)
First, we note that F q¯1+(λ, λ′) ∼ O(1/R). This can easily be shown as for the X q¯1q¯22 function
of the previous Section, see Eq. (H.9) and the following derivation. The key is again that for
q¯2 = +, the y2 integration decays fast enough since it occurs in both denominators. F+− is also
easily be calculated
F+−(λ, λ′) =
1
T
Im
∫ R
−R
∫ R
−R
dy1dy2
1
2
i0 + y1 + y2 − λ
f−(y2)
i0 + y2 − λ′ (H.42)
= −π
2
1
T
Re
∫ R
−R
∫ R
−R
dy1dy2
[
f−(y2)δ(y2 − λ′)
i0 + y1 + y2 − λ +
f−(y2)δ(y2 + y1 − λ′)
i0 + y2 − λ′
]
(H.43)
= −π
2
1
T
Re
[
2f−(λ′)σ¯+(λ− λ′) + σ¯−(λ′)] (H.44)
=
π
2
1
T
φ(λ′) (H.45)
where we have used Eq. (F.4) from the leading order integral and
1
i0 + x− λ = Re
1
i0 + x− λ − iπδ (x− λ) (H.46)
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This only leaves F−−. Performing the y2-integration, we obtain
F−−(λ, λ′) = −π 1
T
Re
∫ R
−R
dy1
[
f−(y1)f
−(λ′)
i0 + y1 + λ′ − λ +
f−(y1)f
−(λ− y1)
i0 + λ− y1 − λ′
]
(H.47)
To proceed, we split in the second term the product of the Fermi functions using
f−(y1)f
−(λ− y1) = −
[
f−(y1) + f
−(λ− y1)
]
b−(λ)− 1
4
(H.48)
where bq(x) = 1
2
[b(x) + qb(−x)] is the (anti)symmetric Bose function with b(x) = [exp(x)− 1]−1.
Using again Eq. (F.4) the solution reads
F−−(λ, λ′) = π
1
T
[
f−(λ′)φ(λ− λ′) + [φ(λ′ − λ)− φ(λ′)] b−(λ)] (H.49)
and in total
F q¯1q¯2(λ, λ′) = δq¯2−
1
T
{
pi
2
φ(λ′) , q¯1 = +
π [f−(λ′)φ(λ− λ′) + [φ(λ′ − λ)− φ(λ′)] b−(λ)] , q¯1 = − (H.50)
According to Section H.1.1, X q¯1q¯2 ∝ δq¯1−δq¯2−. The X-type integral therefore reads
ImX q¯1q¯2
(
λ˜3, λ2, λ1
)
= δq¯1−δq¯2−
π
λ2 − λ1 − λ˜3
{
f−
(
λ˜3
) [
φ(λ2 − λ˜3)− φ(λ1)
]
+ f− (λ1)
[
φ(λ2 − λ1)− φ(λ˜3)
]
−
[
φ
(
λ˜3
)
− φ(λ1 − λ2) + φ(λ1)− φ(λ˜3 − λ2)
]
b−(λ2)
}
(H.51)
where we have used that φ(λ) = φ(−λ).
H.2.2 D-type diagram
The D-type integral reads
ImDq¯1q¯2 (λ3, λ2, λ1) = Im
∫ ∫
dy1dy2
1
i0 + y1 − λ3
f q¯1 (y1) f
q¯2 (y2)
i0 + y1 + y2 − λ2
1
i0 + y1 − λ1 (H.52)
Using
1
i0 + y1 − λ3
1
i0 + y1 − λ1 =
1
λ3 − λ1
(
1
i0 + y1 − λ3 −
1
i0 + y1 − λ1
)
(H.53)
we can immediately write
ImDq¯1q¯2 (λ3, λ2, λ1) =
1
λ3 − λ1 [F
q¯2q¯1 (λ2, λ3)− F q¯2q¯1 (λ2, λ1)] (H.54)
with F q¯2q¯1 following from Eq. (H.50) (note the interchanged quasi Keldysh indices).
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