Abstract. Nowadays, when extreme weather affects an urban area, huge amounts of digital data are spontaneously produced by the population on the Internet. These "digital trails" can provide an insight on the interactions existing between climate related risks and the social perception of these risks. According to this research "big data" exploration techniques can be exploited to monitor these interactions and their effect on urban resilience. The experiments presented in this paper show that digital research can bring out the most central issues in the digital media, identify the stakeholders that have the capacity to to quantitative analysis of its nodes and edges allow obtaining an in-depth understanding of the most prominent topics and actors, as well as of the connections and clusters that these topics and actors tend to form in the journalistic sphere. Through a comparison of the three datasets, it is also possible to observe how these patterns change over time, in different urban areas and in different digital media contexts.
this flood event reached a peak of 310 articles published in one day (corresponding to 29437 terms, as illustrated by Fig. 1a ). This is a remarkable figure considering Vallauris, Biot et Mandelieu-la-Napoule were the most affected municipalities. The press coverage of this flood event was more limited (286 articles over five months) in comparison to the Seine River flood (761 articles over five months), even though the first flood took a huge toll on human life with 20 deaths. This is probably due to the higher newsworthiness that events in the French capital have in comparison to those occurring in the rest of the country. Another reason is that the economic risks related to a flood event in Paris region are extremely high (OECD, 2014) since it is a densely populated area that represents a third of 10 the national economy, and where companies' headquarters, national and international institutions are located; furthermore, it is an important transportation node and one of the first tourist destinations in the world.
As mentioned above, the press select and prioritise the news, hence it defines the prominent topics and their organisation in thematic clusters. In this way, editors and journalists obviously influence the public perception of an extreme weather event, even though a two-ways relationship exists between the press and the audience. This bond has been progressively fading since 15 access to information has hugely increased in terms of variety and quantity, as a consequence of different factors, among others the development of public relations by non-journalistic organisations and the pervasive role of the Web sphere (Bucchi, 2013; Trench, 2008) . In this context, a corpus of texts published on a social network deserves to be analysed and compared to the press articles corpus in order to have insight of the public perception of a flood event beyond the borders of the journalistic arena. The third dataset analysed in this paper is a corpus of tweets covering to the Seine River of June 2016. The choice to 20 focus on Twitter is due to the fact that public authorities and citizens are increasingly using Twitter during natural disasters as a two-way early warnings and information channel. According to Bruns and Liang (2012) , Twitter is particularly suitable for crisis communication, indeed its "flat and flexible communicative structure" allows any visitor to access public tweets: users that are not yet followers of the account that disseminates the information on a crisis event or even visitors that are not registered on Twitter. Furthermore, hashtags allow any visitor to search for tweets on a specific topic. Such communicative 25 structure facilitates fast, large-scale collection of information.
Press coverage of Seine River flood in 2016
A corpus of 761 articles was first selected through Europresse archives on the base of the following criteria: French press articles published from 15/05/2016 to 15/10/2016, with a title including the terms "crue" or "inond*" and "Seine" or "Ile-deFrance" or "Paris" or "Région Parisienne". The corpus was then analysed through the open source software Gargantext.
30
2 Media contribute to our perception of reality (including risks and disasters) through selection and omission of information. For example the UK government reassurance campaign contributed to spread the mad cow disease, which resulted in millions of animals being destroyed and the deaths of 226 people.
Furthermore, humans respond more forcefully to emotional appeals than to facts like in the case of the Indian Tsunami earthquake (2004): images and stories from tourists and the extreme language used by the media led to a higher donors' response compared to other disasters with more victims.
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Aggregated analysis
A first histogram was created to illustrate the intensity of press coverage in terms of number of terms per day and how it evolved over one month (see Fig. 1a ). Due to a very high inflow of publications in few days, the information in Fig. 1a ) is presented in a semi-log plot to make the information more clear. The press coverage peak was reached on 3 rd of June 2016: on the same day the Seine River discharge was highest.
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The following step of the analysis consisted in selecting terms that correspond to a range of "flood resilience solutions" (see Table S1 ). "Flood resilience solutions" is understood here in a large sense, as any kind of solution that is implemented Gargantext database corpora, as well as on the base of the co-occurrencies that characterise this specific corpus. These lists were then manually refined on the base of the relevance of each term (as a solution aimed to cope with a flood event) and finally merged. This list was used to analyse the occurrency and co-occurrency of the key terms in each corpus, except for the terms with less than five occurrences that were not considered in order to highlight the most frequent topics.
As shown in Fig. 1a , the key terms list allowed a comparison between the total number of terms per day with the number 15 of key terms per day referring to the topic of flood resilience solutions. The comparison between the overall corpus with the sub-group of key terms (referring to flood resilience solutions) aimed to monitor how the quality of the contents evolved over time. The portion of flood resilience solutions key terms varies between 0% and 10%. Further insights can be obtained through a comparison with other histograms based on different corpora of texts. Figure 1b shows a similar histogram based on press articles covering the 2018 Seine River flood (21/01/2018 -20/02/2018) . In this case the portion of key terms referring to flood 20 resilience solutions is reduced, since it varies between 0% and 5%. A comparison with two other corpora (a corpus of news covering a flood event in a different location and a corpus of tweets) will be presented in the next sections.
Network representation
After analysing the key terms frequency in an aggregated manner, the second step of the analysis was aimed at representing a complex communication network highlighting the connections that exist among different topics and public fig-25 ures/organisations. The network was based on an adjusted version of the terms list referring to flood resilience solutions.
Indeed new key terms corresponding to public figures and organisations involved in flood risk management, as well as affected infrastructures and properties were added to the initial list. Furthermore, synonyms ("habitants" and "riverains"), declensions of terms (e.g. "scientifique" and "scientifiques") and equivalent forms (e.g. "Établissement Public Seine Grands Lacs" et "EPTB Seine Grands Lacs") were merged. Once the terms list was refined, a network of 254 nodes and 445 edges ( Figure 2 ) was 30 generated on the base of the conditional distance between two key terms, i.e. the incidence of co-occurrences of two terms in the same articles. The size of a node represents its centrality that measures the number of node connections, in other words how frequently a term is associated to flood resilience related topics or risk management actors. Each subset or "cluster" cor- responds to a group of key topics and key actors that frequently appear in the same article. Gargantext allows zooming in and out the network, moving around, selecting a node and highlighting its connections.
Visual observation of the network
Similarly to the network representation presented by Venturini (Venturini et al., 2014) , a first analysis of the results can be based on visual observation of the network. By navigating the network, it is possible to observe very central, i.e. strongly connected, In Figure S2 .2 the most frequent co-occurrences (i.e. the highest edges weight) are identified with the label of the corresponding couple of nodes. The figure highlights that frequently coupled terms are: terms that concern the same risk management field (e.g. rescue services); terms that concern the same area of affected activities (agriculture or transports); terms that concern 5 infrastructure located in the same flood prone area; two terms that refer to an action and the object to which this action is directed (e.g. « clubs » and « closing ») or a subject and an action performed by it (e.g. « trains » and « normally circulating »).
Press coverage of the Alpes-Maritimes flood in 2015
286 articles were extracted through Europresse. We used the following criteria in the selection: French press articles from 15/09/2015 to 15/02/2015, with a title including the terms "crue" or "inond*" and a reference to at least one of the locations 
Aggregated analysis
Since the total amount of news for this case study is smaller, the peak of published terms per day (see Fig. 1d ) is obviously reduced (108 articles on the 4 th of October, corresponding to 14772 terms). As shown in Fig. 1d , after the maximum peak (on the 4 th of October) the number of terms per day decreases less progressively than in the Paris region case studies (Fig.1a,   15 1b). This characteristic of the curve can be explained by the limited media visibility of the region, another reason might be a different evolution of the rivers flow (a very slow decrease of water levels in the case of the Seine River). A peculiarity in Fig.   1d is that there are two small peaks on the 12 th of October (with the news of two rescued persons and two victims) and then on the 28 th of October (with the news of the mayor of Cannes calling for help to the movie celebrities).
In order to assess the visibility that was given to the debate on flood resilience solutions, the term list, that we formerly 20 created, was used to identify a subset in the second corpus (Fig. 1d) . As in the previous experiment, terms with less than 5 occurrences were excluded. The portion of terms referring to flood resilience solutions varies from 0% to 9%, which is close to the percentages of the first case study.
Network representation and visual observation
In a second stage, the key terms list was enriched with terms corresponding to public figures and organisations, affected 25 infrastructures and properties. After merging synonyms, declensions of terms and equivalent forms, the list of key terms was and "#crueseine" or "#inondation" or "#inondations" or "#pluies" or "#Seine"). As it is suggested by Bruns et Liang (2012) ,hashtags allow focusing on those tweets where terms related to a flood are marked as important information. Geo-location was not used as a criterion because the sample of tweets would have been very small: few users provide such detail with their tweet (Bruns et Liang, 2012) . The corpus was then refined by deleting duplicates. In order to facilitate a comparison with the previous corpora, the tweets that mentioned locations outside the Paris region were deleted as well. As a result, the final corpus included 5 7984 tweets.
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Nat As in the previous case studies, an aggregated analysis of the sample of tweets was made through Gargantext: Figure 1c highlights that a terms peak occurred on the 3 rd of June 2016 when the Seine River discharge was highest. Like in the case of the press coverage of the Seine River flood, a correlation exists between the social representation of a meteorological event and its physical-environmental impact. However it should be noticed that the maximum peak is not significant as in the histograms based on the press corpora. 
Aggregated analysis
A list of terms related to flood resilience solutions allowed highlighting that a minority of terms referred to these solutions.
The list (first row in Table S4 ) was established on the base of the previous term list and new relevant terms that are specific to Twitter jargon and include also English terms. The green columns in Fig. 1c represent the portion of terms referring to flood resilience solutions that varies between 0% and 3,5% of the total amount of terms published per day. The occurrence 10 of key terms was so limited that it was not possible to represent a significant network, even after extracting terms referring to stakeholders and affected infrastructures. Indeed the majority of tweets included in the corpus only describe the flood event and its impact. This is due to the limited numbers of characters that are allowed for each tweet (up to 140 in 2016) and that make the information essential, unless the tweet includes a link to an external webpage (the contents of which can't be automatically analysed through Gargantext). Twitter indeed is conducive to a fragmented communication.
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Even if the thematic patterns of tweets cannot be represented through a network, we can push forward an aggregated analysis.
We can identify thematic groups of key terms (Table S4 ) and their frequency as it was done by Vieweg et al. (2010) . As shown in Fig. 4 , a major portion of key terms (3143 occurrences) consists in purely factual information, with references to the time and location of the flood event. According to this result, Twitter might be primarily used as a mean to disseminate warnings. The category "flood resilience solutions" (1420 occurrences) includes a relevant portion of key terms, as well as the "stakeholders" 20 category (1060 occurrences), however they are less frequent than terms describing the weather event (1506 occurrences) and its impact (1644 occurrences). On the contrary, the debate on the causes (72 occurrences) and risks (320 occurrences) is of little account.
Users' profile and behaviour
Besides this thematic analysis, the same sample of tweets can be used to investigate the behaviour of its users, their profiles 25 and their interactions. This is the specific added value of social media data. We followed an approach which draws on the maps presented in the Climaps platform 4 . We identified the most active, liked and retweeted users in the sample. We consider as the "most active users" those accounts that published more than 10 tweets in one month: we counted 59 users with this characteristic. The "most liked users" are those accounts that received more than 50 likes per tweet in one month: 43 users have this characteristic. We name those accounts that received more than 50 retweets per tweet in one month as the "most retweeted values, it is possible to see that retweets and likes follow similar patterns. If the number of likes is high, the number of retweets will probably be high as well. 5 After finding the interquartile range (IQR) and the upper quartile (Q3), the upper bound is calculated with the following formula :
Upper bound = Q3+1.5*IQR.
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Nat As shown in Fig. 5c the most liked users are journalists (21%), followed by users that operate in the field of public administration / policy making (16%), art / historical monuments (16%) and transports (14%). The press seems to raise broad interest:
in the changing landscape of digital media, the press continues to be considered as a source of reliable information. Public 14 Nat. Hazards Earth Syst. Sci. Discuss., https://doi.org/10.5194/nhess-2018-200 Manuscript under review for journal Nat. Hazards Earth Syst. Sci. Discussion started: 26 July 2018 c Author(s) 2018. CC BY 4.0 License. authorities and policy makers are frequently in the social media spotlight, as their views can have direct consequences for the society. The popularity of the accounts related to art /historical monuments and transports is likely due to the fact that Paris region inhabitants, as well as tourists and people travelling across the region, felt strongly affected by the flood impacts on museums and transport infrastructures.
By looking at the areas of activity of the most retweeted accounts in Fig. 5d , we can notice similar trends to those presented 5 in Fig. 5c : the most relevant segment is the press (29%), followed by public authorities / policy making (14%) and art / historical monuments (12%). The portion of tweets published by users that deal with transports is smaller (10%) than in Fig. 5c with a percentage difference of 4%. A small difference that could be explained by the fact that these tweets describe how transport workers cope with the flood, but they don't convey helpful information for the passengers.
6 Results and discussion 10
Comparison of the four histograms
The case studies discussed in this article aim at illustrating how big data exploration techniques allow complex analysis of the digital media debate on urban resilience to extreme weather. The first step of the analysis consisted in observing the media coverage distribution over one month. The four histograms presented in Fig. 1 are based on four different datasets: press news on the 2016 Seine River flood; press news on the 2018 Seine River flood; press news on the 2015 flood in the Alpes-Maritimes
15
Department; tweets on the 2016 Seine River flood. A comparison of the four histograms highlights that, in the press as well as in social media, the peak of publications per day is determined by the date of the highest river discharge. This clearly proves a correlation between a meteorological event and its social representation. A possible explanation could be that the press tend to rather focus on the immediate consequences of natural disasters (Houston et al., 2012) . Twitter seems to follow the same trend as the press. Figure 1 also shows a noteworthy difference between the Alpes-Maritimes flood and the two Seine River floods.
20
The 2015 and 2018 Seine River floods are marked by a slower decrease of press coverage, after the maximum coverage peak is reached. This kind of evolution is probably due to the high media visibility of Paris, and it could have been reinforced by the very slow decrease of water levels of the Seine River.
A list of terms related to flood resilience solutions was then defined through iteration between manual analysis of the datasets and automated text mining. An aggregated analysis of these key terms allowed identifying thematic subsets in each dataset and 25 observing the distribution of the number of published key terms per day (Fig. 1) . The comparison between the four datasets calls attention to the minor discussion on flood resilience solutions on Twitter, if we compare it to the debate in the press. Indeed Twitter is a social media that is typically used as an early warning system: to disseminate factual information on the time and location of a flood.
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Comparison of the network representations
The next stage of the analysis involved network representation applied to the 2016 Seine River flood case study and the 2015 Alpes-Maritimes case study. Thanks to an observation of the thematic clusters it was possible to gain a qualitative insight on how the debate on flood resilience is structured. A quantitative evaluation of the most central nodes and of the most frequent connections in the network enabled us to push forward the analysis: we identified the most prominent topics and actors and 5 which of these are often coupled together. A comparison between the first and the second case study reveals some interesting differences between the two. In the first corpus of articles, the debate on various levers for flood resilience is well developed and detailed. Furthermore, specific stakeholders can be associated to specific resilience levers. In the second corpus, the important number of victims drew the media attention to the tragic impact of the flood event and to emergency management. Hence, the most relevant stakeholders are the victims and those organisations that were involved in rescue activities and economic 10 compensation. The macro-theme "impact record" appears in both graphs and it is probably a recurring topic in the press coverage of natural disasters.
Tweets analysis
While network representation supported by Gargantext isn't suitable for a corpus of tweets, an aggregated analysis of thematic categories of Twitter terms is more appropriate for the purpose of this research. Moreover, Twitter data are valuable since they 15 contain information on the profile of its users and metrics that describe how the users interact with each other. Indeed, it is possible to identify the most active users and the users that publish the most popular tweets. By focusing on the tweets that obtained more than fifty likes or more than fifty retweets, it is possible to observe that the most popular tweets are published by the press and public authorities, i.e. those actors that are also visible in the press. Percentages presented in Fig. 5c and Fig.   5d suggest that Twitter users operating in the media sector and in the public administration / policy making sector are leading 20 opinion makers in the debate on Paris flood risk. Twitter is a media open to any contributor, however it seems that the most popular users are those actors that are also visible in the press. Fig. 5c and 5d also call attention to a widespread interest among Twitter users in the flood impact on transports and cultural heritage: this is probably specific to a population that lives or travels in a metropolis with a dense transport network and a very high concentration of historical monuments and museums.
Conclusions and perspectives
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In this article we employed big data exploration techniques to investigate how urban resilience to extreme weather is perceived in the digital media debate. Through this study, we firstly intended to test how these techniques can be used to define metrics of social representation of urban resilience. In our view, these metrics can be integrated to a wider assessment of urban resilience to weather extremes. Secondly, we aimed at gaining an insight of the social perception of flood resilience in two French urban areas. This research is still in progress, however the experiments presented in this paper allowed us to obtain quantitative data 30 on: discharge (an environmental factor); -The evolution of the intensity of the debate over time, in two different locations and in two different media contexts (French press and Twitter); -The differences that exist in terms of quality of the contents (i.e. reference to flood resilience solutions) between the 5 press coverage of a flood event and the Twitter coverage of the same event;
-The most central topics and actors in the press, and how these patterns change in two different urban areas;
-The most frequent connections that exist among these topics and actors, and how these patterns change in two different urban areas;
-The most prominent topics in the Twitter debate;
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-The profile of the most active and the most popular Twitter users.
These initial results are promising: they allowed a complex understanding of the intensity and quality of the digital media debate. In the future we intend to push forward our research by considering a longer time scale. We also intend to study the correlations that might exist between the intensity and quality of the debate and other resilience variables, such as: the number of citizens affected by extreme weather, the surface of regreened areas, the amount of insurance compensations for natural 15 disasters, etc. Tweets analysis could be more fruitful if supported with automated exploration of Twitter accounts and network representation of likes and retweets. It would be then possible to analyse larger samples of data and easily move from an aggregated level to a detailed level of analysis.
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