One of the major challenges impeding advancement in image-guided surgical (IGS) systems is the softtissue deformation during surgical procedures. These deformations reduce the utility of the patient's preoperative images and may produce inaccuracies in the application of preoperative surgical plans. Solutions to compensate for the tissue deformations include the acquisition of intraoperative tomographic images of the whole organ for direct displacement measurement and techniques that combines intraoperative organ surface measurements with computational biomechanical models to predict subsurface displacements. The later solution has the advantage of being less expensive and amenable to surgical workflow. Several modalities such as textured laser scanners, conoscopic holography, and stereo-pair cameras have been proposed for the intraoperative 3D estimation of organ surfaces to drive patient-specific biomechanical models for the intraoperative update of preoperative images. Though each modality has its respective advantages and disadvantages, stereo-pair camera approaches used within a standard operating microscope is the focus of this article. A new method that permits the automatic and near real-time estimation of 3D surfaces (at 1 Hz) under varying magnifications of the operating microscope is proposed. This method has been evaluated on a CAD phantom object and on full-length neurosurgery video sequences ($1 h) acquired intraoperatively by the proposed stereovision system. To the best of our knowledge, this type of validation study on full-length brain tumor surgery videos has not been done before. The method for estimating the unknown magnification factor of the operating microscope achieves accuracy within 0.02 of the theoretical value on a CAD phantom and within 0.06 on 4 clinical videos of the entire brain tumor surgery. When compared to a laser range scanner, the proposed method for reconstructing 3D surfaces intraoperatively achieves root mean square errors (surface-to-surface distance) in the 0.28-0.81 mm range on the phantom object and in the 0.54-1.35 mm range on 4 clinical cases. The digitization accuracy of the presented stereovision methods indicate that the operating microscope can be used to deliver the persistent intraoperative input required by computational biomechanical models to update the patient's preoperative images and facilitate active surgical guidance.
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Introduction
Intraoperative soft tissue deformations or shift can produce inaccuracies in the preoperative plan within image-guided surgical (IGS) systems. For instance, in brain tumor surgery, brain shift can produce inaccuracies of 1-2.5 cm in the preoperative plan (Roberts et al., 1998a; Nimsky et al., 2000; Hartkens et al., 2003) . Furthermore, such inaccuracies are compounded by surgical manipulation of the soft tissue. These real-time intraoperative issues make realizing accurate correspondence between the physical state of the patient and their preoperative images challenging in IGS systems. To address these intraoperative issues, several forms of intraoperative imaging modalities have been used as data to characterize soft tissue deformation in IGS systems. Based on the modality used, intraoperative tissue deformation compensation methods can be categorized as: (1) partial or complete volume tomographic intraoperative imaging of the organ undergoing deformation and (2) intraoperative 3D digitization of points on the organ surface, the primary focus of this article. Tomographic imaging modalities such as intraoperative computed tomography (iCT) (King et al., 2013) , intraoperative MR (iMR), and intraoperative ultrasound (iUS) have been used to compensate for tissue deformation and shift in hepatectomies (Lange et al., 2004; Bathe et al., 2006; Nakamoto et al., 2007) and neurosurgeries (Butler et al., 1998; Nabavi et al., 2001; Comeau et al., 2000; Letteboer et al., 2005) . These types of volumetric imaging modalities provide direct access to the deformed 3D anatomy. However, these modalities are affected by surgical workflow disruption, engendered cost, or poor image contrast.
Employing 3D organ surface data to drive biomechanical models to compute 3D anatomical deformation is an alternative to the compensating for anatomical deformation using the above mentioned volumetric imaging based methods. Recent research has demonstrated that volumetric tissue deformation can be characterized and predicted with reasonable accuracy using organ surface data only (Dumpuri et al., 2010a; Chen et al., 2011; DeLorenzo et al., 2012; Rucker et al., 2013) . These types of computational models rely on accurate correspondences between digitized 3D surfaces of the soft-tissue organ taken at various time points in the surgery. Certainly, persistent delivery of 3D organ surface measurements to this type of model-update framework can realize an active IGS system capable of delivering guidance in close to real time. Organ surface data and measurements to drive these computational models can be obtained using textured laser range scanners (tLRS), conoscopic holography , and stereovision systems. All of these modalities deliver geometric measurements of the organ surfaces in the field of view (FOV) as 3D points or a point cloud. In the case of tLRS and stereovision, the point clouds carry color information making them textured. These modalities allow for an inexpensive alternative to 3D tomographic imaging modalities and provide an immediate non-contact method of digitizing 3D points in a FOV. With these types of 3D organ surface digitization and measurement techniques, the required input can be supplied to the patient-specific biomechanical computational framework to compensate for soft tissue deformations in IGS systems with minimal surgical workflow disruption. In this paper, we compare the point clouds obtained by the tLRS and the developed stereovision system capable of digitizing points under varying magnifications and movements of the operating microscope.
Optically tracked tLRS have been used to reliably digitize surfaces or point clouds to drive biomechanical models for compensation of intraoperative brain shift and intraoperative liver tissue deformation (Cash et al., 2007; Dumpuri et al., 2010a Dumpuri et al., , 2010b Chen et al., 2011; Rucker et al., 2013) . The tLRS can digitize points with sub-millimetric accuracy within a root mean square (RMS) error of 0.47 mm . While the tLRS provides valuable intraoperative information for brain tumor surgery, establishing correspondences between temporally sparse digitized organ surfaces is challenging and makes computing intermediate updates for brain tumor surgery even more challenging .
Stereovision systems of operating microscopes can remedy the deficiencies of the tLRS by providing temporally dense 3D digitization of organ surfaces to drive the patient-specific biomechanical soft-tissue compensation models. Initial work in a similar vein has been done with respect to using an operating microscope for visualizing critical anatomy virtually in the surgical FOV for neurosurgery and otolaryngology surgery (King et al., 1999; Edwards et al., 2000) . In this augmented reality microscope-assisted guided intervention platform, bivariate polynomials for camera calibration (Willson, 1994) are used with a given zoom and focus input setting for establishing the correct 3D position of critical anatomies overlays. Figl et al. (2005) developed a fully automatic calibration method for an optical see-through head-mounted operating microscope for the full range of zoom and focal length settings, where a special calibration pattern is used. In this presented work, we use standard camera calibration techniques (Zhang, 2000) with a content-based approach and do not separate the zoom and focal length settings of the microscope's optics as done in Willson (1994) and Figl et al. (2005) . Our method is based on estimating the magnification being used by neurosurgeons. This magnification is the result of a combination of using the zoom and/or focal length adjustment functions on the operating microscope.
Although stereovision techniques are often used for surface reconstruction in computer-assisted laparoscopic surgeries (Maier-Hein et al., 2013, in press) , in this paper, we focus on three stereovision systems that have been used for brain shift correction using biomechanical models. These stereovision systems are housed externally or internally within the operating microscope, which is used routinely in neurosurgeries. The 3D digitization of the organ surface present in the operating microscope's FOV can be accomplished using stereovision theory. The first system uses stereo-pair cameras attached externally to the operating microscope optics (Sun et al., 2005a (Sun et al., , 2005b Ji et al., 2010) . This setup renders the assistant ocular arm unusable when the cameras are powered on. Often, the assistant ocular arm of the microscope is used as a teaching tool. This limits the acquisition of temporally dense cortical surface measurements. The second stereovision system also uses an external stereo-pair camera system attached to the operating microscope. This system relies on a game-theoretic approach for combining intensity information in the operating microscope's FOV to digitize 3D points (DeLorenzo et al., 2007 (DeLorenzo et al., , 2010 . The system relies on manually delineated sulcal features on the cortical surface for computing 3D surfaces or point clouds using the developed game-theoretic framework. Similar to the disadvantages shouldered by the tLRS, the temporally sparse data from these two stereovision systems make establishing correspondence for driving the model-update framework challenging. Paul et al. (2005) developed the third stereovision system. This system uses external cameras and is capable of displaying 3D reconstructed cortical surfaces registered to the patient's preoperative images for surgical visualization. In Paul et al. (2009) , the stereovision aspect of this system has been extended for registering 3D cortical surfaces acquired by the stereo-pair cameras for computing cortical deformations. One of the major unaddressed issues in these three stereovision systems is the acquisition of reliable and accurate point clouds from the microscope under varying magnifications and microscope movements for the duration of a typical brain tumor surgery, approximately 1 h.
During neurosurgery, the surgeon frequently moves the head of the operating microscope and zooms in and out of the surgical site to effectively manipulate the organ surface to perform the surgery. The magnification function of the operating microscope is a combination of changes in zooms and focal lengths of the complex optical system housed inside the head of the operating microscope. The unknown head movements and magnification changes alter the determined camera calibration parameters at the pixel level, cause calibration drift, and consequently, result in inaccurate point clouds. Several popular methods for self-calibration of cameras have been developed (Hemayed, 2003) , where an initial camera calibration is not performed.
In published methods, the stereo-pair cameras are either recalibrated or the operating microscope's optics are readjusted to the initial calibration state for the stereo-pair cameras when a point cloud needs to be obtained during the surgery. Overall, the inability to persistently and robustly digitize points on the organ surface accurately for the duration of the neurosurgery has been one of the considerable barriers to widespread adoption of the operating microscope as a temporally dense intraoperative digitization platform. As a result, the development of an active IGS system capable of soft tissue surgical guidance to the clinical armamentarium has been slowed.
In this article, we develop a practical microscope-based digitization platform capable of near real-time intraoperative digitization of 3D points in the FOV under varying magnification settings and physical movements of the microscope. Our stereovision camera system is internal to the operating microscope and this keeps modifications and disruptions to the surgical workflow at a minimum. With this intraoperative microscope-based stereovision system, the surgeon can perform the surgery uninterrupted while the video streams from the left and right cameras get acquired. Furthermore, the assistant ocular arm of the operating microscope is still usable. Preliminary work comparing the accuracy of point clouds obtained from such a microscope-based stereovision system against the point clouds obtained from the tLRS on CAD phantom objects has been presented in our previous work (Kumar et al., 2013) .
In this paper, we (1) build on the real-time stereovision system of Kumar et al. (2013) to robustly handle varying magnifications and physical movements of the microscope's head based on a content-based approach. We (2) compare the theoretical magnification of the microscope's optical system to the magnification computed from our near real-time algorithm; and (3) evaluate the accuracy of the digitization of 3D points using this intraoperative microscope-based digitization platform against the gold standard tLRS on a CAD designed cortical surface phantom object and cortical surfaces from 4 full-length clinical brain tumor surgery cases conducted at Vanderbilt University Medical Center (VUMC). To the best of our knowledge, fully automatic near real-time 3D digitization of points in the FOV using an operating microscope subject to unknown magnification settings has not been previously reported. Our fully automatic intraoperative microscope-based digitization platform does not require any manual intervention after a one-time initial stereo-pair calibration stage and can robustly perform under realistic neurosurgical conditions of large magnification changes and microscope head movements during the surgery. Additionally, we validate our methods on full-length highly dynamic neurosurgical videos that last over an hour, the typical duration of a brain tumor surgery. This type of extensive validation of an automatic digitization method has not been done before to the best of our knowledge. Validations on earlier digitization methods (Sun et al., 2005a; DeLorenzo et al., 2007; Paul et al., 2009; Ding et al., 2011) have dealt with short video sequences ($3 to 5 min) acquired at sparse time points and rely on manual initializations. Furthermore, we perform a study comparing the surface digitization accuracy of the stereo-pair in the operating microscope against the gold standard tLRS on 4 clinical cases. Overall, we demonstrate a clinical microscope-based digitization platform capable of reliably providing temporally dense 3D textured point clouds in near real-time of the FOV for the entire duration and under realistic conditions of neurosurgery.
Materials and methods
Section 2.1 describes the equipment and CAD models used for acquiring and evaluating stereovision data. Section 2.2 and 2.3 explain the digitization of 3D points using the operating microscope under fixed and varying magnification settings respectively.
Data acquisition and phantom objects
The proposed video-based method for 3D digitization under varying magnifications is an all-purpose method not limited to the use of an operating microscope and is independent of any hardware interfaces such as the StealthLink Ò (Medtronic, Minneapolis, MN, USA). To clarify, the magnification function on the operating microscope changes the zoom and focal length values of the microscope's optical system, housed in the head of the microscope. Furthermore, the head of the microscope can be moved in physical space and this does not necessarily change the values of zoom and focal lengths in the optical system, but such movements changes the range of the operating microscope to the surgical field, i.e. the brain surface. This physical change in the range of microscope to the organ surface is reflected in the FOV of cameras and needs to be accounted for when sizing the point clouds correctly. Such movements and zoom and focal length changes can be recovered using our algorithm as a single value, which can then be used to digitize the FOV correctly. We call this single value the magnification factor affecting the FOV. This all-purpose method can also be used for surgeries that do not require an operating microscope. For instance, in breast tumor surgery, a stereo-pair camera system capable of magnification can be located afar from the surgical field in the operating room. The proposed algorithm can recover the magnification factor, which signifies the changes of the FOV captured in the cameras due to physical movement of the camera system with respect to the breast surface and the magnification (zoom and focal length) changes. Our method is more amenable to the surgical workflow as an all-purpose fully automatic 3D digitization method for different types of soft-tissue surgeries. It should be clarified, however, that optical tracking would be needed to transform the correctly sized digitized 3D organ surfaces to the stereocamera system's coordinate system for driving a model-based deformation compensation framework.
In this paper, we use the OPMI Ò Pentero™ (Carl Zeiss, Inc., Oberkochen, Germany) operating microscope with an internal stereo-pair camera system. This is the current microscope used in neurosurgery cases at VUMC. The internal stereo cameras of this operating microscope is comprised of two CCD cameras, Zeiss' MediLive Ò Trio™, and have NTSC (720 Â 540) resolution with an acquisition video frame rate of 29.5 frames per second (fps). The stereo-pair cameras are setup with a vergence angle of 4°to assist stereoscopic viewing. FireWire Ò Video cards at the back of the Pentero microscope are connected via cables to a desktop, which acquires video image frames from both cameras. Fig. 1 shows the stereo video acquisition system of the Pentero microscope. This microscope was used at VUMC to obtain patient video data with Institution Board Review (IRB) approval. We test our methods on stereo-pair videos of 4 full-length clinical brain tumor surgery cases acquired by the Pentero microscope. The stereo-pair videos were acquired uninterrupted for the entire duration of clinical cases #2-4. Clinical cases #2-4 are approximately of duration 77 min, 115 min, and 78 min respectively. Clinical case #1's stereo-pair video acquisition was not as seamless because of hard drive storage limitations on the acquisition computer and these stereo-pair videos were acquired periodically until the end of brain tumor surgery, the post-resection stage. The duration of clinical case #1 was approximately 99 min but the stereovision acquisition computer was able to capture a total of approximately 24 min of video interspersed throughout this clinical case.
To test our stereovision approach and verify the accuracy of the digitized 3D points in the FOV of the microscope under varying magnifications, a phantom object of known dimensions was designed using CAD software. The phantom object, shown in Fig. 2 , was rapid prototyped within a tolerance of 0.1 mm vertically (EMS, Inc., Tampa, Florida, USA). The bitmap texture on this phantom object is a cortical surface from a real brain tumor surgery case performed at VUMC. This is the kind of RGB texture expected in the FOV of the operating microscope during neurosurgery.
Point clouds under a fixed focal length
Stereovision is a standard computer vision technique for converting left and right image pixels to 3D points in physical space.
Trucco and Verri (1998), Hartley and Zisserman (2004) and Bradski and Kaehler (2008) describe this stereovision methodology in detail. In Kumar et al. (2013) , we use the stereovision technique composed of stereo calibration (Zhang, 2000) , stereo rectification (Bouguet, 1999 (Bouguet, , 2006 , and stereo reconstruction based on Block Matching (BM) (Konolige, 1997) steps to digitize 3D points in the FOV of the Pentero operating microscope. Using Zhang's calibration technique, a chessboard of known square size is shown in various poses to the stereovision system of the operating microscope. We use a chessboard square size of 3 mm to provide metric scale to the point clouds acquired by the microscope. We perform Zhang's calibration technique once prior to the start of the surgery and make sure the initial calibration is accurate. We achieve a calibration accuracy of approximately 0.67-0.81 pixel 2 using Zhang's method (Kumar et al., 2013) . The main result from the stereovision methodology is the reprojection matrix, Q, shown in Equation 1(a).
The elements of Q are image ''focal lengths'' or scale factors in the image axes, (f x , f y ), the location of image-center in pixel coordinates, (c x , c y ), and T x is the translation between left and right cameras. It should be clarified that the intrinsic parameters (f x , f y , c x , c y ) of the cameras are not the microscope optics' focal length and zoom. The process of stereo calibration (Zhang, 2000) establishes the relationship between the microscope's optics and the camera's intrinsic parameters at the pixel level. Q is used for reprojecting a 2D homologous point (x, y) in the stereo-pair image and its associated disparity d to 3D by applying Eq. (1b). When the zoom and focal length of the operating microscope change, the intrinsic elements of the reprojection matrix, Q, changes as well. 
In Kumar et al. (2013) , we show that the accuracy of the 3D digitized points using BM (Konolige, 1997) and Semi-Global Block Matching (Hirschmuller, 2008) methods are in the 0.46-1.5 mm range for different phantom objects. For the purpose of developing a real-time stereovision system, we picked BM for stereo reconstruction because of its simplicity and because the method can compute disparities in 0.03 s. Though other real-time techniques for the stereo reconstruction stage have been used for IGS (Chang et al., 2013) , we have shown herein that BM provides sufficient accuracy and has no major drawbacks of its use in the acquisition of point clouds of the brain surface in clinical cases. An example of the stereovision point cloud acquired by the Pentero operating microscope on the phantom object using the BM method is shown in Fig. 3 .
It should be clarified that the captured stereo-pair videos' image frames remain the same dimension, 720 Â 480, regardless of the use of magnification function on the microscope or physical movements of the microscope. This means that if magnification were changed on the microscope, all reconstructed point clouds would be of the same dimensions (length, width, and depth). This is incorrect because the physical dimensions of the object did not change and the computed point clouds will be larger/smaller than it should be. If the magnification factor were estimated, the computed point clouds would be sized correctly and be reflective of the physical dimensions of the object.
Point clouds under varying magnifications
This section develops a method to automatically compute the change in magnification factor of the microscope's FOV without any prior knowledge. This magnification factor is used for the digitization of 3D points using the stereovision framework of Section 2.2. Our method keeps the metric scale used in Section 2.2 valid for the digitization of points under varying magnification settings. Since initial calibration (Zhang, 2000) has been performed once at the start of the surgery, at the metric scale (in our case, 3 mm), the problem of estimating the change in focal length resulting from the magnification function of the microscope becomes constrained and does not require self-calibration camera procedures devised by Hartley (1999) , Pollefeys et al. (1999 Pollefeys et al. ( , 2007 . Snavely et al. (2006) proposed methods for the automatic recovery of unknown camera parameters and viewpoint from large collections of images of scenic locations. Similar work involving the calibration of focal lengths for miniaturized stereo-pair cameras for laparoscopy has been proposed by Stoyanov et al. (2005) , where a constrained parameterization scheme for the computation of focal lengths is developed. Though these techniques have been successfully used in various applications, estimation of the magnification factor of the operating microscope is less complex and we present a simple approach herein to compute this value. The proposed procedure of estimating the magnification factor of the stereovision system assumes that the extrinsic relationship between left and right cameras remain unchanged inside the operating microscope. In this section, we first explain the theoretical basis of the magnification of operating microscopes and then delve into the near real-time algorithm.
Magnification of operating microscopes
Magnification describes the size of an object seen with the unaided eye in comparison to the size seen through an optical system. The optical system of a microscope consists of a primary objective, a tube lens, and an eyepiece with focal lengths, f O , f T , and f E respectively (Born and Wolf, 1999; Lang and Muchel, 2011) . The operating microscope's optical system is equipped with a magnification changer or a zoom system with different telescope or Galilean magnifications, c, which can be arranged between the primary objective and the tube lens. Including all these elements of the microscope, the total magnification of the operating microscope, V M , can be computed as shown in Eq. (2) (Lang and Muchel, 2011) . In Eq. (2), V E is the magnification of the eyepiece (Lang and Muchel, 2011) . The operating microscope's magnification function changes the objective focal length f O and c values while keeping f T and f E unchanged. Note that V M combines both the zoom parameter and focal length parameters of the operating microscope's magnification function. On the Pentero microscope, the zoom and focal length can be adjusted separately but they can be combined to form Eq. (2). In this paper we are concerned with changes in V M during neurosurgery. Fig. 4 illustrates the optical system housed inside the head of the Pentero operating microscope. We expect other commercial optical systems of microscopes to be similar in construction. Our proposed algorithm is agnostic to various types of optical systems. The Pentero microscope shows radial distortion in its captured images (Lang and Muchel, 2011) and the stereo calibration algorithm by Zhang (2000) corrects for this radial distortion. We use Zhang's method (2000) for performing stereo calibration once.
Let V t M denote the magnification of the operating microscope at any given time t. For instance, the microscope's total magnification used during the initial stereo calibration stage, discussed in Section 2.2, is V 0 M . When the surgeon uses the zoom function of the microscope at successive time points t i and t j , where t i < t j , the primary objective's focal length, f O , and Galilean magnifications, c, are changed. Furthermore, the use of the zoom function magnifies the FOV at t i by a to the zoomed version of the FOV at t j . This signifies that the change in total magnification of the microscope at time t i and t j are proportionally related by a, as shown in Eq. (3). We denote a j i the magnification from time t i to t j . We derive Eq. (4) 
The physical range between the organ surface and the stereopair's image planes is changed when the microscope's head is moved by the neurosurgeon. These movements may not affect the theoretical magnification, a, but changes the reprojection matrix, Q, in Eq. (1a). It should be clarified that our proposed algorithm computes a magnification factor,ã, which is a scale change of the FOV of the camera resulting from the use of the magnification function on the microscope and/or physical movements of the microscope's head. The magnification function on the microscope can change the zoom or focal length of the microscope's optics, as shown in Eq. (2). In the projective geometry case for the pinhole camera model, this magnification factor,ã, gets multiplied with the camera ''focal lengths'' or image axes scale factors, (f x , f y ), and the location of image-center in pixel coordinates, (c x , c y ), for each camera of the stereo-pair. It should be noted that knowing the exact reason for the change in the microscope's optics -the focal length or zoom changes of the optics -is not needed to compute the scaling of the intrinsic camera parameters (f x , f y , c x , c y ), which characterize the size of the camera's FOV. The radial and tangential distortions of the camera lenses, and the extrinsic parameters of the stereo-pair remain constant when the cameras are zoomed in and out of the FOV. Our goal in this paper is to use the temporally dense videos acquired by the stereovision system to automatically estimate the magnification factor from time t i to t j , which is denoted by e a j i . We assume that f a 0 ¼ 1 for V 0 M , the magnification factor during the initial calibration stage. This estimation of the magnification factor, e a j i , will enable the reliable 3D digitization of points using the stereovision system of the operating microscope under different magnifications and movements.
Algorithm
The method for computing the magnification factor of the operating microscope,ã, is comprised of the following parts: (1) feature detection, (2) matching and homography computation, (3) estimation of magnification factor, and (4) analysis of divergence. Steps (1) and (2) are basis for homologous point matching between two or more images. Homologous feature points-based tracking in endoscopic surgery videos has been a challenging problem in minimally invasive surgery (MIS) technology. Recent works tackling this problem for lengthy video sequences have been presented by Yip et al. (2012) , where a combination of feature detectors are used to persistently track the organ surface in animal surgery and human nephrectomy endoscopic videos. These tracked points are then used with the stereovision methodology to find 3D depth. In Giannarou et al. (2012) , anisotropic regions are tracked using Extended Kalman Filters and tested on in vivo robotic-assisted MIS procedures. Puerto and Mariottini (2012) compared several feature matching algorithms over a large annotated surgical data set of 100 MIS image-pairs. In this paper, we perform salient feature point matching between two consecutive image frames of the video to compute the magnification factor. This means that the set of homologous salient feature points detected between any two pairs of consecutive image frames can be different. In this paper, we do not aim to track feature points for the course of the neurosurgery video and we leave that for future work.
2.3.2.1. Feature detection. We take a content-based approach for computing the magnification factor of the microscope. This requires the detection of features in the FOV of the operating microscope, which is captured by the cameras. The image location, in pixels, of these distinct features is called a keypoint. The FOV under the microscope is subject to scale changes from the magnification function and possible rotational changes from the physical movements of the microscope's head. To detect keypoints subject to these realistic conditions of neurosurgery, we opt for a robust scale-and rotational-invariant feature detector. Feature detection is a well-studied topic in computer vision (Tuytelaars and Mikolajczyk, 2007) ; Scale Invariant Feature Transform or SIFT by Lowe (2004) and Speeded Up Robust Features or SURF by Bay et al. (2008) are two popular scale-invariant and rotation-invariant detectors. We use the SURF detector because of its fast computation time (Bay et al., 2008) trees from the FLANN library is used for establishing these putative matches (Muja and Lowe, 2009) . Fig. 5(a) shows the computed nearest neighbor matches between the keypoints on brain tumor surgery cases performed at VUMC using the Pentero operating microscope. The nearest neighbor approach estimates the correspondences between u i and u j with several mismatches or outliers. Estimating a homography or affine transformation between a pair of images taken from different viewpoints is a standard technique for finding homologous points in panoramic stitching (Hartley and Zisserman, 2004; Bradski and Kaehler, 2008; Szeliski, 2011) . The homography preserves the fact that if three keypoints lie on the same line in one image, then these keypoints will be collinear in the other image as well. In Yip et al. (2012) , a homography estimation was used to determine homologous keypoints, reject mismatches, and drive the registration stage for endoscopic surgical videos. We take a similar approach for finding homologous keypoints in brain tumor surgery video.
In this paper, images acquired at t i and t j form the different viewpoints for the purpose of eliminating mismatches between correspondences. The soft-tissue deformation from t i and t j is small in magnitude and local when compared to global rigid changes caused by the use of the microscope's magnification or physical movements of the microscope. Video 1 demonstrates this notion for clinical brain tumor surgery cases #3-4 performed at Vanderbilt University Medical Center. In Video 1, one can see that when the magnification is changed on the operating microscope, the feature keypoints in the field of view expand or contract everywhere or globally. Such a global change makes the divergence field, computed between the homologous keypoints at t i and t j , to show an expansion or contraction. The computation of the divergence field is described later in Section 2.3.2.4.
From our experimental results and previously acquired tLRS point clouds, we observe that the frame-to-frame (1 s apart) softtissue deformation in neurosurgery is smoothly varying and small in magnitude. Computing a homography between times t i and t j is thus a reasonable assumption for finding homologous points. However, in MIS applications this may not be the case (Puerto and Mariottini, 2012) . Homography estimation finds the homologous points that are at the intersection of the organ surface and of its tangent plane. In brain tumor surgery, the tangent plane will roughly capture the brain surface and bone areas, but may not capture the tumor resection. Computing a homography enables the localization of keypoints on the brain surface and bone areas and not in the highly dynamic areas of tumor resection. Indeed, using highly dynamic areas of the FOV to estimate a global change such as movements and magnification will lead to erroneous estimations of magnification factors.
In Eq. (6), the homography matrix, H, relates the keypoint p i on an image plane to the keypoint q j on another image plane, where keypoints p i e u i and q j e u j . The putative correspondences from the nearest neighbor matching stage and the estimated homography matrix between them help eliminate spurious matches. We use RANSAC to estimate H that maximizes the number of inliers of all the putative correspondences between keypoints in u i and u j , subject to the reprojection error threshold of Eq. (7), e H . The RANSAC-estimated homography matrix, b H, is further refined from all the correspondences classified as inliers using the LevenbergMarquardt algorithm (Hartley and Zisserman, 2004; Bradski and Kaehler, 2008) . The resulting inliers are the sets of homologous keypoint matches, f u i and f u j , and an example is shown in Fig. 5(b) . Typically, 300-1000 homologous points can be determined between t i and t j on clinical cases. 
2.3.2.4. Analysis of divergence. When the microscope is in use during neurosurgery, the content-based approach for estimating the unknown magnification factor at any time point may be prone to small drift in values. This drift in values can be attributed to the manipulation and the non-rigid motion of the soft-tissue, which are captured in the videos as motions of small magnitudes. This dynamic content of the FOV causes the resulting e a j i to hover around 1.000 when the magnification function of the operating microscope has not been used or if the microscope's head has not been moved. To account for this magnification factor drift, the divergence of the vector field generated by the homologous keypoints inũ i andũ j is used. Specifically, the vectors are computed between the pixel locations of the homologous points inũ i and u j . When the magnification function of the microscope is used or if the microscope's head is physically moved, the global scaling change in the FOV will produce a large divergence value, whereas soft-tissue deformation produces a small divergence value. A userdefined threshold, e r , for the divergence determines if the magnification factor should be accepted versus rejected for digitizing the FOV as a point cloud. If the FOV has been zoomed-in, the divergence should be positive and the vector field between the homologous points will be characterized by an expansion. The divergence is negative and the vector field shows compression if the FOV has been zoomed-out. This is illustrated in Fig. 6 . Experimentally, we have determined that the absolute value of divergence tends to be around 0.1-0.3 when the microscope's magnification has been used or if the microscope has been physically moved, otherwise the value is below 0.02. A e r value of 0.02 works well for the 4 full-length clinical cases ($1 h) we have presented in this paper.
2.3.2.5. Microscope-based 3D point clouds. The estimated magnification factor, e a j i , is used for finding f a k 0 using Eq. (5), which scales the left and right camera intrinsic matrices and the reprojection matrix, Q, described in Section 2.2. The BM stereo reconstruction method computes the disparity map of the stereo-pair images acquired at t j . Using the scaled reprojection matrix, Q j , the disparity map produces a point cloud of the microscope's FOV via Eq. (1b).
Results

Magnification factor evaluation
In this section, we present the estimation of the magnification factors using the presented algorithm and compare it to the theoretical magnification factor. The magnification factor used on the phantom object and the VUMC clinical cases is computed using the Pentero microscope's left camera video stream. The Pentero microscope displays the primary objective's focal length, f O , and the Galilean magnification, c, and the theoretical values of a method with a block-size of n BM = 21 was used for reconstructing the point clouds and is used for quantitative error analysis in Section 3.3 of this paper.
For the results shown in Table 1 , a minimum of 5 homologous points were required for computing the homography, e H = 10.0, e r = 0.02, and each time point is 2.25 s apart. The root mean square error is computed between all the estimated and theoretical values of the magnification factor for both datasets. Our algorithm is able to estimate the magnification factor for successive time points, t i and t j , within 0.12 of the theoretical value. Furthermore, the algorithm is able to estimate the current magnification factor of the microscope from the initial start time point of the video acquisition, t 0 , within 0.02 of the theoretical value.
Phantom object data evaluation
The computed stereovision point clouds at different magnifications are compared to the ground truth relative depths of the cortical surface phantom object. The known relative depths, z, of the phantom object are annotated for each pixel (x, y) in the reference left camera image, which is used in stereo reconstruction. The stereovision point cloud intrinsically keeps the mapping from a pixel to its 3D point. Arithmetic mean and root mean square error (RMS) is computed between all the points in the point cloud to its respective ground truth z values. From Kumar et al. (2013) , the tLRS' RMS error on the cortical surface phantom was determined to be 0.69 mm and the mean error was 0.227 ± 0.308 mm. Table 2 shows Fig. 7 . The cortical surface phantom is used for estimating different magnification settings at various time points is shown in (a). The FOV of the left camera for these time points is shown in (b). The point clouds computed using the estimated magnification factor and the BM method is shown in (c). Note the point clouds of the phantom object are sized correctly and reflect the physical dimensions of the phantom object.
the arithmetic mean and RMS errors for all the magnification settings for Dataset 1. We are able to achieve accuracy in the 0.28-0.81 mm range using our stereovision system and the presented automatic algorithm for estimation of the magnification factor of the microscope. The mean error for this dataset is 0.289 ± 0.283 mm. The accuracy of our proposed stereovision system is on par with the accuracy of the tLRS. Absolutedeviation-based error maps of the cortical surface phantom object are computed for the point clouds of Dataset 1 at various magnifications. These are presented in Fig. 8 . These error maps help contrast the microscope's stereovision system's ability to digitize 3D points in its FOV at different magnification settings.
It is apparent from Figs. 7(c) and 8 that time point t = 7's point cloud has artifacts. These artifacts occur at abrupt transitions or boundaries as the window for BM catches the abrupt transition leading to the artifact. Boundaries of objects in the left camera may be occluded in the right camera and this causes the BM stereo reconstruction to be inaccurate around boundaries. Other stereo reconstruction algorithms, which are typically non-real-time, have addressed these artifacts (Scharstein and Szeliski, 2002) . This issue is not a critical limitation for neurosurgical applications because the organ surfaces are relatively smooth when compared to the abrupt edges in and around the cortical surface phantom object for example. Additionally, the stereovision system lacks accuracy in estimating surfaces that are far away from the cameras' image planes. This is attributed to the nonlinear relationship between disparity and depth mapping (Trucco and Verri, 1998) . The precision of determining the disparity of surfaces that is farther away from the cameras is lower because a small number of pixels capture this distant surface. The size of a typical craniotomy for brain tumor surgery is the size of the cortical phantom object, 4.78 cm Â 3.36 cm, and this is reflected in the microscope's FOV, shown as t = 0 in Figs. 7 and 8 . This is the FOV used during stereo-pair camera calibration and is the working distance of the stereovision system. Zooming out of the surgical field to the extent of t = 7 will seldom occur as that particular magnification scale of the operating microscope is not practical for performing neurosurgery effectively.
Clinical data evaluation
In this section we evaluate our presented algorithm for computing magnifications of the microscope being used in clinical cases and we also compare the computed stereovision point clouds with the acquired tLRS point clouds of the pre-and post-resection cortical surfaces of 4 brain tumor surgery cases performed at VUMC. The correct magnification factor is needed to size the stereovision point cloud for evaluation against the tLRS, especially, for the postresection evaluation. As a result, the magnification factors are computed for the entire duration of the 4 clinical cases. Table 3 shows computed magnification errors from our fully automatic algorithm and the theoretical magnification values for the magnifications used during these clinical cases. The t i and t j columns in Table 3 show the discrete time points when the magnification factor has been changed. To keep Table 3 succinct, we present the magnification factors used for the full-length of clinical cases 1-2 and partially for clinical cases 3-4. As mentioned earlier, the stereo-pair video for clinical case #1 was acquired periodically throughout the course of the surgery and consequently, the time points in t i and t j columns of Table 3 are not 1 s apart for clinical case #1. For this error analysis study, the neurosurgeon changed the magnification of the Pentero microscope and moved the microscope head toward/away from the FOV several times in a short time interval for clinical cases 3-4 and we present these results in Table 3 . The autofocus function of the operating microscope was enabled during this short time interval for clinical cases 3-4, which changed the theoretical magnification values of the optical system automatically during physical movements of the microscope's head. This allowed for the correct manual noting of theoretical magnification values regardless of whether the magnification function was used or if the microscope's head was moved physically. It should be clarified that the autofocus function on the Pentero microscope may not be enabled to perform the brain tumor resection surgery as per the preference of the neurosurgeon. Furthermore, the neurosurgeon may take more than 2-6 s to use the magnification function of the microscope but only one theoretical magnification value was manually noted down. The t i and t j columns in Table 3 reflect this scenario, especially, for clinical cases 2-4. Experimentally, we determined that a minimum of 10 homologous points computed the magnification factors consistently for the full-length clinical cases. Fig. 9 shows the stereovision point clouds for a clinical case at a few magnification settings. For time points where the magnification of the microscope has changed, our algorithm is able to estimate the magnification factor of successive time points, t i and t j , within 0.044 of the theoretical value in 4 clinical brain tumor surgery cases. Furthermore, our algorithm is able to estimate the current or running magnification factor of the microscope for these clinical cases from the initial start time point of the video acquisition, t 0 , within 0.062 of the theoretical value.
Video 2 shows point clouds acquired by the operating microscope at different magnifications for clinical case #4. On the left side of the Video 2 is the ''view selector'' of the field of view (FOV) acquired at a different magnification. The point clouds for each view are shown on the right. Video 2 first shows the point clouds for each of the 3 views. Then, Video 2 shows the point clouds between the views 1-2 and views 2-3. Based on the presented magnification factor estimation algorithm, the point clouds have been sized correctly and reflect the physical dimensions of the brain surface. It should be clarified that the point clouds are not registered to each other because the operating microscope is not optically tracked.
To compare the stereovision point clouds obtained from our presented method to the gold standard tLRS, the tLRS and stereovision point clouds were obtained as close in time as possible without disrupting the surgical workflow. This also minimized the effect of any occurring brain shift. The acquisition perspective of the tLRS and stereovision systems are different and thus, different parts of the craniotomy are viewable from both modalities. As a result, the tLRS point clouds were manually cropped to contain the cortical surface area that is common to the FOV of the stereovision system. These tLRS point clouds and the stereovision point clouds for each brain tumor surgery case were manually aligned. We expect minimal alignment error if the operating microscope were optically tracked.
The stereovision point cloud is much denser than the tLRS' point cloud because of different acquisition distances. For each 3D point in the tLRS, a point in the stereovision point cloud is determined using nearest-neighbors, and these stereovision-tLRS nearestneighbor points are used for evaluation. An example is shown in Fig. 10 for a clinical case. The RMS errors computed between the tLRS point clouds and the nearest-neighbor stereovision-tLRS point clouds for the clinical cases are presented in Table 4 . Fig. 11 shows the tLRS point clouds and the stereovision point clouds acquired at different magnifications (pre-and post-resection) for a clinical case performed at VUMC. It should be clarified that the magnification factor is computed continuously throughout the duration of the surgery for the stereovision point cloud to have the correct size (length, width, and depth) for post-resection analysis. Using our intraoperative microscope-based stereovision system, we achieve accuracy in the 0.535-1.35 mm range. This accuracy is comparable to the tLRS used in digitizing the cortical surface, which as an intraoperative digitization modality has an accuracy of 0.47 mm . It should be noted the accuracy values presented in Table 4 is essentially a surface-to-surface measure between the tLRS and stereovision point clouds. If the operating microscope were optically tracked, then a point-based measure between the tLRS and the stereovision point clouds could be performed. We aim to perform such a study once the optical tracking for the Pentero microscope has been developed. This could possibly lead to lower RMS errors computed between the tLRS point clouds and the nearest-neighbor stereovision-tLRS point clouds for the clinical cases. The manual alignment makes the errors presented in Table 4 an upper bound for digitization error of the presented method. In Table 4 , the post-resection tLRS point cloud for clinical case #3 was unavailable due to tLRS data acquisition issues.
Our presented algorithm is also robust to physical movements of the microscope, which usually occurs when the neurosurgeon and their resident are performing the brain surgery together. Fig. 12 is of clinical case #1 performed at VUMC and shows that the correspondences extracted for computing the magnification of the microscope automatically is tracked well through the rotation of the microscope from the neurosurgeon to the resident. Video 3 shows the robust tracking of homologous points and estimation of magnification factors under realistic movements of the microscope for clinical case #2 performed at VUMC. Both Fig. 12 and Video 3 show realistic and typical movements of the microscope during neurosurgery. From Figs. 9 to 11, it is clear that the stereovision point clouds have missing points or holes. This limitation is attributed to outliers or undetermined disparities in the disparity map computed from the stereo reconstruction stage. It is well recognized in computer vision literature that disparities between left and right cameras' images cannot be computed for scenes that are out of focus or without texture (Bradski and Kaehler, 2008) . In surgery, the areas with no texture typically consist of bloody regions, drapes, surgical instruments, and out of focus regions. Determining disparities for texture-less regions of the FOV and filling the missing points in the point cloud is beyond the scope of this article, and several robust techniques for doing so are discussed in Scharstein and Szeliski (2002) . Recently, Hu et al. (2010) proposed an interesting method, based on evolutionary agents, for reconstructing organ surface data robustly in endoscopic stereo video subject to missing disparities and outliers in the disparity map. Maier-Hein et al. (2013, in press ) also presented a review of 3D surface reconstruction methods for laparoscopic surgeries, where stereo-pair cameras are used. For the purpose of model-updated surgical guidance, having holes in the point cloud is not a critical limitation. This is because the model-update framework relies on deformation measurements of the organ surface based on established correspondences for registration. Registration methods such as thin plate splines (Goshtasby, 1988) provide smooth deformation fields, which have been used as input into model-update framework (Ding et al., 2009 .
Perturbation of keypoints
At its core, the presented algorithm is dependent on the matching and homography estimation of SURF keypoint pixel locations. We perturb the keypoints at t i and t j on a portion of clinical case #2 to test the robustness of our magnification factor estimation algorithm. The duration of the portion of clinical case #2 used in this section is approximately 77 s. This portion of clinical case #2 is where we asked the neurosurgeon to change the magnification of the autofocus-enabled microscope and physically move the microscope's head toward/away from the FOV repeatedly at several time points and manually noted down the theoretical magnification values. We perturb a percentage of the detected keypoint locations at t i and t j , in increments of 5 from 5% to 100%, by Gaussian noise of standard deviation, r. In essence, we are adding pixel-level localization error, of r magnitude, to a percentage of detected SURF keypoints. The standard deviations of Gaussian noise have been increased from 1 pixel to 16 pixels. Then, we execute our algorithm to estimate the running magnification factor, f a k 0 , on the portion of clinical case #2. We compute Da k 0 (shown in Table 3 ) and report the RMS error per percentage of perturbation per r. Depending on the value of r, approximately 1200 keypoints were detected and around 20-500 homologous keypoints were determined from the matching stage of this paper. Fig. 13 shows the plots of the RMS error as a function of percentages of perturbed keypoint pixel locations with a specified r. The graph in Fig. 13 shows that as perturbations are increased, the RMS error of the magnification factor estimations increases slowly. Without any perturbation of the SURF keypoints, the RMS error for the portion of the clinical case #2 is 0.07. The RMS error is the highest, 0.7, for the severe keypoint localization noise of r = 16 pixels, which is not expected of a typical brain tumor surgery video sequence. From Fig. 13 , our presented method for estimating the magnification factor gives a reasonable RMS error when 40% of SURF keypoints can be localized within an error of 6-8 pixels. Our algorithm also performs with a low RMS error in magnification factor estimation when 20% of SURF keypoints can be localized with an error of 1-16 pixels. This indicates that the proposed algorithm can robustly estimate the magnification factor to correctly size ) and from our stereovision system is shown. The tLRS' point cloud is acquired at a specific working distance and at a different angle from the operating microscope, this is apparent in the tLRS bitmap. The tLRS point cloud has been made larger for visualization purposes. The stereovision point clouds and the tLRS point clouds were manually aligned for the error analysis shown in Table 4 . Note, the presented algorithm for magnification factor estimation runs for the duration of the surgery to size the post-resection point cloud correctly. Fig. 12 . The tracking of corresponding keypoints frame-to-frame is robust to movements and rotations of the microscope. The top row shows the left camera sequence of clinical case #1 and the bottom row shows the movement of keypoints from the previous frame to the current frame.
the point clouds obtained from the microscope. The presented algorithm's robustness to perturbations of keypoints can be attributed to the robust RANSAC step of finding homologous points by estimating a homography. The RANSAC-based homography estimation method is able to mark some of the perturbed keypoints as outliers and then magnification factor is estimated using the determined homologous points. As the perturbations become greater, less homologous points are found by the RANSACestimated homography leading to poorer estimation of magnification factor.
Digitization time
For the developed microscope-based digitization system to be a viable intraoperative data source, the execution time for all involved steps needs to be considered. Table 5 lists the execution time for all the steps of the stereovision framework, and the presented algorithm for the automatic estimation of the microscope's magnification factor for a Windows 7 Dell Precision Desktop T1500 with Intel Core i7 2.80 GHz Processor and 12 GB RAM. The listed execution times can be made faster through code optimizations and by using GPUs. The initial stereo calibration stage is performed once prior to the start of the surgery, while the rest of the steps for obtaining point clouds from the operating microscope's FOV subject to unknown magnification changes takes 0.9 s per stereo-pair image frame. This translates to processing the microscope's stereopair video streams at approximately 1 Hz for active near real-time 3D digitization. Moreover, this quick 3D digitization does not require any manual action and is actively performed while the neurosurgery is in progress. In addition, it is also important to realize that the current use of image-guidance within the surgical theatre involves periodic intraoperative data acquisition of the surgical field at distinct time points, for example, intraoperative data may be obtained 4-5 times over the course of a 3-4 h surgery. Table 5 suggests the possibility of a near real-time minimally cumbersome solution for providing relatively continuous intraoperative data of the surgical field compared to the very sparse data acquisitions that occur routinely today.
Discussion
The presented algorithm for automatically estimating the magnification factor of the operating microscope is built on a contentbased approach. This approach relies on the temporal persistence of features in the FOV of the microscope, which is a reasonable assumption in neurosurgery. The organ surface is very rich in features for determining SURF keypoints and stereo video acquisition can seamlessly provide the temporal persistence needed to estimate the unknown magnification settings and movements of the microscope. Digitizing points on distant regions in the FOV of the stereo-pair cameras, beyond its working plane, is a limitation of stereovision theory. The working distance of the stereo-pair cameras is determined by the calibration pattern's initial poses during the stereo calibration stage. The tLRS is also limited by its working distance for digitization of points and thus, the tLRS cannot digitize regions closer than its working distance. For stereovision systems, closer regions are digitized with better accuracy and fine-grain depth measurements can be estimated (Bradski and Kaehler, 2008) . Digitizing distant surfaces, beyond the working plane, is not a critical limitation for the use of the proposed intraoperative microscope-based digitization system. The size of the calibration pattern can be made similar to the size of the surgical site in neurosurgery. This allows for the stereovision's working plane for the accurate estimation of disparity to be the area of the organ surface. Furthermore, computing the unknown magnification factor of the operating microscope keeps the stereovision's working plane intact for disparity estimation and 3D digitization.
The limitations of the block matching stereo correspondence algorithm have been previously discussed in this paper and the disparities can be computed robustly using newer techniques such as Maier-Hein et al. (2013) . The computation of magnification factors depends on the SURF keypoints being homologous between t i and t j . Drastic changes such as when the neurosurgeon's gloves are suddenly blocking the entire FOV can hamper the matching process for finding homologous keypoints. For large abrupt movements of the microscope's head, increasing the sampling rate for finding homologous points from 1 s to analyzing every frame helps find homologous points. This is because movements appear smooth at every frame, but taking every 30th frame (every 1 s) for analysis makes these movements appear abrupt.
It should be noted that if the presented algorithm miscalculates the magnification factor with a large error between t i and t j , then the error does accumulate. This will lead to incorrectly sized stereovision point clouds at the post-resection stage yielding a larger error when compared to the post-resection tLRS. However, from our results in Table 4 , the presented algorithm is able to estimate the magnification factor for the entire duration of the brain tumor surgery and the post-resection digitization error between the presented method and the gold standard tLRS is quite reasonable, in the RMS error range of 0.84-1.35 mm. To clarify this further, the tLRS and stereovision point clouds were manually aligned for the error computation and the error evaluation can be driven by any Table 4 presents the upper bound of digitization error between the presented stereovision system and the tLRS. Another limitation of the presented method occurs when the FOV remains out of focus for long periods of time because the neurosurgeon has adjusted the surgical microscope's focal point to view the resection cavity better. Though it does not adversely affect the performance of keypoint matching to a great extent, it does severely affect the block matching disparity estimation algorithm and a better stereo correspondence method can solve this issue. To counter these effects, the autofocus function on the operating microscope may be used to make the entire FOV sharp and the presented method performs well. Recall that the autofocus function of the Pentero microscope adjusts its optics every time the magnification function is used or if the microscope's head is moved.
It should be noted that the goal of this paper is to correctly size the digitized point clouds acquired from an operating microscope that is reflective of the physical dimensions of the organ surface. Since the operating microscope used in this work is not optically tracked, transformation of these correctly sized clinical point clouds to the microscope's coordinate system is not achieved. These coordinate transformations are needed to compute organ surface displacements for driving a model-based deformation compensation framework. Overall, the vital information contained in the feature-rich regions of the cortical surface digitized accurately with an optically tracked microscope can facilitate the delivery of continuous intraoperative measurements required for driving a deformation compensation framework. To satisfy a major part of this requirement, our stereovision system is designed to reliably and accurately digitize the organ surface in near real-time. The optical tracking aspect of the operating microscope is currently under development. Lastly, the presented stereovision digitization platform is not limited to operating microscopes used in neurosurgeries and related research is underway for extending this kind of stereovision platform for other soft tissue surgeries.
Conclusion
The proposed non-contact intraoperative microscope-based 3D digitization system has an error in the range of 0.28-0.81 mm on the cortical surface phantom object and 0.54-1.35 mm on clinical brain tumor surgery cases. These errors were computed based on surface-to-surface distance measures between point clouds obtained from the tLRS and the operating microscope's stereovision system. These ranges of accuracy are acceptable for neurosurgical guidance applications. Our system is able to automatically estimate the magnification factor used by the surgeon in fulllength clinical cases without any prior knowledge within 0.06 of the theoretical value. The operating microscope-based intraoperative digitization system is able to acquire video streams, estimate any change in magnification and recalibrate its stereo-pair cameras, and deliver reliable point clouds at approximately 1 Hz. This reliable digitization of 3D points in the FOV using the operating microscope provides the impetus to pursue novel methods for surgical instrument tracking for additional guidance and microscopebased image to physical registration in IGS systems sans optical trackers. Using the proposed microscope-based digitization system as a foundation, a functional intraoperative IGS platform within the operating microscope capable of real-time surgical guidance is quite achievable in the future. When this novel digitization platform is combined with biomechanical model-based updating of IGS systems, a particular powerful and workflow-friendly solution to the problem of soft-tissue surgical guidance is realized and would be an attractive addition to the clinical armamentarium for neurosurgery.
