This paper examines the possibility of experiential learning in a virtual space using head-mounted-display-based immersive virtual reality (VR) technologies. Experiential learning refers to learning through direct experiences in the context of learning. Realistically, experiential learning is impossible in most cases, but VR technologies allowing direct interaction with virtual environments and objects are being developed and commercialized. These technologies are predicted to enhance vividness, interactivity, presence, flow, and experientiality, and increase the expectations of the possibility of experiential learning using VR. Thus, in this study, an experiment was conducted to verify such possibility. The analysis of the experiment results showed that the tactile interactivity and presence improved with the use of enhanced interaction technologies in VR, and in terms of experientiality, the experiment participants became highly aware of the "exploratory stage," referring to the level of experience of being exposed to an interesting site and directly touching an object in the currently enhanced VR in providing direct tactile and locomotive interactivity. Furthermore, the fact that the learning effect is also partially enhanced was discovered. Accordingly, it was determined that experiential learning using VR is possible based on the experiment results, which showed that the enhanced vividness and interactivity of VR technologies allow the users to closely recognize virtual experiences as direct experiences, and that the learning effect is enhanced. It was also determined that experiential learning in a virtual environment that is identical to an experience in reality would be made possible in the near future based on continued technological development.
Introduction
Books have been traditionally used in schools as a learning medium through indirect experiences. The students acquire contents providing indirect experiences and are provided with only symbolized knowledge. To help solve the problem inherent in indirect experiential learning, theories emphasizing direct experience have been formulated, including the experiential learning theory by Dewey (1959 Dewey ( , 2004 and the situated learning theory of Lave and Wenger (1991) . Dewey (2004) claimed that true and substantial learning is achieved through direct experience although indirect experience is also necessary. Lave and Wenger (1991) , on the other hand, emphasized that experience is meaningful in a situational context, and true learning could be achieved through participation in an actual situation. These theories relating to direct experience, however, are difficult to apply to the traditional school curriculum due to spatial, time, and situational contextual restrictions. The universal use of immersive virtual reality (VR) technologies using head-mounted displays (HMDs), which was made possible by the recent development of information and communication technology (ICT) and advanced scientific technologies, will enable learning through a new experiential paradigm.
In the late 1980s and early 1990s, VR technologies were expected to be actively used in various fields, but this did not happen due to their technical restrictions (Bracken and Skalski 2010) . VR technologies, however, are currently being used in the entertainment sector, such as in games (e.g., https ://www.vivep ort.com/ and https ://www.oculu s.com/exper ience s/gear-vr/), based on the rapid development of vividness and interactivity technologies, which are seen as the core elements needed for an experience in a virtual environment to feel like a real experience. The multidimensional controller (haptic VR controller) providing direct interaction with a virtual environment was particularly designed to provide a natural and realistic experience in a virtual environment (Lang 2016; Robertson 2015) . It is predicted that enhanced interaction in a virtual space will make experiential learning resembling reality possible.
This study was conducted to determine whether the experiences acquired through direct interactions with virtual environments and objects, which have become popular of late, could be felt as being closer to direct experiences than the experiences in the existing VR systems providing indirect interactions through gamepads or joysticks. Ultimately, this study intended to determine whether experiential learning is possible through VR.
Literature review
To determine whether experiential learning is possible through the recognition of virtual experiences as real experiences, the experiential characteristics of VR that will become the measurement and evaluation standard must be examined. Analysis of previous studies revealed that presence and flow are the basic characteristics of VR, and vividness, tactile interactivity, locomotive interactivity, and simulator sickness are the subcomponents contributing to presence.
The most basic characteristic of VR is presence (Barfield and Hendrix 1995; Heeter 1992; Slater and Usoh 1993) . Based on many previous studies, the meaning of presence can be compressed into "the sense of being there" (Heeter 1992) and "perceptual illusion of non-mediation" (Lombard and Ditton 1997) . Thus, VR experience can be felt as an actual experience. Furthermore, Steuer (1993) proposed vividness and interactivity as the fundamental components contributing to presence, determining the directness of the experience obtained in the virtual environment. Thus, enhanced vividness and interactivity can be considered to strongly influence the direct recognition of VR experience. Here, "vividness" refers to the abundance of reenactment in a mediated environment providing information to the senses, and "interactivity" refers to the level of participation in editing the form and content of the mediated environment in real time (Steuer 1993) .
Due to technical restrictions, most of the previous studies in the VR field (e.g., Bracken and Skalski 2010; Heeter 1992; Hou et al. 2012; Neuman 1990; Reeves et al. 1993; Seibert and Shafer 2017; Yuyama 1982; Zeltzer 1992) focused on visual vividness rather than on the vividness of the hearing, touch, smell, and taste perceptions. Studies are currently being conducted, however, on multi-dimensional controllers or data gloves, which allow direct contact with virtual objects. These technologies allowing direct interaction with virtual objects are expected to enhance tactile vividness.
While there have been many studies on vividness, there have been few on the relationship between enhanced interactivity and presence. Despite the increase in the number of video game studies on the effect of the control type on presence (Shafer et al. 2011; Skalski et al. 2011) , there has been almost no study on the effect of the controllers in VR environments on the naturalness of the control or presence (Seibert and Shafer 2017) . Accordingly, it should be determined whether direct interaction with a virtual object in an HMD-based virtual space could enhance tactile interactivity and presence and directly affect the experience.
Since it is difficult to move in the virtual environment through actual movement, indirect movement using a mouse, keyboard, joystick, or gamepad is used. Accordingly, the locomotive interactivity is deemed limited. Technologies allowing the user to directly walk and move in a virtual space (e.g., https ://www.vivep ort.com/and http://www.virtu ix.com/), however, which are currently being commercialized, can enhance the locomotive interactivity.
In contrast to vividness and interactivity, one component that negatively contributes to presence is simulator sickness (Maraj et al. 2017) . Various experimental studies (e.g., Treleaven et al. 2015; Draper et al. 2001) have reported that the use of VR devices applying HMD can cause simulator sickness, which has a negative effect on presence. The analysis revealed that there are study results indicating relief from simulator sickness when the inputs entering the visual and vestibular organs are consistent based on the movement in a virtual space through actual walking and movement (Chance et al. 1998 ). There are study results indicating, however, that actual walking does not provide relief from simulator sickness (Suma et al. 2007; Zanbaka et al. 2005) , and there is a previous study that showed that simulator sickness is not particularly related to presence (Nichols et al. 2000) . Thus, it is necessary to re-determine whether actual walking and movement provide relief from simulator sickness, and whether simulator sickness can be deemed to interfere with presence.
Flow refers to the state where a user is so immersed in an activity that he is uninterested in any other activity (Csikszentmihalyi 1990 (Csikszentmihalyi , 2000 . Many previous studies have reported that flow positively influences the learning effect (Csikszentmihalyi and Larson 1986; Csikszentmihalyi et al. 1997; Massimini and Carli 1988) . Accordingly, the degree of flow 1 3 as a prerequisite of the learning effect must be analyzed. Many previous studies indicated, however, that presence has an effect on flow (Hoffman and Novak 1996; Novak et al. 2000; Zaman et al. 2010) ; thus, it can be said that flow is an experiential characteristic that can be easily induced in VR.
In general, experiential learning is seen to be achievable through four circulative processes: concrete experience, reflective observation, abstract conceptualization, and active experimentation (Kolb 1984) . The step that must precede all the others is direct and concrete experience, which must be placed in a suitable situational context associated with the learning context. Accordingly, to determine whether experiential learning through VR can become true experiential learning, the degree of recognition of an experience in a virtual environment as a direct experience, and the experience steps related thereto, must be ascertained.
Among the scales for measuring the level of experience in experiential learning is the scale of experientiality developed by Gibbons and Hopkins (1980) . Experientiality refers to "the degree to which the student's learning experience is between indirect and direct experience, and the depth of the student's involvement in each experience." Gibbons and Hopkins (1980) categorized the forms of learning experience available in schools into the following ten levels: the simulated, spectator, exploratory, analytical, generative, challenge, competence, mastery, personal growth, and social growth stages (Fig. 1 ). This categorization shares its context and process of enhancing the experientiality of developing indirect experience into direct experience, and direct experience to the direction of a higher dimension (i.e., reflective observation, abstract conceptualization, or active experimentation). In this regard, Priest and Gass (2005) stated that this step of experientiality could be used as an index measuring the degree of practical experience in learning.
In the index of Gibbons and Hopkins (1980) related to the directness of experience, the simulated stage corresponds to the step of indirect experience generally referred to as the experience where "the student passively experiences slides, pictures, videos, and other simulations of reality" (p. 33). The spectator stage corresponds to direct experience focused on vividness, such as directly visiting a site where "the student experiences the object of study with all his senses, but as an observer" (p. 33). The exploratory stage corresponds to an enhanced direct experience focused on vividness and interactivity, much like directly interacting with the surrounding environment by visiting an actual site where "the student is exposed to interesting sites and encouraged to explore the possibilities of the materials at hand" (p. 33). The analytical to the social growth stages are the stages of experience obtained by intensifying learning to enhance the learning experience based on direct experiences in a high dimension. The experiences in these steps are identical to that in the exploratory stage in terms of direct experience, but there is a difference in experientiality based on how the components of the learning content are organized and structured.
The experience of using a medium, such as a book in an existing learning site, corresponds to the experience in the simulated stage, which is generally the lowest level of experientiality. In contrast, when the existing VR is used, the student is provided with an experience like looking at (Gibbons and Hopkins 1980, p. 36) 1 3 an actual object as an observer, through vividness-based virtual environment technologies. It can be predicted that experience in the spectator stage is possible. Experience in the exploratory stage is likewise possible through enhanced interactivity in addition to vividness in the VR experience with reinforced interactivity.
Research questions
To determine whether experiential learning occurs when a virtual experience is recognized as a real experience, experiential learning in a virtual space must be compared to experiential learning in an actual space. It is impossible to realize experiential learning in an actual space, however, with respect to the school curriculum. That is, while one can travel to the past or to outer space in a virtual space, one cannot do so in actual reality. Thus, the experiment itself would be impossible. Accordingly, this study realized experiential learning with VR providing direct interaction and with VR providing indirect interaction, which had been used in the previous experimental studies (e.g., Bailenson et al. 2008; Izard et al. 2017) , and conducted a comparative experiment to determine whether the study participants recognized their experience in the recent VR as actual reality compared to their experience in the traditional VR. Furthermore, it was determined that experiential learning would be enhanced by the further development of VR technologies if the study participants recognized their experience in the recent VR as being more like actual reality. Ultimately, it was determined that experiential learning is possible through virtual environments. To conduct such comparison, a relationship between actual reality and VR was set based on the degree of presence, as shown in Fig. 2 .
Through movements via actual walking and manipulation of objects via direct contact, VR technology has been rapidly developing in terms of vividness and interactivity.
Compared to simple VR using keyboards or gamepads, this technology can provide an authentic or more realistic experience by providing a stronger presence, and it can be predicted that the user can strongly recognize this authentic virtual experience as a direct experience.
Accordingly, vividness and interactivity are enhanced in a virtual space, such as that shown in Fig. 2 , and when presence is reinforced through enhanced vividness and interactivity, it can be assumed that the user can ultimately recognize a virtual experience as an actual experience. Under this assumption, the level of closeness to actuality felt by the user through enhanced vividness, interactivity, and presence was categorized into virtual reality (VR)-authentic virtual reality (AVR)-actual reality. In this regard, AVR is a concept that continuously develops in a direction close to an actual experience, rather than being a fixed concept. The term "authentic" is used in authentic virtual reality (AVR) because the expression "authentic experience" was generally used in previous studies on virtual objects and environments to refer to "an experience that is much like an experience in reality" and "a realistic experience" (Dunleavy 2014; e.g., Izard et al. 2017 , Kamarainen et al. 2013 Sheldon 2010, Squire and Jan 2007) .
To achieve the objective of this study, the recent VR technology providing direct interactivity was regarded as AVR at the current stage and was compared to the traditional VR providing indirect interactivity. The research questions and hypotheses are shown below.
Research Question 1. Will the experience in AVR be more closely recognized as a direct experience than the experience in VR? Research Hypothesis 1_1. Presence will be enhanced in AVR compared to VR. Research Hypothesis 1_2. Vividness will be enhanced in AVR compared to VR. Research Hypothesis 1_3. Tactile interactivity will be enhanced in AVR compared to VR. Research Hypothesis 1_4. Locomotive interactivity will be enhanced in AVR compared to VR. Research Hypothesis 1_5. Simulator sickness will be relieved in AVR compared to VR. Research Hypothesis 1_6. Flow will be enhanced in AVR compared to VR.
Based on the analysis of the previous studies' results, it can be considered that virtual experience is recognized more as an actual experience with enhanced presence. Furthermore, the subcomponents that ultimately contribute to presence are vividness and interactivity. Therefore, enhanced vividness and interactivity affect the recognition of the directness of an experience. Simulator sickness has a negative effect on presence, and it can be assumed that presence is enhanced with the alleviation of simulator sickness. Flow is directly affected by presence; therefore, it can be assumed that flow is enhanced in AVR rather than in VR.
Research Question 2. Will the experientiality in AVR be enhanced compared to that in VR? Research Hypothesis 2_1. Experientiality will be enhanced in AVR compared to VR.
The step of experience can become an important standard in evaluating experiential learning. Although in relation to Research Question 1, however, it can be deemed that experience will be more closely felt as a direct experience in AVR than in VR through the comparison of presence in both, the specific steps of experience cannot be examined. Accordingly, the steps of experience were measured using the steps in the scale of experientiality of Gibbons and Hopkins (1980) deduced in the theoretical analysis.
Research Question 3. Will the learning effect in AVR be enhanced compared to that in VR? Research Hypothesis 3_1. Academic achievement will be enhanced in AVR compared to VR.
As presence induces flow (Hoffman and Novak 1996; Novak et al. 2000; Zaman et al. 2010 ) and flow has a positive effect on learning as determined by previous studies (Csikszentmihalyi and Larson 1986; Csikszentmihalyi et al. 1997; Massimini and Carli 1988) , it can be assumed that the learning effect will be enhanced by AVR than by VR. Accordingly, the academic achievement based on AVR and that based on VR were comparatively analyzed in this study through the composed academic achievement test sheet.
Experiment

AVR and VR contents
The "Moon Exploration Learning Game" was developed based on the Earth and Moon unit of a grade 4, second semester elementary school science class. During the content development process, the opinions of the teachers about the contents related to the past and the place that could not be reached would be appropriate for VR learning. In particular, many opined that moon exploration was limited to the plan and could not be implemented through the traditional learning method, and that it would be good to experience the moon's environment and gravity directly in a virtual space. Based on this feedback, the "Earth and Moon" chapter was selected for the experiment in this study. Although it was possible to use the entire curriculum for experiential learning in VR, it was determined that for the purposes of this study, the students should experience contents that were impossible to experience in actual reality. The curriculum had contents comparing the environments of Earth and the moon, and intensive learning allowed the comparative analysis of the gravity on Earth and that on the moon through experience.
AVR and VR suit games as media emphasizing interactivity (Zyda 2005) , and the learning contents are presented as a game (Fig. 3) . Gaming experience, a clear goal, a set of rules, skill, luck, and reward are generally accepted as game characteristics (Elias et al. 2012; Salen and Zimmerman 2004) . Therefore, an adventure game with a story, role, and quest that reflects the general characteristics of games was developed, but unlike the existing computer games, this game provides users with a realistic gaming experience. In the VR game, unlike in the existing computer games, a vivid visual and spatial experience similar to actual reality can be provided through the experience of complete immersion in the game's space. In the case of AVR games, one can break away from the symbolized interaction method of moving and controlling objects using a joystick or a mouse and can have a near-realistic interaction experience by actually walking and touching virtual objects in the game.
Therefore, due to their improved gaming experience characteristics compared to those of the traditional monitor-based computer games, these games are expected to be particularly effective for learning units that are practically impossible to experience, such as the Earth and Moon unit.
To develop the aforementioned game, the instructional process of game-based learning was followed. Prensky (1998) defined game-based learning as a method of learning where the learner attains the learning goal without the teacher's direct involvement, by using an educational 1 3 computer game, where the learning contents are incorporated in the game. In game-based learning, which utilizes games as the environment for teaching and learning, most activities (e.g., recognizing learning objectives, acquiring learning contents, and evaluating learning activities) are performed in games. These processes were reflected in the game design. Moreover, the instructor must continuously guide and assist the learners to help them attain the learning goals. In the Moon Exploration Learning Game, the non-player character (NPC), the spaceship captain, plays this role. Game-based learning supports various interactions, induces engagement, and provides the learners with situated learning opportunities (Prensky 1998) . These are similar to the goals the authors want to achieve through VR-based learning. Therefore, the use of VR was judged as suitable for creating learning contents according to the instructional process of game-based learning.
Unity 5.4 was used as the game engine, and the programming languages C# and Javascript were used. Autodesk Maya 2013 and 3Ds Max 2016 were used for 3D modeling and animation, and the texture and sound were edited using Adobe Photoshop CS2 and Adobe Premiere Pro CS3, respectively. The game was developed through the process shown in Fig. 4 . First, the 3D objects that the user can see and interact with in a virtual environment were modeled, and texturing was performed to make the prepared 3D model source appear realistic. The joints were planted and connected to the objects that were required to move, such as virtual hands or animals, and these rigged objects were animated, such as holding a fist and running rocket ship launching station, e launching after boarding the spaceship, f comparative learning by observing the Earth and moon from outer space, g learning about the moon's environment after arriving on the moon's surface, and h experiencing the gravity on the moon around animals. In addition, audio sources (e.g., rain, wind, and sound of rocket launching) were prepared, and the lines of the spaceship captain were recorded. In the next step, all of these prepared sources were loaded into the game engine and programmed. The game was created after stability verification by a game company specialist, and beta tests were conducted to prevent bug-caused problems.
AVR and VR systems
For the AVR device, this study used HTC's VIVE for the following reasons. First, unlike other AVR devices, VIVE has no age restrictions, thus satisfying the manufacturers' guidelines. Second, VIVE is suitable for conducting research and exploratory activities by moving freely inside a virtual space through wireless-location-tracking-system-type technologies. While treadmill-type AVR devices allow the user to move without restrictions within a certain distance in a virtual space, it is difficult for the user to sit, duck, or jump due to the harness worn on the shoulders or waist for safety reasons, and AVR devices providing a motorized interactivity technology that allows the users to passively move their body through mechanical devices are not suitable for various actions, such as walking, leaning, and picking up virtual objects.
The VR system was used similarly as HMD in VIVE to maintain the same visual and auditory vividness conditions as in AVR, and the user was provided locomotive and tactile interactivity indirectly, through the traditional way of connecting with a PlayStation 4 (PS4) gamepad (Fig. 5 ).
Experiment participants
The experiment was carried out at small-and medium-sized urban schools in Gyeonggi-do, South Korea, with middleranked national primary school achievement results. As the AVR and VR learning games that were developed for this study had fourth grade semester science curriculum contents, the experiment subjects were grade 4 students (11 years old). A total of 42 students participated in the experiment, 20 Images of authentic virtual reality (AVR) and virtual reality (VR) a authentic virtual reality (AVR) and b virtual reality (VR) (13 male and 7 female) in the AVR learning game and 22 (12 male and 10 female) in the VR learning game. The participants were selected by the students' homeroom teachers, ensuring an even distribution of students with high and low academic achievement, making both groups homogeneous. All the participants had never used VR before.
Procedure
The experiment was conducted on December 16, 2016, at a school located in Gyeonggi-do, South Korea. All the experiment processes were recorded, and a survey and an achievement evaluation were conducted after the experiment. The experiment was conducted after selecting eight students per class and transferring the students to the experiment site. Four students participated in the AVR learning game, and four in the VR learning game. Two separate rooms were used for the experiment. A counteraction was prepared in case an injury or simulator sickness occurred, after passing the deliberation of the Institutional Review Board (IRB). Each student played the game for 10-15 min and completed the questionnaire and the achievement test for 20-30 min.
To prevent information leakage from the students who had completed the experiment to those who had yet to perform it, all the students who were to participate in the experiment were made to wait in a waiting room, and those who had completed the experiment, survey, and academic achievement test were made to return to their classroom.
Measures
The survey consisted of variables for measuring the recognition of the directness of experience (presence, vividness, tactile interactivity, locomotive interactivity, and simulator sickness), the requisite of the learning effect (flow), and the variable for measuring the learning steps (experientiality). A set of criteria verified in previous studies (Schubert et al. (1999 (Schubert et al. ( , 2001 (Schubert et al. ( , 2003 ) was used to measure the presence, and another set of criteria verified in other previous studies (Jackson and Marsh 1996) was used to measure the flow. Vividness, tactile interactivity, and locomotive interactivity, which ultimately contribute to presence, were measured using the factors contributing to presence in the study conducted by Witmer and Singer (1998) . Witmer and Singer (1998) proposed the control, sensory, distraction, and realism factors as the four elements contributing to presence. Among these, the sensory and realism factors are the criteria related to vividness according to the standards of Steuer (1993) , and control is related to interactivity. Accordingly, the vividness questions were deduced from the sensory and realism factors, and the tactile and locomotive interactivity questions were deduced from the control factor. Simulator sickness was measured using the Simulator Sickness Susceptibility Questionnaire (SSQ) developed by Kennedy et al. (1993) .
To measure experientiality, the experientiality criteria developed by Gibbons and Hopkins (1980) were used. The experientiality variable was used to determine the degree of enhancement of the experientiality felt through direct interaction in a virtual space and determines the difference in experientiality between AVR and VR. Accordingly, the experientiality criteria were composed to allow the study participant to select any one among the simulated, spectator, and exploratory stages, which are the steps of direct and indirect experience, by excluding the steps of experience occurring due to the difference in the composition of the contents.
To measure the learning effect, an academic achievement test sheet was developed by educational professionals and teachers in a meeting about the realized game's learning contents, consisting of six questions on the Earth and Moon unit's basic contents and four intensive learning questions on gravity. To determine how well the participants acquired, comprehended, and applied knowledge related to the learned contents, questions were formed to evaluate their remembering, understanding, applying, analyzing, evaluating, and creating processes, which make up Bloom's revised taxonomy of educational objectives (Anderson et al. 2001) . The educational professionals and teachers prepared an objective evaluation standard, and they increased its reliability by adjusting the opinions and mutual review of the three evaluators.
As the experiment participants had to measure seven variables including academic achievement, there were restrictions in composing the questions. If there were too many questions, the children with poor concentration could not faithfully respond to the survey, which might affect the result of the examination of their academic achievement. Three questions were prepared for each variable. A 5-point Likert scale was used for the 19 questions, and 10 essay questions were used to measure the academic achievement. SPSS 24 was used to analyze the results. The t test, which can be used for less than 30 samples, was performed for data analysis. In this study, less than 30 samples were obtained, Levene's test for equality of variances was conducted, and the analysis was performed differently based on the assumption of equal variances. The compositions of all the measurement tools are given in Table 1 , and the question details are given in Table 2 .
Results
Validity of the survey questions
The subcomponents contributing to presence in AVR and VR (vividness, tactile interactivity, and locomotive interactivity) were measured based on measurement criteria according to the theoretical basis, by analyzing previous studies. The validity of the survey questions was verified using exploratory factor analysis. Although the validity of the simulator sickness criterion has been verified, such component affects presence, along with vividness, tactile interactivity, and locomotive interactivity, and is assumed to have a negative relationship with locomotive interactivity. Thus, these components were also analyzed and were found to have been composed based on the relationships between the observed variables and the latent variables proposed in the theoretical analysis, as shown in Table 3 . Results showed vividness, tactile interactivity, locomotive interactivity, and simulator sickness criteria satisfy the requirements of the construct validity in the structure of factors. The questions regarding presence and flow have already been verified in various prior studies, and as such, the criteria were directly used in this study. 
Verification of hypothesis
<Research Question 1 > Will the experience in AVR be more closely recognized as a direct experience than VR experience?
A t test was conducted on each variable for comparative analysis. The analysis showed that the "t" value displayed a positive (+) direction with regard to the presence, vividness, and tactile interactivity factors, while the "t" value of simulator sickness, which is a reverse item, displayed a negative (−) direction, as shown in Table 4 . In addition, statistically significant results were obtained for presence, tactile interactivity, and simulator sickness. Thus, the results complied with the research hypothesis that the survey results of AVR would be higher than those of VR. Although the differences in locomotive interactivity and flow were insignificant, the mean value of VR was high, unlike as hypothesized.
Research Hypothesis 1_1. Presence will be enhanced in AVR compared to VR.
Compared to VR, AVR was significantly enhanced within the 0.05 significance level (5 = 2.28, p < 0.05) (Table 4) . Accordingly, it can be said that the AVR learning game participants did not recognize the medium compared to the VR learning game participants and had a stronger feeling of being in a virtual space.
Research Hypothesis 1_2. Vividness will be enhanced in AVR compared to VR.
Vividness in AVR was not significantly enhanced compared to vividness in VR (t = 1.14, p > .05) ( Table 4 ). This can be attributed to the restrictions of the multi-dimensional controllers that were used in the experiment. With threedimensional controllers, an object is grabbed by pressing a button rather than by sensing through the fingers. It was determined that a restriction occurred in terms of tactile vividness, but the mean value of vividness felt in AVR with the "t" value in a positive (+) direction was higher than that in VR. This can be attributed to the fact that although the subcomponent affecting vividness (visual and auditory vividness) is the same in AVR and VR, the tactile vividness in AVR, which provides direct contact with a virtual object, was enhanced.
Research Hypothesis 1_3. Tactile interactivity will be enhanced in AVR compared to VR.
Tactile interactivity in AVR was significantly enhanced within the 0.01 significance level compared to that in VR (t = 2.78, p < 0.01) ( Table 4 ). This signifies that the participants who experienced learning through the AVR learning game were able to grab and operate an object in a virtual environment much more easily and naturally than the participants who experienced learning through the VR learning game.
Research Hypothesis 1_4. Locomotive interactivity will be enhanced in AVR compared to VR.
Locomotive interactivity in AVR was not significantly enhanced compared to that in VR (t = − 0.83, p > 0.05). The latter showed a higher value, with the "t" value being negative (−) ( Table 4) . The observation and analysis of the experiment process revealed that this was due to the problems that occurred when the HMD was connected to the system unit using a cable. As can be seen in Fig. 6 , it was occasionally observed that when the study participants playing the AVR learning game recognized that the cable was wound around their body as they turned and moved, they stopped and rotated their body in the opposite direction or untangled the wire with their hands to free themselves. The research assistant also had to continually untangle the cable wound around the body of the participant. Research Hypothesis 1_5. Simulator sickness will be relieved in AVR compared to VR.
Simulator sickness in the AVR showed a significant relief within a 0.05 significance level compared to VR (t = − 2.23, p < 0.05) (Table 4) . This is identical to the results of a previous study (Chance et al. 1998) , indicating that direct movement relieved simulator sickness. Although the locomotive interactivity in AVR was not enhanced compared to that in VR, the problem of the simulator sickness in AVR being relieved compared to that in VR was discovered. This may be attributed to the fact that direct walking relived simulator sickness based on the conformity of the visual information with the vestibular organ, as in a previous study (Chance et al. 1998) , regardless of the feeling of ease and convenience in movement.
Research Hypothesis 1_6. Flow will be enhanced in AVR compared to VR.
The flow in AVR did not show a significant result compared to that in VR (t = − 0.94, p > 0.05) (Table 4) , and the "t" value showed a negative (−) direction. It was found that the VR learning game participants showed a higher mean value, contrary to the hypothesis. This result can be interpreted from two perspectives.
First, the flow theory must be examined. In the said theory (Chikszentimihayi 1990), when a challenge task and a personal technique or skill that can resolve it maintain a reasonable tension (when the challenge task maintains a certain level of difficulty), flow occurs (Fig. 7) . The learning game contents developed for the experiment, however, had excessively easy challenge tasks in terms of AVR, such as picking up and throwing a stone, walking, or jumping, because it is within the framework of the regular curriculum. It was determined that picking up and throwing a stone with the hand using a three-dimensional controller, walking, and jumping were too easy to induce a strong flow in the AVR learning game participants.
Second, the cable that connected the HMD to the system unit, which had a negative effect on locomotive interactivity, not only induced the AVR participants' feeling that they could not freely move but also weakened the flow through the cognition of the actual space outside the game. The cable weakened the participants' sense of control while playing the game by continually twisting around their body, and it appeared that the participants recognized the external situation while receiving help from the research assistant or personally unwinding the cable from their body.
<Research Question 2 > Will experientiality in AVR be enhanced compared to that in VR? Research Hypothesis 2_1. Experientiality will be enhanced in AVR compared to VR.
The analysis of the t test results revealed that experientiality in AVR was significantly enhanced within a significance level lower than 0.01 compared to that in VR (t = 2.34, p < 0.01) (Table 5) , which conformed with the research hypothesis. Accordingly, the AVR learning game participants felt stronger experientiality of actually touching and operating an object in a virtual space compared to the VR learning game participants. Specifically, the frequency analysis of the survey question responses revealed that most (17) of the AVR learning game participants selected the responses pertaining to the exploratory stage, whereas only 9 of the students who participated in the VR learning game selected the responses pertaining to the simulated and spectator stages (Table 6 ). Thus, almost half of the student participants selected a relatively low experience compared to that in AVR. Accordingly, in terms of the steps of Fig. 7 Balance of skills and challenges (Csikszentmihalyi 1990, p. 74) experientiality according to Gibbons and Hopkins (1980) , the experience in AVR is closer to that in the exploratory stage of directly touching an object and being exposed to an interesting site, whereas an experience in VR is closer to the spectator stage of looking at an actual object. Thus, there is a difference in the degree of experientiality between AVR and VR.
<Research Question 3 > Will the learning effect in AVR be enhanced compared to that in VR? Research Hypothesis 3_1. Academic achievement will be enhanced in AVR compared to VR.
The comparative analysis through a t test on the academic achievement scores of the group that used the AVR learning game and the group that used the VR learning game displayed significant results for question 8, which requires a complex level of thinking, as shown in Table 7 (t = 2.39, p < .05).
The academic achievement questions were categorized into Bloom's revised taxonomy of educational objectives (Anderson et al. 2001) , which are based on the degree of complexity of the required thinking processes (remembering, understanding, applying, analyzing, evaluating, and creating), and were distributed according to their total difficulty level. First, so that the survey would not be too difficult, six remembering questions (with the lowest complexity level; questions 1-1, 1-2, 3, 5-1, 5-2, and 7) were formulated. These questions evaluated the participants' skill in remembering the learned contents, such as facts or rules. Next, to evaluate if the participant properly understood the learned contents, one question on comprehension was formulated (question 2), and to evaluate the skill of applying the learned contents to new situations, two questions on application were formulated (questions 4 and 6). Lastly, to determine whether the participants recognized the difference by comparatively analyzing the learned contents, and to apprehend the entire relation and draw creative ideas, one question on analysis, evaluation, and creation was formulated (question 8). Academic achievement through AVR learning was significantly enhanced compared to that through VR learning with regard to the analyzing, evaluating, and creating questions, which had the highest thinking complexity level among all the academic achievement questions.
Remembering question
The questions related to remembering involved listening to an explanation given by the captain of the spaceship in the game, and observing the surroundings in the virtual environment, to evaluate the learned contents. There was no special challenge task, and the contents were learned based on the visual and auditory vividness. As there was no difference in visual and auditory vividness, however, between the AVR and VR learning games, it was determined that there was no difference in academic achievement (Table 7) .
Understanding and applying questions
The questions related to understanding and applying involved learning through challenge tasks and interactions with virtual objects. Theoretically, academic achievement would be higher in AVR than in VR. As shown in Table 7 , however, most of the AVR and VR learning game participants gave accurate answers. It was determined that the difficulty level of the challenge task and learning contents was too low, as indicated in Research Hypothesis 1_6, so there was no significant difference in flow. Furthermore, the challenge task was at the level of picking up a stone and dropping it, and observing the results of such action (question 2), finding out how far a stone can be thrown on the moon compared to Earth (question 4), and comparing how far the student could jump on the moon and on Earth (question 6). The results of the actions can be easily perceived both in AVR and VR.
What is notable is that in the case of question 6, which compares gravity on Earth and on the moon through the standing long jump, the AVR learning game participants may visually perceive the difference in flight time between jumping on Earth and on the moon while playing the game, but there was no difference in the actual flight time of the body. The actual flight time and the flight time in a virtual space cannot be exactly matched unless special equipment providing motorized interactivity is used to reproduce such special situation. Many students reported that they actually felt like they were jumping away from the moon after the experiment, so it was judged that merely extending the flight time visually made them perceive a difference in gravity.
Analyzing, evaluating, and creating questions
As the level of academic achievement in AVR was high with regard to the analyzing, evaluating, and creating questions (t = 2.39, p < .05) (Table 7) , it can be said that highdimensional thinking skills may be enhanced when AVR is used in learning. The analysis of the academic achievement survey results showed that the AVR learning game participants provided much content related to analyzing, evaluating, and creating in their response to question 8, which was an analyzing, evaluating, and creating question. Question 8 ("Please describe what you felt when you saw people building stations on the moon drop, or throwing objects") required a detailed explanation of the student's thoughts and feelings based on his own knowledge. The full score was 10 points, and the student was given 0 point if his answer was irrelevant to the question; 3 points if his answer provided a simple feeling or was related to knowledge; 5 points if his answer was related to analyzing, evaluating, or creating based on knowledge; 7 points if his answer was related to any two among analyzing, evaluating, and creating based on knowledge; and 10 points if his answer was related to analyzing, evaluating, and creating based on knowledge.
The analysis of the answers showed that the VR learning game participants provided simple information or feelings, such as "It is astonishing," "The stone fell slowly," and "The stone fell slowly and far away," whereas the AVR learning game participants provided answers that included creative applications by combining analysis and evaluation, such as "I learned that the moon is very different from Earth," "It was astonishing that the stone fell a bit slowly, and I felt a difference in gravity, the stone fell slowly due to the gravity, it is astonishing, and it would be convenient if this were the state of Earth," and "The difference in gravity between Earth and the moon is significant, and thus, various tasks can be performed more easily using this difference."
It can be assumed that this difference occurred due to the effect of experience on the student's thinking. A student who carried out a long jump using AVR answered that "it is astonishing, and I could feel a difference in gravity between Earth and the moon when I long-jumped"; thus, the participant recognized his action as a direct experience, whereas a participant who long-jumped by pressing a button in VR stated that "it was cool, and I wanted to do the same; I also wanted to actually run or throw a stone on the moon". It was as if the student was writing as an observer of a person who long-jumped or threw a stone rather than being the one who did so. It can be said that AVR, which allows an experimental action including an active behavior, is more useful than VR for learning.
Implications
The analysis of the results of the survey on the degree of recognizing a virtual experience as a direct experience revealed that the mean value in AVR was generally higher than that in VR, which conformed with the research hypothesis. (That is, the presence, tactile interactivity, and experientiality were significantly enhanced in AVR compared to VR, and the simulator sickness was relieved.) The students felt their experience in AVR more as the actual reality than their experience in VR. In terms of experientiality, AVR is closer to the exploratory stage, referring to the experience of being exposed to an interesting site and directly touching an object there, whereas VR is closer to the spectator stage, referring to an experience that is much like viewing an actual object in a standard environment. Accordingly, more realistic experiential learning is possible in AVR than in VR, and it can be predicted that experiential learning that is closer to reality will become possible in a virtual space with the further development of the relevant technologies.
The analysis of the academic achievement test results in terms of the learning effect showed that there was a partially significant difference in the learning that was obtained from the AVR and VR learning games. With regard to the remembering, understanding, and applying questions, there was no difference in academic achievement between AVR and VR, but the analyzing, evaluating, and creating questions, which required a high thinking complexity level, showed significant academic achievement enhancement in AVR learning. These imply that high-dimensional thinking skills can be enhanced if AVR is used for learning.
Conclusions
A vivid and highly realistic virtual environment can be achieved by combining a hardware device that can display a virtual object in real time and the already-popularized computer graphics technologies. Three-dimensional technologies enabling a virtual object to be held with the hand and moving inside a virtual space allow people to freely explore a virtual space. Enhancing such vividness and interactivity allows people to feel the virtual experience as an actual experience, allowing reality to be experienced in a virtual space. This study sought to determine whether experiential learning is possible by using virtual experiences. Through experimentation and analysis, it was determined that the enhanced vividness and interactivity in a virtual environment allow the user to recognize the experience as being closer to a direct experience and partially enhance the learning effect. Vividness and interactivity in authentic virtual reality (AVR) are rapidly being enhanced through recent technological developments. It is predicted that learning through an experience identical to reality will be made possible in a virtual space where vividness and the interactivity of all the senses, including the tactile, olfactory, and taste senses, are very close to actual reality. However, the experiments and analysis showed limitations, so the following are suggested for future research:
First, due to the technical restrictions of authentic virtual reality (AVR) and virtual reality (VR) systems that were used in this study, the head-mounted display (HMD) and the system unit were connected using a cable, but it appears that this design problem interfered with the accurate measurement of the locomotive interactivity and flow in AVR. Accordingly, it will be necessary to measure and analyze these elements after removing the cable, which restricts free movement.
Second, experiments were conducted via VIVE in this study, considering the age restriction condition and freedom of contents and operation. Therefore, the experiential learning potential of the VR systems providing tactile interactivity using gloves, locomotive interactivity using treadmills, and motorized interactivity could not be verified. Future studies should explore the possibilities of experiential learning in VR, which provides these types of interaction, by performing additional experiments.
Third, to remain within the framework of the curriculum, this study made use of learning contents and a challenge task that were too easy in terms of AVR. As such, a result contrary to the hypothesis was obtained in terms of flow, and there were restrictions that partially enhanced the learning effect in terms of academic achievement. Accordingly, the evaluation results should be supplemented by experimenting on and realizing contents for the high-level grades, which have a high level of difficulty, based on the analysis results indicating that AVR is suitable for difficult and complex learning and challenge tasks.
Fourth, this study showed that experiential learning is possible in a virtual space, and it was thus deduced that experiential learning using a virtual environment is also possible. Even if experiential learning is possible in theory, however, it will not be easy to immediately apply this system at this stage, where only one student can participate in the activities in one system. Accordingly, technical studies must be conducted and contents must be developed to enable many students to participate in learning at the same time.
Fifth, the characteristics of VR deduced through theoretical analysis (presence and flow), and the factors that contribute to presence (vividness, tactile interactivity, locomotive interactivity, and simulator sickness) and learning effect can set an overall influential relationship, as shown in Fig. 8 . Accordingly, the theoretical model must be set and verified, as shown in Fig. 8 . To validate the suitability of a theoretical model with such a complicated relationship, structural equation modeling (SEM) analysis is generally conducted to assess the fit of the latent variable model based on theoretical structural modeling. The sample size in this regard must be 5-10 times more than the number of parameters, and there must be more than 150 people involved (Kim et al. 2009 ). In the AVR and VR systems that were used in this study, however, an HMD had to be worn for learning, making it impossible for multiple students to participate in the said systems simultaneously. Also, due to the various restrictions, such as the need to conduct an experiment in accordance with the class schedule and to put the students under control before and after the experiment, a sufficient number of samples could not be secured for the SEM analysis. Accordingly, the influential relationship among the characteristics of VR, the components that contribute to these characteristics, and the learning effect must be examined in the future studies by verifying the theoretical model after securing a sufficient number of samples.
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