Introduction
A major goal of natural science is to understand the formation of spatiallyextended patterns in all kinds of physical, chemical, biological and other systems. In many cases, it is advantageous to interpret the overall pattern under consideration in terms of a superposition of certain spatially well-localized elementary patterns that we may refer to as "particles". In the simplest case, all these particles are of the same kind and the complex behavior of the extended pattern can be described in terms of simple individual properties of the particles and their interaction. A clear illustrative example for this approach is the concept of atoms. In this case, the elementary pattern or particle is the atom and the complex spatially-extended pattern is, e.g., the crystal.
From a theoretical point of view, pattern forming systems are described by field equations with infinitely many degrees of freedom. However, a powerful technique for describing their temporal evolution is to use a "particle approach". In this approach, well-localized solutions of the field equation are viewed as particles. The dynamic behavior and the interaction of these particles are described by ordinary differential equations, using center-of-mass co-ordinates and possibly some other variables. The decisive advantage of such an approach is that the underlying field equations, with infinitely many degrees of freedom, can be reduced to order-parameter equations with a finite and possibly small number of degrees of freedom, without losing the important information. An extremely powerful and far-reaching application is the notion of atoms.
We recall that macroscopic physical systems can be separated into two classes, according to their long-time behavior. One class approaches thermodynamic equilibrium, resulting in a vanishing exchange of energy with the surroundings. The second class is characterized by external driving "forces" which lead to a finite energy transfer to the system, and, correspondingly, to a finite dissipation in the long run.
For the first class of systems, general techniques to find physical solutions have been developed. Systems in thermodynamic equilibrium can be described by a thermodynamic potential, of which one has to find the absolute extremum. Well-known examples for such systems are atoms and molecules forming crystals, defects and precipitations in solid materials, magnetic and electric dipoles leading to domain structures in condensed matter and islands on solid surfaces.
The class of dissipative systems is much less well-understood than the class of thermodynamic equilibrium systems. As a rule, no concepts like the thermodynamic potential exist. Nevertheless, dissipative systems represent an extremely promising area of research as they exhibit an overwhelming diversity of spatially-extended self-organized patterns. Typical representatives can be found in physics, chemistry, geology, biology and even sociology. Examples for patterns of this kind are wind-driven waves of fluids, electrical field-driven lightning, spiral patterns in chemical reactions, periodic sedimentation, nerve pulses and accumulations of amoebae. In numerous cases, it is advantageous to define localized solitary structures that, in many respects, behave like individual objects and that are generated or annihilated as a whole. Some examples are shown in Fig. 1 .
(a) (b) (c) Fig. 1 . Examples of localized structures in dissipative systems: (a) current filaments in a semiconductor that form electrical current density spots in the plane vertical to the axis of the filaments [18] , (b) light spots in laser-driven nonlinear sodium vapor [17] , (c) electrical potential of a propagating nerve pulse, as a function of time [19] In our chapter, we will focus on a special class of dissipative systems, namely on reaction-diffusion systems. This class has its origin in chemistry, but today representatives can be found in many branches of natural sciences. Although different patterns and localized structures in reaction-diffusion systems have been known for a long time, there was a lack of understanding of the underlying principles. The first major breakthrough was achieved in 1952 when Turing, aiming to understand the principles of morphogenesis, published his pioneering work about pattern formation and morphogenesis in reaction-diffusion systems [16] . Since that time, modern science has struggled to get a deeper insight into different processes of pattern formation in various fields. Important milestones are given by the works of Hodgkin and Huxley on models of nerve membranes [19] and the reduction of these models by Fitz-Hugh and Nagumo to describe travelling pulses [13, 25] . We also mention the work of Fife on two-component reaction-diffusion equations [14] , that on the Brusselator and Oregonator [12, 15] and the Barkley model [20] , all three being used for the description of pattern formation in chemical systems. In addition, we mention various other works related to biological problems (see e.g. [24, 26] ). Finally, we want to refer the reader to the treatment of auto-solitons by Kerner and Osipov [22] . Parallel to the theoretical works, there were investigations on experimental systems in which the formation of different patterns was observable under controlled conditions. Well-known examples of such systems are those with chemical reactions in gels [27, 29] , reactions on surfaces [10] , and also systems with charge carrier generation and annihilation, such as those known from semiconductor physics [5, 6, 8, 9] or gas discharge systems [3, 4, 7, 11, 23] . In many reaction-diffusion systems, both localized and spatially-extended structures can be found. In this chapter, we will concentrate on localized solitary structures, which we will refer to as dissipative solitons (DSs) [7, 28] .
The chapter is organized as follows: Sect. 2 deals with basic mechanisms of pattern formation in reaction-diffusion systems. Here, the principle of local activation and lateral inhibition in the presence of diffusion plays an important role. This principle is first illustrated in Subsect. 2.1. We will then argue in more detail how a homogeneous state can be destabilized by diffusion, leading to spatially-extended patterns (Subsect. 2.2). Then, we will explain under which conditions localized solutions, in the form of DSs, can be stabilized (Subsect. 2.3). A one-dimensional experimental realization of a reaction-diffusion system by an electrical network is described in Subsect. 2.4. To stabilize several moving DSs in more than one spatial dimension, extensions of the system have to be made (Subsect. 2.5). In this way, interesting phenomena, like the formation of molecules of DSs or scattering of DSs, become possible as solutions of a reaction-diffusion equation in more than one spatial dimension. Numerical solutions for the extended equations supporting the former statement are presented in Sect. 3. The goal of Sect. 4 is to investigate selected problems on an analytical level. We will treat the onset of propagation of DSs due to a symmetry-breaking drift bifurcation (Subsect. 4.1) and derive order-parameter equations describing the dynamics in terms of ordinary differential equations near the drift bifurcation point (Subsect. 4.2). As an experimental example of a spatially two-dimensional system that carries DSs and that can be related to reaction-diffusion systems, we will consider the dynamics of current filaments in a planar gas-discharge system (Sect. 5). In Subsect. 5.1, we present the experimental set-up and its qualitative modelling by reaction-diffusion equations. In Subsect. 5.2, we report on experimental results and their evaluation using new statistical data analysis tools. The article closes with a summary and an outlook in Sect. 6.
Mechanism of Pattern Formation in Reaction-Diffusion Systems
In the following section, we want to clarify the nature of reaction-diffusion systems and the kinds of mechanisms acting to produce self-organized patterns. In particular, we will concentrate on the principle of local activation and lateral inhibition.
We define reaction-diffusion systems as systems that are described by the following parabolic partial differential equations of the general forṁ
Here,
The name for this type of equation originally comes from chemistry, where U usually describes the concentration of some reagent. On one hand, U may also change in time, due to diffusion, and this local effect is expressed through the first summation on the right hand side. Here, D is a diagonal matrix containing a diffusion constant for each component. Each diffusion constant can be interpreted as the square of the diffusion length, l Ui , divided by the corresponding collision time, t Ui . On the other hand, the concentrations may change due to local reactions, and this is expressed by the reaction function R. Apart from an interpretation in the context of chemical systems, the equation is also suitable for describing many other systems from various branches of physics and other sciences. In particular, in electrical systems, the Laplacian can come into play via the Poisson equation.
Reaction-diffusion equations belong to the class of dissipative systems. As partial differential equations, they have infinitely many degrees of freedom, and a mathematical proof of the dissipative nature is difficult, as it touches upon very basic physical questions. At this point, we content ourselves with stating that diffusion can be considered as a dissipative process.
In the following, we will assume that the system (1) has at least one stationary, spatially homogeneous solution U 0 , obeying the relation
We now decompose an arbitrary solution of the system as
In the following considerations, we will use (2) and (3) to expand the righthand-side of (1) around U 0 , using Fréchet derivatives. This yields the equa-
for the evolution of the deviationŨ , where L = L(U 0 ) corresponds to the linear and N = N (U 0 ) corresponds to the nonlinear part of the Taylor expansion of the reaction term around U 0 .
Diffusion in the Presence of Local Activation and Inhibition
For reasons of simplicity, we will first restrict ourselves to the case n = 2, m = 1. In this case, one may rewrite (1) as
Consequently, the linear part of (4) can be expressed as
From (6), one can see that the constants in the linearized reaction function can be interpreted as inverse relaxation time constants of the reaction function, which describe, in the vicinity of U 0 , how fast u and v, respectively, change in their dependence on the actual values of these components. Physically, the second term on the right-hand-side of (6) describes locally activating and inhibiting processes; in other words, the presence of a component u or v can stimulate or dampen the evolution of u and v according to the positive or negative sign of the entries in the matrix. If we write out the second term on the right-hand-side of (6), the component in the evolution equation will act as an activator when the corresponding coefficients have a positive sign and as an inhibitor when it is negative. In the case of the presence of some activator, the linearized system may go to infinity, provided there is no controlling inhibitor or that the action of the inhibitor is not efficient enough. However, in the long run in real systems, due to nonlinearities, an activator will always be controlled by some inhibitor or the activator itself will be switched to an inhibitor for a large deviation of u or v from U 0 . As a consequence, the concentrations u and v remain finite.
Let us now include in our discussion the effect of diffusion. Here, one should have in mind that diffusion has a tendency to distribute matter in space. The influence of diffusion is represented by the first term on the righthand-side of (5). Let us imagine a situation where the homogeneous stationary state U 0 of the system (5) is a stable stationary solution for a given set of diffusion parameters D u and D v . The stability of the stationary state implies that any small perturbation of this state, its evolution being described by (6) in the vicinity of U 0 , will decay in the course of time. In particular, this is true for local perturbations. We now want to choose the diffusion constants so that the diffusion of the inhibitor that we assume, for example, to be v, is considerably larger than that of the activator, which we assume to be u. After a local perturbation of the same size, both components, for example in the form of a local positive deviation of u and v from the homogeneous stationary distribution U 0 , u and v start to diffuse in the vicinity of the site of the perturbation. In the course of time, there will be a decrease of u and v due to diffusion. However, since the diffusion of the activator u is weaker than that of the inhibitor v, there will be a deficiency of the inhibiting component v, and consequently the local control of the activator by the inhibitor may be less efficient. As a result of this effect, there is, locally, the possibility that the activator grows in an uncontrolled manner until it runs into saturation because of inevitable nonlinearities. We conclude that, due to the interplay of diffusion with local effects of activation and inhibition, diffusion may destabilize the homogeneous stationary state U 0 , thereby supporting spatially inhomogeneous patterns. This is the essential idea of Turing's pioneering investigation of diffusion-driven spontaneous patterns in reaction-diffusion systems [16] . In this work, Turing demonstrated that a reaction-diffusion system in the form of (1) is able to create spatially inhomogeneous patterns due to diffusion if the following conditions are fulfilled:
for all x) decay in the course of time, meaning that effects caused by the reaction function alone do not lead to a destabilization. 2. Some local deviation from the stationary state, influencing its neighborhood by the effect of diffusion, in co-action with the reaction function leads to the creation of a spatially-extended pattern.
To clarify Turing's idea and to find types of reaction-diffusion systems in which diffusion is responsible for the stabilization of spatially inhomogeneous patterns, we will carry out a Fourier-transformation of the deviationŨ from the homogeneous stationary solution. In this way, we decompose the deviation into modesŨ k e ikx , k ∈ R which are eigenfunctions of the Laplace operator, thereby obtaining an infinite number of ordinary differential equations instead of one partial differential equation. Starting from the example of system (5), we insert the Fourier ansatz into the linearized (6) and project the resulting equation onto the linearly-independent exponential functions, obtaininġ
The homogeneous stationary solution U 0 is linearly stable against disturbances with wave number k if, and only if, the conditions
and
are fulfilled (compare e.g. [14, 39] ). In particular, spatially homogeneous deviations decay in the course of time only if the modeŨ 0 is stable. If we first take a look at condition (8), we see that if a mode with k > 0 is unstable (i.e. TrL − k 2 TrD > 0), the mode with k = 0 is always unstable as well (TrL > 0). From this, we conclude that a destabilization by a violation of condition (8) contradicts Turing's first claim. The same consideration can be made for condition (9) , and we can draw the same conclusion for the trace criterion (8) if the factor in front of the quadratic term is smaller than zero. To avoid this, we have to demand
Only if condition (10) is fulfilled, can a destabilization of the stable stationary solution by a disturbance with a finite wave number occur due to diffusion (compare Turing's second claim). We now ask the question: what kind of matrix L in the second term of (6) can fulfill the conditions (8), (9) and (10)? It turns out that there are six different equivalence classes of matrices that can be characterized by the signs of the coefficients of the matrix, tabulated in Table 1 . Table 1 . List of different equivalent classes of matrices of the linearized reaction term of (6), differentiated with respect to the signs of the entries. Only in case IV is the spatially uncoupled system stable and at the same time a destabilization of the homogeneous stable stationary state of the full system is possible due to diffusion From all these classes, only class IV fulfills conditions (8) , (9) and (10) . The first representative of the equivalence class IV provides the name of the class, which we refer to as "activator-inhibitor systems" (sometimes also called "winner-loser systems"). Neglecting nonlinear contributions, an increase in the activator concentration u results in the growth of both components, whereas growth of the inhibitor component v causes the opposite process.
In particular, u is auto-catalytic, while v is auto-inhibitoric.
Turing Patterns
We want to analyze how patterns can develop in activator-inhibitor systems.
To this end, we consider a concrete example, choosing the reaction function
with
In the vicinity of (u, v) T = 0, we may refer to u and v as activator and inhibitor, respectively. (See also shaded areas in Fig. 2 discussed below) . Although a nonlinearity is now only present in the activator equation and only three of the four relaxation time constants of the reaction function can be varied (by λ, κ 3 and τ ), the example covers many important properties of more general cases of reactiondiffusion systems. To simplify the notation for the following considerations,
The nullclines of the system are given by R(u, v) = 0. Depending on λ, κ 1 and κ 3 , one, two or three stationary homogeneous solutions exist. We will now focus on the last case (see Fig. 2 ). For the cubic curve depicted as a solid line, the three intersection points of the two nullclines correspond to the stationary homogeneous solution, which we will label U − , U 0 and U + . A detailed stability analysis of the cases Table 1 . The same is true for U 0 resulting from the dashed line. In contrast to this, U + and U − , resulting from the latter, can be destabilized by diffusion in Turing's sense given above.
In what follows, we want to analyze in detail the stability of homogeneous stationary states resulting from the nullclines of Fig. 2 for the situation defined by the class IV of Table 1 . In particular, we want to find the neutral stability curves of the system that are defined as the curves that mark the violation of the stability conditions (8) and (9), depending on the wave number k of the disturbance. For our specific example and the destabilization of the state U − , the curves take the form
which are depicted in the right half of Fig. 3 . Let us assume that the parameters of the system are chosen in such a way that, for all possible values of k, the conditions (13) and (14) hold. One may now change κ 1 , thereby shifting the value of u − (compare with Fig. 2 ). This shift of u − causes a change of f (u − ) (see Fig. 3 ), which may lead to a violation of the stability conditions for one or several modes. If the stability condition (13) is violated first, the mode to become unstable must beŨ 0 , due to the parabolic shape of the neutral curve U H n (k). The result of the destabilization is a Hopf bifurcation. After the initial growth of the critical mode, further temporal evolution is determined by the nonlinear part of the reaction function, and concrete statements demand an elaborate nonlinear stability analysis. Generally, two situations are encountered -the system can exhibit spatially homogeneous periodic oscillations (corresponding to a supercritical bifurcation) or the system can be driven far away from the homogeneous solution U − (corresponding to a subcritical bifurcation). Apart from the Hopf bifurcation, a Turing bifurcation can be encountered if condition (13) is violated first. Here, a modeŨ k with a finite wave number k will grow. If, once again, the nonlinearities are taken into account, one can encounter stationary spatial oscillations of the system around U − in the supercritical case, or again the system can be driven far away from the stationary solution in the subcritical case. For the first possibility, the resulting pattern is called a Turing pattern. As one can see from the neutral curve U T n (k) for the Turing destabilization, wave numbers of medium size are most susceptible to destabilization (compare also condition (9) and the resulting demand (10)). The physical reason for this phenomenon is that perturbations of large wave numbers are smoothed by diffusion, which is especially strong when large gradients are present, while perturbations with small
wavenumber k destabilization of the critical wavenumber by q (k) slope of the nonlinear
Neutral stability curves and destabilization against critical wave numbers for the reaction-diffusion system (11) and dv > du wave numbers are not affected by diffusion, which is necessary for destabilization in systems of activator-inhibitor type (see above). Usually, the size of physical systems is limited, so that one can assume a domain Ω of finite size Ω with no-flux boundary conditions. In this case, possible modes in the system must fulfill the condition k l = lπ Ω , l ∈ N. This means that, apart from varying the parameters in (13) and (14), a destabilization can also be caused by increasing the system length, which is closer to Turing's original idea of morphogenesis.
Localized Solutions
After having obtained some insight into the formation of spatially-extended patterns, one may pose the question as to whether localized solutions for systems of the type of (1) are also possible. To this end, we will again consider our specific system (12) . First of all, it seems reasonable to assume that well-localized patterns in an unbounded space can only be stable when there is a stable stationary homogeneous solution that serves as a kind of "background" state for the localized structure. Therefore localized structures cannot be stable for parameter values for which a Turing destabilization is possible. Nevertheless, the mechanism of local activation and lateral inhibition is suitable for creating stable localized solutions if the parameters of the system are chosen appropriately, as we will explain in the following.
For the stabilization of a localized structure, several possibilities exist, and, of these, we will discuss the most intuitive one. To this end, for the general form (6) of the system of the linearization of (12), we assume
This means: (a) that the component u diffuses more slowly than the component v, and (b) that the relaxation times in the evolution equation of u are much larger than those in the evolution equation of v, meaning that v can follow u almost immediately.
We now want to consider a local perturbation of the homogeneous stable stationary solution of (12) (Fig. 4a) which results from the nullcline diagram Fig. 2 and which is the intersection point U − of the straight line with the solid cubic curve. Thereby, we assume that the amplitude of the locally-perturbed values of u and v approximately reach the values of the unstable homogeneous stationary solution U 0 = (u 0 , v 0 ) (corresponding to the intersection point in Fig. 2 ). We recall that, locally, near (u 0 , v 0 ), the system may be of activatorinhibitor type (see Sect. 2.1 and 2.2). Now, in the course of time, the imposed local perturbation will broaden and qualitatively take the shape of a Gaussian distribution due to diffusion. Also, as D v D u , then after some time, the width of the inhibitor distribution will become larger than the width of the activator distribution (see Fig. 4b ). In addition, the amplitude of the inhibitor distribution decreases faster than the amplitude of the activator distribution, leading to a reduced control of the activator by the inhibitor in the center of the structure. Keeping in mind that, locally in the vicinity of (u 0 , v 0 ), we are in the activator-inhibitor regime and that there is a deficiency of inhibitor in the center of the perturbation, the net result of this process is an auto-catalytic increase of u in the vicinity of the center. In the long run, the system may lose the capability of self-activation close to the center of the perturbation and will remain close to u + . Further away from the center, the dominant inhibitor brings the system into a state where no self-activation is possible, although the state U − is not reached completely, due to diffusion. In conclusion, the mechanism presented is suitable for generating welldefined stationary localized structures. Due to some special properties of the solutions that are discussed below in detail, we want to refer to these self-organized structures as dissipative solitons (DSs) [7, 28] . In the Russian literature, these objects are also called auto-solitons [22] . As indicated above, other ways exist to stabilize DSs, e.g. by choosing parameters close to the Turing bifurcation point in such a way that only one stable state, U − , exists. However, the basic mechanism is similar in all cases.
After finding localized solutions, the problem of their stability shall be discussed in more detail. To this end, one could linearize the system around the DS solution, but an exact treatment would lead to an extended amount of calculation, as one encounters linear systems with non-constant coefficients. For our concrete example, the calculations can be simplified if the cubic function f (u) is approximated by a piecewise linear function [40, 41] . We will not deal with this topic in more detail, but state that for the system (12) , solutions in the form of DSs have been found numerically, and, in some special cases, even analytically so that the stability could be confirmed.
If one thinks about localized solution in different systems, one might remember that some cases exist in which localized solutions may propagate, e.g. as electric pulses on nerve tracts. This rises the question if also travelling DSs in the reaction-diffusion system under consideration are possible. The question can be answered with yes if the parameters are changed appropriately. As above, we will develop a mechanism to illustrate the basic principles for propagating DSs.
Obviously, a solution which is symmetric with respect to its center will not propagate. Consequently, the symmetry of the solution has to be broken to allow for propagation. To this end, we add an anti-symmetric perturbation g(x) to the activator component, which shall be proportional to the spatial derivative of the stationary activator distribution u s (x), i.e. g(x) = u s,x (x) (Fig. 5a ). In this way, the left hand slope of the activator distribution is raised, while the right hand slope is lowered. Therefore, the disturbance approximately corresponds to a shift of the activator distribution to the left with respect to the inhibitor distribution. If we claim |F u |, |F v | |G u |, |G v | as above, the inhibitor can adapt fast to the disturbance and we end up with a stable stationary DS that has undergone a shift to the left. We now choose
The inhibitor is now slow and cannot follow the activator distribution immediately. We remember that in Fig. 5a , in the vicinity of u = u 0 on the slopes of the DS, we operate in the range where the system locally acts as activator-inhibitor system (class IV in Table 1 ). After adding the perturbation, the excess of activator u on the left hand slope of the DS leads to an auto-catalytic increase of u while due to the deficiency of u on the right hand side, u is decreased. At the same time, diffusion causes a shift of the left hand slope in the x-direction in Fig. 5a . This diffusion combined with further activation of u on the left side of the original DS can only be controlled by v with a time lag. However, the control of the activator by v on the right side is no problem because there is enough surplus of inhibitor v. As a result, the perturbation leads to a continuous shift of the slopes of the original DS to the left while the inhibitor catches up with u with a time lag due to its slow reaction rates. This dynamical interplay of u and v is a mechanism leading to the propagation of DSs with constant speed.
Further investigations demonstrate that it is even possible to find solutions that may be interpreted as bound stationary and travelling states of DSs. This fact should become clear when considering that the mechanisms stabilizing the DSs works locally so that distant DSs practically do not affect each other.
Before coming to the interesting question of what may happen when two counter-propagating DSs collide, we investigate localized solutions of the reaction-diffusion system in more than one spatial dimension. It turns out that also in two or more dimensions, stable localized stationary solutions with rotational symmetry exist, their mechanism of stabilization being the same as for their one-dimensional counterparts. However, stable propagating structures cannot be observed. The reason for this initially astonishing fact is that when the symmetry of the solution is broken as described above, a stabilization has to occur in two or more spatial dimensions. A stabilization in the direction of propagation is still possible using the mechanism described above, but no stabilizing inhibitor is present to take care of perturbations perpendicular to the direction of propagation.
To overcome the described stability problem of travelling DSs in higherdimensional space an extension of the considered two-component reaction diffusion equation of the type (12) is necessary to take care of a fast control of the spread of activator perpendicular to the direction of propagation. This can be done in a most simple manner by incorporating into the reaction function F (u, v) in (12) an integral term such that the new reaction function reads as:
We note that the integral term acts as a negative feedback term thus acting in an inhibitoric manner. One may also say that by the help of the integral term the systems exhibits self-control by adjusting an effective parameter of the system may be considered to yield an effective value
Experimental Realization of Dissipative Solitons: Electrical Networks
One might wonder if a reaction-diffusion system of the discussed type can be realized experimentally, especially with an approximately cubic nonlinearity of the form (11) . It turns out that this is actually the case if one uses a spatially discrete system in the form of an electrical network [42] . The basic idea is that the spatially extended system is divided into N cells which are coupled to each other by identical linear resistors. The corresponding electrical circuit is shown in Fig. 6 . The only nonlinearity is a resistor S with S-shaped current-voltage characteristic S(I). Every cell is connected to an external voltage source U 0 , protected by a series resistor R 0 . One can derive differential equations for the time evolution of the voltage and the current for the i-th cell inside the network by using Kirchhoffs laws: 
For the cells at the boundary, one finds
Here we have to read the first index of U and I for the cell at the left hand side of the network and the second index of U and I for the cell at the right hand side of the network. We note that the nonlinear resistor has been realized by an electronic circuit containing linear electronic components and two transistors effectively forming a four layer structure that has the typical behavior of a thyristor. The resulting current-voltage characteristic S(I) of the nonlinear resistor is depicted in Fig. 7a . For small and large values of the current, it exhibits a positive differential resistivity, whereas for intermediate values, it is negative. The resistor has the peculiarity that the current voltage characteristic can be shifted in the voltage proportional to the electrical current that is applied to the point Q in Fig. 6 . In this way the realization of the fourth term on the left hand side of (17) is possible and γ can be considered as coupling strength. For a detailed description of this technical matter we refer the reader to [42] . Before we come to DSs that can be observed on the electrical network, we want to establish a connection of the ordinary differential equations (16)- (19) to the the reaction-diffusion equations (12) . In its relevant part, in particular the branch with negative differential resistivity, the current-voltage characteristic can be approximated by a cubic function:
To obtain an optimal fit to the data, we choose
where I max and I min denote the local maximum and minimum of the currentvoltage characteristic. It is now reasonable to renormalize (16) and (17) and the boundary equations (18) and (19) by introducing
In this way, the equations (16) and (17) can be transformed intȯ
with Ω = N . This equation is already quite similar to the system (12) with a global feedback term. In order to relate the electrical network in Fig. 6 to some continuous physical system described by a reaction-diffusion equation of the kind (12) we imagine the continuous system depicted in Fig. 8 consisting of a linear layer L in parallel with a nonlinear layer N. The extension d of the system in y-direction is assumed to be small with respect to the typical length on which the voltage or the current may change. In x-direction we divide the system Fig. 7a and a constant specific inductivity l. However we neglect lateral coupling due to lateral voltage drop and corresponding drift current. This corresponds to choosing the coupling constant of the electrical network to be γ = 0. Using the relations
and making the transitions
we finally come to the systeṁ
with u = u(x, t ) and v = v(x, t ), where in the final end we have added in the first equation the term d u ∆u. This current diffusion as the result of the assumption that in the layer N, charge carrier diffusion is of relative importance for current transport in x-but not in z-direction.
The Three-Component System
Equation (12) together with a global feedback term has been investigated in many circumstances [43, 44, 45, 46] . One of the most striking features of the equation is the existence of well-localized solitary stationary and travelling solutions, which we refer to as DSs. As explained in Sect. 2.3, their mechanism of stabilization is largely due to the principle of local activation and lateral inhibition that is based on the interplay of two components, of which one is referred to as activator (at least in a certain region of the parameter space) and the other one is referred to as inhibitor (everywhere in the parameter space). Parallel to the works on (12), a lot of research has been conducted on similar two-component equations like the Brusselator and the Oregonator model and other equations [12, 15, 47] , and in special cases, even systems with more than two components have been treated [48] .
As it was described in Sect. 2.3, single standing and moving DSs are stable solutions of reaction-diffusion equations of the activator-inhibitor type with a cubic nonlinearity and a global feedback term like in (15) in more than one dimension. Naturally, people were interested if also multiple DSs could be stabilized, opening up the way to complex and fascinating processes like collision and scattering. It has turned out that using a global feedback term, the stabilization of stationary, equally shaped structures in two or more dimensions is unproblematic. Unfortunately, this does not hold if at least one DS is supposed to propagate. The problem in this case is that the global feedback term puts DSs in competition, and if they are not equally shaped, usually one DS can "blow up" in favor of another which is "eaten up", so that finally only one object will survive [49, 51] . Without stabilizing several propagating structures, interesting interaction processes like scattering cannot be observed, and so one has to develop a new mechanism of stabilization which works independently of the spatial dimension.
To overcome the mentioned problems, a further extension of the twocomponent reaction-diffusion system seems necessary. The basic idea for the extension is the introduction of a mechanism stabilizing each DS individually and locally instead of using a global mechanism. This can be achieved by generating additional inhibition by a third component that is generated in turn by the activator. Therefore we add a second inhibiting component w with a small time constant θ and a large diffusion-related coefficient d w to the reaction-diffusion system (12) which quickly follows the activator distribution and surrounds it entirely (in contrast to the slow inhibitor which is shifted with respect to the activator during propagation processes, compare [49] . In addition, extending the system to arbitrary spatial dimensions the resulting three-component reaction-diffusion system takes the form:
A typical stable DS propagating in the two-dimensional space is depicted in Fig. 9 .
Numerical Investigations of the Three-Component System
In two or more dimensions, it is generally not easy to make analytical statements, and one often has to consider numerical calculations (compare [52] ).
Before treating selected problems analytically, we will have a look on different simulations showing typical phenomena, starting with single DSs before passing to more complex phenomena that involve several DSs like scattering, the formation of soliton molecules, generation and annihilation [49, 53, 54] . When searching for stationary solutions corresponding to single DSs, it turns out that two qualitatively different prototypes of solutions can be found (Fig. 10) , depending on the chosen parameters. In the first case, the solitons decay in space non-oscillatorily towards the ground state. In contrast to this, the decay in the second case is oscillatory. As a rule of thumb one can note that close to the point of the Turing destabilization, DSs exhibiting oscillatory tails are observed, while for greater distances a non-oscillatory decay is observed.
If we now turn to interaction phenomena between DSs, one finds that in most cases, the solitons do not interact by merging their cores, but interact by their tails, so that the individual structure if the involved DSs remains preserved to a large extend. The shape of the tails therefore plays an important role for the mechanism of interaction. As rather many different processes can be observed, we give a brief classification in Table 2 before treating selected cases in more detail.
As the table indicates, the interaction between DSs possessing non-oscillatorily decaying tails is purely repulsive and can only be overcome when the velocity of the solitons is high, resulting in processes where the number of solitons changes. For more details on solitons featuring a purely repulsive interaction, see [51] and [35] for a theoretical treatment. In the present chapter, we will focus on the more interesting case of DSs with oscillatory tails, but we will come back to the problem in a more general approach (Sect. 4.2).
In the following, we will discuss the three cases in the right column of Table 2 . If the distance between the DSs is very large compared to their own size, their interaction is negligible. This changes when the DSs come close to each other. Stationary DSs have the tendency to arrange themselves on local maxima of the oscillatory tails of neighboring solitons in a stable way [42, 52] , which under certain conditions may lead to the formation of stable crystalline structures [36] . In contrast to that, local minima of the tails are unstable positions of DSs with respect to each other [37] .
Slowly moving DSs can either scatter (Fig. 11) or form travelling or rotating bound states (Fig. 12) . The "lock-in" mechanism is the same as for stationary DSs, indicating that depending on the distance of the solitons, regions of attraction and repulsion must exist. A close look reveals that the shape of stationary and moving DSs is rather similar and changes in a rather insignificant way during the interaction processes. We should keep this in mind for the analytical investigations in the next section.
We now turn to the last case, i.e. fast moving DSs, for which the observed interaction processes differ from the cases already presented in a significant way. We first consider a head-on collision between two DSs, during which the structures rapidly come to rest. This goes along with the observation that the offset between the activator and the slow inhibitor distribution, being the reason of the finite speed of the DSs, vanishes. As the inhibitor amplitude of a rapidly propagating soliton is much larger than in the stationary equilibrium case, the activator distribution is strongly diminished, eventually causing the DSs to annihilate (Fig. 13) .
Astonishingly enough, collisions may also lead to generation processes in a so-called "replication scenario" (Fig. 14) . Here, the oscillating tails superimpose, so that locally a critical threshold is reached above which a new DS can be ignited. A high velocity is needed in this case as for the ignition, the cores of the solitons must come rather close [53] . One might ask the question if the parameters of the system can be chosen such that the threshold for the ignition is very low, e.g. very close to the point of the Turing destabilization, so that also slow DSs may ignite new solitons. Concerning this point, one should keep in mind that a low threshold may lead to a destabilization of the whole active area as more and more DSs are ignited like in a chain reaction [38] .
Analytical Investigations
We now turn to some analytical investigations concerning the three-component system (23) . In a first step, we will concentrate on an interesting aspect concerning the dynamics of single DSs. As it was mentioned, these structures can move intrinsically or stay at rest, depending on the system parameters. Consequently, a bifurcation between these states may take place, which we want to refer to as travelling or drift bifurcation. As mentioned above, the difference between the shape of stationary and propagating DSs is not large if the velocity of the propagation is not too high, a fact that will be exploited in the following section.
The Drift Bifurcation
As it can be shown numerically, for a certain set of parameters the system (23) has a stationary stable solution U 0 , possessing rotational symmetry with respect to the center of the activator and inhibitor distributions. We want to analyze how the stability can be expressed mathematically, starting from the more general form (1) of the field equation. As U 0 is a stationary solution, it must fulfill relation (2). As done in Chap. 2, we rewrite an arbitrary solution as
keeping in mind that U 0 depends on x, which makes the stability analysis more difficult. The reaction term can now be evaluated in the vicinity of U 0 , similar to (4), one findsU
The stability of the solution demands that small deviationsŨ from the stationary solution U 0 decay in the course of time. In the following we want to assume that the operator L has a spectrum, in which the information about the stability of the localized solution is contained. We will denote the eigenvalues of L by λ i and the corresponding eigenmodes by ϕ i :
the index can be discrete or continuous. For the solution U 0 to be stable, all eigenmodes must have a negative or zero real part. The modes with a vanishing real part are the neutral modes, characterized by λ 0 = 0, they exist due to the translational invariance of the basic equations (23) . This can be seen from the consideration that if U 0 (x) is a solution of the system, so is U 0 (x − p) for arbitrary p ∈ R m , especially for infinitesimal shifts where we obtain
with infinitesimally small and ξ = x 1 , . . . , x m . From this consideration one may see that the m spatial derivatives ∂ ξ U 0 of the stationary solution U 0 with respect to the spatial directions ξ = x 1 , . . . , x m form a linearly independent set of neutral eigenmodes of L, in our context they are also called Goldstone modes G ξ . If the system is disturbed by fluctuations, changes from the original shape will decay, nevertheless the fluctuations may contain components of one or several Goldstone modes, causing the solution to be shifted in an erratic manner.
As we have seen, we can describe the situation as follows: the existence of neutral modes of translation allow external fluctuations to displace the original solution, but this "driven" propagation does not correspond to the intrinsic propagation that we are interested in. To make more concrete statements about a possible drift-bifurcation, we have to make some restrictions to the linear operator L: below the drift bifurcation point, all eigenmodes ϕ i shall form a full set, and in addition, all modes with large real parts shall be part of the discrete spectrum. In particular, the neutral eigenmodes shall not be degenerate. If the parameters of the system are changed, the eigenvalues and the corresponding eigenmodes may change, but m linearly independent Goldstone modes still must exist. A bifurcation occurs if the eigenvalue λ c of an initially stable mode ϕ c crosses the imaginary axis. In the following, we will restrict ourselves to the case Im(λ c ) = 0 and a mode ϕ c that is asymmetric in space. Depending on the properties of L, different types of bifurcations can be expected. With regard to our special system (23), we will analyze the frequently encountered case that in the bifurcation point, the mode growing unstable (i.e. λ c → 0) becomes a linear combination of the Goldstone modes. We now face a degeneration (a Jordan block is formed in the matrix representation of L), and the set of eigenmodes is no longer a full set. At this point, the generalized eigenmodes P ξ corresponding to the Goldstone modes have to be considered to complete the set of modes with an additional mode. We will call the additional mode propagator mode, it must be a linear combination of the generalized eigenmodes corresponding to the Goldstone modes. The generalized eigenmodes fulfill the relation [54] 
To explicitly determine the bifurcation point for the presented situation, we consider the neutral modes of the adjoint operator
The neutral modes of the adjoint operator are not the adjoints of the Goldstone modes. To avoid confusion, we well call them complementary Goldstone modes. Projecting these modes on the Goldstone modes yields
Equation (30) can be considered as a condition for the occurrence of the degeneration at the bifurcation point.
What we have achieved up to this point is that we have found a general expression that allows us to determine the dependency of the drift bifurcation point on the system parameters, provided that the made restrictions hold and explicit expressions for G ξ and G L † ξ are known. Considering practical problems, one may encounter a problem at this point as an analytical calculation of L † and the corresponding neutral modes may be difficult. Therefore, we now turn to the concrete system (23) . To ease the calculations, we choose κ 2 = 0, i.e. we neglect the integral term, as the numerical simulations in the last section have shown that in the three-component system, DSs exist even without an integral term. It can be proven in the given case, the operator L fulfills all mentioned requirements. Furthermore, we face the lucky situation that L can be decomposed into the product of a diagonal matrix M and a self-adjoint operator S [54] :
(31) The time constants now appear only in the first matrix. From (31) one finds that if ϕ i is an eigenmode of L for the eigenvalue λ i , then the corresponding complementary mode (for the same eigenvalue) is given by
so that is is easy to calculate the complementary Goldstone modes. In detail we find
Inserting the relevant expressions into (30) results in
the brackets denote integration over the considered domain. Equation (34) describes the bifurcation value of the time constant τ as a function of the parameters θ, κ 3 and κ 4 , provided that no other bifurcation has destabilized the stationary DS before. The result can be interpreted in the following way: when the time constant τ is small, the slower inhibitor v can easily follow the activator, smoothing deviations from the rotational symmetry of the distributions. When the inhibitor becomes too slow (τ ≥ τ c ), this is no longer possible. Slight disturbances break the symmetry of the structure, causing a shift of the inhibitor with respect to the activator distribution as described above. The mode responsible for the shift is the propagator mode. Of course, it is also possible to solve the relation (34) for another parameter which is varied while keeping τ fixed or even to vary several parameters to reach the bifurcation point. Nevertheless, an illustrative interpretation then would be more difficult [55, 56] .
We are now interested in the equilibrium velocity of the DS close to the bifurcation point. For reasons of simplicity, in the following we will consider the case D v = 0, for which (34) reduces to
asū =v in this case. To achieve our goal, we transform (23) into a frame system moving with the velocity c. Without loss of generality, we will consider a motion in the direction ξ = x 1 . One then finds
To find a stationary solutionÛ , the left hand side is put to zero. The resulting system is projected onto the vector G
Making use of the stationary form of the second equation of (36), some terms can be eliminated and we obtain the result
The expression is somewhat complicated, but can be approximated close to the the drift bifurcation point τ c by
We note that below the bifurcation point, only the trivial solution c = 0 exists. Above the bifurcation point, this solution becomes unstable, and two new solutions appear in the course of a supercritical bifurcation, with
This bifurcation is typical for symmetry-breaking bifurcations and can be observed in various systems [54, 57, 58, 59 ].
Reduction of the Soliton Dynamics in a "Particle Approach"
In the preceding section, the central ansatz was to use perturbation theory close to the drift bifurcation point. The perturbation was decomposed into modes of the linearized operator L. Of the infinite number of modes, only the critical modes with Re(λ i ) ≥ 0 were important for the dynamics. In addition, we found that with the assumptions made for the operator L, the drift bifurcation is of supercritical nature. This means that the above statement stays approximately correct in the vicinity of the bifurcation point. We now use the drift bifurcation as a starting point for the derivation of order parameter equations, describing the time evolution of the relevant modes on the center manifold. To deal with nonlinearities, we well have to use a perturbation ansatz as described further below. The relevant modes close to the point of the drift bifurcation are the Goldstone modes and the corresponding generalized eigenmodes, respectively the propagator mode. As long as no other modes get critical, the dynamics can be understood if the time evolution of this relevant modes is known. We will first consider the behavior of a single DS, rewriting (24) in the form
We have now explicitly introduced the position p(t) of the DS, taking care that the deviationŨ stays small (the original distributions is shifted towards the new distribution) and does not contain any contributions of the Goldstone modes. The ansatz can be inserted into (1), yieldinġ
As U 0 (x) is a stationary solution, one finds (compare also (4))
In the first line of (43), one finds the product of the time derivative of the position and the spatial derivatives of the stationary solution, i.e. the Goldstone modes. Before being able to extract the relevant information from this equation, we have to rewrite the deviation as an expansion in eigenmodes of L:Ũ
In this expression, the eigenmodes are divided into non-critical modes and critical modes, the latter are the generalized Goldstone modes forming the propagator mode. The amplitude vector α(t) = {α ξ (t)} belonging to the generalized Goldstone modes can even be interpreted in an intuitive way: it corresponds to the shift between the activator and the slow inhibitor distribution. We now use a projection to obtain expressions for the time derivatives of the expansion coefficients p(t) and α(t). Suitable modes for this purpose ξ (compare also [51, 59] ). We face the advantage that the critical modes are orthogonal to the non-critical modes, but nevertheless, the nonlinear term N (Ũ ) can couple critical and non-critical modes. Here, a careful analysis of the relevant coupled terms is necessary [59] . The basic idea for the treatment is that the dynamics of the critical modes occurs on fast and slow time scales whereas the dynamics of the non-critical modes occurs only on fast time scales, so that after a short relaxation time, the dynamics relaxes onto the central manifold and the non-critical modes are slaved by the critical modes, an idea that was originally introduced by Haken [57] . One may therefore use a perturbation ansatz in the following way: a parameter = |α| L 1 is introduced, where L is the half width of one DS. The choice reflects the fact that the shape of a propagating structure differs only slightly from the stationary shape as the displacement of the slow inhibitor distribution with respect to the activator distribution is small compared to the extension of the DS. Now, the dynamics is considered on different time scales
The first equation expresses that the main reason for a change of the solution is a shift of the solution (p(t) ∼ O (1)), making the center p(t) of the solution an order parameter whose dynamics may occur on fast, slow and very slow time scales, of which the latter dominates the dynamics on the center manifold. The ansatz (46) reflects that the deformation of the unperturbated solution due to the appearance of the propagator mode is already less significant than the deformation by the shift (α(t) ∼ O( )) and exists on fast and slow timescales. Consequently, the whole derivation (44) from stationary solution can be written in the following way:
Noncritical modes which still have some significance for the dynamics (r f ∼ O( 2 ), index s) decay fast so that the dynamics takes place on the center manifold given by p and α, the time scale of the insignificant modes (r ns ∼ O(
3 ), index ns) is of no interest for the further calculation. The ansatz can now be inserted into the original equation and the low orders in can be evaluated by projecting onto the complementary critical modes.
As in the last section, at this point we leave the more general considerations and turn to the concrete system (23) . The actual execution of the calculation of perturbations is rather extensive (for details see [59] ). To keep the results simple, we will treat the special case D v = 0, θ = 0 and κ 2 = 0. One then arrives at the system of equationṡ
Before discussing the physical meaning of the system (48), we want to make an extension to two interacting DSs. To this end, we assume that the distance between the solitons is so large that the shape of each solitons essentially is preserved (in contrast to the generation and annihilation processes presented in Sect. 2.5). The ansatz now has the form
with time scales as above. The further treatment is analogous to that used for a single DS, but a special treatment of the nonlinear term is required (for details compare also [51] ). We decompose the nonlinearity as follows:
taking into account terms up to third order in . The resulting equations arė
with i, j = 1, 2, i = j. We now have a set of four ordinary differential equations, extended by a distance-dependent interaction term. For the interaction term, one finds
In this expression only the activator component u of the DSs appears, as in the concrete system (23) with the simplifications D v = 0, θ = 0, the only relevant part of the dynamics occurs in the activator equation. Equation (52) makes it possible to calculate the interaction function from the stationary distributions. A generalization to an arbitrary number of interacting solitons is possible, as a result, (51) is still valid if the restriction i, j = 1, 2 in (51) is dropped and sum convention is used. The systems (48) and (51) offer an intuitive way to understand how the propagation physically takes place: as stated above, the vector α can be identified with the shift between the activator and the slow inhibitor distribution, caused by the appearance of the propagator mode. If this shift increases for one soliton, the velocity increases (first of (48)). The growth of the shift is auto-catalytic for small values, but an infinite growth is limited by nonlinear terms (second of (48)), corresponding to the propagation mechanism developed in Sect. 2.3. When inserting the first into the second equation, one arrives atp
This Newton-like type of equation may be interpreted as a dynamic equation of a particle with unit mass and a velocity-dependent friction, but one should be careful seeing a direct correspondence: classical particles have an inertia due to their mass, whereas for moving DSs, one rather has a "virtual inertia", resulting from an inner degree of freedom (namely, the shift between activator and inhibitor distribution). Note that the equilibrium velocity given by (53) corresponds to (40) in the considered case D v = 0, θ = 0. In the case of multiple DSs, generalized interaction terms are added to both equations, meaning that both Goldstone modes and generalized eigenmodes are affected by neighboring DSs. It is also possible to convert the system (51) into one differential equation of second order by a comparison of magnitude of the terms [61] . The calculation then yields
showing that the influence of neighboring DSs on the Goldstone modes is much smaller than on the generalized eigenmodes. Similar to (53) , there is a formal analogy to the dynamic equation of a classical particle, this time we observe motion in a potential generated by neighboring particles. Fig. 10a and b , calculated according to (52) Before finishing this part of the investigation, we will have a look at typical interaction functions which can be calculated according to (52) . Figure 15 shows the result for the distributions depicted in Fig. 10 . For non-oscillatorily decaying DSs, the interaction is purely repulsive (Fig. 15a) , whereas for DSs with oscillatorily decaying tails, the sign of the interaction function changes with the distance between the solitons, confirming the numerical observations made in Sect. 2.5. Consequently, for the latter case one finds stable fixed points of the interaction function, corresponding to stable binding distances for which stable molecules and clusters of several DSs can form. An examination of this fact in a simulation of the three-component system (23) confirms that the binding distances are the same as for the full reactiondiffusion system.
The reduction of the dynamics of the system by the derivation of order parameter equations brings many advantages. First of all, a numerical simulation of the dynamics of several thousands of DSs in the full system (23) is possible only on very large computers, and the simulation time is limited. In contrast, the numerical solving of thousand ordinary differential equations can be done by a usual personal computer and for much longer simulation times. For all results on the reduction of the dynamics presented in the last section, one should bear in mind that a perturbation ansatz using two sorts of relevant modes was made. The derived formulas are valid as long as no other modes get critical, which usually holds in the vicinity of the drift bifurcation point (see the comparison of a simulation of DSs in the full system with the reduced dynamics in Fig. 16 ). If other non-critical modes come into play, e.g. in generation processes, the conditions for the derivation are violated. 
Description of the System and Relation to Reaction-Diffusion Systems
In this chapter, we want to focus onto a special class of systems, namely planar DC gas-discharge systems with high-ohmic barriers. Such systems can be considered as reaction systems because in a local approximation, the generation and annihilation of charge carriers can formally be described in terms of reaction functions. In addition, the diffusion of charge carriers is a mayor mechanism for charge transport.
A schematic representation of an experimental realization of a planar gas-discharge system with one high-ohmic layer is depicted in Fig. 17 . A thin gas layer is contacted by two electrodes, of which the left electrode consists of high-ohmic semiconductor material with a high-ohmic currentvoltage characteristic, covered by a semitransparent gold layer to establish an homogeneous contact. The second electrode is a glass disc covered with a layer of indium tin oxide (ITO), which is conductive and transparent to visible light. The resistivity of the high ohmic semiconductor layer can be controlled by illumination, taking advantage of the internal photo effect. If the externally applied DC voltage is high enough, a discharge can be ignited in the discharge cell, which is accompanied by light emission from the discharge gap. The density of the radiation emitted from the discharge gap is proportional . Hybrid semiconductor gas-discharge system as two-dimensional experimental realization of the three-component reaction-diffusion system (23) to the average current density in the discharge gap [60] and can be recorded through the transparent ITO electrode using a CCD camera.
Principally, one would expect a modelling of the experimental systems in terms of a drift-diffusion approximation of the transport equations for electrons and other charge carriers as it is well-known from long discharge tubes with metallic electrodes [62, 63, 64, 65] . However, so far there is no even qualitative description of pattern formation in planar DC gas-discharge systems in terms of such an approach. In particular this holds for the description of the formation and the dynamics of DSs in such systems. Due to this, one may choose a very simplified model based on electrical equivalent circuit considerations that are related to Fig. 6, Fig. 8 and the corresponding equations.
The modelling of the gas-discharge by the mentioned electrical equivalent circuit takes place in the following steps: -Starting from Fig. 8 , we interpret the linear layer as semiconductor layer. -The nonlinear layer is supposed to be the gas layer.
-The lateral coupling in the gas is supposed to describe the diffusion of charge carriers.
Under these conditions, we end up with a system of equations identical to (22) . The variables u and v can be identified as the normalized current density and the voltage drop over the semiconductor. The parameters κ 1 and κ 2 are related to the supply voltage and the series resistor. d u formally is related to a "voltage diffusion" and d v is related to charge carrier diffusion. The function f (u) reflects the nonlinear relation between the voltage and the current density in the gas layer. The interpretation of Fig. 8 as a model for a planar DC gas-discharge system with a high-ohmic barrier is done by a straight forward generalization in two spatial dimensions. In a second step, one has to take into account that charges on the interface between the semiconductor and the gas layer play an important role for the dynamics of the system due to the large resistivity of the semiconductor layer. This gives rise to a third component as written down in (23) . Here, w is the normalized surface charge density and θ and d w are proper time and diffusion-related constants.
In spite of the many difficulties related to the described model, it is amazing that many effects of pattern formation that have been experimentally seen in DC gas-discharge systems can be observed in the three component system (23) and vice versa as we will demonstrate in the next paragraph.
Dissipative Solitons in Gas-Discharge Systems
For a certain range of parameters, a homogeneous discharge over the whole cell can be observed as a stable state. If the parameters are changed appropriately, the homogeneous state destabilizes, and spatially inhomogeneous patterns in the current density distribution appear in the discharge gap. Among these are stripes [60, 66, 67] , target patterns, spirals [68] and, in particular, bright spots, corresponding to solitary localized current filaments [60, 69, 71] . These filaments can appear as individual objects or in large clusters [71] and, like their counterparts in the three-component model systems, exhibit solitary properties like propagation [72] , scattering, formation of molecules [73] as well as generation and annihilation [11] . Figure 18 shows examples of the current density distribution for two current filaments recorded for different system parameters. To eliminate the influence of noise, the profile was averaged over many frames. The correspondence between the experimental results of Fig. 18 and the results depicted in Fig. 10 obtained from solving (23) is striking.
We will now investigate the dynamics of single, non-interacting filaments. In the experiment, propagating filaments can be observed. As they preserve their identity during the propagation, is is reasonable to describe their motion in terms of the center of the corresponding current density distribution. In Fig. 19a , the trajectory for the filament depicted in Fig. 18a is shown. On a homogeneously prepared area, one would expect the structure to move on a straight line (compare also (53) ), but this does not seem to be the case for the presented situation. As a lot of care has been taken to assure the spatial homogeneity of the system, the most probable cause for the observed behavior are fluctuations present in the system. Naturally, one may pose the question whether the propagation of the filaments is due to noise or if also a deterministic component is present in the dynamics. In what follows we want to describe a method how the deterministic part of the velocity can be determined in the presence of strong 
The first term on the right hand side describes the deterministic part of the motion, in analogy to (53) . The second term is the product of a matrix of noise amplitudes and a normalized vector of Gaussian-distributed noise forces with vanishing mean. Due to symmetry considerations, the dimensionality of the problem can be reduced, see the second line of (55) . A detailed description of the derivation of the equation and the technique applied to determine the function h v (v) is given in [72] , for a brief version see also [74] . Here, we only want to show the main result, depicted in Fig. 19b , which shows the deterministic part h v (v) of the acceleration for the trajectory shown in Fig. 19a . The experimental results (crosses) can be well fitted to the cubic polynomial from the theoretical derivation (53) , demonstrating that the filament propagates with finite intrinsic velocity, superimposed by fluctuations. Apart from the case presented in Fig. 19 , a second case exists where the acceleration is proportional to the velocity with a negative proportionality constant. This case corresponds to a filament that would stay at rest if no noise was present, analogous to a Brownian particle. The filaments in the first case are therefore also referred to as active Brownian particles [75] .
The one-to-one correspondence of the theoretical predictions of the threecomponent system and the experimental findings motivates a search for a transition between the two states in the experiment, i.e. a drift bifurcation. Using the specific resistivity ρ SC of the semiconductor as control parameter, it is indeed possible to find the searched phenomenon (Fig. 20) . If one compares this result with the derivation of the reaction-diffusion system using an electrical network, one can see that an increase of the resistivity in the upper layer (corresponding to ρ SC ), leads to an increase of the time constant τ which is the control parameter for the drift bifurcation in the theoretical model. Unfortunately, a quantitative comparison of the bifurcation point is not possible as the model system is only qualitative, but the scaling law of the velocity in dependance of the control parameter agrees with the theoretical predictions.
In the context of reducing the three-component system (23) to order parameter equations, it was possible to determine quantitatively an interaction function from the stationary distributions of two DSs. Using stochastic data analysis, it is possible to obtain an interaction function from experimental data [73] . The key approach is to extend the Langevin equation for each DS with a generalized interaction term, resulting in an equation of the form
Note the formal analogy of this expression to (54) . The interaction function F (d) can be determined from experimental data if only two filaments are on the active area. Fig. 21 shows a typical result of such an interaction function, again, the crosses are the experimentally determined values. As the interaction function exhibits the same oscillatory nature as the interaction function depicted in Fig. 15b , we may come to the conclusion that the qualitative validity of the three-component model (23) for the description of planar DC gas-discharge systems is strongly supported. The theoretical interaction function can be fitted using the power law Fig. 21 . Furthermore, the interaction law in the presented example can be connected to oscillatorily decaying tails of the filaments. In particular, the theoretical investigation of (23) shows that the stable zeros of the interaction function correspond to stable distances of two interacting DSs with respect to each other. Having determined the interaction function experimentally, one may predict stable distances where the formation of soliton molecules may take place and compare them to directly observed distances in pairs of DSs. It turns out that these distances agree very well at least with the distance d 1 of Fig. 21 , where the acceleration due to the interaction is rather strong. Again this is a very good support for the validity of the model equations (23) .
Up to this point, only examples were presented in which the filaments preserve their shape and number. However, also generation and annihilation processes of filaments can be observed experimentally, two examples for this kind of phenomena are presented in Fig. 22 . Both processes show noticeable similarities to the processes depicted in Sect. 3. In particular, one may note that in the generation process, the third filament is generated at a position such that all filaments lie on a equilateral triangle. This corresponds to the described replication scenario. 
Conclusion
Reaction-diffusion systems are suitable to describe a rather large class of systems from the areas of chemistry, physics, geology and even biology. They exhibit various spatially inhomogeneous patterns. Among these patterns, one finds both spatially extended and localized solutions if the form of DSs. In particular, DSs appear for such a wide range of parameters that one may call them a generic type of pattern. DSs are very robust and exhibit fascinating properties in their dynamics and their interaction behavior. Furthermore, they can be considered as constituents of patterns of higher complexity. Two-and three-component systems of the activator-inhibitor type allow for a paradigmatic description of basic mechanisms for the formation and the dynamics of DSs. Exemplary experimental investigations allow for a verification of many theoretical predictions made for reaction-diffusion systems. In addition, DSs are found also in various other branches of physics as in optics [2, 30, 31] , hydrodynamics [32] , granular media [33, 34] and semiconductor physics [5, 9] . Although the underlying physical laws in all these systems are rather different, similar behavior of the DSs is found, indicating a certain universality of the observed phenomena. The derivation of order parameter equations for single and multiple DSs in the reduced dynamics, describing the time evolution of the critical modes in terms of ordinary differential equations, is a step to separate from the particular properties of the individual system and to understand more general aspects.
The described investigations give rise to the hope that one day it will be possible to manipulate DSs in a way that they can be used in areas like material preparation, data transmission, image recognition and in many other applications. In addition, nature uses DSs since biological beings came into existence, so that it will be a future challenge to understand the underlying principles also in the field of biology.
