Abstract In this paper we establish a multiplicity result for a second-order non-autonomous system. Using a variational principle of Ricceri we prove that if the set of global minima of a certain function has at least k connected components, then our problem has at least k periodic solutions. Moreover, the existence of one more solution is investigated through a mountain-pass-like argument.
Introduction
In this paper we consider the second-order non-autonomous system ü = α(t) ( the existence of at least three solutions has previously been studied in [1] , [6] , [7] and [9] under the following assumption, firstly introduced by Brezis and Nirenberg: there exist r > 0 and an integer k 0 such that
for each |x| r, a.e. t ∈ [0, T ], where w = 2π/T . The perturbed problem
was studied in [8] , in which Tang proves the existence of at least three solutions, for λ > 0 small enough, under the stronger condition that there exist r > 0 and an integer k 0 such that −µ|x|
2 w 2 and w = 2π/T . In this paper we prove a multiplicity result of the following type: for each integer k > 1, (P λ ) has, for λ small enough, at least k solutions.
Our main tool is a recent theorem by Ricceri [4, Theorem 6] , which, for the convenience of the reader, we state here. 
Theorem

A multiplicity theorem
Let us introduce the space
T , define the scalar product as follows: The norm
T is equivalent to the usual one thanks to condition (1.1). Let us observe that
Clearly, Ψ is well defined, sequentially weakly continuous, and continuous together with its Gâteaux derivative. Moreover, from (1.2) we have
Thus, it is easy to prove that Φ satisfies the same properties of Ψ . We recall that u is a solution of (P λ ) if and only if u ∈ H 1 T and it satisfies
T . Our result reads as follows.
Let us show that the functionals Ψ and Φ defined above satisfy the hypotheses of Theorem A. The functional Ψ + λΦ is sequentially weakly continuous for each λ 0. We now prove that Ψ is coercive: let σ be a positive number such that
2 + m for all x ∈ R N , for some constant m, and
which implies that Ψ (u) tends to infinity as u goes to infinity. Specifically, from the coercivity of Ψ it follows that for every r > α
Moreover, we note that the restriction of Φ to the sequentially weakly compact set (Ψ −1 (]−∞, r[)) w has a global minimum.
We claim that
In fact, for all u ∈ X we have
Let us denote by M the set of global minima of H in R N . If x 0 ∈ M , then the function defined by putting u 0 (t) = x 0 belongs to X and
Thus, our claim is proved.
We note that, if u ∈ X is not constant, then |u| > 0 on some set of positive measure, hence it cannot be a global minimum of Ψ , and the same is true for constant functions whose value does not belong to M .
Let γ : R N → X be the function that maps x ∈ R N into the constant function u(t) = x in X: γ is then a homeomorphism between R N and γ(R N ) (endowed with the relativization of the weak topology). The set of global minima of Ψ is equal to γ(M ); hence it has at least k weakly connected components.
By applying Theorem A we deduce for every r > α L 1 inf R N H the existence of λ r > 0 such that, for every λ ∈ ]0, λ r [, the functional Ψ + λΦ has at least k τ Ψ -local minima lying in
Since Ψ is continuous, the topology τ Ψ is weaker than the strong topology in X, and every τ Ψ -local minimum is also a strong local minimum, and so a critical point of Ψ + λΦ. The proof is now complete. Proof . Let us show that, for λ > 0 small enough, Ψ + λΦ is coercive. From the proof of Theorem 2.1 we already know that
Then, there exist b < 0 and s > 0 such that
G(t, x) > b|x| 2 for |x| > s and a.e. t ∈ [0, T ], while
Summarizing, for all x ∈ R N and a.e. t ∈ [0, T ] we have
which implies that
and so
where λ r is as in Theorem 2.1. Then, for all λ ∈ ]0, λ r [, the functional Ψ + λΦ admits at least k local minima and is coercive. Thus, Ψ + λΦ satisfies the Palais-Smale condition, as it is the sum of 1 2 u 2 , whose derivative is a homeomorphism between H 1 T and its dual, and of a functional with compact derivative. From [2] it follows that Ψ + λΦ admits one more critical point.
https://www.cambridge.org/core/terms. https://doi.org/10.1017/S001309150400149X Remark 2.3. As seen in the proof of Theorem 2.2, the existence of k + 1 solutions follows essentially from the Palais-Smale condition, and the latter is proved through the coercivity of the functional. By using another standard argument, we could assume that there exist q > 2 and R > 0 such that, for λ small enough,
for a.e. t ∈ [0, T ] and for every x with |x| > R. This implies, as λ tends to zero, that
Now, if there is some x 1 such that |x 1 | > R, F (x 1 ) > 0 and
for all |x| > |x 1 |, then it is easy to prove that the function
is non-decreasing for µ 1 and so
which together with (2.2) gives a contradiction. No contradiction arises, however, if we assume that F (x) = 0 for all x ∈ R N , |x| > R (so condition (i) is obviously satisfied), together with (ii) and condition (2.1), which becomes
In this case we get k + 1 solutions for λ > 0 small enough.
In the case N = 1, (P λ ) becomes
The following result, whose proof is analogous (with minor changes) to that of Theorem 1 in [5] , yields the existence of k + 1 solutions with no additional hypotheses on G.
Theorem 2.4. Let α, F , G be as in § 1 (with N = 1). Assume that
Then, for every r > α L 1 inf R H there exists λ r > 0 such that, for every λ ∈ ]0, λ r [, (P λ ) has at least k + 1 solutions, k of which satisfy 
Examples
In the following examples α and G are as in § 1, while the function F is chosen in order to satisfy assumptions (i) and (ii). 
The function H, here, is given by
H is non-negative and the set of its global minima is {x ∈ R N : f (|x| −q ) = b} ∪ {0}, which has infinitely many connected components.
Then, for every k 2, (P λ ) has at least k solutions for λ small enough. 
Remark 3.3.
It is also clear that the problem considered in Example 3.1 does not satisfy condition (1.4). In fact, in this case, φ(t, x) = α(t)(
has at least k solutions for λ > 0 small enough. It can immediately be seen that parts (i) and (ii) of Theorem 2.1 are satisfied: specifically, x ∈ R N is a global minimum of the function
We would like to emphasize that, for λ not sufficiently small, with all the other assumptions of our theorem fulfilled, the thesis may fail, as the following counterexample shows. 
