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Abstract. Satellite image sequences visualise the ocean surface and al-
low assessing its dynamics. Processing these data is then of major interest
to get a better understanding of the observed processes. As demonstrated
by state-of-the-art, image assimilation permits to retrieve surface motion,
based on assumptions on the dynamics. In this paper, we demonstrate
that a simple heuristics, such as the Lagrangian constancy of velocity,
can be used and successfully replace the complex physical properties de-
scribed by the Navier-Stokes equations for assessing surface circulation
from satellite images. A data assimilation method is proposed that adds
an acceleration term a(t) to this Lagrangian constancy equation, which
summarises all physical processes other than advection. A cost function
is designed that quantifies discrepancy between satellite data and model
values. This cost function is minimised by the BFGS solver with a dual
method of data assimilation. The result is the initial motion field and the
acceleration terms a(t) on the whole temporal interval. These values a(t)
model the forces, other than advection, that contribute to surface circu-
lation. Our approach was tested on synthetic data and with Sea Surface
Temperature images acquired on Black Sea. Results are quantified and
compared to those of state-of-the-art methods.
Keywords: Dynamic model, Optical flow, Data Assimilation, Satellite
image, Ocean circulation
1 Introduction
Satellite image sequences permit to visualise oceans’ surface and their under-
lying dynamics with a high spatial resolution. Processing these images is then
of major interest for a better understanding of the observed processes and the
forecast of extreme events. As demonstrated by state-of-the-art, image assimila-
tion allows to retrieve surface motion from image sequences, using heuristics on
the dynamics [11,15]. Among those heuristics, the shallow water model [17] has
been proven to be suitable for representing the surface circulation of closed seas,
such as Black Sea [10]. These shallow water equations have also been success-
fully used to estimate the upper layer circulation of Black Sea from Sea Surface
Temperature (SST) images [5,6] with a data assimilation method.
In this paper, we propose to learn the surface dynamics from SST image
acquisitions with a data assimilation method applied to an image model derived
from the shallow water equations. In the shallow water model, surface circulation
is characterised by the horizontal velocity, that is advected by itself and subject
to geophysical forces such as Coriolis, Earth gravity and viscosity. The advection
process is kept in the image model, but all other components are summarised in a
global term, denoted a (letter a stands for acceleration) that is estimated by our
approach. Adding this term to the advection is similar, from a mathematical
point of view, to the weak data assimilation framework [2,12,16,18]. A data
assimilation technique is then designed to compute the solution: a cost function
is constructed, whose control variables are the motion field at the first acquisition
date and the acceleration values a(t), at all dates of the acquisition interval. The
minimum of the cost function is obtained thanks to optimal control techniques [9]
and it is computed with the BFGS solver [20].
Section 2 provides notations that are used in the remaining of the paper
and the mathematical description of the proposed approach for modelling the
dynamics of the ocean’s upper layer. The data assimilation method is outlined
in Section 3. It corresponds to a weak formulation, where the non advective
terms are summarised as an additional term in the evolution equation. The
implementation is shortly described in Section 4, in order to permit that readers
apply the method by themselves. Validation on synthetic data and results on
SST image sequences acquired over Black Sea by NOAA-AVHRR sensors are
displayed and quantified in Section 5.
2 Problem statement
Image data are acquired on a bounded rectangle of R2, named Ω, and on a
temporal interval [0,T]. Let define A = Ω × [0,T] the corresponding space-





and the motion vector at point x and date t ∈ [0,T] is written
w(x, t) =
(
u(x, t) v(x, t)
)T
. At each date t, the motion field on the domain Ω is
written as w(t). N Sea Surface Temperature acquisitions are available at dates
ti, i = 1 · · ·N . They are denoted T (ti) with pixels values T (x, ti).
A state vector X is defined on A. It includes the two components u and v of
the motion vector w(x, t) and a pseudo-temperature value TM (x, t), which has
properties similar to those of the Sea Surface Temperature function:
X(x, t) =
(
w(x, t)T TM (x, t)
)T
(1)
The index M in TM reminds that this is a component of the Model state vector.
At the end of the data assimilation process, the discrepancy between the pseudo-
temperature TM and the satellite acquisitions T has to be small.
The heuristics on dynamics, used in the paper, are derived from the shal-
low water equations that express the principles of mass and momentum con-





and the thickness h of the mixed layer. In our model, the pseudo-










































with η the thickness anomaly η = h − hm, hm the average value of h, f the
Coriolis parameter, Kw the viscosity and g
′ = g(ρ0−ρ1)/ρ0 the reduced gravity.
ρ0 corresponds to the reference density and ρ1 to the average density of the
mixed layer.
As explained in the introduction, we propose to group all geophysical forces
that do not correspond to advection in a unique term, that corresponds to the
acceleration and is denoted by a. The variable η is then considered as an hidden


























+ (w.∇)w = a (8)
From Equations (2) and (3), we get:








where η verifies Eq.(4).
Our approach estimates w(0) and the acceleration term a(t) at each date
t ∈ [0,T], thanks to the data assimilation process summarised in Section 3.
Deriving the values a(t) permits describing empirically the physical processes
generating the image sequence.










An observation equation links the state vector to the observed Sea Surface
Temperature images acquisitions T :
HX = T + εR (12)
The observation operator H projects the state vector into the space of image
observations and consequently: HX = TM . The term εR(x, t) models the acqui-
sition noise and the uncertainty on the state vector value. This last comes from
the approximation of the model and from the discretization errors.
Some approximate knowledge of the value X(0) could be available and named
background Xb. However, the result of the state vector at date 0 is not exactly
equal to that background value and a term εB is therefore introduced:
X(x, 0) = Xb(x) + εB(x) (13)
The variables εR and εB are supposed independent, unbiased, Gaussian and
characterised by their respective covariance matrices R and B.
Eqs. (11, 12, 13) summarise the whole knowledge that is available for mod-
elling the surface dynamics. This knowledge is processed by our approach thanks
to the data assimilation algorithm that is shortly described in the next section.
3 Data Assimilation
In the data assimilation scientific community, an approach, named weak 4D-Var,
has been defined in order to obtain the solution X that solves System (11, 12,
13). A cost function is first designed:












〈HX(t) − T (t), R−1(HX(t)− T (t))
〉 (14)
where 〈·, ·〉 denotes the canonical inner product in an abstract Hilbert space on
which the state vector is defined, with norm ‖.‖2 and ‖∇a‖2 = 〈∇au,∇au〉 +
〈∇av,∇av〉. The function J is then minimised with control on εB and on the
values of the acceleration term a.
The first term of J comes from Eq. (13) and expresses that the value X(0)
at date 0 should stay close to the background value Xb. It should be noted that
the control on εB is equivalent to the control on initial condition as εB(x) =
X(x, 0) − Xb(x). The second term constrains the acceleration term a(t) to be
spatially smooth. The last term, coming from Eq. (12), expresses that the pseudo-
temperature value TM has to be close to that of satellite acquisitions at the end
of the assimilation process.
The gradient of J is derived with the calculus of variations, as given in [9].
Its two components are:
∂J
∂εB







[εB ,a] = 2 (−γ∆a(t) + λ(t)) (16)
with λ(t) being the adjoint variable, that is computed backward in time with
the two following equations:














verifies the following property. For all functions η
and λ of the studied Hilbert spaces, it comes:
〈Zη, λ〉 = 〈η, Z∗λ〉 . (18)
Proof: For sake of simplicity, we suppose in this proof that Eq. (11) is written as
∂X







The state vector and the functional J depend on εB and a(t). Let δJ and
δX be the perturbations on J and X obtained if εB and a(t) are respectively
perturbed by δεB and δa(t).
























δX(t) = δa(t) (20)
and that of background, Eq. (13):
δX(0) = δεB (21)
Eq. (20) gives, after multiplication by λ(t) and integration on the space-time



















Integration by parts is applied on the first term and the definition of adjoint
operator is used in the second one in order to obtain:























From Eq.(17a), it comes that 〈δX(T), λ(T)〉 has a null value. From Eq. (21) it












































and obtain the gradient of J , as written in Eqs. (15,16).
The cost function J is minimised with an iterative steepest descent method.
At each iteration, the forward time integration of X is done, according to
Eq. (11). This forward time integration provides the value of J . Then a backward
time integration of λ, according to Eqs. (17a) and (17b), computes the value of
∇J . An efficient solver, described in [1,20], is used to perform the optimisation
given values of J and ∇J . To our knowledge, [7] is the first paper of the litera-
ture that describes the use of such method for estimating the initial state vector
value.
4 Numerical implementation
Time integration of Eq. (11) relies on an explicit Euler scheme. The space dis-



















involves a source splitting method [19], as explained below.
Given an integration interval [t1, t2], Eqs. (29) (where n stands for non linear













= 0 t ∈ [t1, t2] (30)
with un(x, y, t1) = u
l(x, y, t1) = u(x, y, t1). Then u(x, y, t2) is obtained as:
u(x, y, t2) = u
l(x, y, t2) + u
n(x, y, t2)− u(x, y, t1)
The linear advection involved in Eq. (30) is discretized by a first-order upwind
scheme, as described in [4]. The nonlinear advection of Eq. (29) is first rewritten












and approximated by a first-order Godunov scheme [8].






(see Eq. (17b)). In order to be accurate, the method requires
the adjoint of the discrete model and not the discretization of the continuous





is derived with the
automatic differentiation software Tapenade described in [3].
The background used in Eq. (13) is defined as null for motion and as the
first image of the studied sequence for the pseudo-temperature. As we have no
information on motion, we do not want to constrain w(0) to stay close to that







R are taken diagonal with standard deviation values corresponding to 25% of
the image brightness range. γ is given a value as small as possible: smaller values
would not verify the Courant-Friedrichs-Lewy condition during the advection of
the state vector.
5 Results
For sake of simplicity, we name in the following AM, or Acceleration Model, the
model described in Sections 2 and 3: it includes the advection and the accelera-
tion term a summarising the Coriolis, gravity and viscosity forces. We denote ME
the Motion Estimation method that is obtained if suppressing a(t) in Eq. (11).
In that case, the second term of the cost function J , in Eq (14), vanishes and
minimisation is only controlled by εB .
The approach was experimented on a data base of Sea Surface Temperature
sequences, acquired over Black Sea by NOAA-AVHRR sensors. The resolution
of the AVHRR data is 1.1 km at nadir. Such image sequences are moreover able
to display the dynamics of the submesoscale phenomena like eddies, jets, fila-
ments and mushroom-like structures with a rather high temporal frequency. Our
approach computes the surface motion fields and the trajectories of these struc-
tures by assimilating images. This high-level information is critical for improving
the forecast of 3D ocean models such as NEMO5 when they are tuned to resolve
submesoscale processes.
The approach is first validated on two synthetic experiments. Then, results
on four satellite image sequences are displayed and discussed in the remaining
of the section.
5.1 Synthetic experiments
Given initial conditions at time 0, displayed in Fig. 1, and given acceleration
values aref(t), Eq. (11) is integrated in time and produces the ground-truth on
motion and image fields. These initial conditions are similar to those on real
data described in the next subsections.
Fig. 1: Initial conditions on motion and image. The arrow representation is superposed
to the coloured one.
Image snapshots are extracted from the simulation results and used for the
assimilation process. The discrete assimilation window has temporal indexes
from 0 to N = 84 and observation images are available at indexes k1 to k5 = 2,
22, 42, 62 and 82.
In a first experiment, the acceleration values aref(t) are null. Snapshots are
displayed on Fig. 2. Results are displayed on Fig. 3 for ME, AM and for the
Fig. 2: Image observations.
5 http://www.nemo-ocean.eu/
motion estimation method of Sun et al. [13]. The estimated motion and acceler-
ation fields are respectively denoted we and ae. Table 1 provides statistics on the
Fig. 3: First line: Groundtruth, Sun - Second line: ME, AM.
discrepancy between results and ground truth. They concern the norm ‖w‖ and
orientation θ of motion. This table shows that AM estimates motion field with





Table 1: Statistics on motion errors for Sun, ME (without a) and AM (with a).
a quality comparable to ME: it demonstrates that the acceleration estimated by
AM is almost null. Statistics on acceleration confirm this property as the average
value of ‖ae‖ is 3.6× 10−5 on the whole temporal interval.
In a second experiment, the acceleration aref(t) is null for t 6= 41 and equal to
the vertical constant 9× 10−2 at t = 41. Results are displayed on Fig. 4. Table 2
provides statistics on the discrepancy between motion results and ground-truth.
Statistics on the norm of acceleration ae(t) are displayed on Fig. 5. From Table 2,
it can be seen that AM gives a better estimation of velocity than Sun. As the
simulation generating image data includes an acceleration, ME fails to estimate
an accurate velocity. It can be seen on Fig. 5 that our approach computes an
acceleration having a maximal norm value at date 41. This means that AM
correctly localises the acceleration in time. Moreover, the average orientation of
ae(41) is 90.4
◦ with a standard deviation of 11.4◦ against 90◦ for the ground
truth. That further demonstrates the accuracy of the estimation.
Fig. 4: First line: groundtruth, Sun - Second line: ME, AM.
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Fig. 5: Statistics on the norm of ae.
5.2 Satellite experiments
In a first experiment, we analyse the ability of the proposed method to correctly
estimate motion, which is a natural consequence of a correct assessment of geo-
physical forces. For that purpose, AM results are compared with those obtained
by the motion estimation method of Sun et al. [13]. The satellite sequence is
displayed on Fig. 6. Acquisition dates are at 30 min, 6 hours, 15 hours, and
30 hours after the beginning of the studied temporal interval. Two gyres are
clearly visible on these data. Motion results w(0), obtained by Sun and AM, are
displayed on Fig. 7. AM successes to capture the two gyres while Sun’s method
fails. As w(0) is obtained from the analysis of the whole image sequence, its cor-
rect estimation means that the physical processes involved in a(t) are correctly
Fig. 6: Left to right: SST images acquired on October 19th 2007 over Black Sea.
assessed by the model. It also means that the non advective geophysical forces
may be correctly described with the unique term a(t).
Fig. 7: Motion results computed by Sun (left) and AM (right) at first observation date.
In a second experiment, the capability of AM to track features or points of in-
terest on the whole image sequence is examined. If the method provides accurate
tracking results, this means that motion is correctly estimated on the studied
temporal interval and properly transports the observed structures. A sequence
of four SST images acquired on October 8th 2005 is displayed on Fig. 8. They
are acquired 30 min, 10 hours 15 min, 12 hours and 15 hours 30 min after the
beginning of the studied interval. Nine characteristic points are defined in white
on the first observation. Points are additionally surrounded by a coloured circle
that helps to discriminate them on the following observations. These points are
considered as characteristic, because they sample the various types of trajecto-
ries that can be observed on the sequence. On observations 2 to 4, the position
of these nine points obtained with Sun’s method are displayed in red while those
obtained with AM are in blue. On the fourth acquisition, in the “light pink
circle” on the upper right, the point obtained with Sun’s method is outside of
the image domain. Looking at the trajectories, it can be observed that Sun’s
algorithm fails to track these characteristic points, due to a wrong estimation of
motion.
(a) Observation 1 (b) Observation 2
(c) Observation 3 (d) Observation 4
Fig. 8: Tracking of characteristic points. Results of Sun correspond to red points, those
of AM to blue points.
Another sequence of five SST images, acquired on July 27th 2007 is displayed
on Fig. 9. The sensor acquired data 30 min, 8 hours 15 min, 13 hours, 22 hours
30 min and 24 hours 30 min after the beginning of the studied interval. Seven
characteristic points are defined in white on the first observation. On the next
ones, positions obtained with Sun’s method are displayed in red while those
obtained with AM are in blue. At the second date, two points are at the same
position with Sun and AM: only the red point is visible as the blue one is hidden
behind it. On the fourth observation, one red point has disappeared from the
display as it is located outside of the image domain. On the last frame, the colour
of the ellipse surrounding each couple of points gives an additional information
on the quality of the result: a blue ellipse means that our method gives the
best result while the white one means that both methods are equivalent. Again,
(a) Observation 1 (b) Observation 2
(c) Observation 4 (d) Observation 5
Fig. 9: Tracking of characteristic points. A blue ellipse on (d) expresses that AM is the
best while the white ellipse expresses that results are equivalent.
Sun’s motion results fail to track characteristic points on these data as physical
processes are not correctly assessed by the underlying image model.
Last, AM is also compared with the optical flow estimation of Suter [14],
that is dedicated to fluid flows, on a sequence of five images acquired on May
14th 2005. The acquisitions were obtained 30 min, 2 hours and 45 min, 5 hours
and 15 min, 7 hours and 15 min, and 16 hours and 15 min after the beginning
of the studied interval. As previously, six feature points are chosen on the first
observation and displayed on the upper image of Fig. 10. Their final position on
the fifth observation is given in the lower part of the same figure. Suter’s and
(a) Characteristic points on the first
observation
(b) Observation 2
(c) Observation 3 (d) Observation 4
(e) Observation 5.
Fig. 10: Sun: red, Suter: green, AM: blue.
Sun’s methods are both only constrained by grey level values and do not rely
on the underlying dynamics. However, Suter’s algorithm provides better result
than Sun’s method, because it is specifically designed for fluid flows motion. In
particular, it correctly assesses rotational motion. From left to right in Subfig-
ure 10(e): AM gives the best result for the first, third, fourth and fifth points
(blue ellipses). For the second and sixth (white ellipses) points, it is not possible
to determine which one from Suter and AM provides the best result. The same
conclusion is valid for all studied image sequences.
6 Conclusion
This paper describes how to learn the ocean surface dynamics from an image
model, AM, that summarises the shallow water equations by an advection term
and an acceleration term a. This last represents physical processes such as the
Coriolis force, the gravity force and the viscosity. A data assimilation algorithm
was designed for AM that estimates the velocity field at the first acquisition
date and the acceleration a(t) at each date of the studied interval. The function
a(t) is of major importance for correctly assessing the hidden physical processes
and accurately estimating motion on the whole image sequence. The method has
been quantified on synthetic data and illustrated on several SST sequences of
Black Sea. On these last experiments, a display was given on motion fields and
on the tracking of characteristic points. Moreover, the approach was compared
with state-of-the-art optical flow algorithms. The conclusion is that modelling
the acceleration, even as a simple unique term, improves motion estimation and
allows tracking of structures.
The short-term perspectives of this research work will be to compare the
acceleration term a(t) with forces involved in the shallow water model, in order to
further validate the ability of the empirical model to assess geophysical processes.
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