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BINOMIAL INEQUALITIES OF CHROMATIC, FLOW, AND EHRHART POLYNOMIALS
MATTHIAS BECK AND EMERSON LEO´N
ABSTRACT. A famous and wide-open problem, going back to at least the early 1970’s, concerns the classi-
fication of chromatic polynomials of graphs. Toward this classification problem, one may ask for necessary
inequalities among the coefficients of a chromatic polynomial, and we contribute such inequalities when a chro-
matic polynomial χG(n) = χ
∗
0
(
n+d
d
)
+ χ∗1
(
n+d−1
d
)
+ · · ·+ χ∗d
(
n
d
)
is written in terms of a binomial-coefficient
basis. For example, we show that χ∗d−2+ χ
∗
d−3 + · · ·+ χ
∗
d− j−1 ≥ χ
∗
2 + χ
∗
3 + · · ·+ χ
∗
j+1, for 1 ≤ j ≤ ⌊
d
2 ⌋− 1.
A similar result holds for flow polynomials enumerating either modular or integral nowhere-zero flows of a
graph. Our theorems follow from connections among chromatic, flow, order, and Ehrhart polynomials, and the
fact that the latter satisfy a decomposition formula into symmetric polynomials due to Stapledon. Our results
are related to recent work by Hersh–Swartz and Breuer–Dall, where similar inequalities were derived using
algebraic-combinatorial methods.
1. INTRODUCTION
A famous and wide-open problem, going back to at least [30], concerns the classification of chromatic
polynomials of graphs. As is well known, for a given graph G, the number χG(n) of proper colorings of G
using n colors evaluates to a polynomial in n, and so a natural question is: which polynomials are chromatic?
Toward this classification problem, one may ask for necessary inequalities among the coefficients of a
chromatic polynomial, and this paper gives one such set of inequalities. There are three natural bases for
the space of polynomials of degree ≤ d when considering chromatic polynomials (of graphs with at most d
vertices):
• the monomials 1,n,n2, . . . ,nd ;
• the binomial coefficients
(
n
d
)
,
(
n
d−1
)
, . . . ,
(
n
0
)
;
• the binomial coefficients
(
n+d
d
)
,
(
n+d−1
d
)
, . . . ,
(
n
d
)
.
It is well known that the coefficients of any chromatic polynomial in the monomial basis alternate in sign
(this can be proved, e.g., by deletion–contraction), and that the coefficients in both binomial-coefficient bases
are nonnegative (in the first case, this follows from considering proper colorings that use exactly k colors,
for 0≤ k≤ d, and this is closely connected to σ -polynomials [16]; in the second case, nonnegativity follows
from Stanley’s work on order polynomials [23] and the natural decomposition of a chromatic polynomial
into order polynomial—see equation (15) below—; this was first spelled out in [18]).
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We will work in the last basis and define the corresponding coefficients of the chromatic polynomial of a
given graph G with d vertices via
χG(n) = χ
∗
0
(
n+d
d
)
+ χ∗1
(
n+d−1
d
)
+ · · ·+ χ∗d
(
n
d
)
.
We will collect these coefficients in the polynomial χ∗G(z) := χ
∗
d z
d + χ∗d−1 z
d−1+ · · ·+ χ∗0 (which might not
have degree d) and note that this polynomial appears in the generating function of χG(n), more precisely,
∑
n≥0
χG(n)z
n =
χ∗G(z)
(1− z)d+1
.
To the best of our knowledge, Linial [18] initiated the first study of the chromatic polynomial in the form of
χ∗G(z); see also [3,8,9,28]. We think of the linear transformation going from χG(n) to χ
∗
G(z) as a tool that is
useful beyond chromatic polynomials (in fact, as we will see below, it is a standard tool in Ehrhart theory),
and so we suggest to call χ∗G(z) the binomial transform of χG(n).
Our first main result is as follows.
Theorem 1. Let G be a graph on d vertices. Then there exist symmetric polynomials aG(z) = z
daG(
1
z
) and
bG(z) = z
d−1bG(
1
z
) with positive integer coefficients such that
(a) χ∗G(z) = aG(z)−bG(z);
(b) both constant terms a0 and b0 are equal to the number of acyclic orientations of G;
1
(c) the remaining coefficients of aG(z) and bG(z) satisfy a0≤ a1≤ a j, where 1≤ j≤ d−1, and b0≤ b1≤ b j,
where 1≤ j ≤ d−2.
As we already mentioned, the coefficients of χ∗G(z) are nonnegative, and so we have the additional in-
equalities a j ≥ b j for 1≤ j ≤ d−1.
We remark that the existence of the symmetric polynomials aG(z) and bG(z) satisfying (a) is not a deep
fact—this boils down to an easy calculation—, the point is that they have positive coefficients. A conse-
quence of (c) is the following set of inequalities among the χ∗-coefficients.
Corollary 2. Let G be a graph on d vertices. Then for 2≤ j ≤ ⌊d
2
⌋,
χ∗d−2+ χ
∗
d−3+ · · ·+ χ
∗
d− j ≥ χ
∗
2 + χ
∗
3 + · · ·+ χ
∗
j .
Naturally, these inequalities can be rephrased in terms of the coefficients of χG(n) in the monomial basis,
and we give samples for graphs with d ≤ 7 vertices in Table 1.
d = 5 5c1+ c2−4c3−5c4+20≥ 0
d = 6 −5c1+5c2+7c3−19c4−65c5+245≥ 0
d = 7 21c1− c2−9c3+11c4−9c5−301c6+1071≥ 0
−7c1−3c2+8c3+15c4−52c5−273c6+1148≥ 0
TABLE 1. Relations among coefficients (monomial basis) of chromatic polynomials.
We also remark that, as we will see after proving Theorem 8 below, that the coefficients of χ∗G(z) satisfy
(1) χ∗d− j ≤
(
χ∗d−1+ j−1
j
)
.
1 An orientations is acyclic if it does not contain any coherently oriented cycle.
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Our second main contribution concerns a similar classification question for flow polynomials. Let A be
an Abelian group. A nowhere-zero A-flow on a graph G= (V,E) is a mapping x : E → A\{0} such that for
every node v ∈V ,
∑
h(e)=v
x(e) = ∑
t(e)=v
x(e) ,
where h(e) and t(e) are respectively the head and tail of the edge e in an (arbitrary but fixed) orientation of
G. (See, e.g., [14, 22] for background on nowhere-zero flows.) Tutte [29] proved in 1947 that the number
φG(n) of nowhere-zero Zn-flows on G is a polynomial in n. A more recent theorem of Kochol [15] says that
the number fG(n) of nowhere-zero Z-flows on G whose images satisfy |x(e)| < n is also a polynomial in n.
(It is easy to see that both flow polynomials are independent of the chosen orientation.) While it has long
been known that φG(n) and fG(n) have identical integer roots, they are rather different polynomials.
As with the chromatic polynomials, we will express φG(n) and fG(n) in a binomial-coefficient basis:(
n+ξ−1
ξ
)
,
(
n+ξ−2
ξ
)
, . . . ,
(
n−1
ξ
)
, where ξ := |E|− |V |+#(components of G) is the cyclomatic number of G, and
define their binomial transforms via
∑
n≥1
φG(n)z
n =
φ∗G(z)
(1− z)ξ+1
and ∑
n≥1
fG(n)z
n =
f ∗G(z)
(1− z)ξ+1
.
(Thus φ∗G(z) and f
∗
G(z) have zero constant terms and degrees≤ ξ +1. This slight shift compared to chromatic
polynomials, and the resulting shift in the binomial-coefficient basis, comes from the nonzero constant terms
of φG(z) and fG(z); note that a chromatic polynomial has zero constant term.)
The flow analogues to Theorem 1 and Corollary 2 are as follows.
Theorem 3. Let G be a graph with cyclomatic number ξ . Then there exist symmetric polynomials αG(z) =
zξ+1αG(
1
z
) and βG(z) = z
ξ βG(
1
z
) with positive integer coefficients such that
(a) φ∗G(z) = αG(z)−βG(z);
(b) both constant terms α0 and β0 equal the number of in-degree sequences of totally cyclic orientations
of G;2
(c) the remaining coefficients of αG(z) and βG(z) satisfy α0 ≤ α1 ≤ α j, where 1≤ j ≤ ξ , and β0 ≤ β1 ≤ β j,
where 1≤ j ≤ ξ −1.
Theorem 4. Let G be a graph with cyclomatic number ξ . Then there exist symmetric polynomials cG(z) =
zξ+1cG(
1
z
) and dG(z) = z
ξdG(
1
z
) with positive integer coefficients such that
(a) f ∗G(z) = cG(z)−dG(z);
(b) both constant terms c0 and d0 equal the number of totally cyclic orientations of G;
(c) the remaining coefficients of cG(z) and dG(z) satisfy c0 ≤ c1 ≤ c j, where 1 ≤ j ≤ ξ , and d0 ≤ d1 ≤ d j,
where 1≤ j ≤ ξ −1.
Similar to the chromatic situation, it is known [5, 15] that the coefficients of both φ∗G(z) and f
∗
G(z) are
nonnegative, and so we have the additional inequalities α j ≥ β j and c j ≥ d j for 1 ≤ j ≤ ξ . And again in
sync with the chromatic setting, parts (c) of Theorems 3 and 4 give the following concrete inequalities.
Corollary 5. Let G be a graph with cyclomatic number ξ . Then for 1≤ j ≤ ⌊ξ−1
2
⌋,
φ∗ξ−1+φ
∗
ξ−2+ · · ·+φ
∗
ξ− j ≥ φ
∗
1 +φ
∗
2 + · · ·+φ
∗
j
φ∗ξ−1+φ
∗
ξ−2+ · · ·+φ
∗
ξ− j ≥ φ
∗
2 +φ
∗
3 + · · ·+φ
∗
j+1
f ∗ξ−1+ f
∗
ξ−2+ · · ·+ f
∗
ξ− j ≥ f
∗
1 + f
∗
2 + · · ·+ f
∗
j
f ∗ξ−1+ f
∗
ξ−2+ · · ·+ f
∗
ξ− j ≥ f
∗
2 + f
∗
3 + · · ·+ f
∗
j+1 .
2 An orientations is totally cyclic if every edge belongs to a coherently oriented cycle.
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We now give an idea why one might suspect decompositions of binomial transforms into symmetric
positive polynomials such as in Theorems 1, 3, and 4, and we explain the setup of this paper. The starting
point for our explorations are Ehrhart polynomials of lattice polytopes, which we discuss in Section 2. For
this class of polynomials, Stapledon [27] (based on work of Betke–McMullen [2] and Payne [20]) proved a
decomposition result similar in spirit to Theorems 1, 3, and 4.
While chromatic polynomials are not Ehrhart polynomials, they can be written as sums of order polyno-
mials (by the afore-mentioned work of Stanley [23]), which we study in Section 4. Order polynomials, in
turn, are Ehrhart polynomials in disguise, and so here is where we apply Stapledon’s results.
However, there are some complications: the decomposition of the binomial transform of an Ehrhart
polynomial into symmetric polynomials depends on the degree of its binomial transform. But the degrees of
the binomial transforms of the order polynomials that make up a given chromatic polynomial vary, and so we
need a version of Stapledon’s theorem that is independent of the degree of the binomial tranform (Theorem 6
below), which might be of independent interest. The same is true for our analogue of Theorem 1 for order
polynomials (Theorem 8 below), from which Theorem 1 can then be easily deduced.
Theorems 3 and 4 follow in a similar fashion from writing the two kinds of flow polynomials as sums
of Ehrhart polynomials (and then using Theorem 6), as we illustrate in Section 3. For integral flows, this
geometric setup was introduced by Kochol [15], whereas for modular flows it is due to Breuer–Sanyal [5].
Our new inequalities are related to recent algebraic-combinatorial work of Hersh–Swartz [13] and Breuer–
Dall [4]; in fact, Corollary 2 is implied by [13], and the first inequality in Corollary 5 follow from [4], as we
explain in Section 5. However, our methods in this paper are quite different from those in [4, 13], and we
see our main contribution in showing how Stapledon-type decompositions appear in graph polynomials; as
a concrete consequence, at least the last three inequalities in Corollary 5 seem to be novel.
2. STAPLEDON DECOMPOSITIONS
Given a lattice polytope P ⊂Rd , i.e., the convex hull of finitely many points in Zd, Ehrhart’s celebrated
theorem [7] says that the counting function
ehrP(n) :=
∣∣nP ∩Zd∣∣
for n ∈ Z>0 extends to a polynomial in n. (See, e.g., [1] for background on Ehrhart theory.) We will assume
throughout that P is full dimensional, and so the degree of ehrP(n) is d. An equivalent formulation of
Ehrhart’s theorem is that the Ehrhart series 1+∑n≥1 ehrP(n)z
n evaluates to a rational function of the form
h∗
P
(z)
(1−z)d+1
for some polynomial h∗
P
(z) of degree s ≤ d, the h∗-polynomial of P—a name for the binomial
transform of an Ehrhart polynomial that has become somewhat of a standard. The Ehrhart–Macdonald
reciprocity theorem [19] gives the algebraic relation
(−1)d ehrP(−n) = ehrP◦(z)
where P◦ denotes the interior of P . An equivalent version is
(2) zd+1h∗P(
1
z
) = h∗P◦(z)
where the h∗-polynomial of P◦ is defined through ∑n≥1 ehrP◦(n)z
n =
h∗
P◦ (z)
(1−z)d+1
.
Stanley [24] proved that the coefficients of h∗
P
(z) are nonnegative integers, and Stapledon [27] showed
that there exist symmetric polynomials aP(z) = z
daP (
1
z
) and bP(z) = z
s−1bP(
1
z
) with nonnegative integer
coefficients such that
(3)
(
1+ z+ · · ·+ zl−1
)
h∗P(z) = aP(z)+ z
l bP(z)
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where l := d+1− s, the codegree of h∗
P
(z). Furthermore, the coefficients of aP(z) satisfy
(4) 1 = a0 ≤ a1 ≤ a j where 1≤ j ≤ d−1 .
Again we remark that the existence of the symmetric polynomials aP(z) and bP(z) is not a deep fact—one
easily computes, denoting the coefficients of h∗
P
(z) by h∗0,h
∗
1, . . . ,h
∗
d ,
a j = h
∗
0+h
∗
1+ · · ·+h
∗
j −h
∗
d−h
∗
d−1−·· ·−h
∗
d− j+1(5)
b j = −h
∗
0−h
∗
1−·· ·−h
∗
j +h
∗
s +h
∗
s−1+ · · ·+h
∗
s− j(6)
and so aP(z) and bP(z) are, in fact, unique. The nontrivial part of Stapledon’s theorem is that aP(z) and
bP(z) have nonnegative coefficients.
As mentioned in the introduction, we will need a version of (3) that is independent of s.
Theorem 6. Let P be a d-dimensional lattice polytope. Then there exist symmetric polynomials cP(z) =
zd+1cP(
1
z
) and aP(z) = z
daP(
1
z
) with positive integer coefficients such that
h∗P(z) = cP (z)− zaP(z) and h
∗
P◦(z) = cP(z)−aP(z) .
Furthermore, the coefficients of aP(z) and cP (z) satisfy 1 = a0 ≤ a1 ≤ a j, where 1 ≤ j ≤ d − 1, and
1= c0 ≤ c1 ≤ c j, where 1≤ j ≤ d.
Our notation is not accidental: the polynomial aP (z) in Theorem 6 coincides with that in (3). Just as
in (3), the (unique) existence of aP (z) and cP(z) in these formulas is not a deep fact, the point is that
the polynomials aP(z) and cP(z) have positive coefficients. In fact, we lose half of the nonnegativity
properties encoded in (3), as c j = a j−1+h
∗
j , and so the positivity of cP(z) follows from that of aP(z) and
the nonnegativity of h∗
P
(z).
Proof. Suppose h∗
P
(z) has codegree l. Let Q be the pyramid over P given by
Q := conv ({0}∪{(v,1) : v vertex of P}) ⊂ Rd+1.
It is well known (see, e.g., [1, Theorem 2.4]) that h∗
P
(z) = h∗
Q
(z). The Stapledon decomposition (3) for Q
takes on the form
(7)
(
1+ z+ · · ·+ zl
)
h∗Q(z) = aQ(z)+ z
l+1 bQ(z) .
Because the b j coefficients, as visible in (6), depend only on s (and not on d), bP(z) = bQ(z). Thus (3)
and (7) yield
h∗P(z) = aQ(z)− zaP (z) .
The analogous decomposition for h∗
P◦
(z) now follows from (2), and the inequalities among the coefficients
stem from (4). 
Corollary 7. LetP be a d-dimensional lattice polytope and denote the coefficients of h∗
P
(z) by h∗0,h
∗
1, . . . ,h
∗
d .
Then for 1≤ j ≤ ⌊d
2
⌋−1,
h∗d−1+h
∗
d−2+ · · ·+h
∗
d− j ≤ h
∗
2+h
∗
3+ · · ·+h
∗
j+1(8)
h∗d +h
∗
d−1+ · · ·+h
∗
d− j+1 ≤ h
∗
2+h
∗
3+ · · ·+h
∗
j+1 .(9)
We remark that (8) was proved by Stapledon [27, Equation (6)], and one can think of (9) as stemming
from the corresponding relations for the pyramid over P .
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Proof. We recursively compute from Theorem 6
c0 = cd+1 = a0 = ad = h
∗
0 , c1 = cd = h
∗
1+h
∗
0 , a1 = ad−1 = h
∗
1+h
∗
0−h
∗
d ,
and for 2≤ j ≤ ⌊d
2
⌋,
c j = cd+1− j = h
∗
j + · · ·+h
∗
0−h
∗
d−·· ·−h
∗
d− j+2 , a j = ad− j = h
∗
j + · · ·+h
∗
0−h
∗
d−·· ·−h
∗
d− j+1 .
The inequalities a1 ≤ a j now yield (8), whereas c1 ≤ c j give (9). 
3. FLOW POLYNOMIALS
Proof of Theorem 3. We use [5, Proposition 2.3], which expresses φG(n) as a sum of Ehrhart polynomials
of certain open polytopes, all of which have dimension ξ . (Briefly, one replaces the flow equations over Zn
by a set of affine equations over R, in which n now acts as a dilation parameter.) Thus φ∗G(z) is a sum of
Ehrhart h∗-polynomials. By [10] and [5, Corollary 2.9], the number of polytopes that contribute to φ∗G(z)
equals the number of in-degree sequences of totally cyclic orientations of G. Now use Theorem 6. 
Proof of Theorem 4. As in the proof of [15, Theorem 1], we write
fG(n) = ∑
Π∈T (G)
pΠ(n)
where T (G) is the set of all totally cyclic orientations of G, and pΠ(n) counts the Z-flows on Π whose
images satisfy 0 < x(e) < n. As noted in [15], pΠ(n) is the Ehrhart polynomial of an open polytope with
dimension ξ , and so similar to our previous proof, f ∗G(z) is a sum of Ehrhart h
∗-polynomials. Now again use
Theorem 6. 
Corollary 5 now follows directly from Corollary 7.
4. ORDER AND CHROMATIC POLYNOMIALS
Given a finite poset (Π,) with |Π|= d, the order polynomial Ω◦Π(n) counts all strictly order-preserving
maps from Π to [n] := {1,2, . . . ,n}, i.e.,
Ω◦Π(n) :=
∣∣{ϕ ∈ [n]Π : a≺ b =⇒ ϕ(a)< ϕ(b)}∣∣ .
Order polynomials first surfaced in [23]; we will encode them via
∑
n≥1
Ω◦Π(n)z
n =
Ω∗Π(z)
(1− z)d+1
.
(See, e.g., [26] for background on posets and order polynomials.) Order polynomials are Ehrhart polynomi-
als in disguise. We define the order polytope of Π as
O :=
{
ϕ ∈ [0,1]Π : a b =⇒ ϕ(a)≤ ϕ(b)
}
.
This much-studied subpolytope of the unit cube inRΠ was introduced in [25]. From its definition we deduce
that
Ω◦Π(n) = ehrO◦(n+1) .
This implies Ω∗Π(z) =
1
z
h∗
O◦
(z) and so, with Theorem 6, we can assert the existence of symmetric polynomi-
als cO(z) = z
d+1cO(
1
z
) and aO(z) = z
daO(
1
z
) with positive integer coefficients such that
(10) Ω∗Π(z) =
1
z
(cO(z)−aO(z)) .
However, we can show something stronger.
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Theorem 8. Let Π be a poset on d elements. Then there exist symmetric polynomials aΠ(z) = z
daΠ(
1
z
) and
bΠ(z) = z
d−1bΠ(
1
z
) with positive integer coefficients such that
(a) Ω∗Π(z) = aΠ(z)−bΠ(z);
(b) the coefficients of aΠ(z) and bΠ(z) satisfy 1= a0 ≤ a1 ≤ a j, where 1≤ j≤ d−1, and 1= b0 ≤ b1 ≤ b j,
where 1≤ j ≤ d−2.
Before we prove Theorem 8, we need to introduce more machinery. A triangulation of a d-dimensional
polytope P is a collection of simplices so that their union is P and the intersection of two simplices is a
face of both. (See, e.g., [6] for background on triangulations.) A triangulation of P is unimodular if all
simplices have integer vertices and (minimal) volume 1
d!
. A triangulation T comes with an f -polynomial
fT (z) :=
d+1
∑
j=0
f j−1 z
j
where f j counts the number of j-dimensional faces of T (and we set f−1 = 1 for the empty face). We further
define the h-polynomial of T to be
hT (z) := (1− z)
d+1 fT
(
z
1− z
)
.
If P has a unimodular triangulation T , it is well known (see, e.g., [1, Chapter 10]) that the h∗-polynomial
of P equals the h-polynomial of T .
Proof of Theorem 8. Let µ :Rd →H0 :=
{
x ∈ Rd : x1+ x2+ · · ·+ xd = 0
}
be an orthogonal projection, and
let L be the lattice in H0 generated by µ(e1),µ(e2), . . . ,µ(ed−1), i.e., L = µ(Z
d), and µ(ed) = −µ(e1)−
·· ·−µ(ed−1).
We claim that the order polytope O of Π and µ(O) have the same h∗-polynomial. To see this, consider
the canonical unimodular triangulation T of O , using the hyperplanes x j = xk. The image of each simplex
∆ ∈ T under the projection µ is a unimodular simplex in H0 (with respect to L), and the vertices (0, . . . ,0)
and (1, . . . ,1) both get projected to the origin. This gives a unimodular triangulation Tµ of µ(O), and T is
combinatorially a cone over Tµ ; in particular, the f -vectors of T and Tµ are related via
fT (z) = fTµ (z)(1+ z) .
Because both triangulations are unimodular,3
(11)
h∗O(z) = hT (z) = (1− z)
d+1 fT
(
z
1− z
)
= (1− z)d+1
(
1+
z
1− z
)
fTµ
(
z
1− z
)
= (1− z)d fTµ
(
z
1− z
)
= hTµ (z) = h
∗
µ(O)(z) .
In particular, if O has codegree l, then the codegree of µ(O) is l−1, and so the Stapledon decomposition (3)
for µ(O) takes on the form(
1+ z+ · · ·+ zl−2
)
h∗µ(O)(z) = aµ(O)(z)+ z
l−1 bµ(O)(z) .
As in our proof of Theorem 6, we have bµ(O)(z) = bO(z), which together with (11) yields
h∗O(z) = aO(z)− zaµ(O)(z) .
3 The equality (11) of h∗
O
(z) and h∗µ(O)(z) can be also seen by noticing that the triangulations T and Tµ are regular and therefore
shellable, and they have the same h-polynomial. See, e.g., [11] why order polytopes are compressed, and therefore have regular
unimodular triangulations, and also how these properties are preserved under the projection µ . We also note that projected order
polytopes are examples of alcoved polytopes [17].
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But then
Ω∗Π(z) =
1
z
h∗O◦(z) = z
d h∗O
(
1
z
)
= zd aO
(
1
z
)
− zd−1 aµ(O)
(
1
z
)
= aO(z)−aµ(O)(z) . 
The last equation in our proof reveals one more set of inequalities: namely, since order polytopes are
compressed, they satisfy [12, Corollary 3.2], and so
(12) Ω∗d− j = h
∗
j ≤
(
h∗1+ j−1
j
)
=
(
Ω∗d−1+ j−1
j
)
.
Corollary 9. Let Π be a poset on d elements. Then the coefficients of Ω∗Π(z) satisfy, for 2≤ j ≤ ⌊
d
2
⌋,
Ω∗d−2+Ω
∗
d−3+ · · ·+Ω
∗
d− j ≥ Ω
∗
2+Ω
∗
3+ · · ·+Ω
∗
j .
Proof. We compute recursively from Theorem 8 that a0 = ad = Ω
∗
d , b0 = bd−1 = Ω
∗
d−Ω
∗
0,
a1 = ad−1 = Ω
∗
d +Ω
∗
d−1−Ω
∗
0 , b1 = bd−2 = Ω
∗
d +Ω
∗
d−1−Ω
∗
0−Ω
∗
1 ,
and for 2≤ j ≤ ⌊d−1
2
⌋
a j = ad− j = Ω
∗
d + · · ·+Ω
∗
d− j−Ω
∗
0−·· ·−Ω
∗
j−1 , b j = bd− j−1 = Ω
∗
d + · · ·+Ω
∗
d− j−Ω
∗
0−·· ·−Ω
∗
j .
The inequalities a1 ≤ a j and b1 ≤ b j now yield
Ω∗d−2+Ω
∗
d−3+ · · ·+Ω
∗
d− j−1 ≥ Ω
∗
1+Ω
∗
2+ · · ·+Ω
∗
j(13)
Ω∗d−2+Ω
∗
d−3+ · · ·+Ω
∗
d− j−1 ≥ Ω
∗
2+Ω
∗
3+ · · ·+Ω
∗
j+1 .(14)
However, Ω∗1 equals the coefficient h
∗
d−1 of the accompanying order polytope. It is well known (see, e.g., [1,
Chapter 4]) that h∗
P
(z) has degree s if and only if (d+1−s)P is the first dilate ofP that contains an interior
lattice point. An order polytope O contains no interior lattice point, and 2O does only for O = [0,1]d , i.e.,
the underlying poset is an antichain. So unless we’re in the latter case, Ω∗1 = 0, and (14) implies (13).
Finally, if O = [0,1]d then Ω∗Π(z) is a shifted version of an Eulerian polynomial, which is well known to
be unimodal, and this implies Ω∗d− j ≥Ω
∗
d− j+1 = Ω
∗
j for 2≤ j ≤ ⌊
d−1
2
⌋. 
Proof of Theorem 1 and Corollary 2. Let A(G) be the set of all acyclic orientations ofG. Then the chromatic
polynomial χG(n) of G decomposes naturally into order polynomials as
(15) χG(n) = ∑
Π∈A(G)
Ω◦Π(n) .
Here we identify an acyclic orientation Π with its corresponding poset. (In this language, it is quite natural
to think of Ω◦Π(n) as the chromatic polynomial of the digraph Π.) Because every Π ∈ A(G) has d elements,
(16) χ∗G(z) = ∑
Π∈A(G)
Ω∗Π(z) ,
and so Theorem 1 follows from Theorem 8 and Corollary 2 from Corollary 9. 
Equations (12) and (16) explain where (1) stem from.
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5. RELATION TO PREVIOUS WORK
In this section, we explain the relation of our work to that of Hersh–Swartz [13] and Breuer–Dall [4]. In
our language, Hersh and Swartz proved that
χ∗d− j ≥ χ
∗
j for 2≤ j ≤
d−1
2
,
and Breuer and Dall showed that
φ∗ξ− j ≥ φ
∗
j for 1≤ j ≤
d−1
2
.
As mentioned in the introduction, the first set of inequalities implies Corollary 2, whereas the second set
implies the first of the four inequalities in Corollary 5. It is unclear to us whether the remaining inequalities
in Corollary 5 follow in a similar manner from the ideas in [4]. At any rate, the methods in [4, 13] are
algebraic: one constructs a simplicial complex whose h-vector satisfies certain inequalities (stemming from
a convex-ear decomposition) and is closely related to χ∗/φ∗ (this relation involves Eulerian polynomials; the
same is not true for f ∗, which makes that situation different).
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