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Introduction
La notion d’opérateur de Hilbert-Schmidt joue un rôle fondamental en Analyse
Fonctionnelle et Harmonique.
Rappelons que si H1 et H2 sont des espaces de Hilbert séparables, un opérateur T :
H1 →H2 est dit de Hilbert-Schmidt si et seulement si on a, pour au moins une base
orthonormale (ei )i∈I de H1 ;
∑
i∈I ‖T (ei )‖2H2 < +∞ et dans ce cas, la condition ci-
dessus est en fait vérifiée pour toute base orthonormale de H1.
Un exemple standard est donné par les opérateurs Tk : f → Tk
(
f
)
sur L2 (Ω,C)
définis par la formule Tk
(
f
)
(x)= ∫Ω f (y)k (x, y)dm (y), où m désigne la mesure de
Lebesgue, k :
(
x, y
)= k (x, y) désignant un noyau de carré intégrable surΩ×Ω.
En effet, soit (en) une base orthonormale de H1. On a :∑
n
‖Tk en‖2L2(Ω) =
∑
n
∫
Ω
|Tk en |2 d t
= ∑
n
∫
Ω
∣∣∣∣∫
Ω
k (t , s)en (s)d s
∣∣∣∣2 d t
=
∫
Ω
∑
n
∣∣∣∣∫
Ω
k (t , s)en (s)d s
∣∣∣∣2 d t
=
∫
Ω
∑
n
∣∣〈k (t , .) ,en〉∣∣2 d t
=
∫
Ω
‖k (t , .)‖2L2(Ω) d t
=
∫
Ω
∫
Ω
|k (t , s)|2 d sd t
= ‖k‖2L2(Ω×Ω) .
Notre travail est réparti en six chapitres.
Dans le chapitre 1, on présente la classe des opérateurs p-sommants introduite par
A.Pietsch [34] en 1966 et étudiée ensuite par J. Lindenstrauss et A.Pelczynski en
1968[33] puis par B.Maurey en 1973[37].
Une grande attention est apportée en particulier aux opérateurs 2-sommants. On a
détaillé les théorèmes de domination et de factorisation puis “la propriété d’idéal”.
On utilise les inégalités de Kahane-Kintchine [27] et les inégalités de Grothendieck
[43] pour établir un lien entre opérateurs p-sommants et factorisation à travers les
espacesLp .
Dans le chapitre 2, on a introduit la classe de Schatten von-Neumann S2 (H1, H2)
pour donner d’autres caractérisations des opérateurs de Hilbert-Schmidt.
Cette étude est basée sur le “théorème spectral”qui permet d’écrire tout opérateur
compact u : H1 →H2 sous la forme u =∑n τn 〈.,en〉 fn où (en) est un système ortho-
normal de H1,
(
fn
)
un système orthonormal de H2 et τn tend vers 0 quand n tend
vers +∞.
Une propriété remarquable de la classe d’opérateurs de Hilbert-Schmidt est qu’elle
coincide d’une part avec la classe des opérateurs 2-sommants de H1 dans H2 et
d’autre part avec les classes de Schatten von-Neumann S2 (H1, H2) .
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Dans le chapitre 3, on étudie les opérateurs γ-sommants d’un espace de Hilbert H
vers un espace de Banach E .
La classe des opérateurs γ-sommants a été introduite par Linde et Pietsch[35] en
1974 et étudiée en détail par Diestel, Jarchow, Tonge [44].
Dans le chapitre 4, on s’interesse aux opérateursγ-radonifiants initiés par Gross[7]en
1962 et qui ont été dévéloppés par Van Neerven et Weis[50] en 2005. Ces notions ont
permis de dégager des notions analogues à celles d’opérateurs de Hilbert-Schmidt
pour les opérateurs linéaires d’un espace de Hilbert H dans un espace de Banach F.
Dans le chapitre 5, on s’interesse aux opérateurs p-nucléaires et faiblement ∗ p-
nucléaires et on observe que la classe des opérateurs faiblement∗ 1-nucléaire coin-
cide avec la classe des opérateurs de Hilbert-Schmidt.
Enfin au chapitre 6 on étudie des extensions naturelles des notions d’opérateurs γ-
sommants et γ-radonifiants d’un espace de Banach X dans un espace de Banach Y .
Notons `faible2 (X ) l’ensemble des suites (xn)n≥1 d’éléments de X telles que
sup
‖x∗‖≤1
∞∑
n=1
∣∣〈x∗, xn〉∣∣2 <+∞.
On dira que u : X −→ Y est γ-sommant si supN≥1E
∥∥∑N
n=1γnu(xn)
∥∥2 < +∞ pour
toute suite (xn)n≥1 ∈ `faible2 (X ), et on dira que u estγ-radonifiant si la série
∑∞
n=1γnu(xn)
converge dans L2(Ω, X ) où (γn) désigne une suite de variables gaussiennes indépen-
dantes.
En utilisant la suite (rn)n≥1 des fonctions de Rademacher sur [0,1], qui prennent
les valeurs 1 et −1 avec la probabilité 12 , nous introduisons de même les opérateurs
“Rademacher-bornés” et les opérateurs “ presque-sommants”.
On dit qu’un opérateur u : X → Y est Rademacher-borné si
sup
N≥1
∫ 1
0
∥∥∥∥∥ N∑n=1 rn(t )u(xn)
∥∥∥∥∥
2
d t <+∞
pour toute suite (xn)n≥1 ∈ ` f ai ble2 (X ), et on dit que u est presque sommant si la sé-
rie
+∞∑
n=1
rn(t )u(xn) converge pour presque tout t ∈ [0,1] pour toute suite (xn)n≥1 ∈
`
f ai ble
2 (X ), ce qui équivaut au fait que la série
+∞∑
n=1
rn(t )u(xn) converge dans Lp ([0,1], X )
pour un réel p ≥ 1, ou pour tout réel p ≥ 1. Comme l’ont remarqué avant nous
Blasco, Tarieladze et Vidal dans [1], les auteurs du livre “Absolutely Summing Ope-
rators” ont malheureusement confondu ces deux classes dans le théorème 12.12
[8],alors qu’elles ne coincident que si Y ne contient pas une copie de c0 (voir[39]).
En utilisant des résultats de [8], on montre en fait que la classe des opérateurs γ-
sommants coincide avec la classe des opérateurs Rademacher-bornés et que la classe
des opérateursγ-radonifiants coincide avec la classe des opérateurs presque-sommants.
L’adhérence dans la classe des opérateurs γ-sommants de l’ensemble des opéra-
teurs de rang fini est composée d’opérateurs γ-radonifiants.
On voit donc que l’on dispose de plusieurs généralisations naturelles de la notion
d’opérateur de Hilbert-Schmidt aux espaces de Banach.
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– Les classesΠp (X ,Y ) des opérateurs p-sommants de X dans Y (1≤ p <+∞)
– La classe Πps (X ,Y ) des opérateurs presque sommants de X dans Y , qui coin-
cide avec la classe γ(X ,Y ) des opérateurs γ-radonifiants de X dans Y .
– La classe des opérateurs faible ∗ 1-nucléaires de X dans Y .
On sait que Πp (X ,Y ) ⊂Πq (X ,Y ) si 1 ≤ p ≤ q , et on a ∪p≥1Πp (X ,Y ) ⊂ pips (X ,Y )
(en d’autres termes, tout opérateur sommant est presque sommant).
Toutes ces classes coincident avec la classe des opérateurs de Hilbert-Schmidt si X
et Y sont des espaces de Hilbert, ainsi que les classes des opérateurs u : X −→ Y tels
que u∗ : Y ∗ −→ X ∗ appartiennent à une des classes ci-dessus par rapport à Y ∗ et
X ∗.
Soient maintenant X ,Y , Z trois espaces de Banach, et soient u : X → Y et v : Y → Z
deux opérateurs bornés.
Il serait intéressant d’étudier des conditions garantissant que le produit v ◦u est nu-
cléaire quand v et u appartiennent à des classes ci-dessus. Par exemple, il est clas-
sique v ◦u est nucléaire si v et u sont 2-sommants.
D’autre part, on sait que tout opérateur p-sommant est faiblement compact et com-
plètement continu, c’est à dire transforme une suite convergeant faiblement vers 0
en une suite convergeant en norme vers 0. On en déduit que si u est p-sommant et
si v est q-sommant, alors v ◦u est compact.
Si H est un Hilbert séparable, tout opérateur presque sommant est limite en norme
d’opérateurs de rang fini, donc tout opérateur presque sommant est compact. Il se-
rait intéressant d’étudier pour quelles classes d’espaces X et Y les opérateurs presque
sommants de X dans Y sont compacts.
Chapitre 1
Les opérateurs p-sommants
Dans ce chapitre, on rappelle des résultats sur les opérateurs p-sommants et en
particulier les opérateurs 2-sommants. On demontre les inégalités de Khintchine et
Grothendieck que l’on applique aux opérateurs 2-sommants, voir[8]. Une présen-
tation générale des“idéaux d’opérateurs” est donnée par Pietsch, Diestel et Jarchow
[9].
1.1 Espaces des suites p-sommables
On notera X et Y deux espaces de Banach et H un espace de Hilbert. Le dual de X
sera noté X ∗ et la boule unité de X sera notée BX . Pour p > 1 on note q le conjugué
de p, défini par la formule 1p + 1q = 1. On pose q =+∞ si p = 1.
1. On désignera par `p (X ) l’espace des suites absolument p-sommables d’élé-
ments de X dont la norme est :
‖(xn)‖`p (X ) =
( ∞∑
n=1
‖xn‖p
) 1
p
pour 1≤ p <+∞
2. et par `∞(X ) l’espace des suites bornées, normées par :
‖(xn)‖`∞ = sup
n
‖xn‖ .
3. Lorsque X =C on note simplement `p , p ∈ [1,+∞] . On note par :
4. c0(X ) l’espace des suites (xn) d’éléments de X convergeant vers 0.
5. `faiblep (X ) l’espace des suites (xn) d’éléments de X faiblement p-sommables,
c’est à dire des suites (xn) vérifiant
∑
n |〈x∗, xn〉|p < +∞ pour tout x∗ ∈ X ∗
muni de la norme :
‖(xn)‖`faiblep (X ) = sup‖x∗‖≤1
( ∞∑
n=1
∣∣〈x∗, xn〉∣∣p) 1p si 1≤ p <+∞.
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On pourrait introduire `faible∞ (X ), l’espace des suites faiblement bornées, mais
ceci ne presente pas d’intérêt car
‖(xn)‖`faible∞ (X ) = sup‖x∗‖≤1
(sup
n
∣∣〈x∗, xn〉∣∣)
= sup
n
sup
‖x∗‖≤1
∣∣〈x∗, xn〉∣∣
= ‖(xn)‖`∞(X )
et en fait `faible∞ (X )= `∞(X ).
L’espace `faiblep (X ) est un espace de Banach,[8], p33.
1.2 Les opérateurs p-sommants
Définition 1.2.1. Soit X et Y deux espaces de Banach. On suppose que 1 ≤ p < +∞.
Un opérateur u : X → Y est p-sommant si et seulement si il existe une constante c ≥ 0
telle que pour m ∈N, x1, . . . , xm ∈ X , on a :
m∑
i=1
‖uxi‖p ≤ cp sup
‖x∗‖≤1
m∑
i=1
∣∣〈x∗, xi 〉∣∣p . (1.1)
On voit donc que les opérateurs p-sommants transforment les suites faiblement
p-sommantes en suites fortement p-sommantes. On noterapip (u) la plus petite constante
c telle que (1.1) soit vérifiée. Il est clair que ‖u‖ ≤pip (u). En effet pour m=1, on a :
‖ux‖p ≤pip (u)p sup
‖x∗‖≤1
(∣∣〈x∗, x〉∣∣p)=pip (u)p ‖x‖p
i.e ‖ux‖ ≤pip (u)‖x‖. On noteΠp (X ,Y ) l’espace des opérateurs p-sommants dans X
vers Y et Πp (X ,Y ) muni de la norme pip est un espace de Banach [8], p38 prop 2.6.
On a alors la “ propriété d’idéal” (ideal property) [8], p 37.
Si u : X −→ Y est un opérateur linéaire continu, on définit u∗ : Y ∗ −→ X ∗ par la
formule
〈
u∗(y∗), x
〉= 〈y∗,u(x)〉, et on a ‖u∗‖ = ‖u‖ .
Proposition 1.2.2. Soient X, Y, Z, L des espaces de Banach . Soit u : X → Y un opéra-
teur p-sommant ; v ∈L (Z , X ) un opérateur linéaire continu et w ∈L (Y ,L) un opéra-
teur linéaire continu. Alors w ◦u◦v est p-sommant et pip (w ◦u ◦ v)≤ ‖w‖pip (u)‖v‖ .
Démonstration. Il suffit d’utiliser la définition des opérateurs p-sommants pour w .
On a ∑‖(u ◦ v)(xi )‖p ≤ pip (u)p sup‖x∗‖≤1∑
i
∣∣〈x∗, v(xi )〉∣∣p
= pip (u)p sup‖x∗‖≤1
∑
i
∣∣〈v∗(x∗), xi 〉∣∣p
≤ pip (u)p sup‖x∗‖≤‖v‖
∑
i
∣∣〈x∗, xi 〉∣∣p
= ‖v‖p pip (u)p sup‖x∗‖≤1
∑
i
∣∣〈x∗, xi 〉∣∣p .
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Théorème 1.2.3. (théorème d’inclusion)
Si 1≤ p < q <∞, alorsΠp (X ,Y )⊆Πq (X ,Y ) .
De plus, on a : piq (u)≤pip (u) pour tout u ∈Πp (X ,Y ) .
Démonstration. Soit x1, . . . , xn ∈ X et posons λk = ‖u(xk )‖
q
p −1 .
Donc ‖u (λk xk )‖p = ‖u (xk )‖q . Par suite
(∑n
k=1 ‖u(xk )‖q
) 1
p = (∑nk=1 ‖u(λk xk )‖p) 1p .
Si u est p-sommant, alors
(∑n
k=1 ‖u (λk xk )‖p
) 1
p ≤pip (u)supx∗∈BX∗
(∑n
k=1λ
p
k |〈x∗, xk〉|p
) 1
p .
Donc
(∑n
k=1 ‖u (xk )‖q
) 1
p ≤ pip (u)supx∗∈BX∗
(∑n
k=1λ
p
k |〈x∗, xk〉|p
) 1
p . Si de plus, p < q,
alors en appliquant l’inégalité de Hölder sur les indices α= qq−p et β=
q
p , On a :
(
n∑
k=1
‖u (xk )‖q
) 1
p
≤ pip (u)
(
n∑
k=1
λ
pq
q−p
k
) q−p
qp
sup
x∗∈BX∗
(
n∑
k=1
∣∣〈x∗, xk〉∣∣q
) 1
q
≤ pip (u)
(
n∑
k=1
(
‖u(xk )‖
q
p −1
) qp
q−p
) q−p
qp ∥∥(xk )1≤k≤n∥∥`faibleq
≤ pip (u)
(
n∑
k=1
‖u(xk )‖q
) 1
p − 1q ∥∥(xk )1≤k≤n∥∥`faibleq .
Ceci est équivalent à :
(
n∑
k=1
‖u (xk )‖q
) 1
p
(
n∑
k=1
‖u (xk )‖q
) 1
q
≤pip (u)
(
n∑
k=1
‖u(xk )‖q
) 1
p ∥∥(xk )1≤k≤n∥∥`faibleq .
Donc, on a : (
n∑
k=1
‖u (xk )‖q
) 1
q
≤pip (u)
∥∥(xk )1≤k≤n∥∥`faibleq .
C’est à dire piq (u)≤pip (u) .
1.3 Caractérisation des Opérateurs 2-sommants
Définition 1.3.1. Soit X un espace de Banach. On dit qu’un sous-ensemble K de BX ∗
est normant si ‖x‖ = supx∗∈K |〈x∗, x〉| ∀ x ∈ X .
On rappelle que la boule unité BX ∗ de X ∗ est faible ∗ compacte, donc tout sous-
ensemble faible ∗-fermé de BX ∗ est faiblement ∗ compact.
Lemme 1.3.2. Soit X un espace de Banach. On suppose que 1≤ p <∞. On note par
q le conjugué de p défini par 1p + 1q = 1. Si K est un sous-ensemble normant de BX ∗ et
si (xn)n≥1 ∈ `faiblep (X ), alors on a : ‖xn‖`faiblep = supx∗∈K
(∑
n |〈x∗, xn〉|p
) 1
p .
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Démonstration.
‖xn‖`faiblep = supm supx∗∈BX∗
sup
(an )∈B`mq
∣∣∣∣〈x∗, ∑
n≤m
an xn
〉∣∣∣∣
= sup
m
sup
(an )∈B`mq
sup
x∗∈BX∗
∣∣∣∣〈x∗, ∑
n≤m
an xn
〉∣∣∣∣
= sup
m
sup
(an )∈B`mq
∥∥∥∥ ∑
n≤m
an xn
∥∥∥∥
= sup
m
sup
(an )∈B`mq
sup
x∗∈K
∣∣∣∣〈x∗, ∑
n≤m
an xn
〉∣∣∣∣
= sup
m
sup
x∗∈K
sup
(an )∈B`mq
∣∣∣∣〈x∗, ∑
n≤m
an xn
〉∣∣∣∣
= sup
x∗∈K
(∑
n
∣∣〈x∗, xn〉∣∣p) 1p .
La proposition suivante vient de [8], Exemple 2.9.a.
Proposition 1.3.3. Soient K un compact, µ une mesure régulière borelienne, positive
sur K et 1≤ p <∞. Pour tout ϕ ∈ Lp (µ), l’opérateur de multiplication Mϕ : C (K )−→
Lp (K ,µ) : f 7−→ f ϕ est p-sommant avec pip (Mϕ)=
∥∥ϕ∥∥Lp (K ,µ) .
Démonstration. A chaque k ∈ K est associé la fonctionnelle δk ∈ C (K )∗ qui vérifie〈
δk , f
〉= f (k). L’ensemble {δk : k ∈K } est normant dans C (K )∗, si f est continue sur
K et
∥∥ f ∥∥K =maxk∈K ∣∣ f (k)∣∣ . Soit ( fn)⊂C (K ) ; on a par le lemme précédent
∥∥( fn)∥∥`faiblep (C (K )) = supk∈K
(∑
n
∣∣〈δk , fn〉∣∣p) 1p
= sup
k∈K
(∑
n
∣∣ fn(k)∣∣p) 1p .
Par suite, on a :
(∑
n
∥∥Mϕ fn∥∥pLp (K ,µ)
) 1
p =
(∑
n
∫
K
∣∣ fnϕ∣∣p dµ(k)) 1p
=
(∫
K
∣∣ϕ(k)∣∣p (∑
n
∣∣ fn(k)∣∣p)dµ(k)) 1p
≤
(∫
K
∣∣ϕ(k)∣∣p dµ(k)) 1p sup
k∈K
(∑
n
∣∣ fn(k)∣∣p) 1p
= ∥∥ϕ∥∥Lp (K ,µ)∥∥( fn)∥∥`faiblep (C (K )) .
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Mϕ est donc p-sommant et pip (Mϕ)≤
∥∥ϕ∥∥Lp (K ,µ) d’une part, et d’autre part, on a :
pip (Mϕ) ≥
∥∥Mϕ∥∥
≥ ∥∥Mϕ1∥∥Lp (K ,µ)
= ∥∥ϕ∥∥Lp (K ,µ) .
Corollaire 1.3.4. Soient K un compact, µ une mesure régulière positive sur K et soit
1 ≤ p < ∞. L’application canonique jp : C (K ) −→ Lp (K ,µ) est p-sommante avec
pip ( jp )=µ(K )
1
p .
Démonstration. Il suffit de prendre ϕ=1 dans la proposition précédente.
Lemme 1.3.5. Soient (Ω,
∑
,µ) un espace mesuré et 1≤ p <∞. Pour toutϕ ∈ Lp (Ω,µ),
l’opérateur de multiplication Mϕ : L∞(Ω,µ) −→ Lp (Ω,µ), f 7−→ f ϕ est p-sommant
avec pip (Mϕ)=
∥∥ϕ∥∥Lp (Ω,µ) .
Démonstration. Le compact L = áL∞ (K ,µ) est l’ensemble des homomorphismes χ :
L∞(Ω,µ)−→C qui est un sous-ensemble faiblement fermé de la boule unité du dual
L∞(Ω,µ). L’isomomorphisme isométrique entre L∞(Ω,µ) et C (L) est donnée par la
transformation de Gelfand f −→ fˆ :χ−→χ( f ). Il existe une mesure de probabilité ν
sur L telle que
∫
Ω f dµ=
∫
L fˆ dν ∀ f ∈ L∞(Ω,µ) et on a :∥∥ f ∥∥Lp (Ω,µ) = ∥∥ fˆ ∥∥Lp (L,ν) pour f ∈ L∞(Ω,µ).
L∞(Ω,µ)
G //
ip

C (L)
jp

Lp
(
Ω,µ
)
Gp
// Lp (L,ν)
Comme L∞(Ω,µ) est dense dans Lp (Ω,µ) et C (L) est dense dans Lp (L,ν) alors il
existe un isomorphisme isométrique Gp : Lp (Ω,µ)−→ Lp (L,ν) tel que ip =G−1p ◦ jp ◦
G [2].
Corollaire 1.3.6. Soit (Ω,
∑
,µ) un espace mesuré fini et 1≤ p <∞. L’application ip :
L∞(Ω,µ)−→ Lp (Ω,µ) est p-sommant avec pip (ip )=µ(Ω)
1
p .
Démonstration. Il suffit de prendre ϕ=1 dans le lemme précédent.
Lemme 1.3.7. Soit 1≤ p <∞. L’opérateur diagonal Dλ : `∞ −→ `p : (an) 7−→ (λn an),
est p-sommant avec pip (Dλ)= ‖λ‖Lp .
Démonstration. Il suffit de remarquer que `∞ = L∞(N,µ) avecµ la mesure de comp-
tage. Par suite, il suffit d’utiliser la même démarche que dans le corollaire précédent
tout en tenant compte du fait que λ ∈ `p = Lp (µ).
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Théorème 1.3.8. (Théoréme de domination de Pietsch)
Soit u : X → Y un opérateur et K ⊂BX ∗ un ensemble normant faible ∗-fermé. Alors u
est 2-sommant si et seulement si il existe une constante c et une mesure régulière de
probabilité µ sur K telle que ∀ x ∈ X ,
‖ux‖ ≤ c
(∫
K
∣∣〈x∗, x〉∣∣2 dµ(x∗)) 12 . (1.2)
Dans ce cas, la plus petite constante qui vérifie (1.2) est égale à pi2(u).
Démonstration. On suppose qu’il existe une mesure de probabilité µ sur K telle que
(1.2) est satisfait. Pour chaque xi avec i = 1,2, . . . ,m, on a :
m∑
i=1
‖uxi‖2 ≤ c2
m∑
i=1
∫
K
∣∣〈x∗, xi 〉∣∣2 dµ(x∗)≤ c2 sup
‖x∗‖≤1
(
m∑
i=1
∣∣〈x∗, xi 〉∣∣2
)
u est donc 2-sommant et pi2 (u)≤ c.
Montrons la réciproque :
Soit M une partie finie de X ; on définit gM : K →R; x∗ 7−→ gM (x∗) par
gM
(
x∗
)= ∑
x∈M
(
‖ux‖2−pi2 (u)2
∣∣〈x∗, x〉∣∣2) .
Pour chaque partie finie M, gM ∈C (K ,R). Soit Q l’ensemble de tous les gM quand M
parcourt les parties finies de K ; montrons que Q est convexe. Soient M et M’ deux
parties finies de X et 0<λ< 1 ; on a :
λgM
(
x∗
)+ (1−λ) gM ′ (x∗) = ∑
x∈M
λ
(
‖ux‖2−pi2 (u)2
∣∣〈x∗, x〉∣∣2)
+ ∑
x∈M ′
(1−λ)
(
‖ux‖2−pi2 (u)2
∣∣〈x∗, x〉∣∣2)
= ∑
x∈M
(∥∥∥λ 12 ux∥∥∥2−pi2 (u)2 ∣∣∣〈 x∗,λ 12 x〉∣∣∣2)
+ ∑
x∈M ′
(∥∥∥(1−λ) 12 ux∥∥∥2−pi2 (u)2 ∣∣∣〈x∗, (1−λ) 12 x〉∣∣∣2)
= ∑
y∈M"
(∥∥uy∥∥2−pi2 (u)2 ∣∣〈x∗, y〉∣∣2)
avec M ′′ =
{
λ
1
2 x : x ∈M
}
∪
{
(1−λ) 12 x : x ∈M ′
}
.
Si y =λ 12 x, avecx ∈M , ou si y = (1−λ) 12 x, avec x ∈M ′,on a ∥∥uy∥∥2−pi2 (u)2 ∣∣〈x∗, y〉∣∣2 ≤
0 puisque u est 2-sommant. Donc gM (x∗)≤ 0 pour tout x∗ ∈K et M ∈Q.
Soit ∆= { f ∈C (K ,R) : f (x∗)> 0 ∀x∗ ∈K } . Le cône ∆ est un ouvert convexe, disjoint
de Q. D’après le théorème de Hahn-Banach, il existe L ∈C (K ,R)∗ et δ ∈R tels que :
∀ g ∈Q, ∀ f ∈∆, 〈L, g〉≤ δ< 〈L, f 〉
et on peut supposer que ‖L‖ = 1.
On voit d’une part que δ ≥ 0 car 0 ∈ Q et d’autre part que δ ≤ 0 car les fonctions
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constantes positives appartiennent à ∆. On obtient
〈
L, g
〉≤ 0< 〈L, f 〉 ∀ f ∈∆, ∀ g ∈
Q. Il existe une mesure regulière positive µ sur K telle que
〈
L, f
〉= ∫K f (x∗)dµ(x∗) ∀
f ∈C (K ,R). Comme 1= ‖L‖ = ∫K d ∣∣µ∣∣ (x∗)= ∫K dµ(x∗), µ est une mesure de proba-
bilité et on a : ∫
K
(
‖ux‖2−pi2 (u)2
∣∣〈x∗, x〉∣∣2)dµ(x∗)≤ 0
pour tout x ∈ X . Et cette derniére inégalité nous donne (1.2).
Il est à noter que si K ⊂ BX ∗ est un sous-ensemble normant, alors l’application
iX : X −→ `K∞ , iX (x)(k)= 〈k, x〉 est linéaire et isométrique. Si K est un sous ensemble
normant et faible ∗-fermé, alors l’application iX est définie sur X et à valeurs dans
C (K ), et K est compact par le théorème de Banach-Alaoglu.
Définition 1.3.9. On dit qu’un espace de Banach Z est injectif si pour tout espace de
Banach W ; pour tout sous-espace de Banach W0 de W et pour tout opérateur continu
T : W0 −→ Z , il existe une extension continue T˜ : W −→ Z de T , telle que
∥∥T˜∥∥= ‖T ‖ .
Lemme 1.3.10. L’espace `∞(K ) est injectif, si K est un sous- ensemble normant faible
∗-fermé de BX ∗ .
Démonstration. On considère un opérateur T : W0 −→ `∞(K ) et pik ◦T : W0 −→ R
tel que pik ◦T (w) = pik (T (w)). On pose pik ◦T = uk . D’après le théorème de Hahn-
Banach, il existe une extension u˜k : W −→ R de même norme que uk . Donc T˜ (w)=
(u˜k (w))k∈K est une extension de T (w)= (uk (w))k∈K . Montrons maintenant que
∥∥T˜∥∥=
‖T ‖ :
‖T ‖ = sup{|T (w0)|`∞ (K ) : w0 ∈W et ‖w0‖ ≤ 1}
= sup{|uk (w0)| , k ∈K , w ∈W0 et ‖w0‖ ≤ 1}
= sup{‖uk‖ : k ∈K } .
et ∥∥T˜ (w)∥∥`∞ (K ) = sup
k∈K
|u˜k (w)|
≤ sup
k∈K
‖u˜k‖‖w‖
= sup
k∈K
‖uk‖‖w‖
= ‖T ‖ .
Donc
∥∥T˜∥∥≤ ‖T ‖ . De plus, on a toujours ‖T ‖ ≤ ∥∥T˜∥∥ car T˜ est une extension de T .
Proposition 1.3.11. Soit Z un espace de Banach et W un espace contenant Z . Si Z
est injectif, alors il existe une projection P : W −→ Z de norme 1.
Démonstration. Soit Z ⊂W . Si Z est injectif, alors T = i d : Z −→ Z admet une exten-
sion T˜ : W −→ Z de norme 1. On a (T˜ ◦ T˜ )(x)= T˜ (T˜ (x))= T (T˜ (x))= T˜ (x) car T = i d .
Donc T˜ est une projection. Réciproquement, considérons iZ : Z −→ `∞(BZ∗ ) =W.
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Il existe une projection P : `∞(BZ∗ )−→ Z , de norme 1. Soit V un espace de Banach,
V0 un sous-espace de V . On a pour T : V0 → Z ,on pose l’application S = iZ ◦T .
V0
T //
S ##
Z
iZ
{{
`∞(BZ∗ )
Comme `∞(BZ∗ ) est injectif, alors il existe une extension S˜ : V −→ `∞(BZ∗ ) de S
telle que
∥∥S˜∥∥= ‖S‖. Mais ‖S‖ = ‖iZ ◦T ‖ = ‖T ‖ car iZ est une isométrie.
V
S // `∞(BZ∗ )
P

V0
iV
OO
T
// Z
iZ
UU
T˜ = P ◦S est une extension de T = P ◦S ◦ iW , avec
∥∥T˜∥∥= ‖T ‖ .
Théorème 1.3.12. (Théorème de factorisation de Pietsch)
Soit u : X → Y un opérateur et K ⊂ BX ∗ un sous-ensemble normant faible ∗-fermé.
Les assertions suivantes sont équivalentes.
1. u est 2-sommant.
2. Il existe une mesure de probabilitéµ sur K, un sous-espace vectoriel fermé X2 de L2
(
µ
)
et un opérateur uˆ : X2 → Y tels que :
(a) j2 ◦ iX (X )⊂ X2 et
(b) uˆ◦ j2◦iX (x)= ux ∀ x ∈ X . Autrement dit le diagramme suivant commute.
X
u //
iX

// Y
iX (X )
j X2
//
 _
X2
uˆ
OO
 _
C (K )
j2
// L2
(
µ
)
3. Il existe une mesure de probabilité µ sur K et u˜ : L2
(
µ
)→ `B∞,où B = BY ∗ (0,1),
tel que le diagramme suivant commute.
X
u //
iX

Y
iY // `B∞
C (K )
j2
// L2
(
µ
)u˜
OO
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4. Il existe un espace probabilisé
(
Ω,
∑
,µ
)
et un opérateur u˜ : L2
(
µ
)→ `B∞ et v :
X → L∞
(
µ
)
tel que le diagramme suivant commute.
X
u //
v

Y
iY // `B∞
L∞ i2
// L2
(
µ
)u˜
OO
Donc ‖u˜‖ = ‖uˆ‖ =pi2 (u). Dans 4., on a considéré que ‖v‖ = 1 et ‖u˜‖ =pi2 (u) .
Démonstration. 1. ⇒ 2. Si u est 2-sommant, alors d’après le théorème de domina-
tion de Pietsch, il existe une mesure de probabilité µ sur K telle que :
‖ux‖ ≤pi2(u)
(∫
K
∣∣〈x∗, x〉∣∣2 dµ(x∗)) 12 ∀ x ∈ X
Soit S = Im ( j2 ◦ iX ). L’application u˜ : ( j2 ◦ iX )(x) −→ u(x) est une application de S
dans Y qui est bien définie :
∥∥( j2 ◦ iX )(x)∥∥2L2(K ,µ) =
∫
K
|iX (x)(k)|2 dµ(k)
=
∫
K
|〈k, x〉|2 dµ(k)
car [iX (x)] (x∗)= 〈x∗, x〉 par définition. Autrement dit :
Si ( j2◦iX )(z)= 0, alors u(z)= 0 d’après le théorème de domination de Pietsch. Ainsi :
( j2 ◦ iX )(x)= ( j2 ◦ iX )(y) ⇔ ( j2 ◦ iX )(x− y)= 0
⇔ u(z)= 0, z = x− y
⇔ u(x)−u(y)= 0
⇔ u(x)= u(y).
L’application est donc bien définie.
De plus, cette application est continue et ‖u˜‖ ≤pi2(u).
Soit X2 la fermeture de S dans L2(µ). Alors il existe une extension uˆ : X2 −→ Y telle
que uˆ ◦ j X2 ◦ iX = u et ‖uˆ‖ ≤pi2(u).
Réciproquement, on a :
pi2(u) = pi2(uˆ ◦ j X2 ◦ iX )
≤ ‖uˆ‖pi2( j X2 )‖iX ‖
≤ ‖uˆ‖pi2( j2).
Or pi2( j2) = µ(K ) 12 par le corollaire 1.3.4 et µ(K ) = 1 car µ est une mesure de proba-
bilité. Donc pi2(u)≤ ‖uˆ‖ .
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2.⇒ 3. Par définition : B = BY ∗ (0,1) et `B∞ =
{
f : B →C : tel que supb∈B
∣∣ f (b)∣∣<∞} .
On a le diagramme suivant :
X2
uˆ //
u˜   
Y
iY

`B∞
car iY (y) est effectivement une fonction bornée sur la boule unité de Y ∗ :
∣∣iY (y)(y∗)∣∣=∣∣〈y, y∗〉∣∣≤ ∥∥y∥∥∥∥y∗∥∥≤ ∥∥y∥∥ . Donc on a :
X2
û //
 _
Y
iY

L2(K ;µ) // `∞B
L’application u˜ existe par l’injectivité de `B∞ (ceci est le lemme 1.3.10) qui pré-
serve la norme.
‖u˜‖ = ‖iY uˆ‖
= ‖uˆ‖
= pi2(u) d’après 2.
3. ⇒ 4.. Il est clair qu’on peut définir j2 : C (K ) j∞→ L∞(µ) i2→ L2(µ). Donc en posant
v = j∞ ◦ iX dans 3.), on obtient 4..
4. ⇒ 1. On sait que l’opérateur i2 : L∞(µ) −→ L2(µ) est 2-sommant, iY ◦u est donc
2-sommant par la propriété d’idéal (pr op1.2.2). Par définition des opérateurs 2-
sommants∑
n ‖(iY ◦u) (xn)‖2 ≤ sup‖x∗‖≤1
∑
n |〈(iY ◦u) (xn), x∗〉|2 . Mais iY est une isométrie. Donc∑
n ‖u(xn)‖2 =
∑
n |〈(iY ◦u) (xn), x∗〉|2. ‖(xn)‖`faible2 (X ).
Corollaire 1.3.13. u : X → Y est 2-sommant si et seulement si il existe une mesure
de probabilité µ sur un compact K et u˜ ∈L (L2 (µ) ,Y ) tel que le diagramme suivant
commute
X
u //
iX

// Y
C (K )
j2
// L2
(
µ
)u˜
OO
et on a dans ce cas ‖u˜‖ =pi2 (u) .
Démonstration. On suppose que u est 2-sommant. D’après le théorème de facto-
risation de Pietsch, il existe une mesure régulière de probabilité µ sur K, un sous-
espace vectoriel fermé X2 de L2
(
µ
)
et un opérateur uˆ : X2 → Y tels que uˆ◦ j2◦iX (x)=
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ux ∀ x ∈ X et pi2 (u) = ‖uˆ‖. Soit P la projection orthogonale de L2
(
µ
)
sur X2. Donc
u˜ = uˆP satisfait u˜ ◦ j2 ◦ iX = u. D’une part,
X
u //
iX

// Y
iX (X )

X2
uˆ
OO
C (K )
j2
// L2
(
K ;µ
)P
OO
‖u˜‖ = ‖uˆP‖ ≤ ‖uˆ‖‖P‖ ≤ ‖uˆ‖
= pi2 (u) .
et d’autre part u˜ est une extension de uˆ, donc ‖u˜‖ ≥ ‖uˆ‖ =pi2 (u) .
Corollaire 1.3.14. Tout opérateur 2-sommant u : X → Y admet une factorisation de
la forme u : X
v→ L∞
(
µ
) i2→ L2 (µ) u˜→ Y où µ est une mesure de probabilité de Radon,et
où v et u˜ sont des opérateurs linéaires continus tels que ‖v‖ = 1 et ‖u˜‖ =pi2 (u) .
Démonstration. Utiliser 4. dans le théorème de factorisation de Pietsch puis faire la
même démonstration que pour le corollaire 1.3.13.
Corollaire 1.3.15. Soient X ,Y , Z trois espaces de Banach avec X ⊂ Z . Si u : X → Y est
un opérateur 2-sommant, alors il existe une extension de u, notée u˜ : Z → Y qui est
aussi 2-sommant avec pi2 (u˜)=pi2 (u) .
Démonstration. Soit u : X → Y un opérateur 2-sommant. L’opérateur u admet donc
une factorisation de la forme u : X
v→ L∞
(
K ,µ
) i2→ L2 (K ,µ) w→ Y avec µ une mesure
de probabilité de Radon, ‖v‖ = 1 et ‖w‖ =pi2 (u) . Comme L∞(K ,µ) est injectif, alors
v admet une extension v˜ ∈L (Z ,L∞ (µ)) avec ‖v˜‖ = 1. D’où on a u˜ : Z v˜→ L∞ (µ) i2→
L2
(
µ
) w→ Y et par conséquent u˜ est 2-sommant. De plus, u˜ = w ◦ i2 ◦ v˜ et pi2 (u˜) ≤
‖w‖pi2 (i2)‖v˜‖ =pi2 (u) . Puisque u˜ est une extension de u, alorspi2 (u˜)≥pi2 (u) . Donc
pi2 (u˜)=pi2 (u) .
1.4 Les inégalités de Khintchine et Grothendieck
Il est à noter que les fonctions de Rademacher jouent un rôle très important dans
l’inégalité de Khintchine. On définit les fonctions de Rademacher rn : [0,1]→ R, n ∈
N, par rn(t )= sign(sin(2npit )). La caractéristique la plus importante de ces fonctions
est qu’elles ont des propriétés d’orthogonalités. On peut ajouter d’où elles viennent :
Si n < m, rn est constant sur les intervalles I j =
[
j 2−n , ( j +1)2−n] et ∫I j rn(t )d t =
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0∀ j . Donc∑ j ∫I j rn(t )rm(t )d t = 0.
Si 0< n1 < n2 < ·· · <nk et p1, p2, . . . , pk sont positifs ou nuls, alors∫ 1
0
r p1n1 (t ) . . .r
pk
nk (t )d t =
{
1 si tous les p j sont pai r s
0 sinon
Une conséquence immédiate est que les rn forment une suite orthonormale dans
L2 [0,1] et on a :
∫ 1
0 |
∑
n anrn(t )|2 d t =
∑
n |an |2 ∀ (an) ∈ `2.
Théorème 1.4.1. (Inégalité de Khintchine)
Pour 0< p <+∞, il existe des constantes positives Ap et Bp telles que pour toute suite
(an) ∈ `2, on a :
Ap
(∑
n
|an |2
) 1
2 ≤
(∫ 1
0
∣∣∣∣∑
n
anrn (t )
∣∣∣∣p d t)
1
p
≤Bp
(∑
n
|an |2
) 1
2
,
rn étant la suite de Rademacher définie ci-dessus.
Démonstration. On traite ici le cas où p = 4, qui est le cas que nous utiliserons plus
loin.
∫ 1
0
∣∣∣∣ ∑
n≤m
anrn (t )
∣∣∣∣4 d t
=
∫ 1
0
( ∑
i≤m
ai ri (t )
)( ∑
j≤m
a j r j (t )
)( ∑
k≤m
ak rk (t )
)( ∑
l≤m
al rl (t )
)
d t
= ∑
i , j ,k,l≤m
ai a j ak al
∫ 1
0
ri (t )r j (t )rk (t )rl (t )d t
= 3 ∑
i , j≤m
a2i a
2
j −2
∑
i≤m
a4i
≤ 3∑
i
a2i
∑
j
a2j
= 3
(∑
n
a2n
)2
. Par suite, on a :
∥∥∥∥ ∑
n≤m
anrn
∥∥∥∥
L2[0,1]
≤
∥∥∥∥ ∑
n≤m
anrn
∥∥∥∥
L4[0,1]
≤ 3 14
∥∥∥∥ ∑
n≤m
anrn
∥∥∥∥
L2[0,1]
.
Donc on peut poser B4 = 3 14 et A4 = 1.
Le cas général est traité dans les pages 11−12 de[8].
Théorème 1.4.2. (Théorème de Grothendieck)
Tout opérateur linéaire continu u : `1 → `2 est absolument sommant.
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Dans la suite, BH désigne la boule unité d’un espace de Hilbert H.
La demonstration du théorème est basée sur le résultat suivant.
Théorème 1.4.3. (Inégalité de Grothendieck)
Soit H un espace de Hilbert réel de dimension n, (ai j )i , j≤1 une matrice n×n et soient
x1, . . . , xn , y1, . . . , yn ∈BH . On a :∣∣∣∣∣∑
i , j
ai j
〈
xi , y j
〉∣∣∣∣∣≤KG sup
{∣∣∣∣∣∑
i , j
ai j si t j
∣∣∣∣∣ : |si | ≤ 1; ∣∣t j ∣∣≤ 1
}
=KG sup
{∣∣∣∣∣∑
i , j
ai j ²i ²
′
j
∣∣∣∣∣ : ²i ,²′j =±1
}
où KG est une constante universelle appelée constante de Grothendieck.
Démonstration. On pose : A = sup{∣∣∑i , j ai j si t j ∣∣ : |si | ≤ 1; ∣∣t j ∣∣≤ 1} et
B = sup{∣∣∑i , j ai j 〈xi , y j 〉∣∣ : xi , y j ∈BH}
On va d’abord construire un plongement de H dans L2 ([0,1]). Soit (en)n une base or-
thonormale de H . Si x ∈ H , x =∑∞n=1 〈x,en〉en ∈ H . On note ζn = 〈x,en〉 . On définit
X : [0,1] −→ R par X (t ) =∑n ζnrn(t ) où les rn sont des variables de Rademacher. Il
est clair que ‖X ‖22 =
∫ 1
0 (X (t ))
2 d t =∑n ζ2n = ‖x‖2. Donc∀ x, y ∈H , avec y =∑n ηnen ;
on a : 〈X ,Y 〉 = ∫ 10 X (t )Y (t )d t =∑n ζnηn = 〈x, y〉. L’application ϕ : H −→ L2 ([0,1])
qui à x associe X est un plongement, c’est à dire une isométrie sur son image. On
va travailler avec X au lieu de x et bénéficier de l’inégalité de Khintchine. Soit donc
x ∈H et M > 0. On définit X L et X U dans L2 [0,1] par :
X L (t )=
{
X (t ) si |X (t )| ≤M ,
M sign(X (t )) si |X (t )| >M .
et X U (t ) := X (t )−X L (t ). Alors X L (t ) est uniformément borné sur [0,1] . Si,pour un
t ∈ [0,1], X U (t ) 6= 0, alors |X (t )| > M et ∣∣X U (t )∣∣ = |X (t )| −M . Utilisons l’inégalité
suivante : s ≤m+ s24m ∀ m, s > 0 qui découle de la formule ab = inft>0
(
ap t p
p + b
q t−q
q
)
pour a,b > 0. On pose s = |X (t )| et m = M . L’inégalité devient : ∣∣X U (t )∣∣ ≤ |X (t )|24M si
X U (t ) 6= 0 ,l’inégalité trivialement satisfaite si X U (t )= 0. Par suite
∫ 1
0
∣∣X U (t )∣∣2 d t ≤ 1
16M 2
∫ 1
0
|X (t )|4 d t
≤ 1
16M 2
‖X ‖4L4
≤ 3
16M 2
‖X ‖L2 d’après l’inégalité de Khintchine, th 1.4.1
Donc on a :
∥∥X U∥∥L2 ≤ p34M∣∣∣∣∣∑
i , j
ai j
〈
xi , y j
〉
H
∣∣∣∣∣
=
∣∣∣∣∣
∫ 1
0
∑
i , j
ai j Xi (t )Y j (t )d t
∣∣∣∣∣
22 CHAPITRE 1. LES OPÉRATEURS P-SOMMANTS
=
∣∣∣∣∣
∫ 1
0
∑
i , j
ai j Xi (t )
(
Y Uj (t )+Y Lj (t )
)
d t
∣∣∣∣∣
≤
∣∣∣∣∣
∫ 1
0
∑
i , j
ai j Xi (t )Y
U
j (t )d t
∣∣∣∣∣+
∣∣∣∣∣
∫ 1
0
∑
i , j
ai j Xi (t )Y
L
j (t )d t
∣∣∣∣∣
≤
∣∣∣∣∣
∫ 1
0
∑
i , j
ai j Xi (t )Y
U
j (t )d t
∣∣∣∣∣+
∣∣∣∣∣
∫ 1
0
∑
i , j
ai j
(
X Ui (t )+X Li (t )
)
Y Lj (t )d t
∣∣∣∣∣
≤
∣∣∣∣∣
∫ 1
0
∑
i , j
ai j Xi (t )Y
U
j (t )d t
∣∣∣∣∣+
∣∣∣∣∣
∫ 1
0
∑
i , j
ai j X
U
i (t )Y
L
j (t )d t
∣∣∣∣∣
+
∣∣∣∣∣
∫ 1
0
∑
i , j
ai j X
L
i (t )Y
L
j (t )d t
∣∣∣∣∣ .
On pose : A′ =
∣∣∣∫ 10 ∑i , j ai j X Li (t )Y Lj (t )d t ∣∣∣ , B ′ = ∣∣∣∫ 10 ∑i , j ai j Xi (t )Y Uj (t )d t ∣∣∣ et C =∣∣∣∫ 10 ∑i , j ai j X Ui (t )Y Lj (t )d t ∣∣∣ . Donc
A′ =M 2
∣∣∣∣∣
∫ 1
0
∑
i , j
ai j
X Li (t )
M
·
Y Lj (t )
M
d t
∣∣∣∣∣=M 2 A.
B ′ =
∣∣∣∣∣∑
i , j
ai j
〈
Xi , y j
〉
L2[0,1]
∣∣∣∣∣ ≤ B supi ‖Xi‖L2[0,1] supj
∥∥∥Y Uj ∥∥∥L2[0,1]
≤
p
3
4M
B ‖Xi‖
∥∥Y j∥∥
≤
p
3
4M
B.
C =
∣∣∣∣∣∑
i , j
ai j
〈
X Ui , y
L
j
〉
L2[0,1]
∣∣∣∣∣ ≤ B supi ∥∥X Ui ∥∥L2[0,1] supj
∥∥∥Y Lj ∥∥∥L2[0,1]
≤
p
3
4M
B.
Donc, on a : B ≤
p
3
2M B +M 2 A. i.e B ≤ 2M
3
2M−p3 pour M >
p
3
2 . En prenant M = 3
p
3
4 ; on
a : B ≤ 8116 A.
Pour terminer la démonstration, il suffit de noter que l’opérateur a : `n∞ −→ `n1 soit
défini par la formule a(e j )=
(
a1 j , . . . , an j
)=∑ni=1 ai j ei pour 1≤ j ≤ n. On a :
‖a‖`n∞−→`n1 = sup‖x‖`n∞≤1
∣∣〈x, a(y)〉∣∣= sup{∣∣∣∣∣∑
i , j
ai j si t j
∣∣∣∣∣ : |si | ≤ 1, ∣∣t j ∣∣≤ 1
}
.
Donc
‖a‖`n∞−→`n1 = sup
²∈{−1,1}n
∣∣〈², a(y)〉∣∣= sup
²∈{−1,1}n
∣∣〈a∗(²), y〉∣∣= sup{∣∣∣〈a∗(²),²′〉∣∣∣ : ²,²′ ∈ {−1,1}n}
1.4. LES INÉGALITÉS DE KHINTCHINE ET GROTHENDIECK 23
car {−1,1}n est un sous-ensemble normant de la boule unité de `n∞ '
(
`n1
)∗ .
Finalement :
‖a‖`n∞−→`n1 = sup
{∣∣〈², a(²′)〉∣∣ : ²,²′ ∈ {−1,1}n}= sup{∣∣∣∣∣∑
i , j
ai j ²i ²
′
j
∣∣∣∣∣=±1
}
Il est à noter que G.Pisier a montré que KG ≤
(
pi
2
) 1
2 .[18]
Démonstration du théorème de Grothendieck.
On suppose que ‖u‖ ≤ 1. Soit (xn) une suite inconditionnellement sommable dans
`1. Donc pour ²n ∈ {−1,1} ,∑²n xn converge dans`1 et ‖∑²n xn‖ ≤ supx∗∈B`∞ ∑n |〈x∗, x|〉 =‖v‖ . où v est un opérateur de `∞ = `∗1 dans `1, voir[8],page 9 théorème 1.9.
Montrons que
∑n
i=1 ‖uxi‖`2 <∞.
Soit m ∈N et δ> 0 fixés. On choisit n ≥m et des vecteurs y1, . . . , ym ∈ `n1 ⊂ `1 tels que∥∥xi − yi∥∥≤ δ2i ∀1≤ i ≤m.
Si n > m, on pose ym+1 = ·· · = yn = 0. On écrit yi = ∑nj=1 ai j e j pour 1 ≤ i ≤ n, où
(e1, . . . ,en) désigne la base canonique de `n1 . On a :
n∑
i=1
∥∥uyi∥∥`2 = n∑
i=1
∥∥∥∥∥u
(
n∑
j=1
ai j e j
)∥∥∥∥∥
`2
=
n∑
i=1
∥∥∥∥∥ n∑
j=1
ai j u(e j )
∥∥∥∥∥
`2
.
Pour i ≤ n, il existe zi ∈ B`n2 tel que
∥∥∥∑nj=1 ai j u(e j )∥∥∥`2 =
〈
zi ,
∑n
j=1 ai j u(e j )
〉
. On ob-
tient
n∑
i=1
∥∥uyi∥∥`2 = n∑
i=1
〈
zi ,
n∑
j=1
ai j u(e j )
〉
=∑
i , j
ai j
〈
zi ,u(e j )
〉
.
D’autre part, on a, pour ²i =±1,∥∥∥∥∥ n∑
i=1
²i yi
∥∥∥∥∥
`1
=
∥∥∥∥∥ n∑
i=1
²i
(
n∑
j=1
ai j e j
)∥∥∥∥∥
`1
=
∥∥∥∥∥ n∑
j=1
(
n∑
i=1
²i ai j
)
e j
∥∥∥∥∥
`1
=
n∑
j=1
∣∣∣∣∣ n∑
i=1
²i ai j
∣∣∣∣∣
= max
{∣∣∣∣∣∑
i , j
²i ²
′
j ai j
∣∣∣∣∣ : ²′j =±1
}
.
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D’après la variante de l’inégalité de Grothendieck, on obtient
n∑
i=1
∥∥uyi∥∥`2 =
∣∣∣∣∣∑
i , j
ai j
〈
zi ,u(e j )
〉∣∣∣∣∣
≤ KG max
{∣∣∣∣∣ n∑
i=1
²i ²
′
j ai j
∣∣∣∣∣ : ²i =±1,² j =±1
}
= KG max
{∥∥∥∥∥ n∑
j=1
² j y j
∥∥∥∥∥ : ² j =±1
}
.
On obtient
n∑
i=1
‖uxi‖`2 ≤
n∑
i=1
∥∥uyi∥∥`2 +δ
≤ KG max
{∥∥∥∥∥ n∑
j=1
² j y j
∥∥∥∥∥ : ² j =±1
}
+δ.
On a : ∥∥∥∥∥ n∑
j=1
² j y j
∥∥∥∥∥
`1
≤
∥∥∥∥∥ n∑
j=1
² j x j
∥∥∥∥∥
`1
+
n∑
j=1
∣∣² j ∣∣∥∥x j − y j∥∥
≤
∥∥∥∥∥ n∑
j=1
² j x j
∥∥∥∥∥
`1
+δ.
Finalement :
n∑
i=1
‖u(xi )‖`2 ≤ KG max

∥∥∥∥∥ n∑
j=1
² j x j
∥∥∥∥∥
`1
: ² j =±1
+ (1+KG )δ
≤ KG ‖v‖+ (1+KG )δ pour tout δ> 0.
Donc
∑n
i=1 ‖u(xi )‖`2 ≤KG ‖v‖ ≤+∞.
Corollaire 1.4.4. Soient n et N deux entiers naturels, et u : `n1 → `N2 un opérateur.
Alors, pour x1, . . . , xm ∈ `n1 ,
m∑
n=1
‖uxi‖`N2 ≤KG ‖u‖ sup²i=±1
∥∥∥∥ m∑
n=1
²i xi
∥∥∥∥
`n1
.
Démonstration. Soit xi =∑nj=1 ai j e j ∈ `n1 et zi ∈ B`N2 tels que ‖u (xi )‖ = 〈zi ,u (xi )〉 .
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On a
n∑
i=1
‖uxi‖`N2 =
∑
i=1
∥∥∥∥∥u
(
n∑
j=1
ai j e j
)∥∥∥∥∥
`N2
=
n∑
i=1
〈
zi ,u
(
n∑
j=1
ai j e j
)〉
= ∑
i , j
‖u‖ai j
〈
zi ,
u
(
e j
)
‖u‖
〉
= ‖u‖∑
i , j
ai j
〈
zi ,
u
(
e j
)
‖u‖
〉
≤ ‖u‖KG sup
{∣∣∣∣∣∑
i , j
ai j ²i ² j
∣∣∣∣∣ : ²i ,² j =±1
}
d’après l’inégalité de Grothendieck
≤ KG ‖u‖sup
{
n∑
j=1
∣∣² j ∣∣
∣∣∣∣∣ n∑
i=1
ai j ²i
∣∣∣∣∣ : ²i =±1
}
≤ KG ‖u‖
n∑
j=1
∣∣∣∣∣ n∑
i=1
ai j ²i
∣∣∣∣∣
≤ KG ‖u‖ sup
²i=±1
∥∥∥∥∥ n∑
i=1
²i xi
∥∥∥∥∥
`N1
.
1.5 Application aux espacesLp
Définition 1.5.1. On dit qu’un espace de Banach X est Lp,λ avec 1 ≤ p ≤∞ et 1 ≤
λ<+∞, si pour tout sous-espace vectoriel E de dimension finie de X, il existe un sous-
espace vectoriel F de dimension finie de X contenant E et un isomorphisme φ : F →
`dim(F )p tel que
∥∥φ∥∥∥∥φ−1∥∥≤λ.
Définition 1.5.2. On dit que X est un espaceLp s’il est un espaceLp,λ pour un λ≥ 1.
Théorème 1.5.3. Si X est un espace L1,λ et Y un espace L2,λ′ , alors tout opérateur
u : X → Y est 1-sommant avec pi1 (u)≤KG ·λ ·λ′ ‖u‖ .
Démonstration. Soit (x1, . . . , xm) ∈ X . Si X estL1,λ, alors il existe un sous-espace vec-
toriel E de dimension finie qui contient {x1, . . . , xm} et un isomorphisme v : E → `n1 ,
avec dim(E)= n et tel que ‖v‖∥∥v−1∥∥< λ. Si Y estL2,λ′ , alors u (E) est contenu dans
un sous-espace vectoriel F de dimension finie et tel qu’ il existe un isomorphisme
w : F → `N2 , avec dim(F )=N et tel que ‖w‖
∥∥w−1∥∥<λ′ . Soit u0 : E → F la restriction
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de u à E et définissons l’opérateur ρ : `n1 −→ `N2 par la formule ρ =w ◦u0 ◦ v−1.
`n1
v−1 //
ρ

// E
u0

`N2 Fw
oo
Puisque v, w sont des isomorphismes et puisque u0 est borné,ρ l’est aussi. On écrit :uo =
w−1 ◦ρ ◦ v , d’où :
m∑
i=1
‖u (xi )‖Y =
m∑
i=1
‖u0 (xi )‖Y
≤ ∥∥w−1∥∥ m∑
i=1
∥∥ρ (v (xi ))∥∥`N2
≤ ∥∥w−1∥∥KG ∥∥ρ∥∥ sup
²i=±1
∥∥∥∥∥ m∑
i=1
²i v (xi )
∥∥∥∥∥
`n1
≤ ∥∥w−1∥∥KG ‖w‖‖u0‖∥∥v−1∥∥‖v‖ sup
²i=±1
∥∥∥∥∥ m∑
i=1
²i xi
∥∥∥∥∥
X
≤ λ ·λ′KG ‖u‖ sup
‖x∗‖≤1
sup
²i=±1
∣∣∣∣∣ m∑
i=1
²i
〈
x∗, xi
〉∣∣∣∣∣
≤ λ ·λ′KG ‖u‖ sup
‖x∗‖≤1
m∑
i=1
∣∣〈x∗, xi 〉∣∣
≤ λ ·λ′KG ‖u‖
∥∥(xi )m1 ∥∥`faible1 .
Proposition 1.5.4. Soit
(
Ω,µ
)
un espace mesuré.
1. Les espaces de Lebesgue Lp
(
µ
)
sont des espacesLp pour 1≤ p ≤+∞.
2. L’espace C (K ) des fonctions continues sur un compact K est un espaceL∞.
Démonstration. Voir [8],page 61.
Théorème 1.5.5. Soit K un compact et µ une mesure. Si 1 ≤ p ≤ 2, alors l’opérateur
u : C (K )−→ Lp (µ) est 2-sommant avec pi2(u)≤KG · ‖u‖ .
Le théorème découle de la proposition et du lemme suivant :
Lemme 1.5.6. Soit 1≤ p ≤ 2 et n, N deux entiers naturels. Tout opérateur u : `n∞→ `Np
satisfait pi2 (u)≤KG ‖u‖ .
Démonstration. On veut montrer que : ∀ x1, . . . , xm ∈ `n∞,(
m∑
k=1
‖uxk‖2
) 1
2
≤KG ‖u‖sup

(
m∑
k=1
∣∣〈x∗, xk〉∣∣2
) 1
2
; x∗ ∈B`n1
 . (1.3)
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Soient n1 et n2 deux entiers, avec n1 < n2.
On note Πn1,n2 :
(
x1, . . . , xn2
) −→ (x1, . . . , xn1) la projection de Cn2 sur Cn1 et jn1,n2 :(
x1, . . . , xn1
)−→ (x1, . . . , xn1 ,0, . . . ,0) l’injection naturelle deCn1 dansCn2 . On a :Πn1,n2◦
jn1,n2 = I dCn1 .
On peut supposer que m ≥ n. En effet si m < n, il suffit de remplacer (x1, . . . , xm) par
jm,n (x1, . . . , xm) .
Si m > n, on pose u˜ = u ◦Πm,n : `m∞ −→ `Np . On a :u = u˜ ◦ jn,m et il résulte du principe
de l’idéal que pi2(u)=pi2(u˜). Donc on peut supposer que m = n.
Si N < n, posons u˜ = jN ,n ◦u :−→ `np . On a :ΠN ,n ◦ u˜ = u et il résulte du principe de
l’idéal que pi2(u)=pi2(u˜).
Si N > n, posons u˜ = u ◦Πn,N : `N∞ −→ `Np . On a : u˜ ◦ jn,N = u et il résulte du principe
de l’idéal que pi2(u) = pi2(u˜). Donc on peut supposer que m = n = N .(dans le cas
où n < N , on se ramène au cas où n = N et on peut de nouveau modifier m de fa-
çon à obtenir m = n =N ). Puisqu’on veut établir la formule (1.3), on peut supposer∥∥(xk )nk=1∥∥`faible2 = 1 par linéarité.
Soit
(
e j
)
1≤ j≤n une base de`
n∞ et (ui j )1≤i , j≤n la matrice de u. On a : u
(
e j
)=∑ni=1 ui j ei .
Pour 1 < p < +∞, on définit q le conjugué de p par la formule 1p + 1q = 1. Donc(
`np
)∗ ∼= `nq . Soit y = (yi )i≤n ∈B`nq et s = (si )i≤n . Si t = (t j ) j≤n ∈B`n∞ et ys = (y1s1, . . . , yn sn) ∈
B`nq , alors on a : ∣∣∣∣∣∑
i , j
ui j yi si t j
∣∣∣∣∣ = ∣∣〈ys ,u (t )〉∣∣`q×`p
≤ ‖u(t )‖`p
∥∥ys∥∥`nq
≤ ‖u‖`n∞→`np ‖t‖`n∞
∥∥ys∥∥`nq
≤ ‖u‖`n∞→`np .
Appliquons l’inégalité de Grothendieck sur la matrice
(
ui j yi
)
. Pour wi , z j ∈ B`n2 , on
a : ∣∣∣∣∣∑
i , j
ui j yi
〈
wi , z j
〉∣∣∣∣∣ ≤ KG sup
{∣∣∣∣∣∑
i , j
ui j yi si t j
∣∣∣∣∣ ,‖s‖`n∞ ≤ 1,‖t‖`n∞ ≤ 1
}
(1.4)
≤ KG ‖u‖ . (1.5)
On va choisir judicieusement les vecteurs de wi et z j . Soit z j =
(
xk j
)n
k=1, où xk =∑n
k=1 xk j e j ; z j est formé des jème coordonnées des vecteurs xk ,k = 1, . . . ,n. Obser-
vons que z j ∈B`n2 car(
n∑
k=1
∣∣xk j ∣∣2
) 1
2
=
(
n∑
k=1
∣∣〈xk ,e j 〉∣∣2
) 1
2
≤ ∥∥(xk )nk=1∥∥`faible2 = 1.
Soit wi ∈ B`n2 tel que
〈∑n
i=1 ui j yi z j , wi
〉 = ∥∥∥∑nj=1 ui j yi z j∥∥∥`2 . Par suite, on a d’après
(1.4)
n∑
i=1
∥∥∥∥∥ n∑
j=1
ui j yi z j
∥∥∥∥∥
`2
≤KG ‖u‖ ,
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c’est à dire
n∑
i=1
(
n∑
k=1
∣∣∣∣∣ n∑
j=1
ui j yi xk j
∣∣∣∣∣
2) 12
≤KG ‖u‖
ou encore
n∑
i=1
∣∣yi ∣∣
(
n∑
k=1
∣∣∣∣∣ n∑
j=1
ui j xk j
∣∣∣∣∣
2) 12
≤KG ‖u‖ pour tout y ∈B`nq .
En prenant le sup sur y ∈B`nq , on obtient∥∥∥∥∥∥∥
(
n∑
k=1
∣∣∣∣∣ n∑
j=1
ui j xk j
∣∣∣∣∣
2) 12
i=1,...,n
∥∥∥∥∥∥∥
`np
≤KG ‖u‖ ,
ou encore  n∑
i=1
(
n∑
k=1
∣∣∣∣∣ n∑
j=1
ui j xk j
∣∣∣∣∣
2) p2 
1
p
≤KG ‖u‖ .
Pour x1, . . . , xn ∈ `n∞, on a finalement
(
n∑
k=1
‖uxk‖2`np
) 1
2
=
 n∑
k=1
(
n∑
i=1
∣∣∣∣∣ n∑
j=1
ui j xk j
∣∣∣∣∣
p) 2p 
1
2
=

∥∥∥∥∥∥
(
n∑
i=1
∣∣∣∣∣ n∑
j=1
ui j xk j
∣∣∣∣∣
p)
k=1,...,n
∥∥∥∥∥∥
`n2
p

1
p
≤
 n∑i=1
∥∥∥∥∥∥
(∣∣∣∣∣ n∑
j=1
ui j xk j
∣∣∣∣∣
p)
k=1,...,n
∥∥∥∥∥∥
`n2
p

1
p
=
 n∑
i=1
(
n∑
k=1
∣∣∣∣∣ n∑
j=1
ui j xk j
∣∣∣∣∣
2) p2 
1
p
≤ KG ‖u‖ .
Théorème 1.5.7. Soit 1 ≤ p ≤ 2. Si X est un espace L∞,λ et Y est un espace Lp,λ′ ,
alors tout opérateur u : X −→ Y est 2-sommant et pi2 (u)≤KG ·λ ·λ′ ‖u‖ .
Démonstration. Soit (x1, . . . , xm) ⊂ X . Si X est L∞,λ, alors il existe un sous-espace
vectoriel E de dimension finie qui contient {x1, . . . , xm} et un isomorphisme v : E →
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`n∞, avec dim(E)= n et tel que ‖v‖
∥∥v−1∥∥< λ. Si Y estLp,λ′ , alors u (E) est contenu
dans un sous-espace vectoriel F de dimension finie tel qu’il existe un isomorphisme
w : F → `Np , avec dim(F )=N et tel que ‖w‖
∥∥w−1∥∥<λ′ . Soit u0 : E → F la restriction
de u à E et définissons l’opérateur ρ : `n∞ −→ `Np par la formule ρ =w ◦u0 ◦ v−1.
`n∞
v−1 //
ρ

// E
u0

`Np Fw
oo
(
m∑
k=1
‖u (xk )‖2Y
) 1
2
=
(
m∑
k=1
‖u0 (xk )‖2Y
) 1
2
≤ ∥∥w−1∥∥( m∑
k=1
∥∥ρ (v (xk ))∥∥2`Np
) 1
2
≤ ∥∥w−1∥∥KG ∥∥ρ∥∥∥∥(v(xk ))m1 ∥∥`faible2 (`n∞)
= ∥∥w−1∥∥KG ∥∥ρ∥∥ sup
‖φ∗‖`n1 ≤1
(
m∑
k=1
∣∣〈φ∗, v(xk )〉∣∣2
) 1
2
= KG
∥∥ρ∥∥∥∥w−1∥∥ sup
‖φ∗‖`n1 ≤1
(
m∑
k=1
∣∣〈φ∗ ◦ v, xk〉∣∣2
) 1
2
≤ KG
∥∥ρ∥∥∥∥w−1∥∥ sup
‖ψ∗‖X∗≤‖v‖
(
m∑
k=1
∣∣〈ψ∗, xk〉∣∣2
) 1
2
≤ KG
∥∥ρ∥∥∥∥w−1∥∥‖v‖ sup
‖ψ∗‖X∗≤1
(
m∑
k=1
∣∣〈ψ∗, xk〉∣∣2
) 1
2
≤ ∥∥w−1∥∥‖w‖KG ‖v‖∥∥v−1∥∥‖u‖∥∥(xk )m1 ∥∥`faible2
≤ λλ′KG ‖u‖
∥∥(xk )m1 ∥∥`faible2 .
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Chapitre 2
Les Opérateurs de
Hilbert-Schmidt
L’objectif de ce chapitre est de donner d’une part une caractérisation des opé-
rateurs de Hilbert-Schmidt et d’autre part une factorisation de ces opérateurs en
utilisant l’inégalité de Grothendieck.
2.1 Les Opérateurs Compacts
On introduit maintenant la classe de Schatten von Neumann Sp (H1, H2) pour
1≤ p ≤+∞.
Définition 2.1.1. Un opérateur u appartient à Sp (H1, H2) si et seulement si on a :
ux =∑∞n=1τn 〈x,en〉 fn où ∑∞n=1 |τn |p < +∞, avec en un système orthonormal de H1
et fn un système orthonormal de H2. L’espace Sp (H1, H2) est muni de la norme
σp (u)=
( ∞∑
n=1
|τn |p
) 1
p
=
( ∞∑
n=1
an(u)
p
) 1
p
,
où an(u)= inf{‖u− v‖ , v ∈L (H1, H2) et di m(v)< n}
On rappelle qu’un opérateur linéaire u : X −→ Y est compact si u (BX ) est un
sous-ensemble relativement compact de Y . On a le résultat classique suivant([8],th
4.6p81).
Théorème 2.1.2. (a) Un opérateur u : H1 →H2 est compact si et seulement si
〈
uen , fn
〉→
0 quand n →+∞ pour toute suite orthonormale (en) de H1, et pour toute suite ortho-
normale
(
fn
)
de H2.
(b) Soit 1 ≤ p < +∞. Un opérateur u : H1 → H2 appartient à Sp (H1, H2) si et seule-
ment si
∑
n
∣∣〈uen , fn〉∣∣p <+∞ pour toute suite orthonormale (en) de H1, et pour toute
suite orthonormale
(
fn
)
de H2.
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Démonstration. On peut supposer que u 6= 0.
(a) Soit (en)n≥1 une suite orthonormale dans H1. Si ‖u (en)‖ne tend pas vers 0 quand
n tend vers +∞, on peut trouver une fonction φ : N∗ −→N∗ strictement croissante
et ²> 0 tels que ∥∥u (eφ(n))∥∥> ²∀n. Comme u est compact, on peut trouverψ :N∗ −→
N∗ strictement croissante et a ∈ H2 tels que
∥∥∥u (e(ψ◦φ)(n))−a∥∥∥→ 0 quand n →+∞
et ‖a‖ > ².
²2 ≤ 〈a, a〉 = limn→+∞
〈
e(ψ◦φ)(n), a
〉
, ce qui contredit le fait que en → 0 faiblement
quand n →+∞. Donc ‖u(en)‖→ 0 quand n →+∞ et limn→+∞
〈
u(en), fn
〉= 0 d’après
Cauchy-Schwarz.
Réciproquement, on suppose que
〈
uen , fn
〉→ 0 quand n → +∞ pour toute suite
orthonormale (en) dans H1 et pour toute suite orthonormale ( fn) dans H2. Soit ² tel
que 0< ²< ‖u‖. On veut montrer qu’il existe un opérateur de rang fini v : H1 →H2 tel
que ‖u− v‖ ≤ ². Il existe deux vecteurs unitaires x ∈H1 et y ∈H2 tels que
∣∣〈ux, y〉∣∣> ²
car ‖u‖ = supx∈BH ,y∈BH
∣∣〈u (x) , y〉∣∣ .
Φ est la famille des sous-ensemble A de H1×H2 tels que :
(1)
∣∣〈u(x), y〉∣∣≥ ²∀(x, y) ∈ A.
(2) Π1(A) est une famille orthonormale de H1 etΠ2(A) est une famille orthonormale
de H2 oùΠ2 :
(
x, y
)→ y sont les projections canoniques de H1×H2 sur H1 et H2.
Supposons que pour tout ensemble fini A ∈Φ, il existe (x, y) ∈H1×H2 tel que A⋃{(x, y)} ∈
Φ. On pourrait construire par récurrence une suite
(
xn , yn
)
n≥1 d’éléments de H1×H2
tels que (xn)n≥1 et (yn)n≥1 sont des familles orthonormales de H1 et H2 vérifiant∣∣〈u(xn), yn〉∣∣ > ², ce qui est absurde. Donc il existe un ensemble fini A ∈ Φ qui est
maximal dans Φ pour l’inclusion. On a :A = {(ei , fi )}1≤i≤N . On définit des projec-
tions orthogonales p = ∑Ni=1 〈•,ei 〉ei ∈ L (H1) et q = ∑Ni=1 〈•, fi 〉 fi ∈ L (H2). Alors
v = up+qu−qup est un opérateur de rang fini tel que ‖u− v‖ ≤ ².
En effet, supposons que ‖u− v‖ > ². Donc il existe des vecteurs unitaires x ∈ H1 et
y ∈ H2 tel que
∣∣〈(u− v) x, y〉∣∣ > ². On pose e0 = x −px et f0 = y − q y , donc 〈e0,ei 〉 =
0 = 〈 f0, fi 〉 pour 1 ≤ i ≤ N . D’autre part, on a : ‖e0‖ ≤ 1 car p est une projection or-
thogonale de H1. Donc I dH1 −p est aussi une projection orthogonale de H1. Ce qui
donne :
∥∥I dH1 −p∥∥≤ 1.
De même
∥∥ f0∥∥≤ 1 car q est une projection orthogonale de H2 et donc I dH2 −q l’est
aussi et
∥∥I dH2 −q∥∥≤ 1. Par suite, on a :∣∣〈ue0, f0〉∣∣ = ∣∣〈u (I dH1 −p)x,(I dH2 −q) y〉∣∣
= ∣∣〈(I dH2 −q)u (I dH2 −p)x, y〉∣∣
= ∣∣〈(u− v) x, y〉∣∣
> ²
≥ ²‖e0‖
∥∥ f0∥∥ .
Donc e0 et f0 sont des vecteurs non nuls et
(〈
ue0
‖e0‖ ,
f0
‖ f0‖
〉)
> ² ce qui contredit le fait
que la famille ∆ est maximale.
(b) On suppose que 1 ≤ p <+∞. Soit u : H1 → H2 un opérateur tel que pour toute
suite orthonormale (en) dans H1 et pour toute suite orthonormale
(
fn
)
dans H2,
on a :
∑
n
∣∣〈uen , fn〉∣∣p < +∞. D’après (a), u est donc compact et il admet une re-
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présentation orthonormale u = ∑n τn 〈•, xn〉 yn . On a (τn)n≥1 = (〈u(xn), yn〉)n≥1 ∈
`p et par conséquent u ∈ Sp (H1, H2). Réciproquement, si u ∈ Sp (H1, H2), soit u =∑
m τm 〈•, xm〉 ym une représentation orthonormale avec τm ≥ 0 ∀ m ; alors si (en)
est une suite orthonormale de H1, on a :∑
m
τm |〈en , xm〉|2 =
∑
m
τm |〈en , xm〉|
2
p |〈en , xm〉|
2
q
≤
(∑
m
τ
p
m |〈en , xm〉|2
) 1
p
(∑
m
|〈en , xm〉|2
) 1
q
≤
(∑
m
τ
p
m |〈en , xm〉|2
) 1
p
d’après l’inégalité de Bessel.
D’une manière analogue, on montre que si ( fn) est une suite orthonormale de H2,
on a
∑
m τm
∣∣〈 ym , fn〉∣∣2 ≤ (∑m τpm ∣∣〈ym , fn〉∣∣2) 1p . Pour n ∈N,
∣∣〈uen , fn〉∣∣ ≤ ∑
m
τ
1
2
m |〈en , xm〉|τ
1
2
m
∣∣〈ym , fn〉∣∣
≤
(∑
m
τm |〈en , xm〉|2
) 1
2
(∑
m
τm
∣∣〈yn , fn〉∣∣2) 12 .
Par suite, on a :
∑
n
∣∣〈uen , fn〉∣∣p ≤ ∑
n
(∑
m
τ
p
m |〈en , xm〉|2
) 1
2
(∑
m
τ
p
m
∣∣〈ym , fn〉∣∣2) 12
≤
(∑
m,n
τ
p
m |〈en , xm〉|2
) 1
2
(∑
m,n
τ
p
m
∣∣〈ym , fn〉∣∣2
) 1
2
≤ ∑
m
τ
p
m .
Théorème 2.1.3. Soit u ∈L (H1, H2) et gi une base orthonormale de H1.
(a) . Si 1≤ p ≤ 2 et∑i∈I ∥∥ugi∥∥p <+∞, alors u ∈ Sp (H1, H2) et
σp (u)≤
(∑
i∈I
∥∥ugi∥∥p
) 1
p
.
(b) . Si 2≤ p <+∞ et u ∈ Sp (H1, H2), alors ∑i∈I ∥∥ugi∥∥p <+∞ et(∑
i∈I
∥∥ugi∥∥p
) 1
p
≤σp (u) .
Démonstration. Montrons (a) .
On va montrer d’abord que u est compact. i.e∀ ²> 0, il existe v ∈L (H1, H2) de rang
fini tel que ‖u− v‖ ≤ ².
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Soit J un ensemble fini, J ⊂ I tel que (Σi∈I \J ∥∥ugi∥∥p) 1p ≤ ².
L’opérateur v =∑i∈J 〈•, gi 〉ugi est de rang fini et il satisfait ‖u− v‖ ≤ ².
En effet, on a :
‖(u− v) x‖ =
∥∥∥∥∥ ∑
i∈I \J
〈
x, gi
〉
ugi
∥∥∥∥∥
≤
( ∑
i∈I \J
∣∣〈x, gi 〉∣∣2
) 1
2
( ∑
i∈I \J
∥∥ugi∥∥2
) 1
2
≤ ‖x‖
( ∑
i∈I \J
∥∥ugi∥∥p
) 1
p
d’après l’inégalité de Cauchy-Schwarz
≤ ²‖x‖ .
Donc ‖(u− v) x‖ ≤ ‖x‖². L’opérateur u est donc compact et il admet une représen-
tation orthonormale de la forme u =∑τn 〈.,en〉 fn , la série étant convergente dans
L (H1, H2) muni de sa norme usuelle, voir [8],page 80.
Pour x ∈ H1, on a : ux = ∑n τn 〈x,en〉 fn et ‖ux‖2 = ∑n τ2n |〈x,en〉|2. Donc ∑n τpn =∑
n τ
p
n
∑
i∈I
∣∣〈gi ,en〉∣∣2 car∑i∈I ∣∣〈gi ,en〉∣∣2 = ‖en‖2 = 1 d’après l’identité de Parseval.∑
n
τ
p
n =
∑
n
τ
p
n
∑
i∈I
∣∣〈gi ,en〉∣∣2
= ∑
i∈I
(∑
n
τ
p
n
∣∣〈gi ,en〉∣∣p ∣∣〈gi ,en〉∣∣2−p) .
Appliquons l’inégalité de Hölder sur les indices α= 2p et β= 22−p .
∑
n
τ
p
n ≤
∑
i∈I
(∑
n
τ2n
∣∣〈gi ,en〉∣∣2) p2 (∑
n
∣∣〈gi ,en〉∣∣2) 2−p2 ≤∑
i∈I
(∑
n
τ2n
∣∣〈gi ,en〉∣∣2) p2
car
∑
n
∣∣〈gi ,en〉∣∣2 ≤ ∥∥gi∥∥2 = 1 d’après l’identité de Bessel. Par suite, on a :
∑
n
τ
p
n ≤
∑
i∈I
∥∥ugi∥∥p . D’où (∑
n
τ
p
n
) p
2 ≤
(∑
i∈I
∥∥ugi∥∥p
) p
2
.
i.e
σp (u)≤
(∑
i∈I
∥∥ugi∥∥p
) 1
p
donc u ∈ Sp (H1, H2) .
Montrons (b).
Soit u ∈ Sp (H1, H2) et 2 ≤ p < +∞ ; donc u =∑n τn 〈•,en〉 fn avec (en) une suite or-
thonormale de H1 et
(
fn
)
une suite orthonormale de H2. On a
∥∥ugi∥∥2 =∑
n
τ2n
∣∣〈gi ,en〉∣∣ 4p ∣∣〈gi ,en〉∣∣ 2(p−2)p .
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Appliquons l’inégalité de Hölder sur les indices α= p2 et β=
p
p−2 .
∥∥ugi∥∥2 ≤ (∑
n
τ
p
n
∣∣〈gi ,en〉∣∣2) 2p (∑
n
∣∣〈gi ,en〉∣∣2) p−2p ≤ (∑
n
τ
p
n
∣∣〈gi ,en〉∣∣2) 2p
car
∑
n
∣∣〈gi ,en〉∣∣2 ≤ ∥∥gi∥∥2 = 1 d’après l’inégalité de Bessel. Donc, on a :∥∥ugi∥∥p ≤∑
n
τ
p
n
∣∣〈gi ,en〉∣∣2 .
D’où : ∑
i∈I
∥∥ugi∥∥p ≤∑
n
τ
p
n
∑
i∈I
∣∣〈gi ,en〉∣∣2 =∑
n
τ
p
n
car
∑
i∈I
∣∣〈gi ,en〉∣∣2 = ‖en‖2 = 1 d’après l’identité de Parseval. Par suite, on a :(∑
i∈I
∥∥ugi∥∥p
) 1
p
≤
(∑
n
τ
p
n
) 1
p =σp (u)
gi étant une base orthonormale de H1.
2.2 Caractérisation des Opérateurs de Hilbert-Schmidt
Définition 2.2.1. Un opérateur u appartient à S2 (H1, H2) si et seulement si pour tout
x ∈ H1, on a : ux = ∑∞n=1τn 〈x,en〉 fn où ∑∞n=1 |τn |2 < +∞, avec en un système or-
thonormal de H1 et fn un système orthonormal de H2. Les opérateurs appartenant à
S2 (H1, H2) sont appelés opérateurs de Hilbert-Schmidt. La norme de ces opérateurs
sera notée par σ2(u) et est donnée par la formule
σ2 (u)=
( ∞∑
n=1
|τn |2
) 1
2
=
( ∞∑
n=1
an(u)
2
) 1
2
.
On déduit immédiatement du théorème 2.1.3 le résultat suivant.
Corollaire 2.2.2. Soit (gi ) une base orthonormale de H1 et soit u ∈L (H1, H2). Alors
u ∈ S2 (H1, H2) si et seulement si : ∑ni=1∥∥ugi∥∥2 < +∞ et dans ce cas, on a σ2 (u) =(∑
i∈I
∥∥ugi∥∥2) 12 .
Théorème 2.2.3. Un opérateur u : H1 → H2 est de Hilbert-Schmidt si et seulement si
u est 2-sommant et dans ce cas σ2 (u)=pi2 (u) .
Démonstration. On suppose que u est 2-sommant. Soit (ei )i∈I une base orthonor-
male de H1. Alors pour J fini, J ⊂ I , on a :(∑
i∈J
‖uei‖2
) 1
2
≤ pi2 (u) sup
‖x∗‖≤1
(∑
i∈J
∣∣〈x∗,ei 〉∣∣2
) 1
2
≤ pi2 (u)
∥∥(ei )i∈J∥∥`faible2
= pi2 (u) .
36 CHAPITRE 2. LES OPÉRATEURS DE HILBERT-SCHMIDT
Donc u est de Hilbert-Schmidt et σ2 (u)≤pi2 (u) .
Réciproquement, on suppose que u est de Hilbert-Schmidt. Soit (xn) ∈ `faible2 (H1).
On définit un opérateur v : `2 →H1 tel que v
(∑
nαnen
)=∑nαn xn pour (αn)n≥1 ∈ `2
c’est à dire que ven = xn pour n ≥ 1. Alors,
‖v‖ = sup
‖(αn )‖`2≤1
sup
‖x∗‖H1≤1
∣∣∣∣〈x∗,∑
n
αn xn
〉∣∣∣∣
= sup
‖x∗‖H1≤1
sup
‖(αn )‖`2≤1
∣∣∣∣〈x∗,∑
n
αn xn
〉∣∣∣∣
= sup
‖x∗‖H1≤1
sup
‖(αn )‖`2≤1
∣∣∣∣∑
n
αn
〈
x∗, xn
〉∣∣∣∣
= sup
‖x∗‖H1≤1
(∑
n
∣∣〈x∗, xn〉∣∣2) 12
= ‖(xn)n≥1‖`faible2 .
On déduit que(∑
n
‖uxn‖2
) 1
2 =
(∑
n
‖u ◦ v (en)‖2
) 1
2 =
(∑
n
‖(u ◦ v)en‖2
) 1
2
= σ2 (uv)≤σ2 (u)‖v‖ d’après la propriété d’idéal
= σ2 (u)‖(xn)n≥1‖`faible2 .
Donc u est 2-sommant.
Remarque 2.2.4. Soit M (K ) ' (C (K ))∗ l’ensemble des mesures de Radon sur K et
soient µ1, . . . ,µn ∈M (K ).
On note
∣∣µi ∣∣ la variation totale associée à µi .
Alorsµ1, . . . ,µn sont absolument continues par rapport à la mesureµ=
∣∣µ1∣∣+·· ·+∣∣µn∣∣,
donc il existe fi ∈ L1
(
K ,µ
)
telles que dµi = fi dµ pour i ≤ n. Donc pour toute famille
(α1, . . . ,αn) de scalaires, on a :∥∥α1µ1+·· ·+αnµn∥∥M (K ) = ∥∥α1 f1+·· ·+αn fn∥∥L1(K ,µ) .
Comme L1(K ,µ) est un espaceL1 isométriquement contenu dansM (K ) ceci montre
queM (K ) est un espaceL1.
Théorème 2.2.5. On considère un opérateur u : H1 −→ H2. Les assertions suivantes
sont équivalentes.
(i ) u est de Hilbert-Schmidt.
(i i ) u est factorisable à travers un espaceL∞.
(i i i ) u est factorisable à travers un espaceL1.
Démonstration. (i )⇔ (i i )
Si u est de Hilbert-Schmidt, alors u est 2-sommant. Donc u est factorisable à travers
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un espace C (K ), (K compact) d’après le théorème de factorisation de Pietsch et à
traversL∞ d’après la proposition 1.5.4. D’autre part, si u est factorisable à travers un
espace L∞, alors u est 2-sommant d’après le théorème de Grothendieck (th1.5.7)
et le principe d’idéal. Par conséquent u est de Hilbert-Schmidt.
(i )⇔ (i i i )
C’est le dual de la première équivalence. On sait que le dual de l’espace C (K ) est un
espaceL1. Si u : H1 → H2 est de Hilbert-Schmidt, alors u∗ admet une factorisation
de la forme : u∗ : H2 → C (K ) → H1 et u∗∗ = u admet une factorisation u∗∗ : H1 →
L1 → H2. Réciproquement, si u : H1 → H2 est factorisable à travers l’espace L1,
alors le théorème de Grothendieck nous permet de dire que u est 2-sommant, donc
Hilbert-Schmidt.
Nous utiliserons le résultat suivant,[8],th 19.20, page 413.
Théorème 2.2.6. Soit Z un espace de Banach de dimension infinie et soit u : H1 −→
H2 un opérateur compact. Il existe un sous- espace de Banach Z0 de Z possédant une
base Z0 et deux opérateurs compacts v : Z0 −→H2 et w : H1 −→ Z0 tels que u = v ◦w.
Théorème 2.2.7. Un opérateur u : H1 −→ H2 est de Hilbert-Schmidt si et seulement
si pour tout espace de Banach de dimension infinie Z , il existe des opérateurs v ∈
L (Z , H2) et w ∈L (H1, Z ) tels que u = v ◦w.
Par ailleurs, nous pouvons choisir w compact et v compact et 2-sommant.
Démonstration. Si l’opérateur u : H1 −→ H2 est de Hilbert-Schmidt, alors on a :u =∑
n τn gn ⊗hn avec (gn) une base orthonormale de H1, (hn) une base orthonormale
de H2 et
∑
n |τn |2 <+∞.
On va construire des suites (αn) et (βn) appartenant à c0 et (σn) ∈ `2 telles que
αnσnβn = τn ∀ n ∈N. 1
En effet, on peut trouver une suite strictement croissante (Np )p≥1 d’entiers avec
N0 = 1 telle que ∑n≥Np |τn |2 < 2−3p pour p ≥ 1. On pose αn = βn = 2−p , σn = τnαnβn
pour Np ≤ n ≤ Np+1, p ≥ 0. On a αnσnβn = τn par construction. On a (αn) ∈ co ,
(βn) ∈ c0 et ∑Np≤n≤Np+1 |σn |2 < 2−p pour p ≥ 1. Donc (σn) ∈ `2. On a u = a ◦Dσ ◦b
où a =∑nαnen ⊗hn :`2 −→H2 et b =∑n βn gn ⊗en :H1 −→ `2. Les opérateurs a et b
sont des opérateurs compacts entre espaces de Hilbert et Dσ :`2 −→ `2 est un opé-
rateur de Hilbert-Schmidt. D’après le théorème précédent, b se factorise à travers
un sous-espace de Banach Z0 de Z c’est à dire : b = b1 ◦b2
H1
b //
b2

`2
Z0
b1
>> .
Soient D : `∞ −→ `2 l’opérateur diagonal associé à σ et i : `2 −→ `∞ l’opérateur
identité. Donc Dσ = D ◦ i . Puisque `∞ est injectif, alors i ◦b1 admet une extension
1. L’existence des suites (σn ) , (αn ) et
(
βn
)
se déduit du théorème de factorisation de Cohen
[10],théorème 2.9.24 appliqué à `2 considéré comme c0-modules puisque l’algèbre c0 possède une unité
approchée bornée.
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b˜1 :Z −→ `∞. Donc l’opérateur v = a ◦D ◦ b˜1 est compact et 2-sommant. Puisque
b2 ∈L (H1, Z0) et Z0 ⊂ Z , alors on l’opérateur w = j ◦b est un opérateur compact de
H1 dans Z où j : Z0 −→ Z désigne l’injection canonique. Donc on a : u = v ◦w.
Réciproquement supposons que u se factorise à travers l’espace `1. Il résulte du
théorème 2.2.5 que u est de Hilbert-Schmidt.
Chapitre 3
Les opérateurs γ-sommants
3.1 Suites Gaussiennes
Dans tout ce chapitre E désigne un espace de Banach réel ou complexe, et les
variables aléatoires considérées sont à valeurs dans E .
Proposition 3.1.1. Si X et Y sont deux variables aléatoires indépendantes, et si Y est
symétrique, alors on a, pour p ∈ [1,+∞[,
E‖X ‖p ≤ E‖X +Y ‖p .
Démonstration. Le fait que Y est symétrique signifie que Y et −Y sont distribués
identiquement. On obtient
(
E‖X ‖p) 1p = 1
2
(
E‖(X +Y )+ (X −Y )‖p) 1p
≤ 1
2
(
E‖X +Y ‖p) 1p + 1
2
(
E‖X −Y ‖p) 1p
= (E‖X +Y ‖p) 1p .
Théorème 3.1.2. (Principe de contraction de Kahane)
Soit (Xk )k≥1 une suite des variables aléatoires symt´riques et indp´endantes à valeurs
dans E .
1) Si E est réel, on a pour (αk )k=1,...,N ∈RN tels que |αk | ≤ 1 et pour 1≤ p <+∞ :
E
∥∥∥∥∥ N∑
k=1
αk Xk
∥∥∥∥∥
p
≤ E
∥∥∥∥∥ N∑
k=1
Xk
∥∥∥∥∥
p
.
2) Si E est complexe, on a pour (αk )k=1,...,N ∈CN tels que |αk | ≤ 1 et pour 1≤ p <+∞ :
E
∥∥∥∥∥ N∑
k=1
αk Xk
∥∥∥∥∥
p
≤ 2pE
∥∥∥∥∥ N∑
k=1
Xk
∥∥∥∥∥
p
.
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Démonstration. Si αk =±1, c’est évident, puisque Xk et X−k sont distribués identi-
quement. Si αk ∈ {0,1}, alors on peut écrire αk = 12 (2αk −1+1)
(
E
∥∥∥∥∥ N∑
k=1
αk Xk
∥∥∥∥∥
p)1/p
=
(
E
∥∥∥∥∥ N∑
k=1
1
2
(2αk −1+1) Xk
∥∥∥∥∥
p)1/p
≤ 1
2
(
E
∥∥∥∥∥ N∑
k=1
(2αk −1) Xk
∥∥∥∥∥
p)1/p
+ 1
2
(
E‖Xk‖p
)1/p
≤
(
E
∥∥∥∥∥ N∑
k=1
Xk
∥∥∥∥∥
p)1/p
.
Si αk ∈ [0,1] alors αk =
∑∞
j=1 b j k 2
− j ; avec b j k ∈ {0,1} . On a
(
E
∥∥∥∥∥∑
k
∑
j
b j k Xk 2
− j
∥∥∥∥∥
p) 1p
≤ ∑
j
2− j
(
E
∥∥∥∥∥∑
k
b j k Xk
∥∥∥∥∥
p) 1p
≤
(
E
∥∥∥∥∥∑
k
Xk
∥∥∥∥∥
p) 1p
.
Si αk ∈ [−1,1] alors on a :
E
∥∥∥∥∥∑
k
αk Xk
∥∥∥∥∥
p
= E
∥∥∥∥∥∑
k
si g n (αk ) |αk |Xk
∥∥∥∥∥
p
≤ E
∥∥∥∥∥∑
k
|αk |X
∥∥∥∥∥
p
≤ E
∥∥∥∥∥∑
k
Xk
∥∥∥∥∥
p
.
Si αk ∈C et |αk | ≤ 1 alors αk =λk + iµk ; donc(
E
∥∥∥∥∥∑
k
λk Xk + i
∑
k
µk Xk
∥∥∥∥∥
p) 1p
≤
(
E
∥∥∥∥∥∑
k
λk Xk
∥∥∥∥∥
p) 1p
+
(
E
∥∥∥∥∥∑
k
µk Xk
∥∥∥∥∥
p) 1p
≤
(
E
∥∥∥∥∥∑
k
Xk
∥∥∥∥∥
p) 1p
+
(
E
∥∥∥∥∥∑
k
Xk
∥∥∥∥∥
p) 1p
= 2
(
E
∥∥∥∥∥∑
k
Xk
∥∥∥∥∥
p) 1p
.
Propriété 3.1.3. (Inégalités de Kahane-Kintchine)
Soit (rn)n≥1 une suite de Rademacher, soit
(
γn
)
n≥1 une suite gaussienne, et soient
p, q ∈ [1,+∞[. Il existe deux constantes C rp,q et Cγp,q ne dépendant que de p et q telles
que pour toute famille finie x1, . . . , xN d’éléments de E , on ait
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(1) (
E
∥∥∥∥∥ N∑n=1 rn xn
∥∥∥∥∥
p) 1p
≤C rp,q
(
E
∥∥∥∥∥ N∑n=1 rn xn
∥∥∥∥∥
q) 1q
.
(2) (
E
∥∥∥∥∥ N∑n=1γn xn
∥∥∥∥∥
p) 1p
≤Cγp,q
(
E
∥∥∥∥∥ N∑n=1γn xn
∥∥∥∥∥
q) 1q
.
On va maintenant introduire les notions classiques de type et de cotype pour les
espaces de Banach.
Définition 3.1.4. Soit E un espace de Banach et soit (rn)n≥1 une suite de Rademacher.
(1) Soit p ∈ [1,2]. On dit que E est de type p s’il existe une constante Cp ≥ 0 telle
que pour toute famille finie x1, . . . , xN d’éléments de E , on ait
(
E
∥∥∥∥∥ N∑n=1 rn xn
∥∥∥∥∥
2) 12
≤Cp
(
N∑
n=1
‖xn‖p
) 1
p
.
(2) Soit q ∈ [1,+∞[. On dit que E est de cotype q s’il existe une constante Dq ≥ 0
telle que pour toute famille finie x1, . . . , xN d’éléments de E , on ait,
(
N∑
n=1
‖xn‖q
) 1
q
≤Dq
(
E
∥∥∥∥∥ N∑n=1 rn xn
∥∥∥∥∥
2) 12
.
(2bi s) On dit que E est de cotype∞ s’il existe une constante D∞ ≥ 0 telle que pour
toute famille finie x1, . . . , xN d’éléments de E , on ait,
max1≤n≤N ‖xn‖ ≤D∞
(
E
∥∥∥∥∥ N∑n=1 rn xn
∥∥∥∥∥
2) 12
.
Théorème 3.1.5. (a) Tout espace de Banach est de type 1 et de cotype∞.
(b) Tout espace de Hilbert est de type 2 et de cotype 2.
(c) Soit p ∈ [1,2]. Si E est de type p, alors son dual E∗ est de type q avec 1p + 1q = 1.
Démonstration. Montrons (a)
∗Montrons que E est de type 1, c’est à dire que ‖∑n rn xn‖L2(Ω,X ) ≤C∑n ‖xn‖ .
On a, d’après l’inégalité de Kahane-Kintchine,∥∥∥∥∑
n
rn xn
∥∥∥∥
L2(Ω,X )
≤ C2,1E
∥∥∥∥∑
n
rn xn
∥∥∥∥
≤ C2,1E
∑
n
|rn |‖xn‖
= C2,1
∑
n
‖xn‖ .
42 CHAPITRE 3. LES OPÉRATEURS γ-SOMMANTS
∗Montrons maintenant que E est de cotype∞, c’est à dire que supk ‖xk‖ ≤
(
E‖∑n rn xn‖) 12 .
Pour k fix,´ ‖xk‖ = E
∥∥∥∑kj=k r j x j∥∥∥≤ E‖∑n rn xn‖ . En effet
E
∥∥∥∑kj=k r j x j∥∥∥ = E‖rk xk‖ = E‖xk‖ = ‖xk‖ , et E‖rk xk‖ ≤ E‖∑n rn xn‖ d’après la pro-
position 3.1.1.
On conclut avec la première inégalité de Kahane-Kintchine.
Montrons (b). Pour x1, . . . , xN ∈H , on a :
E
∥∥∥∥∑
n
rn xn
∥∥∥∥2
H
= E
〈∑
n
rn xn ,
∑
j
r j x j
〉
= E∑
n, j
rnr j
〈
xn , x j
〉
= ∑
n, j
E
(
rnr j
)〈
xn , x j
〉
= ∑
n
〈xn , xn〉
= ∑
n
‖xn‖2 .
On peut montrer réciproquement que tout espace de Banach qui est à la fois de type
2 et de cotype 2 est isomorphe à un espace de Hilbert.[8]corollaire 12.20.
Montrons (c) c’est à dire que si
(
E‖∑n rn xn‖2) 12 ≤Cp (∑n ‖xn‖pE ) 1p pour x1, . . . , xN ∈
E , alors
(∑
n
∥∥x∗n∥∥qE∗) 1q ≤Cp (E∥∥∑n rn x∗n∥∥2E∗) 12 pour x∗1 , . . . , x∗N ∈ E∗.
On a, pour
(∑
n
‖xn‖p
) 1
p ≤ 1,
∑
n
〈
x∗n , xn
〉 = E〈∑
n
rn x
∗
n ,
∑
j
r j x j
〉
≤ E
(∥∥∥∥∑
n
rn x
∗
n
∥∥∥∥ .
∥∥∥∥∥∑
j
r j x j
∥∥∥∥∥
)
≤
(
E
∥∥∥∥∑
n
rn x
∗
n
∥∥∥∥2)
1
2
(
E
∥∥∥∥∥∑
j
r j x j
∥∥∥∥∥
2) 12
d’après Cauchy-Schwarz
≤ Cp
(∑
j
∥∥x j∥∥p
) 1
p (
E
∥∥∥∥∑
n
rn x
∗
n
∥∥∥∥2)
1
2
car E est de t y pe p.
≤ Cp
(
E
∥∥∥∥∑
n
rn x
∗
n
∥∥∥∥2)
1
2
.
Soit B := {λ= (λ1, . . . ,λN )
(∑
n
|λ j |p
) 1
p
} la boule unité de `pN . On a
(∑
n
∥∥x∗n∥∥qE∗)
1
q = sup
λ∈B
∑
n
λn‖x∗n‖E∗ = sup
λ∈B ,‖x1‖E≤1,...,‖xN ‖E≤1
∑
n
λn < x∗n , xn >
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= sup(∑
n
‖xn‖p
) 1
p ≤1
∑
n
< x∗n , xn >,
et finalement
(∑
n
∥∥x∗n∥∥qE∗)
1
q ≤Cp
(
E
∥∥∥∥∑
n
rn x
∗
n
∥∥∥∥2)
1
2
.
3.2 Opérateurs γ-sommants
Définition 3.2.1. Un opérateur S : H → E est γ-sommant si pour tout p ∈ [1,+∞[, on
a :
‖S‖γ∞p (H ,E) = sup
h
(
E
∥∥∥∥∥ N∑n=1γnShn
∥∥∥∥∥
p) 1p
<+∞,
le supremum étant calculé sur l’ensemble des systèmes orthonormaux finis h = {h1,h2, . . . ,hN } .
L’ensemble des opérateurs γ-sommants S : H → E est noté γ∞(H ,E).
Posons γ∞p (H ,E) := {S ∈L (H ,E) |‖S‖γ∞p (H ,E) < +∞}. Il résulte de la deuxième
inégalité de Kahane-Kintchine que cette définition est indépendante de p ∈ [1,+∞[.
Par conséquent γ∞(H ,E) = γ∞p (H ,E) pour tout p ∈ [1,+∞[, et la norme ‖.‖γ∞p (H ,E)
est équivalente à la norme ‖.‖γ∞(H ,E) := ‖.‖γ∞2 (H ,E) sur γ∞(H ,E).
Pour montrer que S ◦T ∈ γ∞(H ′,E) pour S ∈ γ∞(H ,E),T ∈L (H ′, H), on va utili-
ser le théorème suivant, (Voir [47], théorème 3.9).
Théorème 3.2.2. (Domination de covariance )
Soient
(
γm
)
m≤1 et
(
γ′n
)
n≤1 des suites gaussiennes dans des espaces probalisés respectifs
Ω et Ω′. Soit x1, x2, . . . , xM et y1, y2, . . . , yN des éléments de E vérifiant, pour tout x∗ ∈
E∗,
M∑
m=1
〈
xm , x
∗〉2 ≤ N∑
n=1
〈
yn , x
∗〉2 .
Alors on a, pour tout p ∈ [1,+∞[,
E
∥∥∥∥∥ M∑m=1γm xm
∥∥∥∥∥
p
≤ E′
∥∥∥∥∥ N∑n=1γ′n yn
∥∥∥∥∥
p
.
Démonstration. On note F = vect {x1, x2, . . . , xM , y1, y2, . . . , yN }⊂ E et on définit Q ∈
L (F∗,F ) par :
Qz∗ =
N∑
n=1
〈
yn , z
∗〉 yn − M∑
m=1
〈
xm , z
∗〉xm , z∗ ∈ F∗.
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Les conditions du théorème imposent que 〈Qz∗, z∗〉 ≥ 0 ∀ z∗ ∈ F∗. Il est clair que〈
Qz∗1 , z
∗
2
〉= 〈Qz∗2 , z∗1 〉 ∀ z∗1 , z∗2 ∈ F∗. Comme F est de dimension finie, alors on peut
trouver une suite
(
x j
)
M+1≤ j≤M+k d’éléments de F telle que Qz
∗ =
M+k∑
j=M+1
〈
x j , z∗
〉
x j
∀z∗ ∈ F∗. On obtient
M∑
m=1
〈
xm , z
∗〉2+ M+k∑
m=M+1
〈
xm , z
∗〉2 = N∑
n=1
〈
yn , z
∗〉2
On considère maintenant les transformées de Fourier des variables aléatoires X =
M+k∑
m=1
γm xm et Y =
N∑
n=1
γ′n yn .
Eexp
(−i 〈X , x∗〉) = ΠM+km=1 Eexp(−iγm 〈xm , x∗〉)car les variables sont indépendantes.
= ΠM+km=1 exp
(
−1
2
〈
xm , x
∗〉2)
= exp
(
−1
2
M+k∑
m=1
〈
xm , x
∗〉2) .
De la même manière, on a : E′ exp(−i 〈Y , x∗〉)= exp
(
− 12
∑N
n=1
〈
yn , x∗
〉2) . D’après l’in-
jectivité de la transformée de Fourier, ceci qui prouve que X et Y sont identiquement
distribués. Donc E
∥∥∑M+k
m=1 γm xm
∥∥p = E∥∥∑Nn=1γ′n yn∥∥p . Comme M+k∑
m=M+1
γm xm est sy-
métrique, il résulte de la proposition 3.1.1 que l’on a
E
∥∥∥∥∥ M∑m=1γm xm
∥∥∥∥∥
p
≤ E
∥∥∥∥∥M+k∑m=1γm xm
∥∥∥∥∥
p
= E′
∥∥∥∥∥ N∑n=1γ′n yn
∥∥∥∥∥
p
.
Proposition 3.2.3. Soient E ,E ′ deux espaces de Banach, soient H , H ′ deux espaces de
Hilbert, et soit S ∈ γ∞(H ,E).
Alors R ◦S ◦T ∈ γ∞ (H ′,E ′)∀R ∈L (E ,E ′) ,∀T ∈L (H ′, H) et on a, pour 1 ≤ p <
+∞
‖R ◦S ◦T ‖γ∞p (H ′,E ′) ≤ ‖R‖‖S‖γ∞p (H ,E) ‖T ‖ .
Démonstration. On va d’abord montrer que S◦T ∈ γ∞ (H ′,E) et que ‖S ◦T ‖γ∞p (H ′,E) ≤
‖S‖γ∞p (H ,E) ‖T ‖ .
Soit
{
h′1,h
′
2, . . . ,h
′
k
}
un système orthonormal fini de H ′. On pose H˜ ′ = vect {h′1,h′2, . . . ,h′k}⊂
H ′ et H˜ = vect {T h′1,T h′2, . . . ,T h′k}⊂H , E˜ = vect {(S ◦T )h′1, (S ◦T )h′2, . . . , (S ◦T )h′k}⊂
E , et on note S˜ : H˜ → E˜ et T˜ : H˜ ′ → H˜ les restrictions de S et T à H˜ et H˜ ′. Soit
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{h1,h2, . . . ,hN } une base orthonormale de H˜ . On a, pour x∗ ∈ E∗,
k∑
j=1
∣∣∣〈(S˜ ◦ T˜ )h′j , x∗〉∣∣∣2 = k∑
j=1
∣∣∣〈h′j , (T˜ ∗ ◦ S˜∗)x∗〉∣∣∣2
= ∥∥(T˜ ∗ ◦ S˜∗)x∗∥∥2H d’après le théorème de Parseval
≤ ∥∥T˜ ∗∥∥2∥∥S˜∗x∗∥∥2H
= ∥∥T˜∥∥2 N∑
n=1
∣∣〈S˜hn , x∗〉∣∣2 .
On déduit alors du théorème 3.2.2 que l’on a
E
∥∥∥∥∥ k∑
j=1
γ j (S ◦T )h′j
∥∥∥∥∥
p
≤ ‖T ‖p E
∥∥∥∥∥ N∑n=1γnShn
∥∥∥∥∥
p
≤ ‖T ‖p ‖S‖p
γ∞p (H ,E)
,
ce qui montre que S ◦T ∈ γ∞ (H ′,E) et que ‖S ◦T ‖γ∞p (H ′,E) ≤ ‖S‖γ∞p (H ,E) ‖T ‖ .
D’autre part si R ∈L (E ,E ′), il est clair que l’on a, pour p ∈ [1,+∞[
‖R ◦S ◦T ‖γ∞p (E ′,H ′) ≤ ‖R‖‖S ◦T ‖γ∞p (E ,H ′),
ce qui achève la démonstration.
Proposition 3.2.4. (Lemme de γ-Fatou)
Soit (Sn)∞n=1 une suite bornée dans γ
∞ (H ,E). Si S ∈L (H ,E) est un opérateur tel que
lim
n→+∞
〈
Snh, x
∗〉= 〈Sh, x∗〉 , ∀h ∈H , ∀x∗ ∈ E∗,
alors S ∈ γ∞ (H ,E), et ‖S‖γ∞p (H ,E) ≤ limn→+∞ inf‖Sn‖γ∞p (H ,E) pour 1≤ p <+∞.
Démonstration. Soit h = {h1,h2, . . . ,hk } un système orthonormal dans H . Soit
(
x∗n
)∞
n=1
une suite de vecteurs unitaires dans E∗ qui est normalisante pour l’espace Hk en-
gendré par {Sh1, . . . ,Shk }, c’est à dire que l’on a, pour x ∈Hk ,
‖x‖ = sup
n≥1
∥∥< x, x∗n >∥∥= l i mn→+∞sup1≤m≤n ∥∥< x, x∗m >∣∣ .
D’après le lemme de Fatou, on a, pour M ≥ 1,
E
(
sup
1≤m≤M
∣∣∣∣∣
〈
k∑
j=1
γ j Sh j , x
∗
m
〉∣∣∣∣∣
p)
≤ lim
n→∞ infE
(
sup
1≤m≤M
∣∣∣∣∣
〈
k∑
j=1
γ j Snh j , x
∗
m
〉∣∣∣∣∣
p)
≤ lim
n→∞ inf‖Sn‖
p
γ∞p (H ,E)
.
On a alors, d’après le théorème de convergence monotone
E
∥∥∥∥∥ k∑
j=1
γ j Sh j
∥∥∥∥∥
p
= l i mM→+∞E
(
sup
1≤m≤M
∣∣∣∣∣
〈
k∑
j=1
γ j Sh j , x
∗
m
〉∣∣∣∣∣
p)
≤ lim
n→∞ inf‖Sn‖
p
γ∞p (H ,E)
.
Donc S ∈ γ∞(H ,E), et ‖S‖γ∞p (H ,E) ≤ limn→+∞ inf‖Sn‖γ∞p (H ,E) pour 1≤ p <+∞.
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Proposition 3.2.5. Soit H un espace de Hilbert séparable, soit (hn)n≥1 une base ortho-
normale de H, et soit S ∈L (H ,E) . Alors les conditions suivantes sont équivalentes.
(i) S ∈ γ∞(H ,E),
(ii) il existe p ∈ [1,+∞[ tel que supN≥1E
∥∥∑N
n=1γnShn
∥∥p <+∞,
(iii) pour tout p ∈ [1,+∞[, on a supN≥1E
∥∥∑N
n=1γnShn
∥∥p <+∞.
Dans ce cas, on a, pour 1≤ p <+∞,
‖S‖p
γ∞p (H ,E)
= sup
N≥1
E
∥∥∥∥∥ N∑n=1γnShn
∥∥∥∥∥
p
.
Démonstration. Il résulte de la 2ème inégalité de Kahane-Kintchine que (ii) et (iii)
sont équivalents, et il est clair que (i ) ⇒ (i i i ). Supposons que (i i i ) est vérifié. Soit{
h′1,h
′
2, . . . ,h
′
k
}
un système orthonormé dans H . Pour K ≥ 1, on désigne PK la pro-
jection orthogonale de H sur l’espace engendré par {h1,h2, . . . ,hK }. Pour tout x∗ ∈ E∗
et pour tout K ≥ 1, on a :
k∑
j=1
|
〈
SPK h
′
j , x
∗
〉
|2 =
k∑
j=1
|
〈
h′j ,PK S
∗x∗
〉
|2 ≤ ∥∥PK S∗x∗∥∥2 = K∑
n=1
∣∣〈hn ,PK S∗x∗〉∣∣2
=
K∑
n=1
∣∣〈hn ,S∗x∗〉∣∣2 = K∑
n=1
∣∣〈Shn , x∗〉∣∣2 .
On déduit alors du lemme 3.2.2 que E‖∑kj=1γ j SPK h′ j‖p ≤ supN≥1E∥∥∑Nn=1γnShn∥∥p
pour tout p ∈ [1,+∞[. En particulier la suite (SPK )K≥1 est une suite bornée d’élé-
ments de γ∞(H ,E). On a , pour x ∈H , x∗ ∈ E∗,
l i mK→+∞
〈
SPK x, x
∗〉= l i mK→+∞ 〈PK x,S ∗x∗〉= 〈x,S∗x∗〉= 〈Sx, x∗〉 .
Il résulte alors du lemme de γ-Fatou que S ∈ γ∞(H ,E). D’autre part le lemme de γ-
Fatou donne aussi
E
∥∥∥∥∥ k∑
j=1
γ j Sh
′
j
∥∥∥∥∥
p
≤ lim
K→∞
infE
∥∥∥∥∥ k∑
j=1
γ j SPK h
′
j
∥∥∥∥∥
p
≤ sup
N≥1
E
∥∥∥∥∥ N∑n=1γnShn
∥∥∥∥∥
p
.
On en déduit que ‖S‖p
γ∞p (H ,E)
≤ supN≥1E
∥∥∑N
n=1γnShn
∥∥p .
L’inégalité inverse est évidente.
Chapitre 4
Les opérateurs γ-radonifiants
Dans ce chapitre, H désigne un espace de Hilbert, E un espace de Banach et on
désigne par h ⊗ x ∈L (H ,E) l’opérateur défini par (h⊗x)h′ = 〈h,h′〉x avec h,h′ ∈
H et x ∈ E . Pour x∗ ∈ E∗, l’opérateur x∗ : γ (H ,E) → H est défini par x∗ (h⊗x) =
〈x, x∗〉h.
Définition 4.0.6. L’espace γ (H ,E) est défini comme la fermeture dans γ∞ (H ,E) de
l’ensemble des opérateurs de rang fini. Les éléments deγ (H ,E) sont appelés opérateurs
γ-radonifiants.
On pose ‖S‖γp (H ,E) := ‖S‖γ∞p (H ,E) pour S ∈ γ(H ,E), de sorte que la norme ‖.‖γp (H ,E)
est équivalente à la norme ‖.‖γ(H ,E) := ‖.‖γ2(H ,E), qui est donc définie par la formule
‖S‖γ(H ,E) = sup
h
(
E
∥∥∥∥∥ N∑n=1γnShn
∥∥∥∥∥
2) 12
<+∞,
le supremum étant calculé sur l’ensemble des familles orthonormales finies h = {h1,h2, . . . ,hN }
d’éléments de H .
Il est clair que γ(H ,E), muni de la norme ‖.‖γ(H ,E) (ou d’une des normes équiva-
lentes ‖.‖γp (H ,E)) est un espace de Banach.
Soient F et G deux espaces de Banach, et soit BF la boule unité de F. Rappelons
qu’on dit qu’un opérateur T ∈L (F,G) est compact si T (BF ) est relativement com-
pact dans G . L’ensemble des opérateurs compacts est fermé dansL (F,G) muni de
la norme d’opérateur définie par la formule ‖R‖ := sup‖x‖≤1 ‖Rx‖.
Tout opérateur γ-radonifiant R : H → E est compact. En effet soit (Rn)n≥1 une
suite d’opérateurs de rang fini vérifiant limn→∞ ‖Rn −R‖γ(H ,E) = 0. On a à fortiori
limn→∞ ‖Rn −R‖ = 0, donc R est compact puisque tout opérateur de rang fini est
compact.
4.1 Théorème de Hoffmann-Jorgensen et Kwapien
Nous énonçons maintenant le théorème suivant, qui est une reformulation de
résultats de Hoffmann-Jorgensen et Kwapien sur la convergence presque sûre des
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sommes aléatoires dont les sommes partielles sont bornées presque sûrement.
Théorème 4.1.1. (Hoffmann-Jorgensen et Kwapien)[19]
Soit H un espace de Hilbert de dimension infinie. Pour un espace de Banach E , les
assertions suivantes sont équivalentes :
(1) γ∞ (H ,E)= γ (H ,E) ,
(2) E ne contient pas de sous-espace fermé isomorphe à c0.
On va donner plus loin une démonstration du fait que (1) implique (2). On a la
propriété simple suivante.
Proposition 4.1.2. Soit S ∈ γ (H ,E) , soit E ′ un espace de Banach, soit H ′ un espace
de Hilbert, soit R ∈L (E ,E ′) et soit T ∈L (H ′, H). Alors R ◦S ◦T ∈ γ(H ′,E ′) et on a
‖R ◦S ◦T ‖γ(H ′,E ′) ≤ ‖R‖‖S‖γ(H ,E) ‖T ‖ .
Démonstration. Il résulte du théorème 3.2.2 que R ◦S ◦T ∈ γ∞ (H ′,E ′) . D’autre part
soit (Sn)n≥1 une suite d’opérateurs de rang fini qui converge vers S dans γ(H ,E).
Alors R ◦Sn ◦T est aussi de rang fini pour n ≥ 1. Il résulte aussi du théorème 3.2.2
que l’on a
l i mn→+∞ ‖R ◦S ◦T −R ◦Sn ◦T ‖γ∞(H ,E)
≤ l i mn→+∞ ‖R‖‖S−Sn‖γ∞(H ,E) ‖T ‖ = 0.
Donc S ◦R ◦ T ∈ γ(H ′,E ′) , ce qui achève la démonstration puisque la norme
‖.‖γ(H ,E) est la restriction à γ(H ,E) de la norme ‖.‖γ∞(H ,E).
Théorème 4.1.3. Soit H un espace de Hilbert séparable et soit S ∈L (H ,E) . Alors les
assertions suivantes sont équivalentes.
(1) S ∈ γ (H ,E) ,
(2) la série
∑∞
n=1γnShn converge dans L
p (Ω,E) pour toute base orthonormée (hn)n≥1
de H et pour tout p ∈ [1,+∞[,
(3) il existe une base orthonormée (hn)n≥1 de H et p ∈ [1,+∞[ tels que la série∑∞
n=1γnShn converge dans L
p (Ω,E) .
Pour toute base orthonormale (hn)n≥1 de H et pour tout p ∈ [1,+∞[, on a alors
‖S‖p
γp (H ,E)
= E
∥∥∥∥ ∞∑
n=1
γnShn
∥∥∥∥p .
Démonstration. (1) ⇒ (2) Fixons R ∈ γ (H ,E) et 1 ≤ p < +∞ et soient (hn)n≥1 une
base orthonormée de H et Pn la projection orthogonale de H sur l’espace vectoriel
engendré par {h1, . . . ,hn} .
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Soit U ∈L (H ,E) un opérateur de rang fini. Il existe x1, . . . , xM ∈ E et u1, . . . ,uM ∈
H tels que U =∑Mm=1 um⊗xm . On a, pour toute famille orthonormale h′ = (h′1, . . . ,h′k )
d’éléments de H ,
(
E
∥∥∥∥∥ k∑
j=1
γ j (U −U Pn)h′j
∥∥∥∥∥
2) 12
=
(
E
∥∥∥∥∥ k∑
j=1
M∑
m=1
γ j
〈
um ,h
′
j −Pnh′j
〉
xm
∥∥∥∥∥
2) 12
≤
M∑
m=1
(
E
∥∥∥∥∥ k∑
j=1
γ j
〈
um ,h
′
j −Pnh′j
〉
xm
∥∥∥∥∥
2) 12
=
M∑
m=1
‖xm‖
(
E
∣∣∣∣∣ k∑
j=1
γ j
〈
um −Pnum ,h′j
〉∣∣∣∣∣
2) 12
=
M∑
m=1
‖xm‖
(
E
k∑
i=1
k∑
j=1
γiγ j
〈
um −Pnum ,h′i
〉〈
um −Pnum ,h′j
〉) 12
M∑
m=1
‖xm‖
(
k∑
j=1
∣∣∣〈um −Pnum ,h′j〉∣∣∣
) 1
2
≤
M∑
m=1
‖xm‖‖um −Pnum‖.
Donc limn→+∞‖U −U Pn‖γ(H ,E) = 0. On a alors, pour tout opérateur de rang fini
U ,
lim supn→+∞‖S−SPn‖γ(H ,E)
≤ ‖S−U‖γ(H ,E)+ lim supn→+∞‖U −U Pn‖γ(H ,E)+‖U −S‖γ(H ,E)lim supn→+∞‖Pn‖
= 2‖S−U‖γ(H ,E).
Donc limn→+∞‖S−SPn‖γ(H ,E) = 0, puisque les opérateurs de rang fini sont denses
dans γ(H ,E).
On a, pour n >m ≥ 1, p ∈ [1,+∞[,
‖
n∑
j=m+1
γ j Sh j ‖p ≤ ‖SPn −SPm‖pγ∞p (H ,E).
Comme la norme ‖.‖γ∞p (H ,E) est équivalente à la norme ‖.‖γ(H ,E), il résulte alors
du critère de Cauchy que la série
∑∞
n=1γnRhn converge dans L
p (Ω,E) .
Il résulte de la proposition 3.1.1 que la suite
(
E
∥∥∥∥ m∑
n=1
γnShn
∥∥∥∥p)
m≥1
est croissante.
On déduit alors de la proposition 3.2.5 que l’on a
‖S‖p
γp (H ,E)
= sup
N≥1
E
∥∥∥∥∥ N∑n=1γnShn
∥∥∥∥∥
p
= E
∥∥∥∥ ∞∑
n=1
γnShn
∥∥∥∥p .
On a vu que (1)⇒ (2) , et il est évident que (2)⇒ (3) .
Supposons maintenant que (3) est vérifié pour un réel p ≥ 1 et une base ortho-
normale (hn)n≥1 de H . En appliquant les résultats précédents à l’opérateur de rang
fini SPn −SPm , pour n ≥m ≥ 1, on obtient
‖SPn −SPm‖pγp (H ,E) = E
∥∥∥∥∥+∞∑j=1 SPnh j −SPmh j
∥∥∥∥∥
p
= E
∥∥∥∥∥ n∑
j=m+1
γ j Sh j
∥∥∥∥∥
p
.
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On en déduit que la suite (SPn)n≥1 est de Cauchy dans γ (H ,E). Soit S˜ sa limite. On
a à fortiori limn→+∞‖SPn − S˜‖ = 0 et pour u ∈H
S˜u = l i mn→+∞SPnu = Su.
Donc S = S˜ ∈ γ(H ,E), et (3)⇒ (1) .
4.2 Exemple d’un opérateurγ-sommant et nonγ-radonifiant
On va maintenant donner un exemple qui montre que si γ(H ,E) = γ∞(H ,E),
alors E ne contient pas de copie de c0 (c’est l’implication (1)⇒ (2) du théorème de
Hoffmann-Jorgensen et Kwapien).
Exemple 4.2.1. L’opérateur de multiplication T : `2 → c0 défini par :
T
(
(αn)
∞
n=1
)= ( αn√
log(n+1)
)
n≥1
est γ-sommant mais n’est pas γ-radonifiant.
En effet soit γ une variable aléatoire gaussienne standard. On a :
G (r ) = P
{∣∣γ∣∣2 ≤ r}
= 1p
2pi
∫ pr
−pr
e−
1
2 x
2
d x
= 2p
2pi
∫ pr
0
e−
1
2 x
2
d x
= 2p
2pi
{∫ ∞
0
e−
1
2 x
2
d x−
∫ ∞
p
r
e−
1
2 x
2
d x
}
= 1− 2p
2pi
∫ ∞
p
r
e−
1
2 x
2
d x
= 1− 1p
2pi
∫ ∞
r
e−
y
2
p
y
d y
= 1− 2e
− r2p
2pir
+ 1p
2pi
∫ ∞
r
e−
y
2
y
p
y
d y
Donc, on a :
G (r )≥ 1− 2p
2pi
e−
r
2p
r
.
En intégrant encore par parties, on obtient :
G (r )= 1− 2p
2pi
e−
r
2p
r
+ 2p
2pi
e−
r
2
r
p
r
− 3p
2pi
∫ ∞
r
e− y2
y2
p
y
d y
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≤ 1− 2p
2pi
(
1− 1
r
)
e−
r
2p
r
.
Ceci donne, pour r ≥ 2,
G(r )≤ 1− 1p
2pi
e−
r
2p
r
.
Soit (un) une base unitaire de `2. On doit montrer que :
sup
N≥1
E
∥∥∥∥∥ N∑n=1γnTun
∥∥∥∥∥
2
c0
= sup
N≥1
E
(
max
1≤ n≤N
∣∣γn∣∣2
log(n+1)
)
<∞
On pose : βn = |γn |
2
log(n+1)
P
(
max
1≤n≤N
βn > t
)
= 1−P
(
max
1≤n≤N
βn ≤ t
)
= 1−P
(
N⋂
n=1
{
βn ≤ t
})
= 1−ΠNn=1P
{
βn ≤ t
}
βn ≤ t ⇔ |γn |
2
log(n+1) ≤ t ⇔
∣∣γn∣∣2 ≤ t log(n+1). D’autre part si ²i ∈ [0,1] pour 1 ≤ i ≤ n,
on a (1−²1) . . . (1−²n)≥ 1− (²1+ . . .²n). Donc on a
P
(
max
1≤n≤N
βn > t
)
≤ 1−ΠNn=1
1− 2√
2pi (n+1)t t log(n+1)

≤ 2p
2pi
N∑
n=1
1√
(n+1)t
1√
t log(n+1)
∀ t ≥ 4, (n+1)t = (n+1)t−4 (n+1)4 ≥ 2t−4 (n+1)4
P
(
max
1≤n≤N
βn > t
)
≤ 2p
2pi
ΠNn=1
1√
(n+1)4 2t−4
1√
t log(n+1)
≤ 2p
2pi
N∑
n=1
1
(n+1)2
1p
2t−4t
1√
log(n+1)
≤ 2p
2pi
N∑
n=1
1
(n+1)2
1p
2t−4t
1√
log2
≤ 2√
2pi log2
1p
2t−4t
N∑
n=1
1
(n+1)2
≤
2
(
pi2
6 −1
)
√
2pi log2
1p
2t−4t
.
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Posons ζ=max1≤n≤N |γn |
2
log (n+1) . Pour p ∈ [1,+∞[, on a
Eζp =
∫ ∞
0
pλp−1P {ζ>λ}dλ.
En particulier
E
(
sup
1≤n≤N
∣∣γn∣∣2
log(n+1)
)
=
∫ ∞
0
P {ζ> t }d t .
D’autre part
∫∞
0 P {ζ> t }d t =
∫ 4
0 P {ζ> t }d t +
∫∞
4 P {ζ> t }d t .∫ 4
0
P {ζ> t }d t ≤
∫ 4
0
2
(
pi2
6 −1
)
√
2pi log2
1p
2t−4t
d t
=
2
(
pi2
6 −1
)
√
2pi log2
∫ 4
0
1p
2t−4t
d t
≤
∫ 4
0
1p
t
d t
= 4.
On obtient finalement
E
(
sup
1≤n≤N
∣∣γn∣∣2
log(n+1)
)
≤ 4+
2
(
pi2
6 −1
)
√
2pi log2
∫ ∞
4
1p
2t−4t
d t <∞,
et l’opérateur T est donc γ-sommant.
Montrons maintenant que T n’est pas γ-radonifiant. Raisonnons par l’absurde.
Si T était γ-radonifiant, alors X =∑n≥1γnTun , qui converge dans CN, converge-
rait dans L2 (Ω,c0) , et la probabilité pour que la somme de cette série appartienne
à c0 serait égale à 1. Posons EN = ⋂ j≥N {(x j ) j≥1 tel s que ∣∣x j ∣∣≤ 1 ∀ j ≥N} . On a
c0 =⋃N≥1 EN , donc
P (X ∈ c0) ≤
∑
N≥1
P (X ∈ EN )=
∑
N≥1
Πn≥NP
{∣∣γn∣∣2 ≤ log(n+1)} .
Pour n ≥ 7, on a : log(n+1) ≥ 2, ce qui donne, puisque ∑n≥1 1p(n+1)log(n+1) = +∞,
pour N ≥ 7.
Πn≥NP
{∣∣γn∣∣2 ≤ log(n+1)} ≤ Πn≥N
(
1− 1p
2pi
1√
(n+1)log(n+1)
)
= 0.
Donc en fait Πn≥NP
{∣∣γn∣∣2 ≤ log(n+1)} = 0 pour tout N ≥ 1, on a P (X ∈ c0)= 0
et cette contradiction montre que T n’est pas γ-radonifiant.
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4.3 Opérateurs dans les espaces Lp
4.3.1 Les opérateurs dans les espaces de Hilbert
Rappelons que si E est un espace de Hilbert,L2(H ,E) désigne l’espace des opé-
rateurs de Hilbert-Schmidt de H dans E , qui est l’ensemble des opérateurs bornés
R : H → E vérifiant
‖R‖2L2(H ,E) = sup
h
∑
n
‖Rhn‖2 <+∞,
le supremum étant calculé sur l’ensemble des familles orthonormales finies h =
(h1, . . . ,hN ) d’éléments de H .
Théorème 4.3.1. Si E est un espace de Hilbert, alorsγ (H ,E)=L2(H ,E), et ‖R‖L2(H ,E) =
‖R‖γ(H ,E) pour tout R ∈ γ(H ,E).
Démonstration. Soit h = (h1, . . . ,hN ) une famille orthonormale finie d’éléments de
H . On a
E
∥∥∥∥∥ N∑n=1γnRhn
∥∥∥∥∥
2
= E
〈
N∑
n=1
γnRhn ,
N∑
m=1
γmRhm
〉
= E
N∑
m=1
N∑
n=1
γnγm 〈Rhn ,Rhm〉
=
N∑
m=1
N∑
n=1
E(γnγm)〈Rhn ,Rhm〉
= ∑
n=1
‖Rhn‖2 .
Donc γ(H ,E) = γ∞(H ,E) = L2(H ,E), et ‖R‖γ(H ,E) = ‖R‖γ∞(H ,E) = ‖R‖L2(H ,E) pour
tout R ∈ γ(H ,E).
On étudie maintenant le cas où E est un espace Lp .
Théorème 4.3.2. Soit
(
A,A ,µ
)
un espace mesuré σ-fini, soit H un espace de Hilbert
et soit p ∈ [1,+∞[. Pour un opérateur R ∈L (H ,Lp (A)), les assertions suivantes sont
équivalentes.
(1) R ∈ γ (H ,Lp (A)) .
(2) Pour toute base orthonormée (hn)n≥1 de H, la fonction
(∑∞
n=1 |Rhn |2
) 1
2 appar-
tient à Lp (A) .
(3) Il existe une base orthonormée (hn)n≥1 de H telle que la fonction
(∑∞
n=1 |Rhn |2
) 1
2
appartienne à Lp (A) .
Dans ce cas, on a, pour toute base orthonormée (hn)n≥1 de H ,
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‖R‖γ(H ,Lp (A)) ∼=
∥∥∥∥∥
( ∞∑
n=1
|Rhn |2
) 1
2
∥∥∥∥∥
p
.
Démonstration. Utilisons l’identité
∑N
n=M |cn |2 = E
∣∣∑N
n=M cnγn
∣∣2 avec cn = fn (ζ), ζ ∈
A. En appliquant l’inégalité de Kahane-Kintchine sur les scalaires, puis dans Lp (A),
ainsi que le théorème de Fubini, on obtient, pour M ≤N et fM , . . . , fN ∈ Lp (A),∥∥∥∥∥∥
(
N∑
n=M
∣∣ fn∣∣2
) 1
2
∥∥∥∥∥∥
p
=
∥∥∥∥∥∥∥
(
E
∣∣∣∣∣ N∑n=M γn fn
∣∣∣∣∣
2) 12 ∥∥∥∥∥∥∥
p
∼=
∥∥∥∥∥∥
(
E
∣∣∣∣∣ N∑n=M γn fn
∣∣∣∣∣
p) 1p ∥∥∥∥∥∥
p
=
(
E
∥∥∥∥∥ N∑n=M γn fn
∥∥∥∥∥
p
Lp (A)
) 1
p
∼=
(
E
∥∥∥∥∥ N∑n=M γn fn
∥∥∥∥∥
2
p
) 1
2
.
Les équivalences (1)⇐⇒ (2), (1)⇐⇒ (3) et l’estimation finale s’en déduisent en pre-
nant fn =Rhn où (hn)n≥1 est une base orthonormée de H .
Nous donnons maintenant un exemple simple d’opérateur γ-radonifiant. Ce ré-
sultat fonctionne aussi pour des fonctions φ : [a,b]→ γ(H ,E), avec des hypothèses
analogues. L’opérateur Tφ appartient alors à γ(L2([a,b]; H),E), où L2([a,b], H) dé-
signe l’espace des fonctions mesurable f : [a,b] → H vérifiant ∫ ba ‖ f (t )‖2d t < +∞.
[47], page 56.
Proposition 4.3.3. Soit [a,b] un intervalle et ϕ : ]a,b[ → E continûment différen-
tiable avec ∫ b
a
(t −a) 12
∥∥∥ϕ′ (t )∥∥∥
E
d t <∞
Si on définit Tϕ : L2 ([a,b])→ E par Tϕ f =
∫ b
a ϕ (t ) f (t )d t, alors Tϕ ∈ γ
(
L2 ([a,b])) ,E
)
et on a ∥∥Tϕ∥∥γ(L2([a,b]),E) ≤ (b−a) 12 ∥∥ϕ(b)∥∥E +∫ ba (t −a) 12
∥∥∥ϕ′ (t )∥∥∥
E
d t .
Démonstration. Notons que φ s’étend par continuité sur ]a,b]. On considère une
base orthonormale (hn)n≥1 de L2([a,b]). On a, pour t ∈]a,b],
φ (t )=φ (b)−
∫ b
a
χ[t ,b] (s)φ
′ (s)d s,
∫ b
a
hn (t )φ (t )d t =
∫ b
a
hn(t )φ(b)d t −
∫ b
a
∫ b
a
χ[t ,b] (s)hn (t )φ
′ (s)d sd t .
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On obtient
(
E
∥∥∥∥ ∞∑
n=1
γn
∫ b
a
hn (t )φ (t )d t
∥∥∥∥2 ) 12
≤
(
E
∥∥∥∥ ∞∑
n=1
γn
(∫ b
a
hn (t )φ (b)d t
)∥∥∥∥2 ) 12+(E∥∥∥∥ ∞∑
n=1
γn
∫ b
a
∫ b
a
χ[t ,b] (s)hn (t )φ
′ (s)d sd t
∥∥∥∥2 ) 12 .
Puisque
+∞∑
n=1
∫ b
a |hn(t )|2 d t = 1, on a alors, d’après l’inégalité de Cauchy-Schwarz,
(
E
∥∥∥∥ ∞∑
n=1
γn
(∫ b
a
hn (t )d t
)
φ (b)
∥∥∥∥2 ) 12 ≤ ∥∥φ (b)∥∥
(
E
∣∣∣∣+∞∑
n=1
γn
∫ b
a
hn(t )d t
∣∣∣∣2
) 1
2
= ∥∥φ (b)∥∥(E( +∞∑
m=1
+∞∑
n=1
γmγn
∫ b
a
hm(t )d t
∫ b
a
hn(t )d t
)) 1
2
= ∥∥φ (b)∥∥(+∞∑
n=1
∣∣∣∣∫ b
a
|hn(t )|d t
∣∣∣∣2
) 1
2
= ∥∥φ (b)∥∥pb−a.
On a d’autre part
(
E
∥∥∥∥ ∞∑
n=1
γn
∫ b
a
∫ b
a
χ[t ,b] (s)hn (t )φ
′ (s)d sd t
∥∥∥∥2 ) 12
=
(
E
∥∥∥∥+∞∑
n=1
γn
∫ b
a
[∫ b
a
χ[t ,b](s)hn(t )
]
φ′(s)d s
∥∥∥∥2
) 1
2
≤
(
E
(∫ b
a
∥∥∥∥( ∞∑
n=1
(
γn
∫ b
a
χ[t ,b](s)hn(t )d t
))
φ′(s)
∥∥∥∥d s)2
) 1
2
=
(
E
(∫ b
a
∣∣∣∣( ∞∑
n=1
γn
∫ b
a
χ[t ,b](s)hn(t )d t
)∣∣∣∣‖φ′(s)‖d s)2
) 1
2
=
∥∥∥∥∫ b
a
∣∣∣∣( ∞∑
n=1
γn
∫ b
a
χ[t ,b](s)hn(t )d t
)∣∣∣∣‖φ′(s)‖d s∥∥∥∥
L2(Ω)
≤
∫ b
a
∥∥∥∥+∞∑
n=1
γn
∫ b
a
χ[t ,b](s)hn(t )d t
∥∥∥∥
L2(Ω)
‖φ′(s)‖d s
=
∫ b
a
‖φ′(s)‖
(
E
∣∣∣∣+∞∑
n=1
γn
∫ b
a
χ[t ,b](s)hn(t )d t
∣∣∣∣2
) 1
2
d s.
Comme la famille (γn)n≥1 est une famille orthonormale de L2(Ω), on obtient, en
utilisant de nouveau l’inégalité de Cauchy-Schwarz,
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(
E
∣∣∣∣+∞∑
n=1
γn
∫ b
a
χ[t ,b](s)hn(t )d t
)∣∣∣∣2 = +∞∑
n=1
∣∣∣∣∫ b
a
χ[t ,b](s)hn(t )d t
∣∣∣∣2
=
+∞∑
n=1
∣∣∣∣∫ s
a
hn(t )d t
∣∣∣∣2 = +∞∑
n=1
∣∣∣∣∫ b
a
χ[a,s](t )hn(t )d t
∣∣∣∣2 = ∥∥χ[a,s]∥∥2L2([a,b]) = s−a.
On obtient finalement
(
E
∥∥∥∥ ∞∑
n=1
γn
∫ b
a
hn (t )φ (t )d t
∥∥∥∥2 ) 12 ≤ |φ(b)|pb−a+∫ b
a
p
s−a‖φ′(s)‖d s.
Donc Tφ ∈ γ(L2([a,b]),E), et on a
∥∥Tϕ∥∥γ(L2([a,b]),E) ≤ (b−a) 12 ∥∥ϕ∥∥E +∫ ba (t −a) 12
∥∥∥ϕ′ (t )∥∥∥
E
d t .
Exemple 4.3.4. Posons, pour f ∈ L2([0,1]),
T ( f )=
(∫ 1
0
f (t )
e−nt
n
d t
)
n≥1
.
Alors T ∈ γ(L2([0,1]),`1).
Ici E = `1, a = 0, b = 1, ϕ (t )=
(
e−nt
n
)
n≥1 . On a
ϕ
′
(t )= (−e−nt )n≥1,
∥∥∥ϕ′ (t )∥∥∥
`1
=
∞∑
n=1
e−nt = e
−t
1−e−t .
Donc on a ∫ 1
0
p
t‖φ′(t )‖`1 d t =
∫ 1
0
p
te−t
1−e−t d t <∞,
et Tφ appartient bien à γ(L2([0,1]),`1). Notons que φ(1) = ( e−nn )n≥1 ∈ `1, mais que
ϕ (0)= 1n ∉ `1.
4.3.2 Etude de convergence en moyenne de Cesàro
Soit la suite Xn = ∑nk=1γk T hk et SN = 1N ∑Nn=1 Xn . On se propose d’étudier la
convergence en moyenne de Cesàro de la suite (XN ) lorsque elle est bornée dans
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L2 (Ω,E) .
SN = 1
N
N∑
n=1
Xn
= 1
N
N∑
n=1
n∑
k=1
γk T hk
= 1
N
N∑
k=1
N∑
n=k
γk T hk
=
N∑
k=1
γk
(
1− k−1
N
)
T hk
On se place dans le cas où E = c0, et on considère l’opérateur T : `2 → c0 défini par
la formule
T ((αn)n≥1)=
(
αn√
log (n+1)
)
n≥1
.
Cet opérateur est γ-sommant mais n’est pas γ-radonifiant, donc la suite (Xn)n≥1
est bornée, mais non convergente dans L2(Ω,c0).
On a donc supn≥1E‖Xn‖2E <+∞. Posons ek := (δk,n)n≥1, où δ désigne le symbole
de Kronecker. Pour M <N , on a :
SN −SM =
M∑
k=1
γk
(
k−1
M
− k−1
N
)
Tek +
N∑
k=M+1
γk
(
1− k−1
N
)
Tek
=
(
0,γ2
(
1
M
− 1
N
)
1√
log3
, . . . ,γM
(
1
M
− 1
N
)
M −1√
log(M +1)
,γM+1
(
1− M
N
)
1√
log(M +1)
,
. . . ,γN−1
(
1− N −2
N
)
1√
log N
,γN
(
1− N −1
N
)
1√
l og (N +1)
,0,0, . . .
)
,
‖SM −SN‖E = max
(
max
1≤ j≤M

∣∣∣∣∣∣∣γ j
(
1
M
− 1
N
)
j −1√
log
(
1+ j )
∣∣∣∣∣∣∣
 ,
max
M+1≤ j≤N

∣∣∣∣∣∣∣γ j
(
1− j
N
)
1√
log
(
1+ j )
∣∣∣∣∣∣∣
)
≥ max
1≤ j≤M
∣∣γ j ∣∣( 1
M
− 1
N
)
j −1√
log
(
1+ j )
 .
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On considère maintenant le cas où N = 2M , avec M pair. On a
‖SM −SN‖ ≥ max
M
2 ≤ j≤M
∣∣γ j ∣∣ j −1
2M
1√
log
(
1+ j )

≥
(
1
4
− 1
2M
)
max
M
2 ≤ j≤M
∣∣γ j ∣∣ 1√
log
(
1+ j )
 ,
E‖SM −S2M‖ ≥
(
1
4
− 1
2M
)
E
(
max
M
2 ≤ j≤M
∣∣γ j ∣∣ 1√
log(M +1)
)
≥
(
1
4
− 1
2M
)
1√
log(1+M)
E
(
max
M
2 ≤ j≤M
∣∣γ j ∣∣
)
≥
(
1
4
− 1
2M
) √
log M − log 2√
log (M +1)
d’après l’inégalité suivante : E
(
max1≤n≤N
∣∣γn∣∣)≥ 12 log (N ) ,[46],exemple 3.8.
Donc lim infL→+∞E‖S2L −S4L‖ ≥ 14 , et la suite (Xn)n≥1 ne converge pas au sens
de Cesàro.
Etudions aussi la convergence de la suite ZN =∑Nk=1γk (1− 1k )T hk .
On considère la suite (Yn) définie par YN =∑Nk=1γk 1k T hk . On a
‖YM −YN‖ =
∥∥∥∥∥ M∑
k=N+1
γk
1
k
T hk
∥∥∥∥∥
≤ 1
N +1
∥∥∥∥∥ M∑
k=N+1
γk T hk
∥∥∥∥∥
≤ C
N +1 → 0 quand n →∞
La suite (YN ) converge dans L2 (Ω,E). Ainsi, si ZN convergeait, alors YN+ZN =∑Nk=1γk T hk
convergeait aussi, ce qui n’est pas le cas.
Proposition 4.3.5. Soit un opérateur T : `2 → `p défini par la formule
T
(
(αn)n≥1
)= (anαn)n≥1 .
Alors T ∈ γ(`2,`p ) si et seulement si (an)n≥1 ∈ `p .
Démonstration. On a, pour N ≥ 1,
E
∥∥∥∥∥ N∑n=1γnTen
∥∥∥∥∥
p
p
= E
∥∥∥∥∥ N∑n=1γn anen
∥∥∥∥∥
p
p
= E∥∥(γ1a1,γ2a2, . . . ,γN aN )∥∥pp
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= E
N∑
n=1
∣∣γn an∣∣p = N∑
n=1
E
∣∣γn an∣∣p = N∑
n=1
E
∣∣γn∣∣p |an |p
mpp
(
N∑
n=1
|an |
)p
,
où
mpp =
1p
2pi
∫ +∞
−∞
|x|p e− x
2
2 d x = E ∣∣γn∣∣p (4.1)
est le moment d’ordre p. Il résulte alors de la proposition 3.2.5 que T ∈ γ∞p (`2,`p )=
γ∞(`2,`p )= γ(`2,`p ) si et seulement si (an)n≥1 ∈ `p .
On note γ(E) l’ensemble des suites (xn)n≥1 d’éléments de E telles que
+∞∑
n=1
γn xn
converge dans L2(Ω,E). Nous concluons ce chapitre par le résultat suivant.
Théorème 4.3.6. Soit T ∈L (H ,E). Alors T ∈ γ(H ,E) si et seulement si (T (xn))n≥1 ∈
γ(E) pour toute suite (xn)n≥1 ∈ `faible2 (H).
Démonstration. Notons que si (hn)n≥1 est une base orthonormale, alors
∑ | 〈x,hn〉 | =
‖x‖ <+∞ pour tout x ∈H , donc (hn)n≥1 ∈ `faible2 (H). Donc si (T (xn))n≥1 ∈ γ(E) pour
toute suite (xn)n≥1 ∈ `faible2 (H), alors la série
+∞∑
n=1
γnhn converge dans L2(Ω,E) pour
toute base orthomormée (hn)n≥1 de H , et T ∈ γ(H ,E).
Réciproquement supposons que T ∈ γ(H ,E), soit (xn)n≥1 ∈ `faible2 (H), et soit (hn)
une base orthonormale de H . On pose
u
( p∑
n=1
λnhn
)
=
p∑
n=1
λn xn .
On a, si x =∑pn=1λnhn , y ∈H ,
〈
u(x), y
〉 = 〈u ( p∑
n=1
λnhn
)
, y
〉
=
〈 p∑
n=1
λnu(hn), y
〉
=
〈 p∑
n=1
λn xn , y
〉
=
p∑
n=1
λn
〈
xn , y
〉
≤
( p∑
=1
|λn |2
) 1
2
(∑
n
∣∣〈xn , y〉∣∣2) 12
≤ ‖x‖‖(xn)‖`faible2 (H)
∥∥y∥∥
Donc ‖u(x)‖ ≤ ‖x‖‖(xn)‖`faible2 (H) , et u s’étend par continuité à H . Comme u(hn) =
xn , et comme T ◦u ∈ γ(H ,E), on voit que (T (xn))n≥1 ∈ γ(E).
60 CHAPITRE 4. LES OPÉRATEURS γ-RADONIFIANTS
Chapitre 5
Les opérateurs p-nucléaires et
faiblement ∗p-nucléaires
On va introduire dans ce chapitre les notions d’opérateurs p-nucléaires et faiblement∗p-
nucléaires et on va montrer que la classe des opérateurs de Hilbert-Schmidt coin-
cide avec la classe des opérateurs faiblement ∗1-nucléaires.
Dans toute la suite, p ∈ [1,+∞[, et q désigne le conjugué de p défini par la formule
1
p + 1q = 1.
5.1 Opérateurs p-nucléaires
Définition 5.1.1. Soient E et F deux espaces normés. Une application linéaire conti-
nue T : E → F est dite nucléaire s’il existe des suites (x∗n ) ⊂ E∗ et (yn) ⊂ F tel que :
T =∑∞n=1 x∗n ⊗ yn avec∑n ∥∥x∗n∥∥∥∥yn∥∥<∞.
L’espace vectoriel formé par ces opérateurs est notéN1 (E ,F ) .
Pour T ∈N1 (E ,F ), on pose : ‖T ‖1 = inf
∑
n
∥∥x∗n∥∥∥∥yn∥∥, l’inf étant pris sur toutes les
représentations de T de la forme : T =∑∞n=1 x∗n ⊗ yn .
Proposition 5.1.2. Un opérateur T ∈L (E ,F ) est nucléaire si et seulement si il admet
une factorisation
E
u // `∞
M
λ
// `1
v // F
avec u et v linéaires continus, Mλ désignent la multiplication par une suite (λn)n ∈ `1.
Démonstration. Notons que toute application linéaire continue u : E −→ `∞ est de
la forme u(x)= (〈x∗n , x〉)n≥1 où (x∗n ) est une suite bornée d’éléments de E∗.
D’autre part si en =
(
δn,m
)
m≥1 toute application linéaire continue v : `1 −→ F est de
la forme v
(
(βn)n≥1
) =∑∞n=1βn yn où (yn) = (v(en)) est une suite bornée d’éléments
de F.
Dire que T est nucléaire signifie que T =∑n λn x∗n⊗yn avec sup∥∥x∗n∥∥<+∞, sup∥∥yn∥∥<
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+∞, et∑n |λn | < +∞. Ceci signifie donc T admet une factorisation :
x
u // (〈x∗n , x〉)n Mλ // (λn 〈x∗n , x〉)n v // ∑∞n=1λn 〈x∗n , x〉 yn .
Définition 5.1.3. Soit X et Y deux espaces de Banach. Un opérateur u : X −→ Y est
p-nucléaire (1≤ p <+∞) s’il existe des opérateurs a ∈L (`p ,Y ), b ∈L (X ,`∞) et une
suiteλ= (λn)n ∈ `p tels que u = a◦Mλ◦b où Mλ désigne l’opérateur de multiplication
par λ.
On noteNp (X ,Y ) l’ensemble des opérateurs nucléaires de X dans Y et on pose
νp (u)= inf‖a‖‖λ‖`p ‖b‖ ,
l’inf étant pris sur toutes les factorisations du type ci-dessus.
On voit donc que la classe des opérateurs 1-nucléaires coincide avec la classe
des opérateurs nucléaires.
Proposition 5.1.4. Soient X et Y deux espaces de Banach et soit u : X −→ Y une ap-
plication linéaire continue. Les conditions suivantes sont équivalentes.
(i ) u est p- nucléaire.
(i i ) u admet une factorisation u : X
b→ c0 Mτ→ `p a→ Y où a et b sont des opérateurs
compacts et où Mτ est l’opérateur de multiplication associé à τ ∈ `p .
(i i i ) Même condition que (i i ), avec a et b des opérateurs bornés.
(i v) Il existe des suites (λn) ∈ `p , (x∗n )⊂BX ∗ et
(
yn
)⊂ `faibleq (Y ) telles que u =∑∞n=1λn x∗n⊗
yn , la série étant convergente dansL (X ,Y ) .
(v) Il existe des suites (x∗n )⊂ `p (X ∗) et (yn)⊂ `faibleq (Y ) telles que u =
∑∞
n=1 x
∗
n ⊗ yn , la
série étant convergente dansL (X ,Y ) .
De plus si u est p-nucléaire, on a : νp (u)= inf‖a‖‖λ‖`p ‖b‖ = inf
∥∥(x∗n )∥∥`p ∥∥yn∥∥`faibleq ,
les inf étant calculés sur toutes les décompositions de u donnée par les conditions (i i )
et (v).
Démonstration. De même que plus haut, on vérifie que pour toute suiteλ= (λn)n≥1 ∈
`p il existe α = (αn)n≥1 ∈ c0 et σ = (σn)n≥1 ∈ `p telles que λ = α◦σ et on peut véri-
fier que pour tout ²> 0, on peut choisir α et σ de façon que αn ≥ 0 et ‖α‖c0 ‖λ‖`p ≤
(1+²)‖λ‖`p aussi ( ceci résulte du théorème de factorisation de Cohen, voir [10], th
2.9.24, page 312 ).
Comme
(
α
1
2
n
)
n≥1
∈ c0, cette suite peut être utilisée pour construire deux opérateurs
diagonaux b0 : `∞ −→ co et a0 : `p −→ `p . A partir de la décomposition u = a◦Mλ◦b
avec a ∈L (`p ,Y ), b =L (X ,`∞) on obtient la factorisation u = (a◦a0)◦(Mλ◦(b0◦b)
qui est du type (i i ). De plus, on a :νp (u) = inf‖a‖‖λ‖‖b‖ où l’inf est calculé sur
toutes les décompositions données en (i i ).
Le reste de la proposition provient du fait que l’application u −→ (uen)n≥1 définit un
isomorphisme isométrique deL (`p ,Y ) sur `faiblep (Y ) pour 1 < p < +∞, tandis que
pour p = 1 cette application définit un isomorphisme isométrique de L (c0,Y ) sur
`faible1 (Y ).
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Signalons sans démonstration le résultat suivant, voir[8]th 5.29,page 117.
Théorème 5.1.5. Soient X , Y , Z des espaces de Banach, soit v ∈ L (X ,Y ) et u ∈
L (Y , Z ). On suppose que 1 ≤ p, q,r < +∞ et que 1r = 1p + 1q . Si u est p-nucléaire et v
est q- sommant, ou si u est p-sommant et v est q-nucléaire, alors u◦v est r-nucléaire.
Théorème 5.1.6. Soient X , Y deux espaces de Banach et soit u ∈L (X ,Y ). Alors les
deux conditions suivantes sont équivalentes.
(1) Il existe un espace de Banach Z et deux opérateurs 2-sommants a : Z −→ Y et
b : X −→ Z tels que u = a ◦b.
(2) Il existe un espace de Hilbert H, un opérateur borné v : H → Y et un opérateur
nucléaire w : X →H tels que u = v ◦w.
En particulier la composée de deux opérateurs 2-sommants est nucléaire.
Démonstration. On suppose que (1) est vérifié. D’après un corollaire du théorème
de factorisation de Pietsch, u admet une factorisation de la forme u : X
b→ L∞
(
µ
) j→
L2
(
µ
) a→ L∞ (λ) i→ L2 (λ) v→ Y .
L’opérateur i ◦ a est un opérateur de Hilbert-schmidt, donc 2-sommant et j ◦b est
2-sommant. D’après le théorème précédent, i ◦ a ◦ j ◦b est nucléaire. Donc (2) est
vérifié.
On suppose que (2) est vérifié. On a une factorisation de la forme u : X
w→ H v→ Y
où H est un espace de Hilbert et w nucléaire. On a : w : X
b→ `∞ ∆→ `1 a→ H avec ∆
un opérateur de multiplication associé à un élément de `1 et a, b bornés. Alors ∆
et ∆◦b sont nucléaires, donc 1-sommants et a est 1-sommant d’après le théorème
de Grothendieck. Donc d’après le théorème d’inclusion (th1.2.3), ∆◦b et v ◦a sont
2-sommants, ce qui montre que (1) est vérifié avec Z = `1.
On a le résultat classique suivant, voir par exemple[40].
Propriété 5.1.7. Soit H1 et H2 deux espaces de Hilbert et soit v ∈L (H1, H2). Alors les
trois conditions suivantes sont équivalentes.
(1) v est nucléaire.
(2) Il existe un espace de Hilbert H3 et deux opérateurs de Hilbert-Schmidt v1 : H1 −→
H3 et v2 : H3 −→H2 tels que v = v2 ◦ v1.
(3) Il existe deux opérateurs de Hilbert-Schmidt v1 : H1 −→ H1 et v2 : H1 −→ H2 tels
que v = v2 ◦ v1.
Dans ce cas, il existe une suite orthonormale (en) d’éléments de H1, une suite ortho-
normale ( fn) d’éléments de H2 et (λn)n≥1 ∈ `1 telles que v =∑∞n=1λnen ⊗ fn .
Démonstration. Supposons que (2) est vérifié.
Soient v1 : H1 −→ H3 et v2 : H3 −→ H2 deux opérateurs de Hilbert-Schmidt. Posons
v = v2 ◦ v1. On écrit la décomposition polaire v = qW , avec w =
p
v∗v : H1 −→H2 et
q : W (H1)−→ H2 isométrique. Soient (en)n≥1 une base orthonormale de H1 formée
par des vecteurs propres de W et soit (λn)n≥1 la suite des valeurs propres de W. On
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pose : hn = qen
|λn | = λn
= 〈W en ,en〉
= 〈qW en , qen〉
= 〈(v2 ◦ v1)en ,hn〉
= 〈v1en , v∗2 hn〉
≤ 1
2
(
‖v1en‖2+
∥∥v∗2 hn∥∥2)
Comme v1 et v2 sont des opérateurs de Hilbert-Schmidt, alors :
∑‖v1en‖2 <+∞ et∑∥∥v∗2 hn∥∥2 <+∞ et par conséquent∑ |λn | < +∞. Donc v est nucléaire.
Supposons que (1) est vérifié.
Soit v : H1 −→ H2 un opérateur nucléaire. On écrit de nouveau la décomposition
polaire v = qW . On a v =∑∞n=1 xn ⊗ yn avec∑‖xn‖H1 ∥∥yn∥∥H2 <+∞.
Soit P : H2 −→ v(H1) la projection orthogonale. On a :v = P v =∑∞n=1 xn ⊗P yn donc
on peut supposer que yn ∈ v(H1) = q
(
W (H1)
)
. On pose zn = q−1 yn et on a W =∑∞
n=1 xn ⊗ zn , et W est compact et positif.
Soit (ek )k≥1 une base orthonormale de H1 formée de vecteurs propres de W , soit
(λk )k≥1 la suite des valeurs propres de W et soit PN la projection orthogonale de H1
sur le sous-espace vectoriel FN engendré par e1, . . . ,eN . On peut considérer
PN vPN =
N∑
k=1
λk ek ⊗ek =
N∑
n=1
PN xn ⊗PN zn
comme un endomorphisme de FN .
Comme
Tr (PN xn ⊗PN zn)= 〈PN xn ,PN zn〉
on a :
N∑
k=1
λk = Tr (PN vPN )
=
N∑
n=1
〈PN xn ,PN zn〉
≤
∞∑
n=1
‖xn‖
∥∥yn∥∥ .
Donc
∑∞
k=1λk <+∞. On pose W1 =
∑∞
n=1λ
1
2
n en⊗en . Alors W1 et qW1 sont des opéra-
teurs de Hilbert-Schmidt et v = qW = (qW1)W1. On obtient la décomposition cher-
chée en posant fn = qen .
On peut se demander si la composée d’un opérateur γ-radonifiant et d’un opé-
rateur de Hilbert-Schmidt est nécessairement nucléaire.
La remarque suivante pourrait mener à un contre-exemple.
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Soient T : `2 −→ `p , en 7−→ anen avec p > 2 et S : `2 −→ `2, en 7−→ bnen . Alors T est
γ-radonifiant si (an) ∈ `p et S est de Hilbert-Schmidt si (bn) ∈ `2. Donc la composée
u = T ◦S :`2 −→ `p , en 7−→ anbnen est diagonale et l’application ((an)n≥1, (bn)n≥1)−→
(anbn)n≥1 est une application de `p ×`2 sur ` 2p
p+2
qui contient strictement `1.
Donc u = T ◦S : `2 −→ `p peut être de la forme en −→ cnen avec (cn)n≥1 ∉ `1.
Nous n’avons pas pu montrer qu’un tel opérateur n’est pas nucléaire.
5.2 Opérateurs faiblement ∗p-nucléaires
Soit X un espace de Banach. Rappelons que :
(xn)n≥1 ∈ `faiblep (X ) quand sup
x∗∈BX∗
∞∑
n=1
∣∣〈x∗, xn〉∣∣p <+∞
et que (
x∗n
)
n≥1 ∈ `faible∗p (X ∗) quand sup
x∈BX
∞∑
n=1
∣∣〈x∗n , x〉∣∣p <+∞.
Si
(
x∗n
) ∈ `p (X ∗), et si (yn) ∈ `q (Y ), on a pour x ∈ X
∞∑
n=1
∥∥〈x∗n , x〉 yn∥∥≤ ( ∞∑
n=1
∣∣〈x∗n , x〉∣∣p) 1p ( ∞∑
n=1
∥∥yn∥∥q) 1q .
Donc la formule u =∑∞n=1 x∗n ⊗ yn définit un opérateur borné et on a
‖ux‖ ≤
∞∑
n=1
∥∥〈x∗n , x〉 yn∥∥
≤
( ∞∑
n=1
∣∣〈x∗n , x〉∣∣p) 1p ( ∞∑
n=1
∥∥yn∥∥q) 1q
≤
( ∞∑
n=1
‖x‖p
∣∣∣∣〈x∗n , x‖x‖
〉∣∣∣∣p)
1
p
( ∞∑
n=1
∥∥yn∥∥q) 1q
≤ ‖x‖
( ∞∑
n=1
∣∣∣∣〈x∗n , x‖x‖
〉∣∣∣∣p)
1
p
( ∞∑
n=1
∥∥yn∥∥q) 1q
≤ ‖x‖
( ∞∑
n=1
∥∥yn∥∥q) 1q ∥∥(x∗n )n≥1∥∥`faible∗p (H) .
Ceci suggère la définition suivante.
Définition 5.2.1. Soient X , Y deux espaces de Banach et soit u ∈L (X ,Y ) .
(i ) On dit que u est faiblement p-nucléaire si u =∑n x∗n ⊗ yn avec (x∗n ) ∈ `faiblep (X ∗) et
(yn) ∈ `q (Y ).
(i i ) On dit que u est faiblement ∗p-nucléaire si u =∑n x∗n⊗yn avec (x∗n ) ∈ `faible∗p (X ∗)
et (yn) ∈ `q (Y ).
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On remarquera que tout opérateur faiblement p-nucléaire est également faible-
ment ∗p nucléaire.
Remarquons que `∞ (X ∗)= `faible∗∞ (X ∗) .
On a vu au paragraphe 1.1 du chapitre 1 que `∞ (X )= `faible∞ (X ) .
Dans le cas d’un espace dual, on a `∞ (X ∗)= `faible∞ (X ∗)= `faible∗∞ (X ∗) .
En effet `faible∞ (X ∗)⊂ `faible∗∞ (X ∗) . D’autre part, si
(x∗n ) ∈ `faible∗(X
∗)
∞ , sup
x∈X t q‖x‖≤1
(sup
n
∣∣〈x∗n , x〉∣∣)<+∞.
Donc
sup
n
‖xn‖ = sup
x∈BX
sup
n
∣∣〈x∗n , x〉∣∣<+∞
et
`∞
(
X ∗
)= `faible∗∞ (X ∗)= `faible∞ (X ∗) .
Proposition 5.2.2. Soit H un espace de Hilbert. Alors `1(H)( `faible1 (H).
Démonstration. Soit (en)n≥0 une base orthonormale de H et posons fn = enn .∑∞
n=1
∥∥ fn∥∥H =∑∞n=1 1n =+∞. Donc fn ∉ `1(H).
Pour g ∈H , on a :
∞∑
n=1
∣∣〈g , fn〉∣∣ = ∞∑
n=1
∣∣∣〈g , en
n
〉∣∣∣
=
∞∑
n=1
∣∣〈g ,en〉∣∣
n
≤
( ∞∑
n=1
∣∣〈g ,en〉∣∣2) 12 ( ∞∑
n=1
1
n2
) 1
2
≤ ∥∥g∥∥ pip
6
Donc fn ∈ `faible1 (H).
Exemple 5.2.3. Soit H un espace de Hilbert et soit (xn)n≥1 ∈ `faible1 (H). L’opérateur
v : H → `1, défini par v(h)= (〈h, xn〉)n≥1 est faiblement ∗1-nucléaire.
En effet, posons
〈
x∗n , x
〉 = 〈x, xn〉 . Alors (x∗n )n≥1 ∈ `faible∗1 (H). Soit (en) la base natu-
relle de `1. On a : v(h) = ∑∞n=1 en 〈h, xn〉 = ∑∞n=1 x∗n ⊗ en avec (en) ∈ `∞(`1), (x∗n) ∈
`
faible
1 (H).
Il est à remarquer que `faible∗1 (H)= `faible1 (H). Donc tout opérateur faiblement ∗
nucléaire de H dans un espace Y est faiblement nucléaire. Ce résultat est valable si
on remplace H par un espace de Banach reflexif.
5.3 Caractérisation des opérateurs faiblement∗p-nucléaires
Proposition 5.3.1. Soit T ∈L (H). Alors T est faiblement∗1-nucléaire si et seulement
si T est de Hilbert-Schmidt.
5.3. CARACTÉRISATION DES OPÉRATEURS FAIBLEMENT ∗P-NUCLÉAIRES 67
Démonstration. Soit T un opérateur de Hilbert-Schmidt. On a T =∑∞n=1λne∗n ⊗ en ,
avec (e∗n) et (en) des bases orthonormales de H et
∑∞
n=1 |λn |2 < +∞. On pose x∗n =
λne∗n .
∞∑
n=1
∣∣〈x∗n , x〉∣∣ = ∞∑
n=1
∣∣〈λne∗n , x〉∣∣
=
∞∑
n=1
|λn |
∣∣〈e∗n , x〉∣∣
≤
( ∞∑
n=1
|λn |2
) 1
2
( ∞∑
n=1
∣∣〈e∗n , x〉∣∣2) 12
≤ ‖x‖
( ∞∑
n=1
|λn |2
) 1
2
Donc T =∑∞n=1 x∗n ⊗en avec (en) ∈ `∞(H) et (x∗n ) ∈ `faible∗1 (H) i.e T est faiblement∗1-
nucléaire.
Réciproquement, montrons que si T est un opérateur faiblement∗1-nucléaire, alors
T est de Hilbert-Schmidt. Soit T =∑∞n=1 x∗n⊗yn avec x∗n ∈ `faible∗1 (H) et yn ∈ `∞(H).On
a T h =∑∞n=1 〈x∗n ,h〉 yn =∑∞n=1 〈h, xn〉 yn .
On considère les opérateurs S : H → `1 , h 7−→ 〈h, xn〉 et U : `1 → H , (αn) 7−→∑∞
n=1αn yn . Donc T =U ◦S. On voit bien que T se factorise à travers l’espace `1 et
d’après le théorème 2.2.5, T est de Hilbert-Schmidt.
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Chapitre 6
Généralisation des opérateurs
γ-radonifiants
6.1 Les opérateurs γ-sommants sur un espace de Ba-
nach
On a la proposition suivante, suggérée par le théorème 4.3.6.
Proposition 6.1.1. Soit H un espace de Hilbert, soit E un espace de Banach, et soit
S ∈ γ∞ (H ,E) . Alors, on a pour x1, . . . , xN ∈H
(
E
∥∥∥∥∥ N∑n=1γnSxn
∥∥∥∥∥
2) 12
≤ ‖S‖γ∞(H ,E) sup
‖x∗‖≤1
(
N∑
n=1
∣∣〈x∗, xn〉∣∣2
) 1
2
.
Démonstration. Soient x1, . . . , xN ∈ H et soit (e1, . . . ,eN ) une famille orthonormale
d’éléments de H . On pose u(x)=∑Nn=1 〈x,en〉xn pour x ∈H .
‖u (x)‖2 = sup
‖x∗‖≤1
∣∣∣∣∣
〈
x∗,
N∑
n=1
〈x,en〉xn
〉∣∣∣∣∣
2
= sup
‖x∗‖≤1
∣∣∣∣∣ N∑n=1〈x∗, xn〉〈x,en〉
∣∣∣∣∣
2
≤ sup
‖x∗‖≤1
(
N∑
n=1
∣∣〈x∗, xn〉∣∣2
)(
N∑
n=1
|〈x,en〉|2
)
.
Donc
‖u(x)‖ ≤ sup
‖x∗‖≤1
(
N∑
n=1
∣∣〈x∗, xn〉∣∣2
) 1
2
‖x‖
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et
‖u‖ ≤ sup
‖x∗‖≤1
(
N∑
n=1
∣∣〈x∗, xn〉∣∣2
) 1
2
.
Donc (
E
∥∥∥∥∥ N∑n=1γnSxn
∥∥∥∥∥
2) 12
=
(
E
∥∥∥∥∥ N∑n=1γn (S ◦u)en
∥∥∥∥∥
2) 12
≤ ‖S ◦u‖γ∞(H ,E)
≤ ‖S‖γ∞(H ,E) ‖u‖
≤ ‖S‖γ∞(H ,E) sup
‖x∗‖≤1
(
N∑
n=1
∣∣〈x∗, xn〉∣∣2
) 1
2
.
On notera que ‖S‖γ∞(H ,E) est la plus petite constante c ≥ 0 tel que(
E
∥∥∥∥∥ N∑n=1γnSxn
∥∥∥∥∥
2) 12
≤ c sup
‖x∗‖≤1
(
N∑
n=1
∣∣〈x∗, xn〉∣∣2
) 1
2
pour toute famille finie (x1, . . . , xN ) d’éléments de E , comme on le voit en se restrei-
gnant aux familles orthonormales.
Ceci suggère la définition suivante.
Définition 6.1.2. Soit X , Y deux espaces de Banach. On dit qu’un opérateur u : X −→
Y est γ-sommant si et seulement si il existe une constante c ≥ 0 vérifiant, pour toute
famille finie (x1, . . . , xN ) d’éléments de X(
E
∥∥∥∥∥ N∑n=1γnuxn
∥∥∥∥∥
2) 12
≤ c sup
‖x∗‖≤1
(
N∑
n=1
∣∣〈x∗, xn〉∣∣2
) 1
2
. (6.1)
On note γ∞ (X ,Y ) l’ensemble des opérateurs γ-sommants de X dans Y et pour
tout u ∈ γ∞ (X ,Y ), on note ‖u‖γ∞(X ,Y ) la plus petite constante c vérifiant (6.1)
On a la “ propriété d’idéal” suivante.
Proposition 6.1.3. Soient X , Y , X1, Y1 des espaces de Banach. Si v ∈L (X1, X ), w ∈
L (Y ,Y1) et u ∈ γ∞ (X ,Y ) alors w ◦u ◦ v ∈ γ∞ (X1,Y1) et
‖w ◦u ◦ v‖γ∞(X ,Y ) ≤ ‖v‖‖u‖γ∞(X ,Y ) ‖w‖ .
Démonstration. On a
E
∥∥∥∥∑
n
γn (w ◦u ◦ v) (xn)
∥∥∥∥2 ≤ ‖w‖2E∥∥∥∥∑
n
γnu (v(xn))
∥∥∥∥2
≤ ‖w‖2 ‖u‖2γ∞(X ,Y ) sup‖x∗‖≤1
∑
n
∣∣〈x∗, v(xn)〉∣∣2
≤ ‖w‖2 ‖u‖2γ∞(X ,Y ) sup‖x∗‖≤1
∑
n
∣∣〈v∗(x∗), xn〉∣∣2
≤ ‖w‖2 ‖u‖2γ∞(X ,Y ) ‖v‖2 sup‖x∗‖≤1
∑
n
∣∣〈x∗, xn〉∣∣2
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Donc w ◦u ◦ v ∈ γ∞(X ,Y ) et ‖w ◦u ◦ v‖γ∞(X ,Y ) ≤ ‖v‖‖u‖γ∞(X ,Y ) ‖w‖ .
Proposition 6.1.4. Soient K un compact, µ une mesure régulière borélienne, positive
sur K et 1≤ p <∞. Pour tout ϕ ∈ Lp (µ), l’opérateur de multiplication Mϕ : C (K )−→
Lp (K ,µ) : f 7−→ f ϕ estγ-sommant avec
∥∥ϕ∥∥Lp (K ,µ) ≤ ∥∥Mϕ∥∥γ∞(C (K ),Lp (K ,µ)) ≤Cγ2,pCγp,2∥∥ϕ∥∥Lp (K ,µ)
Démonstration. A chaque k ∈K est associé la mesure de Dirac δk ∈C (K )∗ qui vérifie〈
δk , f
〉= f (k). L’ensemble {δk : k ∈K } est un sous-ensemble normant dans la boule
unité de C (K )∗, si f est continue sur K et
∥∥ f ∥∥K = maxk∈K ∣∣ f (k)∣∣ . Soit ( fn)1≤n≤N ⊂
C (K ). D’après le lemme 1.3.2, on a :
∥∥( fn)∥∥`faible2 (C (K )) = supf ∗∈C (K )∗
(∑
n
∣∣〈 f ∗, fn〉∣∣2) 12
= sup
k
(∑
n
∣∣〈δk , fn〉∣∣2) 12
= sup
k
(∑
n
∣∣ fn(k)∣∣2) 12
=
∥∥∥∥∥
(∑
n
∣∣ fn∣∣2) 12
∥∥∥∥∥
C (K )
Par suite, on a d’après la propriété 3.1.3
(
E
∥∥∥∥∑
n
γn Mϕ fn
∥∥∥∥2
Lp (K ,µ)
) 1
2
≤ Cγ2,p
(
E
∥∥∥∥∑
n
γn Mϕ fn
∥∥∥∥p
Lp (K ,µ)
) 1
p
= Cγ2,p
(
E
∥∥∥∥∑
n
γnϕ · fn
∥∥∥∥p
Lp (K ,µ)
) 1
p
= Cγ2,p
(
E
∫
K
∣∣∣∣∑
n
γn fn(k)ϕ(k)
∣∣∣∣p dµ(k)) 1p
= Cγ2,p
(
E
∫
K
∣∣ϕ(k)∣∣p ∣∣∣∣∑
n
γn fn(k)
∣∣∣∣p dµ(k)) 1p
= Cγ2,p
(∫
K
∣∣ϕ(k)∣∣p E ∣∣∣∣∑
n
γn fn(k)
∣∣∣∣p dµ(k)) 1p d ′apr e`s Fubi ni
= Cγ2,p
(∫
K
∣∣ϕ(k)∣∣p [(E ∣∣∣∣∑
n
γn fn(k)
∣∣∣∣p) 1p
]p
dµ(k)
) 1p
.
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Or
(
E
∣∣∣∣∑
n
γn fn(k)
∣∣∣∣p) 1p ≤ Cγp,2 (E ∣∣∣∣∑
n
γn fn(k)
∣∣∣∣2)
1
2
= Cγp,2
(∑
n
E
∣∣γn∣∣2 ∣∣ fn(k)∣∣2) 12
= Cγp,2
(∑
n
∣∣ fn(k)∣∣2) 12 .
Donc [(
E
∣∣∣∣∑
n
γn fn(k)
∣∣∣∣p) 1p
]p
≤
(
Cγp,2
)p [(∑
n
∣∣ fn(k)∣∣2) 12
]p
.
Finalement, on a :
(
E
∥∥∥∥∑
n
γn Mϕ fn
∥∥∥∥2
Lp (K ,µ)
) 1
2
≤ Cγ2,pC
γ
p,2
(∫
K
∣∣ϕ(k)∣∣p (∑
n
∣∣ fn(k)∣∣2) p2 dµ(k)
) 1
p
≤ Cγ2,pC
γ
p,2 sup
k∈K
(∑
n
∣∣ fn(k)∣∣2) 12 (∫
K
∣∣ϕ(k)∣∣p dµ(k)) 1p
≤ Cγ2,pC
γ
p,2
∥∥ϕ∥∥Lp (K ,µ) ·∥∥( fn)∥∥`faible2 (C (K ))
D’autre part, on a
∥∥ϕ∥∥Lp (K ,µ) ≤ ∥∥Mϕ∥∥γ∞(C (K ),Lp (K ,µ)). Donc Mϕ est γ-sommant et∥∥ϕ∥∥Lp (K ,µ) = ∥∥Mϕ ·1∥∥Lp (K ,µ) ≤ ∥∥Mϕ∥∥γ∞(C (K ),Lp (K ,µ)) ≤Cγ2,pCγp,2∥∥ϕ∥∥Lp (K ,µ)
Il est à remarquer que Cγp,q = 1 si p ≤ q par l’inégalité de Hölder.
Corollaire 6.1.5. Soient K un compact, µ une mesure régulière positive sur K et 1 ≤
p <∞. L’application canonique jp : C (K )−→ Lp (K ,µ) est γ-sommante avec∥∥ jp∥∥γ∞(C (K ),Lp (K ,µ)) ≤µ(K ) 1p
Démonstration. Il suffit de considérer queϕ=1dans la proposition précédente.
Lemme 6.1.6. Soient (Ω,
∑
,µ) un espace mesuré et 1≤ p <∞. Pour toutϕ ∈ Lp (K ,µ),
l’opérateur de multiplication Mϕ : L∞(µ)−→ Lp (K ,µ) : f 7−→ f ϕ est γ-sommant avec∥∥Mϕ∥∥γ∞(L∞(µ),Lp (K ,µ)) ≤Cγ2,pCγp,2∥∥ϕ∥∥Lp (K ,µ)
Démonstration. On a vu que L∞(µ) peut être considéré comme un espace de type
C (K ). Donc la démonstration est analogue à celle de la proposition précédente.
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Corollaire 6.1.7. Soit (Ω,
∑
,µ) un espace mesuré fini et 1≤ p <∞. L’application ip :
L∞(µ)−→ Lp (K ,µ) est γ-sommante avec
∥∥ip∥∥γ∞(L∞(µ),Lp (K ,µ)) ≤µ(Ω) 1p
Démonstration. Il suffit de prendre ϕ=1 dans le théorème précédent.
Lemme 6.1.8. Soit 1≤ p <∞. L’opérateur diagonal Dλ : `∞ −→ `p : (an) 7−→ (λn an),
est γ-sommant avec ‖Dλ‖γ∞(`∞,`p ) ≤ ‖λ‖`p
Démonstration. Il suffit de remarquer que `∞ = L∞(N,µ) avecµ la mesure de comp-
tage. Par suite, il suffit d’utiliser la même démarche que le corollaire précédent tout
en tenant compte que λ est dans `p = Lp (µ).
Théorème 6.1.9. Soient X et Y deux espaces de Banach. AlorsΠ2 (X ,Y )⊂ γ∞ (X ,Y ) .
Démonstration. Ceci résulte du théorème de factorisation de Pietsch(th1.3.12) et du
principe d’idéal.
Remarque 6.1.10. Le théorème de factorisation de Pietsch reste valable pour les opé-
rateurs p-sommants en remplaçant L2(µ) par Lp (µ). On en déduit que Πp (X ,Y ) ⊂
γ∞(X ,Y ) pour 1≤ p <+∞.
6.2 Les opérateurs de Rademacher-bornés
On désigne de nouveau par (rn)n≥1 la suite de Rademacher.
Soient X ,Y deux espaces de Banach. On déduit immédiatement des inégalités
de Kahane-Khintchine que les deux conditions suivantes sont équivalentes.
(i) Il existe p ≥ 1 et cp > 0 tel que pour toute famille finie {x1, . . . , xN } d’éléments
de X , on ait [∫ 1
0
∥∥∥∥∥ N∑n=1 rn(t )xn
∥∥∥∥∥
p
d t
] 1
p
≤ cp sup
‖x∗‖≤1
[
N∑
n=1
| < x∗, xn > |2
] 1
2
(ii) Pour tout p ≥ 1 il existe cp > 0 tel que pour toute famille finie {x1, . . . , xN }
d’éléments de X , on ait[∫ 1
0
∥∥∥∥∥ N∑n=1 rn(t )xn
∥∥∥∥∥
p
d t
] 1
p
≤ cp sup
‖x∗‖≤1
[
N∑
n=1
| < x∗, xn > |2
] 1
2
Ceci suggère la définition suivante.
Définition 6.2.1. Soient X ,Y deux espaces de Banach, et soit u : X → Y un opérateur
linéaire. On dit que u est Rademacher-borné s’il existe c ≥ 0 tel que l’on ait, pour toute
famille finie {x1, . . . , xN } d’éléments de X ,∫ 1
0
∥∥∥∥∥ N∑n=1 rn(t )u(xn)
∥∥∥∥∥
2
d t ≤ c2 sup
‖x∗‖≤1
N∑
n=1
| < x∗, xn > |2.
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L’ensemble des opérateurs Rademacher-bornés de X dans Y est noté r b(X ,Y ),
et pour u ∈ r b(X ,Y ) on note ‖u‖r b(X ,Y ) le plus petit réel c > 0 vérifiant l’inégalité
ci-dessus pour toute famille finie {x1, . . . , xN } d’éléments de X .
Il résulte immédiatement de la définition ci-dessus appliquée aux singletons que
r b(X ,Y )⊂L (X ,Y ) et que ‖u‖ ≤ ‖u‖r b(X ,Y ) pour tout u ∈ r b(X ,Y ).
On va voir que la classe des opérateurs Rademacher-bornés coincide avec la
classe des opérateurs γ-sommants. Ceci résulte de deux inégalités bien connues,
voir ([19], prop 12.11 et lemme 12.14).
Proposition 6.2.2. Soit
∑N
n=1γn xn une somme aléatoire dans un espace de Banach
X avec (Ω,
∑
,P ) son espace de probabilité. Alors
(i) Pour tout ²1, . . . ,²N =±1,
∥∥∑N
n=1 ²nγn(•)xn
∥∥ et ∥∥∑Nn=1γn(•)xn∥∥ ont la même distri-
bution.
(ii)
∥∥∑N
n=1γn(•)xn
∥∥ et ∥∥∑Nn=1 rn(•) ∣∣γn(•)∣∣xn∥∥ ont la même distribution.
En particulier, pour 0< p <+∞,
E
∥∥∥∥∥ N∑n=1γn xn
∥∥∥∥∥
p
=
∫ 1
0
E
∥∥∥∥∥ N∑n=1 rn(t )γn xn
∥∥∥∥∥
p
d t
=
∫ 1
0
E
∥∥∥∥∥ N∑n=1 rn(t )
∣∣γn∣∣xn
∥∥∥∥∥
p
d t
Lemme 6.2.3. Soit (x1, . . . , xN ) une suite finie d’éléments d’un espace de Banach et
soit m1 =
√
2
pi le moment d’ordre 1 défini par la formule (4.1). Alors on a(∫ 1
0
∥∥∥∥∥ N∑n=1 rn(t )xn
∥∥∥∥∥
2
d t
) 1
2
≤ 1
m1
(
E
∥∥∥∥∥ N∑n=1γn xn
∥∥∥∥∥
2) 12
.
Démonstration. D’après la proposition 6.2.2,
∥∥∑N
n=1 rn(•)
∣∣γn(•)∣∣xn∥∥ et ∥∥∑Nn=1γn(•)xn∥∥
ont la même distribution. Donc(∫ 1
0
∥∥∥∥∥ N∑n=1 rn(t )xn
∥∥∥∥∥
2
d t
) 1
2
= 1
m1
(∫ 1
0
∥∥∥∥∥ N∑n=1 rn(t )(E
∣∣γn∣∣xn)
∥∥∥∥∥
2
d t
) 1
2
= 1
m1
(∫ 1
0
∥∥∥∥∥E
(
N∑
n=1
rn(t )
∣∣γn∣∣xn
)∥∥∥∥∥
2
d t
) 1
2
≤ 1
m1
(∫ 1
0
(
E
∥∥∥∥∥ N∑n=1 rn(t )
∣∣γn∣∣xn
∥∥∥∥∥
)2
d t
) 1
2
≤ 1
m1
(∫ 1
0
E
∥∥∥∥∥ N∑n=1 rn(t )
∣∣γn∣∣xn
∥∥∥∥∥
2
d t
) 1
2
= 1
m1
(
E
∥∥∥∥∥ N∑n=1γn xn
∥∥∥∥∥
2) 12
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Lemme 6.2.4. Soit X un espace de Banach. Soit u : `N2 −→ X un opérateur et soit
(e1, . . . ,eN ) la base canonique de `N2 . On a :
E
∥∥∥∥∥ N∑n=1γnu(en)
∥∥∥∥∥
2
=
∫
O(n)
∫ 1
0
∥∥∥∥∥ N∑n=1 rn(t ) (u ◦ v) (en)
∥∥∥∥∥
2
d tdνn(v)
où O(n) désigne le groupe orthogonal d’ordre n et où νn désigne la mesure de Haar
sur O(n).
On a alors le résultat suivant.
Théorème 6.2.5. Soient X et Y deux espaces de Banach. On a r b(X ,Y ) = γ∞(X ,Y ),
et , pour u ∈ γ∞(X ,Y ),
m1‖u‖r b(X ,Y ) ≤ ‖u‖γ∞(X ,Y ) ≤ ‖u‖r b(X ,Y ).
Démonstration. Il résulte du lemme 6.2.3 que γ∞(X ,Y )⊂ r b(X ,Y ) et que
m1 ‖u‖r b(X ,Y ) ≤ ‖u‖γ∞(X ,Y ) pour u ∈ γ∞(X ,Y ).
Réciproquement, soit u ∈ r b(X ,Y ) et soient (x1, . . . , xN ) ∈ X . On définit w : `N2 −→ X
par la formule w(en)= xn pour 1≤ n ≤N . On a
E
∥∥∥∥∥ N∑n=1γnu(xn)
∥∥∥∥∥
2
=
∫
O(n)
∫ 1
0
∥∥∥∥∥ N∑n=1 rn(t ) (u ◦w ◦ v) (en)
∥∥∥∥∥
2
d tdνn(v)
≤ sup
v∈O(n)
‖u ◦w ◦ v‖2
r b(`N2 ,Y )
≤ ‖u‖2r b(X ,Y ) sup
v∈O(n)
‖v‖2
L (`N2 )
‖w‖2
L (`N2 ,X )
On a ‖v‖L (`N2 ) = 1 ∀ v ∈O(n) et
‖w‖L (`N2 ,X ) = sup
(αn )n1 ∈`N2
∥∥∥∥∥ N∑n=1αn xn
∥∥∥∥∥
= sup∥∥(αn )N1 ∥∥≤1 sup‖x∗‖≤1
∣∣∣∣∣ N∑n=1αn 〈x∗, xn〉
∣∣∣∣∣
≤ sup∥∥(αn )N1 ∥∥≤1
(
N∑
n=1
|αn |2
) 1
2
sup
‖x∗‖≤1
(
N∑
n=1
∣∣〈x∗, xn〉∣∣2
) 1
2
= sup
‖x∗‖≤1
(
N∑
n=1
∣∣〈x∗, xn〉∣∣2
) 1
2
Donc u ∈ γ∞(X ,Y ) et ‖u‖γ∞(X ,Y ) ≤ ‖u‖r b(X ,Y ) .
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6.3 Les opérateurs presque sommants
Comme l’ont remarqué avant nous Blasco,Tarieladze et Vidal dans [1], le théo-
rème 6.2.5 est énoncé de manière erronée au théorème 12.12 de l’ouvrage de Diestel,
Jarchow et Tonge[8] à cause d’une confusion entre la classe des opérateurs presque
sommants et la classe des opérateurs Rademacher-bornés. Pour éclaircir cette ques-
tion nous aurons notamment besoin du résultat suivant.
Théorème 6.3.1. Soit X un espace de Banach et soit (xn)n≥1 une suite d’éléments de
X . Les trois conditions suivantes sont équivalentes.
(i) La série
∞∑
n=1
rn xn converge presque sûrement.
(ii) Il existe p ≥ 1 tel que la série
∞∑
n=1
rn xn converge dans Lp ([0,1], X ).
(iii) La série
∞∑
n=1
rn xn converge dans Lp ([0,1], X ) pour tout p ≥ 1.
Les suites (xn)n ≥ 1 d’éléments de X vérifiant ces trois conditions sont appelées
suites presque inconditionnellement sommables, et l’espace de ces suites est noté
R(X ).([8], th 12.3, p 232).
On équipe R(X ) de la norme
‖(xn)n≥1‖R(X ) =
(∫ 1
0
∥∥∥∥+∞∑
n=1
rn(t )xn
∥∥∥∥2 d t
) 1
2
.
Si X est un espace de Banach on notera c00(X ) l’ensemble des suites d’éléments
de X nulles à partir d’un certain rang.
Proposition 6.3.2. Soit X un espace de Banach. On note Rb(X ) l’ensemble des suites
(xn)n≥1 d’éléments de X vérifiant la condition
sup
N≥1
∫ 1
0
∥∥∥∥∥ N∑n=1 rn(t )xn
∥∥∥∥∥
2
d t <+∞,
et on pose, pour (xn)n≥1 ∈Rb(X ),
‖(xn)n≥1‖Rb (X ) = sup
N≥1
(∫ 1
0
∥∥∥∥∥ N∑n=1 rn(t )xn
∥∥∥∥∥
2
d t
) 1
2
.
Alors (Rb(X ),‖.‖Rb (X )) est un espace de Banach, R(X ) coincide avec l’adhérence
dans Rb(X ) de c00(X ), et ‖(xn)n≥1‖R(X ) = ‖(xn)n≥1‖Rb (X ) pour (xn)n≥1 ∈R(X ).
Démonstration. Il résulte du principe de contraction de Kahane (théorème 3.1.2)
que l’on a, pour toute suite (xn)n≥1 d’éléments de X , pour toute partie finie A deN∗
et pour toute partie finie B de N∗ contenant A,
∫ 1
0
∥∥∥∥∥∑n∈A rn(t )xn
∥∥∥∥∥
2
d t ≤
∫ 1
0
∥∥∥∥∥∑n∈B rn(t )xn
∥∥∥∥∥
2
d t .
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On obtient, pour (xn)n≥1 ∈Rb(X ),
‖(xn)n≥1‖Rb (X ) = limN→+∞
(∫ 1
0
∥∥∥∥∥ N∑n=1 rn(t )xn
∥∥∥∥∥
2
d t
) 1
2
= sup
1≤p<q<+∞
(∫ 1
0
∥∥∥∥∥ q∑n=p rn(t )xn
∥∥∥∥∥
2
d t
) 1
2
,
et ‖(xn)n≥1‖R(X ) = ‖(xn)n≥1‖Rb (X ) pour (xn)n≥1 ∈R(X ).
De plus si (xn)n≥1 ∈Rb(X ), on a, pour k ≥ 1,
‖xk‖ ≤ ‖(xn)n≥1‖Rb (X ).
Soit (x(m))m≥1 =
(
(x(m)n )n≥1
)
m≥1 une suite de Cauchy dans (Rb(X ),‖.‖Rb (X )).
Alors (x(m)n )m≥1 est une suite de Cauchy d’éléments de X pour n ≥ 1. Posons
xn = limm→∞ x(m)n , et x = (xn)n≥1.
Fixons ²> 0, et soit m0 ≥ 1 tel que ‖x(m)− x(m′)‖Rb (X ) < ² pour m′ ≥m ≥m0. On
a, pour N ≥ 1, m ≥m0,
∫ 1
0
∥∥∥∥∥ N∑n=1 rn(t )xn − rn(t )x(m)n
∥∥∥∥∥
2
d t = lim
m′→∞
∫ 1
0
∥∥∥∥∥ N∑n=1 rn(t )x(m′)n − rn(t )x(m)n
∥∥∥∥∥
2
d t ≤ ²2.
Donc x ∈ Rb(X ),‖x − xm‖ ≤ ² pour m ≥ m0, ce qui prouve que (Rb(X ),‖.‖Rb (X ))
est un espace de Banach.
Montrons maintenant que R(X ) coincide avec l’adhérence de c00(X ) dans Rb(X ).
Pour x = (xn) ∈R(X ), N ≥ 1, posons
PN (x)= (x(N )n )n≥1 avec (x(N )n )n≥1
{
xn si n ≤N
0 si n >N
Alors ‖PN (x)‖Rb (X ) ≤ ‖x‖Rb (X ) ∀x ∈ Rb(X ). Comme R(X ) est l’ensemble des élé-
ments x de Rb(X ) tels que la suite (PN (x))N≥1 converge dans (Rb(X ),‖.‖Rb (X )), un
argument élémentaire bien connu montre que R(X ) est un sous-espace vectoriel
fermé de Rb(X ). D’autre part c00(X ) ⊂ R(X ). Comme limN→∞ ‖x −PN (x)‖Rb (X ) = 0
pour x ∈ R(X ), on voit que R(X ) coincide avec l’adhérence de c00(X ) dans Rb(X )
pour la norme ‖.‖Rb (X ).
On introduit les définitions suivantes, où (γn)n≥1 désigne une suite de variables
gaussiennes indépendantes sur un espaceΩ.
Définition 6.3.3. Soient X et Y deux espaces de Banach, et soit u : X → Y un opéra-
teur linéaire.
(1) On dit que u est presque sommant si (u(xn))n≥1 ∈R(X ) pour toute suite (xn)n≥1 ∈
`
f ai ble
2 (X ).
(2) On dit que u est γ-radonifiant si la série
∞∑
n=1
γnu(xn) converge dans L2(Ω, X )
pour toute suite (xn)n≥1 ∈ ` f ai ble2 (X ).
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L’ensemble des opérateurs presque sommants de X dans Y est noté Πps (X ,Y ),
et l’ensemble des opérateurs γ-radonifiants de X dans Y est noté γ(X ,Y ).
Pour u ∈Πps (X ,Y ), on note pips (u) la plus petite constante c ≥ 0 vérifiant, pour
toute famille finie {x1, . . . , xN } d’éléments de X ,
(∫ 1
0
∥∥∥∥∥ N∑n=1 rn(t )u(xn)
∥∥∥∥∥
2
d t
) 1
2
≤ c sup
‖x∗‖≤1
(
N∑
n=1
| < x∗, xn > |2
) 1
2
.
De même on pose ‖u‖γ(X ,Y ) = ‖u‖γ∞(X ,Y ) pour u ∈ γ(X ,Y ). On a le résultat suivant.
Théorème 6.3.4. Soient X et Y deux espaces de Banach. AlorsΠps (X ,Y ) est un sous-
espace fermé de r b(X ,Y ) contenant les opérateurs de rang fini, γ (X ,Y ) = Πps (X ,Y )
et on a, pour u ∈Πps (X ,Y )
m1pips (u)≤ ‖u‖γ(X ,Y ) ≤pips (u).
De plus si Y ne contient pas une copie de c0, on a :
r b(X ,Y )=Πps (X ,Y )= γ∞(X ,Y )= γ(X ,Y ).
Démonstration. Pour u ∈ r b(X ,Y ) et x = (xn)n≥1 ∈ `faible2 (X ), on pose u˜ ((xm)m≥1)=
(u(xm))m≥1 ∈Rb(Y ). On va vérifier que ‖u‖r b(X ,Y ) = ‖u˜‖L (`faible2 (X ),Rb (Y )) .
Soit {x1, . . . , xN } une famille finie d’éléments de X . On pose ‖u˜‖ = ‖u˜‖L (`faible2 (X ),Rb (Y ))
et xn = 0 pour n > N . Alors (xn)n≥1 ∈ c00(X ) ⊂ Rb(X ) et on a d’après le principe de
contraction de Kahane(∫ 1
0
∥∥∥∥∥ N∑n=1 rn(t )u(xn)
∥∥∥∥∥
2
d t
) 1
2
= sup
P≥1
(∫ 1
0
∥∥∥∥∥ P∑n=1 rn(t )u(xn)
∥∥∥∥∥
2
d t
) 1
2
= ‖(u(xn))n≥1‖Rb (Y )
≤ ‖u˜‖‖(xn)n≥1‖`faible2 (X )
= ‖u˜‖ sup
‖x∗‖≤1
(
N∑
n=1
∣∣〈x∗, xn〉∣∣2
) 1
2
.
Donc ‖u‖r b(X ,Y ) ≤ ‖u˜‖ .
Réciproquement, soit ²> 0 et soit (xn)n≥1 ∈ `faible2 (X ) tel que ‖(xn)n≥1‖`faible2 (X ) = 1 et‖(u(xn))n≥1‖Rb (Y ) ≥ ‖u˜‖− ²2 . Donc
sup
N≥1
(∫ 1
0
∥∥∥∥∥ N∑n=1 rn(t )u(xn)
∥∥∥∥∥
2
d t
) 1
2
≥ ‖u˜‖− ²
2
et il existe N ≥ 1 tel que(∫ 1
0
∥∥∥∥∥ N∑n=1 rn(t )u(xn)
∥∥∥∥∥
2
d t
) 1
2
≥ ‖u˜‖−²
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avec
sup
‖x∗‖≤1
(
N∑
n=1
∣∣〈x∗, xn〉∣∣2
) 1
2
≤ ‖(xn)n≥1‖`faible2 (X ) = 1.
Donc (∫ 1
0
∥∥∥∥∥ N∑n=1 rn(t )u(xn)
∥∥∥∥∥
2
d t
) 1
2
≥ (‖u˜‖−²) sup
‖x∗‖≤1
(
N∑
n=1
∣∣〈x∗, xn〉∣∣2
) 1
2
et ‖u‖r b(X ,Y ) ≥ ‖u˜‖−². On a bien ‖u‖r b(X ,Y ) ≥ ‖u˜‖ . Comme R(Y ) est un sous-espace
fermé de Rb(Y ), l’ensemble
W =
{
v ∈L
(
`faible2 (X ),Rb(Y )
)
: v
(
`faible2 (X )
)
⊂R(Y )
}
est un fermé deL
(
`faible2 (X ),Y
)
. Comme l’application u 7→ u˜ est isométrique, ceci
montre queΠps (X ,Y ) est un fermé de r b (X ,Y ) .
Soit x∗ ∈ X ∗ et soit (xn)n≥1 ∈ `faible2 (X ). On a (x∗(xn))n≥1 ∈ `2. Comme (rn)n≥1 est
une famille orthonormale de L2[0,1], la série
∑∞
n=1γn x
∗(xn) converge dans L2[0,1].
Soit u : X −→ Y un opérateur de rang fini. Donc on peut écrire u = ∑Mm=1α∗m ⊗
βm . Si (xn)n≥1 ∈ `faible2 (X ), on a u˜(xn) =
(∑M
m=1α
∗
m(xn)βm
)
n≥1. Comme les séries(∑∞
n=1γnα
∗
m(xn)
)
n≥1 convergent dans L
2[0,1] pour m = 1, · · ·M , la série∑∞n=1γn u˜(xn)
converge dans L2[0,1]. Ainsi r b(X ,Y ) contient les opérateurs de rang fini.
Par le lemme 6.2.4, γ(X ,Y )=Πps (X ,Y ).
Si Y ne contient pas une copie de c0, le fait que R(Y )=Rb(Y ) résulte d’un théorème
de Kwapien ([8]p255) on a alors Πps (X ,Y ) = Rb(Y ) et le théorème 12.12 de [8] est
vrai dans ce contexte(mais faux en général).
Le corollaire suivant donne une démonstration complète de la proposition 12.5
de [8]. La démonstration donnée dans[8] est entachée d’une confusion entre opéra-
teurs Rademacher-bornés et opérateurs presque sommants.
Corollaire 6.3.5. Soient X et Y deux espaces de Banach et p ≥ 1. Alors tout opérateur
p-sommant u : X −→ Y est presque sommant.
Démonstration. Comme Π1(X ,Y ) ⊂ Πp (X ,Y ) pour tout p ≥ 1, on peut supposer
que p > 1. D’après le théorème de factorisation de Pietsch pour les opérateurs p-
sommants (voir[8],corollaire 2.14), on a : u = v ◦ jp ◦w avec K compact et w : X −→
C (K ) et v : Lp (K ,µ) −→ Y linéaire continu, où jp désigne l’injection canonique de
C (K ) dans Lp (K ,µ) pour une mesure de Radon positive µ sur K . On sait que jp ∈
γ∞
(
C (K ),Lp (K ,µ)
)= r b (C (K ),Lp (K ,µ)). Comme Lp (K ,µ) est un espace de Banach
reflexif, il ne contient pas une copie de c0. Donc jp ∈ γ
(
C (K ),Lp (K ,µ)
)=Πps (C (K ),Lp (K ,µ))
et il résulte du principe d’idéal que u est presque sommant.
On voit donc que l’on dispose de plusieurs généralisations naturelles de la no-
tion d’opérateur de Hilbert-Schmidt aux espaces de Banach.
– Les classesΠp (X ,Y ) des opérateurs p-sommants de X dans Y (1≤ p <+∞)
– La classe Πps (X ,Y ) des opérateurs presque sommants de X dans Y , qui coin-
cide avec la classe γ(X ,Y ) des opérateurs γ-radonifiants de X dans Y .
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– La classe des opérateurs faible ∗ 1-nucléaires de X dans Y .
On sait que Πp (X ,Y )⊂Πq (X ,Y ) si 1≤ p ≤ q , et on a ∪p≥1Πp (X ,Y )⊂Πps (X ,Y )
(en d’autres termes, tout opérateur sommant est presque sommant). Toutes ces classes
coincident avec la classe des opérateurs de Hilbert-Schmidt si X et Y sont des es-
paces de Hilbert ; ainsi que les classes des opérateurs u : X −→ Y telles que u∗ :
Y ∗ −→ X ∗ appartiennent à une des classes ci-dessus par rapport à Y ∗ et X ∗.
Questions ouvertes
1. Il serait intéressant d’étudier des conditions garantissant que le produit v ◦u
est nucléaire quand v et u appartiennent à des classes ci-dessus. Par exemple,
il est classique v ◦u est nucléaire si v et u sont 2-sommants (voir th 5.16).
2. On sait que tout opérateur p-sommant est faiblement compact et complète-
ment continu, c’est à dire transforme une suite convergeant faiblement vers
0 en une suite convergeant en norme vers 0. On en déduit que si u est p-
sommant et si v est q-sommant, alors v ◦ u est compact. Si H est un Hil-
bert séparable, tout opérateur presque sommant est limite en norme d’opéra-
teurs de rang fini, donc tout opérateur presque sommant est compact. Il serait
très intéressant d’étudier pour quelles classes d’espaces X et Y les opérateurs
presque sommants de X dans Y sont compacts.
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Résumé
Cette thèse est consacrée à l’extension au cadre Banachique de la notion d’opé-
rateur de Hilbert-Schmidt.
Dans un premier temps, on étudie d’une part les opérateurs p-sommants dans un
espace de Banach X vers un autre espace de Banach Y et d’autre part, les opérateurs
γ-radonifiants dans un espace de Hilbert vers un autre espace de Banach.
Dans un second temps, on s’interesse aux opérateurs γ-sommants dans des espaces
de Banach, qui coincident avec les opérateurs de Rademacher-bornés, ce qui nous
amène aux opérateurs presque sommants.
Enfin, on en déduit plusieurs généralisations naturelles de la notion d’opérateur de
Hilbert-Schmidt aux espaces de Banach.
- Les classes des opérateurs p-sommants de X dans Y .
- La classe des opérateurs presque sommants de X dans Y qui coincide avec la classe
des opérateurs γ-radonifiants de X dans Y .
- La classe des opérateurs faible∗ 1-nucléaires de X dans Y .
Mots clés : Espaces de Banach, opérateurs de Hilbert-Schmidt, opérateurs presque
sommants.
Abstract
This thesis is devoted to extending the notion of Banach Hilbert-Schmidt opera-
tor to the framework of Banach spaces.
In a first step, we study p-summing operators from a Banach space X into a Banach
space Y and γ-radoniyfing operators from a Hilbert space into a Banach space.
In a second step, we discuss γ-summing operators between Banach spaces, which
coincide with Rademacher-bounded operators, which leads to the notion of almost
summing operators.
Finally, we present serval natural generalizations of the notion of Hilbert-Schmidt
operator to Banach spaces.
- Classes of p-summing operators from X into Y .
- The class of almost summing operators from X into Y , which coincides with the
class of γ-radoniyfing operators from X into Y .
- The class of weak∗ 1-nuclear operators from X into Y .
Keywords : Banach spaces, Hilbert-Schmidt operators, almost summing opera-
tors
