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BORDISM AND PROJECTIVE SPACE BUNDLES
SVEN FU¨HRING
Abstract. We prove that total spaces of CP2-bundles generate the oriented cobordism
ring Ω∗. Combined with the surgery lemma ([GL80], [SY79]) this yields a somewhat
different proof of Gromov’s and Lawson’s theorem [GL80] that all simply connected non-
spin manifolds of dimension ≥ 5 carry a metric of positive scalar curvature (pscm).
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1. Introduction
The purpose of the present paper is to prove
Theorem 1.1. The oriented cobordism ring Ω∗ is in positive degrees generated by the total
spaces of CP2-bundles with structure group PU(3)⋊Z2. In other words, any closed oriented
manifold is cobordant to such a total space.
The pivotal work [Tho54] makes the geometric question ’which manifolds are cobordant?’
accessible by translating it into an algebraic topological problem. In [Tho54] and [Mil60]
it is proved that Ω∗ is a finitely generated abelian group without odd torsion. It turns out
that the proof of Theorem 1.1 for the torsion of Ω∗ is more complicated than the proof
for Ω∗/Tor. The first complete set of generators of Ω∗ is given by [Wal60] using results
of [Roh53] and [Dol56]. Our proof for the torsion follows [Sto92]. Stolz proved therein
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that localized at 2 the kernel of the Atiyah-Bott-Shapiro orientation α : ΩSpin∗ → ko∗ (cf.
[ABS64]) is generated by total spaces of HP2-bundles. The crucial steps in Stolz’s proof are
the study of the general bundle transfer and a subtle use of the Adams spectral sequence.
We carry his strategy to the oriented case. For the proof for Ω∗/Tor we use Milnor’s
criterion [Mil60] and ideas of [KS93].
Stolz’s motivation for his work [Sto92] arises from Riemannian geometry: His result that
the kernel of α is generated by HP2-bundles which carry a pscm is one central step in his
proof that all simply connected spin manifolds with vanishing α-genus of dimension ≥ 5
carry a pscm. The corresponding statement in the oriented case is
Theorem 1.2. All simply connected non-spin manifolds of dimension ≥ 5 carry a pscm.
This was first proved in [GL80]. Similarly to the spin case, an important step is the
insight that Ω∗ is in positive degrees generated by manifolds with pscm. (In analogy to
the the spin case this statement can be rephrased as follows: The kernel of the orientation
map U : Ω∗ → HZ∗ is generated by pscm manifolds.) Gromov and Lawson showed this by
using the set of generators from [Wal60]. Since also the CP2-bundles we construct carry a
pscm, Theorem 1.1 implies that they serve just as well for the proof of Theorem 1.2.
The basic idea for the proof of Theorem 1.1 is as follows. Let G := SU(3) ⋊ Z2 and
H := S(U(2)U(1))⋊Z2. Then G acts via matrix multiplication resp. complex conjugation
transitively on CP2 with isotropy group H . Hence there is a fiber bundle
(1.1) CP2 = G/H →֒ BH
π
−→ BG.
We consider the associated transfer in bordism-homology
π! : Ω∗−4(BG)→ Ω∗(BH).
Geometrically, π! can be identified with assigning to a manifold f : N → BG its pullback
f ∗BH → BH . Combining with the collapse map BH → pt we get a map
(1.2) ψ : Ωn−4(BG)→ Ωn.
Our aim is now to prove
Theorem 1.3. ψ is surjective for n ≥ 1.
The statement of Theorem 1.1 follows immediately. As G acts via isometries on CP2
the O‘Neill formulas (cf. [Bes86], Proposition 9.70d) and a theorem of Vilms (cf. [Bes86],
Theorem 9.59) guarantee pscm on total spaces. Hence we see that Ω∗ is in positive degrees
generated by manifolds with pscm.
Remark 1.4. We note that SU(3) ⋊ Z2 does not act effectively on CP
2. Namely, the
isometry group of CP2 is PU(3)⋊ Z2. There is, however, a natural map
SU(3)⋊ Z2 →֒ U(3)⋊ Z2 ։ PU(3)⋊Z2.
Now it follows from the natuarality of transfer maps that Theorem 1.3 also holds for the
corresponding map Ωn−4(B(PU(3)⋊Z2))→ Ωn. Hence we may assume the strucure group
to be PU(3)⋊ Z2.
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In the next section we give an outline of the proof of Theorem 1.3 for the torsion of
Ω∗. Then we present a recent description of the general bundle transfer (Sec. 3) including
statements used in [Sto92]. This presentation is self-contained and avoids references to the
unpublished work [Boa66]. Next we study cohomological properties of the fiber bundle 1.1
(Sec. 4). Then we describe the homology of MSO-module spectra (Sec. 5) and use this
results in Sec. 6 resp. 7 for cohomological computations resp. the study of the Adams
spectral sequence. In Sec. 8 we give the proof for Ω∗/Tor.
In the last section we use the developed techniques to present the corresponding result
for unoriented cobordism: Each manifold is cobordant to the total space of an RP2-bundle.
This was proven in [Gsc96].
Acknowledgements. The present paper is the English translation of my diploma thesis
CP2-Bu¨ndel und Bordismus written at the Technical University of Munich in 2008 (cf.
[Fu¨h08]). I am indepted to my thesis advisor Prof. Hanke for his continuous encouragement
and valuable support.
2. Outline of the proof
For a space A let A+ denote the disjoint union of A with some basepoint and Σ
kA
the k-fold suspension. The classical Thom-Pontrjagin construction (cf. [Sto68], Ch. 2)
establishes an isomorphism
Ωn(A) ∼= πn(MSO ∧ A+),
where MSO denotes the oriented Thom spectrum1. Now the proof of Theorem 1.3 relies
on the study of a map
T : MSO ∧ Σ4BG+ →MSO
that induces ψ (cf. 1.2) on homotopy groups, i.e.
ψ = T∗ : πn(MSO ∧ Σ
4BG+)→ πn(MSO).
To define T we need the general description of transfer maps due to [BG75] and [Boa66].
Since we are dealing with a non compact basespace, BG, we use in Sec. 3 a slightly different
definition of Boardman’s ’umkehr map’ than the original one.
The strategy is to analyze T in homology in order to understand T in homotopy by
means of the Adams spectral sequence.
To proceed in this way we restate Theorem 1.3 as follows. Let HZ denote the inte-
ger Eilenberg-MacLane spectrum. The n − th space of MSO is the Thom space Th(γ˜n)
where γ˜n → BSO(n) denotes the universal oriented n-plane bundle. The Thom classes
in Hn(Th(γn);Z), n ∈ N, induce the universal Thom class U : MSO → HZ. The map
U is an isomorphism on π0 and the zero map on higher homotopy groups. Therefore the
statement imT∗ = kerU∗ implies Theorem 1.3.
Now we consider the fibration
(2.1) M̂SO
i
−→MSO
U
−→ HZ,
1In this paper we use ’spectra’ as it is defined (for example) in [Swi75], Ch. 8.
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where M̂SO denotes the homotopy fiber of U . The composition
MSO ∧ Σ4BG+
T
−→ MSO
U
−→ HZ
is null-homotopic because it represents an element in H−4(MSO ∧BG+;Z) = 0. Hence T
factors over M̂SO:
−−−
−−−
−−→T̂
−−→
i
−−→
T
−−−−−−−→
U
M̂SO
MSO ∧ Σ4BG+ MSO HZ.
By means of the long exact homotopy sequence associated to 2.1, imT∗ = kerU∗ follows
from
Theorem 2.1. The map
T̂∗ : π∗(MSO ∧ Σ
4BG+)→ π∗(M̂SO)
is surjective.
The surjectivity of T̂∗ onto Ω∗/Tor will be proved in Sec. 8.
The statement that the torsion of Ω∗ is contained in im T̂∗ will be shown by using the
Adams spectral sequence. With the spectral sequence one can study homotopy groups
of spectra and maps between them: For a spectrum X and a prime p the mod p Adams
spectral sequence converges to π∗(X)/T∤p (cf. [Swi75], Proposition 19.12),
Es,t2 = Ext
s,t
A∗
(Zp, H∗(X ;Zp)) =⇒ πt−s(X)/T∤p,
where A∗ denotes the dual Steenrod-algebra and T∤p the torsion prime to p. We shall
consider the mod 2 Adams spectral sequence. Unless otherwise specified homology groups
are understood with Z2-coefficients.
The main bulg for the proof of Theorem 2.1 is
Theorem 2.2. T̂∗ : H∗(MSO∧Σ
4BG+)→ H∗(M̂SO) is a split surjection of A∗-comodules.
This will be proved in Sec. 6. Now from the functoriality of Ext it follows that T induces
a surjection on the E2-terms
Exts,tA∗(Z2, H∗(MSO ∧ Σ
4BG+))→ Ext
s,t
A∗
(Z2, H∗(M̂SO)).
To conclude the surjectivity on the E∞-terms we prove in Sec. 7:
Theorem 2.3. The Adams spectral sequence
Exts,tA∗(Z2, H∗(MSO ∧ Σ
4BG+)) =⇒ πt−s(MSO ∧ Σ
4BG+)/T∤2
collapses on the E2-term.
From this result we deduce that imψ contains the torsion of Ω∗.
In the last section we prove that also proj ◦ ψ : Ωn−4(BG) → Ω∗/Tor is surjective. For
this statement it is sufficient to take SU(3) instead of SU(3)⋊Z2 as structure group.
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3. The transfer map
We shall define the general bundle transfer and interpret it in two cases. Transfer
maps with respect to arbitrary (co-)homology theories are considered in [BG75]. Their
restrictions to compact basespaces and compact Lie groups as structure groups are not
necessary. We introduce the transfer map following [Ebe06], Sec. 6.1 resp. [SGT], p. 8.
Let F be a smooth closed manifold of dimension k, B a (possibly infinite) connected
CW-complex and X a ring spectrum. Moreover let
F →֒ E
p
−→ B
be a fiber bundle such that the tangent bundle along the fiber τ is oriented with respect
to X . We shall construct the bundle transfer in X-(co)homology associated to E
p
−→ B:
p! : Xn−k(B+)→ Xn(E+)
resp.
p! : X
n(E+)→ X
n−k(B+).
The transfer consists of the Thom isomorphism with respect to X and the umkehr map
(cf. [Boa66]). The latter is a parameterized version of the Thom-Pontrjagin collapse map:
One embeds the fibers over each point of the base in some Euclidean space and takes
fiberwise the collapse maps.
Let Emb(F,Rm+k) be the space of all smooth maps F →֒ Rm+k equipped with the
Whitney C∞-topology. An embedding ι : F →֒ Rm+k induces a map from the normal
bundle to Rm+k
νι := (TF )⊥ → Rm+k, (p, v) 7→ ι(p) + ι∗(v),
where TF ⊂ ι∗(TRm+k) and ι∗(v) ∈ Tι(p)R
m+k ∼=can R
m+k. We call ι a fat embedding
if this map restricted to the unit disk bundle is an embedding. According to Whitney’s
embedding theorem Emb(F,Rm+k) is (m + k − 2k − 2)-connected, and from the tubular
neighborhood theorem it follows that the inclusion Emb(F,Rm+k)fat →֒ Emb(F,Rm+k) is
a homotopy equivalence. Hence Emb(F,Rm+k)fat is also (m− k − 2)-connected.
Let π : E˜ → B be the Diff(F )-principle bundle associated to E → B. Now G := Diff(F )
acts on Emb(F,Rm+k)fat and we consider the Emb(F,Rm+k)fat-bundle
E˜ ×G Emb(F,R
m+k)fat → B.
Since Emb(F,Rm+k)fat is (m− k− 2)-connected, there exists a section from the m− k− 2-
skeleton B(m−k−2) of B to E˜m×GEmb(F,R
m+k), E˜m := π
−1(B(m−k−2)). We can chose this
section such that it extends a given section on a smaller skeleton. For m ≥ k + 2 we put
Bm := B
(m−k−2) resp. Em := p
−1(Bm) and get exhaustions Bk+2 ⊂ Bk+3 ⊂ Bk+4 ⊂ . . .
resp. Ek+2 ⊂ Ek+3 ⊂ Ek+4 ⊂ . . . of B resp. E.
A section s : Bm → E˜m ×G Emb(F,R
m+k) corresponds to embeddings of the fibers over
Bm in R
m+k that depend continuously on the basepoint, in other words to a map of fiber
bundles
(3.1) jm : Em → Bm ×R
m+k
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Bm ×R
m+k
−τm
Em
Bm
Figure 1. The umkehr map
over Bm such that jm|p−1(b) : p
−1(b) → Rm+k is an embedding for all b ∈ Bm. In addition
we have
(3.2) jm+1|Em = jm.
We consider the tangent bundle along the fiber τ restricted to Em as a subbundle in
Em ×R
m+k and put
−τm := τ
⊥
m ⊂ Em ×R
m+k.
Condition 3.2 gives isomorphisms −τm+1|Em
∼= −τm ⊕R. Let us introduce a handy
Definition 3.1. Given an exhaustion A0 ⊂ A1 ⊂ A2 ⊂ A3 . . . of some topological space
A. A stable vector bundle over A is a sequence of vector bundles ηn → An of dimension n
with given isomorphisms ηn+1|An
∼= ηn ⊕R.
We saw above that −τm → Em became a stable vector bundle.
Since jm|p−1(b) is a fat embedding for all b, we can think of−τm as a parameterized tubular
neighborhood of Em in Bm ×R
m+k. In this way we get a parameterized Thom-Pontrjagin
collapse map
tm : Σ
m+k(Bm)+ → Th(−τm).
We define a spectrum B̂ by B̂m := Σ
m(Bm)+ with the obvious structure maps. Then B̂ is
a cofinal subspectrum of the suspension spectrum Σ∞(B+), i.e. B̂ is homotopy equivalent
to Σ∞(B+) via the inclusion.
Now (tm) induce a map of spectra, the umkehr map
(3.3) t : ΣkB̂ →M(−τ).
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The homotopy classes of tm are independent of the chosen sections Bm → E˜m ×G
Emb(F,Rm+k)fad because two such sections are homotopic, Emb(F,Rm+k)fad being (m −
k − 2)-connected.
Remark 3.2. We do not want to go into the question whether the homotopy class of t is
independent of the chosen sections.
Before defining the transfer we recall the Thom isomorphism with respect to a stable
vector bundle and an arbitrary homology theory. We remind the reader that X denotes a
ring spectrum.
To a stable vector bundle ηn → An one can associate a spectrum M(η) in a natural way.
Simply put (M(η))n = Th(ηn). Then the given isomorphisms ηn ⊕ R ∼= ηn+1 provide the
necessary structure maps after taking the Thom space functor. The inclusions of fibers
Rn →֒ ηn induce maps S
n ∼= Dn/Sn−1 → Th(ηn) and so maps of spectra i : Σ
∞(S0) →
M(η). An element u ∈ X0(M(η)) is called a Thom class for η with respect to X if
i∗(u) ∈ X0(Σ∞(S0)) ∼= π∗(X) is a generator of π∗(X) for all fibers. The bundle η is called
orientable with respect to X if a Thom class exists.
Now let η → A be a stable vector bundle which is oriented with respect to X with Thom
class u : M(η)→ X . Further let
M(∆∗) : M(η)→M(η) ∧ A+
induced by
−→
∆∗
−→ −→
−−−−−→∆
ηn = ∆
∗(ηn × A) ηn × A
A A× A
where ∆: A → A × A denotes the diagonal map. The Thom isomorphism theorem (cf.
[Swi75], Theorem 14.6) states that the map
Ψ˜ : X ∧M(η)
id∧M(∆∗)
−−−−−−→ X ∧M(η) ∧ A+
id∧u∧id
−−−−→ X ∧X ∧ A+
µ∧id
−−→ X ∧A+,
where µ : X ∧X → X denotes the spectrum multiplication, induces on homotopy groups
isomorphisms
Ψ: Xi(M(η)) ∼= Xi(A+)
for all i. Similarly one gets isomorphisms X i(A+) ∼= X
i(M(η)).
Now we are able to define the bundle transfer. Note that a X-orientation of τm induces
a X-orientation of −τm (cf. [Rud98], Ch. 5, Proposition 1.10).
Definition 3.3. The bundle transfer is given by
(3.4) Xn−k(B+)
σ
−→ Xn(Σ
kB+)
t∗−→ Xn(M(−τ))
Ψ
−→ Xn(E+)
resp.
(3.5) Xn(E+)
Ψ
−→ Xn(M(−τ))
t∗
−→ Xn(ΣkB+)
σ
−→ Xn−k(B+),
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where σ denotes the suspension isomorphism and Ψ the Thom isomorphism (both for
homology and cohomology).
Note that the bundle transfer is natural in the following sense. Consider two fibre bundles
F →֒ E
p
−→ B and F ′ →֒ E ′
p′
−→ B′ which tangent bundles along the fibers τ and τ ′ possess
Thom classes u and u′. Let further
−→
Φ
−−→
p
−−→
p′
−→
φ
E E ′
B B′
be a map of fibre bundles such that Φ restricted to the fibres induces an isomorphism
X∗(F )
∼=
−→ X∗(F
′) and the induced map X0(M(−τ ′)) → X0(M(−τ)) maps u′ to u. Then
the diagram
−−−−→
Φ∗
−→p
!
−→p
′!
−−→
φ∗
Xn(E+) Xn(E
′
+)
Xn−k(B+) Xn−k(B
′
+)
commutes.
In the two following propositions we shall interpret this homotopy theoretic definition
of the bundle transfer in more geometric terms. Recall that in bordism theory one often
considers fibrations BGn
h
−→ BO(n) induced by Gn → O(n), Gn a ’classical’ Lie group
(cf. [Swi75], Ch. 12). By definition a vector bundle admits a ’G-structure’ if one can
lift its classifying map to BGn. The pullbacks γ
G
n := h
∗(γn) → BGn of the universal
bundles γn → BO(n) form a stable vector bundle which associated Thom spectrum is
denoted by MG. It is not difficult to show that a vector bundle with G-structure is
oriented with respect to MG (the reverse direction is false in general). A manifold is
called a G-manifold if its normal bundle admits a G-structure (in most cases of interest,
e.g. Gn = SO(n), Spin(n), this equivalent to say that its tangent bundle admits a G-
structure).
Proposition 3.4. For X = MG the transfer 3.4, i.e. ΩGn−k(B) → Ω
G
n (E), coincides with
assigning to a G-manifold f : N → B its pullback fˆ : f ∗(E)→ E.
Note that fˆ : f ∗(E) → E depends only on the cobordism class of f : N → B and that
f ∗(E) is again a G-manifold as T (f ∗E) ∼= TN ⊕ T (fˆ ∗τ), i.e. the pullback-map is well
defined.
Proof. Any [N, f ] ∈ ΩGn (B) can be represented by a map φ : S
n+l → Th(γGl ) ∧ B+ with
φ−1(BGl × B) = N . Since S
n+l is compact imφ is contained is some Th(γGl ) ∧ (Bm)+.
Let vm : Th(−τm)→ Th(γ
G
m) be the MG-Thom class of −τm. The image of [φ] under the
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transfer 3.4 is given by
φˆ : Sn+l ∧ Sk+m
φ∧id
−−→ Th(γGl ) ∧ (Bm)+ ∧ S
k+m
id∧tm−−−→ Th(γGl ) ∧ Th(−τm)
id∧Th(∆∗)
−−−−−−→ Th(γGl ) ∧ Th(−τm) ∧ (Em)+
id∧(vm)∧id
−−−−−−→ Th(γGl ) ∧ Th(γ
G
m) ∧ (Em)+
µ∧id
−−→ Th(γGl+m) ∧ (Em)+,
(3.6)
where the rows 2 to 5 contain the Thom isomorphism.
We have to show that φˆ−1(BGl+m×Em) = f
∗(Em). The preimage of BGl+m×Em under
the Thom isomorphism is the zero section BGl × Em →֒ γ
G
l × (−τm) as all involved maps
are induced by maps of vector bundles (which means fiberwise isomorphisms).
The preimage of Em →֒ Th(−τm) under tm is our embedding Em ⊂ Bm×R
k+m, cf. 3.1.
The preimage of BGl×{b}× p
−1(b) under φ∧ id consists of all (n, e) ∈ Rn+l×Rk+m with
n ∈ N and e ∈ Em such that f(n) = b and p(e) = b. This is nothing else than the pullback
f ∗Em. Note that φˆ|f∗(Em) composed with the projection onto BGl+m yields a G-structure
on f ∗(Em). 
Let R be a ring. Now we treat the bundle transfer for X = HR, the Eilenberg-MacLane
spectrum of R. Let (F, F ′) →֒ (E,E ′)
p
−→ B be fiber bundle of CW-pairs. In addition
let (F, F ′) have cohomological dimension k, i.e. Hk(F, F ′;R) ∼= R, Hk
′
(F, F ′;R) = 0 for
k′ > k and let π1(B) act trivially on H
k(F, F ′;R). The integration along the fiber is defined
by means of the Leray-Serre spectral sequence:
p! : H
n(E,E ′;R)։ En−k,k∞ ֌ E
n−k,k
2
∼= Hn−k(B;Hk(F, F ′;R))
∼= Hn−k(B;R).
Proposition 3.5. For X = HR the bundle transfer 3.5 coincides with the integration
along the fiber.
Note that the an orientation class of τ induces orientation classes of T (p−1(b)), varying
continuously in b ∈ B, which induce in turn fundamental classes [p−1(b)] ∈ Hk(p−1(b);R).
It follows that Hk(p−1(b);R) ∼= R and that π1(B) acts trivially on H
k(p−1(b);R) as [p−1(b)]
is a generator of Hk(p−1(b);R), i.e. the integration is well defined.
Proof. For an Euclidean vector bundle α→ B we denote by α̂ the bundle that one obtains
by fiberwise identifying the spheres in the associated unit disk bundle. One has an inclusion
B → α̂, b 7→ {sphere over b}, and Th(α) can be written as α̂/B.
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To prove Proposition 3.5 we can restrict ourselves to finite subcomplexes using cellular
cohomology. We have fiber bundles
(Sm, ∗) →֒ (−̂τm, Em)
q
−→ Em,
(Sk+m, ∗) →֒ ( ̂(Bm ×Rk+m), Bm)
r
−→ Bm,
(Th(−τm|F ), ∗) →֒
( ⋃
b∈Bm
Th(−τm|p−1(b)), Bm
)
r˜
−→ Bm,
(−̂τm|F , F ) →֒ (−̂τm, Em)
p◦q
−−→ Bm.
(3.7)
Observe that
(⋃
b∈Bm
Th(−τm|p−1(b))
)
/Bm = Th(−τm). The umkehr map
tm : ( ̂(Bm ×Rk+m), Bm)→
( ⋃
b∈Bm
Th(−τm|p−1(b)), Bm
)
and the projection
(−̂τm, Em)
proj
−−→
( ⋃
b∈Bm
Th(−τm|p−1(b)), Bm
)
are maps of fiber bundles over Bm. The fibers of the bundles 2 to 4 in 3.7 have the same
cohomological dimension k +m. Hence the following diagram commutes:
−−−−−−−−−−−−−−−−−→
(p◦q)♮
−→
proj∗
∼= −−−−−−−−−−−−−−−−−→
r!
∼=
−→
q!∼= −−
−
−
−→ r˜!−−−−−−−−−−−→
p!
Hn(−̂τm, Em) H
n
( ⋃
b∈Bm
Th(−τm|p−1(b)), Bm
)
Hn( ̂(Bm ×Rk+m), Bm)
Hn−m(Em)
Hn−m−k(Bm).
Here q! and r! are both given by inverse Thom isomorphisms because the respective fiber
bundles are vector bundles. In addition r! can be identified with the suspension isomor-
phism for the respective bundle is trivial. Thus the composition
(3.8) r! ◦ t
∗
m ◦ (proj
∗)−1 ◦ q−1!
can be identified with 3.5. 
4. The cohomology of the fiber bundle
Unless otherwise stated we consider homology and cohomology with Z2-coefficients. The
lower index of homology and cohomology classes denote their degree.
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Theorem 4.1. Consider the fiber bundle
CP2 →֒ B(S(U(2)U(1))⋊Z2)
π
−→ B(SU(3)⋊ Z2).
For an appropriate choice of cohomology classes xi and yi we have
(1) H∗(B(S(U(2)U(1))⋊ Z2)) ∼= Z2[x1, x2, x4].
(2) H∗(B(SU(3)⋊Z2)) ∼= Z2[y1, y4, y6].
(3) π∗ : H∗(B(SU(3) ⋊ Z2)) → H∗(B(S(U(2)U(1)) ⋊ Z2)) is given by y1 7→ x1, y4 7→
x22 + x4, y6 7→ x2x4.
(4) Sq1(y1) = y
2
1, Sq
1(y4) = 0, Sq
1(y6) = y1y6.
(5) The total Stiefel-Whitney class of the tangent bundle along the fiber is ω(τ) =
1 + (x21 + x2) + x1x2 + x4.
(6) π! : H
n(BH)→ Hn−4(BG) is modulo y6 given by
π!(x
a
1x
b
2x
c
4) ≡

ya1y
d−1
4 , if b = 2d > 0, c = 0
ya1y
c−1
4 , if b = 0, c > 0
0, otherwise.
We chose as generators of the cohomology of BU(i) and BSU(i) the Chern classes of
the corresponding universal bundles.
We begin with the first three statements of Theorem 4.1. Apply the Leray-Serre spectral
sequence to the following fiber bundles and the map π:
(4.1)
−−−−−−−→
π˜
−→ −→
−→
π
−→ −→
−−−−−−−−−−−−→
id
BS(U(2)U(1)) BSU(3)
B(S(U(2)U(1))⋊Z2) B(SU(3)⋊Z2)
BZ2 BZ2.
The spectral sequences collapses in both cases and one deduces
H∗(B(S(U(2)U(1))⋊ Z2)) ∼= H
∗(BZ2)⊗H
∗(BS(U(2)U(1)))
∼= Z2[x1]⊗ Z2[x2, x4] and
H∗(B(SU(3)⋊ Z2)) ∼= H
∗(BZ2)⊗H
∗(BSU(3))
∼= Z2[y1]⊗ Z2[y4, y6].
Here we used the homotopy equivalence BS(U(2)U(1))
incl
−−→ B(U(2)U(1))
proj
−−→ BU(2)
to get generators of H∗(BS(U(2)U(1)). Let us describe π˜. Writing H∗(B(U(2)U(1))) ∼=
Z2[a2, a4, b2], then the inclusion BS(U(2)U(1)) →֒ B(U(2)U(1)) induces, by construction,
a2 7→ x2 and a4 7→ x4. Besides, b2 7→ x2 as one sees by taking an inclusion BU(1) →֒
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BS(U(2)(U(1))) into the second factor. Consider now the inclusions
−→
−→
π˜
−→
j
−−−−−−→
BS(U(2)U(1)) B(U(2)U(1))
BSU(3) BU(3)
and note that we understand j via the product formula for Chern classes. We conclude
π˜∗(y4) = x
2
2 + x4 resp. π˜(y6) = x2x4 and understand π by exploiting the naturality of the
spectral sequence.
The fourth point og Theorem 4.1 follows from
Lemma 4.2. Let H∗(B(U(3)⋊Z2)) ∼= Z2[c1, c2, c4, c6]. Then we have
Sq1(c4) = 0 and Sq
1(c6) = c1c6.
Proof. Write H∗(BZ42)
∼= Z2[α, β, γ, δ]. We put
A := α2 + αδ, B := β2 + βδ, C := γ2 + γδ
and observe
(4.2) Sq1(A) = Aδ, Sq1(B) = Bδ and Sq1(C) = Cδ.
Consider now (U(3)⋊Z2) ⊂ O(6). The inclusion
i : Z42 →֒ (U(3)⋊Z2),
(−1, 1, 1, 1) 7→
 −1 0 0 0 0 00 −1 0 0 0 00 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 , (1,−1, 1, 1) 7→
 1 0 0 0 0 00 1 0 0 0 00 0 −1 0 0 0
0 0 0 −1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 ,
(1, 1,−1, 1) 7→
 1 0 0 0 0 00 1 0 0 0 00 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1
 , (1, 1, 1,−1) 7→
 1 0 0 0 0 00 −1 0 0 0 00 0 1 0 0 0
0 0 0 −1 0 0
0 0 0 0 1 0
0 0 0 0 0 −1

induces the map (Bi)∗ : H∗(B(U(3)⋊Z2))→ H∗(BZ42),
c1 7→ δ, c2 7→ A+B + C, c4 7→ AB +BC + AC, c6 7→ ABC.
This follows from the observation that the inclusion
Z
2
2 → U(1)⋊Z2
∼= O(2), (−1, 1) 7→
(
−1 0
0 −1
)
, (1,−1) 7→ ( 1 00 −1 )
with H∗(BZ22)
∼= Z2[u]⊗ Z2[v] and H
∗(BO(2)) ∼= Z2[w1, w2] induces the map
w1 7→ v and w2 7→ u
2 + uv.
Now with 4.2 we obtain
(Bi)∗(Sq1(c4)) = Sq
1((Bi)∗c4) (Bi)
∗(Sq1(c6)) = Sq
1((Bi)∗c6)
= Sq1(AB +BC + AC) = Sq1(ABC)
= 0, = (Bi)∗(c1c6).
Since (Bi∗) is injective the lemma holds. 
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To study the Stiefel-Whitney class of the tangent bundle along the fiber τ let h⊥ ⊂ g
be an adH-invariant subspace complementary to h. It is not difficult to see that τ is
isomorphic to
EG×H h
⊥ → EG/H = BH.
First we show
Lemma 4.3. Let B(U(2)U(1)⋊Z2) ∼= Z2[d1, a2, b2, a4] and τ˜ be the tangent bundle along
the fiber of
CP2 →֒ B(U(2)U(1)⋊Z2)→ B(U(3)⋊ Z2).
Then we have:
w(τ˜) = 1 + (d21 + a2) + d1a2 + (a4 + b
2
2 + a2b2).
Proof. The Lie algebra u(3) of U(3)⋊Z2 can be identified with the complex, skew-Hermitian
3x3-matrices. Let u(2)u(1)⊥ ∼= C2 be 0 0 v10 0 v2
v1 v2 0
 , v = (v1
v2
)
∈ C2,
which is an adU(2)U(1)-invariant subspace of u(3) complementary to u(2)u(1). Now τ˜ is
given by
E(U(2)U(1)⋊ Z2)×U(2)U(1)⋊Z2 u(2)u(1)
⊥
with
(P, z) ∈ U(2)U(1) 7→ (C2 ∋ v 7→ Pvz−1)
and ⋊Z2 as complex conjugation.
Let further BZ42
∼= Z2[α, β, γ, δ] and A = α
2 + αδ,B = β2 + βδ, C = γ2 + γδ. Similarly
to the proof of statement 4 we consider
(U(2)U(1)⋊ Z2) ⊂ O(6) and i : Z
4
2 →֒ ((U(2)U(1))⋊ Z2).
Then i induces (Bi)∗ : H∗(B(U(2)U(1)⋊Z2))→ H∗(BZ42),
(4.3) d1 7→ δ, a2 7→ A+B, a4 7→ AB, b2 7→ C.
The representation of U(2)U(1)⋊Z2 restricted to Z42 is given by
u(2)u(1)⊥|Z42
∼= (R1 ⊗ R
−1
3 )⊕ (R1 ⊗R
−1
3 ⊗R4)⊕ (R2 ⊗R
−1
3 )⊕ (R2 ⊗ R
−1
3 ⊗ R4),
where Ri denotes the one-dimensional real representation
Z
4
2 → Aut(R), (ρ1, ρ2, ρ3, ρ4) 7→ (x 7→ ρix).
Hence
w(i∗(τ˜)) = (1 + α + γ)(1 + α+ γ + δ)(1 + β + γ)(1 + β + γ + δ)
= 1 + (A+B + δ2) + ((A+B)δ) + (AB + C2 + (A+B)C).
Combining this with 4.3 yields Lemma 4.3. 
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The claim of point 5 follows since the bundle map
incl : B(S(U(2)U(1))⋊Z2)→ B(U(2)U(1)⋊Z2)
induces a map τ → τ˜ . We have incl∗(d1) = x1 and finally
w(τ) = incl∗(w(τ˜))
= 1 + (x21 + x2) + x1x2 + x4.
We address the last statement of Theorem 4.1. Since the Leray-Serre spectral sequence
associated to CP2 →֒ BH → BG collapses H∗(BH) becomes via π a free H∗(BG)-module
with basis {1, x2, x
2
2} (cf. [Mac01], proof of Theorem 5.10). Thus any element x ∈ H
∗(BH)
has an unique description a(x)1 + b(x)x2 + c(x)x
2
2 with a(x), b(x), c(x) ∈ H
∗(BG).
The integration along the fiber π! : H
n(BH)→ Hn−4(BG) is given on the basis elements
as follows: For dimensional reasons we have π!(1) = π!(x2) = 0. Since in the degree of the
dimension of the fiber π! can be identified with the inclusion H
4(BH)→ H4(CP2), i.e. π!
is surjective, we conclude that π!(x
2
2) = 1 ∈ H
0(BG). Then we compute
x2n2 = (x
2
2 + x4)
n−1 · x22 + (x2x4) ·
∑
s,t(x
s
2 + x
t
4) (for s, t ≥ 0)
= π∗(yn−14 ) · x
2
2 + π
∗(y6) ·
∑
s,t(x
s
2 + x
t
4),
x2n+12 = (x
2
2 + x4)
n · x2 + (x2x4) ·
∑
s′,t′(x
s′
2 + x
t′
4 ) (for s
′, t′ ≥ 0)
= π∗(yn4 ) · x2 + π
∗(y6) ·
∑
s′,t′(x
s′
2 + x
t′
4 ),
xn4 = (x
2
2 + x4)
n · 1 + (x2x4) ·
∑
s′′,t′′(x
s′′
2 + x
t′′
4 ) + x
2n
2 (for s
′′, t′′ ≥ 0)
= π∗(yn4 ) · 1 + π
∗(y6) ·
∑
s′′,t′′(x
s′′
2 + x
t′′
4 )
+ π∗(yn−14 ) · x
2
2 + π
∗(y6) ·
∑
s,t(x
s
2 + x
t
4).
Since π! is a H
∗(BG)-module map the claim follows.
5. MSO-module spectra
The proofs of Theorem 2.2 and 2.3 require an understanding of H∗(MSO∧Σ
4BG+) and
H∗(MSO) as comodules over A∗. An important observation will be that MSO ∧ Σ
4BG+
and MSO are MSO-module spectra.
We shall consider Z2-vector spaces which carry additional structures as modules resp.
comodules over algebras resp. coalgebras. The general algebraic context is explained in
[MM65]. Provided that no ring is mentioned we understand tensor products always over
Z2. As usual let A
∗ = H∗(HZ2) denote the Steenrod algebra of all stable cohomological
operations. A∗ becomes via the spectrum multiplication HZ2 ∧HZ2 → HZ2 a coalgebra
and, as one can show, a Hopf algebra. Its dual A∗ is a polynomial algebra
A∗ ∼= Z2[ζ1, ζ2, . . . ], deg(ζi) = 2
i − 1
with comultiplication
ζa 7→
∑
b+c=a
ζb ⊗ ζ
2b
c .
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Here the ζi denote the Hopf algebra conjugates of Milnor’s generator ξi (cf. [Swi75],
Theorem 18.20).
For the following description of H∗(MSO) and H
∗(MSO) we define the subalgebra
and A∗-comodule L∗ := Z2[ζ
2
1 , ζ2, ζ3, . . . ] ⊂ A∗ and the quotient Hopf algebra A(0)∗ :=
A∗/(ζ
2
1 , ζ2, ζ3, . . . ). Then one has: A∗ A(0)∗ Z2 = L∗, where A(0)∗ denotes the cotensor
product of A(0)∗-comodules. Dually we have the quotient coalgebra and A
∗-module L∗ :=
A∗/A∗Sq1 and the sub-Hopf algebra A(0)∗ :=
∧
Z2
(Sq1). Then one has: A∗⊗A(0)∗ Z2 = L
∗
(cf. [Swi75], Proposition 20.15).
We remind the reader that the ring spectrum structure of MSO induces the Pontrjagin
product resp. -coproduct
H∗(MSO)⊗H∗(MSO)→ H∗(MSO) resp.
H∗(MSO)→ H∗(MSO)⊗H∗(MSO).
Although - since working with Z2-coefficients - statements about the A∗-comodule struc-
ture resp. algebra structure of the homology dualize to respective ones about theA∗-module
structure and coalgebra structure of the cohomology, we occasionally switch between the
homology and cohomology perspective. We cite the following result [Pen82] about the
homology of MSO:
Theorem 5.1. For an appropriate choice of elements un ∈ Hn(MO) one has:
(1) H∗(MO) ∼= Z2[u1, u2, . . . ].
(2) Define for n ≥ 2
vn :=

u2n/2, if n = 2
i
un + u1un−1, if n = 2k, k 6= 2
i
un, if n = 2k − 1,
then H∗(MSO) ∼= Z2[v2, v3, . . . ] ⊂ H∗(MO).
(3) Let C ⊂ H∗(MSO) be defined as Z2[v4, v5, v6, v8, . . . , vn, . . . ], n ≥ 4 and n 6= 2
i−1.
Then C is a subalgebra resp. A∗-subcomodule and H∗(MSO) is as algebra resp.
comodule over A∗ isomorphic to L∗ ⊗ C.
We note that the tensor product of algebras becomes an algebra by componentwise
multiplication and the tensor product of A∗-comodules becomes a A∗-comodule via com-
ponentwise comultiplication together with the multiplication of A∗.
From the theorem it follows that H∗(MSO) is an extended module over L∗. The L∗-
module- and A∗-comodule structures are compatible in the sense that the multiplication
L∗⊗H∗(MSO)→ H∗(MSO) is a map of A∗-comodules. This holds because L∗⊗L∗ → L∗
is a A∗-comodule map since L∗ ⊂ A∗ and A∗ is a Hopf algebra. Now we use the structure
as L∗-module to give a description of H∗(MSO) as a comodule over A∗.
L∗ is an augmented algebra and we define the L∗-indecomposable quotient of a L∗-
module M by M := M/µ(I(L∗)⊗M) = Z2⊗L∗ M , where I(L∗) denotes the augmentation
ideal and µ : L∗ ⊗M →M the module multiplication.
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Since A(0)∗ = A∗/I(L∗) we see that I(L∗) and hence H∗(MSO) become a A(0)∗-
comodule. By means of Proposition 5.4 from [Sto92] one gets
Corollary 5.2. H∗(MSO) is as A∗-comodule and L∗-module isomorphic to A∗ A(0)∗
H∗(MSO). Here A∗A(0)∗H∗(MSO) ⊂ A∗⊗H∗(MSO) carries the structure of an extended
A∗-comodule and L∗-module.
This result can be generalized to MSO-module spectra. Let X be a MSO-module
spectrum with multiplication µ : MSO ∧ X → X . The homology of X becomes a L∗-
module by
µ∗ : H∗(MSO)⊗H∗(X)→ H∗(X)
restricted to L∗ ⊗ H∗(X), L ⊂ H∗(MSO). Again with Proposition 5.4. from [Sto92] we
obtain the A∗-comodule and L∗-module isomorphism
(5.1) H∗(X) ∼= A∗ A(0)∗ H∗(X).
This construction is functoriel: If X and Y are MSO-module spectra a MSO-module
spectrum map f can be written as
(5.2) H∗(X) ∼= A∗ A(0)∗ H∗(X)
idf
−−→ A∗ A(0)∗ H∗(Y )
∼= H∗(Y ).
6. The split surjection in homology
In this section we prove Theorem 2.2:
T̂∗ : H∗(MSO ∧ Σ
4BG+)→ H∗(M̂SO)
is a split surjection of A∗-comodules.
Recall the diagram
−−−
−−−
−−→T̂
−−→
i
−−→
T
−−−−−−−→
U
M̂SO
MSO ∧ Σ4BG+ MSO HZ.
Since H∗(HZ) ∼= L∗ (cf. [Mac01], Theorem 6.19) and U∗ is a A∗-comodule map which is
nontrivial on H0 we conclude that U∗|L∗ is a isomorphism.
It follows from the surjectivity of U∗ and by considering the long exact sequence
. . .
i∗−→ Hn(MSO)
U∗−→ Hn(HZ)
∂
−→ Hn−1(M̂SO)
i∗−→ Hn−1(MSO)
U∗−→ . . .
associated to the cofibration M̂SO → MSO → HZ that i∗ is injective. Hence we can
identify H∗(M̂SO) with kerU∗ and have to show that T∗ is split surjective onto kerU∗.
Lemma 6.1. T is given by
MSO ∧ Σ4BG+
id∧t
−−→MSO ∧M(−τ)
id∧Mv
−−−−→MSO ∧MSO
µ
−→ MSO,
where t denotes the umkehr map 3.3, Mv the Thom class of −τ and µ the multiplication
of MSO.
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Proof. The transfer Ωn−4(BG)→ Ωn(BH) is induced (cf. Proposition 3.4) by
MSO ∧ Σ4BG+
id∧t
−−→MSO ∧M(−τ)
id∧M∆
−−−−→MSO ∧M(−τ) ∧BH+
id∧Mv∧id
−−−−−−→MSO ∧MSO ∧BH+
µ∧id
−−→MSO ∧ BH+.
Note that τ resp. −τ is oriented with respect toMSO becauseG acts orientation preserving
on CP2 (in fact, each diffeomorphism of CP2 is orientation preserving as its first Pontrjagin
class is non zero). One obtains T after taking the projection MSO ∧BH+ →MSO. 
T is a map ofMSO-modules. Moreover, since U is a ring spectrum mapHZ becomes via
MSO∧HZ
U∧id
−−−→ HZ∧HZ
mult
−−→ HZ aMSO-module and also U a map ofMSO-modules.
By means of 5.2 the induced maps of T and U in homology can be written as
A∗ A(0)∗ H∗(MSO ∧ Σ
4BG+)
idT∗−−−→ A∗ A(0)∗ H∗(MSO)
idU∗−−−→ A∗ A(0)∗ H∗(HZ).
Now
U∗ : H∗(MSO)→ H∗(HZ) = Z2
can be identified with the augmentation of the algebra H∗(MSO). Bearing in mind that
kerU∗ = A∗ A(0)∗ (kerU∗) Theorem 2.2 follows from
Proposition 6.2. The A(0)∗-comodule map
T∗ : H∗(MSO ∧ Σ4BG+)→ H∗(MSO)
is split surjective onto the augmentation ideal I(H∗(MSO)) of H∗(MSO).
For the upcoming computation we switch to cohomology. Let M be any A(0)∗ =∧
Z2
(Sq1) module. Since Sq1 ◦Sq1 = 0 we can regard Sq1 as a differential on M . The split
exact sequence of Z2-vector spaces
0→ imSq1 → ker Sq1 → H(M,Sq1)→ 0
extends to a split exact sequence of A(0)∗-modules
0→ A(0)∗ ⊗ imSq1
i
−→M
p
−→ H(M,Sq1)→ 0.
Therefore, M consists of a sum of free A(0)∗-summands A(0)∗⊗ imSq1 and Z2-summands
H(M,Sq1). We note that an injection of A(0)∗-modules splits if it induces also an injection
in Sq1-homology.
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Proof of Proposition 6.2. Let H∗(MSO) = Z2 L∗ H
∗(MSO) be the dual of H∗(MSO).
We show: The dual of T∗, the A(0)
∗-module map
H∗(MSO)
µ∗
−→ H∗(MSO)⊗H∗(MSO)
id⊗t∗(Mv)∗
−−−−−−−→ H∗(MSO)⊗H∗(Σ4BG+),
(6.1)
is restricted to the cokernel of the augmentation Z2 → H∗(MSO) split injective. In the
coalgebra (H∗(MSO), µ∗) we consider the primitive elements PH∗(MSO):
x ∈ PH∗(MSO)⇔ x ∈ H∗(MSO), µ∗(x) = 1⊗ x+ x⊗ 1.
Then the split injectivity of 6.1 follows from the injectivity of
PH∗(MSO)
t∗(Mv)∗
−−−−→ H∗(Σ4BG+)
and
PH∗(H∗(MSO), Sq1)
t∗(Mv)∗
−−−−→ H∗(H∗(Σ4BG+), Sq
1).
We deduce from Theorem 5.1 that PH∗(MSO) = 0 for n < 4 or n = 2i − 1. Hence we
show
Proposition 6.3. The map
PHn(MSO)
(Mv)∗
−−−→ Hn(M(−τ))
t∗
−→ Hn−4(BG)
is injective for n ≥ 4 and n 6= 2i − 1.
Since Hn(H∗(MSO), Sq1) = 0 for n 6≡ 0 mod 4 (cf.[Swi75], p. 513) we show
Proposition 6.4. The map
PHn(H∗(MSO), Sq1)
(Mv)∗
−−−→ Hn(H∗(M(−τ)), Sq1)
t∗
−→ Hn−4(H∗(BG), Sq1)
is injective for n ≡ 0 mod 4.
From these two propositions the split injectivity of 6.1 and hence Proposition 6.2 follow.

Before proving Proposition 6.3 and 6.4 we make some remarks. The map (Mv)∗ is in-
duced by the classifying map v : BH → BSO of−τ . Now BSO is a homotopy-commutative
H-group with inverse h. If v˜ is the classifying map of τ we have v = h ◦ v˜ and Mv is given
by
M(−τ)
Mv˜
−−→MSO
Mh
−−→ MSO.
From the homotopy-commutativity of BSO it follows that Mh is a map of ring spectra.
In addition, Mh induces in cohomology an isomorphism, hence we can replace Mv by Mv˜.
Further one observes that the Thom isomorphism H∗(BSO) ∼= H∗(MSO) respects the
coalgebra structure (cf. [Swi75], Lemma 16.36). Therefore we identify
H∗(M(−τ))
(Mv˜)∗
−−−→ H∗(MSO) with H∗(BH)
v˜∗
−→ H∗(BSO).
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By Theorem 4.1, (5), we understand v˜∗. Let us summarize:
Σ4BG+
t
−→M(−τ)
Mv
−−→MSO
in cohomology induces the map
Z2[ω2, ω3, . . . ]
v˜∗
−→ Z2[x1, x2, x4]→ Z2[y1, y4, y6]
ω2 7→ x
2
1 + x2
ω3 7→ x1x2
ω4 7→ x4.
The latter map is the composition of Thom isomorphism and t∗, following Proposition
3.5 it is just the integration along the fiber. Modulo y6 we have (cf. Theorem 4.1, (6))
π!(x
a
1x
b
2x
c
4) ≡

ya1y
d−1
4 , if b = 2d > 0, c = 0
ya1y
c−1
4 , if b = 0, c > 0
0, otherwise.
The map v˜∗ factors through H∗(BSO)/(ω5, ω6, . . . ) and it is enough to show the injectivity
onto (H∗(BG))/(y6). Therefore we shall consider the maps
(6.2) Z2[ω2, ω3, ω4]
v˜∗
−→ Z2[x1, x2, x4]
π!−→ Z2[y1, y4]
and use the labels v˜∗ and π! again.
From Theorem 5.1 it also follows that PHn(BSO) is isomorphic to Z2 for n ≥ 4, n 6= 2
i−
1 and zero otherwise. Likewise from [Swi75], p. 513, it follows that PHn(H∗(BSO), Sq1) is
isomorphic to Z2 for n ≡ 0 mod 4 and zero otherwise. Hence we have to find in H
∗(BSO)
and H∗(H∗(BSO), Sq1) one primitive element in the respective degrees and show that it
is not sent to zero under π! ◦ v˜
∗. To proceed in this way we shall express the primitive
elements by Stiefel-Whitney classes.
Proof of Proposition 6.3. The coproduct of H∗(BSO) is induced by the Whitney sum of
the universal bundles. For n = 2i+1 the element ω2
i
2 is primitive because ω2 is primitive
and
ψ(ω2
i
2 ) = ψ(ω2)
2i
= (1⊗ ω2 + ω2 ⊗ 1)
2i
= (1⊗ ω2
i
2 + ω
2i
2 ⊗ 1)
(6.3)
(in the binomial formula modulo 2 all other summands vanish).
To describe the other primitive elements one has to introduce certain polynomial sI ,
I = (i1, . . . , ir) some partition of n, in the elementary symmetric functions σ1, σ2, . . .. (cf.
for a discussion [MS74], §16). If we replace σi by the Stiefel-Whitney classes of a vector
bundle ξ we obtain an element sI(ω) := sI(ω1(ξ), . . . , ωn(ξ)). One can show that the
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coproduct H∗(BO)→ H∗(BO)⊗H∗(BO) is given on sI(ω) mod 2 by (cf. [MS74], Lemma
16.2)
(6.4) sI(ω) 7→
∑
JK=I
sJ(ω)⊗ sK(ω),
to be summed over all partitions J and K with juxtaposition I. This shows that sn(ω) ∈
Hn(BO) is a primitive element. (In fact, sn is just defined to become this primitive
element.) In sn(σ1, σ2, . . .) always the summand n · σn occurs which means that for n > 1
odd sn(ω) 6= 0 in H
∗(BSO). For n 6= 2i+1 even we can write n = 2jl for some l > 1 odd.
Then again s2j l(ω) ≡ sl(ω)
2j mod 2 is the primitive element 6= 0.
We show that no primitive element is sent to zero. This is easy for ω2
i
2 :
ω2
i
2
v˜∗
7−→ (x21 + x2)
2i
=
2i∑
k=0
(
2i
k
)
x2k1 x
2i−k
2
= x2
i
2 + x
2i+1
1
π!7−→ y2
i−1−1
4 .
For n 6= 2i+1 the proof is more extensive. We put
B := Z2[ω2, ω3, ω4]
v˜∗
−→ C := Z2[x1, x2, x4]
π!−→ D := Z2[y1, y4, y6]
and consider descending filtrations
FkC := span(x
a
1x
b
2x
c
4) + ideal(x2x4) and FkD := span(y
a
1y
b
4), a ≥ k.
Then π! respects the filtration. We have
v˜∗(ωa2ω
b
3ω
c
4) = (x
2
1 + x2)
axb1x
b
2x
c
4
=

xb1x
a+b
2 + elements of Fb+1C if c = 0
x2a1 x
c
4 + term · x2x4 if b = 0
term · x2x4 if b, c 6= 0.
This suggests the following filtration for B:
FkB := span(ω
a
2ω
b
3) + span(ω
a′
2 ω
c
4) + ideal(ω3ω4), b ≥ k, 2a
′ ≥ k.
Then also v˜∗ respects the filtration. We observe that
(6.5) π!(v˜
∗(ωa2ω
b
3)) ≡ y
b
1y
e−1
4 mod Fb+1D, if a+ b = 2e.
First let n be odd and ≥ 4, 6= 2i− 1. The polynomial sn(ω) can be computed by means
of Girard’s formula (cf. [MS74], p. 195):
(6.6) (−1)nsn(ω) =
∑
i1+2i2+···+nin=n
(−1)i1+...+in
n · (i1 + . . .+ in − 1)!
i1! · · · · · in!
ωi11 . . . ω
in
n .
BORDISM AND PROJECTIVE SPACE BUNDLES 21
We only consider summands with im = 0 for m > 4. Since n is odd there always appears
an odd i3. Below in Lemma 6.5 it is proved that there exists natural numbers a and b with
(6.7) a, b odd, 2a+ 3b = n,
n(a + b− 1)!
a!b!
≡ 1 mod 2.
We pick the smallest i3 = b and related i2 = a such that condition 6.7 is satisfied. With
this pair a, b we have
(6.8) sn ≡
∑
j
ω
aj
2 ω
bj
3 + ω
a
2ω
b
3 mod Fb+1B,
where
∑
j ω
aj
2 ω
bj
3 consists of summands with bj < b and which satisfy 6.7 (aj as a resp. bj
as b) except the condition a odd.
Since
v˜∗(ω
aj
2 ω
bj
3 ) =
aj∑
t=0
(
aj
t
)
x
2t+bj
1 x
aj−t+bj
2
and
(
aj
t
)
≡ 0 mod 2 for t odd on the one hand and π!(x
2t+bj
1 x
aj−t+bj
2 ) = 0 for aj − t + bj
odd, which means t even, on the other hand, it follows that
π!(v˜
∗
(∑
j
ω
aj
2 ω
bj
3
)
) = 0
and in this way (see 6.5)
π!(v˜
∗(sn)) ≡ y
b
1y
e−1
4 mod Fb+1D, a + b = 2e.
This shows the injectivity for n odd.
Because of s2n ≡ s
2
n mod 2 we obtain for n = 2n
′, n′ odd,
s2n′ ≡
∑
j
ω
2aj
2 ω
2bj
3 + ω
2a
2 ω
2b
3 mod F2b+1B.
Pick the smallest bj =: b
′ and related a′. Then we have s2n′ ≡ ω
2a′
2 ω
2b′
3 mod F2b′+1B and so
π!(v˜
∗(s2n′) ≡ y
2b′
1 y
a′+b′−1
4 mod F2b′+1D.
In this manner we see the injection for all even n. 
Lemma 6.5. Let n 6= 2k − 1 be odd. Then there exists natural numbers a and b which
satisfy 6.7.
Proof. We chose an i such that 2i < n < 2i+1 and after that a 1 ≤ j ≤ i − 1 such that
2i+1 − 2i−j+1 < n < 2i+1 − 2i−j. Here the condition n 6= 2k − 1 enters because only in this
case a j ≤ i− 1 can be chosen such that n < 2i+1 − 2i−j . Now put
a := 3 · 2i − 3 · 2i−j − n, b := n− (2i+1 − 2i−j+1).
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A short computation shows a, b > 0, a, b odd, 2a + 3b = n and a+ b = 2i−j(2j − 1). Next
we consider
n(a+ b− 1)!
a!b!
=
n
a
(
a+ b− 1
b
)
and observe
b = n− (2i+1 − 2i−j+1)
< 2i+1 − 2i−j − (2i+1 − 2i−j+1)
= 2i−j.
Now the claim is implied by the following observation. For arbitrary p,m > 0 we have(
2pm− 1
x
)
=
(2pm− 1)
1
·
(2pm− 2)
2
· . . . ·
(2pm− x)
x
≡ 1 mod 2 if x < 2p.
Now put 2i−j(2j − 1) = 2pm and b = x. 
Finally we treat the Sq1-homology. We note that the Thom isomorphism Φ for a vector
bundle p : α→ B with Thom class u ∈ Hn(Th(α)) can be described by
H i(B) ∋ x 7→ (u ∪ p∗x) ∈ H˜ i+n(Th(α)).
If α is oriented in the usual sense Φ commutes with Sq1 because Φ−1(Sq1(u)) = w1(α) = 0.
It follows that the identifications H∗(MSO) ∼= H∗(BSO) and H∗(M(−τ)) ∼= H∗(BH)
induce isomorphisms in Sq1-homology.
First we show
Lemma 6.6. H∗(H∗(BG), Sq1) ∼= Z2[y4, y
2
6].
Proof. Following Theorem 4.1 we have H∗(BG) ∼= Z2[y1, y4, y6] and
Sq1(y1) = y
2
1, Sq
1(y4) = 0, Sq
1(y6) = y1y6.
It follows that
Sq1(yr1) =
{
0,
yr+11 ,
Sq1(yr4) =
{
0,
0,
Sq1(yr6) =
{
0, if r even
y1y
r
6, if r odd.
Hence Sq1(yr1y
s
4y
t
6) = 0 iff r and t are both even or both odd. For r, t both odd on the one
hand and for r > 0, t both even on the other hand we likewise have
Sq1(yr−11 y
s
4y
t
6) = y
r
1y
s
4y
t
6,
which means yr1y
s
4y
t
6 ≡ 0 in Sq
1-homology. In addition one sees that yr1y
s
4y
t
6 6≡ 0 for r = 0,
t even and s arbitrary. 
Proof of Proposition 6.4. Following [Swi75], p. 513, we have
(6.9) H∗(H∗(BSO), Sq1) ∼= Z2[w
2
2, w
2
4, . . . ].
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Then 6.2 can be written in Sq1-homology as
(6.10) Z2[ω
2
2, ω
2
4]
v˜∗
−→ H∗(Z2[x1, x2, x4], Sq
1)
π!−→ Z2[y4].
Let us determine the primitive elements in H∗(H∗(BSO), Sq1).
Lemma 6.7. s2t,2t is the primitive element 6= 0 in H
4t(H∗(BSO), Sq1).
Proof. Because of s2t,2t ≡ s
2
t,t mod 2 it follows that s2t,2t is a Sq
1-cocycle. We have
ψ : s2t,2t 7→ 1⊗ s2t,2t + s2t ⊗ s2t + s2t,2t ⊗ 1.
This means s2t,2t is a primitive element if s2t ⊗ s2t is a Sq
1-coboundary. We show that
Sq1(s2t−1 ⊗ s2t) = s2t ⊗ s2t which in turn follows from Sq
1(s2t) = 0 and Sq
1(s2t−1) = s2t.
The latter statement: We consider H∗(BO(1)) ∼= Z2[ω1]. The (ω
i
1)
∗ form a basis of the
vector space H∗(BO(1)). If we denote the image of (ω
i
1)
∗ under the inclusion H∗(BO(1)) →֒
H∗(BO) by zi, we get (cf. [Swi75], p. 384)
H∗(BO) ∼= Z2[z1, z2, . . . ]
as algebra. Dualizing this we see that
PH∗(BO)→ H∗(BO)→ H∗(BO(1))
is an isomorphism. Since the primitive element Sq1(s2n−1) is send to Sq
1(ω2t−11 ) = ω
2t
1 the
claim follows. 
One has the formula (cf. [van30], p. 85) sp,p =
1
2
(s2p − spsp). We obtain (with Z-
coefficients)
s2t,2t =
1
2
(
s4t − (s2t)
2
)
≡
1
2
(
4t(2t− 1)!
(2t)!
σ2t2 ±
4t(t− 1)!
t!
σt4
− (±
2t(t− 1)!
t!
σt2 ±
2t(t/2 − 1 )!
(t/2 )!
σ
t/2
4 )
2) mod (σ2σ4, σ1, σ3, σ5, σ6, . . . )
≡
1
2
(
2σ2t2 ± 4σ
t
4 −
(
±2σt2 ± 4σ
t/2
4
)2)
≡
1
2
(
−2σ2t2 ± 4σ
t
4 − 16σ
t
4
)
≡ −σ2t2 ± 2σ
t
4 − 8σ
t
4 ,
(6.11)
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where the italic summands only occur if t is even. It follows that s2t,2t ≡ ω
2t
2 inZ2[ω
2
2, ω
2
4]/(ω
2
2ω
2
4).
Without considering the Sq1-homology we have
π!(v˜
∗(ωa2ω
c
4)) = π!((x
2
1 + x2)
axc4)
= π!(x
a
2x
c
4 + term · x1)
=

y
a/2−1
4 + term · y1, a ≥ 2 even, c = 0
yc−14 + term · y1, a = 0, c > 0
term · y1, otherwise.
(6.12)
Since term · y1 = 0 in Sq
1-homology it follows that π! ◦ v˜ : Z2[ω
2
2, ω
2
4]→ Z2[y4] factors over
(ω22ω
2
4) and finally that π!(v˜
∗(s2t,2t)) = y
t−1
4 . 
7. The Adams spectral sequence
We show Theorem 2.3: The Adams spectral sequence
Exts,tA∗(Z2, H∗(MSO ∧ Σ
4BG+)) =⇒ πt−s(MSO ∧ Σ
4BG+)/T∤2
collapses on the E2-term.
By means of 5.1 we write
H∗(MSO)⊗H∗(Σ
4BG+) ∼= A∗ A(0)∗ (Z2 ⊗L∗ (H∗(MSO)⊗H∗(Σ
4BG+))
∼= A∗ A(0)∗ ((Z2 ⊗L∗ H∗(MSO))⊗H∗(Σ
4BG+))
∼= A∗ A(0)∗ (H∗(MSO)⊗H∗(Σ
4BG+)).
(7.1)
Since the structure of H∗(MSO) ⊗ H∗(Σ
4BG+) as L∗-module is given by multiplication
onto the first factor we can change the brackets as indicated.
If one wants to decide whether an Adams spectral sequence collapses or not one can ig-
nore free A∗-summands [Mar74]. Note that free A∗-summands of H∗(MSO)⊗H∗(Σ
4BG+)
correspond to free A(0)∗-summands of H∗(MSO)⊗H∗(Σ
4BG+).
It is convenient to switch briefly to the cohomological perspective. Above we saw that
the non-free part of a A(0)∗-module is given by its Sq1-homology. Hence we consider
H∗(H∗(MSO)⊗H∗(Σ4BG+), Sq
1)
∼= H∗(H∗(MSO), Sq1)⊗H∗(H∗(Σ4BG+), Sq
1).
From [Swi75] p. 513, we take that the Sq1-homology of H∗(MSO) is concentrated in the
0 mod 4-degrees and that H∗(A∗/A∗Sq1, Sq1) ∼= Z2. Since H
∗(MSO) ∼= A∗/A∗Sq1 ⊗
H∗(MSO) (cf. Theorem 5.1, dual version (3)) it follows that H∗(H∗(MSO), Sq1) is con-
centrated on the 0 mod 4-degrees.
Following Lemma 6.6 H∗(H∗(Σ4BG+), Sq
1) is also concentrated in the 0 mod 4-degrees.
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Figure 2. Exts,tA(0)∗(Z2, V∗)
Proof of Theorem 2.3. Dualizing the above statements we get that after splitting off free
A∗-summands H∗(MSO)⊗H∗(Σ
4BG+) is isomorphic to A∗A(0)∗ V∗, where V∗ is a A(0)∗-
comodule with elements only in the 0 mod 4-degrees. We apply a change-of-rings isomor-
phism (cf. [Swi75], Proposition 20.16) and obtain
Exts,tA∗(Z2, A∗ A(0)∗ V∗)
∼= Ext
s,t
A(0)∗
(Z2, V∗).
We compute this term using [Swi75], Proposition 19.8. There is a suitable resolution
0→ Z2 → A(0)∗ ⊗Z2[q], deg(q) = 1,
and one can show that Exts,tA(0)∗(Z2,Z2)
∼= Z2[q], q ∈ Ext
1,1
A(0)∗ (cf. [Swi75], p. 500-501).
Hence
Exts,tA(0)∗(Z2, V∗)
∼= Z2[q]⊗ V∗,
where the (s, t)-degree of v ∈ V∗ is (0, deg(v)). Since the differentials dn decrease the
t− s-degree by 1 it follows that dn = 0 for all n. 
To prove Theorem 2.1, i.e. the surjectivity of
T̂∗ : π∗(MSO ∧ Σ
4BG+)→ π∗(M̂SO),
we have to solve an extension problem. For that we need the statement from Sec. 8 that
T̂∗ becomes a surjection when it is composed with the projection onto Ω∗/Tor.
Proof of Theorem 2.1. It follows from Theorem 2.2 and 2.3 that T̂ induces a surjection
Es,t∞ (MSO ∧ Σ
4BG+)→ E
s,t
∞ (M̂SO)
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on the E∞-terms of respective mod 2 Adams spectral sequences. We consider the filtrations
of the homotopy groups (cf. [Swi75], Theorem 19.9):
−−→
T̂∗
= =
−−−−−−−−−−−−−→
−−−−−−−−−−−→
−−−−−−−−−−−→
πn(MSO ∧ Σ
4BG+)/T∤2 πn(M̂SO)/T∤2
A0,n B0,n⋃ ⋃
A1,n+1 B1,n+1⋃ ⋃
A2,n+2 B2,n+2⋃ ⋃
...
...
with
As,t/As+1,t+1 ∼= Es,t∞ (MSO ∧ Σ
4BG+) resp. B
s,t/Bs+1,t+1 ∼= Es,t∞ (M̂SO)
and
∞⋂
s=0
As,n+s = 0 resp.
∞⋂
s=0
Bs,n+s = 0.
Since πn(M̂SO) →֒ πn(MSO) contains no odd torsion (cf. [Swi75], Theorem 20.39) we
have
πn(M̂SO)/T∤2 = πn(M̂SO).
We remind the reader that πn(M̂SO) = πn(MSO) for n ≥ 1. In the proof of Proposi-
tion 8.2 we construct CP2-bundles which are contained in im T̂∗ and generate Ω∗/Tor. In
other words, the composition im T̂∗ →֒ Ωn → Ωn/Torn is surjective. It follows that the
composition
Torn →֒ Ωn → Ωn/im T̂∗
is surjective, i.e. Ωn/im T̂∗ = B
0,n/im T̂∗ is finite. Hence for the induced filtration
. . . ⊂ C2 ⊂ C1 ⊂ C0 = B
0,n/im T̂∗
there exists an s ≥ 0 such that Cs′ = 0 for all s
′ > s. Thus A0,s → Bs,0 → Cs is surjective
and step by step we conclude that
Ωn−4(BG+)/T∤2
T̂∗−→ Ωn
proj
−−→ Ωn/im T̂∗
is surjective. The claim follows. 
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8. The oriented cobordism ring modulo torsion
In this section we show that Ω∗/Tor is generated by CP
2-bundles. The idea of the proof
originates from [KS93], Sec. 4. Unless otherwise specified (co-)homology groups are now
understood with Z-coefficients.
For a vector bundle ξ → B now let sn(ξ) ∈ H
4n(B) denote the polynomial which arises if
one replaces the elementary symmetric function by the Pontrjagin classes of ξ (cf. [MS74],
§16).
It is a crucial simplification compared to the torsion part that an explicit criterion is
known which manifolds generate Ω∗/Tor (cf. [Sto68], p. 180).
Theorem 8.1. Ω∗/Tor ∼= Z[M
4,M8, . . . ] and a manifold M4n serves as a generator if and
only if
Sn(M
4n) := 〈sn(TM), [M
4n]〉 =
{
±1, if 2n+ 1 is not a prime power
±p, if 2n+ 1 is a power of some prime p.
We shall construct manifolds which satisfy this condition. Fix a n ≥ 1. For 1 ≤ r ≤ n we
consider the complex 3-dimensional bundle Er := γ1×γ2⊕C over Q := CP
r−1×CP2n−r−1,
where γi denote the canonical complex line bundles and C the trivial bundle. The associated
projective bundle PEr is a CP
2-bundle with structure group U(3) and a manifold of real
dimension 4n.
Proposition 8.2. PEr, 1 ≤ r ≤ n, generate Ω4n/Tor4n.
First we compute the Pontrjagin numbers.
Lemma 8.3. Sn(PEr) = 1 + (−1)
r+1
(
2n
r
)
.
Proof. Let G := U(3) and H := U(2)U(1). Then G acts via matrix multiplication on
CP2 with isotropy group H . Hence CP2 →֒ BH → BG is the universal CP2-bundle with
structure group G and PEr can be written as the pullback
−→
F
−→
p
−−→
π
−−−−→
f
PEr = f
∗(BH) BH
Q BG
for suitable maps f and F . Let τ → BH denote the tangent bundle along the fiber. The
tangent bundle of (PEr) decomposes as p
∗(TQ)⊕ F ∗(τ) and one can compute
Sn(PEr) = 〈sn(p
∗(TQ)⊕ F ∗(τ)), [PEr]〉
= 〈p∗(sn(TQ)) + F
∗(sn(τ)), [PEr]〉
= 〈p♮(p
∗(sn(TQ))) + p♮(F
∗(sn(τ))), [Q]〉
= 〈f ∗(π♮(sn(τ))), [Q]〉.
(8.1)
For the second line note the additivity of sn modulo elements of order 2 and H
4n(PEr) ∼=
Z. In the third line we applied p∗(x ∩ p
!(y)) = p!(x) ∩ y. The fourth line follows from
sn(TQ) ∈ H
4n(Q) = 0 and the naturality of the integration.
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Analogous to the proof of Lemma 4.3 we consider the adH-invariant subspace C2 ∼=
h⊥ ⊂ g. Then τ can be written as EG×H h
⊥ with H-action
(P, z) ∈ (U(2)U(1)) 7→ (C2 ∋ v 7→ Pvz−1).
Now we determine sn(τ) = sn(EH ×H h
⊥). If one considers the inclusion U(1)3 →֒
U(2)U(1) →֒ U(3) one can interpret H∗(BH) and H∗(BG) as subrings of H∗(BU(1)3) ∼=
Z[x1, x2, x3], deg(xi) = 2, as follows:
H∗(BH) ⊂ Z[x1, x2, x3], polynomials symmetric in x1, x2,
H∗(BG) ⊂ Z[x1, x2, x3], polynomials symmetric in x1, x2, x3.
Hence we write
H∗(BH) = Z[x1, x2, x3]
Σ2 and H∗(BG) = Z[x1, x2, x3]
Σ3 .
The representation of H restricted to U(1)3 is given by
h⊥|U(1)3 ∼= (C1 ⊗ C
−1
3 )⊕ (C2 ⊗ C
−1
3 ),
where Ci denotes the one dimensional complex representation
U(1)3 → Aut(C), (z1, z2, z3) 7→ (x 7→ zix).
For a complex line bundle ξ → B one has sn(ξ) = p1(ξ)
n (cf. e.g. 6.6) and so sn(ξ) =
c1(ξ)
2n. In this way we obtain
sn(τ) = (x1 − x3)
2n + (x2 − x3)
2n.
Again the Leray-Serre spectral sequence at hand collapses and H∗(BH) becomes a free
H∗(BG)-module with basis {1, x3, x
2
3} and π!(a(x)1 + b(x)x3 + c(x)x
2
3) = c(x). Now the
following observation is helpful: The diagram
(8.2)
−→
π!
−→
·x1
−→
·ω
−−−→
A
Z[x1, x2, x3]
Σ2 Z[x1, x2, x3]
Σ3
Z[x1, x2, x3] Z[x1, x2, x3]
commutes. Here A is the map
xα1x
β
2x
γ
3 7→
∑
σ∈Σ3
sign (σ)xασ(1)x
β
σ(2)x
γ
σ(3)
and ω = A(x1x
2
3). Since all maps are Z[x1, x2, x3]
Σ3-module maps a computation on the
basis shows the commutativity.
The classifying map f : CPr−1 × CP2n−r−1 → BU(3) of Er resp. PEr is given by the
inclusion
CPr−1 × CP2n−r−1 →֒ CP∞ × CP∞ ∼= BU(1)2
i
−→ BU(3),
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where i is induced by U(1)2 → U(3), (α, β) 7→
(
α 0 0
0 β 0
0 0 1
)
. Then we have
(Bi)∗(A(x1sn(τ))) = (Bi)
∗
(∑
σ∈Σ3
sign (σ)xσ(1)(xσ(1) − xσ(3))
2n
)
= (Bi)∗(x1(x1 − x3)
2n − x1(x1 − x2)
2n − x3(x3 − x1)
2n
− x2(x2 − x3)
2n + x3(x3 − x2)
2n + x2(x2 − x1)
2n)
= x2n+11 − x
2n+1
2 − (x1 − x2)
2n+1 (da f ∗(x3) = 0)
= (x1 − x2)
(
2n∑
k=0
xk1x
2n−k
2 −
2n∑
k=0
(−1)k
(
2n
k
)
xk1x
2n−k
2
)
= (x1 − x2)
(
2n−1∑
k=1
xk1x
2n−k
2 −
2n−1∑
k=1
(−1)k
(
2n
k
)
xk1x
2n−k
2
)
= (x1 − x2)x1x2
(
2n−1∑
k=1
(
1− (−1)k
(
2n
k
))
xk−11 x
2n−k−1
2
)
.
For the first equality observe that A(x1(x2 − x3)
2n) = 0.
Because of (Bi)∗(ω) = (x1 − x2)x1x2 one get with 8.2
(Bi)∗(π!(sn(τ))) =
2n−1∑
k=1
(
1− (−1)k
(
2n
k
))
xk−11 x
2n−k−1
2 .
Since
〈xk−11 x
2n−k−1
2 , [CP
r−1 × CP2n−r−1]〉 =
{
1, if k = r
0, otherwise,
the claims follows now by means of 8.1. 
For a finite sequence a, b, . . . ∈ Z the Euclidean algorithm yields coefficients A,B, . . . ∈ Z
such that Aa+Bb+ · · · = gcd(a, b, . . . ). Since Sn(M ⊔N) = Sn(M) + Sn(N) Proposition
8.2 is implied by the following
Lemma 8.4.
gcd(Sn(PEr), 1 ≤ r ≤ n) =
{
1, if 2n+ 1 is not a prime power
p, if 2n+ 1 is a power of some prime p.
Proof. We compute
Sn(PEr)− Sn(PEr+1) =
(
1 + (−1)r+1
(
2n
r
))
−
(
1 + (−1)r+2
(
2n
r + 1
))
= (−1)r+1
(
2n+ 1
r + 1
)
.
(8.3)
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Let 2n+1 be not a prime power. If p is prime divisor of 2n+1 then 2n+1 = psq for q > 1
and p ∤ q. We have (
psq
ps
)
=
psq
ps
·
psq − 1
ps − 1
· . . . ·
psq − ps + 1
1
6≡ 0 mod p.
Hence for r = ps − 1 (note q > 1)
Sn(PEps−1)− Sn(PEps) = (−1)
ps
(
psq
ps
)
is not divisible by p. In this way we see that that gcd(Sn(PEr), 1 ≤ r ≤ n) ∤ p for all prime
divisors p of 2n + 1. However, one has Sn(PE1) = 2n+ 1 and thus gcd(Sn(PEr), 1 ≤ r ≤
n) = 1.
Now let 2n+1 = ps denote a prime power. Then Sn(PE1) = 2n+1 is divisible by p. From(
ps
k
)
≡ 0 mod p for 0 < k < ps it follows together with 8.3 that Sn(PEr)−Sn(PEr+1) ≡ 0
mod p for 1 ≤ r ≤ n− 1. Hereby we see that gcd(Sn(PEr), 1 ≤ r ≤ n) is divisible by p.
We have (
ps
ps−1
)
=
ps
ps−1
·
ps − 1
ps−1 − 1
· . . . ·
ps − ps−1 + 1
1
6≡ 0 mod p2.
Hence for r = ps−1 − 1
Sn(PEps−1−1)− Sn(PEps−1) = (−1)
ps−1
(
ps
ps−1
)
is not divisible by p2. Since Sn(PE1) = p
s the claim follows. 
9. The unoriented case
The first list of generators of the unoriented cobordism ring was given by [Tho54] (even
dimensions) and [Dol56] (odd dimensions). In [Gsc96] it is proved that RP2-bundles serve
as generators as well. We shall reprove this result using the developed techniques.
For unoriented cobordism we take G := SO(3), H := S(O(2)(1)) and consider the fiber
bundle
(9.1) RP2 ∼= G/H →֒ BH
π
−→ BG.
One proceeds like in the oriented case. The corresponding statements to Theorem 4.1 are
(1) H∗(B(S(O(2)O(1)))) ∼= Z2[x1, x2].
(2) H∗(B(SO(3))) ∼= Z2[y2, y3].
(3) π∗ : H∗(B(SO(3)))→ H∗(B(S(O(2)O(1)))) is given by y2 7→ x
2
1 + x2, y3 7→ x1x2.
(4) The total Stiefel-Whitney class of the tangent bundle along the fiber is ω(τ) =
1 + x1 + x2.
BORDISM AND PROJECTIVE SPACE BUNDLES 31
The proof is similar to the oriented case.
We note that one need not compute the Sq1-action. However, the integration along the
fiber is harder to handle than in the oriented case as one can not compute modulo a simple
ideal.
Since H∗(MO) is a free A∗-comodule an inspection of the explanation around Theorem
5.1 shows that one has to replace A(0)∗ by Z2. We now have to prove the unoriented
version of Proposition 6.2, namely
Proposition 9.1. The Z2-comodule map
T∗ : H∗(MO ∧ Σ2BG+)→ H∗(MO)
is split surjective onto the augmentation ideal I(H∗(MO)) of H∗(MO).
Since Z2 is a field a Z2-comodule map is split surjective if and only if it is surjective.
This in turn means that for the proof of Proposition 9.1 it remains to show the unoriented
version of Proposition 6.3, namely
Proposition 9.2. The map
PHn(MO)
(Mv)∗
−−−→ Hn(M(−τ))
t∗
−→ Hn−2(BG)
is injective.
Proof. From [Swi75], Theorem 2.80, it follows that PHn(MO) is isomorphic to Z2 for
n 6= 2i − 1 and zero otherwise. We consider the maps (cf. 6.2)
(9.2) Z2[ω1, ω2]
v˜∗
−→ Z2[x1, x2]
π!−→ Z2[y2, y3].
The nontrivial primitive element in PHn(MO) is sn(ω) (cf. 6.4). We have v˜
∗(ω1) = x1
and v˜∗(ω2) = x2, and π! is a H
∗(BG)-module map, given on the basis 1, x1, x
2
1 by π!(1) =
π!(x1) = 0 and π!(x
2
1) = 1.
Let zn := (π! ◦ v˜
∗)(sn(ω)) (note that zn has cohomological degree n− 2). Modulo 2 one
has sn(ω) = ω1sn−1(ω) + . . . + ωn−1s1(ω) = ω1sn−1(ω) + ω2sn−2(ω). Using this formula
again for sn−1(ω) yields
zn = (π! ◦ v˜
∗)(ω1(ω1sn−2(ω) + ω2sn−3(ω)) + ω2sn−2(ω))
= (π! ◦ v˜
∗)((ω21 + ω2)sn−2(ω) + ω1ω2sn−3(ω))
= y2zn−2 + y3zn−3.
(9.3)
We compute
(9.4) z1 = 0, z2 = 1 and z3 = 0.
Hence Proposition 9.2 follows from
Lemma 9.3. The sequence zn ∈ Z2[y2, y3], recursively defined by 9.3 with initial condition
9.4, is not zero for n 6= 2i − 1.
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Proof. We need the formula
(9.5) zn = y
2j
2 zn−2j+1 + y
2j
3 zn−3·2j , for all j with 3 · 2
j < n,
which follows easily by induction over j: The initial step j = 0 is given by 9.3. Moreover,
assuming the formula for j − 1, then
zn = y
2j−1
2 zn−2j + y
2j−1
3 zn−3·2j−1 assumption applied to zn
= y2
j−1
2 (y
2j−1
2 zn−2j−2j + y
2j−1
3 zn−3·2j−1−2j ) assumption applied to zn−2j
+ y2
j−1
3 (y
2j−1
2 zn−3·2j−1−2j + y
2j−1
3 zn−3·2j−1−3·2j−1) assumption applied to zn−3·2j−1
= y2
j
2 zn−2j+1 + y
2j
3 zn−3·2j .
Now for any n ∈ N pick a natural number i ≥ 0 such that
(9.6) n ≡ 2i − 1 mod 2i+1.
Such an i exists (and it is unique): Consider the 2-adic expansion of n. Say that after the
last zero digit there arem ’ones’, then n ≡ 2m−1 mod 2m+1 (for example if n = 19 = 10011
then m = 2 and 19 ≡ 3 mod 8). We set α(i, n) := n−3·(2
i−1)−2
2
and shall prove by induction
over i that for all n 6= 2i − 1
(9.7) zn ≡ y
2i−1
3 y
α(i,n)
2 mod y
2i
3 .
Hence, zn 6= 0 as desired.
Initial step: For i = 0, which means n even, it follows by repeated use of 9.5 that
zn ≡ y
n−2
2
2 mod y3.
Induction step: Assume that 9.7 is proven for i−1. In 9.5 we set j = i−1, the condition
3 · 2j < n is satisfied since n 6= 2i − 1 and n ≡ 2i − 1 mod 2i+1, and get
(9.8) zn = y
2i−1
2 zn−2i + y
2i−1
3 zn−3·2i−1 .
We show that modulo y2
i
3 the left term of 9.8 is zero and the right term of 9.8 is y
2i−1
3 y
α(i,n)
2 .
First note that
(9.9) z2m−1 = 0
for arbitrary m ∈ N: Setting j = m− 2 in 9.5 yields
z2m−1 = y
2m−2
2 z2m−1−2m−1 + y
2m−2
3 z2m−1−3·2m−2
= y2
m−2
2 z2m−1−1 + y
2m−2
3 z2m−2−1.
By repeated use we can write this expression as some terms times z1 and z3, which both
are zero (cf. 9.4).
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Left term of 9.8: n− 2i can be written as k · 2i+1− 1 for some k ≥ 1. For k = 1 we have
z2i+1−1 = 0, cf. 9.9. For k ≥ 2 we can set j = i in 9.5 and get
zk·2i+1−1 = y
2i
2 zk·2i+1−1−2i+1 + y
2i
3 · T, T some term,
≡ y2
i
2 z(k−1)·2i+1−1 mod y
2i
3 .
By repeated use we conclude that zk·2i+1−1 ≡ y
(k−1)·2i
2 z2i+1−1 mod y
2i
3 and again with 9.9
the claim follows.
Right term of 9.8: Since
n− 3 · 2i−1 ≡ 2i − 1− 3 · 2i−1 mod 2i+1
≡ −2i−1 − 1 mod 2i+1
≡ 2i−1 − 1 mod 2i
and n− 3 · 2i−1 6= 2i−1 − 1 we can apply the induction assumption to zn−3·2i−1 and obtain
y2
i−1
3 zn−3·2i−1 = y
2i−1
3 (y
2i−1−1
3 y
α(i−1,n−3·2i−1)
2 + T
′ · y2
i−1
3 ), T
′ some term,
≡ y2
i−1
3 y
α(i,n)
2 mod y
2i
3 .
This finishes the induction step and so the proof of Lemma 9.3 and in turn the proof of
Proposition 9.2. 

It remains to show that the Adams spectral sequence
Exts,tA∗(Z2, H∗(MO ∧ Σ
2BG+)) =⇒ πt−s(MO ∧ Σ
2BG+)/T∤2
collapses. The unoriented version of 7.1 is given by
H∗(MO)⊗H∗(Σ
2BG+) ∼= A∗ Z2 (H∗(MO)⊗H∗(Σ
2BG+)).
This means that H∗(MO)⊗H∗(Σ
2BG+) is free as a A∗-comodule and hence the spectral
sequence collapses.
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