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&BSTB&CT 
A lévitation calorimetry system was devised by coupling 
a lévitation melting apparatus with a conventional 
calorimeter. The lévitation melting apparatus was powered by 
a high-freguency generator and was capable of levitating 
molten metal samples ranging from 0.5 to 2 grams in an inert 
atmosphere. The calorimeter was a copper block drop 
calorimeter contained in isothermal surroundings. 
The calorimeter was calibrated electrically and the per­
formance of the system was checked by determination of the 
heat content of liguid copper samples. Results for the 
copper samples were in excellent agreement with literature 
values. 
Heat contents measured with the system were corrected 
for convection and radiation heat losses during the fall of 
the sample from the lévitation chamber into the calorimeter. 
Convection loss corrections amounted to 0.5 to 2.0% of the 
total heat content of the sample, depending on the composi­
tion of the inert atmosphere. Radiation loss corrections 
ranged from approximately 2 to 555 of the total heat content, 
depending on the sample temperature. 
The system was used to measure the heat contents of 
yttrium, lanthanum, praseodymium, and neodymium at tempera­
tures above their melting points. Previous work on these 
metals ended at 1950®K for yttrium and at 1373®K for 
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lanthanum, praseodymium, and neodymium. By use of lévitation 
calorimetry, the experimental measurements were extended up 
to 2360OK for yttrium, 2419®K for lanthanum, 2289®K for 
praseodymium, and 2246°K for neodymium. The heat content was 
a linear function of temperature (constant heat capacity) for 
all the metals studied. The data was fitted by the following 
equations where the indicated errors were obtained from the 
average deviation of the data from the values predicted by 
the equations: 
for yttrium, 1799 < T < 2360OK 
"t~"298.15 =[9.a9±0.13](T-1799)+[ 15314±39] cal/mole 
for lanthanum, 1250 < T < 2419°K 
%~"298.15 =[7.84±0.04](T-1193)+[8800±31] cal/mole 
for praseodymium, 1512 < T < 2289®K 
"T~"298.15 =[9.93±0.07](T-1208)+[9970±U7] cal/mole 
for neodymium, 1497 < T < 2246°% 
"t"^2 98.15 =[ 10.52±0.09](T-1297) +[ 112U0±60] cal/mole 
All temperatures are in degrees Kelvin and the units of heat 
content are calories per mole. 
The maximum estimated error for the lévitation 
calorimeter was ±2.5%. 
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INTRODUCTION 
Thermodynamics is the science which deals with the 
transformation of energy from one form to another. The first 
and second laws of thermodynamics, the basis of which is ex­
perience rather than mathematical description, describe the 
basic restrictions within which such transformations occur. 
The mathematical expression of these laws along with 
accompanying definitions has led to the development of a con­
sistent network of equations which are of great value to 
physicists, chemists, metallurgists, and engineers alike. In 
applications in these fields, thermodynamics provides an 
insight into the nature and feasibility of various reactions 
and processes without direct experimental observation of the 
process in guestion. The effective application of 
thermodynamics depends upon the availability of sufficient 
data on the thermodynamic properties of the chemical materi­
als involved. Unfortunately, the needed data is not always 
available and the investigator must turn to estimations of 
the thermodynamic properties. 
In high temperature systems (T > 1500°%), thermodynamic 
data is unavailable for many materials. Information which is 
available in this temperature range is largely limited to 
data for high melting point solids. Data for liquids, and in 
particular liquid metals, at high temperatures is scarce and 
when available is often meager. This leads one to hope that 
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liquids might lend themselves to theoretical estimation of 
thermodynamic properties. Unfortunately, this is not the 
case. Statistical mechanics yields methods for calculating 
the thermodynamic properties of gases for which detailed en­
ergy level data is available. The problem becomes more com­
plex for solids (1) but calculations are possible by treating 
an ideal solid as a space lattice of independent particles 
vibrating about their equilibrium positions. The complexity 
of the liquid phase multiplies the problems of mathematical 
description, at present theoretical methods which are practi­
cal to use for the calculation of thermodynamic properties of 
liquids are rare. 
Chapman (2) has put forth a theoretical explanation for 
the behavior of the heat capacity of several low melting 
point metals in the liquid state utililizing the concept of 
radial distribution functions. His work states an equation 
for the reduced configurational heat capacity as a universal 
function of reduced temperature and reduced volume. Treat­
ment of existing data seems to substantiate the validity of 
the equation but its usefulness in calculation of heat 
capacities is limited by the need for liquid compressibility 
data and by the exclusion of the electronic contribution to 
the heat capacity from the calculation. 
Grover (3) presents a liquid metal equation of state 
based on scaling. The presentation summarizes data to show 
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the constancy of the entropy of melting for metals and that 
the specific heat of the liquid has a universal dependence on 
the ratio of the temperature to the melting point. These 
correlations, along with the Lindemann law for melting, are 
used to develop the liquid metal equation of state. Once 
again, utilization of the equation for estimation of proper­
ties is limited by the need for rarely available data and by 
the complexity of the calculations. 
Most theories or models treating the liquid state tend 
to emphasize the similarity between either the solid and the 
liquid or the liguid and the gas. Detailed treatments of the 
liguid state are given in texts such as those by 
Hirschfelder, Curtis and Bird (4) and Rowlinson (5). 
Kumar (6) and Kumar, Singh and Sivaramakrishnan (7) have 
attempted to bring more definition to the structure of liquid 
metals. Rather than holding to the concept of treating the 
liquid as a condensed gas or as a quasi-crystalline state, 
their work suggests clustering which is the near-solid asso­
ciation of large numbers of atoms retained in the liquid 
state. Bernai (8,9) puts forth the same type of considera­
tion in a qeometrical treatment, considering large qroups of 
clustered atoms possessinq short-ranqe order but without 
long-range order, Furukawa et al. (10) report x-ray 
diffraction patterns showing considerable structure in melts 
of tin. These patterns were not observed in molten sodium. 
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potassium, copper and gold. 
The equations and theories presented indicate consider­
able progress toward a better understanding of the liquid 
state, but, as yet, they are unable to provide the estimates 
of properties needed for thermodynamic considerations. The 
person utilizing a thermodynamic approach is forced to rely 
on rough estimates and "rules of thumb". Three common rules 
of thumb are: heat capacities of liquid metals are about 7-8 
calories per degree per gram-mole, the heat capacity is ap­
proximately constant for liguid metals, and the heat capacity 
tends to decrease with increasing temperature. These esti­
mates and rules of thumb introduce large errors in some cases 
and leave several unanswered questions such as: Does heat 
capacity tend to decrease with increasing temperature for all 
metals as it does for the lower melting metals? Is it possi­
ble that the upswing in heat capacity for the solid near the 
melting point (due to creation of an extended defect struc­
ture) continues into the liquid range or is it entirely a 
solid state phenomenon? 
The need for high temperature thermodynamic data for 
liguid metals is apparent. This work was undertaken with the 
hope of obtaining accurate data in the high temperature range 
for liguid metals which will add to the general knowledge of 
thermodynamic data and perhaps bring closer the day in which 
an improved model or theory of the liguid state will make it 
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possible to obtain accurate estimates of the needed proper­
ties. 
The most common method for the experimental determina­
tion of thermodynamic properties is calorimetry. While there 
are many different types of calorimeters, the basic concept 
is to measure the temperature response either of the sample 
under a known energy load or of a calorimeter block for which 
the heat capacity is known. From these measurements the 
enthalpy increment (also refered to as the heat content) and 
the heat capacity can be calculated. Heat contents are meas­
ured with respect to some arbitrary reference point which is 
usually 298.15°K. By measuring the heat content at a se­
quence of temperatures and noting the variation with tempera­
ture, the heat capacity of the sample can be found, i.e. 
•  < • >  
Having obtained Cp values over the entire temperature range 
it is then possible to calculate entropy increments AS, from 
the equation 
Proceeding with the calculations it is possible to calculate 
the enthalpy function, AH®/T, and the free energy function, 
(po-H® )/T, from the data. 
I Iref 
T 
(2)  
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PREVIOUS WORK 
Calorimetry 
As previously noted, there are many different variations 
of calorimetric methods, four main types of calorimetric 
methods have been widely used in the determination of 
enthalpy increments or heat capacities of pure substances. 
These four main types are thermal analysis, adiabatic 
calorimetry, transient methods, and drop calorimetry. 
Thermal analysis 
Thermal analysis involves heating and cooling massive 
samples at a known rate and measuring the change in tempera­
ture versus time. The rates are then compared to those ob­
tained for a standard material under the same conditions, or, 
in differential thermal analysis, compared directly to a 
standard which is run simultaneously in an identical cell. 
The method is rapid but requires elaborate precautions to 
assure accuracy and reproducibility. This method has been 
used by Cavallaro (11) to measure the heat of fusion of 
praseodymium metal. Butler and Inn (12) employed this method 
to determine the heat capacity of several metals up to lOOQoc 
by heating the metals in vacuum and then following the rate 
of cooling as the samples cooled by radiation. Their study 
reports an accuracy of ±5%. Oriani and Murphy (13) have em­
ployed the technique in determining the heat of formation of 
noble metal alloys while Thomassen and Cunningham (14) have 
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utilized the method to study heats of reaction of solid mate­
rials up to 1000°C. 
A commercial instrument known as the differential 
scanning calorimeter applies the thermal analysis technique. 
The instrument is operable in a temperature range of -100 to 
500OC with a reported accuracy of ±1%. 
Adiabatic calorimeters 
In adiabatic calorimetry, the heat capacity of a sample 
is measured directly by adding a known amount of heat to the 
sample and noting the temperature rise. For this method to 
be reliable, it is necessary that the heat exchange between 
the sample and the surroundings be small enough to be ne­
glected. It is assumed that the only temperature effects are 
caused by the measured amount of heat added. The heat 
capacity using adiabatic calorimetry is given by the ratio of 
the energy input, AH, to the change in temperature, AT. This 
technique yields accurate and reproducible results and has 
the advantage of allowing continuous runs from low tempera­
ture to high temperature. The main disadvantage of adiabatic 
calorimetry is the upper limit of the attainable temperature 
range. As the temperature increases, the problem of 
maintaining the adiabatic condition becomes more difficult. 
Some of these problems have been discussed by West and 
Hestrum (15). West and Ginnings (16) have described an 
adiabatic calorimeter with a range up to about 600*0 with a 
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temperature differential of less than 0.001*0 automatically 
maintained between the calorimeter and the calorimeter 
jacket, stansbury et al. (17) have reported work up to 
lOOQoc with an adiabatic calorimeter. Backhurst (18) de­
scribes a unit which is workable up to 1600*0 and Braun et 
al. (19) describe an adiabatic calorimeter which is operable 
up to 1800®C. 
Transient methods 
Transient methods have been employed when container 
problems, temperature measurement requirements, or environ­
mental requirements have eliminated other methods. The 
method involves subjecting the sample to a sudden pulse of 
energy and measuring the temperature of the sample as a func­
tion of time and the energy input. Some sources for the en­
ergy pulse are arc imaging furnaces, laser beam flashes, and, 
for electrical conductors, capacitive discharge (20,21,22). 
Determination of temperature is usually done by pyrosetry or 
temperature-resistivity relationships. The method was first 
used by Worthing (22). A review of the technique is given by 
Beckett and Cezairliyan (23). Cezairliyan (24) reports 
simultaneous measurement of heat capacity and electrical 
resistivity using the technique. The main disadvantage of 
transient methods is the sacrifice of accuracy which is usu­
ally reported in the neighborhood of ±5%. 
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Drop calorimeters 
Drop calorimetry methods are used to determine enthalpy 
increments, HU-H, , where Tref is usually 298.15®K. The 
' ' ref. 
determinations are done by heating a known amount of sample 
to high temperature with some type of furnace arrangement, 
and then dropping the hot sample into a calorimeter of known 
heat capacity. The method has the advantage of being fairly 
rapid and is accurate for materials with slowly varying or 
constant heat capacities. The method is less suitable for 
the determination of the heats of transformation associated 
with phase changes when these heat effects are small. The 
problem in these cases is that two fairly large heat quanti­
ties must be subtracted from each other to give a relatively 
small quantity associated with the transformation. The total 
error in the determination of the large values of heat con­
tent is transmitted to the value obtained for the heat of 
transformation. 
There are two main classes of drop calorimeters. The 
first class consists of those in which heat transfer from the 
sample to the calorimeter takes place under adiabatic condi­
tions. The second class consists of calorimeters whose sur­
roundings are maintained at a constant temperature during the 
transfer of heat to the calorimeter from the sample. 
The most common example of drop calorimeters of the 
first class is the ice calorimeter. Detailed descriptions of 
ice calorimeters can be found in reports by Ginninqs and 
Corruccini (25) and Oriani and Murphy (26). Other detailed 
descriptions of ice calorimeters and their use are given by 
McKeown (27) and Berq (28) . In the use of an ice 
calorimeter, the sample is dropped into a receiving well 
which is coated with an ice mantle and well insulated from 
the surroundings. The heat given off by the sample melts a 
portion of the ice and the quantity of heat involved is de­
termined by noting the change in the volume of the ice-water 
equilibrium mixture surroundinq the well. 
A second example of drop calorimeters in which adiabatic 
conditions are maintained between the calorimeter and sur-
roundinqs is qiven by Henderson (29). In this case, the 
calorimeter is a massive metal block enclosed in an adiabatic 
shield. The hot sample is dropped into the block and as the 
temperature of the block beqins to rise, the shield is heated 
to track the block temperature. This arrangement simplifies 
the calculation of the heat content from the data by 
eliminating the corrections for heat leaks. Another advan­
tage is the elimination of the need for obtaining high purity 
ice and forming the ice mantle required with the ice 
calorimeter. One disadvantage of the adiabatic shield is the 
complex circuitry and control eguipment required. 
The second class of drop calorimeters, in which the 
calorimeter is surrounded by a jacket which is maintained at 
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constant temperature, generally consists of a massive copper 
or aluminum block. Some calorimeters of this type have em­
ployed a fluid receiver. With this class of calorimeter the 
enthalpy increment is determined by dropping the sample into 
the block and measuring the temperature rise of the block. 
The temperature rise is corrected for heat leaks between the 
block and iacket. From the corrected temperature rise and 
the known heat capacity of the block, the heat content of the 
sample is calculated. Southard (30) describes a copper block 
calorimeter which has been the model for many other such 
calorimeters. Carpenter and Bryant (31) describe a high tem­
perature vacuum calorimeter of the copper block type and 
Grimley (32) gives a detailed description of the construction 
of a copper block calorimeter. Bonnell (33) describes an 
aluminum block calorimeter of similar design. 
Furnaces 
In the discussion thus far, the method of heating the 
samples for most types of calorimeters has been ignored. In 
most experiments sample heating is accomplished with wire-
wound or graphite resistance furnaces similar to those de­
scribed by Grimley (32), Chaudhuri (34), flcKeown (27), and 
Berg (28). The use of resistance heaters normally limits the 
range of attainable temperatures to about 1500®C. Henderson 
(29) describes an induction heating furnace which could 
extend the range up to 2000®K or above. 
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One of the main difficulties encountered in high temper­
ature calorimetry is providing a container for the sample 
which will not react with or dissolve in the sample during 
the time that the sample is at high temperature. The appli­
cation of electromagnetic lévitation and heating to the ex­
perimental determination of high temperature thermodynamic 
data eliminates the need for containing the sample and has 
made measurements in the 1500 to ZSOO^K range feasible. The­
oretically, the technique can be utilized to attain tempera­
tures in excess of 3000°K. Previous work (27,28, 32) extend­
ing into the liquid range with ordinary resistance or 
induction heaters points out the advantage of eliminating the 
sample container. The calculation of heat content from 
calcrimetric data must include corrections for the capsules 
which encase the samples and for any reaction of the sample 
with the capsule. One case is cited where tantalum was used 
as capsule material for samples of scandium, yttrium, and 
heavy lanthanide metals (35). Small amounts of tantalum 
dissolved into the liquid samples, necessitating correction 
for the heat of solution. Elimination of the need for 
capsules by the use of a lévitation melting device in place 
of the furnace completely eliminates this source of error. 
The feasibility of lévitation melting has been demon­
strated by several workers. Lévitation melting was first 
proposed in 1923 by Muck (36). Okress et al. (37) and 
wrouqhton et al. (J8) have experimented with several differ­
ent coil designs with considerable success. Adair (39) has 
reported successful use of lévitation melting in the prepara­
tion of metal alloys. Harris and Jenkins (40) have utilized 
lévitation melting with a controlled atmosphere in prepara­
tion of alloys of reactive metals. Toop and Richardson (41) 
and Baker et al. (42) have utilized lévitation melting in 
reacting liguid metals with gas phase reactants. Margrave 
(43), Chaudhuri et al. (44), Bonnell (33)» and Treverton and 
Margrave (45,46) have reported successfully adapting 
lévitation melting to calorimetric determinations of 
thermodynamic data. Further discussion on the development of 
lévitation melting for the determination of thermodynamic 
data is included in the section entitled Method and Theory. 
Sample Materials 
The rare earths are of the Illi group of elements in the 
periodic table and are characterized by their common d^s^ 
outer electronic configuration in their chemical compounds 
and, in general, the metallic state. The elements included 
are scandium, yttrium, and the lanthanides. The first of the 
lanthanides was discovered in the late 1700's and the diffi­
culty in obtaining pure elements led to the name "rare 
earths" even though the elements occur abundantly in nature, 
Although much work was done on the examination of the rare 
earths and their properties, pure samples were not available 
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in quantity until after 1944 when ion exchange techniques 
were first used to separate and purify the elements. 
The elements chosen for study in this work were yttrium, 
lanthanum, praseodymium, and neodymium. The main criteria 
for the selection of these elements are the availability of 
high temperature spectral emissivity values (47,48,49) which 
are needed for the measurement of the sample temperature, the 
wide ranqe of temperature between the melting and boiling 
points, and the relatively low vapor pressures at the melting 
point. 
Yttrium 
The heat of fusion of yttrium was estimated by Brewer 
(50) as 4000 calories per mole at 1750®K. The entropy of 
fusion was estimated to be 2.3 e.u. and the entropy at 
298.15°K was estimated to be 11 e.u. Brewer also gave esti­
mates of the heat content of yttrium from 500 to 2000°% with 
298®K taken as the reference temperature. His estimates do 
not reflect the solid phase transition which yttrium 
undergoes at 17580K. Brewer's data is also listed by Stull 
and Sinke (51) and is supplied in mathematical form by Kelley 
(52) as shown by the following equations; 
298.15 < T < 17730K, solid 
"T""29 8.15 =5.72T+0.50x10-3T2-1750 
Cp=5.72+1.00x10-3T 
15 
AH^yygCfUSiOn) =4100 
1773 < T < 3000OK, liquid 
"T-«298.15 =8.007-120 
Cp=8.00 
Units: H r=Icalories per mole 
CpF=Icalories per mole per deqree Kelvin 
T r = ideqrees Kelvin 
Jennings et al. (53) have reported experimental heat 
capacity determinations for yttrium at low temperatures. 
Berq (28) and Berq, Speddinq, and Daane (54) have reported 
heat content data from 298.15 to 1950°K and presented the 
followinq equations for enthalpy and heat capacity: 
298. 15 < T < 17 58.150K, solid (hep) 
""29 8.15 =5. 899T+7.309x10-*T2+ 5. 164x10-813-1825 
Cp=5.899+1.462x10-3T+1.549x1O-'TZ 
1758. 15 < T < 1803. 15®K, solid (bcc) 
HT-H298.I5 =8.37 11-2443.7 
Cp=8.371 
1803.15 < T < 1950.150K, liquid 
Hj-Hgss.is =10.303T-3194.6 
C =10.303 
Units: H r =  Icalories per mole 
CpF = icalories per mole per degree Kelvin 
T f =Idegrees Kelvin 
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Berq's data was taken with a Bunsen ice calorimeter 
using samples encased in a tantalum crucible. Data above the 
melting point consists of five points over a range of 150*. 
A leak in the furnace ruined the sample and the investigation 
was terminated. Table 1 lists the heat capacity and 
thermodynamic functions of yttrium from 1250 to 1950®K in 50° 
increments as reported by Berg. 
Lanthanum 
Early work on lanthanum was done by Hillebrand (55) and 
by Jaeger et al. (56) with low purity (less that 9956) 
samples. Low temperature data has been given by Parkinson et 
al. (57) and Berman et al. (58) . Stull and Sinke (51) esti­
mated the heat of fusion to be 2700 calories per gram-atom. 
Kelley (52) has estimated the heat capacity of lanthanum in 
the solid and liguid states as well as the heat of fusion. 
Kelley's presentations of the heat contents are given below 
in mathematical form: 
298.15 < T < 11930K, solid 
Ht-H29815 =6.17T+0.80x10-3T2-1911 
Cp=6.17+1.60X10-3T 
AHii93 (fusion) = 2750 
1193 < T < 3000OK, liquid 
Hy—Hgggig =8«00T~200 
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Cp=8.00 
Units: H r=Icalories per mole 
Cpf= Icalories per mole per degree Kelvin 
T [ = lcleqrees Kelvin 
Berq (28) has measured the heat content of lanthanum from 
298° to 1373°K using an ice calorimeter. Berg's work is also 
reported by Berg, Spedding, and Daane (54). The mathematical 
representation of the results for heat content and heat 
capacity are given below: 
298»15 < T < 583.150K, solid (hep) 
"T~"29 8.15 =5.47 6T+1.304X10-3T2-1748.5 
Cp=5.476 + 2.689x10-3? 
583.15 < T < 1141.15°%, solid (fee) 
"t~"29815 =5.248T+9.175x10-*T2+2.709x10-'T3-1470.9 
Cp=5.248+1.853X10-3T+8.128x10-7T2 
1141.15 < T < 1193. 150K, solid (bcc) 
"T'^298.15 =9.450T-3915.7 
Cp=9.450 
1193.15 < T < 1373.15®K, liquid 
Ht-H298. i5 =8.214T-959.2 
Cp=8.214 
Units: H r = Icalories per mole 
Cpr=Icalories per mole per degree Kelvin 
T [=Idegrees Kelvin 
T OR 
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1. Thermodynamic functions of yttrium metal 
as reported by Berg (28) 
(calories per degree per mole) 
^T~^0 ®T~^298.15 ^T~®29AI5 
7.968 
8.061 
8.155 
8.249 
8.344 
8.440 
8.537 
8.634 
8.732 
8.832 
8.931 
8.948 
8.371 
8=371 
8.371 
10.303 
10.303 
10.303 
10.303 
20.590 
20.905 
21.210 
21.509 
21.799 
22.084 
22.363 
22.635 
22.902 
23.165 
23.422 
23.464 
24.140 
24,279 
24.289 
25.804 
25.955 
26.112 
26.266 
5.433 
5.532 
5.628 
5.720 
5.808 
5.894 
5.978 
6 .060  
6.139 
6.217 
6.293 
6.305 
6.982 
7.014 
7.016 
8.531 
8.576 
8 .621  
8.665 
15.157 
15.372 
15.582 
15.789 
15.991 
16™190 
16.385 
16.575 
16.763 
16.948 
17.129 
17.158 
17.158 
17.265 
17.273 
17.273 
17.378 
17.491 
17.601 
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Berg's data above the melting point consists of three 
points covering a temperature range of 160®. He noted that a 
problem existed with the formation of a mixture of a high 
temperature form of solid lanthanum (face centered cubic) and 
the room temperature form (hexagonal close packed) when 
dropping solid samples from above the hcp-fcc transition tem­
perature. The transition temperature associated with this 
phase change is 583®K and the estimated heat of transforma­
tion is 67 calories per mole. By holding the sample at a 
temperature above the melting point for a few minutes as part 
of the preparation for a run. Berg found that he could get 
reproducible results. He states that while some high temper­
ature form was still present after the sample had cooled, the 
amount did not vary from run to run. Values of the 
thermodynamic functions as obtained by Berg are shown in 
Table 2. 
Praseodymium 
Cavallaro (11) determined the heat of fusion of 
praseodymium metal by thermal analysis in 1943. His results 
showed the heat of fusion to be 3100 calories per mole. 
Parkinson et al. (57) investigated the low temperature heat 
capacity of praseodymium and Stull and Sinke (51) extrapo­
lated the data to give a value of 6.46 calories per degree 
per mole at BOO^K. They also estimated the heat of fusion to 
Table 
T OK 
950 
1000 
1050 
1100 
1141 
1141 
1150 
1193 
1193 
1200 
1250 
1300 
1350 
1373 
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Thermodynamic functions of lanthanum metal 
as reported by Berq (28) 
(calories per degree per mole) 
®T"^298.15 "298.15 
7.725 21.601 4. 816 16.785 
7.896 22.001 4.965 17.036 
8,071 22.391 5.109 17.282 
8.250 22.770 5. 248 17.522 
8.400 23.076 5.359 17.717 
9.450 23.736 6.019 17.717 
9.450 23.809 6.045 17.764 
9.450 24.157 6. 168 17.989 
8.214 25,399 7.410 17.989 
8.214 25.446 7.415 18.031 
8.214 25.781 7.447 18.334 
8.214 26.014 7.476 18.628 
8.214 26.414 7.504 18.910 
8.214 26.553 7.516 19.037 
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be 2400 calories per mole. Kelley (52) used the estimations 
of Stull and Sinke (51) and tabulated heat content values for 
praseodymium metal from 400 to 3000®K as well as listing 
transition temperatures and associated enthalpies. Feber and 
Herrick (59) have calculated the thermodynamic functions for 
ideal monatomic praseodymium gas from 100 to 6000®K. McKeown 
(27* measured the heat content of praseodymium with an ice 
drop calorimeter from 0 to 875°C and represented his data in 
the following mathematical form: 
0 < T < 798°C, solid (hep) 
H^-HQ=6.952T+5. 104x10-*T2 + 1.5%3x10-*T3 
Cp=6.592+1.021X10-3T+4.628K10-*T2 
Units; H [=lcalories per mole 
Cpf =Icalories per mole per degree Centigrade 
T r=ldegrees Centigrade 
McKeown's work with praseodymium was terminated at 875®C due 
to a rupture in the tantalum crucible. This rupture may have 
been due to attack on the tantalum by the praseodymium or a 
failure caused by the continual cycling from low temperature 
to high temperature during the course of the study. 
Berg (28) measured the heat content of praseodymium from 
100 to IIOQOC with an ice calorimeter and reported the fol­
lowing equations for enthalpy and heat capacity: 
298.15 < T < 1071.150K, solid (hep) 
Ht-H298i5 =5.765T+8.255x10-4T2+7.359x10773-1811.7 
Cp=5.765+1.651x10-3?+2.208x10-«T2 
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1208. 15 < T < 1373.I50K, solid (bcc) 
"T""298.15 =9.1892-2868.3 
Cp=9.189 
1071.15 < T < 1208.I50K, liquid 
"T~"29815 =10.272T-2524.7 
Cp = 10.272 
Units: H r=lcalories per mole 
Cpf=Icalories per mole per degree Kelvin 
T r = Ideqrees Kelvin 
Berq's work on praseodymium was also reported by Berg, 
Speddinq, and Daane (54). Berq's data above the melting 
point consists of three points coverinq a range of lôS^K. 
Table 3 lists values of the thermodynamic functions at 50OK 
temperature intervals as reported by Berg. 
Neodvmium 
Parkinson et al. (57) determined the heat capacity of 
neodymium from 2 to 160®K. Speddinq and Miller (60) employed 
an ice calorimeter to measure the heat capacity of neodymium 
from 0 to 250OC. Stull and Sinke (51) estimated the heat of 
transition and heat of fusion of neodymium to be 340 calories 
per mole and 2600 calories per sole respectively. Their es­
timate of the heat capacity at 300OK is 7.21 calories per 
deqree per mole. Kelley (52) presented the following mathe­
matical representations for the estimates of the heat content 
of neodymium: 
Table 
T OR 
1000  
1050 
1071 
1071 
1100 
1150 
1200 
1208 
1208  
1250 
1300 
1350 
1373 
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Thermodynamic functions of praseodymium metal 
as reported by Berq (28) 
(calories per degree per mole) 
Sf-Sg ^?~"298.15 
T 
9.623 26.951 5.515 21.076 
9.932 27.068 5.718 21.350 
10.066 27.267 5.802 21.465 
9. 189 27.976 6.511 21.465 
9. 189 28.220 6.581 21.639 
9. 189 28.629 6.695 21.934 
9. 189 29.020 6.799 22.221 
9. 189 29.082 6.815 22.267 
10.272 30.449 8. 182 22.267 
10.272 30.799 8.252 22.547 
10.272 31.202 8.330 22.372 
10.272 31.589 8.402 23.187 
10.272 31.764 8.433 23.331 
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298. 15 < T < 1141 OR, solid (hep) 
"T'^29815 =5.61T+2.67X10-3T2-1910 
Cp=5.61+5.34x10-3T 
(transition) = 340 (tcp-bcc) 
1141 < T < 12970K, solid (bcc) 
«7-8298.15 '8.00T-820 
C p—8 « 0 0 
AH^297 (fusion) =2990 
1297 < T < 3000«K, liquid 
"T""298.15 =8.00T+2170 
C^=8.00 
K 
Units: H r=lcalories per mole 
Cp[ = icalories per mole per degree Kelvin 
T r= Ideqrees Kelvin 
Feber and Herrick (59) have calculated the thermodynamic 
functions for ideal monatomic aeodymium gas from 100 to 
6000°K. ncKeosa (27) measured the heat content of neodymium 
from 0 to IIOQOC and represented the data for enthalpy and 
heat capacity in the following form: 
0 < T < 862*0, solid (hep) 
H^-Hq=6.518T+1.239i10-3T2+1.085i10-&T3 
Cp=6.518+2.477x10-3T+3.256x1O-^TZ 
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862 < T < 1024OC, solid (bcc) 
H^-Hq=10.654T-1238 
Cp=10.65U 
1024 < T < IIOQOC, liquid 
H^-Hq=11.661T-564 
Cp=11.661 
Units: H f=lcalories per mole 
Cpf=Icalories per mole per degree Centigrade 
T r= Idegrees Centigrade 
McKeown's data was taken with an ice calorimeter using a 
sample encased in a tantalum crucible. Three determinations 
were made above the melting point covering a range of about 
60®. McKeown's work was also reported by Spedding, McKeown, 
and Daane (61). Values of some thermodynamic functions as 
calculated by McKeown are shown in Table 4. 
Table 
T °K 
1023 
1073 
1135 
1135 
1173 
1223 
1273 
1297 
1297 
1323 
137 3 
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Thermodynamic functions of neodyaium metal 
as reported by McKeown (27) 
(calories per degree per mole) 
so-so ^T~^298.15 ^T~^298.15 
10.21 27. 22 5.906 21. 31 
10. 58 27 71 6.115 21.59 
11.08 28.32 6.372 21.95 
10.65 28.95 7.000 21.95 
10.65 29. 30 7.119 22. 18 
10.65 29.75 7.263 22.49 
10.65 30. 17 7.397 22.77 
10.65 30.37 7. H57 22. 91 
11.66 31.68 8.770 22. 91 
11.66 31.91 8.826 23.08 
11.66 32.34 8.932 23.41 
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METHOD AND THEORY 
The method selected for this study is called lévitation 
calorimetry. The technique utilizes a copper block drop 
calorimeter in constant temperature surroundings with a 
lévitation melting apparatus serving as the furnace. The 
copper-block drop calorimeter was chosen for the relative 
rapidity with which runs can be made; the relative simplicity 
of the supporting eguipment; the ease of assembly and 
disassembly; and the accuracy of the method (usually better 
than 0.5%). Lévitation melting is particularly well suited 
to the high temperature investigation of rare earth 
thermodynamic properties because of the reactivity of the 
rare earth metals. In the past it has been necessary to 
correct high temperature rare earth data for errors caused by 
the dissolution of crucible material into the sample (35). 
The lévitation melting technique eliminates the need for a 
crucible and is adaptable to an inert atmosphere system (UO), 
thus eliminating sample contamination problems. Lévitation 
calorimetry has been successfully utilized in the determina­
tion of high temperature heat contents of copper and platinum 
by Chaudhuri et al. (44) and for copper, platinum, niobium, 
and zirconium by Bonnell (33)- Treverton and Margrave 
(45,46) have reported utilization of the technique with 
samples of cobalt, palladium, iron, titanium, and vanadium, 
A more detailed description of the method is given in the 
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following sections. 
Calorimetry 
The theory involved in the operation of a drop 
calorimeter is quite straightforward. The calorimeter con­
sists of two principle parts, the block into which a heated 
sample is dropped and a jacket which is maintained at con­
stant temperature by means of a constant-temperature bath. 
The heat capacity of the block at some reference temperature 
is determined by calibration of the calorimeter. Hhen the 
hot sample is dropped, the temperature rise of the block is 
measured as a function of time. After correction of the ob­
served temperature rise to account for heat leaks between the 
iacket and block, the heat content of the sample is calcula­
ted as follows: 
-,T M Co AT 
" m (3) 
where Cp is the heat capacity of the calorimeter in calories 
per degree, &T is the corrected temperature rise, Tj is the 
temperature of the surroundings, a is the aass of the sample 
dropped, and M is the molecular weight of the sample. The 
temperature of the surroundings (constant-temperature bath) 
and at which the calorimeter heat capacity is determined is 
usually set at the standard reference temperature, 298.15°K. 
29 
The temperature rise of the block is corrected to ac­
count for the exchange of energy between the calorimeter 
block and the constant-temperature bath surrounding the 
calorimeter. A derivation of the method for correcting the 
measured temperature rise is given by Grimley (32) and is de­
scribed below. 
Temperature rise correction 
The calorimeter block is separated from the constant-
temperature surroundings by an insulating gas gap. If this 
gap is about one-half inch or less, the heat exchange between 
the block and iacket by convective transfer is essentially 
eliminated leaving radiation and conduction as the only means 
of heat transfer. One direct path for heat leakage is along 
the temperature sensor lead wire. The guartz-thermometer 
manual (62) reports the rate of heat transfer along the cable 
as less than 0.001 calories per second per degree of tempera­
ture difference between the block temperature and the temper­
ature of the surroundings. Typical temperature gradients in 
drop calorimetery are on the order of 1®C, thus the rate of 
leakage is approximately 0.001 calories per second. Over the 
10 second period between temperature read-outs this amounts 
to 0.01 calories which accounts for a block temperature 
change of less than 0.0001®C per 10 seconds. This is ex­
tremely low and does not affect the assumption of a linear 
total heat leak. The actual loss is then compensated for in 
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the temperature rise correction calculations. 
Assuming Newton's law of cooling holds at the surface of 
the block, the rate of energy transfer is given by 
^ = - k C T - T j )  ( , )  
where is the change in enthalpy of the block per unit 
time, k is a constant, T is the temperature of the block, and 
Tj is the temperature of the constant-temperature bath. 
In the operation of the calorimeter, a hot sample is 
dropped into the calorimeter block and the change in the 
block temperature is recorded as a function of time. The 
temperature versus time curve is then divided into three sec­
tions: (1) the initial period, (2) the main period, and (3) 
the final period. Figure 1 shows these three periods on a 
typical temperature versus time curve. 
During the initial period, the only change in the tem­
perature of the block is due to the exchange of energy with 
the constant temperature bath. The temperature versus time 
curve in this period is nearly linear. The same conditions 
are true for the final period. 
During the main period, the temperature change of the 
block is due to both exchange of heat with the surroundings 
and with the sample: 
AH c  +  AH ,  = C p  (  Tf -  Tj  )  (5)  
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INITIAL PERIOD FINAL PERIOD MAIN PERIOD 
T T 
time 
Figure 1, Typical temperature versus time curve 
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where AHg is the enthalpy change of the block due to exchange 
of heat with the sample, AHg is the enthalpy change of the 
block due to the exchange of heat with the surroundings, Cp 
is the heat capacity of the calorimeter in calories per 
degree, is the temperature of the calorimeter at the end 
of the main period, and Tj is the temperature of the 
calorimeter at the beginning of the main period. By defini­
tion 
where AT is the temperature rise due to the energy input of 
the sample (also called the corrected temperature rise) and 
^^correction the temperature change due to energy exchange 
with the surroundings. Equation 5 can be rearranged to 
A H s  = C p A T  (6) 
and 
A H #  =  C p  A T c o r r e c t i o n  (7) 
(8) 
but from the definition of AHg and AHg this gives 
AT = - Tj - ATj-Qerection , 
Now concentrating on ATcgrrection' note that 
(9) 
33 
AT correction 
K 
Cn 
/F 
r ( T - Tj ) dt (10) 
where tj and t^ are the times at the beginning and end of 
the main period. The rate of change of temperature with time 
at time t: is 
dT 
dt - Tj ) (11) 
and at time t^ is 
dT 
d t — (T,  -  T j  ,  (12) 
Using an arbitrary mid-time* t^, equation 10 is changed to 
( T - Tj ) d t 
(13) 
Introducing Tj and T^ into equation 13 by adding and 
subtracting T: in the integral from t, to t^ and T, in the 
integral from t^ to tf gives 
^Tc or recti on " " c, 
m 
Tj )dt + \ ( T - Tj)dt [  C(T i  -  j    Ç 
L t/ t/ 
+ ^ ( Tf - Tj )dt + ^ ( T - T^  ) dt j 
(14) 
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At this point the mid-time is defined such that 
J" • -i' ( T - T; ) dt = - \ ( T- Tf ) dt (15) 
Figure 2 indicates the physical interpretation of this defi­
nition. Applying this definition of t^ to equation 14 gives 
^^correction - ~~ 
im iT 1 
W Tj -T. )dt + y Tf - Tj ) dt 
Y ^ tm J 
(16)  
Since Tj, Tf, and T- are constants, integration yields 
AT [ correction " ~ Cp ^rn~ '^i ^ ^ ^ ] . (17) 
Substituting equations 11 and 12 into equation 17 qives 
AT correction 
o I 
"dT d t ( :f - tm) (18)  
The equation for the corrected temperature rise becomes 
AT = T, - T: - dT 
dt 
dT 
(19) 
[F 
This is the final form of the corrected temperature rise 
equation. Substituting into the equation for heat content by 
calorimetric measurements qives 
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defined such that area A = area B 
area B 
area A 
t: T T 
ID 
time 
Figure 2, Mid-time definition 
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d T  
Slopes dt 
H 
and dt are obtained from the temperature 
versus time curve during the initial and after periods. Tj 
is set by a constant temperature bath to be the standard ref­
erence temperature, 298.15®K. 
An alternate method for calculating the corrected tem­
perature rise is the integration of equation 10 using some 
numerical technique. The tso methods are equivalent but the 
latter method is more convenient when the data is handled au­
tomatically and for that reason was chosen for this work. 
More details of the method used are given in the calculations 
section. 
When a conducting sample is placed in a non-uniform, 
rapidly alternating electromagnetic field, eddy currents are 
set up in the sample as specified by the principle of 
induction. The interaction of these currents with the elec­
tromagnetic field can be used to support the sample without 
the use of a container. Jenkins et al. (63) describe this 
effect. They state that the force produced by the interac­
tion of the sample and the electromagnetic field depends both 
upon the field strength and the field-strength gradient. For 
successful lévitation to occur, the force must have a 
vertical component of magnitude at least egual to the weight 
Lévitation Melting 
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of the sample and also have a positive lateral stabilizing 
component. In practice, the coil employed produces a field 
such that the vertical component of the force is greater than 
the weight of the sample and the stabilizing force is pro­
duced by turns wound in the opposite direction above the main 
portion of the coil. Under these conditions, the sample 
tends to move to the point of minimum field strength as il­
lustrated in Figure 3. 
Jenkins et al. (63) , Okress et al. (37) , and Hroughton 
et al. (38) have investigated the effect of various coil 
designs. Most coils have a common basic design which is il­
lustrated in Figure 4- In some cases the reverse upper turns 
are replaced by a dock in order to improve the stability of 
the levitated sample (64). The dock is a water-cooled metal 
ring which produces an intense local stabilizing field. 
Bonnell (33) reports that while the dock does improve sta­
bility, it limits the maximum temperature attainable with the 
coil to a lower value than that for coils with the reverse 
upper turns. 
Temperature adjustment for the levitated melt is accom­
plished by adjusting several parameters (33). The tempera­
ture of the sample depends upon the position of the sample in 
the field, modes of heat loss, shape of the coil, power 
transmission from the coil to the sample and several other 
factors. 
/ \ 
Piqûre 3. Field configuration and 
for a typical coil 
MINIMUM FIELD 
/CONTOURS 
œ 
minimum field contours 
f 
'N/ ) r-f 
GENERATOR 
Figure 4. 
SAMPLE W vo 
L design 
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The position of the sample in the field can be adjusted 
by the power applied to the coil, by the mass of the sample 
used, and by the configuration of the coil. In general, de­
creasing the power or increasing the sample mass will cause 
the sample to settle lower into the coil and suscept more of 
the field, resulting in an increase in temperature. 
The rate at which the sample loses heat to the surround­
ings can be adjusted by altering the surroundings to which 
the sample radiates energy and by controlling the atmosphere 
through which heat is conducted away from the sample. Con­
trol of the atmosphere is easily accomplished by adjusting 
the composition of an argon-helium mixture. The maximum tem­
perature would be expected while operating under vacuum, 
where the only mode of energy loss is by radiation. This 
would be the case were it not for the fact that vacuum opera­
tion is inhibited by corona discharge from the lévitation 
coils. 
Bonnell (33) presents a discussion on the theoretical 
aspects of the design of the lévitation melting system, which 
basically deals with the problem of matching the impedance of 
the lévitation coils to the high-frequency generator. Even 
after such a match is made, the final choice of the work coil 
depends upon the size of sample to be used and the desired 
temperature range. The design of the coils is totally empir­
ical with experience being the chief guide. 
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EQUIPMENT 
The experimental equipment consisted of the following 
components, divided into two ma-jor sections: 
1) Calorimeter 
a) Support table 
b) Constant temperature bath 
c) Calorimeter iacket and block 
d) Monitoring equipment 
e) Miscellaneous support equipment 
2) Lévitation apparatus 
a) High-frequency generator 
b) Matching transformer 
c) Lévitation coils 
d) Lévitation chamber 
e) Drop tube 
f) Sample temperature measurement equipment 
Detailed description of the equipment is given below and a 
schematic diagram of the assembled lévitation calorimeter is 
shown in Figure 5. 
Calorimeter 
Support table 
The support table consisted of a wheel-mounted metal 
base with angle iron guides at each corner. The table top 
was fitted onto the base with rods in the guides of the base. 
A hydraulic jack was mounted on the base and supported the 
.Ti'.OS 
ASS£V3LÏ 
HIGH-<^REOJENCr 
GENERATOR 
AND 
TRANSFORMED 
QUARTZ THERMOMETER 
m&T 
AZAR RECORDER 
RADIATION 
GATE 
BATH FLUID LEVEL 
DIGITAL RECORDER 
CALORIMETER 
ASSEMBLY \ TEMPERATURE CONTROLLER 
INSULATION 
-*TO BATH 
HEATER 
(NOT SHOWN) 
THERMORE&UuATOR CALORIMETER 
LEVELING 
STAND TEMPERATURE SENSOR 
BATH STIRRER AND 
COOLING COIL 
NOT SHOWN 
Figure 5. Schematic drawing of lévitation calorimeter 
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top portion of the table. This feature allowed the table to 
be raised and lowered over a distance of approximately six 
inches. This movement was required to allow the constant-
temperature bath and calorimeter to be separated from the 
lévitation chamber to facilitate the disassembly of the 
calorimeter after each run. 
Constant temperature bat^i 
The constant-temperature bath was a large steel tank 18 
inches in diameter by 20 inches in depth which was contained 
in a 24 inch by 24 inch by 24 inch wooden box. The box was 
filled with attic insulation (vermiculite) to provide the 
tank with a minimum of 3 inches of insulation. 
The bath fluid was water with heating and cooling pro­
vided by a 50 watt Calrod heater and a coil of 1/4 inch 
diameter soft-copper tubing approximately 10 feet long 
carrying cooling water at a low flow rate. 
The power output of the heater was controlled by a 
Bayley model #252 precision temperature controller which was 
capable of maintaining the bath temperature to ±0.001®C over 
a period of eight hours. A modification of the control 
system was necessary due to interference present during the 
operation of the high-frequency generator used in the 
lévitation melting. Operation of the generator caused an in­
crease in the power output of the controller which in turn 
caused an increase in bath temperature of up to 0.08^0. kt-
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tempts to shield the controller from the interference were 
not satisfactory so an alternate solution was selected. The 
problem was alleviated by using a Precision Scientific #62541 
Microset Thermoregulator with a normally closed relay along 
with the Bayley controller. The system was ad-justed so that 
when the temperature of the bath increased by more than 
0.003*0 above the setpoint, the thermoswitch would close and 
cause the power to the bath heater to shut off. By using 
this technique, the bath temperature Has controlled to about 
±0.006°C over the period when the hiqh-frequency generator 
was in operation. This fluctuation in bath temperature was 
well within the required tolerance for this work. 
The bath was agitated by an impeller type stirrer driven 
by a Bodine type V-10, 1/10 horsepower variable speed motor. 
Calorimeter jacket and block 
The calorimeter jacket was constructed from 4 inch o.d. 
brass tubing with 1/4 inch wall- The bottom of the jacket 
was closed with 1/4 inch brass plate. Just above the bottom 
of the jacket, a gas inlet port was provided for introducing 
inert gas to the calorimeter. The top of the jacket tube was 
connected to a 3/4 inch wide flange which contained a seat 
for a neoprene "0-ring". The jacket was 8 3/4 inches from 
the top of the flange to the inside bottom of the tube. Pins 
were provided at 5 inches above the bottom of the tube to 
support a bakelite centering ring. & bakelite support stand 
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rested on the bottom of the iacket. Figure 6 shows the 
details of the calorimeter -jacket. 
The lid of the jacket was constructed from 1/4 inch 
brass plate and contained outlets for the operating lever of 
the block cover gate and the leads for the thermometer and 
calibration heater. A 1 inch i.d. tube extended upward from 
the center of the iacket lid to a 1 inch Nibco gate valve 
which served as a radiation gate. A 1 inch i.d. tube contin­
ued up from the radiation gate and terminated with a 4 7/8 
inch diameter flange which provided a mount for the drop tube 
of the lévitation apparatus. All metal portions of the 
Iacket and lid assembly were chrome plated to help reduce 
radiative heat transfer between the jacket and block. A de­
tailed description of the jacket lid assembly is given in 
Figure 7. 
The calorimeter block was a massive copper cylinder 2 
1/2 inches in diameter by 7 3/4 inches in height. A 3 inch 
deep recess tapered from 1 1/4 inches in diameter at the top 
to 3/4 inches in diameter at the bottom was located in the 
center of the top of the block. A removable receiving sell 
fit into the recess. A slight depression located 1/4 inch 
from the edge of the top of the block provided a guide and 
pivot for the operation of the block cover gate. A hole was 
drilled from the top to bottom of the block so that the 
center of the hole was 3/8 inches from the edge of the block 
H6 
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IIRASS, ( HROMI t'l All I) 
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Figure 6. Calorimeter jacket 
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Figure 7. Calorimeter iacJcet lid 
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and opposite the cover gate recess. The hole was 3/8 inches 
in diameter and was provided with a threaded plug at the 
bottom and a sleeve for the top portion of the hole. The 
hole was designed to contain the temperature monitoring probe 
which was a quartz thermometer temperature sensor. Details 
of the block design are shown in Figure 8, 
The removable receiving well was constructed to fit the 
recess in the top of the block. The walls of the receiving 
well were 1/10 inch thick. A groove was cut on the outside 
of the receiving well to allow an electrical calibration 
heater to be wound on it. The bottom of the well was 1/2 
inch thick and contained a threaded (3/8 inch NCT) hole and 
plug. This hole was used to aid in the removal of the well 
after it had been fitted into the block and a run made. This 
removable well allowed replacement of a receiver damaged by a 
falling sample without replacing the entire block. It also 
allowed determination of the weight of the sample dropped 
into the well without having to remove the entire block for 
weighing. The receiving well is described in Figure 9. 
The block cover gate was a 1/8 inch thick copper disc 
with an offset operating handle. The operating rod and 
handle were constructed from nylon to reduce the heat loss to 
the jacket through this point of physical contact. The rod 
was passed through the jacket and sealed with an "O-ring". A 
small spring was located inside the operating rod and served 
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both to press the rod flange against its seal with the jacket 
lid and to force the cover gate tightly against the block. 
Figure 10 gives detailed information about the block cover 
gate and operating rod. 
The outside surface of the calorimeter block was bright 
gold plated to help reduce the radiative heat exchange be­
tween the block and jacket, all other metal surfaces were 
kept brightly polished. A schematic drawing of the entire 
calorimeter assembly is given in Figure 11. 
Mon itoring equipment 
The temperature of the calorimeter block was monitored 
with a Hewlett-Packard 2801-A Quartz Thermometer. 
Convenience was the principal reason for selection of the 
guartz thermometer as the temperature monitoring device. 
Other methods reguire time consuming balancing of null meters 
or bridges while the guartz thermometer gives direct tempera­
ture readout which can be automatically recorded. This 
leaves the operator free to deal the other details involved 
in the lévitation melting aspect of the procedure. 
The operation of the quartz thermometer is described in 
detail in the instruction manual (62) and will aot be dis­
cussed here other than to give basic principles. The instru­
ment is based on a guartz crystal cut in such a way that its 
resonant frequency varies linearly with temperature. The 
resonant freguency of the crystal is determined by the elec-
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tronics of the instrument and digitally compared to a stan­
dard oscillator in the instrument to determine the probe tem­
perature. The instrument readout is a direct digital display 
in degrees Celsius. The output information was printed on 
paper tape by a Hewlett-Packard 562-a Digital Recorder. 
Since the main interest in the temperature monitoring 
was to determine a change in temperature, absolute accuracy 
was not important. The instrument was checked periodically 
against the ice point and no detectable changes were ob­
served. 
The probe crystal was hermetically sealed in a double 
stainless steel can arrangement with dimensions of 3/8 inch 
diameter by 3/8 inches in height. The probe was wrapped in 
copper foil and imbedded in the probe well of the calorimeter 
block. The position of the probe was chosen to avoid tran­
sient responses. The lead wire from the probe to the ther­
mometer was a teflon coated co-axial cable. The lead was 
taken out of the calorimeter assembly through a swagelock 
fitting using a teflon ferrule to provide a gas tight seal. 
Miscellaneous support eguipment 
Special equipment associated with the operation of the 
calorimeter assembly included eguipment designed to provide a 
stable cooling water supply to the calorimeter constant-
temperature bath. The in-house cooling water supply was 
found to fluctuate in both temperature and pressure in an 
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unpredictable fashion. In order to obtain the necessary tem­
perature control for the bath, a more stable supply was 
needed. Consequently, the in-house cooling water was passed 
through a pressure regulator set at 20 psig (tap pressure 
60-70 psiq) and then through 30 foot long copper coils in a 
sequence of two secondary constant temperature baths. The 
secondary baths were controlled to ±0.1°C at approximately 
210C. This system served to damp out the fluctuations in 
cooling water temperature to an acceptable level, making con­
trol of the calorimeter temperature bath much more precise. 
Another special system was required to provide oxygen-
free inert qas for the non-reactive atmosphere in the 
calorimeter assembly. This was provided by passing the 
desired mixture of arqon and helium over titanium sponge at 
600OC to remove traces of oxygen. The gas was then cooled to 
room temperature in a long coil of 1/4 inch copper tubing. 
Any moisture remaining in the gas stream was removed by 
passing the gas through a bed of molecular seives. The 
purified stream was then brought to the temperature of the 
constant-temperature bath by passing it through a coil of 1/4 
inch copper tubing submerged in the bath. After this treat­
ment, the gas was fed to the calorimeter assembly. This 
purification system was also used to provide purified inert 
gas to the lévitation chamber. 
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Lévitation Apparatus 
High-frequency generator 
The high-frequency qenerator employed in this study was 
a Lepel model no. T-20-3-KC-F-S high-frequency generator 
which operated at approximately 450kh, 
Matching transformer 
In order to improve the coupling of the generator to the 
sample while using the small work coils necessary for 
lévitation, it was necessary to match the coils to the 
qenerator. One method of doing this is by providing a 
transformer in the circuit. The transformer used was an air 
core transformer wound at this laboratory. The primary coil 
consisted of 12 turns of 1/4 inch diameter soft-copper tubing 
wound on a 6 inch diameter form. The primary coil was cooled 
by the internal cooling water supply of the generator. The 
secondary coil consisted of 3 1/2 turns of 1/2 inch copper 
tubing wound around the primary so as to compress 4 layers of 
0.01 inch thick polyethylene sheet between the primary and 
the secondary for insulation. The water for the cooling of 
the secondary coil and the lévitation coil was supplied by 
the in-house cooling water with a booster pump to increase 
the feed pressure. 
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Lévitation coils 
The lévitation coils used in this work were designed by 
F 
a trial and error method, but were patterned after those used 
by Bonnell (33). Three basic forms were used, these forms 
being solenoid, conical, and reverse conical. Schematics of 
these types of coils are shown in Figure 12. The coils were 
wound from 1/8 inch diameter soft copper tubing. 
Lévitation chamber 
The lévitation chamber was fashioned from a one liter 
round bottom flask modified to provide several ports. On one 
side of the flask a port tooled for a No. 12 rubber stopper 
was provided to allow insertion of the lévitation coil and 
leads. On the opposite side of the flask was a port 
terminating with a 6 5/40 ground glass ball "joint. An 
extension for this port on a 65/40 ground glass socket pro­
vided a gas inlet tube and a pyrometer window. The gas inlet 
tube was positioned so as to sweep fumes away from the 
pyrometer window, A third port was provided at the top of 
the flask for insertion of samples and alignment of the 
system. This port also contained a gas outlet tube and could 
be adapted for use as a pyrometer port. Slightly offset from 
the top port was a small tube through which a J-shaped rod 
could be used to manipulate the sample prior to lévitation. 
The bottom of the flask was opened to a 55/50 ground glass 
inner taper which connected to the drop tube. More detail of 
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the lévitation chamber is given in Figure 13. 
Drop tube 
The drop tube was a modified section of 2 inch i.d. 
pyrex column, the top of which was replaced with a 55/50 
ground glass outer taper which connected with the lévitation 
chamber. The bottom of the column was clamped to the top of 
the calorimeter iacket lid with an "O-ring" seal between the 
two pieces. 
Sample temperature measurement eguipment 
The temperature of a levitated sample was determined 
with a Leeds and Northrup 8641 Precision Automatic Optical 
Pyrometer with output recorded on an L S N Speedomax W 
Adjustable Zero Adiustable Range (AZAR) single point 
recorder. The pyrometer determines the brightness tempera­
ture of the obiect on which it is sighted by automatically 
adjusting the current passing through an internal standard 
lamp to match its brightness with that of the object being 
observed. The standard lamp current is then converted to a 
millivolt signal which is passed to the recorder. The 
pyrometer operates over four temperature ranges which are 
from 775° to 1225*0, 1075* to 1750*0, 1500° to 2800oc, and 
2000® to 5800®C. The accuracy of the pyrometer is governed 
by the calibration and stability of the standard lamp. The 
absolute accuracy of temperature measurements within the 
range of the pyrometer is defined by limits to which the 
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National Bureau of Standards will specify conformance to the 
International Practical Temperature Scale. At the present 
time, the limits of error are the same as those stated for 
manually operated optical pyrometers which are given in Table 
5. Uncertainty in N.B.S. calibration reports for L S N 
manually operated pyrometers are usually given as ±40c at 
800OC, ±30C at 1063OC, ±8*0 at 2800OC, and about ±HQ°C at 
4000OC. With the higher resolution and precision of the au­
tomatic pyrometer it is expected that closer reproducibility 
can be obtained. 
The pyrometer resolution is given as 0.5°C for a one 
second balance time at 1063oc and the response time is given 
as one second. The filters on the pyrometer have an approxi­
mate passband of 350& and the effective wavelength is approx­
imately 0.645m- Calibration curves which give the indicated 
temperature as a function of the millivolt output of the 
pyrometer were furnished by Leeds and Northrup and additional 
calibration is not needed. The calibration was checked 
periodically with a N.B.S. calibrated standard lamp available 
in the Ames Laboratory, 
The output from the pyrometer was recorded on the L S N 
recorder previously mentioned. The recorder responds to 99% 
of full scale in one second after a step change in input. 
The AZAR feature of the recorder allows adjustment of full 
scale span from 67 v to lOOmv with major calibrated spans of 
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Table 5. Limits of error for manually-operated LSN optical 
pyrometers 
Temperature Limits of error 
Range ®C °C 
Low 
Low 
Low 
Medium 
Medium 
Medium 
Hiqh 
Hiqh 
815 ±4 
980 ±4 
1225 ±4 
1225 ±6 
1425 ±7 
1750 ±8 
1750 ±14 
2540 ±18 
0.2, 0.5, 1, 2, 5, 10, 50, and lOOmv. Continuous span ad-
iustment is accomplished with a span trim which can reduce 
any calibrated span by 1/3, The recorder also has zero ad­
justment provisions allowing the zero line of the instrument 
to be set from -100 to +100mv. 
The pyrometer window which attaches to the lévitation 
chamber was a thin piece of polished quartz glass. Its 
presence in the optical path altered the pyrometer output. 
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This change was compensated for by the use of calibration 
data obtained by determining the brightness temperature of 
the filament of a ribbon filament lamp and noting the effect 
on the reading when the window was inserted into the optical 
path. 
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CALIBRATION 
Calibration of the calorimeter must be performed to 
allow the investigator to determine the amount of energy as­
sociated with a given temperature change in the calorimeter 
block. Substances normally used for calorimeter calibrations 
are not suitable for use with a lévitation calorimeter, 
therefore electrical calibration was employed in this study. 
Figure 14 shows the circuit used to perform the calibration. 
The constant voltage power supply shown in Figure 14 was 
a Kepco model CK-8-5M voltage/current regulated power supply. 
The supply was used to provide a constant voltage (less than 
0.01% change from no load to full load) of 8 volts D.C. for 
calibration purposes. 
The dummy heater in the circuit was used for rough ad­
justments on the measuring instruments before power was 
switched to the calibration heater. 
The calibration heater was non-inductively wound from 
approximately two feet of 28 gauge Nichrome wire insulated 
with refrasil sleeving. The coil was held in the heater 
groove of the receiving well by a coating of giyptal 
insulating varnish. Heater leads were of 26 gage copper wire 
and were wrapped around the receiving well to provide heat 
sinking of the leads in order to reduce heat losses from the 
heater through the leads. The potential measurement leads 
were attached to the power leads as close to the block as 
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possible to avoid measuring potential drop in the leads as 
well as across the heater. 
The volt box is a voltage divider with a ratio of ap­
proximately 200:1 input/output. The total resistance across 
the input terminals of the box was > 200K ohms so the current 
through the box was minimized. Calculations show that the 
current passing through the volt box was extremely small when 
compared to the current passing through the standard 
resistor. This means that the error involved in assuming 
that the current passing through the heater was equal to the 
current passing through the standard resistor was small. The 
volt box was calibrated to determine the exact ratio of the 
division and the results were fit by linear least squares 
with the resulting equation: 
Eh = 199.53 E^- 2.958 (21) 
where E^ is the heater potential in mv and E ^  is the meas­
ured potential in mv. The maximum deviation of any data 
point from this curve is 9mv and the standard deviation from 
the curve is 4.3mv. This represents 0.13% and 0.05% respec­
tively. 
The standard resistor is a Leeds and Northrup 4015-B 
standard resistor with a resistance value of 0.09998 ohms 
using the two top thumbscrews for potential terminals and the 
side terminals for current. The resistance uncertainty is 
±0,03% as calibrated against L S N reference standards. The 
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reference standards were calibrated by the National Bureau of 
Standards, N.B.S. test #211.01/204615, in August 1971. 
All potentials were measured with a Leeds and Northrup 
Millivolt Potentiometer. 
Calculation of the energy dissipated to the calorimeter 
block is as follows: 
I = Eg/0.09998 (22) 
where I is the current in amps. Eg is the potential across 
the standard resistor in volts, and 0,09998 is the value of 
the standard resistor in ohms. The power is then given by 
P = lEh (23) 
where P is the power in watts and is the potential across 
the calibration heater in volts. The total energy dissipated 
to the block, Q, is then given by 
Q = PAt (24) 
where At is the time of heating. 
In actual runs the value of I, Eg, and E^ might be ex­
pected to vary with time due to change in the resistance of 
the calibration heater as it heats up during operation. Such 
variations sere slight, and nhen detected were nearly linear. 
In any case where variation was detected an average value 
was used. 
In the calibration runs performed on the calorimeter, 
the following procedure was followed: 
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1. Assemble and prepare the calorimeter for calibra­
tion. Place the calorimeter in the constant-temperature 
bat h. 
2. Turn on the quartz thermometer. 
3. Turn on the constant voltage power supply and adjust 
the maximum current limit to three amps. (This protects the 
standard resistor from overloading.) 
U. Turn on the argon gas flow to the calorimeter. 
5. Chill the calorimeter block (by dropping dry ice or 
liguid nitrogen into the receiving well). 
6. Turn on the digital recorder. 
7. Wait at least one hour, then check the block temper­
ature and the rate of temperature rise. 
8. When the rate of temperature rise is constant, per­
form rough adiustments on the potentiometer by measuring the 
potential across the dummy heater. Switch on the power to 
the calibration heater and timer. 
9. Measure the potential drops across the calibration 
heater and across the standard resistor. 
10. Near the end of the heating period, recheck the po­
tentials measured in step 9. 
11. Switch the power back to the dummy heater and stop 
the timer. 
12. Allow the digital recorder to record the temperature 
until the rate of change is constant. 
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13. Turn off all equipment. 
14. Process the data to determine the corrected tempera­
ture rise of the block (AT). 
15. Calculate the power dissipated to the block. 
16. Calculate calorimeter constant, Q/ AT. 
The results of the calibration runs are tabulated in 
Table 6. The calibration value of 483.841 calories per 
degree agrees very well with the predicted value of 485 
calories per degree. The prediction was made from the size 
of the block and the heat capacity of pure copper. 
Since the calibration heater was not present during the 
use of the calorimeter, the calorimeter constant was correct­
ed to account for the contribution of the heater components. 
The contribution of the receiving well used in the calibra­
tion runs was also subtracted from the block constant. The 
actual wells used in operation varied from sample to sample 
and their heat capacities were more conveniently treated as 
additions to the calorimeter constant. The final value ob­
tained for the calorimeter constant of the block was 472.122 
calories per degree. 
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6. Results of calorimeter calibration 
Calorimeter 
Energy input AT Constant Percent 
Calories ®C cal/®C Deviation Deviation 
681.24 1.4118 482.519 -1.322 -0.27 
671.23 1.3900 482.907 -0.934 -0.19 
267.11 0.5508 484.941 1.100 0.23 
266.47 0.5506 483.998 0.157 0.03 
102.89 .2129 483.200 -0.641 -0.13 
672.62 1.3886 483.391 -0.450 -0.09 
405.41 0.8362 484.270 0.429 0.09 
548.44 1.1326 484.254 0.413 0.09 
405.96 0.8382 484=314 0.473 0.10 
406.37 .8394 484.105 0.264 0.06 
520.31 1.0776 482.832 -1.009 -0.21 
531.46 1.0995 483.361 -0.480 -0.10 
801.40 1.6555 484.091 0.250 0.05 
798.98 1.6437 485.024 1.183 0.25 
801.02 1.6536 484.403 0.562 0.12 
mean values 483.841 0. 13 
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EXPERIMENTAL PROCEDURE 
The procedure involved with lévitation calorimetry work 
can best be divided into two sections, the initial setup and 
the actual run- The initial setup involves all preparation 
for the system to be ready for use. The major steps included 
are listed below. 
1. Construct and test lévitation coil which will 
levitate and melt sample material. 
2. Install coil and clamp lévitation chamber in place. 
3- Weigh empty receiving well. 
4. Line the empty receiving well with protective foil. 
After the above four steps have been completed, the remainder 
of the procedure is common to all runs on one sample materi­
al. Some sample materials may reguire several different 
coils to cover the entire range of temperatures. 
The procedure from the beginning to the end of a single 
run is outlined below. 
1. Start the constant-temperature bath and allow the 
temperature to stabilize. 
2. Weigh the receiving sell and contents. Determine 
the correction factor to be applied to the calorimeter con­
stant for the foil lining and any old sample which is present 
in the well. 
3. Insert the receiving well into the block and assem­
ble the calorimeter. Place the calorimeter in the constant-
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temperature bath. Level the calorimeter. 
U. With the hydraulic iack, raise the calorimeter and 
bath up to connect with the lévitation chamber. Align all 
parts of the system. At this point the block cover gate is 
left open and the radiation gate is closed. 
5. Place sample on manipulating rod and position within 
the lévitation coil. 
6. Seal the system and begin flushing with inert gas. 
Check the system for leaks and repair any which are detected. 
7. Open the inert gas flow and adjust the argon-helium 
mixture to a composition suitable for the desired sample tem­
perature. Allow the system to flush for about three hours. 
8. Prepare lévitation system for operation. (Warm up 
generator, turn on cooling water, etc.) Turn on the tempera­
ture sensing eguipment for the levitated sample and the 
calorimeter. 
9. Align the pyrometer as nearly as possible so that 
only minor adjustments will be necessary during the run. 
10. Switch the quartz thermometer to 0.0001°C resolution 
and switch on the digital recorder to begin taking tempera­
ture versus time data. The thermometer outputs data at ap­
proximately 10 second intervals. The time scale is deter­
mined by the actual time between readings on the quartz ther­
mometer and the time lapse is arbitrarily called ten seconds. 
This is done for convenience and has no effect on the 
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results since actual time is not important. 
11. At approximately 8 minutes into the run turn on the 
lévitation power and obtain stable lévitation of the sample. 
Make final adjustments to the pyrometer alignment and adjust 
the AZAR recorder to record the pyrometer output on 2 
millivolt span with zero suppressed as required to bring 
reading on chart. 
12. Hake adjustments to the generator power to obtain 
the desired sample temperature. Readjust the recorder, if 
needed, and note the final range and zero-suppression set­
tings. 
13. When the sample is stable at the desired tempera­
ture, open the radiation gate and drop the sample by 
switching off the generator plate power. Close the block 
cover gate immediately and note the drop time on the digital 
temperature output. 
14. Shut down the generator, 
15. Take readings for the main period change of tempera­
ture with respect to time until dT/dt becomes constant. This 
is usuallly between 10 and 15 minutes after the drop time. 
Continue the readings for an additional 10 minutes to obtain 
dT/dt data for the final period. 
16. Shut off the gas flows, cooling water supplies, etc. 
Break down the system by lowering calorimeter and bath from 
the lévitation chamber. Remove the calorimeter from the bath 
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and dry it off. Remove the iacket lid and inspect for evi­
dence of sample contact or splash. 
17. Remove and weigh the receiving well and contents to 
determine the weight of sample dropped. This is determined 
after the drop since some sample is vaporized during 
lévitation. 
The remainder of the procedure is data reduction and is 
discussed in the calculations section. At this point the run 
is complete and the system shut down. 
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CALCULATIONS 
Raw data from the operation of the lévitation 
calorimetry system consisted of the apparent brightness tem­
perature, T^, of the levitated sample and the temperature 
versus time data for the calorimeter block. Several calcula­
tions were involved in obtaining the final results, i.e. the 
heat content, the heat capacity, the entropy, the enthalpy 
function, and the free energy function, from the raw data. 
These calculations included the correction of the apparent 
brightness temperature to obtain the true sample temperature, 
the correction of the calorimeter constant, the evaluation of 
the corrected temperature rise of the block, the correction 
to the experimental heat content for the energy lost by 
convection and radiation during the sample drop, the calcula­
tion of the heat capacity from the corrected heat content 
values, and the calculation of the thermodynamic functions. 
Details of the calculations are given in the following sec­
tions. 
True Sample Temperature 
A temperature measured by optical pyrometery is known as 
the brightness temperature and is defined as the temperature 
at which a perfect radiator (blackbody) would radiate energy 
with the same intensity as the sample. In order to obtain 
the true temperature from this value it is necessary to 
correct for the non-blackbody behavior of the sample materi-
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al. The correction was made as indicated by 
1 
T (25)  
a 
where T is the true temperature, is the brightness temper­
ature, X is the effective wavelength of the pyrometer, Cg is 
Planck's second radiation constant, and 6^ is the 
hemispherical spectral emissivity of the sample material. 
Theory and derivation of equation 25 is cited in Stretz (47) 
and in Stretz and Bautista (U8) . 
The brightness temperature, Tg, was obtained from the 
apparent brightness temperature of the sample by correcting 
for the absorbance of the optical system associated with the 
pyrometer measurements. The main source of absorbance was 
the pyroaeter eindow of the ievitation chamber. A second 
source of absorbance, pointed out by Bonnell (33), was the 
use of lens extension tubes between the pyrometer lens and 
the body of the pyrometer. The absorbance effects are deter­
mined from 
p- = Kabs 
'a 
(26) 
where is an absorbance constant. The constant was ob­
tained by direct calibration with a known brightness source. 
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The brightness temperature of a sample was then given by 
1 
Sources of error in the determination of the true tem­
perature include error in the determination of the apparent 
brightness temperature, error in the values of spectral emis-
sivity, and errors in the determination of the absorbance 
constant of the optical system. 
The error in determination of the apparent brightness 
temperature is dependent on the instrument used for the meas­
urement and has been dealt with in the description of the 
eguipment. The value obtained for the true temperature is 
relatively insensitive to errors in either the spectral emis-
sivity or the absorbance constant. At 2000°K errors of about 
556 in the spectral emissivity or absorbance constant result 
in errors of less than 0.5% in the calculated true tempera­
ture. 
Corrected Block Temperature Rise 
The calorimeter temperature versus time curve discussed 
in the theory leads to an apparent block temperature rise as 
the difference between the temperature at the beginning and 
end of the main period. This apparent temperature rise must 
be corrected for temperature drift due to exchange of energy 
between the block and surroundings. A method equivalent to 
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the general procedure presented in the theory aas used in the 
automatic processing of the calorimetry data. The method re­
quires evaluation of the thermal leakage constant, k, of the 
calorimeter from the initial and final periods of the temper­
ature versus time curve, modification of equation 10 to elim­
inate Tj (bath temperature), and numerical integration of the 
modified eguation to obtain the corrected temperature rise. 
The thermal leakage constant was evaluated in the fol­
lowing manner. Equation 4 was divided by the calorimeter 
constant to obtain 
This represents an exponential approach of the block tempera­
ture to the -jacket temperature,- but typically small values of 
k permit the use of a linear approximation. Bonnell (33) 
points out that the value of (dT/dt^^^^ should be determined 
at t^j and which are the times of occurrence of the mean 
temperatures of the initial and final periods. The reason 
for this selection is based on the fact that the actual tem­
perature drift is non-linear. The mid-point tangent to the 
true function will be closest to the average slope determined 
by the linear fit, thus retaining at least the precision of 
the linear fit. For the determinations in this work, the de­
viations of the measured temperatures from the linear fit 
(28) 
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were typically less than 0.0005%. This corresponds to 
±0.000130c in the temperature measurement which is of the 
same order as the thermometer resolution. Therefore, the 
non-linearity of the temperature drift was negligible and 
choice of the points at which (dT/dt)^^^^ evaluated was 
not critical. The values of (dT/dtii^g^ were determined for 
the initial and final periods of each run as indicated by the 
following equations: 
where Dj is (dT/dtijg^k the initial period drift and 
is the corresponding value for the final period. Using equa­
tion 29 and 30 to eliminate Tj and solving for k results in 
Di = Tmi -Tj ) (29) 
and 
Df = { Tpnf - Tj ) (30) 
(31) 
By substituting and the expression for k into equa­
tion 28, Tj and Cp are eliminated to give 
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Integration of equation 32 from t=tj to t=t^ where tj and t^ 
are the times at the beginning and the end of the main period 
qives the desired modification of equation 10 as 
AT, correction 
/Dj - Df > 
f - t j ) -  \ T d t  
t-/ • 
(33) 
The integral in equation 33 was evaluated using the 
trapezoidal rule for n+1 equally spaced data points which is 
given by Carnahan, Luther, and Wilkes (65) as 
rvj j f(x)dx = -^[f( X o ) +  f(x„)]+ h 2 (34) 
where Xo=a. Xn=b, h=(b-a)/n, and Xj =a+ih. The estimated 
truncation error for the trapezoidal method is 
E = - ^ ni;) , (X;_1<S|< Xj) , (35) 
i=1 
In order to estimate the error, the second derivative of the 
function is needed. àn estimate of the second derivative is 
given by 
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f"(Xj) = JL [f(Xj_i)-2f(Xi) + f(Xj^i )] (36) 
For typical data from this work, the integral was on the 
order of 10*. Using the largest estimate of f" over the in­
terval of integration gave an estimate for the upper bound of 
the error term. Typical data from this study gave error es­
timates on the order of 2x10-2. This indicates an error in 
the seventh digit of the integral value. Data from the 
quartz-thermometer provides only six significant figures. 
The relative size of the error term demonstrates that the 
trapezoidal method was adequate for the data and use of more 
elaborate integration schemes was not warranted. 
The calculation of the temperature rise correction was 
accomplished using a modification of CALOR, a Fortran comput­
er program presented by Sonnell (33). 
Calorimeter Constant 
The calibration of the calorimeter resulted in a block 
constant (total heat capacity) of 472.122 calories per 
degree. This value was corrected for the effect of the re­
ceiving well, the foil lining, and the old sample (if any was 
present). The correction calculation was simple and is rep­
resented by 
Cp — 472.122 + (m Cp)yy + ( mCp)^+( nnCp)5 (37) 
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where Cp is the calorimeter constant in calories per degree. 
In (mCp) , m is the mass of the receiving well in grams and Cp 
is the heat capacity of the well material in calories per 
gram per degree. The terms for the foil and old sample are 
defined similarly. 
Experimental Heat Content and Heat Capacity 
Once the corrected temperature rise (AT) of the 
calorimeter block and the calorimeter constant (Cp) had been 
determined for a run, the experimental heat content of the 
sample in calories per mole was given by 
"T-"298.15 
where H is the molecular weight of the sample material and m 
is the mass of the sample which fell into the calorimeter. 
The experimental heat content sas then corrected for heat 
lost during the time the sample fell from the coil to the re­
ceiving well of the calorimeter. 
There were two modes of heat loss considered during the 
sample drop. These were convective loss to the inert atmos­
phere and radiative loss to the surroundings. The problem 
was treated in two separate parts and, as a matter of 
convenience, was dealt with as a correction to the experimen­
tal heat content rather than as a correction to the sample 
temperature. 
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Convect ive losses 
The actual problem dealt with was the convective heat 
loss from a liquid sample in free fall through a qas. As an 
approximation, the problem was treated as a stationary sphere 
in a flowing qas stream. 
The equation used for the convective heat transfer cal­
culation was 
where AH* is the heat loss from the sample in calories, is 
the mean heat transfer coefficient, A is the surface area of 
the sample, AT is the difference in the sample temperature 
and the bulk qas temperature, and tj is the total time re­
quired for the sample to fall into the calorimeter. The mean 
heat transfer coefficient was calculated from the correlation 
presented by Bird, Stewart, and Liqhtfoot (66# for qas 
flowinq past a sphere, i.e. 
where D is the sample diameter, k is the gas thermal 
conductivity. Re is the Reynolds number, Pr is the Prandtl 
number, and the subscript f indicates evaluation at the film 
temperature which is qiven by 
(39) 
o 
(40) 
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(41 )  
where Tg is the bulk qas temperature and Tq is the sample 
temperature. The Reynolds number and the Prandtl number are 
given by 
where v* is the qas velocity, q is the gas density, jn is the 
qas viscosity, and Ûp is the qas heat capacity. Us an ap­
proximation, Vg was allowed to vary as the acceleration of 
the fallinq drop. The resulting equation for convective heat 
loss from the sample is then given as 
(42) 
and 
(43) k 
AH* = AAT 
o 
S ( 9ct C") 
where v» has been replaced with g^t, beinq the 
qravitational constant. Integration leads to 
D [zo+0.4(Pr))'^(Re*)1^j 
(45) 
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where Re is based on the velocity at time equal to ty. 
value of tj depends on the drop distance x as given by 
The 
-teJ -\1/5 (46) 
For the calorimeter used in this study x was 36 cm. Values 
for sample diameter, and surface area. A, are given by 
\W¥I (47) 
where m is the mass of the sample and g' is the sample density 
and 
A = TTD' (48) 
When values for the density of the liquid samples were not 
available in the literature, they were estimated as 10% less 
than the density of the solid at room temperature. Substitu­
tion into equation 45 and conversion to mole units gives the 
convection loss in terms of the sample and gas properties as 
M K, AT 
\1/3 
AHg = 
m 
1/2 
vc/ (49) 
where M is the molecular weight of the sample material. 
The inert atmoshpere was composed of an argon-helium 
mixture and the gas properties were calculated for the appro­
priate composition. The value of emix calculated 
86 
assuming ideal qas behavior from 
«mix = (SO, 
where B is the qas constant in cm^ atmospheres per mole and 
is the mixture molecular weight as given by 
^mix — (51) 
where Y indicates volume per cent. The value of was 
^ m i x  
also determined assuming ideal qas behavior from 
5 R 
'mix. 2 Mr- = " 
where R is the qas constant in calories per mole per degree 
Kelvin. The value of Kmix calculated using the Wilke 
estimation method as described in Reid and Sherwood (67), 
_  .  =  ^ ^  
1 + ^  K 1+ w 0 
^ (53) 
where Ma and are the argon and helium viscosities, and 
are the argon and helium mole fractions, ^ is given by 
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and given by 
^ha = (55) 
The value of k mi X was calculated from the Cheung, Bromley, 
and Wilke method as presented in Reid and Sherwood (67), 
mix. 
1 + (M^ 
Ma 
-%h 1 + 
|M^| 
Mk 
Va 
(56) 
where kg and k^ are the thermal conductivities of argon and 
helium. 
The importance of considering the variation of the gas 
mixture is shown in the following example. For a series of 
runs using one gram samples of yttrium over a temperature 
range from 1800 to 2300°K with varying gas mixtures, the 
convection loss corrections are shown in Figure 15. The cor­
rection varies from about 60 calories per mole in argon to 
about 280 calories per mole in helium at a sample temperature 
of 1800®K. These corrections represent 0.42% and 1.88% of 
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the total heat content respectively. The correction varies 
from about 85 calories per mole in argon to about 415 
calories per mole in helium for a sample temperature of 
2300®K. This represents 0.43% and 2.12% of the total heat 
content respectively. These values indicate that considera­
tion of the gas composition is important in the convective 
heat loss calculations. 
Radiative losses and heat capacity 
The radiative heat loss problem was treated as radiation 
from a sphere at temperature T to the surroundings at zero 
degrees. The surroundings were actually at a temperature of 
approximately BOO^K but the T* dependence of radiative heat 
transfer results in negligible radiation from the surround­
ings to the sample when compared to the radiation from the 
sample at temperatures from 1200 to 2500®K. Radiative heat 
loss from the sample is then given by the Stefan-Boltzmann 
law, 
G t Ao-T*^ dt (57) 
where dH* is the heat loss in calories daring the time inter­
val dt, Gj is the total emissivity of the sample material, k 
is the surface area of the sample, cr is the Stefan-Boltzmann 
radiation constant, and T is the sample temperature. 
Neglecting temperature gradients within the sample, this loss 
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Figure 15. Convective heat loss from one gram samples of 
yttrium in various argon-helium mixtures 
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is also represented by 
dW* =Cp dT (58) 
where Cp is the sample heat capacity in calories per degree 
and dT is the change in temperature due to the heat loss. 
Combining eguations 57 and 58 and solving for dt gives 
e^Ao- (59) 
Assuming that the heat capacity is not a function of tempera­
ture, eguation 59 is integrated with initial conditions T=TQ 
at t=0 yielding 
t = - 12-
EjAO- 3T3 3T3 (60) 
Solving for T gives T as a function of time, i.e. 
CS To 
SGTAO-Tgt +C* ( 6 1 )  
Substituting into eguation 57 for T and integrating gives 
AH* = C* To 1 -
(ï+y?^ (62) 
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where 
y = 
SET AO- Tg tj 
Cp (63) 
Converting to mole basis, substituting equation 48 for A 
(with equation 47 for D), and substituting equation 46 for t 
gives 
A H r =  C p T o  1 ( 1  +  (61) 
where 
_ 12Tr e-rO-
y= h-
T|M /2x{^/ 3 /1 
IgT/ \^ l W (65) 
or, grouping constants, 
e.878.10-''^  ET M XVS (66, 
" Cp 
This solution for AH* accounts for chanqes in sample tempera­
ture during the drop. Bonnell (33) investigated this effect 
by expanding the portion of equation 64 in brackets using the 
binomial formula. Truncation after the first term resulted 
in 
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A Hp _ Cp Tq (67) 
This is the same correction, as would be predicted by 
integrating equation 57 assuming constant temperature. Trun­
cation after the second term gives 
At higher temperatures (T > 2000®K) the second term is about 
356 of the total correction. This demonstrates the signifi­
cance of the change in temperature during the drop, thus 
eguation 64 which takes the change into account was used to 
compute the radiative loss correction. 
Application of the radiative heat loss correction re-
guires a value for the sample heat capacity, thus it was con­
venient to combine the computations in an iterative scheme. 
Values of the experimental heat contents after correction for 
convection losses were fitted with a straight line by least 
squares regression taking temperature as the independent var­
iable. The slope of the line gives an estimate of the heat 
capacity of the sample material. This estimate was used in 
the first pass of radiative loss corrections. The radiative 
loss corrections were then added to the experimental values 
of heat content and a new value of heat capacity was found. 
(68) 
93 
The iterative scheme evolved consisted of alternate determi­
nation of sample material heat capacity and radiative loss 
corrections. The iterations were continued until heat 
capacity determinations for successive passes were constant 
to four decimal places. This usually required no more than 
four iterations. 
One source of error in the radiative heat loss correc­
tions was the value used for the total emissivity (€j) of the 
sample material. These values were not available for the ma­
terials studied. Based on substances for which both the 
spectral and total emissivities are known, the total emissiv-
ities were estimated to be 20% larger than the spectral emis­
sivities for the metals studied. The effect of errors in 
this estimate on the calculated radiative heat loss correc­
tion was investigated using the following example. 
For this example, the total emissivity of yttrium was 
estimated at approximately 25% above the value of the spec­
tral emissivity, 0.370. The estimate was € y = 0,47. 
Assuoinq runs on one qram samples of yttrium over a tempera­
ture range from 1800 to 2300®K- radiative heat loss correc­
tions were made using the estimated value of total emissivi­
ty. The calculations were also done for values of the total 
emissivity of 6y = 0.56 and Cj = 0.38, The latter values 
represent an error of ±20% in the estimate of €j. Besults 
for these calculations are shown in Figure 16. The deviation 
€t : 0.56 
07 = 0.47 
ej= CL38 
1050 1950 2050 2150 
TEMPERATURE °K 
2250 2350 2450 
Figure 16. Radiative heat loss from one gram samples of 
yttrium for various estimates of total emissivity 
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of the correction value from that calculated using € ^  = 0.47 
was approximately ±50 calories per mole at ISOOOR and approx­
imately ±130 calories per mole at 2300®K. In terms of the 
total heat content, these deviations represent ±0.35% and 
±0.65% respectively. Actual errors in the estimate are 
thought to be much smaller than the ±20% used in the example. 
This value was used to demonstrate the degree to which the 
heat content is insensitive to errors in the estimate of 
Upon completion of the determination of the corrected 
heat content and computation of the heat capacity, the values 
were converted to standard reference state and values of 
entropy, enthalpy function, and free energy function were 
calculated. The experimental conditions used in the work 
were selected so that the results were referred to the stan­
dard reference state, i.e. 298.15®K and 1 atmosphere pressure 
for pure solid metal. 
The entropy, S^-Sg, is found from the integral 
Thermodynamic Functions 
T 
(69) 
The integral was split into two sections giving 
fusion (70) 
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where is the melting point. The value of the first inte­
gral and AS of fusion were taken from the work of Berg (28) 
for yttrium, lanthanum, and praseodymium and from the work of 
McKeown (27) for neodymium. The AS of fusion values were 
adjusted for deviation of this work from the literature data. 
The value of the second integral was found using the heat 
capacity obtained in the experimental work. 
Values of the enthalpy function, . r? ) /T , were 
found by dividing the values of heat content (smoothed) by 
the temperature. 
The free energy function, ~ ,,5)/T, was then 
found by the difference between the entropy and the enthalpy 
function, i.e. 
*^298.15 _ ^«_^o "r (71) 
—  — — — — — —  —  O r \  T 
The units of all the thermodynamic functions are calories per 
mole per degree Kelvin. 
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RESULTS AND DISCUSSION 
Hiqh purity samples of yttrium, lanthanum, praseodymium, 
and neodymium were prepared (68,69) within the Ames Laborato­
ry of the U. S. Atomic Energy Commission in the form of 1/4 
inch diameter cylinders approximately 1/4 inch in length. 
The samples were electropolished and stored under a non-
reactive atmosphere to prevent oxidation prior to use. The 
materials had the following approximate purities: the 
yttrium was approximately 99.9% pure; the lanthanum was ap­
proximately 99,98% pure; the praseodymium was approximately 
99.96% pure; and the neodymium was approximately 99.97% pure. 
A complete analysis of the materials is given in Table 7. 
Prior to the beginning of the work on the rare earth 
metals, it was desirable to run samples of a metal with known 
heat content in the liquid state in order to evaluate the 
electrical calibration of the calorimeter. Copper was chosen 
as the material for this purpose because it is easy to 
levitate, fairly resistant to oxidation, and the heat content 
has been determined up to SOO^K above its melting point of 
13580K (33.52). 
Calibration Evaluation 
Several runs on samples of 99.999% pare copper were made 
over a temperature range from 1358 to 2061®K. Data from 
these runs was treated as described in the calculations sec­
tion using values for the total eœissivity and density of 
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Table 7. Impurities in the rare earth metal samples 
in ppm atomic 
Impurity Metal 
Ï1 La Pr Nd 
Na — 0. 1 <30 — 
Md <10 <0.5 <0.5 <0. 8 
A1 - <3 <0.5 0.2 
Si 200 2 0.5 0.6 
Cl - 10 15 10 
Ca <10 0. 1 0-4 <1 
K 0.5 0.8 4 
Ti 80 <2 <0.1 <4 
Cr 20 0.2 0.8 3 
Fe 94 6 19 20 
Ni 60 9 2 3 
cu 10 1 0.4 2 
Ho - - <2 <0. 1 
Bu - - <3 <0.8 
Ta 500 7 40 50 
w - <2 8 <20 
Re - - <0.8 <4 
Os - - <2 <2 
Ir — — <0.6 <4 
lvalues in this column in ppm by weight 
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Table 7. (continued) 
Impurity 
Yi 
Metal 
La Pr Nd 
Pt 
Au 
Hq 
Th 
Y 
La 
Ce 
Pr 
Nd 
Gd 
Tb 
Er 
Lu 
HZ 
N2 
02 
cz 
pz 
other 
0 .  8  
11 
539 
50 
<0.  2 
7 
9 
6 
1.6  
2.7 
10 
< 0 . 2  
<1 
3.4 
15 
30 
37 
13 
<3.2 
6 
<3 
<7 
<0.2 
7.7 
14 
<0.5 
1 0  
< 1  
5 
3.4 
< 0 . 2  
1.4 
92 
48 
48 
<3 
<7.5 
< 2  
< 0 . 6  
<0 .6  
1 
4 
5.5 
4.9 
1.7 
<7 
<1 
<0.4 
5. 3 
5 
38 
106 
<7.4 
«Values for this impurity in ppm by weight 
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liquid copper of €-,-=0.1 and q= 8.03 qrams per cm'. The 
average per cent deviation of the experimental values from 
the values predicted by a linear fit to the data was 0.34%. 
The equation obtained for the heat content of copper as a 
function of temperature was 
Ht-H298,15 = 7.75 (T-1358)+10228 cal/mole (72) 
for 1358 < T < 2000®K 
where 7.75 is the experimentally determined heat capacity of 
liquid copper in calories per mole per degree Kelvin. Com­
parison of these results with the data presented by Kelley 
(52) and by Bonnell (33) is given in Table 8. The comparison 
is also shown in Figure 17. The agreement with literature 
values is excellent and verifies the calorimeter calibration. 
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Table 8. Comparison of results for liquid copper with 
literature values 
Experimental Kelleyi Bonnell* 
^"]298.15 29 8.15 Deviation Deviation 
T°K cal/mole cal/mole % cal/mole % 
1358 10228 10160 — 0.66 10306 0.76 
1400 10554 10480 -0.70 10653 0.94 
1500 11329 11230 -0.87 11480 1.33 
1600 12104 11980 -1.02 12307 1.68 
1700 12878 (12730) -1.15 13134 1.99 
1800 13654 (13480) -1.27 13961 2.25 
1900 14429 (14230) -1.38 (14788) 2.49 
2000 15204 (14980) -1.47 (15615) 2.70 
Heat capacity = 7.75(±0.18) 
7.50 
8.27(±0.3S> 
cal/mole degree (experimental) 
cal/mole degree (Kelleyi) 
cal/aole degree (Boanell^) 
1 Reference (52), values in parentheses are extrapolated 
^Reference (33), values in parentheses are extrapolated 
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Figure 17. Comparison of results for liquid copper 
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Yttrium 
Runs on yttrium metal samples were made using a solenoid 
type coil with three turns in the lower section and three 
reverse turns in the upper section. The coil was wound on a 
3/8 inch form and had a qap between the upper and lower sec­
tions of approximetely 1/4 inch. By adjusting the composi­
tion of the inert atmosphere and the power to the coil, tem­
peratures from the melting point, 17990K, up to higher than 
2U00OK could be achieved with this coil. The highest temper­
ature at which data was taken, 2360®K, was determined by the 
vaporization of the yttrium sample. At temperatures above 
2360OK the metal smoke formed by condensation of the metal 
vapor in the inert atmosphere caused fluctuations in the ob­
served brightness temperature of the sample (due to 
obstruction of the optical path). 
Results of the work on yttrium are tabulated in Table 9. 
The linear fit to the corrected heat contents gave 
" t ~ " 2 9 8 . 1 5^''9.49±0.131(T-1799)+[ 1531U± 3 9 ]  cal/mole (73) 
for 1799 < T < 2360OK 
As seen in Table 9, the deviations of the data from this line 
were random and within expected experimental variation. 
Equation 73 indicates a heat capacity of 9.49(±0.13) calories 
per mole per degree as compared to 10.30 calories per mole 
per degree reported by Berg (28). Table 10 gives a compari­
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son between the experimental heat contents and the results 
reported by Berq in the liquid state. The comparison is also 
shown in Figure 18 which displays Berq's results for yttrium 
from 298,15K to 1950®K and the results of this work from 1799 
to 2360OK. Figure 19 is an expansion of the liquid range 
section of Figure 18. 
Values of the thermodynamic functions were calculated at 
50° intervals from the melting point up to 2350**K. These 
values are listed in Table 11. 
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Table 9. Results of runs using yttrium samples 
Experimental Calculated 
^^29 8.15 ^^^2 98.15 Deviation 
Bun Number T°K cal/mole cal/mole % 
14 1806 15434 15381 0.35 
1 1840 15774 15706 0.44 
20 1845 15791 15748 0.27 
4 1895 16156 16227 -0.44 
13 1933 16510 16583 -0.44 
19 1964 16859 16875 -0.10 
18 2006 17206 17274 -0.39 
12 2037 17655 17575 0.45 
3 2058 17785 17774 0.06 
21 2127 18540 18425 0.62 
6 2130 18321 18549 -0.75 
7 2194 18953 19061 -0.57 
8 2266 19773 19744 0.15 
16 2317 20202 20230 -0.14 
17 2360 20743 20640 0. 50 
average per cent deviation 0.38 
Cp = 9.49 (±0.13) cal/mole degree 
€y = 0.450 
= 0.370 
ë = 4.03 qrams/cm3 
M = 88.92 grams/mole 
X = 36 cm (drop distance) 
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Table 10. Comparison of results for liquid yttrium with 
literature values 
Experimental Berqi Per cent 
Ternperature AH] 29 8.15 i
n
 00 cn 
l-
CM 
<
 Deviation Deviation 
OR cal/mole cal/mole % 
1800 15323 15345 -  22 -0.14 
1825 15561 15603 -  42 1 o
 
•
 
CS
J 
1850 15798 15860 — 62 -0.39 
1875 16035 16118 -  83 -0.51 
1900 16272 16375 -103 -0.63 
1925 16510 16633 -123 1 o
 
•
p 
1950 16747 16890 -143 -0.85 
1 Reference (28) 
Table 
TOR 
1799 
180 0 
1850 
1900 
1950 
2000 
2050 
2100  
2150 
2200 
2250 
2300 
2350 
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Thermodynamic functions of liquid yttrium 
(calories per mole per degree Kelvin) 
MO_uO pO—UO 
"298.15 "298.15 
9.491 25.791 8.513 17.278 
9.491 25.796 8.513 17.283 
9.491 26.056 8.539 17.517 
9.491 26.309 8.565 17.745 
9.491 26.556 8.588 17.968 
9.491 26.796 8.611 18.185 
9.491 27.031 8.632 18.398 
9.491 27.259 8.653 18.607 
9.491 27.483 8.672 18.810 
9.491 27.701 8.691 19.010 
9.491 27.914 8.709 19.205 
9.491 28.123 8.726 19.397 
9.491 28.327 8.742 19.585 
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Figure 18, Heat content of yttrium from 298.15°% to 2360°K 
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Figure 19. Heat content of liquid yttrium from the melting 
point ('I7990K) to 2360OK 
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lanthanum 
Initial mas on lanthanum were made using the coil which 
was employed with yttrium. The coil produced stable 
lévitation of the solid lanthanum but caused rapid heating of 
the sample. As the sample melted the lévitation became 
unstable, requiring an increase in the applied power to main­
tain lévitation. By adjusting the composition of the inert 
atmosphere, temperatures from 1850 to greater than 2U50®K 
could be achieved with this coil, kt temperatures above 
24250K the formation of metal smoke in the inert atmosphere 
made temperature measurements uncertain. Therefore, the 
highest temperature for which heat content data was taken was 
approximately 2%20OK. 
Attempts to obtain stable lévitation of liquid lanthanum 
below 1850®K with this coil by varying the sample size and 
providing pure helium for the inert atmosphere were 
unsuccessful. In order to obtain data at the lower tempera­
tures, a new coil was wound and installed. The new coil was 
of the solenoid type with three turns in the lower section 
and ttfo reverse turns in the upper section= The lower sec­
tion was wound on a 3/8 inch form and the top section was 
wound on a 3/4 inch form. The sections were separated by a 
1/4 inch gap. 
The enlarged diameter of the upper section of the coil 
allowed the sample material to float higher in the gap, thus 
I l l  
susceptinq less of the intense electromagnetic field set up 
by the lower section of the coil. This resulted in lower 
sample temperatures with the new coil. One disadvantage 
incurred with the new coil design was the tendency for later­
al drift of the sample in the field. If the sample was 
moving horizontally at the instant the power was cut off for 
the drop, the sample would not fall through the center of the 
drop tube. While some horizontal movement was tolerable, the 
number of spoiled runs was increased due to samples striking 
the sides of the drop tube during the fall. Careful 
alignment of the eguipment and adjustments to the coil 
reduced this problem to an acceptable level (about a 25% 
spoiled run rate). 
By adjusting the sample size and the inert gas composi­
tion, temperatures from 1250 to 1850OK were obtained. This 
gave an overall temperature range of 1250 to 2420®K for the 
experimental work. Results of the work on lanthanum are 
tabulated in Table 12. A linear fit to the corrected heat 
contents gave 
Hj-Hggs.is =r7.84±0.041(T-1193)+r 8800±311 cal/mole (74) 
for 1250 < T < 2U20OK 
The heat capacity of 7.84 calories per mole per degree indi­
cated in eguation 74 compares to a value of 8.21 calories per 
mole per degree reported by Berg (28). Table 13 compares the 
112  
results of this work on lanthanum to Berg's results for the 
heat content in the liquid state. The comparison is also 
shown in Figure 20 which shows Berg's results for lanthanum 
from 298.15 to 13730K and the results of this work from 1253 
to 2419°K. Figure 21 is an expansion of the liquid range 
shown in Figure 20. 
Values of the thermodynamic functions were calculated at 
50° intervals from the melting point (1193°K) up to 2400OK. 
These values are listed in Table 14. 
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Table 12. Results of runs using lanthanum samples 
Experimental Calculated 
4298.15 ^^98.15 Deviation 
Bun Number T°K cal/mole cal/mole % 
ui 1253 9348 9270 0.83 
39 1308 9831 9701 1.32 
38 1348 10029 10015 0. 14 
37 1403 10467 10446 0.21 
36 1404 10440 10453 -0.13 
34 1466 10913 10939 -0.24 
33 1499 11199 11198 0.02 
32 1539 11456 11511 -0.48 
31 1595 11863 11950 -0.73 
30 1650 12449 12381 0=54 
28 1686 12569 12663 -0.75 
27 1774 13246 13352 -0.81 
25 1835 13779 13830 -0.37 
1 1887 14341 14283 0.72 
46 1903 14180 14363 -1.29 
9 1951 14817 14739 0.53 
3 1952 14778 14747 0.21 
15 1969 14915 14880 0.23 
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Table 12. (Continued) 
Experimental Calculated 
^298.15 4 29 8.15 Deviation 
Run Number T°K cal/mole cal/mole % 
2 2004 15169 15154 0.09 
17 2008 15123 15186 -0.41 
5 2068 15621 15656 -0.22 
11 2070 15696 15672 0. 16 
16 2080 15793 15750 0.27 
8 2154 16273 16330 
iT) m
 
0
 
1 
18 2227 16869 16902 -0. 19 
23 2311 17577 17560 0.10 
19 2367 18030 17999 0.17 
24 2419 18519 18406 0.61 
average per cent deviation 0.43 
Cp = 7.84 (±0.04) cal/mole degree 
€t = 0.340 
ex  =  0 .282  
e' = 5.56 qrams/cm3 
n = 138.91 qraas/mole 
X = 36 cm (drop distance) 
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Table 13- Comparison 
literature 
of results for 
values 
liquid lanthanum with 
Experimental Berqi Per cent 
Temperature AH] 298.15 Deviation Deviation 
OR cal/mole cal/mole % 
1193 ( 8800) 2 8835 - 35 1 o
 
o
 
1200 ( 8855)2 8893 - 38 -0.42 
1225 ( 9051) 2 9098 - 47 -0.52 
1250 9247 9 30 3 - 57 -0.61 
1275 9443 9508 — 66 -0.69 
1 300 9638 9714 - 75 -0.78 
1325 9834 9919 - 85 
VO as 0
 
1 
1350 10030 10124 - 94 -0.93 
1 375 10226 10330 -103 -1.01 
^Reference (28) 
^Extrapolated below experimental temperature range 
Table 
TOR 
1193 
1200 
12 50 
1300 
1350 
1400 
1450 
1500 
1550 
1600 
1650 
1700 
1750 
1800  
1850 
1900 
1950 
2000 
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Thermodynamic functions of liquid lanthanum 
(calories per mole per degree Kelvin) 
Cp so-so 
HO-HO 
"298.15 
T 
po.uo 
T "298-15 
T 
7.835 25.370 7.376 17.994 
7.835 25.416 7.379 18.037 
7.835 25.736 7.397 18.338 
7.835 26.043 7.414 18.629 
7. 835 26.339 7.430 18.909 
7.835 26.624 7.444 19.179 
7.835 26.899 7.458 19.441 
7.835 27. 164 7.470 19.694 
7.835 27.421 7.482 19.939 
7.835 27.670 7.493 20.177 
7.835 27.911 7.504 20.407 
7.835 28.145 7.513 20.632 
7.835 28.372 7.522 20.850 
7.835 28.593 7.531 21.062 
7.835 28.807 7.539 21.268 
7.835 29.016 7.547 21.469 
7.835 29.220 7.555 21.665 
7.835 29.418 7.562 21.857 
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Table 1 4. (Continued) 
TOR Cp SO-SO —' :— - ^ 
T T 
2050 7.835 29.612 7.568 22.043 
2100 7.835 29.801 7.575 22.226 
2150 7.835 29.985 7.581 22.404 
2200 7.835 30.165 7.586 22.579 
2250 7.835 30.341 7.592 22.749 
2300 7.835 30.513 7.597 22.916 
2350 7.835 30.682 7.602 23.080 
2400 7.835 30.847 7.607 23.240 
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Figure 20. Heat content of lanthanum from 290.15 to 2419®K 
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Figure 21. Heat content of liquid lanthanum from the melting 
point (11930K) to 24190K 
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Praseodymium 
The hiqh temperature coil used for yttrium and lanthanum 
and the low temperature coil constructed for use with 
lanthanum were employed in the study of praseodymium. 
The hiqh temperature coil was used for temperatures 
greater than 1900OK. As with yttrium and lanthanum, the 
upper limit was due to sample vaporization and formation of 
metal smoke rather than a temperature limitation of the 
lévitation system. The maximum temperature at which data was 
taken was 2289°K. 
The low temperature coil was used for temperatures below 
1900OK. Variation of sample size, inert atmosphere composi­
tion, and hiqh-frequency generator power allowed measurements 
at temperatures down to 1500®K. Below this temperature the 
lévitation of the samples was unstable and the samples often 
struck the coil or fell from the field. Attempts to obtain 
measurements at lower temperatures were unsuccessful. 
Results for the work on praseodymium are given in Table 
15. A linear fit to the data gave the following equation for 
the heat content of liquid praseodymium: 
Ht-H298i5 =r9.93±0.07](T-1208)+[9970±U7] cal/mole (75) 
for 1512 < T < 22890K 
The heat capacity value of 9.93 calories per mole per degree 
compares to the value reported by Berg (28) of 10.27 calories 
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per mole per degree. The heat content results for this work 
were for a temperature range beginning 140®K above the upper 
limit of Berg's work. Table 10 gives a comparison of Berg's 
data to values obtained from this work by extrapolation of 
eguation 75 back to the melting point. The comparison is 
also shown in Figure 22 which displays Berg's data from 298 
to 1373°K and the results of this work from the melting point 
{1208®K) to 22890K. Figure 23 shows the liquid range of 
Figure 22 in more detail. 
Values of the thermodynamic functions of praseodymium 
were calculated at 50° intervals from the melting point to 
2300OK and are tabulated in Table 17. 
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Table 15. Results of runs using praseodymium samples 
Experimental Calculated 
^^ ]29 8.15 2^98.15 Deviation 
Run Number T®K cal/mole cal/mole 56 
31 1512 13077 12987 0.68 
30 1551 13419 13374 0.  33 
28 1596 13890 13821 0.49 
26 1650 14 271 14357 -0.61 
25 1693 14844 14784 0.40 
24 1734 15132 15191 -0.39 
21 1757 15316 15419 -0.68 
35 1815 15941 15995 -0.  34 
22 1820 16456 16541 -0.52 
14 1908 16925 16918 0.04 
2 1954 17411 17374 0.21 
3 2011 17990 17940 0o28 
13 2041 18195 18238 -0.24 
1 2047 18340 18298 0.23 
U 2099 18814 18814 0.00 
12 2100 18705 18824 — 0 .  64 
18 2144 19 342 19260 0.42 
5 2189 19741 19707 0.  17 
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Table 15. (Continued) 
Experimental Calculated 
298.15 ^^ ]298.15 Deviation 
Run Number T°K cal/mole cal/mole % 
7 2205 19793 19866 -0.37 
1 1 2247 20350 20288 0.33 
8 2250 20324 20312 0.06 
9 2289 20728 20699 0.14 
average per cent deviation 0.34 
Cn = 9.93(±0.06) cal/mole degree 
€j = 0.350 
= 0.294 
e' = 6. 10 qrams/cm3 
M = 140.91 grams/mole 
X = 36 cm (drop distance) 
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Table 16. Comparison 
literature 
of results for 
values 
liquid praseodymium with 
Experimental! Bergz Per cent 
Temperature AHlggs.lS At^298.15 Deviation Deviation 
OR cal/mole cal/mole % 
1208 9970 9881 89 0.88 
1225 10139 10056 83 0.81 
1250 10387 10313 74 0.71 
1275 10635 10570 65 0.61 
1300 10883 10826 56 0.52 
1325 11131 11083 48 0.43 
1350 11379 11340 39 0.34 
1 375 11628 11597 31 0.26 
1 Extrapolated below experimental temperature range 
^Reference (28) 
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Table 17. Thermodynamic functions of liquid praseodymium 
(calories per mole per degree Kelvin) 
TOK Cp ^0 
U O - U O  p O _ H O  
go-go T "298,15 _ T "298.15 
1208 9.925 30.359 8.253 22.106 
1250 9.925 30.698 8.309 22.389 
1300 9.925 31.087 8.372 22.716 
1350 9.925 31.462 8.429 23.033 
1400 9.925 31.823 8.483 23.341 
1450 9.925 32.171 8.532 23.639 
1500 9.925 32.508 8.579 23.929 
1550 9.925 32.833 8,622 24.211 
1600 9.925 33.148 8,663 ^ 24.486 
1650 9.925 33.454 8.701 24.753 
1700 9.925 33.750 8.737 25.013 
1750 9.925 34.038 8.771 25.267 
1800 9.925 34.317 8.803 25.514 
1850 9.925 34.589 8.834 25.756 
1900 9.925 34.854 8.862 25.992 
1950 9.925 35.122 8.890 26.222 
2000 9.925 35.363 8.915 26.448 
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Table 17. (Continued) 
TOR Cp SO-Sg 
HO_uO pO — HO 
"T "298.15 "298.15 
2050 9.925 35.608 8.940 26.668 
2100 9.925 35.847 8.964 26.884 
2150 9.925 36.081 8.986 27.095 
2200 9.925 36.309 9.007 27.302 
2250 9.925 36.532 9.028 27.505 
2300 9.925 36.750 9.047 27.703 
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Neodymium 
Data was taken for liquid neodymium metal from 1497 to 
22U6<»K. Work below IBOO^K was done using the low temperature 
coil developed for use with lanthanum. Below 1497®K the 
levitated samples were unstable, often striking the coil or 
falling from the electromagnetic field. Attempts to obtain 
lower temperatures with various coil designs, sample sizes, 
and inert atmosphere compositions were not successful. 
Work above 1800®K was done using the high temperature 
coil first constructed for use with yttrium. Metal smoke 
formed by the condensation of neodymium vapor in the inert 
atmosphere limited the highest temperature for which data was 
taken to 22460K. 
Results for the work on neodymium are given in Table 18. 
The heat capacity determined from the data was 10.52 
calories per mole per degree as compared to 11.66 calories 
per mole per degree reported by McKeown (27). Table 19 gives 
a comparison of McKeown's data for liquid neodymium to values 
obtained from this work by extrapolation of the following 
equation for heat content as a function of temperature back 
to the melting point: 
Ht-H298.i5 =[ 10. 52±0.09 1(T-1297)+[ 11240±60 ] cal/mole (76) 
for 1497 < T < 22460K 
The comparison is also shown in Figure 24 which displays 
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McKeown's data from 298.15 to 1373°% and the results of this 
work from the melting point (12970K) up to 2246®K. Figure 25 
shows an expansion of the liquid range of equation 24. 
Values of the thermodynamic functions were calculated at 
50° intervals from the melting point up to 2250*K. These 
values are given in Table 20. 
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Table 18. Besults of runs using neodymium samples 
Experimental Calculated 
298.15 ML 8.15 Deviation 
Run Number T®K cal/mole cal/mole % 
25 1497 13427 13341 0.64 
24 1566 14006 14067 -0.43 
22 1620 14676 14635 0.28 
20 1650 14806 14950 -0.98 
19 1700 15482 15476 
o
 
o
 
21 1776 16220 16276 
m
 
o
 
1 
6  1851 17132 17064 0.39 
12 1883 17388 17401 
CO o
 
0
 
1 
3  1918 17798 17769 0. 16 
13 1953 18204 18137 0.37 
2 1994 18690 18568 0.65 
18 2037 18936 19021 1 o
 
•
 
•
p 
5 2038 18969 19031 -0.33 
15 2055 19297 19210 0.45 
a 2072 19516 19389 0.65 
8 2112 19638 19810 
00 00 0
 
1 
17 2172 20342 20441 -0.49 
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Table 18. (Continued) 
Experimental Calculated 
AH] 298.15 AH]298.15 Deviation 
Run Number TOR cal/mole cal/mole % 
14 2203 20811 20767 0.21 
9 2233 21036 21082 -0.22 
10 2246 21282 21219 0.30 
average per cent deviation 0.43 
Cp = 10.52 (±0.09) cal/noie degree 
ex = 0.336 
=  0 . 2 8 0  
e' = 6.30 qrams/cm^ 
M = 1U4.2U qrams/mole 
X = 36 cm (drop distance) 
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Table 19. Comparison of results for liquid neodymium with 
literature values 
ExpérimentaH McKeownz Per cent 
Temperature 6*^298.15 AH]298.15 Deviation Deviation 
OR cal/mole cal/mole % 
1297 11237 11210 27 0.24 
1300 11269 112*5 24 0.20 
1 325 11532 11537 - 5 -0.04 
1350 11795 11828 - 33 
00 (N 0
 
1 
1375 12058 12120 - 62 -0.51 
^Extrapolated below experimental temperature range 
^Reference (27) 
Table 
T®K 
1297 
1300 
1350 
1400 
1450 
1500 
1550 
1600  
1650 
1700 
1750 
1800 
1850 
190 0 
1950 
2000 
2050 
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Thermodynamic functions of liquid neodymium 
(calories per mole per degree Kelvin) 
r so-so "T""29e.15 _ "298.15 
P >0  
10.518 
10.518 
10.518 
10.518 
10.518 
10.518 
10.518 
10.518 
10.518 
10.518 
10.518 
10.518 
10.518 
10.518 
10.518 
10.518 
10.518 
31.705 
31.730 
32.127 
32.509 
32.878 
33.235 
33.580 
33.914 
34. 237 
34.551 
34.856 
35.152 
35. 441 
35.721 
35.994 
36.261 
36-520 
8.664 
8.668 
8.737 
8.801 
8 .860  
8.915 
8.967 
9.015 
9.061 
9.104 
9.114 
3.182 
9.218 
9.253 
9.285 
9.316 
9.345 
23.041 
23.061 
23.390 
23.709 
24.018 
24.320 
24.613 
24.898 
25.176 
25. 448 
25.712 
25. 970 
2 6 . 2 2 2  
26.469 
26.709 
26.945 
27.175 
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Table 20- (Continued) 
TOR Cp so-so 
HO_uO pO—uo 
"T "298,15 "298.15 
2100 10.518 36.774 9.373 27.401 
2150 10.518 37.021 9.400 27.622 
2200 10.518 37.263 9.425 27.838 
2250 10.518 37.499 9.449 28.050 
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Summary and Conclusions 
The use of lévitation calorimetry for the determination 
of the heat contents of yttrium, lanthanum, praseodymium, and 
neodymium has extended the temperature range of experimental 
data well above the melting points of the metals. Previous 
experimental work on the molten metals (27,28) was limited to 
a few points within 100 or 200 degrees of the melting point. 
The temperature range extensions achieved were as follows; 
yttrium extended from 1950 to 2360OK 
lanthanum extended from 1373 to 2U19°K 
praseodymium extended from 1373 to 22890K 
neodymium extended from 1373 to 2246°K. 
For all of the metals studied, the heat capacity was 
found to be constant over the entire temperature range inves­
tigated, This is not consistent with the behavior expected 
if the liguid metals contained clusters of atoms in near-
solid association at temperatures close to the melting point 
as suggested by Kumar (6), Kumar et al. (7), Bernai (8,9), 
and Furukawa et al. (10). The presence of these clusters 
would tend to produce a higher value of the heat capacity 
near the melting point, with a decrease in heat capacity as 
the clusters dispersed at higher temperatures. Although the 
data obtained in this study does not exhibit this type of be­
havior, this should not be taken as evidence that the 
clusters do not form. While the clusters might be present in 
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a static liquid metal, it is possible that the severe elec­
tromagnetic stirring induced in the levitated samples caused 
the clusters to disperse immediately upon fusion. This would 
produce an artificial flattening of the heat content curve, 
thus indicating a constant heat capacity. 
The liguid phase heat capacity was found to be higher 
than the rule of thumb estimate of 7-8 calories per mole per 
degree Kelvin for the metals studied. Only the value found 
for lanthanum (7.84 calories per mole per degree) was close 
to the estimated values. The heat capacity of the other 
light rare earth metals studied in this work and by Berg (28) 
and McKeown (27) tended to increase with increasing atomic 
number. 
Possible sources of error in the heat contents deter­
mined by lévitation calorimetry include errors in the 
calorimeter calibration, errors in the determination of the 
sample temperature, errors in the measurement of the 
calorimeter block temperature, and errors introduced by ap­
proximations and estimates in the calculations. The largest 
source of error is the measurement of the sample temperature. 
Based on limits of error for optical pyrometry recognized by 
the National Bureau of Standards (see Table 5) this could 
introduce errors in heat content values of ±1.00%. Inclusion 
of the other sources of error results in a maximum estimated 
error of approximately ±2.555. 
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The lévitation calorimeter has been developed as a 
useful tool in the study of high temperature thermodynamic 
properties. Utilization of the technique at this and other 
laboratories has started to fill the void of high temperature 
data and can be extended for use with many other metals and 
alloy systems. 
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APPENDIX 
The temperature of samples levitated ia an electromag­
netic field can be adiusted in several ways. For instance, 
variation of the composition of the inert atmosphere in the 
lévitation chamber alters the rate of heat loss by conduction 
and convection. Variation of the sample size can also be 
used for temperature adjustments. Use of a smaller sample 
results in the sample floating higher in the gap between the 
lower and upper sections of the lévitation coil, thus 
susceptinq less of the field and obtaining a lower tempera­
ture. Ose of a larger sample has the opposite effect. Con­
trolling the power applied to the coil also can be used to 
control the temperature of the sample. By using these 
methods, sample temperatures over a range of several hundred 
degrees can be obtained with a single coil. Operation at 
temperatures outside of this range, however, requires either 
altering the design of the coil in use or constructing a new 
coil with a different configuration. In this work, such ad-
iustments were made by trial and error with several different 
coils being constructed and evaluated. A description of the 
coils tried and the results of those trials follows. 
The first coil used was a solenoid coil consisting of 
three turns in the bottom section and three reverse turns in 
the top section. The inside diameter of the coil was 3/8 
inch. The upper and lower sections of the coil were separat­
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ed by a 1/8 inch qap. The coil provided stable lévitation of 
all the metals used in this study but could not be used for 
temperatures below 2000®K. By widening the gap between the 
coil sections, the useful range of the coil was expanded and 
temperatures as low as ISSCK were obtained. 
The second coil tried consisted of a three turn conical 
bottom section tapered from 5/8 inch diameter at the top to 
3/8 inch at the bottom. The upper section of the coil con­
sisted of three reverse turns in a solenoid configuration 
with 3/8 inch inside diameter. The gap between the sections 
was approximately 1/4 inch. This coil provided stable 
lévitation of the samples, but the samples floated low in the 
coil (inside the lower section) and were heated rapidly to 
high temperatures. The actual temperatures obtained could 
not be determined due to the formation of metal smoke in the 
inert atmosphere as the sample material vaporized. By 
inverting the coil, creating a configuration with a solenoid 
lower section and a reverse conical upper section, the point 
of sample flotation was moved into the gap. However the 
sample stayed well up in the conical section and showed the 
same tendency for rapid heating. 
A coil with a three turn, 3/8 inch inside diameter 
solenoid bottom section and a two turn, 3/4 inch inside 
diameter top section was useful at lower temperatures. By 
ad-justing the width of the gap between the sections, the 
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sample could be levitated at different positions within the 
coil. The minimum useful temperature for this coil varied 
from about 1250OK with lanthanum to 1500®K with praseodymium. 
Lévitation of the samples was possible at lower temperatures 
but tke samples had a tendency to move horizontally, striking 
the sides of the coil. 
Coils with reverse conical lower sections were tried but 
did not provide stable lévitation of the samples. 
In conclusion, it should be noted that the behavior of 
samples within the coils depends greatly on the sample prop­
erties. Low electrical resistance in the sample results in 
high induced current and strong lévitation forces. High 
resistance on the other hand, results in rapid heating but 
lower lévitation forces. Bonnell (33) has given some de­
tailed consideration to the effects of sample properties and 
coil design on lévitation melting behavior. K detailed study 
on the relationship of coil design and sample properties with 
respect to the stability and temperature of levitated samples 
would be useful to one utilizing lévitation melting 
techniques. 
