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DYNAMICAL SELF-AVERAGING FOR A LATTICE SCHRO¨DINGER
EQUATION WITH WEAK RANDOM POTENTIAL
MAXIMILIAN BUTZ
Abstract. We study the kinetic, weak coupling limit of the dynamics governed by
a discrete random Schro¨dinger operator on Z3. For sequences of `2
(
Z3
)
-bounded
initial states and convergent initial Wigner transform, we prove that the scaled Wigner
transform converges to the solution of a linear Boltzmann equation in Lr (P)for all r >
0, thus considerably strengthening a previous result by Chen. The key ingredients for
the proof are a finer classification of graphs in the expansion of the perturbed dynamics
as well as a novel resolvent estimate for the unperturbed Schro¨dinger operator. Under
some additional assumption on the sequence of initial states we even prove almost sure
convergence.
1. Introduction
To understand the motion of independent electrons in a background lattice with ran-
dom impurities, Anderson [1] proposed as simplified model a single particle Scho¨dinger
equation with random Hamiltonian
(1) Hω = −1
2
∆ + λVω.
Hω acts on `
2
(
Zd
)
, ∆ denotes the nearest-neighbor lattice Laplacian
(2) (∆ψ)(x) = −2dψ(x) +
∑
y:|y−x|=1
ψ (y) ,
and V is a random potential given by
(3) Vω(x) = ωx
with (ωx)x∈Zd independent centered Gaussian random variables with E
[
ω2x
]
= 1. The
strength of the potential is controlled by a coupling constant λ > 0. The goal is to
understand the properties of the time evolution governed by
(4) i
d
dt
φt = Hωφt
with prescribed initial conditions φ0 ∈ `2
(
Zd
)
, ‖φ0‖`2 = 1.
In our contribution we study the dynamics (4), in the kinetic limit, i.e. with a weak
coupling constant λ  1 and on kinetic space and time scales. A very useful tool in
this analysis is the Wigner transform W [φt](x, v) of the wave function φt, (to be defined
in Section 2) which takes values in phase space (x ∈ Zd/2, v ∈ [0, 1)d = Td). As the
wave function scatters off the random potential Vω, φt and thus W will be random as
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well. We expect a finite number of scattering events to occur on space and time scales of
order λ−2, thus define X = λ2x, V = v, T = λ2t, and test the Wigner function against
a function J living on the kinetic phase space Rd × Td,
(5)
∑
X∈(λ2Z/2)d
∫
Td
dV J(X,V )W [φλ−2T ]
(
λ−2X,V
)
,
which is still random. For d = 3, the expectation of this quantity, i.e. the disorder-
averaged Wigner transform, can be shown to converge to
(6)
∫
R3×T3
J(X,V )µT (dX,dV )
in the λ → 0 limit, µT the solution of a linear Boltzmann equation [3], by the graph
expansion method that was originally developed to handle the continuous analogon [5].
Naturally, it would be very desirable to not only understand how the expectation of the
Wigner transform behaves in the kinetic limit, but to also have a control on the typical
deviations from this average. Ideally, one would hope for a law of large numbers-type,
almost sure convergence statement. In this paper, we prove that in the kinetic scaling for
the dynamics governed by (4), the Wigner transform in fact converges in higher mean,
i.e.
lim
λ→0
E
∣∣∣∣∣∣
∑
X∈(λ2Z/2)3
∫
T3
dV J(X,V )W [φλ−2T ]
(
λ−2X,V
)
−
∫
R3×T3
J(X,V )µT (dX,dV )
∣∣∣∣∣∣
r = 0
(7)
for all r > 0, implying convergence of (5) to (6) in probability. For WKB initial states,
we even prove that
(8)
∣∣∣∣∣∣
∑
X∈(λ2Z/2)3
∫
T3
dV J(X,V )W [φλ−2T ]
(
λ−2X,V
)− ∫
R3×T3
J(X,V )µT (dX,dV )
∣∣∣∣∣∣
vanishes almost surely as λ → 0 and uniformly for macroscopic times T from compact
intervals. In this sense, the time-evolved scaled Wigner transform converges to a de-
terministic limit under kinetic scaling, and the linear Boltzmann equation is a valid
approximation for the rescaled Schro¨dinger dynamics for almost every realization of the
potential Vω. This phenomenon is usually referred to as self-averaging.
The convergence (7) has previously been shown in [4], but under concentration of
singularity assumptions on the initial data φ0 which are technical and generally hard
to check for a particular initial condition. For related results on the classical Lorentz
gas [2, 9], self-averaging requires some randomness in the initial condition. Quantum
mechanically, any wave function carries some intrinsic randomness. Differing from what
was expected previously, our result shows that actually any given `2-bounded initial
state carries enough randomness to self-average on kinetic time and space scales, so (7)
holds in full generality.
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In our proof, we follow the ideas of [4] and use the technique of graph expansions
of [5]. The occuring graphs are classified by certain structures, and for each class there
are estimates that show that their contributions vanish in the kinetic limit, thus com-
plementing the bounds that have so far been found for special cases in [4]. To obtain
those estimates, we have to derive a novel bound for certain resolvent integrals, which
is complicated by the more intricate geometry of the level surfaces resulting from the
dispersion relation of the lattice model.
A natural next step would be to derive a central limit theorem, i.e. to rescale the
fluctuations in (8) such that they stayO(1) in the λ→ 0 limit and to study their behavior
on kinetic time scales. For the case of a random potential decorrelating in time [7], these
fluctuations have been shown to scale like λ, and, after rescaling, to converge to a solution
of the linear Boltzmann equation that also governs the main term, however with random
initial conditions.
2. Main result
From now on, we set d = 3, but our results extend to d > 3. For a fixed η = λ2 let
φ
(η)
t , t ≥ 0, denote the solution of the Schro¨dinger equation
(9) i
d
dt
φ = Hωφ
started with a φ
(η)
0 from a sequence
(
φ
(η)
0
)
η>0
of initial states in `2
(
Z3
)
. As a physically
minimal condition we impose
(10) sup
η>0
∥∥∥φ(η)0 ∥∥∥2
`2(Z3)
≤ 1.
For positive times, the quantum particle has interacted with the random potential, so
φ
(η)
t is a random wave function depending on ω, a dependence which will be notationally
suppressed throughout this paper.
For the Fourier transform `2
(
Z3
) → L2 (T3), with T3 = [0, 1)3 denoting the three-
dimensional unit torus, we will use the unitary extension of
(11) ψ̂(k) =
∑
x∈Z3
ψ(x)e−2piik·x.
One can rewrite the unperturbed Schro¨dinger operator H0 = −12∆ in momentum space
as
(12) Ĥ0ψ(k) = e(k)ψ̂(k)
with the kinetic energy now a multiplication operator,
(13) e(k) = 3−
3∑
j=1
cos 2pikj
for k = (k1, k2, k3) ∈ T3.
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Accordingly, the Fourier transform L2
(
R3
)→ L2 (R3) is the unitary extension of
(14) f̂(k) =
∫
R3
dxf(x)e−2piik·x.
For Schwartz functions J ∈ S (R3 × T3), Ĵ will denote the Fourier transform in the first
variable, and we use the shorthand Ĵη(ξ, v) = η
−3Ĵ(ξ/η, v).
To study the kinetic limit of (9), we introduce the kinetic space, velocity and time
scaling
(15) (X,V, T ) = (ηx, v, ηt)
and the η-scaled Wigner transform of φ
(η)
t
(16) W η
[
φ
(η)
t
]
(X,V ) =
∑
y,z∈Z3
y+z=2X/η
φ
(η)
t (y)φ
(η)
t (z)e
2piiV ·(y−z)
which takes arguments X ∈ (ηZ/2)3 and V ∈ T3.
The Wigner transform acts as a distribution on Schwartz functions J ∈ S (R3 × T3)
by 〈
J,W η
[
φ
(η)
t
]〉
=
∑
X∈(ηZ/2)3
∫
T3
dV J(X,V )W η
[
φ
(η)
t
]
(X,V )
=
∫
R3×T3
dξdvĴη(ξ, v)φ̂
(η)
t (v − ξ/2)φ̂(η)t (v + ξ/2).
(17)
Note that φ̂
(η)
t is defined on T3 and the last line of (17) only makes sense if we extend
φ̂
(η)
t periodically to R3. While the Wigner transform is quadratic in its argument φ̂
(η)
t ,
it is sometimes useful to have a bilinear Wigner transform of two different states, which
is defined in Appendix A, Definition 2. An introduction to lattice Wigner transforms
consistent with our definition is given in [8]. Whenever (10) holds, we can apply a
compactness argument (Alaoglu-Bourbaki theorem together with Lemma 11) and the
Bochner-Schwartz theorem (as explained in [8]) to see that along a subsequence of η → 0
(which will not be relabled), the scaled time zero Wigner functions weakly converge to
a bounded positive Borel measure µ0 on R3 × T3,
(18) lim
η→0
〈
J,W η
[
φ
(η)
0
]〉
=
∫
R3×T3
J(X,V )µ0(dX,dV ) = 〈J, µ0〉
for all J ∈ S (R3 × T3).
Surprisingly, already under the minimal assumption (10), there is a convergence result
for the expectation (i.e. the average over all realizations of the potential) of the scaled
Wigner function for any positive macroscopic time T = ηt.
Theorem 1. Let
(
φ
(η)
0
)
η>0
be a sequence of initial states such that (10) and (18) hold.
Then for all macroscopic times T > 0, and all test functions J ∈ S (R3 × T3),
(19) lim
η→0
E
[〈
J,W η
[
φ
(η)
T/η
]〉]
= 〈J, µT 〉 ,
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where the measure µT is given as the weak solution of the linear Boltzmann equation
(20)
∂
∂T
µT (X,V ) = − sin (2piV )·∇Xµ(X,V )+
∫
T3
dUσ(U, V ) (µT (X,U)− µT (X,V )) .
In (20), sin(2piV ) is a vector with components sin(2piVj), j = 1, 2, 3 and the collision
kernel σ equals
(21) σ(U, V ) = 2piδ (e(U)− e(V )) .
Proof. The corresponding Theorem 2.1 in [3] is stated only for WKB initial data of the
form
(22) φ
(η)
0 (x) = η
3/2h(ηx)eiS(ηx)/η
with h, S ∈ S(R3) and a bounded random potential Vω. Our more general choice of
initial conditions does not affect the proof at all, one just has to plug in (18) whenever
in [3] the specific convergence behavior of (22) is used. The issue of the (very mildly)
unbounded Gaussian Vω can be either addressed as in [4] by restricting the model to
a box {−L,−L + 1, ..., L}3 for very large L, or, as outlined in Section 3 below, by
introducing a cutoff version V Lω of the potential as an intermediate step to justify the
Duhamel expansion. 
Having understood the kinetic limit for the disorder-averaged Wigner transform, we
now focus on the issue of the deviations from this average. Chen [4] proves that the r-th
moment of the random variable
〈
J,W η
[
φ
(η)
T/η
]〉
− 〈J, µT 〉 converges to 0 for all r > 0,
in particular the variance of
〈
J,W η
[
φ
(η)
T/η
]〉
, corresponding to r = 2. In this sense,
the scaled Wigner transform becomes deterministic in the kinetic limit. However, due
to reasons that will be explained in Section 4, additional concentration of singularity
assumptions regarding the initial condition φ
(η)
0 had to be made (see equations (29) -
(31) of [4]). Therefore, convergence of r-th moments could only be established for φ
(η)
0
allowing for a decomposition
(23) φ̂
(η)
0 (k) = f
(η)
∞ (k) + f
(η)
sing(k)
such that
(24)
∥∥∥f (η)∞ ∥∥∥
L∞(T3)
≤ c
and
(25)
∥∥∥∣∣∣f (η)sing∣∣∣ ∗ ∣∣∣f (η)sing∣∣∣∥∥∥
L2(T3)
≤ c′η4/5
for c, c′ constants independent of η. Our main result states that such extra assumptions
are superfluous.
Theorem 2. Let
(
φ
(η)
0
)
η>0
be a sequence of initial states such that (10) holds. Then
there is a constant c > 0 such that for all macroscopic times T > 0, all test functions
J ∈ S (R3 × T3), and r ≥ 1
(26)
(
E
[∣∣∣〈J,W η [φ(η)T/η]〉− E〈J,W η [φ(η)T/η]〉∣∣∣r]) ≤ C(J, T )rλc
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for sufficiently small λ > 0 and C(J, T ) < ∞ only depending on J, T . Together with
(18) and Theorem 1 this yields
(27) lim
λ→0
E
[∣∣∣〈J,W η [φ(η)T/η]〉− 〈J, µT 〉∣∣∣r] = 0
for all r, T > 0, and consequently
(28)
〈
J,W η
[
φ
(η)
T/η
]〉
η→0−→ 〈J, µT 〉
in probability.
The next three sections provide a proof of the main theorem. Relying on notation
already introduced in [3,5], in Section 3 we present the perturbative graph expansion of
the time evolution. Section 4 contains the main result: While in [4] only the contribution
of a certain subclass of graphs is controlled, we now provide a complete classification of
graphs and sufficiently sharp estimates for all cases, no longer requiring the assumptions
(23-25). A key ingredient for the improved bounds is a novel resolvent estimate, which
is derived in Appendix B. Finally, we combine all the estimates in Section 5 to complete
the proof of Theorem 2.
A short discussion of Theorem 2 and the underlying assumptions are in order. We
choose the sequence of initial states φ
(η)
0 as general as possible, but only analyze the case
of i.i.d. Gaussian random variables, ωx. This simplifies matters as we will be able to
restrict our graph expansion in Section 3 to pairings only.
For the general case, for example ωx i.i.d. with ωx bounded, from the cumulant
expansion one has higher order graphs, which have to be shown to vanish in the kinetic
limit. For the average Wigner transform this has been accomplished for the discrete
Schro¨dinger equation [3] and for the random wave equation [8]. We expect such a
technique to carry over to the study of the higher moments without any complications.
On the other hand, one might be interested in the continuum model, for which the
analogue of Theorem 1 was shown in [5]. For a result corresponding to Theorem 2 in the
continuum case, one would have to implement the new graph classification literally. An
estimate of the kind of Lemma 12 is easy to derive (at least in dimensions d ≥ 3), since
the geometry of the energy level sets (spheres of constant k2) is much simpler. However,
we stick with the lattice model and the Gaussian random potential, as considered in [4],
to facilitate a direct comparison.
With only the assumptions from Theorem 1 on the initial state one could lose mass
at infinity, which is no longer seen by the kinetic equation, of course. To avoid such
unphysical situations, one would have to impose some tightness condition on the large
space scale, as
(29) lim
R→∞
lim
η→0
∑
|x|>R/η
∣∣∣φ(η)0 (x)∣∣∣2 = 0.
Then, on a subsequence of η chosen such that µ0 exists,
(30) µ0
(
R3 × T3) = lim
η→0
∥∥∥φ(η)0 ∥∥∥2
`2(Z3)
.
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As a consequence of Theorem 2, one can also establish an almost sure convergence
result for W η
[
e−iHωτ/ηφ(η)0
]
, for example for WKB initial states φ
(η)
0 .
Theorem 3. Fix a sequence of initial states (φη0)η>0 of the form (22), with h, S ∈ S
(
R3
)
.
Then almost surely, i.e. for almost all realizations of the random potential V ,
(31) lim
η→0
sup
τ∈[0,T ]
∣∣∣〈J,W η [e−iHωτ/ηφ(η)0 ]〉− 〈J, µτ 〉∣∣∣ = 0
for all T ≥ 0 and J ∈ S (R3 × T3).
The proof of this theorem will be given in Section 6. It relies on a large deviation
principle for the Gaussian random potential; however, a comparable result should also
hold for other distributions of the one-site potential V (x) as long one has a good control
on the tails.
The assumption that the initial states (φη0)η>0 form a WKB sequence is quite stringent
compared to the conditions (10) and (18) of the previous theorems. While any other
sequence of initial states that fulfills an estimate of the form (111) would do equally well
instead of WKB states, (111) or similar estimates are necessary as one has to control
the φη0-dependence of the set of “bad” realizations of the potential V , i.e. the set of ω
which lead to large values of
(32)
∣∣∣〈J,W η [e−iHωτ/ηφ(η)0 ]〉− 〈J, µτ 〉∣∣∣ .
Therefore, the only way to guarantee almost sure convergence is to essentially show it
on a subsequence ηn → 0 by a Borel-Cantelli-argument and to “tie” φη0 to φηn0 by (111).
3. Graph expansion
From now on we only consider φ̂
(η)
0 ∈ C∞
(
T3
)
. As e(k) is a smooth function of
k ∈ T3, the unperturbed time evolution e−itH0 leaves this space invariant. As Vω is
an unbounded potential almost surely, we first have to make sure that the Duhamel
expansion is well-defined. To achieve this, use the (very coarse) estimate
(33) |Vω(x)| ≤ Y (ω) (1 + |x|)
with a random variable Y with all moments bounded, and note that that φ
(η)
0 with
φ̂
(η)
0 ∈ C∞
(
T3
)
decay faster than any negative power of |x| in position space. Therefore,
expressions like
(34) φ
(η)
n,t = (−iλ)n
∫
Rn+1+
ds0...dsnδ
 n∑
j=0
sj − t
 n−1∏
j=0
(
e−isjH0Vω
)
e−isnH0φ(η)0
are defined for all n ∈ N0. From now on suppressing the η dependence, we Duhamel
expand the perturbed time evolution
(35) φt = φ
main
t +RN,t
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with
(36) φmaint =
N∑
n=0
φn,t
and a remainder RN,t, with a large N that will be optimized in section 5. We first focus
on the main part and need to understand the variance of the Wigner transform of φmain,
tested against a J ∈ S (R3 × T3)
Var
(〈
J,W η
[
φmaint
]〉)
=
N∑
n1...n4=0
Cov (〈J,W η [φn1,t, φn2,t]〉 , 〈J,W η [φn3,t, φn4,t]〉)
≤ (N + 1)2
N∑
n1,n2=0
Var (〈J,W η [φn1,t, φn2,t]〉) .
(37)
Written out in momentum space, a single summand reads
Var (〈J,W η [φn1,t, φn2,t]〉)
= E
[∫
R3×T3
dξ(1)dv(1)Ĵη
(
ξ(1), v(1)
)
φˆn1,t
(
v(1) − ξ
(1)
2
)
φˆn2,t
(
v(1) +
ξ(1)
2
)
×
∫
R3×T3
dξ(2)dv(2)Ĵη
(
ξ(2), v(2)
)
φˆn1,t
(
v(2) − ξ
(2)
2
)
φˆn2,t
(
v(2) +
ξ(2)
2
)]
− E
[∫
R3×T3
dξ(1)dv(1)Ĵη
(
ξ(1), v(1)
)
φˆn1,t
(
v(1) − ξ
(1)
2
)
φˆn2,t
(
v(1) +
ξ(1)
2
)]
× E
[∫
R3×T3
dξ(2)dv(2)Ĵη
(
ξ(2), v(2)
)
φˆn1,t
(
v(2) − ξ
(2)
2
)
φˆn2,t
(
v(2) +
ξ(2)
2
)]
(38)
The key part of the proof is to appropriately estimate (38). To this end, one has to
understand how Vω act on Fourier space. We do not directly Fourier transform Vω,
which is not summable, but the cut-off version
(39) V Lω (x) = Vω(x)1{|x|≤L}
for large but finite L. Now on the one hand, it is straightforward to see that if we define
φ
(η)
L,n,t by (34) with Vω replaced by V
L
ω , we have
(40) E
[(
distC∞
(
φ̂
(η)
L,n,t, φ̂
(η)
n,t
))γ]
→ 0 (L→∞)
with any γ, t, η > 0 and n ∈ N0 fixed. On the other hand, for finite L, V̂ Lω is well-
defined, and expectations of the type E
[∏2s
l=1 V̂
L(kl)
]
(kl ∈ T3) are equivalent to sums
over pairings, with each pairing contributing the product of s factors of the type
(41) E
[
V̂ L(k)V̂ L(p)
]
= δL(k + p).
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As L→∞, (41) converges to δ(k + p) if tested against smooth functions of k, p.
As in [4] one can represent φ̂
(η)
L,n,t by the resolvent formula (for a compact derivation,
see [8])
φ̂
(η)
L,n,t (k0) =
(−λ)neεt
2pii
∫
I
dαe−iαt∫
(T3)n
dk1...dkn
n∏
j=0
1
e (kj)− α− iε
n∏
j=1
V̂ L (kj−1 − kj) φ̂(η)0 (kn) .
(42)
for any 0 < ε < 1, with the integral
∫
I dα performed clockwise along the edges of the
rectangle with the vertices {−1, 7, 7 − i,−1 − i} encircling spec (H0 − iε) = [0, 6] − iε.
The pointwise complex conjugate of I is denoted I, and integration along I will always
be performed counterclockwise. Now we adopt notation from [4] which however will
considerably simplify as, for the time being, we only consider the variance instead of
higher momenta. For j = 1, 2 we set εj = (−1)jε and n = n1 + n2 to define
k(j) =
(
k
(j)
0 , ..., k
(j)
n+1
)
dk(j) =
n+1∏
l=0
dk
(j)
l
K(j)
(
k(j), αj , βj , ε
)
=
n1∏
l=0
1
e(k
(j)
l )− αj + iεj
n+1∏
l′=n1+1
1
e(k
(j)
l′
)− βj − iεj
UL
[
k(j)
]
=
n1∏
l=1
V̂ Lω
(
k
(j)
l − k(j)l−1
) n+1∏
l′=n1+1
V̂ Lω
(
k
(j)
l′
− k(j)
l′−1
)
.
(43)
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Thus, in view of (40) and (42) we arrive at
(38) = lim
L→∞
Var (〈J,W η [φL,n1,t, φL,n2,t]〉)
= lim
L→∞
e4εtλ2n
(2pi)4
∫
I
dα1
∫
I
dβ1
∫
I
dα2
∫
I
dβ2e
−it(α1−β1−α2+β2)∫
(T3)2n+4
dk(1)dk(2)
(
E
[
UL
[
k(1)
]
UL
[
k(2)
]]
− E
[
UL
[
k(1)
]]
E
[
UL
[
k(2)
]])
∫
R3
dξ(1)
∫
R3
dξ(2)δ
(
k
(1)
n1+1
− k(1)n1 − ξ(1)
)
δ
(
k
(2)
n1+1
− k(2)n1 − ξ(2)
)
Ĵη
(
ξ(1),
(
k(1)n1 + k
(1)
n1+1
)
/2
)
Ĵη
(
ξ(2),
(
k
(2)
n1 + k
(2)
n1+1
)
/2
)
K(1)
(
k(1), α1, β1, ε
)
K(2)
(
k(2), α2, β2, ε
)
φ̂0
(
k
(1)
0
)
φ̂0
(
k
(1)
n+1
)
φ̂0
(
k
(2)
0
)
φ̂0
(
k
(2)
n+1
)
=
∑
pi∈Πconnn1,n2
Amp(pi)
(44)
with the amplitude of each pairing pi given as
Amp(pi) =
e4εtλ2n
(2pi)4
∫
I
dα1
∫
I
dβ1
∫
I
dα2
∫
I
dβ2e
−it(α1−β1−α2+β2)∫
(T3)2n+4
dk(1)dk(2)δpi
(
k(1), k(2)
)
∫
R3
dξ(1)
∫
R3
dξ(2)δ
(
k
(1)
n1+1
− k(1)n1 − ξ(1)
)
δ
(
k
(2)
n1+1
− k(2)n1 − ξ(2)
)
Ĵη
(
ξ(1),
(
k(1)n1 + k
(1)
n1+1
)
/2
)
Ĵη
(
ξ(2),
(
k
(2)
n1 + k
(2)
n1+1
)
/2
)
K(1)
(
k(1), α1, β1, ε
)
K(2)
(
k(2), α2, β2, ε
)
φ̂0
(
k
(1)
0
)
φ̂0
(
k
(1)
n+1
)
φ̂0
(
k
(2)
0
)
φ̂0
(
k
(2)
n+1
)
.
(45)
In (44) and (45) the Πconnn1,n2 and δpi notations are explained as follows. In keeping
with [4] we visualize the scattering process leading to (44) by writing each resolvent as a
solid propagator line and each interaction with a potential as a black bullet to arrive at
a graph like Figure 1. The two parallel components of Figure 1 are called the first and
second one-particle line, respectively. Taking the expectation E
[
UL
[
k(1)
]
UL
[
k(2)
]]
will
yield a sum over all pairings of the 2n dark bullets, with each pairing pi contributing a
product δpi of n delta distributions in the L→∞ limit, each delta either of the form
(46) δ
(
k
(j)
l+1 − k(j)l + k(j)l′+1 − k
(j)
l′
)
, |l − l′ | ≥ 1, j ∈ 1, 2
called an internal delta, or
(47) δ
(
k
(1)
l+1 − k(1)l − k(2)l′+1 + k
(2)
l′
)
.
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a transfer delta. Note the different signs in (46) and (47), which are due to V̂ Lω (k) =
V̂ Lω (−k). The product E
[
UL
[
k(1)
]]
E
[
UL
[
k(2)
]]
, on the other hand, will only produce
internal deltas in the L → ∞ limit, so taking the difference will leave us with the δpi
produced by pi ∈ Πconnn1,n2 , the set of all pairings that comprise at least one transfer delta,
i.e. one contraction between the first and second one-particle line. We will analyze the
contribution of Amp(pi) for each pi ∈ Πconnn1,n2 in section 4, where we will also give examples
of such pairings will be given in Figures 2 to 7.
For the remainder term, on the other hand, Lemma 3.14 in [3] uses the method of
partial time integration introduced in [5] to derive
E
[
‖RN,t‖2`2
]
≤ ‖φ0‖2`2
[
N2κ2(Cλ2ε−1)4N
(N !)1/2
+N2κ2(Cλ2ε−1| log ε|)4N | log ε|3
(
ε1/5(4N)! + ε2(4N)20N
)
+ ε−2(Cλ2ε−1| log ε|)4N | log ε|3 (κ−N (4N)! + κ−N+5ε(4N)!(4N)4
+κ−N+9ε2(4N)!(4N)8 + ε3(4N)20N
) ]
,
(48)
for all N,κ ∈ N and ε ≤ t−1, with a constant C that does not depend on any parameter
of the problem. The graph expansion method used in the proof of (48) carries over to
Gaussian instead of bounded Vω without complications by the above cut-off argument.
κ, ε will as well be fixed in section 5. At this point it is in order to remark that the
estimate of the remainder term is a very important idea that was crucial for [3–5], and
also for the paper at hand. The new ideas needed to verify our main theorem, however,
are only improved estimates for the main term, so we just quote (48) and concentrate
on φmain from now on.
φ̂0
k
(1)
0 k
(1)
1 k
(1)
3
Ĵη k
(1)
5 k
(1)
6
φ̂0
φ̂0
φ̂0
k
(2)
0 k
(2)
1 k
(2)
2 k
(2)
3 k
(2)
4 k
(2)
5 k
(2)
6Ĵη
k
(1)
2 k
(1)
4
Figure 1. A graph with n1 = 3, n2 = 2, n = 5.
4. Graph estimates
To prove that the contribution of connected graphs and thus the variance vanishes in
the ε→ 0 limit, the key ingredient in [4] is the three-resolvent integral,
(49)
sup
γi∈I
sup
k∈T3
∫
(T3)2
dpdq
|e(p)− γ1 − iε| |e(q)− γ2 − iε| |e(p± q + k)− γ3 − iε| ≤ ε
−4/5 |log ε|3
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which originally was proven in [3], Lemma 3.11 to control the contribution of “crossing
pairings”. To be able to apply (49) to the present problem one has to make sure that the
three resolvents in question are “isolated” from the wave functions φ
(η)
0 in the sense that
the two integration variables of (49) are independent of the arguments of the φ
(η)
0 . This
is verified in [4] for a subclass of graphs that (roughly) corresponds to those pi ∈ Πconnn1,n2
that have a one-particle line with a “generalized crossing” acording to the Definition
below. If one still wants to make use of (49) for pi not in this class, one will have to
introduce ad hoc assumptions like (23)-(25), controlling the overlap of singularities of
the wave function and of the resolvents, thereby reducing the admissible set of initial
states. However, noticing that it is possible to “isolate” not necessarily three, but at
least two resolvents in this situation, we can establish a two-resolvent-estimate, Lemma
12, that will suffice to estimate the remaining cases. After reformulating the ideas of [4]
in sections 4.1 and 4.2, we show how to control the graphs not analyzed so far in sections
4.3 and 4.4. We start with a classification of pairings.
Definition 1. Each pairing pi ∈ Πconnn1,n2 belongs exactly one of the following three cases.
• We say that a pairing has a generalized crossing on the j-th one-particle line, if
the j-th one-particle line contains a crossing of internal contractions, i.e. there
are two deltas δ
(
k
(j)
l2+1
− k(j)l2 + k
(j)
l1+1
− k(j)l1
)
and δ
(
k
(j)
i2+1
− k(j)i2 + k
(j)
i1+1
− k(j)i1
)
with l1 < i1 < l2 < i2 or there is a transfer delta δ
(
k
(j)
i1+1
− k(j)i1 − k
(j
′
)
i
′
1+1
+ k
(j
′
)
i
′
1
)
such that its end on the j-th one-particle line lies between the endpoints of an
internal delta δ
(
k
(j)
l2+1
− k(j)l2 + k
(j)
l1+1
− k(j)l1
)
with l1 < i1 < l2. Examples are
shown in Figures 2, 3 and 4.
• We write that a pairing with no generalized crossing on either of the one-particle
lines has parallel (or anti-parallel) transfer contractions if there are a total of m
transfer deltas, δ
(
k
(1)
l1+1
− k(1)l1 − k
(2)
l
′
1+1
+ k
(2)
l
′
1
)
through
δ
(
k
(1)
lm+1
− k(1)lm − k
(2)
l′m+1
+ k
(2)
l′m
)
, and the sequences l, l
′
are both increasing (or l
is increasing, while l
′
is decreasing). Examples are shown in Figures 6 and 7.
A graph with only one transfer contraction (which does not lead to a generalized
crossing), is consequently classified as both parallel and anti-parallel.
• A pairing with no generalized crossing on its one-particle lines has crossing trans-
fer contractions if the transfer contractions are neither parallel nor anti-parallel,
as shown in Figure 5.
Nested pairings on a one-particle line, as defined in Definition 2.5 of [5] play no special
role in our analysis, we always can make use of other structures and only mention them
for completeness.
4.1. Basic estimate. We start with a basic estimate that is not sharp enough to di-
rectly verify our convergence result, but instructive as the improved results below can
be understood as slight modifications to the proof of the estimates in this section. As
in [4], we introduce new integration variables, the transfer momenta u1, ..., um ∈ T3 for
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all m transfer contractions, thus rewriting every transfer delta
(50) δ
(
k
(1)
lr+1
− k(1)lr − k
(2)
l′r+1
+ k
(2)
l′r
)
→ δ
(
k
(1)
lr+1
− k(1)lr − ur
)
δ
(
k
(2)
l′r+1
+ k
(2)
l′r
− ur
)
,
r = 1, ...,m. For j = 1, 2, and u = (u1, ..., um) we can now define the internal deltas on
the j-th one-particle line
(51) δ
(j)
int
(
k(j)
)
=
∏
internal deltas
δ
(
k
(j)
l+1 − k(j)l + k(j)l′+1 − k
(j)
l′
)
and
(52) δ(j)
(
u, k(j)
)
= δ
(j)
int
(
k(j)
) m∏
r=1
δ
(
k
(j)
lr+1
− k(j)lr − ur
)
to arrive at what is Definition 5.3 and Lemma 5.3 in [4].
Lemma 4. For a pi ∈ Πconnn1,n2 with m transfer deltas we let pij define the the graph defined
by δ
(j)
int on the j-th one-particle line, and have
(53) Amp(pi) =
∫
(T3)m
du1...dumAmp1 (u, pi1) Amp2 (u, pi2)
with
Amp1 (u, pi1) =
e2εtλn
(2pi)2
∫
I
dα1
∫
I
dβ1e
−it(α1−β1)∫
(T3)n+2
dk(1)δ(1)
(
u, k(1)
)∫
R3
dξ(1)δ
(
k
(1)
n1+1
− k(1)n1 − ξ(1)
)
Ĵη
(
ξ(1),
(
k(1)n1 + k
(1)
n1+1
)
/2
)
K(1)
(
k(1), α1, β1, ε
)
φ̂0
(
k
(1)
0
)
φ̂0
(
k
(1)
n+1
)
(54)
and
Amp2 (u, pi2) =
e2εtλn
(2pi)2
∫
I
dα2
∫
I
dβ2e
it(α2−β2)∫
(T3)n+2
dk(2)δ(2)
(
u, k(2)
)∫
R3
dξ(2)δ
(
k
(2)
n1+1
− k(2)n1 − ξ(2)
)
Ĵη
(
ξ(2),
(
k
(2)
n1 + k
(2)
n1+1
)
/2
)
K(2)
(
k(2), α2, β2, ε
)
φ̂0
(
k
(2)
0
)
φ̂0
(
k
(2)
n+1
)
.
(55)
For each of the factors Amp1 and Amp2 in (53), there is the following estimate
Lemma 5. With j = 1, 2, m the number of transfer contractions,0 ≤ a ≤ m, and the m
T3 components of u partitioned into v ∈ (T3)a and w ∈ (T3)m−a, we have the estimate
(56) sup
w
∫
(T3)a
dv
∣∣Ampj (u, pij)∣∣ ≤ e2εtλnεa−n+m2 |c log ε|a+n−m2 +2 ‖φ0‖2`2 .
for all 0 < ε ≤ 1/3, with a constant c depending only on the test function J .
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Proof. This is essentially just an extension of an argument used for the basic estimates in
the proof of Theorem 1, one only has to pay attention to the new contributions coming
from the transfer deltas. A detailed proof is given in [4], we give a short sketch of the
idea. Without loss of generality, we consider j = 1, estimate
|Amp1 (u, pi1)| ≤
e2εtλn
(2pi)2
∫
I
|dα1|
∫
I
|dβ1|∫
(T3)n+2
dk(1)δ(1)
(
u, k(1)
)∫
R3
dξ(1)δ
(
k
(1)
n1+1
− k(1)n1 − ξ(1)
)
∣∣∣Ĵη (ξ(1),(k(1)n1 + k(1)n1+1) /2)∣∣∣ ∣∣∣K(1) (k(1), α1, β1, ε)∣∣∣(
1
2
∣∣∣φ̂0 (k(1)0 )∣∣∣2 + 12 ∣∣∣φ̂0 (k(1)n+1)∣∣∣2
)
(57)
and concentrate on the summand containing
∣∣∣φ̂0 (k(1)0 )∣∣∣2. Here, and in all proofs of
the lemmas below, it is important to note that not all (only roughly half) of the k
(j)
l
variables are free integration variables, as the others are are then fixed by the delta
functions contained in δpi. Before evaluating integrals like (57), we will therefore have to
choose our ”free” and ”dependent” variables consistently with the δpi at hand. For the
present proof, all momenta k
(1)
l except for k
(1)
0 and k
(1)
n1+2
are classified either as free if
there is an internal delta δ
(
k
(1)
l − k(1)l−1 + k(1)i − k(1)i−1
)
with l < i or there is a transfer
delta δ
(
k
(1)
l − k(1)l−1 − ui
)
with ui contained in v (there are (n−m)/2 + a such indices)
or dependent if l belongs to the other (n+m)/2−a indices. Now we take the trivial L∞
estimate 1ε of all resolvents belonging to dependent momenta, and then integrate out all
free momenta from k
(1)
n+1 to k
(1)
n1+2
with the L1 estimate (143). Next, we perform the β1
integral, yielding another |log ε| from the k(1)n1+1 resolvent. k
(1)
n1+1
is fixed by the delta
δ
(
k
(1)
n1+1
− k(1)n1 − ξ(1)
)
. Then we continue with L1 estimates for all free momenta from
k
(1)
n1 to k
(1)
1 , integrate over α1 for another |log ε| from the k(1)0 resolvent and get a factor
‖φ0‖2`2 from the k(1)0 integral. Finally, the ξ(1) integral contributes a η-indpendent factor∫
dξ supp
∣∣∣Ĵ(ξ, p)∣∣∣. For the summand with ∣∣∣φ̂0 (k(1)n+1)∣∣∣2, the order of integration and the
definition of free and dependent would just be reversed, with left and right interchanged.
Collecting all factors proves the lemma. 
Corollary 6. For all pi ∈ Πconnn1,n2,
(58) |Amp(pi)| ≤ e4εtλ2nε−n |c log ε|n+4 ‖φ0‖4`2 ,
for all 0 < ε ≤ 1/3, with a constant c depending only on J .
Proof. With j = 1, j
′
= 2 (or vice versa) use Lemmas 4 and 5 to obtain
|Amp(pi)| ≤
∫
(T3)m
du
∣∣Ampj (u, pij)∣∣ sup
u′∈(T3)m
∣∣∣Ampj′ (u′ , pij′)∣∣∣
≤ e4εtλ2nε−n |c log ε|n+4 ‖φ0‖4`2 .
(59)
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
4.2. Generalized crossings on the one-particle line.
Lemma 7. Let pi ∈ Πconnn1,n2 have a generalized crossing on the j-th one-particle line.
Then, for all 0 < ε ≤ 1/3, the estimate for Amp(pi) of Corollary 6 can be improved to
(60) |Amp(pi)| ≤ e4εtλ2nε 15−n |c log ε|n+5 ‖φ0‖4`2 .
Proof. Without loss of generality, we can assume a generalized crossing on the first
one-particle line and expand Amp1(pi) as in (57). We take a = m (all transfer deltas
contribute their free variable to the first one-particle line) and focus on the summand
containing
∣∣∣φ̂0 (k(1)0 )∣∣∣2. For deltas labeled as in Definition 1, we follow [8] and call
{i1, ..., l2} the crossing interval, and the generalized crossing is called minimal if its
crossing interval does not contain the crossing interval of another generalized crossing as
a proper subset. By a simple induction argument along the lines of [8] we see that there
is always a minimal generalized crossing, and label its indices l1, i1, l2 again. We adopt
the notions of free and dependent from above, first take the L∞ estimate of all dependent
resolvents except for k
(1)
l2+1
, and then integrate out all free k
(1)
l with l ∈ {l2 + 2, ..., n+ 1},
using the L1 estimate for each of their resolvents. If l2 < n1, we also take the β1 integral
and the k
(1)
n1+1
integrals with the same estimates as before. If not, the β1 and k
(1)
n1+1
will
be evaluated at some later point, whenever all k
(1)
l with l > n1 + 1 have been taken care
of. Now deviating from the order of integration in the proof of Lemma 5, we write
(61) k
(1)
l2+1
= k
(1)
l2
+ k
(1)
l1
− k(1)l1+1,
and note that by construction the crossing interval is not connected to the outside by
internal or transfer deltas at all, so
(62) ξ˜(1) = k
(1)
l2
− k(1)i1+1 =
{
ξ(1) if l1 < n1 < l2
0 otherwise,
,
and
(63) k
(1)
l2+1
= k
(1)
i1+1
− k(1)l1+1 + k
(1)
l1
+ ξ˜(1).
Before touching any of the other remaining variables, we evaluate the three-resolvent
integral over the k
(1)
l1+1
, k
(1)
i1+1
and k
(1)
l2+1
resolvents,
sup
γi∈I
∫
(T3)2
dk
(1)
l1+1
dk
(1)
i1+1
1∣∣∣e(k(1)l1+1)− γ1 − iε∣∣∣ ∣∣∣e(k(1)i1+1)− γ2 − iε∣∣∣
× 1∣∣∣e(k(1)i1+1 − k(1)l1+1 + k(1)l1 + ξ˜(1))− γ3 − iε∣∣∣
≤ ε−4/5 |log ε|3
(64)
with all γi being equal to α1 or β1. Then we take L
1 estimates for all remaining free
momenta, and finally treat the integrals over α1, k
(1)
0 , and ξ
(1) as in the proof of Lemma
5. All together, we have collected the same factors as before, with three exceptions. Two
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of the momenta k
(1)
l1+1
, k
(1)
i1+1
and k
(1)
l2+1
are free, one is dependent, so before they would
have contributed a factor ε−1| log ε|2, now we use (64) instead. Thus, after applying the
same idea to the summand with the factor
∣∣∣φ̂0 (k(1)n+1)∣∣∣2 (with the necessary changes
made to the definitions of ”crossing interval” and integration order), the estimate for
(65)
∫
(T3)m
du |Amp1 (u, pi1)|
improves by a factor ε1/5| log ε|. By plugging this improved bound into
(66)
∫
(T3)m
du |Amp1 (u, pi1)| sup
u′
∣∣∣Amp2 (u′ , pi2)∣∣∣ ,
this factor carries over to the estimate from Corollary 6. 
φ̂0
k
(1)
0 k
(1)
1 k
(1)
3
Ĵη k
(1)
5 k
(1)
6
φ̂0
φ̂0
φ̂0
k
(2)
0 k
(2)
1 k
(2)
2 k
(2)
3 k
(2)
4 k
(2)
5 k
(2)
6Ĵη
k
(1)
2 k
(1)
4
Figure 2. A graph with a vanishing contribution because of a crossing
in the first one-particle line.
φ̂0
k
(1)
0 k
(1)
1 k
(1)
3
Ĵη k
(1)
5 k
(1)
6
φ̂0
φ̂0
φ̂0
k
(2)
0 k
(2)
1 k
(2)
2 k
(2)
3 k
(2)
4 k
(2)
5 k
(2)
6Ĵη
k
(1)
2 k
(1)
4
Figure 3. A generalized crossing on the second one-particle line, in-
duced by the transfer contraction forcing δ
(
k
(1)
3 − k(1)2 − k(2)2 + k(2)1
)
.
SELF-AVERAGING 17
φ̂0
k
(1)
0 k
(1)
1 k
(1)
3
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Figure 4. A generalized crossing on the second one-particle line, in-
duced by transfer contraction forcing δ
(
k
(1)
3 − k(1)2 − k(2)5 + k(2)4
)
.
4.3. Crossing transfer contractions. For crossing transfer contractions, we essen-
tially have the same estimates as for the case of generalized crossings on a one-particle
line.
Lemma 8. Let pi ∈ Πconnn1,n2 have no generalized crossings on either one-particle line, but
at least one pair of crossing transfer contractions. Then the estimate for Amp(pi) of
Corollary 6 can as well be improved to
(67) |Amp(pi)| ≤ e4εtλ2nε 15−n |c log ε|n+5 ‖φ0‖4`2
for all 0 < ε ≤ 1/3.
Proof. For this proof, it is insufficient to split up the amplitude into Amp1 and Amp2
by Lemma 4, and one rather has to consider the complete estimate
|Amp(pi)| ≤e
4εtλ2n
(2pi)4
∫
I
|dα1|
∫
I
|dβ1|
∫
I
|dα2|
∫
I
|dβ2|∫
(T3)2n+4
dk(1)dk(2)δpi
(
k(1), k(2)
)
∫
R3
dξ(1)
∫
R3
dξ(2)δ
(
k
(1)
n1+1
− k(1)n1 − ξ(1)
)
δ
(
k
(2)
n1+1
− k(2)n1 − ξ(2)
)
∣∣∣∣Ĵη (ξ(1),(k(1)n1 + k(1)n1+1) /2) Ĵη (ξ(2),(k(2)n1 + k(2)n1+1) /2)∣∣∣∣∣∣∣K(1) (k(1), α1, β1, ε)K(2) (k(2), α2, β2, ε)∣∣∣(
1
2
∣∣∣φ̂0 (k(1)0 )∣∣∣2 + 12 ∣∣∣φ̂0 (k(1)n+1)∣∣∣2
)(
1
2
∣∣∣φ̂0 (k(2)0 )∣∣∣2 + 12 ∣∣∣φ̂0 (k(2)n+1)∣∣∣2
)
.
(68)
We first focus on the summand containing the factor
∣∣∣φ̂0 (k(1)0 )∣∣∣2 ∣∣∣φ̂0 (k(2)0 )∣∣∣2 and call
the k
(j)
l , l /∈ {0, n1 + 1} with the same convention as before, free if there is an internal
delta δ
(
k
(j)
l − k(j)l−1 + k(j)i − k(j)i−1
)
, with j = 1, 2 and l < i, or if j = 1 and there is a
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transfer delta δ
(
k
(1)
l − k(1)l−1 − k(2)i + k(2)i−1
)
, while we call it dependent in all other cases.
Furthermore, as the transfer contractions are not parallel, there is a pair of transfer deltas
δ
(
k
(1)
l1
− k(1)l1−1 − k
(2)
l
′
1
+ k
(2)
l
′
1−1
)
and δ
(
k
(1)
l2
− k(1)l2−1 − k
(2)
l
′
2
+ k
(2)
l
′
2−1
)
such that l1 < l2 but
l
′
1 > l
′
2. If several such pairs exist, we choose a particular set of indices l1, l
′
1, l2 and
l
′
2 as follows. First, we take l
′
2 as small as possible, and then, after having fixed l
′
2 and
thus l2, we select the largest l1 < l2 that does the job. For this choice we take the L
∞
estimates of all resolvents belonging to dependent momenta except for k
(2)
l
′
2
, and then
integrate out all free k
(1)
l with l from n+ 1 to l2 + 1 and all free k
(2)
l with l from n+ 1
to l
′
2 + 1 (note that by construction k
(2)
l
′
2
does not depend on any of them), using the
usual L1 estimates. During this procedure, or lateron, whenever all k
(j)
l with l > n1 + 1
are taken care of, we will take the βj (j = 1, 2) integrals with the usual estimates. All
remaining free momenta can be integrated over in an arbitrary order, as long as one
pays attention to the dependence of k
(2)
l
′
2
. By construction,
(69) k
(1)
l2−1 = k
(1)
l1
+ ξ˜(1)
with
(70) ξ˜(1) =
{
ξ(1) if l1 ≤ n1 < l2 − 2
0 otherwise.
Therefore
k
(2)
l
′
2
= k
(2)
l
′
2−1
+ k
(1)
l2
− k(1)l2−1
= k
(1)
l2
− k(1)l1 + k
(2)
l
′
2−1
− ξ˜(1)
= k
(1)
l2
− k(1)l1 + q,
(71)
with q depending only on ξ˜(1) and free momenta k
(1)
l with l < l1 and k
(2)
l with l < l
′
2.
We are now ready to estimate the k
(1)
l1
, k
(1)
l2
and k
(2)
l
′
2
resolvents by
sup
γi∈I
sup
q∈T3
∫
(T3)2
dk
(1)
l1
dk
(1)
l2
1∣∣∣e(k(1)l1 )− γ1 − iε∣∣∣ ∣∣∣e(k(1)l2 )− γ2 − iε∣∣∣
× 1∣∣∣e(k(1)l2 − k(1)l1 + q)− γ3 + iε∣∣∣
≤ ε−4/5 |log ε|3 .
(72)
Then we take L1 estimates for all remaining free momenta, and finally treat the integrals
over αj , k
(j)
0 , and ξ
(j) as before. For the summand containing
∣∣∣φ̂0 (k(1)n+1)∣∣∣2 ∣∣∣φ̂0 (k(2)n+1)∣∣∣2,
the argument works exactly the same, but with all definitions and integrations made
”from left to right”, now. The cross-over situation, with factors
∣∣∣φ̂0 (k(1)0 )∣∣∣2 ∣∣∣φ̂0 (k(2)n+1)∣∣∣2
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or
∣∣∣φ̂0 (k(1)n+1)∣∣∣2 ∣∣∣φ̂0 (k(2)0 )∣∣∣2, is slightly different; we will concentrate on the summand
with
∣∣∣φ̂0 (k(1)0 )∣∣∣2 ∣∣∣φ̂0 (k(2)n+1)∣∣∣2. In this case, a momentum k(j)l is classified as free either
if j = 1, l /∈ {0, n1 + 1} and there is an internal delta δ
(
k
(1)
l − k(1)l−1 + k(1)i − k(1)i−1
)
, with
l < i, or if j = 1 and there is a transfer delta δ
(
k
(1)
l − k(1)l−1 − k(2)i + k(2)i−1
)
, or if j = 2,
l /∈ {n1, n + 1} and there is an internal delta δ
(
k
(2)
l − k(2)l+1 + k(2)i − k(2)i+1
)
, with l > i.
All other k
(j)
l with l /∈ {0, n1 + 1} (j = 1) or l /∈ {n1, n + 1} (j = 2) are dependent.
In this cross-over case, we utilize the fact that the transfer contractions are not anti-
parallel, either, so there exists a pair of transfer deltas δ
(
k
(1)
l1
− k(1)l1−1 − k
(2)
l
′
1+1
+ k
(2)
l
′
1
)
and δ
(
k
(1)
l2
− k(1)l2−1 − k
(2)
l
′
2+1
+ k
(2)
l
′
2
)
such that l1 < l2 and l
′
1 < l
′
2. (One can visualize that
these two transfer contractions are ”crossing” under the given circumstances by bringing
the two
∣∣∣φ̂0∣∣∣2 factors to the same side of the graph by rotating the second one-particle
line by 180◦, compare Fig. 5.) Given the choice of several such pairs, we first choose the
maximal l
′
2, and then, with given l
′
2 and thus l2, select the largest possible l1 < l2. For
this choice we take the L∞ estimates of all resolvents belonging to dependent momenta
except for k
(2)
l
′
2
, and then integrate out all free k
(1)
l with l from n + 1 to l2 + 1 and all
free k
(2)
l with l from 0 to l
′
2 − 1 (note that by construction k(2)l′2 does not depend on any
of them), using the usual L1 estimates. During this procedure, or lateron, whenever all
k
(1)
l with l > n1 + 1 and k
(2)
l with l < n1 are taken care of, we will take the β1 and
α2 integrals with the usual estimate, | log ε| each. All remaining free momenta can be
integrated over in an arbitrary order, as long as one pays attention to the dependence
of k
(2)
l
′
2
. As before,
(73) k
(1)
l2−1 = k
(1)
l1
+ ξ˜(1)
with
(74) ξ˜(1) =
{
ξ(1) if l1 ≤ n1 < l2 − 2
0 otherwise.
Therefore
k
(2)
l
′
2
= k
(2)
l
′
2+1
− k(1)l2 + k
(1)
l2−1
= k
(1)
l1
− k(1)l2 + k
(2)
l
′
2+1
+ ξ˜(1)
= k
(1)
l1
− k(1)l2 + p,
(75)
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with p depending only on ξ˜(1) and free momenta k
(1)
l with l < l1 and k
(2)
l with l > l
′
2.
This time we have the integral of the three resolvents for k
(1)
l1
, k
(1)
l2
and k
(2)
l
′
2
sup
γi∈I
sup
p∈T3
∫
(T3)2
dk
(1)
l1
dk
(1)
l2
1∣∣∣e(k(1)l1 )− γ1 − iε∣∣∣ ∣∣∣e(k(1)l2 )− γ2 − iε∣∣∣
× 1∣∣∣e(k(1)l1 − k(1)l2 + p)− γ3 + iε∣∣∣
≤ ε−4/5 |log ε|3 .
(76)
After L1 estimates for all remaining free momenta one can treat the integrals over α1,
k
(1)
0 , and ξ
(1) as well as β2, k
(2)
n+1, and ξ
(2) as before. Now we have understood how to
treat all four different summands, and for each of them have obtained the same estimates
as if we had bounded
(77)
∫
(T3)m
du |Amp1 (u, pi1)| sup
u′
∣∣∣Amp2 (u′ , pi2)∣∣∣ ,
with the standard estimates from Lemma 5, except for three exceptions each, namely the
resolvents belonging to k
(1)
l1
, k
(1)
l2
and k
(2)
l
′
2
(two free, one dependent momentum), which
did not yield ε−1| log ε|2 but ε−4/5 |log ε|3. So, again, we improve the basic estimate from
Corollary 6 by ε1/5| log ε|. 
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Figure 5. Crossing transfer contractions. The intersection of the two
transfer contractions on the right will disappear if we rotate the second
one-particle line by 180◦, but then the transfer contraction on the left
will produce new crossings.
4.4. Parallel and antiparallel transfer contractions.
Lemma 9. Let pi ∈ Πconnn1,n2 be a graph with no generalized crossings on either one-particle
line, and with parallel or anti-parallel transfer contractions. Then there is a c <∞ just
depending on J such that
(78) |Amp(pi)| ≤ e4εtλ2nε 15−n |c log ε|n+5 ‖φ0‖4`2
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for all 0 < ε ≤ 1/3.
Proof. First, let pi be a graph with parallel transfer contractions, so there are m transfer
contractions δ
(
k
(1)
l1+1
− k(1)l1 − k
(2)
l
′
1+1
+ k
(2)
l
′
1
)
to δ
(
k
(1)
lm+1
− k(1)lm − k
(2)
l′m+1
+ k
(2)
l′m
)
with l1 <
... < lm and l
′
1 < ... < l
′
m. We arbitrarily single out the leftmost transfer delta and define
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Figure 6. Three parallel transfer contractions, with no intersection at all.
the set
(79) B =
{(
k(1), k(2)
)
∈ (T3)2n+4 : dist(k(1)l1 − k(2)l′1 , E
)
< ε2/5
}
,
with E = ((0, 0, 0), (12 , 12 , 12)), and split up
(80) |Amp(pi)| ≤ AmpB(pi) + AmpBc(pi),
where we denoted
AmpB(pi) =
e4εtλ2n
(2pi)4
∫
I
|dα1|
∫
I
|dβ1|
∫
I
|dα2|
∫
I
|dβ2|∫
B
dk(1)dk(2)δpi
(
k(1), k(2)
)
∫
R3
dξ(1)
∫
R3
dξ(2)δ
(
k
(1)
n1+1
− k(1)n1 − ξ(1)
)
δ
(
k
(2)
n1+1
− k(2)n1 − ξ(2)
)
∣∣∣∣Ĵη (ξ(1),(k(1)n1 + k(1)n1+1) /2)Ĵη (ξ(2),(k(2)n1 + k(2)n1+1) /2)∣∣∣∣∣∣∣K(1) (k(1), α1, β1, ε)K(2) (k(2), α2, β2, ε)∣∣∣∣∣∣φ̂0 (k(1)0 )∣∣∣ ∣∣∣φ̂0 (k(1)n+1)∣∣∣ ∣∣∣φ̂0 (k(2)0 )∣∣∣ ∣∣∣φ̂0 (k(2)n+1)∣∣∣ ,
(81)
and similarly AmpBc(pi) with the integral taken over Bc instead of B. We first study
AmpB(pi). It is important that in this case, we will not estimate
∣∣∣φ̂0 (k(1)0 )∣∣∣ ∣∣∣φ̂0 (k(1)n+1)∣∣∣
and similar products by sums of squares. Notice that if we take
(82) ξ˜(1) =
{
ξ(1) if l1 > n1
0 otherwise
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and
(83) ξ˜(2) =
{
ξ(2) if l
′
1 > n1
0 otherwise,
then
(84) B =
{(
k(1), k(2)
)
∈ (T3)2n+4 : dist(k(1)0 + ξ˜(1) − k(2)0 − ξ˜(2), E) < ε2/5} .
Later, we will therefore use k
(1)
0 and w as integration variables, with
(85) dist(w, E) < ε2/5
and have
(86) k
(2)
0 = k
(1)
0 + w + ξ˜
(1) − ξ˜(2).
We also slightly modify the classification of k
(j)
l (with l /∈ {0, n1 + 1} into free and
dependent momenta. We still call k
(j)
l free if there is an internal delta
δ
(
k
(j)
l − k(j)l−1 + k(j)i − k(j)i−1
)
, with j = 1, 2 and l < i, or if it is one of the k
(1)
lj+1
, j =
1, ...,m−1, but all other momenta, now including k(1)lm+1, are considered dependent. Thus,
we have one more dependent momentum, and consequently freed up one new integration
variable, which we take to be
(87) um = k
(1)
lm+1
− k(1)lm = k
(2)
l′m+1
− k(2)
l′m
,
and we can rewrite the last line of (81) as
(88)
∣∣∣φ̂0 (k(1)0 )∣∣∣ ∣∣∣φ̂0 (k(1)lm + um)∣∣∣ ∣∣∣φ̂0 (k(1)0 + w + ξ˜(1) − ξ˜(2))∣∣∣ ∣∣∣φ̂0 (k(2)l′m + um)∣∣∣ .
After taking L∞ estimates of all dependent resolvents, and L1 bounds for all free resol-
vents k
(j)
l , with j = 1 and l > lm, or j = 2 and l > l
′
m, the only remaining integration
variable right of the m-th transfer contraction is um; integrating over um produces a
factor ‖φ0‖2`2 . (During this process, or later, depending on when we reach n1 + 1 we
will also take the βj (j = 1, 2) integrals with the usual | log ε| estimates.) Then we
integrate out all remaining free resolvents with L1 estimates, the αj (j = 1, 2) integrals
with a bound | log ε|, each. Now take the k(1)0 integral for another ‖φ0‖2`2 factor. The w
integral is completely ”flat”, as all wave functions and resolvents have been taken care
of, so by (85), it will yield a factor ε6/5. Then the ξ(1) and ξ(2) integral will contribute a
J-dependent constant. All together, for the estimate of AmpB(pi) we have one L∞ factor
more, one L1 factor less (as there is one dependent resolvent more), and a geometrical
factor ε6/5, so we improve the standard estimate by ε1/5| log ε|−1,
(89) AmpB(pi) ≤ e4εtλ2nε
1
5
−n |c log ε|n+3 ‖φ0‖4`2 .
For the estimate of AmpBc(pi), we now bound∣∣∣φ̂0 (k(1)0 )∣∣∣ ∣∣∣φ̂0 (k(1)n+1)∣∣∣ ∣∣∣φ̂0 (k(2)0 )∣∣∣ ∣∣∣φ̂0 (k(2)n+1)∣∣∣
≤
(
1
2
∣∣∣φ̂0 (k(1)0 )∣∣∣2 + 12 ∣∣∣φ̂0 (k(1)n+1)∣∣∣2
)(
1
2
∣∣∣φ̂0 (k(2)0 )∣∣∣2 + 12 ∣∣∣φ̂0 (k(2)n+1)∣∣∣2
)(90)
SELF-AVERAGING 23
again. We first consider the summand containing
∣∣∣φ̂0 (k(1)0 )∣∣∣2 ∣∣∣φ̂0 (k(2)0 )∣∣∣2. Our free
integration variables will be almost as above, a momentum k
(j)
l is free if there is an
internal delta δ
(
k
(j)
l − k(j)l−1 + k(j)i − k(j)i−1
)
, with j = 1, 2 and l < i, or if it is one of the
k
(1)
lj+1
, j = 2, ...,m, but we will write k
(1)
l1+1
= k
(1)
l1
+u1 and k
(2)
l
′
1+1
= k
(2)
l
′
1
+u1 as functions of
a new integration variable u1, and finally all other k
(j)
l with l /∈ {0, n1+1} are dependent.
We take L∞ estimates of all dependent momenta resolvents and integrate out all free
k
(1)
l with l > l1 + 1 and k
(2)
l with l > l
′
1 + 1. Next, for the integral over the k
(1)
l1+1
and
k
(2)
l
′
1+1
resolvents
sup
α,β∈I
∫
T3
du1∣∣∣e(k(1)l1 + u1)− α− iε∣∣∣
∣∣∣∣e(k(2)l′1 + u1
)
− β − iε
∣∣∣∣
≤ C
ε−4/5 + ε−2/5
dist(k
(1)
l1
− k(2)
l
′
1
, E)
 |log ε|2
≤ Cε−4/5| log ε|2
(91)
by Lemma 12 and the definition (79) of Bc. Then we integrate out all remaining free
momenta, having taken the βj integrals at the appropriate time. Then, the αj , k
(j)
0
and ξ(j) integrals will be estimated as usual. Alltogether, in contrast to the standard
estimate, we have one L∞ and one L1 estimate less, and a factor ε−4/5| log ε|2 instead,
thus improving Corollary 6 by ε1/5| log ε|. The case with
∣∣∣φ̂0 (k(1)n+1)∣∣∣2 ∣∣∣φ̂0 (k(2)n+1)∣∣∣2 can
be treated completely analogously by using Lemma 12. For the cross-over cases, i.e.
a factor
∣∣∣φ̂0 (k(1)0 )∣∣∣2 ∣∣∣φ̂0 (k(2)n+1)∣∣∣2 or ∣∣∣φ̂0 (k(1)n+1)∣∣∣2 ∣∣∣φ̂0 (k(2)0 )∣∣∣2, we assume for a moment
m > 1 (several transfer contractions). Then just bounding 1Bc ≤ 1 immediately produces
an improvement ε1/5| log ε| by the methods of section 4.3. (Several parallel transfer lines
are “seen” as crossing by “cross-over”
∣∣∣φ̂0∣∣∣2).
Before we study the special case m = 1, note that almost the same methods apply
to anti-parallel transfer lines. If pi ∈ Πconnn1,n2 with anti-parallel transfer lines, there are m
transfer contractions δ
(
k
(1)
l1+1
− k(1)l1 − k
(2)
l
′
1+1
+ k
(2)
l
′
1
)
to δ
(
k
(1)
lm+1
− k(1)lm − k
(2)
l′m+1
+ k
(2)
l′m
)
with l1 < ... < lm but l
′
1 > ... > l
′
m. We just repeat the above reasoning ”with the
second one-particle line rotated” and define
(92) C =
{(
k(1), k(2)
)
∈ (T3)2n+4 : dist(k(1)l1 + k(2)l′1+1, E
)
< ε2/5
}
.
The bound
(93) AmpC(pi) ≤ e4εtλ2nε
1
5
−n |c log ε|n+3 ‖φ0‖4`2 .
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Figure 7. Three anti-parallel transfer contractions. Their intersection
will completely disappear by rotating the second one-particle line by 180◦.
is obtained for all m ≥ 1 as before, while for AmpCc , after taking the estimate (90) , the
summands with the factors
∣∣∣φ̂0 (k(1)0 )∣∣∣2 ∣∣∣φ̂0 (k(2)0 )∣∣∣2 or ∣∣∣φ̂0 (k(1)n+1)∣∣∣2 ∣∣∣φ̂0 (k(2)n+1)∣∣∣2 can be
bounded by
(94) e4εtλ2nε
1
5
−n |c log ε|n+5 ‖φ0‖4`2 .
by the methods of section 4.3, if we assume m > 1. (Several anti-parallel transfer
contractions are seen as crossing by “cis”
∣∣∣φ̂0∣∣∣2). On the other hand, for all m ≥ 1, the
cross-over cases
∣∣∣φ̂0 (k(1)0 )∣∣∣2 ∣∣∣φ̂0 (k(2)n+1)∣∣∣2 or ∣∣∣φ̂0 (k(1)n+1)∣∣∣2 ∣∣∣φ̂0 (k(2)0 )∣∣∣2 are now estimated
using Lemma 12 to improve the standard estimate by ε1/5| log ε|.
Now the only cases not completely understood yet are pi ∈ Πconnn1,n2 with m = 1, thus
only one transfer contraction, which qualifies both as parallel and antiparallel. With B
and C defined as above, one easily derives
|Amp(pi)| ≤ AmpB(pi) + AmpC(pi) + AmpBc∩Cc(pi)
≤ e4εtλ2nε 15−n |c log ε|n+5 ‖φ0‖4`2
(95)
by the above methods. In this case, all four (two cross-over, two cis) contributions to
AmpBc∩Cc(pi) are estimated by the two-resolvent integral from Lemma 12.
Collecting all estimates and possibly redefining c, we arrive at (78) for all parallel or
anti-parallel pi ∈ Πconnn1,n2 . 
5. Proof of the main theorem
For the time being, consider initial states φ
(η)
0 which in addition to the assumption
(10) satisfy φ̂
(η)
0 ∈ C∞
(
T3
)
for all η > 0. In that case, all estimates derived in sections
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3 and 4 are applicable if we choose, for t = T/η,
ε =
1
3 + t
N =
⌊
a| log ε|
| log | log ε||
⌋
κ =
⌈
| log ε|b
⌉
,
(96)
with a, b > 0. Furthermore, we assume λ ≤ 12 .
With these settings, for arbitrarily small δ, there is a constant c only depending on
a, b, δ, such that
c−1ε−a+δ ≤ N ! ≤ NN ≤ cε−a
| log ε|N ≤ ε−a
κ−N ≤ cεba−δ.
(97)
Thus, with (48), there is a c depending only on a, b, T and an arbitrarily small δ > 0,
such that
(98) E
[
‖RN,t‖2`2
]
≤ cε−δ
(
εa/2 + ε1/5−8a + ε−2+ba−8a + ε1−24a
)
.
On the other hand, we note that
(99) ]Πconnn1,n2 ≤ 2nn!.
with n = n1 + n2 and can plug the estimates from Lemmas 7, 8, 9 into (37) to see that
Var
(〈
J,W η
[
φmaint
]〉)
≤ (N + 1)2CNJ,T
N∑
n1,n2=0
(
]Πconnn1,n2
)
ε1/5−2a
≤ C(J, T, a, δ)ε−δε1/5−4a
(100)
with arbitrarily small δ > 0.
We now first want to verify Theorem 2 for r = 1, and apply Lemma 11 to estimate
E
[∣∣∣〈J,W η [φ(η)T/η]〉− E〈J,W η [φ(η)T/η]〉∣∣∣]
≤ E [|〈J,W η [RN,t]〉 − E 〈J,W η [RN,t]〉|]
+ E
[∣∣〈J,W η [RN,t, φmaint ]〉− E 〈J,W η [RN,t, φmaint ]〉∣∣]
+ E
[∣∣〈J,W η [φmaint , RN,t]〉− E 〈J,W η [φmaint , RN,t]〉∣∣]
+ E
[∣∣〈J,W η [φmaint ]〉− E 〈J,W η [φmaint ]〉∣∣]
≤ CJ
(
2E
[‖RN,t‖2`2]+ 4 (E [‖φmaint ‖2`2]E [‖RN,t‖2`2])1/2) ,
+ Var
(〈
J,W η
[
φmaint
]〉)1/2
,
(101)
with CJ <∞ just depending on our choice of the test function J . Noticing that
(102) ‖φmaint ‖2`2 ≤ (1 + ‖RN,t‖`2)2
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and choosing a = 285 , b = 100 and δ small enough, we find that there is a C˜(J, T ) < ∞
such that
(103) E
[∣∣∣〈J,W η [φ(η)T/η]〉− E〈J,W η [φ(η)T/η]〉∣∣∣] ≤ C˜(J, T )λ 190 .
For general r ≥ 1, we apply Lemma 11 and the unitarity of e−iHωt to see
(104) E
[∣∣∣〈J,W η [φ(η)T/η]〉− E〈J,W η [φ(η)T/η]〉∣∣∣r] ≤ (2CJ)r−1 C˜(J, T )λ 190 .
Thus we have shown (26) for c = 190 , initial states with smooth φ̂
(η)
0 and
(105) C(J, T ) = max
{
C˜(J, T ), 2CJ
}
.
Now let a sequence of general initial states φ
(η)
0 fulfilling (10) be given and approximate
them by φ˜
(η)
0 with
̂˜
φ
(η)
0 ∈ C∞
(
T3
)
such that
(106)
∥∥∥φ˜(η)0 − φ(η)0 ∥∥∥2
`2(Z3)
≤ η,
with (10) holding for φ˜
(η)
0 as well. For the smooth initial states we have
(107)
(
E
[∣∣∣〈J,W η [φ˜(η)T/η]〉− E〈J,W η [φ˜(η)T/η]〉∣∣∣r])1/r ≤ C(J, T )λ 1cr ,
while by unitarity of the time evolution and Lemma 11,
(108)
∣∣∣〈J,W η [φ˜(η)T/η]〉− 〈J,W η [φ(η)T/η]〉∣∣∣ ≤ 2CJ√η = 2CJλ
almost surely. This proves (26), for general initial states, possibly after redefining the
constant C(J, T ), but still with c = 1/90.
6. Almost sure convergence
To prove Theorem 3, fix any T > 0 and J ∈ S (R3 × T3), and observe
sup
τ∈[0,T ]
∣∣∣〈J,W η [e−iHωτ/ηφ(η)0 ]〉− 〈J, µτ 〉∣∣∣
≤ sup
τ∈[0,T ]
∣∣∣〈J,W η [e−iHωτ/ηφ(η)0 ]〉− E〈J,W η [e−iHωτ/ηφ(η)0 ]〉∣∣∣
+ sup
τ∈[0,T ]
∣∣∣E〈J,W η [e−iHωτ/ηφ(η)0 ]〉− 〈J, µτ 〉∣∣∣ .
(109)
The last line is deterministic and vanishes as η goes to zero by Theorem 1 (for the supτ ,
note that all error estimates in the proof of Theorem 1 are monotonous in τ , [3]). To
understand the second last line, discretize η ∈ (0, 1] by ηn = n−β, n ∈ N for some β > 0
yet to be determined. For any given h ∈ S (R3) and real S ∈ S (R3), we have for initial
states φ
(η)
0 of the form (22)
(110)
∥∥∥∥ ddηφ(η)0
∥∥∥∥
`2
≤ Ch,S
η2
,
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and thus
(111) sup
η∈[ηn+1,ηn]
∥∥∥φ(η)0 − φ(ηn)0 ∥∥∥
`2
≤ Ch,S
(
1
ηn+1
− 1
ηn
)
.
Next, for any ψ ∈ `2 (Z3), and any J ∈ S (R3 × T3), we note for
(112) 〈J,W η [ψ]〉 = η−3
∫
R3×T3
dξdvĴ(ξ/η, v)ψ̂(v − ξ/2)ψ̂(v + ξ/2)
that
(113)
∣∣∣∣ ddη 〈J,W η [ψ]〉
∣∣∣∣ ≤ CJη ‖ψ‖2`2 .
Altogether we have
sup
η∈[ηn+1,ηn]
sup
τ∈[0,T ]
∣∣∣〈J,W η [e−iHωτ/ηφ(η)0 ]〉− E〈J,W η [e−iHωτ/ηφ(η)0 ]〉∣∣∣
≤ sup
η∈[ηn+1,ηn]
sup
τ∈[0,T ]
∣∣∣〈J,W ηn [e−iHωτ/ηφ(ηn)0 ]〉− E〈J,W ηn [e−iHωτ/ηφ(ηn)0 ]〉∣∣∣
+ Ch,SCJ
((
1
ηn+1
− 1
ηn
)
+ log ηn − log ηn+1
)
,
(114)
with constants only depending on h, S and J . The last line deterministically vanishes as
n→∞ whenever β ∈ (0, 1). In the second last line, the continuous parameter η appears
still in two places, in the scaling of the time τ/η, and implicitely in the definition of the
Hamiltonian
(115) Hω = H
λ
ω = −
1
2
∆ + λVω.
with λ =
√
η. Define macroscopic times τ
(n)
0 = 0 < ... < τ
(n)
mn = T with a spacing
τ
(n)
j+1 − τ (n)j = δn ≤ ηnT and mn =
⌈
nβ
⌉
. For η ∈ [ηn+1, ηn] and τ ∈
[
τ
(n)
j , τ
(n)
j+1
]
, one has
(116)
τ
(n)
j
ηn
≤ τ
η
≤ τ
(n)
j+1
ηn+1
≤ τ
(n)
j
ηn
+ T
(
1
ηn+1
− 1
ηn
)
+
δn
ηn+1
=
τ
(n)
j
ηn
+ νn.
First, only consider
(117)
∣∣∣∣〈J,W ηn [e−iHλωτ (n)j /ηnφ(ηn)0 ]〉− E〈J,W ηn [e−iHλωτ (n)j /ηnφ(ηn)0 ]〉∣∣∣∣
with λ ∈ [0,√ηn]. In keeping with equations (34-36), denote
(118)
Dλω,l
(
τ
(n)
j
ηn
)
φ
(ηn)
0 = (−iλ)l
∫
Rl+1+
ds0...dslδ
 n∑
j=0
sj −
τ
(n)
j
ηn
 l−1∏
j=0
(
e−isjH0Vω
)
e−islH0φ(ηn)0
for l = 0, ..., N and the remainder term
(119) Rλω,N
(
τ
(n)
j
ηn
)
φ
(ηn)
0 = e
−iHλωτ (n)j /ηnφ(ηn)0 −
N∑
l=0
Dλω,l
(
τ
(n)
j
ηn
)
φ
(ηn)
0 .
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Focussing on the Dλω,l terms, we note that
(120) Dλω,l
(
τ
(n)
j
ηn
)
φ
(ηn)
0 =
(
λ√
ηn
)l
D
√
ηn
ω,l
(
τ
(n)
j
ηn
)
φ
(ηn)
0
holds determinstically, so it suffices to set the disorder parameter to the maximal value
λ =
√
ηn.
If we choose N as in (96) (with ε = ηn), then there is a c > 0 (one may take c = 1/6)
and CJ,T <∞ such that
E
∣∣∣∣∣
〈
J,W ηn
[
D
√
ηn
ω,l1
(
τ
(n)
j
ηn
)
φ
(ηn)
0 , D
√
ηn
ω,l2
(
τ
(n)
j
ηn
)
φ
(ηn)
0
]〉
−E
〈
J,W ηn
[
D
√
ηn
ω,l1
(
τ
(n)
j
ηn
)
φ
(ηn)
0 , D
√
ηn
ω,l2
(
τ
(n)
j
ηn
)
φ
(ηn)
0
]〉∣∣∣∣∣
2
 ≤ CJ,T ηcn
(121)
for all n ∈ N, 0 ≤ l1, l2 ≤ N and 0 ≤ j ≤ mn. At the same time, the random variable
X(ω) =
〈
J,W ηn
[
D
√
ηn
ω,l1
(
τ
(n)
j
ηn
)
φ
(ηn)
0 , D
√
ηn
ω,l2
(
τ
(n)
j
ηn
)
φ
(ηn)
0
]〉
− E
〈
J,W ηn
[
D
√
ηn
ω,l1
(
τ
(n)
j
ηn
)
φ
(ηn)
0 , D
√
ηn
ω,l2
(
τ
(n)
j
ηn
)
φ
(ηn)
0
]〉(122)
is contained in Pl1+l2 , as defined in Definition 2.1 of [6], that is, X lies in the L2(Ω,F ,P)
closure of Pl1+l2 , with (Ω,F ,P) the probability space over which the random potential
Vω is realized, and Pk, k ∈ N0 given as the space of polynomials in single-site values of
Vω of degree smaller or equal k:
(123) Pk = span

p∏
j=1
V (xj) : x1, ..., xp ∈ Z3, 0 ≤ p ≤ k
 .
To see this, first define a variable XL ∈ Pl1+l2 by employing a cut-off version V Lω of the
random potential as in (39), and then note that XL → X in L2(Ω,F ,P) as L→∞.
By Theorem 5.10 in [6], one therefore has
(124) E [|X|q]1/q ≤ (q − 1)(l1+l2)/2E [|X|2]1/2 ,
for all q ≥ 2, and by (121) and a Markov estimate
(125) P (X ≥ ηγn) ≤ CqJ,T (q − 1)(l1+l2)q/2η(c/2−γ)qn
for any 0 < γ < c/2.
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Thus, for the main term, by (120) and (125),
sup
j∈{0,...,mn}
sup
λ∈[0,√ηn]
∣∣∣∣∣
〈
J,W ηn
[
N∑
l=0
Dλω,l
(
τ
(n)
j
ηn
)
φ
(ηn)
0
]〉
− E
〈
J,W ηn
[
N∑
l=0
Dλω,l
(
τ
(n)
j
ηn
)
φ
(ηn)
0
]〉∣∣∣∣∣
≤ sup
j∈{0,...,mn}
N∑
l1,l2=0
∣∣∣∣∣
〈
J,W ηn
[
D
√
ηn
ω,l1
(
τ
(n)
j
ηn
)
φ
(ηn)
0 , D
√
ηn
ω,l2
(
τ
(n)
j
ηn
)
φ
(ηn)
0
]〉
− E
〈
J,W ηn
[
D
√
ηn
ω,l1
(
τ
(n)
j
ηn
)
φ
(ηn)
0 , D
√
ηn
ω,l2
(
τ
(n)
j
ηn
)
φ
(ηn)
0
]〉∣∣∣∣∣
≤ (N + 1)2ηγn,
(126)
with the last inequality holding with a probability of at least
(127) 1−mn(N + 1)2CqJ,T (q − 1)Nqη(c/2−γ)qn .
Analogously, following the proof of Lemma 3.14 in [3], we find a random variable Y (ω) =
Y (ω;N,n, j) that does not depend on λ such that
(128)
∥∥∥∥∥Rλω,N
(
τ
(n)
j
ηn
)
φηn0
∥∥∥∥∥
2
`2
≤ Y (ω)
for all λ ∈ [0,√ηn], with Y ∈ P8N and
(129) E [Y ] ≤ CT ηc.
By Theorem 5.10 and Remark 5.13 of [6],
(130) E [Y q]1/q ≤ e8N (q − 1)4NE[Y ]
for all q ≥ 2. By another Markov estimate, for any γ > 0,
P
 sup
j∈{0,...,mn}
sup
λ∈[0,√ηn]
∥∥∥∥∥Rλω,N
(
τ
(n)
j
ηn
)
φηn0
∥∥∥∥∥
`2
≥ ηγn

≤ mne8NqCqT (q − 1)4Nqη(c−2γ)qn .
(131)
By (126) and (131), if we choose γ− < γ < c/2, (say, γ− = 1/15) N , and q >(
2
β + 1
)
/
(
c
2 − γ
)
, we see that there is a finite constant Cγ−,J,T such that
P
 sup
j∈{0,...,mn}
sup
λ∈[0,√ηn]
∣∣∣∣〈J,W ηn [e−iHλωτ (n)j /ηnφ(ηn)0 ]〉
− E
〈
J,W ηn
[
e−iH
λ
ωτ
(n)
j /ηnφ
(ηn)
0
]〉∣∣∣∣ ≥ ηγ−n
 ≤ Cγ−,J,Tn−3/2.
(132)
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As we now can control the convergence of the Wigner function at selected times τ
(n)
j /ηn,
we turn to general τ/η ∈
[
τ
(n)
j /ηn; τ
(n)
j /ηn + νn
]
. To that end, we check that V acts
almost like a bounded operator. Let a small ρ > 0 be given and choose an L ≥ 1/ρ such
that h(y) ≤ y−2 for all y ∈ R3, |y| ≥ L. Take R = L + T and define I(x, k) as a test
function I : R3 × T3 → [0, 1] to be smooth, constant in the k variable with
(133) I(x, k) =
{
0 if |x| ≥ R+ 1
1 if |x| ≤ R .
All arguments so far apply to I as well as J and we can write
sup
j∈{0,...,mn}
sup
λ∈[√ηn+1,√ηn]
∑
|x|≥(R+1)/ηn
∣∣∣∣e−iHλωτ (n)j /ηnφ(ηn)0 (x)∣∣∣∣2
≤ sup
j∈{0,...,mn}
sup
λ∈[√ηn+1,√ηn]
(∥∥∥φ(ηn)0 ∥∥∥2
`2
−
〈
I,W ηn
[
e−iH
λ
ωτ
(n)
j /ηnφ
(ηn)
0
]〉)
≤ sup
τ∈[0,T ]
〈(1− I), µτ 〉
+ sup
τ∈[0,T ]
sup
λ∈[√ηn+1,√ηn]
∣∣∣〈I, µτ 〉 − E〈I,W ηn [e−iHλωτ/ηnφ(ηn)0 ]〉∣∣∣
+ sup
j∈{0,...,mn}
sup
λ∈[0,√ηn]
∣∣∣∣〈I,W ηn [e−iHλωτ (n)j /ηnφ(ηn)0 ]〉
− E
〈
I,W ηn
[
e−iH
λ
ωτ
(n)
j /ηnφ
(ηn)
0
]〉∣∣∣∣
≤ Cρ+ gρ(n) + Zρ(n;ω)
(134)
with C a finite constant, a deterministic function gρ with gρ(n)→ 0 for n→∞ for any
given ρ > 0, and a random variable Zρ(n) with
(135) P (Zρ(n) ≥ ηγ−n ) ≤ Cγ−,ρ,Tn−3/2
for any ρ > 0 and 0 < γ− < c/2. A similar, deterministic estimate involving only the
first two summands in the last line of (134) is readily available for the unperturbed
propagation by H0. Furthermore, there is a random variable B, with E
[
eB
]
<∞, such
that
(136) max
|x|≤(R+1)/ηn
|Vω(x)| ≤ CρB(ω) |log ηn| ,
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with a ρ-dependent constant Cρ because of the ρ-dependence of R. Therefore, using a
cutoff function ϕ(x) = 1 {|x| ≤ (R+ 1)/ηn},
sup
j∈{0,...,mn−1}
sup
0≤λ≤√ηn
sup
0≤t≤νn
∥∥∥∥(e−iHλωt − e−iH0t) e−iHλωτ (n)j /ηnφ(ηn)0 ∥∥∥∥
≤
√
Cρ+ gρ(n) + Zρ(n;ω)
+ sup
j∈{0,...,mn−1}
sup
0≤λ≤√ηn
sup
0≤t≤νn
∥∥∥∥λ ∫ t
0
e−iH
λ
ω(t−s)V ϕe−iH0se−iH
λ
ωτ
(n)
j /ηnφ
(ηn)
0 ds
∥∥∥∥
`2
≤
√
Cρ+ gρ(n) + Zρ(n;ω) +
√
ηnνn| log ηn|CρB(ω).
(137)
Therefore we can interpolate between the times τ
(n)
j /ηn by replacing the full dynamics
with the free one
sup
η∈[ηn+1,ηn]
sup
τ∈[0,T ]
∣∣∣〈J,W ηn [e−iHωτ/ηφ(ηn)0 ]〉− E〈J,W ηn [e−iHωτ/ηφ(ηn)0 ]〉∣∣∣
≤ sup
j∈{0,...,mn−1}
sup
t∈[0,νn]
sup
λ∈[√ηn+1,√ηn]
∣∣∣∣〈J,W ηn [e−iH0te−iHλωτ (n)j /ηnφ(ηn)0 ]〉
− E
〈
J,W ηn
[
e−iH0te−iH
λ
ωτ
(n)
j /ηnφ
(ηn)
0
]〉∣∣∣∣
+ CJ
(√
Cρ+ gρ(n) + Zρ(n;ω) +
√
ηnνn| log ηn|CρB(ω)
)
.
(138)
Directly from (17), we observe
(139) sup
t∈[0,νn]
∣∣〈J,W ηn [e−iH0tψ]〉− 〈J,W ηn [ψ]〉∣∣ ≤ CJηnνn‖ψ‖2`2
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for all ψ ∈ `2 (Z3), J ∈ S (R3 × T3). Up to a redefinition of constants, all estimates
made so far imply
sup
η∈[ηn+1,ηn]
sup
τ∈[0,T ]
∣∣∣〈J,W η [e−iHωτ/ηφ(η)0 ]〉− 〈J, µτ 〉∣∣∣
≤ sup
η∈[ηn+1,ηn]
sup
τ∈[0,T ]
∣∣∣E〈J,W η [e−iHωτ/ηφ(η)0 ]〉− 〈J, µτ 〉∣∣∣
+ sup
j∈{0,...,mn}
sup
λ∈[√ηn+1,√ηn]
∣∣∣∣〈J,W ηn [e−iHλωτ (n)j /ηnφ(ηn)0 ]〉
− E
〈
J,W ηn
[
e−iH
λ
ωτ
(n)
j /ηnφ
(ηn)
0
]〉∣∣∣∣
+ Ch,SCJ
((
1
ηn+1
− 1
ηn
)
+ log ηn − log ηn+1
)
+ CJ
(√
Cρ+ gρ(n) + Zρ(n;ω) +
√
ηnνn| log ηn|CρB(ω)
)
+ CJηnνn.
(140)
If we choose ηn = n
−β with β ∈ (0, 1) and note that νn = O(1) by this choice, a standard
Borel-Cantelli argument based on (132) and (135) yields P-almost surely
(141) lim sup
η→0
sup
τ∈[0,T ]
∣∣∣〈J,W η [e−iHωτ/ηφ(η)0 ]〉− 〈J, µτ 〉∣∣∣ ≤ CJ√Cρ
for arbitrary ρ > 0, which together with the separability of S (R3 × T3) proves the
claim.
Appendix A. Basic estimates
The following is a small extension and correction of Lemma 3.4 in [3]
Lemma 10. With the definitions made as above, the estimates
(142) sup
α∈I
sup
p3∈[0,1)
∫
T2
dp
1∣∣e2D(p)− α(p3)− iε∣∣ ≤ C| log ε|2
and
(143) sup
α∈I
∫
T3
dp
1
|e(p)− α− iε| ≤ C| log ε|
hold for all 0 < ε ≤ 1/3.
Proof. We first verify (142). By definition, for any p3, α(p3) ∈ [α− 4, α− 2] and α ∈ I.
Now for small ε > 0,
∣∣e2D(p)− α(p3)− iε∣∣ > 1 − ε whenever α ∈ I is not real, so that
case is trivial. We thus concentrate on real α, in which case ρ = α(p3) ∈ [−5, 5]. For
fixed r ∈ R, we define the level set sr as
(144) sr =
{
p ∈ T2 : e2D(p) = r
}
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and then consider the quantity
(145)
∫
T2
dpδ
(
e2D(p)− r
)
.
This integral is not, as claimed in [3], bounded in r. Note that it is not equal to the
arc length of sr (which is bounded), but rather the integral of |∇e2D|−1 along sr, which
diverges for the square-shaped s0. Still, by controlling how close sr gets to the zeroes of
|∇e2D| for given r, the estimate
(146)
∫
T2
dpδ
(
e2D(p)− r
) ≤ {C (1 + | log |r||) if r ∈ [−2, 2]
0 if r /∈ [−2, 2]
is immediate. Now, similar to [3] let for real ρ ∈ [−5, 5] and all n ∈ N0 with 2nε ≤ 5
(147) An(ε, ρ) =
{
p ∈ T2 : 2nε ≤ ∣∣e2D(p)− ρ∣∣ ≤ 2n+1ε}
with two-dimensional Lebesgue measure
|An(ε, ρ)| ≤
(∫ −2nε
−2n+1ε
dρ
′
+
∫ 2n+1ε
2nε
dρ
′
)∫
T2
dpδ
(
e2D(p)− ρ− ρ′
)
≤ C| log ε|2nε,
(148)
and by the same reasoning we have the estimate for the two-dimensional Lebesgue mea-
sure
(149)
∣∣{p ∈ T2 : ∣∣e2D(p)− ρ∣∣ ≤ ε}∣∣ ≤ Cε| log ε|,
with the constant C here, as always, not depending on any of the parameters. Therefore
(constantly redefining C), we have∫
T2
dp
1∣∣e2D(p)− ρ− iε∣∣ ≤ C ε| log ε|ε +
C| log ε|∑
n=0
|An(ε, ρ)|
2nε
≤ C| log ε|2,
(150)
as desired. For the three-dimensional case, we again only show the case of real α, for
which by (146)∫
T3
dpδ (e(p)− α) =
∫ 1
0
dp3
∫
T2
dpδ
(
e2D(p) + 3− cos 2pip3 − α
)
≤ C˜
∫ 1
−1
dk(1− k2)−1/2 (1 + |log |3− k − α||)
≤ C
(151)
with C independent of α. Now repeating steps (147) through (150) yields (143). 
Definition 2. To compactify notation, we define a bilinear extension of the η-scaled
Wigner transform
(152) W η [φ, ψ] (X,V ) =
∑
y,z∈Z3
y+z=2X/η
φ(y)ψ(x)e2piiV ·(y−z)
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for all φ, ψ ∈ `2 (Z3).
Lemma 11. For all η > 0,
(153) |〈J,W η [φ, ψ]〉| ≤
∫
R3
dξ sup
v∈T3
∣∣∣Jˆ(ξ, v)∣∣∣ ‖φ‖`2‖ψ‖`2 = CJ‖φ‖`2‖ψ‖`2 .
Proof. Directly from the Fourier representation
(154) 〈J,W η [φ, ψ]〉 =
∫
R3×T3
dξdvĴη(ξ, v)φ̂(v − ξ/2)ψ̂(v + ξ/2).

Appendix B. Two-resolvent integral
Lemma 12. There is a finite set E = ((0, 0, 0), (12 , 12 , 12)) ⊂ T3 and a constant C < ∞
such that
sup
α,β∈I
∫
T3
du
1
|e(u+ p)− α− iε| |e(u)− β − iε|
≤ C
(
ε−4/5 +
ε−2/5
dist(p, E)
)
|log ε|2
(155)
for all p ∈ T3 and 0 < ε ≤ 1/3.
Proof. To have a more symmetric integrand, we choose k ∈ T3 such that 2k = p
( mod T3) and shift the integrand by k, so we want to estimate
sup
α,β∈I
∫
T3
du
1
|e(u+ k)− α− iε| |e(u− k)− β − iε|(156)
Decomposing three-dimensional vectors like p =
(
p, p3
)
= (p1, p2, p3) we have∫
T3
du
1
|e(u+ k)− α− iε| |e(u− k)− β − iε|
=
∫ 1
0
du3
∫
T2
du
1
|e2D(u+ k)− α(u3 + k3)− iε| |e2D(u− k)− β(u3 − k3)− iε|
(157)
with the shorthand
(158) e2D(p) = −
2∑
j=1
cos 2pipj
and
α(p3) = α− 3 + cos 2pip3
β(p3) = β − 3 + cos 2pip3.(159)
Next, we want to transform the integral over T2 by writing u as the intersection of
two level sets e2D(u + k) = ρ and e2D(u − k) = ρ˜. By elementary algebra, for given
SELF-AVERAGING 35
ρ, ρ˜ ∈ [−2, 2] we will at most find four such intersections u. The only exception are the
degenerate cases in which any of the following holds
2k = 0 mod T2 and ρ = ρ˜,(160)
2k =
(
1
2
,
1
2
)
mod T2 and ρ = −ρ˜,(161)
2k1 = 2k2 mod [0, 1) and ρ = ρ˜ = 0 or(162)
2k1 = −2k2 mod [0, 1) and ρ = ρ˜ = 0.(163)
The transformation has the Jacobian determinant
J(u) = 4pi2 det
(
sin(2pi(u1 + k1)) sin(2pi(u1 − k1))
sin(2pi(u2 + k2)) sin(2pi(u2 − k2))
)
= 8pi2 sin(2pik1) cos(2pik2) cos(2piu1) sin(2piu2)
− 8pi2 sin(2pik2) cos(2pik1) cos(2piu2) sin(2piu1)
= 4pi2
(
sin(2pi(u1 + u2))
sin(2pi(u1 − u2))
)
·
(
sin(2pi(k1 − k2))
− sin(2pi(k1 + k2))
)
.
(164)
We now have to control the cases where |J | is small. Note that this will automatically
exclude the degeneracy from (160-163) as J(u) = 0 there. With
(165) E˜ =
{
k ∈ T2 : k1 ∈
{
0,
1
4
,
1
2
,
3
4
}
; k2 ∈
{
k1, k1 +
1
2
}}
the set of zeroes of the second vector in the scalar product, there is a normalized vector
n = (n1, n2) depending on k such that
(166)
(
sin(2pi(k1 − k2))
− sin(2pi(k1 + k2))
)
= θn
with
(167) θ ≥ cdist
(
k, E˜
)
for some positive constant c. For a 0 < δ  1 to be optimized later the set
(168) Aδ =
{
u ∈ T2 :
∣∣∣∣(sin(2pi(u1 + u2))sin(2pi(u1 − u2))
)
· n
∣∣∣∣ < δ}
has a two-dimensional Lebesgue measure |Aδ| < Cδ| log δ| for some finite constant C.
Keeping in mind that the location of Aδ depends on k1 and k2, but not on u3 and k3,
we first estimate the integral
(169)
∫
T3
du
1Aδ(u)
|e(u+ k)− α− iε|2
and a similar one for −k and β instead of k and α. For 0 < h  1, one only has∣∣∣ ∂∂u3α(u3 + k3)∣∣∣ < h for u3 ∈ Kh with one-dimensional Lebesgue measure |Kh| < Ch,
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and thus
(169) ≤
∫
Kh
du3
∫
T2
du
1
|e2D(u+ k)− α(u3 + k3)− iε|2
+
∫
Aδ
du
∫
Kch
du3
1
|e2D(u+ k)− α(u3 + k3)− iε|2
≤ C
(
h
ε
| log ε|2 + δ| log δ|
εh
)
,
(170)
where we used the L1 estimate (142) and the L∞ estimate 1/ε for the resolvents in the
first summand. By Cauchy-Schwarz,
(171)
∫
T3
du
1Aδ(u)
|e(u+ k)− α− iε| |e(u− k)− β − iε| ≤ C
(
h
ε
| log ε|2 + δ| log δ|
εh
)
as well.
Now we are ready for the integral transform. Let a δ > 0 and θ > 0 be given (our
estimate will yield infinity for k ∈ E˜). Then for u ∈ Acδ = T2 \Aδ, |J(u)| > cθδ for some
constant c > 0, and we can locally transform the du integral to a dρdρ˜ integral. As Acδ
is compact, we can cover it by finitely many local coordinate patches, and as remarked
above, the same coordinates (ρ, ρ˜) will be asigned to at most four different points u in
this procedure. Thus∫
Acδ
du
1
|e2D(u+ k)− α(u3 + k3)− iε| |e2D(u− k)− β(u3 − k3)− iε|
≤ C˜
δθ
∫ 2
−2
dρ
∫ 2
−2
dρ˜
1
|ρ− α(u3 + k3)− iε| |ρ˜− β(u3 − k3)− iε|
≤ C
δθ
|log ε|2 .
(172)
Integrating over u3 and collecting all estimates, we arrive at
sup
α,β∈I
∫
T3
du
1
|e(u+ k)− α− iε| |e(u− k)− β − iε|
≤ C
(
h
ε
| log ε|2 + δ| log δ|
εh
+
1
δdist(k, E˜) |log ε|
2
)
.
(173)
Singling out the k3 component was an arbitrary choice, so we even obtain
sup
α,β∈I
∫
T3
du
1
|e(u+ k)− α− iε| |e(u− k)− β − iε|
≤ C
(
h
ε
| log ε|2 + δ| log δ|
εh
+
1
δdist(k, Ê) |log ε|
2
)
.
(174)
with
(175) Ê =
{
k ∈ T3 : (ki, kj) ∈ E˜∀i, j
}
,
and note that
(176) Ê = {k ∈ T3 : 2k ∈ E} .
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Redefining C and optimizing for later application, we set δ = h2 = ε2/5 and arrive at
sup
α,β∈I
∫
T3
du
1
|e(u+ k)− α− iε| |e(u− k)− β − iε|
≤ C
(
ε−4/5 +
ε−2/5
dist(2k, E)
)
|log ε|2 .
(177)

This two-resolvent estimate also allows for a simpler proof of a slightly sharper esti-
mate for the three-resolvent-integral (49). We still continue to use the original estimate
from [3] in the proof of the main theorem as any estimate of the kind ε−1+δ suffices.
Corollary 13. There is a constant C <∞ such that for all 0 < ε ≤ 13 ,
(178)
sup
γi∈I
sup
k∈T3
∫
(T3)2
dpdq
|e(p)− γ1 − iε| |e(q)− γ2 − iε| |e(p± q + k)− γ3 − iε| ≤ Cε
−7/9 |log ε|4 .
Proof. Without loss of generality, choose the sign p+ q + k on the left side of (178) and
first take the q integral. We have the estimates
(179)
∫
T3
dq
|e(q)− γ2 − iε| |e(p+ q + k)− γ3 − iε| ≤
{
C
(
ε−7/9 + ε
−4/9
dist(p+k,E)
)
| log ε|2
C | log ε|ε ,
with the first line resulting from plugging δ = h2 = ε4/9 into (174), and the second line
being the trivial estimate. To apply a Ho¨lder inequality, note that
(180)
∥∥∥∥∥min
{
| log ε|
ε
,
ε−4/9| log ε|2
dist(·+ k, E)
}∥∥∥∥∥
L3(T3)
≤ Cε−4/9| log ε|3,
while
(181)
(∫
T3
dp
|e(p)− γ1 − iε|3/2
) 2
3
≤ Cε−1/3| log ε|.
Collecting all estimates, we obtain
sup
γi∈I
sup
k∈T3
∫
(T3)2
dpdq
|e(p)− γ1 − iε| |e(q)− γ2 − iε| |e(p± q + k)− γ3 − iε|
≤ C
(
ε−7/9 |log ε|3 + ε−7/9 |log ε|4
)
,
(182)
and redefining C proves the corollary. 
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