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Abstract. In all existing intersection theorems, conditions are given
under which a certain subset of a collection of sets has a nonempty
intersection. In this paper, conditions are formulated under which the
intersection is a continuum of points satisfying some interesting topo-
logical properties. In this sense, the intersection theorems considered in
this paper belong to a new class. The intersection theorems are formula-
ted on the unit cube and it is shown that both the vector of zeroes and
the vector of ones lie in the same component of the intersection. An
interesting application concerns the model of an economy with price
rigidities. Using the intersection theorems of this paper, it is easily shown
that there exists a continuum of zero points in such a model. The inter-
section theorems treated give a generalization of the well-known lemmas
of Knaster, Kuratowski, and Mazurkiewicz (Ref. 1), Scarf (Ref. 2),
Shapley (Ref. 3), and Ichiishi (Ref. 4). Moreover, the results can be
used to sharpen the usual formulation of the Scarf lemma on the cube.
Key Words. Intersection theorems, zero-point problems, economic
equilibrium, connectedness, closed coverings, balancedness.
1. Introduction
In intersection theorems, conditions are given under which a certain
subset of a collection of sets has a nonempty intersection. Well-known inter-
section theorems on the unit simplex are given in Knaster, Kuratowski, and
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(Ref. 3, KKMS lemma), Ichiishi (Ref. 4, Ichiishi lemma), and Gale (Ref.
5, Gale lemma). Intersection theorems can be used to prove the existence
of solutions to mathematical programming problems, economic equilibrium
existence problems, and solutions to game theoretic problems. The KKM
lemma and the Scarf lemma can be used to prove the Brouwer fixed-point
theorem, and also to show the existence of an equilibrium in an exchange
economy with or without production. Both the KKMS lemma and the Ichii-
shi lemma are very useful when showing the nonemptiness of the core of a
cooperative game; see Shapley (Ref. 3), Ichiishi (Ref. 4), and Shapley and
Vohra (Ref. 6). In Gale (Ref. 5), an intersection theorem is used to show
the existence of an equilibrium in an economy with indivisible commodities.
In order to prove the existence of a Nash equilibrium in a noncooperative
game, it is useful to formulate intersection theorems on the cube or even
more general the simplotope; see for example Van der Laan and Talman
(Ref. 7).
In all the intersection theorems stated above, conditions are given under
which a certain subset of a collection of sets has a nonempty intersection.
The sets in the collection form a closed covering of a simplex or a simplotope.
In this paper, intersection theorems on the cube are formulated such that
the intersection is guaranteed to consist of a continuum of points. Hence,
these intersection theorems belong to a new class. The intersection theorems
considered in this paper are somewhat related to an intersection theorem on
the unit simplex formulated in Friedenfelds (Ref. 8). That intersection
theorem generalizes the Scarf lemma. Often it has a continuum of intersec-
tion points, although this is not necessarily the case as opposed to the inter-
section theorems treated in this paper.
Let /„ denote the set of integers {1,...,n} for some natural number
n. Let
denote the n-dimensional unit cube. Conditions are given on a collection of
subsets covering the cube such that certain subsets of this collection have
an intersection consisting of a continuum of points. Moreover, the intersec-
tion has some interesting topological properties. It will be shown that it has
a component, i.e., a maximally connected subset, containing both the vertex
being the vector of zeroes and the vertex being the vector of ones. The
intersection theorems formulated in this paper generalize the KKM,
Scarf, KKMS, and Ichiishi lemmas on the unit simplex and also lead to a
strengthening of the usual formulation of the Scarf lemma on the cube.
There is a close relationship between the intersection theorems of this paper
and the equilibrium existence problem in economies with price rigidities as
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continuous. Assumption (A2) specifies a boundary condition for f; and




In the following, 0" will denote an n-dimensional vector containing only
zeroes and 1", a n-dimensional vector of ones. The closure of a subset 5 of
some topological space will be denoted by cl(5). The convex hull of a subset
S of some Euclidean space will be denoted by co(S). For the remainder of




Assumption (A). The correspondence f: Q
n -»R
n satisfies:
(A1) £ is a correspondence with a closed graph satisfying £(q) is
nonempty and convex for every qeQ
n and UqeQn C(q) is
bounded;
(A2) VqeQ
n, 3ze£(q) such that, for every jeln,
introduced in Dreze (Ref. 9). The intersection theorems of this paper give
a more abstract formulation of the equilibrium existence problem in such
an economy and they can be used to show the existence of a continuum of
equilibria in the Dreze model.
In Section 2, some mathematical preliminaries are given and some useful
results are derived. These results are used in Section 3 to formulate several
intersection theorems on the cube that belong to the new class. Using one
of the intersection theorems of Section 3, it is possible to strengthen the
usual formulation of the Scarf lemma on the cube. In Section 4, it is shown
that the Scarf lemma, the KKM lemma, the KKMS lemma, and the Ichiishi
lemma follow immediately using the intersection theorems of Section 3. In
Section 5, a continuum of equilibria is shown to exist in the Dreze model
using the intersection theorems of this paper.
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(A3) VqsQ
n, Vzef(q), 3peR++ such that p-z = 0.314 JOTA: VOL. 96, NO. 2, FEBRUARY 1998
The set Zf of zero points of £ is defined by
Models of economies with price rigidities as introduced in Dreze
(Ref. 9) yield excess demand correspondences satisfying Assumption (A) as
is shown in Herings (Ref. 10). In Theorem 2.1, interesting properties of the
set of zero points of a correspondence £ satisfying Assumption (A) are given.
Since the intersection theorems developed in the next section are all proved
using Theorem 2.1, this shows that there is a close relationship between the
equilibrium existence problem in economies with price rigidities and the class
of intersection theorems to be considered in this paper.
The following definitions and results, which can be found in, for
instance, Armstrong (Ref. 11), will be useful later on. A topological space
X is said to be connected if it is not the union of two nonempty disjoint,
closed sets. A subset of a topological space is connected if it becomes a
connected space when given the induced topology. Intuitively, a connected
set is a set which is of one piece. The component of an element x in a
topological space X is the union of all connected subsets of X containing x.
It is not difficult to show that a component is connected and that the compo-
nent of an element x in a topological space X is the largest connected subset
of X containing x.
It will be useful in the proof of Theorem 2.1 to extend a correspondence
£ satisfying Assumption (A) such that it is defined on R
n. For every qeQ
n,
choose an element z(q)e£(q) satisfying
Assumption (A) on f guarantees that z(q) can be chosen in this way for
every qeQ
n. For a nonempty compact set Sc R
n, define the correspondence
IIS: R
n -»S as the orthogonal projection on S, so
It is not difficult to show that Hs is a continuous function if S is convex;
see, for example, Mas-Colell (Ref. 12). Let £: R
n -» Rn be the correspondence
with graph in R
n x R
n given by the set
Notice that component jeln of the projection function nqn is given bySince xj<0, there exists r'eN such that r>r' implies Xj<0, hence
(TlQ
n(x
r))j=0, and zj>0. Consequently, zj>0. It can be shown in a similar
way that ze£(x) and xj> 1 implies z,<0.
Using Todd (Ref. 13, p. 56, Theorem 1.4), the extension to R
n of the
upper semicontinuous correspondence £ defined on the closed set Q
n,
obtained by assigning the empty set to every point xeR
n\Q
n is upper semi-
continuous, the union of this extension of £ with the correspondence £ is
upper semicontinuous, and a convexified upper semicontinuous correspojid-
ence is upper semicontinuous. So, <f is upper semicontinuous. Clearly, £(q)
is nonempty and convex for every qtQ
n. The other statements in Lemma
2.1 follow immediately from the properties derived for f. D
The following lemma is a special case of Theorem 3 in Mas-Colell
(Ref. 14), in the sense that in the lemma convex-valued correspondences are
considered, while Mas-Colell treats the more general case of contractible
valued correspondences. It is a generalization of Theorem 2 in Browder
(Ref. 15, p. 186), where the case with continuous functions is considered.
Lemma 2.2. Let ScR
n be a nonempty, compact, convex set; let the
correspondence *F: S x [0,1] -» S be upper semicontinuous; and let *P(s, t)
Proof. Clearly, £ is a nonempty-valued correspondence. It follows
from the definition of £ and the boundedness of the set UqeQn C(q) that the
correspondence £ is upper semicontinuous. Using the definition of f and
the upper semicontinuity of £, it follows that ze£(x) implies
ze^(n.Qn(x)). Let zef(x) for some xeR
n with xj<0 for some jeIn. Then,
there exists a sequence (x
r, z
r)reN such that
Lemma 2.1. Let a correspondence f: Q
n -»R
n satisfying Assumption
(A) be given. Then, f is an upper semicontinuous correspondence, and £(q)
is nonempty and convex for every qeQ
n. For every xeR
n, ze£(x) implies
ze£(nQn(x)). Moreover, for every xeR
n,
Finally, define the correspondence £: R
n -»R
n by
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Then, obviously, *F is upper semicontinuous and nonempty valued. The set
Z x R is nonempty, compact, and convex. Clearly, the set fi(r, t) is convex
for every (r,t)eRx[1-n,2}. Using the convexity of R and the linearity in
r of r . z, it follows that the set a(z) is convex for every zeZ. Using Lemma
2.2, it follows that there is a component Fy of the set
Then, B is upper semicontinuous because of the upper semicontinuity of £
and the continuity of the function assigning r + t1
n to (r, t)eR x [1 —n, 2].
Let the correspondence *P: Z x R x [ 1 - n, 2] -> Z x R be defined by
Using the maximum theorem [see, for example, Hildenbrand (Ref. 16,
p. 30)], it follows immediately that the correspondence a is upper semiconti-
nuous. Let the correspondence ft: R x [1 - n, 2] -+ Z be denned by
Clearly, the set R is nonempty, compact, and convex. Let the correspondence
a: Z->Rbe defined by
Theorem 2.1 will be proved as an application of Lemma 2.2.
Theorem 2.1. Let a correspondence f: Q
n -> R
n satisfying Assumption
(A) be given. Then, the set Zf has a component Z£ containing 0" and 1".
Proof. Let Z be a compact, convex set containing UqeQn £(q). Let the
set R be defined by
contains a component F
c such that
be nonempty and convex, V(s, t)eSx [0, 1]. Then, the set





2eR, it holds for every jeln that r
2>-l, and consequently,
Since r
1eR, it holds for every jeln that r
1<n-1, and consequently,
Consequently, f(F






2, 2)eFy. By definition,
Hence,
Due to the fact that the image of a connected set by a continuous function
is connected, it holds that f(F
c)cQ
n is connected. If q*ef(Fy), then
this implies z*<0, a contradiction. Consequently, we have that
maxjeln z* <0. By Assumption (A3), this implies z* = 0".
Consider the continuous function f: Zx R x [1 — n, 2] -» Q
n denned by
this implies z*>0, a contradiction. Consider the case t*>1. By definition
of a, there exists j'eln such that z* = maxjeln z* > 0 and r,*>0. Hence,
r* + t* > 1; and since
Suppose that maxjein zj >0. Since z*ef(nGn(r* +t*1
n)), there is by
Assumption (A3) some keln with z* <0. It is easily verified that rea(z), for
any zeZ with Zj>zr and j,j'eln, implies rj- = — 1. Consequently, r* = -1. If
t* < 1, then r* +t* < 0; and since
Clearly,
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using the closedness of the sets C
j Vjeln, that £ is upper semicontinuous.
Clearly, £(q) is nonempty and convex for every qeQ
n and UqeQn £(q) is
bounded. Hence, Assumption (A1) is satisfied by f.
If, for some jeIn, qj=0, then qeC
J and hence,
Let t(q) denote the number of elements in the set J(q). Let the correspond-
ence f: Q
n -» R
n be defined by
Theorem 3.1. Let C
1,..., C




n. Moreover, for every qeQ", for every jeln, qj=0 or qJ+1 = 1
implies qeC
J. Then, there exists a connected subset S of Q




They jth unit vector in R
n will be denoted by e
j. In Theorem 3.1, it will be
assumed that, if an index jeIn is taken, then
s°(q) denotes the number of elements in the set I°(q), s
1(q) denotes the
number of elements in the set I
1(q), and
In the following, for
3. Intersection Theorems with a Continuum of Intersection Points
Theorem 2.1 will turn out to be a very useful tool for proving a number
of intersection theorems in the next section. Since Theorem 2.1 is used in
the proof of all these intersection theorems, Theorem 2.1 can be seen as a
unifying theorem.
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Since V^eQn, Vze£(q), 1n-z = 0, also Assumption (A3) is satisfied
by£.
If 0ne£(q*) for some q*eQn, or equivalently q*eZ(, then obviously
q*eCJ for every jeln, so q*eCjeInCJ. By Theorem 2.1, there is a connected
set of points Z£ c:Zf satisfying 0neZf and 1neZ£. Consequently, S1 can be
taken equal to Z£. D
In Fig. 1, Theorem 3.1 is illustrated for the case « = 2. The set C1 n C2
consists of four components, and one of them contains both the points (0, 0)
and (1, 1). It should be mentioned that Fig. 1 illustrates a rather nice case,
in the sense that the sets C1 and C2 have a fairly easy structure. Besides the
boundary condition and the requirement that these two sets cover Q2, the
only requirement made is that the sets C1 and C2 are closed. Hence, in
general much more complicated situations might arise. The above remark
is true for all illustrations in the sequel.
Then, it is easily verified that ze£(q). Moreover,
It follows immediately that ze£(q) and <&=0 implies Zj= 1/t(q) —1/n>0.
(C3) If 3j1eIn with qj1 = 1 and 3j2eln with qj2<1, then choose some
j'eln satisfying qr= 1 and qj'-1=1. Define
So, it follows that zj<0 for every jeln.
Three cases have to be considered.
(C1) If q = 1n, then consider ze£(q) with
If, for some jeln, qj=1, then qeCJ-1 and hence,
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(C2)   If VjeJn, 0 1, then defineIt should be noticed that it is possible to replace the boundary condition
qj=0 or qj+1 = 1 implies qe C
J by the more general condition that there exists
a permutation n :In-»In such that there is no nonempty, proper subset J of
In satisfying n(J) = J, whereas, for every jeln, qj = 0 or qn(j) = 1 implies qe C
J.
Theorem 3.1 corresponds to the choice n = (2,..., n, 1). In Example 3.1, a
counterexample is given for any permutation n :In-In such that there exists
a nonempty, proper subset J of In such that n(J) = J.
Example 3.1. Let n :In-> In be a permutation, and let J be a nonempty,
proper subset of In such that n(J)=
:J. Let k be an element of In\J. Let the
sets C
j, yjeIn, be defined by
Notice that the conditions of the more general specification of Theorem 3.1
using the permutation n are satisfied by this choice of the sets C
j, VjeIn.
Fig. 1. Illustration of Theorem 3.1, case n = 2.
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Assumptions (Al) and (A3). Assumption (A2) remains to be verified. The
case with q= 1n is considered first. For every 0< e< 1 and for every jeIn, it
holds that 1n — eeJeCJ using the assumptions of Theorem 3.2. Since CJ is
closed for every yeIn, this implies that 1nenj=i CJ, and hence 0ne£(1n).
Next, consider the case with qeQn\{1n} and I°(q)vl1(q)=0. Let
keln\lI(q) be such that qeCk. Consider zef(q) given by
and let the correspondence f: Qn -»Rn be defined by
Proof. For every qeQn, let the set J(q) be defined by
Hence, it follows that there is qeS such that f(q) = 0. Therefore, there is
jleJ such that qj1= 1/2. Let j2eJ be given by J2 = n(jl). Since qeCJ' it
follows that 3/4 <qj2<1, and hence 0 =f(q)> 1/4, a contradiction. Conse-
quently, there exists no connected subset S of Qn such that QneS, 1neS, and s<njelnCj.
The following theorem generalizes both Theorem 3.1 and the more
general specification with the permutation n.
Theorem 3.2. Let C1...,Cn be closed subsets of Qn satisfying
UJ=1 CJ= Qn. Moreover, for every qeQn\{1n}, for every.j£In, qj=0 implies
qeCJ, and qj=1 implies qeCk for some keln\I1(q). Then, there exists a
connected subset S of Qn such that 0neS, 1nes, and S<= Uj=1 CJ.
Notice that
Suppose that there exists a connected subset S of Qn such that 0neS,
1neS, and SeCjeInCj Let the continuous function f: s->R be defined by
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If g/=0, thenNotice that I°(q)<=J°(q) and I
1(q)<=J
1(q). Let the correspondence
C:Q
n-*R
n be defined by
Hence, Assumption (A2) is satisfied by £. By Theorem 2.1, there exists a
connected set Z£cZf containing both 0" and 1". It is easily seen that q*eZ$
implies q*e Hj=1 C
J. So, the set Z£ satisfies all the requirements imposed on
the set S. D
For the case n = 2, Theorem 3.1 is equivalent to Theorem 3.2. For the
case n > 2, Theorem 3.2 is clearly more general. By symmetry considerations,
the following dual theorem follows as a corollary to Theorem 3.2.
Theorem 3.3. Let C




n. Moreover, for every qeQ
n\{Q
n}, for every yeIn, qj= 1 implies
qeC
J, and qj=0 implies qeC
k for some keln\l°(q). Then, there exists a
connected subset S of Q
n such that Q
neS, 1
neS, and Senj=1 C
J.
So far, intersection theorems have been considered where a statement
is made about the intersection of all the sets covering Q". For example, in
the KKMS lemma or the Ichiishi lemma [see Shapley (Ref. 3) and Ichiishi
(Ref. 4), respectively], a statement is made about the intersection of sets in
certain subsets of the collection of sets covering Q". Theorem 3.4 is also an
intersection theorem in this spirit. Moreover, unlike the other theorems given
so far, it is completely symmetric with respect to the assumptions made on
the sets in the cover of Q
n.









n. Moreover, for every qeQ", for every
jeIn, qj = 0 implies qeC
J, and qj= 1 implies qeD
j. Then, there exists a con-
nected subset S of Q
n such that WeS and l"eS. Moreover, q*eS implies
q*eC
J^D
J for some jeIn, or q*enj=1, C
J, or feCtf-iD*.
Proof. For every qeQ
n, let the sets J°(q) and J
1(q) be defined by
If qj= 1, then
322 JOTA: VOL. 96, NO. 2, FEBRUARY 1998being independent of/ Three possibilities can occur. If A>jU, then for every
jeln, k
j — n
j>Q; hence, for every jeln, A
y>0, and consequently
Hence,
For every ye/„, it holds that
Let the numbers A and \i be given by
where
Hence, f satisfies Assumption (A2).






n be an element of £(q*)
for some q*€Q




Similarly, it can be shown that qj= 1 implies
If qj=Q, then
It follows immediately that £ satisfies Assumptions (Al) and (A3). Consider
an element qeQ
n satisfying I°(q)ul
1(q)jt0. Let ze£(q) be given by
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q*eCj=i C
J. If k = n, then for every jeln, K
1 = u
i. Since for some keln,
k
k>0 or n
k>0, it holds that q*eC
k^D




Theorem 3.4 is illustrated in Fig. 2 for the case n = 2. It is easily verified








2) consists of two
components, one of them containing the points (0, 0) and (1, 1).
We will show that at least one point in the set S lies in the intersection
of C
k and D
k for some index keln. It is even possible to show that









n- Moreover, for every ^eg", for every
jein, qj = 0 implies qeC
j, and qj=1 implies qeD
J. Then, there exists a con-
nected subset S of Q
n such that 0
neS and 1
neS. Moreover, q*eS impliesHence, there exists a continuous function/: [0, 1] -+®(S) such that f(0) =
t
1 and/(I) = t
2. So, t
1 and t
2 are an element of the same component of <1>(S),
Since Q> is convex-valued, it holds that
then, there exists an element qeS and points t
1 and t
2 such that
Using Theorem 3.4, it follows easily that O is an upper semicontinuous
correspondence and Q>(q) is nonempty and convex for every qeS. It is shown
that <t>(S) is connected, and hence an interval.
Suppose that 3>(5) is not connected; then, it can be partitioned in two
nonempty disjoint sets T
1 and T
2, both being closed in <b(S). By Proposition




2) are closed in
S. Suppose that
Let the correspondence <t>
1: S->R be defined by
Finally, let the correspondence <5: S -»R be denned by




neS, and a*eS implies q*eC
Jr\D
J for some jeln, or
q*eNJ=1 C
J, or q*eNj=1 D
J, Clearly, S can be chosen such that it is a
closed set. Let the sets J°(q) and J
](q) be denned as in the proof of Theorem
3.4, and let j°(q) and j
1(q) denote the number of elements in these sets,
respectively. Let the correspondence O°: s~» R be denned by
q*eC
JnD
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a contradiction. Therefore,
Clearly,
Hence, S is not connected, a contradiction. Consequently, ®(_S) is connected.
It holds that Q"eS, «e<D(0"), l"eS, and -»6«(1"). Therefore, <D(S) =




a contradiction. Consequently, there is a point j'eS such that
Similarly, it can be shown that there is a point s
2eS such that
Theorem 3.5 strengthens the usual formulation of the analog of the
Scarf lemma on the cube [see Freund (Ref. 17)], which claims that, under
the conditions of Theorem 3.5, there is keln such that C
k n D
k^0.
Next, intersection theorems with a continuum of intersection points
generalizing the KKMS lemma and the Ichiishi lemma will be considered.
To do this, we first give a definition of a balanced collection of sets. ForIt follows immediately that £ satisfies Assumptions (Al) and (A3).
Consider the point q = 0". Due to the boundary condition, it holds that,
for every jeln and for every ee(0, 1], the point Q
n + ee




In. Hence, since each C
T is closed, 0
neC
in\{j
} for every jeln, or 0"e
C
I
n Clearly, both the collection {In\{J}epn|jeIn} and the collection {/„}
are balanced and therefore 0
ne£(0
n). Similarly, since 1
n - ee
j belongs to C
(J}
or to C
0 for every ee(0, 1], it holds that 1
neC
{J
} for every jeIn, or I
neC
0.
Let the correspondence C,: Q
n -» R
n be defined by
This definition of balancedness is slightly more general than the usual one,
since the empty set is not excluded as an element of a balanced collection
of sets. If only nonempty subsets of In are considered, then the definition
reduces to the usual one.
Theorem 3.6. Let {C
T\ Te3~n} be a collection of closed subsets of Q"
satisfying \JTepnC
T=Q
n. Moreover, for every qeQ
n with 0*I°(q)*In,
qeC




T for a set Te$~n satisfying I
1(q)dn\T. Then, there
exists a connected subset S of Q
n such that 0
neS, l
neS, and for every q*eS
there is a balanced collection [T
1 . . ., T
m] of sets in P
n such that
Proof. For every qeQ", let the set J(q) be defined by
Denote the collection of all subsets of In by Pn. Notice that 0ePn. Let J
1
be a nonempty collection of elements of Pn, say 3S= {T
1 ..., T
m}. The




where | T\ denotes the number of elements in the set T. Define the vector
e
0by
every nonempty subset T of In, define the vector e
T by
JOTA: VOL. 96, NO. 2, FEBRUARY 1998 327328 JOTA: VOL. 96, NO. 2, FEBRUARY 1998
Hence, 0
ne£(1
n), since both the collection {{j}ePn|jeln} and the collection
{0} are balanced.





1(q)*0. Let T°e3Tn be




1. If T° = 0 or T
1 = 0, then clearly 0
nef(q) and
Assumption (A2) is satisfied. Hence, consider the case T°^0 and T
1 ¥=0.
Consider ze£(q) given by
Forjel°(q), it holds that
and for jeI\q) that
Consequently, Assumption (A2) is satisfied.
By Theorem 2.1, there is a connected set of points Z£ satisfying
0
neZ£, l
nsZ£,and q*eZ£, implies 0
nef(q*). Notice that O
nef(q*) if and
only if there exists a balanced collection {T',..., T
m] of sets in ^ satisfying
that q*eNi=1. C
T', i.e., 0




i= 1 such that q*eCt
i for every ieIm and
hence
Since the boundary condition in Theorem 3.6 is not specified for q = Q"
and q= 1", it is possible that C
0 = 0 or C'" = 0. It should be noticed that
the boundary condition specified in Theorem 3.6 is weaker than the condition
that, for every qeQ
n\{0
n, 1
n} with 0 *I°(q) uI
1(q), qeC
T for a set Te^n
satisfying I°(q) <= T and I
1(q)In\T. Theorem 3.6 is illustrated in Fig. 3. In
the illustration, n equals 2. In this low-dimensional case, the only difference
from Theorem 3.1 or Theorem 3.2 is the possibility of nonempty sets C
0
or C





{2}}. It is easily verified that, in Fig. 3, the
union over all balanced collections of sets ^ of the intersection of the sets
in 3D consists of three components, with one component containing both the
points 0" and 1". In the case «>3, the situation may be much more com-
plicated than in Theorem 3.1 and Theorem 3.2.4. Intersection Theorems on the Unit Simplex
In this section, a number of well-known intersection theorems on the
(n— l)-dimensional unit simplex,
By symmetry considerations, Theorem 3.7 follows immediately as a
corollary to Theorem 3.6.
Theorem 3.7. Let {C
T\ Te^n} be a collection of closed subsets of Q"
satisfying \JTepnC
T=Q
n. Moreover, for every qeQ
n with 0^I°(q)^In,
q&C
T for a set T&3~n satisfying I°(q)c:In\T, and for every qeQ" with
0^I
l(q)^In, qeC
T for a set TeFn satisfying I
1(q)cr. Then, there exists
a connected subset 5 of Q
n such that 0
neS, 1
neS
1, and for every q*$S there
is a balanced collection {T\...,T
m} of sets in 3~n such that
Fig. 3. Illustration of Theorem 3.6, case n = 2.
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will be shown to follow as corollaries to the theorems of Section 3. Theorem
3.1 leads to the Scarf lemma [see Sperner (Ref. 18), Fan (Ref. 19), and Scarf




n satisfying the conditions of Theorem 4.1 is




the conditions of Theorem 3.1. Then, it follows that there exists a connected
set S such that 0
neS, l
neS, and ScNj=1 C'. It will be shown that this
connected set S has a nonempty intersection with the unit simplex S".
Finally, it is shown that
Theorem 4.1. Scarf Lemma. Let C
1 ..., C
n be closed subsets of S"
satisfying UJ=1 C
J = S
n. Moreover, for every peS
n, for every jeln, Pj=0
implies peC
J. Then Nj=1 C
j=0.
Proof. The^case n= 1 is trivial, so consider the case «>2. For every
j€In, let the set C
J be defined by
It will be shown that the sets C
1,..., C" satisfy the conditions of Theorem
3.1. Using the closedness of the sets C
1,.. ., C", the continuity of the func-
tion Yls», and the property that (Jy=i C
J = S", it is easily verified that, for
every jeln, the set C
J inclosed and Uj=1 C
J=Q
n. If, for qeQ
n, qj = 0 or
qj+i = 1, then clearly qeC
J. So, the sets C
1,.. ., C
n satisfy the conditions of
Theorem 3.L Hence, ^there exists a connected subset S of Q" such that 0"e5,
l"eS, and S<Nj=i C
J. Let the function f: s-> R be defined by
Since the image of a connected set under a continuous function is connected,
f(0
n) = 0, and f(1
n) = n, there is seS such that f(s) = 1, or equivalently,
Clearly,
Suppose that there exists an element qe(C
k n S
n) \C
k for some keln. Then,
since qeS
n implies that Tlsn(q) = q, it holds that qk = 0 or qk+1 = 1. Since
qk = Q implies qeC
k, it holds that qk+i — 1 and qk>0, yielding a contradic-













for some keln. Since USn(j)(q) = q if qeS
nn Q
n(J), it follows that qk = 1. If
(jj=Q for every jeln\{k}, then it follows by the conditions of Theorem 4.2
that qeC
k. Hence, $/>0 for someyVfc, giving a contradiction since & = 1
and ^€5". Consequently, Cj n s
n = C
j, V/eIn, and se Nj= 1 C
j. D
In Theorem 4.3, the Ichiishi lemma [see Ichiishi (Ref. 4)] is derived
It will be shown that the sets C
1,. . ., C
n satisfy the conditions of Theorem
3.3. Using the closedness of the sets C
1,..., C", the continuity of the func-




it holds for every jeln that the set C
J is closed and that Q,_, C
J=Q".
Clearly, qeQ" and qj= 1 implies qeC
J. Consider qeQ
n\{Q
n} with I°(q) ^0.
Then, qeQ
n(I°(q)) and there exists keIn\I°(nsn(jO(q))(q))c:In\I^(q) such
that Hs^A^jC^JeC*, so qeC
k. Consequently, the sets C
1,..., C
n satisfy
the conditions of Theorem 3.3 and there is a connected set S such that 0"e5,
1
neS, andSc Hj=1 C







n(J)#0 if and only if J is a
proper subset of /„. Denote the collection of all proper subsets of /„ by
srn,so Pn=gn\{in}.
Theorem 4.2. KKM Lemma. Let C',..., C" be closed subsets of S"
satisfying Uj=1 C
J=S
n. Moreover, for every peS" with /°(/>)/0, there
exists jela\l°(p) such that peC
j. Then, Nj=1 C
;>0.
Proof. For every jeln, let the set C
J be defined by
Define
Theorem 3.3 leads to the KKM lemma as formulated in Theorem 4.2.
In the proof of Theorem 4.2, a cover {C
1,..., C"} of 5" satisfying the
conditions of Theorem 4.2 is extended in more or less the same straight-
forward way as in the proof of Theorem 4.1 to yield a cover {C
1,..., C"}
of Q" satisfying the conditions of Theorem 3.3. Some notation is introduced
first. For Je2Tn, let Q"(J) denote the set
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from Theorem 3.6. Denote the collection of all nonempty subsets of /„ by
srt,™sr*n=9-n\{®}.
Theorem 4.3. Ichiishi Lemma. Let {C
T Te^*} be a collection of
closed subsets of 5" satisfying \)rer* C
T=S". Moreover, for every peS"
with I°(p)^0, there exists Te^* such that peC
T and I°(p)<=:T. Then,
there is a balanced collection {T1 ... , T
m} of sets in ^"* such that
Proof. The case where C
in=£0 is trivial; hence, consider the case
C'" = 0. Let the sets C
0 and C
1
n be defined by C
0 = C
I
n = 0. For every
Te3Tn\{0, /„}, let the set C
T be denned by
It will be shown that the collection of sets {C
T\ Te^^satisfies the condi-
tions of Theorem 3.6. Clearly, for every Te3~n, C
T is closed, and
(JT^C
T=Q
n. Moreover, if qeQ"\{0"} with I°(q)*0, then qeQ"(I\q))





n} and I1(q)30, then ^reC
in\i1(q). Consequently, the collection
{C
r| Te&~n] satisfies the conditions of Theorem 3.6 and there is a connected
set S with the properties stated in Theorem 3.6. As in the proof of Theorem
4.1, it follows that there exists
Hence, there is^a balanced collection {T
1 ... , T
m] of sets in &n\{0, /„}
such that *efir=i C
7*'. Since Srfl, V/e/K, it holds that for every ielm, there
exists Je$~'n such that seQ"(J) and HS"(j)(2s)eC
T'. Since seQ"(J) and
X"_, §j= 1/2 implies Tl,w(2S) = 2$, it holds that 2$ef]7-i C
T'. D
In Theorem 4.3, a cover of S
n with sets in y* = Fn \{0} is considered,
which is the usual formulation. Clearly, the statement of Theorem 4.3 is still
true if a cover with sets in &~n is considered, since in the case C
0^0
Theorem 4.3 is trivially true. It is clear that also Theorem 3.7 can be used
to derive the Ichiishi lemma. Similarly, the KKMS lemma can be easily
U
mi=1C
Ti=p.Recently, many authors provided simple and elementary proofs of the
KKMS theorem; see, for instance, Ichiishi (Ref. 21), Shapley and Vohra
(Ref. 6), Komiya (Ref. 22), Krasa and Yannelis (Ref. 23), and Zhou (Ref.
24). The proof of Theorem 4.4 provides one more alternative way to show
the KKMS theorem.
5. Application to Economies with Price Rigidities
In Section 2, it has been remarked that the total excess demand corre-
spondence £ of an economy with price rigidities as introduced in Dreze
(Ref. 9) satisfies Assumption (A). A zero point of the correspondence £
corresponds to an equilibrium in such an economy. It is shown that the
intersection theorems of Section 3 can be used to show Theorem 2.1, and
hence can be used to show the existence of a continuum of equilibria, con-
taining the equilibria induced by the points 0
n and 1
n. This also shows the
equivalence between the intersection theorems of Section 3 and Theorem
2.1. Since it is possible to give a constructive proof of any of the intersection
theorems of Section 3, one obtains also an alternative way to show the
existence of a continuum of equilibria, a result also obtained in Herings
(Ref. 25) and Herings, Talman, and Yang (Ref. 26).
Theorem 5.1 gives the result of Theorem 2.1 in the case (,: Q
n -»R
n is
a continuous function, denoted by z. Theorem 2.1 can then be derived from
Theorem 5.1 in a similar way as the Kakutani fixed-point theorem can be
derived from the Brouwer fixed-point theorem. In the proof of Theorem 5.1,
the intersection result given in Theorem 3.1 is used, since this should be
considered as the least general result in Section 3.
derived from both Theorem 3.6 and Theorem 3.7. In Theorem 4.4, the
derivation using Theorem 3.7 will be shown.
Theorem 4.4. KKMS Lemma. Let {C
T| Te^*} be a collection of
closed subsets of S" satisfying \J"Te^'C
T=S". Moreover, for every peS"
with I°(p)*0, there exists TzST* such that PeC
rand I°(p)<=In\T. Then,
there is a balanced collection {T
1,...,T
m} of sets in 9~* such that
IT, c»V0.
Proof. The proof goes along the same lines as the proof of Theorem
4.3 by using Theorem 3.7 instead of Theorem 3.6 and defining, for every
Tera\{0,IH},
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1(q*) = In, then trivially z(q*) =
0". D
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