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Abstract 
Multiphoton ionization (MPI) by pulsed, tunable 
lasers provides a sensitive means for detection of 
neutral atoms, resulting from the high probability 
achievable in both the ionization and subsequent de-
tection steps. Substantial selectivity is achieved by 
excitation between energy levels of the atom of in-
terest. This resonant MPI technique can access all 
atomic states including ground and metastable levels. 
The high efficiency of MPI technique permits 
detailed sputtering data to be obtained with minimal 
target damage. The goal is to obtain velocity and 
angular distributions for each energy level of every 
sputtered species. In practice, two types of experi-
mental configurations have been employed. In one 
method, the photoionized atoms are allowed to strike 
a spatially resolved detector near the target, with 
extraction fields that preserve the angular distribu-
tion information. Velocity information is obtained by 
time of flight (TOF). This method is most suitable 
for majority species in the sputtered flux. Jn the 
case of minority species (either very dilute surface 
constituents or highly excited states produced), addi-
tional noise reduction is necessary. A suitable con-
figuration involves extraction of the photoions into a 
sector-field TOF mass spectrometer. In standard, 
isochronous operation, energy and angular spreads at 
the point of ionization are compensated in flight to 
produce sharp TOF mass spectra. Noise sources 
(photons, metastable and scattered atoms) escaping 
through transparent grids are strongly suppressed. 
Angular distributions can be mapped "pointwise" by 
varying the relation between the point of ion beam 
impact and the photoionization volume. Velocity 
data can be obtained from the TOF spectra or by 
Doppler scanning on any resonant step of the laser 
excitation. Recent data are discussed. 
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ton resonance ionization ( MPRI), resonance ionization 
spectroscopy (RIS), laser secondary neutral mass 
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Introduction 
Laser multiphoton ionization of sputtered atoms 
has proven to be a sensitive probe both for studies 
of the sputtering process (16, 17, 30, 59) and of sur-
face composition (5 - 8, 14, 29, 31, 38, 39, 40, 43-
45, 65). This laser-based ionization version of sec-
ondary neutral mass spectrometry (LSNMS) has sev-
eral advantageous features. First, laser ionization 
techniques measure the dominant fraction of the 
sputter flux which for metals and semiconductors are 
neutral atoms (32). Second, because the dominant 
neutral portion of the sputter flux is measured, large 
changes in signal due to minor surface chemical ef-
fects may be minimized ( 4 6, 4 7). It shall be pointed 
out, however, that there are instances when neutral 
atoms do not represent the dominant portion of the 
sputtered flux, such as when oxygen is absorbed on 
the surface in the presence of extended sputtering 
(28) or for oxide materials (14). Finally, in the case 
of resonance ionization spectroscopy (RIS), the laser 
ionization process is so species specific (67) that the 
requirement for a mass spectrometer of high resolu-
tion, and therefore poor transmission, is alleviated. 
A comparison of LSNMS to other sputtered neu-
tral mass spectrometric (SNMS) techniques such as 
that of Oechsner et al. (37) has been drawn previ-
ously (49) based on their relative ionization effi-
ciency, the range of species ionized, and the experi-
mental duty cycle. In this paper, a more detailed 
comparison of the various LSNMS techniques will be 
drawn and a few of the most exciting new results 
will be reviewed. 
Basically, LSNMS represents an extremely effi-
cient though low-duty cycle ionization method. For 
sufficiently large laser powers, most elements may be 
ionized with unit efficiency. This can be compared 
to electron ionization efficiencies (35) of '.ae 0.01% and 
hot electron gas efficiencies (37) of 1%. For most 
SNMS techniques, the ionization efficiency is reason-
ably mass independent (49). For LSNMS the ioniza-
tion can be species unspecific (nonresonant) or very 
species specific (resonant). Finally, one must con-
sider the duty cycle of the experiment. While most 
SNMS techniques operate with unit duty cycle, the 
LSNMS duty cycle is limited by the laser repetition 
rate of commercially available pulsed lasers to 10-4, 
constituting a significant disadvantage for routine 
analysis. 
This paper will focus on two important quanti-
ties for surface analysis - the useful yield, '!', and 
the bulk sensitivity limit. The useful yield is defined 
1\1.J. Pellin, C.E. Young, and D.M . Gruen 
as: 
'l' = atoms detected/atoms sputtered 
This important quantity represents the key limit for 
microcharacterization of samples with atomic dimen-
sions, e.g., surface monolayers. 
The bulk sensitivity limit of a technique repre-
sents a different type of sensitivity. In the overall 
context of materials analysis, it might be better 
characterized as near surface analysis. Several fac -
tors play a role in this limit. In the case of duty 
cycle limited experiments such as LSNMS, there is 
essentially no difference between sample limited (sur-
face) analysis and near surface analysis. For the 
more conventional SNMS techniques (35, 37) and for 
secondary ion mass spectroscopy (SIMS), duty cycle 
is not a limiting problem. In these cases, the bulk 
sensitivity limit is a function of the signal -to-noise 
ratio of the measurement without regard to sample 
consumption. The signal-to - noise ratio will be en-
hanced for successively longer averaging times until 
the bulk sensitivity limit is reached. Often this limit 
is due to an isobaric interference. In the best cases, 
this limit arises from detector dark current. 
Useful Yield, 'l' 
Let us examine in detail the useful yield, 'l' for 
LSNMS technique which may be defined as follows: 
'l' = 'l'a 'l'ms (1) 
where 'l'ms is the mass spectrometer transmission 
factor for photoions created in the laser photoioniza-
tion region and 'l'a is the fraction of sputtered atoms 
which are photoionized. 'l'a is a function of the la-
ser spot size and position, the laser ionization effi -
ciency, the primary ion pulse width, the relative tim -
ing of the laser and ion pulses, the sputtered atom 
velocity distribution, and for resonant ionization the 
excited electronic state distribution of the sputtered 
flux. Let us examine 'l'a and 'l'ms in turn. 
An understanding of 'l'a can be obtained by 
starting with the simplest case. Figure 1 presents a 
detailed two - dimensional projection of the photoioni-
zation region. Let us first consider E , the fraction 
of sputtered atoms in the photoionization volume 
which depends on the number density velocity distri-
bution of sputtered atoms. At any given time, tL, 
following the end of the primary ion pulse, there 
will exist atoms with velocities both too large and 
too small to be in the photoionization volume. The 
magnitude of this effect can be estimated by 
assuming that the targets of interest sputter as 
predicted by linear collision cascade theory (5 5-58). 
These theories derive the energy distribution of the 
flux of sputtered atoms by assuming that each 
primary ion impact is independent and produces an 
isotropic collision cascade of target atoms. This 
Sigmund-Thompson collision cascade theory has 
proved remarkably accurate for all measured 
sputtered ground state atom distributions (3, 4,_ 9, 1!
2 15 -1 7 , 19, 21- 2 7 , 3 0, 4 2, 5 2 , 5 3 , 5 9- 6 4) . This E 
energy distribution of colliding atoms is refracted at 
the surface by a surface binding energy, Eb, leading 
to a flux energy distribution of sputtered atoms of : 
f(w, 8)dnctw = [cas e d rl/ TT] [2wdw/(l+w)3J (2) 
where w (=E/Eb) is a reduced energy parameter and 
e is the angle shown in Fig. 1. The factors in 
square brackets are chosen to integrate to unity. 
Since the geometry of interest assumes a small vol -
ume element and since we are interested in deter-
mining the optimum laser firing delay, tL, this flux 
energy distribution must be transformed into the fol -
lowing number density velocity distribution: 
g(u)d rldu = ( TT/2vb) [d rl/2 TT] [(16/ TT). u2du/(l+u2)3] 
(3) 
where u(=v/vb = wl/2) is the reduced velocity para-
meter and Vb [=(2Eb/m)1l2] can be found from the 
binding energy. The number density velocity distri-
bution, g(u), is displayed in Fig. 2. As a result of 
the velocity vector dependent flux to number density 
transformation, g(u) is independent of 8 and peaks at 
lower u values than does the flux density velocity 
distribution. The above distributions, f and g, apply 
to the steady state case where the target is continu-
ously bombarded . In practice, the bombardment 
needs to be maintained for a time sufficient for the 
slowest atoms of interest to reach the probing 
volume. 
For an arbitrarily short primary ion pulse, how -
ever, there exists a one-to-one correspondence bet -
ween g(u) and the number density of sputtered atoms 
along the target normal at any given time, t, follow-
ing the primary ion pulse. Atom density is probed 
by the laser in a fixed volume dV = R2d ndR at posi-
tion R after time-of - flight t. The signal may be as-
signed to the variable u hy the relation uvbt = R. 
The corresponding density of atoms, n(u,R), per atom 
released in the short pulse is given by : 
n(u,R) = (1/R3) [cos 8/TT] {4u4/(l+u2)3}. (4) 
There exists a time, tL = R/211 2vb, for which E is 
maximized. The crosshatched region of Fig. 2 rep -
resents the fraction of atoms which are located at a 
distance between O .5 mm and 1.5 mm from the target 
along the target normal at tr,. This represents 
nearly 60% of all the sputtered atoms. 
Three conclusions are immediately evident from 
this simplistic analysis. First, a large fraction of all 
sputtered atoms are available for photoionization. 
Second, the optimum delay time between the primary 
ion pulse striking the target and the laser firing 
time, tr,, is different (although with a weak depend -
ence) for each atomic mass. Finally, a more com-
plete analysis including the three-dimensional laser 
volume and ion pulses of finite time width is 
necessary. 
In order to examine analytically these two ef-
fects on E , let us return to Fig. 1 and assume that 
the laser volume is a cylinder of height ( z2-z1) and 
of radius h. For this case, g(u) can be integrated to 
find E for an arbitrary primary ion pulse width and 
for any tL. This solution is analytic in the two 
cases - of either long and very short primary ion 
pulses. First consider short ion pulses followed by a 
time tL. In this case: 
E = [cos( 0)d rl/TT] [4u4/(l+u2)3 dR/RJ (5) 
where R is the distance from the target to the ioni-
zation volume center and R2dRd rl defines an infini-
tesimal volume element. For the finite cylindrical 
volume, the previous equation can be integrated 
using z = Reos e , R = ua, and a = vbtL , to give : 
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Fig . 1 . Detailed drawing of the laser ionization 
region. z1 and z2 represent the spatial extent of the 
laser beams, cp is the target normal referenced ejec-
tion angle of sputtered atom, and h the largest off-
axis distance over which photoions may be collected 
by the detection optics. The 1 mm distance provides 









0 2 3 4 5 
u (=Viv b) 
Fig. 2. Depicted is the number density velocity 
distribution of atoms sputtered with a Sigmund-
Thompson energy distribution. In the limit of a delta 
function primary ion pulse, ther e exists a one-to-one 
correspondence of points on this curve and the num -
ber density of atoms at a given distance from the 
target . U represents the reduced velocity (= v /vb). 
The crosshatched region represents the fraction of 
atoms which are between 0.5 and 1.5 mm from the 
target for a delta function primary ion pulse at a 
time t1, 
(6) 
where p(z) = a2/(a2+z2)-a2/(a2+h2+z2) can be found 
by inserting the parameters for each of the instru-
ments being compared here. 
While the shortest primary ion pulses result in 
the largest E's, the shortest ion pulse is not neces-
sarily the optimum experimental condition. This con-
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undrum arises from the limited duty cycle of laser-
based experiments. Consider a primary ion pulse of 
0.1 pCoulombs. This is clearly close to the delta 
function limit for pulses of peak currents in the 
µamp range. For materials with a sputtering yield of 
1, there exist only 2. 6 x 105 atoms in the SARI SA 
(which stands for "surface analysis by resonance ion-
ization of sputtered atoms") photoionization volume. 
In an experiment with a 100 Hz repetition rate, it 
would take many seconds to remove even one atom 
of a ppb impurity. 
The necessity of using longer primary ion pulses 
in order to accomplish impurity maps in a more rea-
sonable time frame leads us to an examination of the 
next analytical solution for E - the long pulse limit . 
The fundamental assumption made in deriving this 
equation is that the primary ion pulse is so long that 
all velocities have uniformly distributed themselves 
across the photoionization region. In this case the 
efficiency, in a differential volume element, is: 
E = [cos( 0)d n/n ) [ ndR/4vb T) (7) 
where T is the primary ion pulse length. Again, for 
the finite cy lindrical volume of Fig . 1: 
E = [q(z2) - q(z1)l (8) 
where q(z) = z {1-[l+(h/z)2] ½}. Rigorously , the long 
pulse assumption would require an infinitely long 
(continuous) primary ion pulse ( T = 00 ). Of course 
the efficiency for this case is O. In practice, 
how ever, since the low velocity portion of the sput-
t ered numb er density velocity distribution (Fig. 2) 
represents a relatively small fraction of the total 
sputtered number density velocity distribution, a 
minimum duration can be found for primary ion pulse 
tim es, T, as follows: 
(9) 
where u * is v* /v b . The quantity v* ca n b e defined 
as th e lowe s t velocity which will traverse the dis-
tance RM (Fig . 1) during T. The optimum time , t1, 
for firing the laser pulse will typically occur slightly 
after T (so that the volume acquires slightly more 
slow atoms, while escaping fast ones are still being 
replenished). Thus the assumption of uniformly dis-
tributed atom velocities in the photoionization vol-
ume is rigorously true for all velocities greater than 
v*. For u* = 0.6, nearly 80% of all sputtered atoms 
fall in this limit . For Fe atoms sputtered from an 
Fe surface, u* = 0.6 implies T = 0 .92 µs giving E = 
0.20. Even in the worst case limit (no atoms sput-
tered with a velocity less than v* in the photoioni-
zation volume), E = 0.16. 
It is apparent that in this more complete three-
dimensional description the fraction of photoionizable 
sputtered atoms decreases somewhat when compared 
to the simplest one-dimensional case but remains a 
sizeable fraction of the total sputtered flux. In fact 
not all of the atoms which are irradiated in the laser 
volume become ions. The reason for this is different 
in the case of resonant ionization and nonresonant 
ionization. Let us examine the ionization efficiency, 
e, for each of these cases in turn. 
While, in principle, any atom may be resonantly 
photoionized, it is useful to consider a particular 
element, Fe. The energy level diagram of gas phase 
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Fe atoms is displayed in Fig. 3. For resonant ioni-
zation, two (43-45, 65) or even three (38, 40) lasers 
may be used in the photoionization process. In Fig. 
3 the two-color ionization process is displayed in 
which ground state Fe atoms are first resonantly ex-
cited using the y504° -<- a5D4 transition at 302.065 
nm and then are ionized with a 308 nm photon. The 
second step in the ionization of Fe involves a 
bound-free transition which typically requires laser 
intensities in the 10-100 MW/cm2 range to be effi-
cient. However, many commercial pulsed lasers are 
available which can easily supply saturating laser in-
tensities even for the relatively large laser-irradiated 
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Fig . 3. An Fe atom energy level diagram showing 
the transitions used for resonant ionization of 
sputtered Fe atoms. 
Figures 4 and 5 describe SARISA saturation 
studies of the resonant and ionizing lasers used in 
the photoionization of Fe atoms. The studies were 
conducted using clipped Gaussian profile laser beams 
in order to eliminate the effective laser interaction 
region volume changes normally associated with 
changes in laser intensity (12). Furthermore, MPI 
was accomplished with two separate lasers - a dye 
laser operating at 302.065 nm and a XeCl excimer 
operating at 308 nm. Independent adjustment of the 
laser intensities is crucial for careful saturation 
studies since the transition dipole moment for reson-
ant excitation can be orders of magnitude larger 
than for transitions to the ionization continuum. 
The ionization process can be characterized by an 
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overall efficiency parameter, p. The saturation stud-
ies (Figs. 4 and 5) demonstrate that effectively all 
ground state Fe atoms in the laser volume could be 
photoionized with relatively moderate laser powers 
( p = 1) and that the resonant laser intensity required 
was nearly one order of magnitude smaller than the 
ionizing laser intensity. This becomes important 
since various saturation phenomena such as power 
broadening and Stark shifts can actually decrease the 
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Fig. 4. Fe+ signal as a function of resonant laser 
intensity for a SARISA measurement of Fe atoms 
sputtered from a Si matrix. Note that saturation is 
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Fig. 5. Fe+ signal as a function of ionizing laser 
intensity for a SARISA measurement of Fe atoms 
sputtered from a Si matrix. Note that saturation of 
the ionization laser signal requires substantially 
higher laser intensities than for the resonant step. 
The ground state ionization efficiency of reson -
ant multiphoton ionization can be one for nearly 
every element. However the sputtering process does 
not leave all the atoms in the ground electronic 
state. For instance, for iron nearly 40% of the 
Multi photon Ionization of Sputtered Neutrals 
sputtered atoms are in excited states (3, 4, 15-17, 
21, 43-45, 52, 53, 65) with most of this population in 
excited fine structure levels of the ground state. 
The fraction of excited atoms has been measured for 
a number of systems (16, 17, 41). In all cases the 
ground state fraction has been > 0.5. For atoms 
such as Li which sputter from high work function 
matrices with large ion fractions, laser ionization 
will be only of limited advantage. 
The situation for nonresonant multiphoton ioni-
zation is somewhat different. Nonresonant ionization 
accesses all molecules and atoms regardless of ex-
cited state with varying efficiencies. The excitation 
efficiency is largely sample independent and must be 
calibrated as a function of laser intensity. Figure 6 
is a SARISA saturation measurement for Cu atoms 
and Cu2 molecules sputtered from a polycrystalline 
Cu surface. In this experiment only one nonresonant 
laser color was used ( 308 nm). Clearly saturation is 
not reached. This is a function of the laser color 
and intensity. The relatively large laser cross sec-
tion used in SARISA in order to maximize E makes 
saturation difficult to achieve for many atomic and 
molecular species. 
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Fig. 6. Intensity dependence of the SARISA cu+ and 
Cu2 + photoion signal for nonresonant multi photon 
ionization with 308 nm light. The Cu atoms and 
molecules were sputtered by 3. 7 keV Ar+ primary 
ions from a polycrystalline Cu surface. 
Nonresonant excitation will photoionize neutral 
atoms in all electronic energy levels. Thus to first 
order, excited state distributions of sputtered atoms 
are of no concern. However , elements with large se-
condary ion yields will have effectively lower p 's. 
'!'a can now be found as the product of p and E. 
For large laser volumes, it seems possible that '!'a 's 
in the range 0 . 05 to 0 . 15 can routinely be achieved 
with resonant excitation. For nonresonant excita-
tion, saturation in many cases will require smaller 
laser volumes, and '!'a 's of 0.01 to 0.03 are achiev-
able. 
This examination has up until now focused bas-
ically upon the possible signal available in LSNMS 
experiments. Clearly trace analysis requires rejection 
of large numbers of noise ions in order to achieve 
meaningful measurements. For resonant ionization 
experiments, substantial noise rejection is accom-
plished in the photoionization process. Several noise 
sources, including secondary ions of the bulk materi-
al, high energy backscattered primary ions and laser-
created nonresonant ions, remain. In nonresonant 
MPI, all the noise rejection must be accomplished in 
the mass spectrometer with the advantage that all 
elements in the sample are detected essentially 
simultaneously. 
A system, which displays excellent noise rejec-
tion and in which useful yields 'I' = 0 .1 have been 
demonstrated, will be described in the next section. 
Surface Analysis by Resonance Ionization of 
Sputtered A toms ( SARI SA) 
The SARISA apparatus consists of four major 
subunits - the ion source, the sample vacuum cham-
ber, the energy and angle refocusing time-of-flight 
(EARTOF) mass spectrometer, and the ionizing lasers. 
The vacuum chamber routinely achieves 10-10 Torr 
base pressures and includes an Auger electron spec-
trometer, a LEED system, and a residual gas anal-
yzer. 
1357 
The primary ion beam was generated by a 
Colutron source which was both differentially pumped 
and mass analyzed. For all the work reported here, 
3.5 keV Ar+ was used as the primary ion beam. The 
source produced an average current of up to 3 µA in 
a 250 µm FWH M spot on the target. Depth profiles 
were produced with ion milling of a Lissajous raster -
ed spot of 2 mm by 2 mm dimension. During 
SARISA impurity analysis, the ion beam was directed 
into the center of the ion-milled region and then 
temporally chopped into 2 µs pulses by deflection 
across one of the differential pumping apertures. 
The pulse of primary ions is carefully synchronized 
with the 20 Hz laser repetition rate. 
Two lasers are used to ionize the sputtered 
atoms. The resonant laser was a Nd : YAG-pumped 
dye laser (Molectron MY34/DL-18) whose frequency -
doubled output was tuned to match a resonant trans-
ition of the impurity of interest. The excited atom 
is then ionized by absorption of a photon from a 
second laser. This laser is a XeCl excimer laser 
(Lumonics #TE-860) which produces light with a 0.3-
0. 5 nm bandwidth about 307. 9 nm . For Fe and most 
metallic atoms, this two-photon absorption scheme 
(one resonant and one ionizing) is sufficient to ex-
cite the atom above its ionization potential ultimate-
ly producing an ion. 
The EARTOF spectrometer is shown schemat-
ically in Fig. 7. A key feature is the einzel lens 
operation at high negative potential in the vicinity 
of the target with the consequence that (1) the pri-
mary ion beam is focused onto the sample with mini-
mum aberration, and (2) laser-produced photoions are 
extracted with high efficiency while their energy-
spread due to the draw-out potential in the laser 
volume is held to an acceptably small value. A sec-
ond important design improvement has been the in-
troduction of sector-electric-field deflection elements 
into the flight path of the product ions, allowing 
isochronous TOF operation, i.e., compensation of the 
overall flight times of photoions for the variation 
induced by distributions in initial energy and direc-
tion of the sputtered atoms. The improvement in 
mass resolution results directly in additional sup-
pression of noise, since detection gates can be nar-
rowed without attendant loss of signal. Basic princi-
ples of energy/angle isochronous TOF have been dis-
cussed previously ( 48), and recently a comprehensive 
analysis of the design principles of such devices has 
been given and tested (50, 51). As will be indicated 
M.J. Pellin, C.E . Young, and D . M. Gruen 
in the detailed discussion below, the present appara-
tus takes advantage of the isochronous refocusing 
principle while retaining a simplicity of fabrication 
for the individual components. 
_._Sample 
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Fig. 7. The SARI SA Energy and Angl e Refocusing 
Time-of-Flight (EARTOF) system for detection of 
sputtered neutral atoms . Th e element l abe ls are 
self-exp l ana tory . A detailed description of th e 
instrument operation may be found in the text . 
The critical region adjacen t to th e samp l e i s 
depicted in Fig. 8. Th e ex tra c tion e le c trode co nfigu -
ration is shown with a typic al axial electrostatic po-
tential indicated in Fig. 9. The three -eleme nt group 
adjace nt to th e target is operated at high negative 
potential ( -21 kV) in order to focus th e primary ion 
beam onto th e sa mpl e. The electrode directly adja-
ce nt to th e targ e t (Fig. 8) was given th e s harp -
edge d coni ca l shape in ord er to minimize redeposition 
problems. As Liebl has pointed out in th e c ontext of 
SIMS (34) , it proved impossibl e to collimate returning 
low- e nergy ions (of the same c harg e sign as the pri-
maries) without th e a id of an a dditional lens. The 
same situation applies in the case of photoions, pro -
duced in a volume near the surface. A triple aper-
ture lens at lower potential ( -2. 8 kV) was employed 
as a photoion collimator while having littl e effect on 
the high energy primary beam. 
Particle optics properties of the extraction lens 
system were determined via ray-tracing with the aid 
of the program EGUN (20). The EGUN numerical 
code generates electrostatic potentials, given the 
electrode boundary conditions. Subsequently, ion 
trajectories are c alculated for a variety of starting 
conditions. In regions of cylindrical symmetry, the 
code gives both spatial orbit and flight time for each 
ray. Flight paths through the 180° spherical sectors 
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are in a region of low er symme try than cy lindric a l 
but their exact analytical formulas are possible for 
both the orbits and times of flight (33). By 
combining an alyti ca l expressions and num er ica l code 
data, a valu e for th e tot al transit tim e from th e 
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Fig. 8. Electrodes and typi ca l photoion tr a j ec tori es. 
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Fig. 9. Axial potential. 
Since the positiv e time dispersion in the spher-
ic al sectors (dt / dT > 0, t = time, T = initial kinetic 
energy) is opposite to that on near-linear flight 
paths , a stationary value of the flight time can be 
achieved relative to variations in initial kinetic 
energy of ions in the laser volume. The condition is 
achieved by proper selection of flight path dimen -
sions and is optimized experimentally by a trim ad-
justment of the nominal potential in a portion of the 
linear flight path. The angular refocusing property 
of the spherical sectors is also necessary to achieve 
Multiphoton Ioniz ation of Sputtered Neutrals 
high resolution. With two 180° units , coupled by a 
focal imaging, a full 360° path results and the same 
flight time accrues independent of the sign of any 
initial angular deviation. Large - gap spherical deflec-
tor devices are constructed to utilize exact bounda-
ry-matching in the region between spherical conduc-
tors by means of current flow in resistive materials 
( 54). An outer electrode of highly transparent metal 
mesh has been found advantageous for allowing the 
escape of potential noise sources (e.g., scattered 
ions, electronically excited metastables). 
The large extraction fields required for efficient 
photoion collection result in substantial energy varia-
tion across the laser volume (152 V for the condi-
tions of Fig. 10). The spread in photoion energies 
thus induced dominates that due to the energy width 
characteristic of sputtering. Pot ential energy varia-
tion near the target is quite linear, however , and 
optimization of machine paramet ers for isochronous 
opera tion relativ e to initial ion position in the laser 
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Fig. 10. Detail of l aser ionization region. Near -
lin ea r potential in l aser volum e . 
A comple t e description of th e operation of this 
apparat u s requires reference to the experimental tim-
ing sequence displayed in Fig. 11. It is th e pulsed 
nature of th e experime nt which allows th e combi n a-
tion of high throughput and high noise immunity. 
The data co ll ec tion sequence is initi at ed with a 2 µs 
- long ion pulse which traverses th e set of deflec-
tio n plates and th e n passes through th e primary ion 
turning plates which merge the primary ions onto th e 
EARTOF axis by mea ns of elec trost ati c deflection. 
The beam th e n is focused onto th e target by the 
high voltage ion lens. As ca n be seen in Fig. 11, 
the primary ion pulse strikes th e sample t arge t dur-
ing a tim e when th e sample is held at a high poten-
tial (1400 V). 300 ns following th e end of the pri-
mary ion pulse, the target potential is lowered to 
1100 V and the two lasers are triggered. Th e photo-
ions are generated in a spati al region which extends 
from 0.5 mm to 1.5 mm above the targ et surface. 
The radial dim ensions of this volume are of order 2 
mm. Once created, the photoions are accelerated 
away from the targ et and into the EARTOF by the 
larg e potential field of th e target . These photoions 
then traverse th e high voltage lens region. Because 
of the unique lens design, the photoions are then fo-
cused through the primary ion turning plates and on-
to the entrance aperture of the first resistive disk 
analyzer. The two resistive - disk energy analyzers 
are spherical energy analyzers which are constructed 
to have larg e angular and e nergy acceptance win-
dows. This is accomplished using boundary electric 
fi eld matching conditions as already discussed (54). 
The combination of two spherical analyzers pro-
vides two key functions for the SARI SA EARTOF. 
First, they strongly suppress the high energy noise 
ions which wer e produced during the sputtering pro-
cess and th en e jected when the target was held at 
high potential. Second, since the photoions were 
extracted with a large energy spread (1000 + 100 V), 
th e dual analyzer is necessary to improve -the TOF 
mass resolution . 
Following traversal of th e two spheric al energy 
analyzers, the photoions strike a chevron pair of 
microchannel plat es . The subsequent electron pulse 
is then dete c te d either by a gated puls e-c ounting 
system or by a multichannel charge digitizer 
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Fig. 11. SARISA timing diagr am. 
Useful Yield, '!', for LSN MS 
as Ex emp lified b y SARISA Measurements 
The sensitivity of th e SARISA apparatus was 
determined using an Fe56 implanted Si waf er. TRIM 
code computer simulations ( 11, 18) of the expected 
depth profile for this implantation reveal a 400 ppb 
peak Fe56 atomic concentration at a depth of about 
50 nm. SIMS depth profiles of 60 keV Fe54 implant-
ed Si samples also have this characteristic profile. 
SIMS studies of Fe56 could not be directly compared 
because the isobaric Si2 limited depth profiling 
sensitivities to - 1 ppm (J . M. Anthony, private 
communication). 
Figure 12 illustrates th e Fe concentration of 
the Fe56 implanted Si wafer as determined by the 
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SARISA apparatus. The Fe56 levels were calibrated 
by fixing the peak concentration at the expected 400 
ppb level. Similar levels were found by calibration 
with SARISA determination of Fe sputtered from a 
pure Fe target. This calibration uses the known Fe 
sputtering yield and assumes that Fe sputters from 
the Si substrate with the same yield as Si from Si 
(i.e., S = 1.4)(2, 36). It is also necessary to include 
a slight change in the fraction of Fe in the ground 
electronic state with changing matrix (43-45, 65). 
An evaluation of the number of counts detected 
at this depth leads to a determination of the total 
transmission of the SARI SA apparatus for Fe56. The 
useful yield in terms of photoions detected/atoms 
sputtered was 5% in this experiment. Since RIS 
measures only ground state atoms, it is useful to ap-
ply the known ground state fraction ( 43-45, 65) to 
calculate a 9% yield of photoions detected/ground 
state Fe56 sputtered. This can be compared to the 
calculated 17% of sputtered Fe56 which we calculate 
to be in the laser volume during the laser ionization 
process (66). 
800 
56Fe implanted Si sample 




56Fe detection limit 
!>4Fe detection limit 
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Fig . 12. SARI SA depth profile of 56Fe implanted Si 
(III). A 60 keV, 1011 atoms/cm2 implantation dose 
was used to prepare the sample. The 56Fe and 54Fe 
detection limits are the calculated impurity limits for 
11 signal-to-noiee ratio of 1. Each cr.easurement is 
made with removal of 0.5 of a monolayer. 
These samples have an oxide layer which is ap-
proximately 6 nm thick. Therefore for finding the 
depth scale and the Fe yield in this layer, we have 
used the Si02 sputtering yield {10) which is 1. At 
this point, there is an abrupt drop in the Si+ yield. 
Interestingly, there is very little change in the Fe 
RIS signal at this point. Clearly, the yield of 
ground state Fe is quite insensitive to the Si oxida-
tion state in contradistinction to the situation found 
in dynamic oxidation sputtering experiments (28). 
The experimental method with which the data in 
Fig. 12 were taken is somewhat different from that 
used in conventional SIMS and requires some expla-
nation. The lines are drawn to aid the eye, the 
symbols representing separate SARISA impurity de-
terminations. The statistical error associated with 
each measurement is smaller than the symbol itself. 
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The material removed in each measurement was, i 
all cases, less than 20% of a monolayer. In between 
SARISA determinations, the ion beam was directe 
onto the target in a continuous fashion. Deflection 
plates were used to produce a 2 mm by 2 mm raster 
pattern in order to mill away the sample and avoid 
crater wall effects. 
A close examination of Fig. 12 reveals an inter-
esting variation of the Fe56 concentration in the 
near surface region. Within the first monolayer of 
the surface, the Fe56 concentration reveals a relati-
vely low value of 110 ppb. Only a few atomic layers 
deeper, the concentration rises dramatically. This 
near surface peak fluctuated as a function of posi-
tion on the implanted Si wafer. We feel that the 
surface peak represents Fe contamination introduced 
during the implantation process due perhaps to the 
stainless steel walls and apertures of the ion 
implanter used. 
While the last Fe56 measurement reveals an 
impurity concentration of 8+2 ppb, it is legitimate to 
ask what the detection limit is for a signal-to-noise 
level of 1. Given a 2 µA peak current in a 2 µ5 
pulse with a 0.25 mm dia. spot, half a monolayer 
would be removed after 10,000 pulses and the detec-
tion limit would be 2 ppb. The detection limit is not 
lower because of background from nonresonant ioni-
zation of neutral Si2. Our laser ionization scheme is 
relatively simple. Additional discrimination from 
nonresonant ionization of isobaric components has 
been demonstrated to occur in double resonance ex-
periments (67). To assess the ultimate limits of 
sensitivity, we conducted experiments (not shown) on 
the signal in the Fe54 time window. For clean Si 
substrates under good ultrahigh vacuum conditions, a 
detection limit of 500 ppt was determined under the 
experimental conditions described above. Interesting-
ly, for experiments done with a base pressure of 3 x 
10-9, this detection limit degraded to a measured 1 
ppb value du e to an increase in secondary ions and 
molecular sputtering. 
The sensitivity of the LSNMS technique in gen-
eral and SARISA in particular will clearly be able to 
address certain analytical needs. In addition, it 
seems clear that the high useful yields and high 
noise rejection of LSNMS techniques will prove use-
ful for understanding many sputtering phenomena. 
The wide variety of instruments being tested at the 
present time are a cl2ar indicat:or. that much work 
remains to b e done to optimize these techniques. 
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Discussion with Reviewers 
J.E. Parks: The laser volume used in the analysis of 
the fraction of sputtered atoms in the photoioniza-
tion volume is a cylinder of height (z2-z1) and radi-
us h, and its orientation is such that the axis of the 
cylinder is perpendicular, or normal to the surface of 
the sample. How realistic is this volume and orien-
tation used in the analysis to the actual measurement 
volume and orientation of the laser beam? What is 
the geometry of the laser beam and what is its 
orientation with respect to the sample? 
Authors: The laser region of interest for laser-based 
sputtered neutral mass spectrometry is the intersec -
tion of (1) the laser-illuminated volume in front of 
the target and (2) photoion extraction volume defined 
by the ion optic detection system. For simple ex-
traction and detection systems, such as those used in 
TOF systems, (2) can be well represented as having 
cylindrical symmetry. Thus, the chosen volume is 
realistic in those cases that the laser light complete-
ly illuminates this volume. For more complicated ex-
traction geometries, such as those involving magnetic 
sector instruments, which have single axis focal 
properties, the treatment in the paper can be easily 
extended to more elliptical geometries. 
J.E. Parks: In connection with SARI SA EARTOF, is 
the energy spread of the extracted photoions 1000 
eV with an uncertainty of 100 eV or is the spread 
just 100 eV with a mean energy of 1000 eV? What 
is the 152 eV energy spread mentionect for the 
conditions of Fig. 10? 
Authors: The energy spread is 1000 eV + 100 eV for 
a linear extraction ramp. The 152 eV energy spread, 
which is centered about 1000 eV, is determined from 
a complete calculation of the cylindrically symmetric 
potential fields of the SAR I SA apparatus. 
J.E. Parks: What explanation can be offered for the 
discrepancy between the 17 % value for the calculated 
yield and the 9% value for the measured yield? 
Authors: The discrepancy could well be due to slight 
misalignments in the rather complicated EAR-TOF 
beam line. Another possibility is discussed in re-
sponse to the second question of Dr. H. Liebl. 
J.E. Parks: What is the distinction between MP I 
(mulhphoton ionization) and RIS (resonance ioniza-
tion spectroscopy) as they are used in this paper? 
Authors: MPI is used here to represent ionization in 
the absence of intermediate resonances. In practice, 
MPI refers to using the laser as a nonspecific ioni-
zation source. RIS refers to using the resonances of 
a particular atomic or molecular species to selec-
tively ionize that component of the sputtered flux. 
J.E. Parks: Does the 5% measured yield correspond 
to a 2 µA current in a 2 µs pulse? If not, what 
yield would be measured with 2 µA peak current in a 
2 µs pulse? 
Authors: 5% refers to a 2 µA peak current, 2 µs 
pulse of primary ions. 
H. Liebl: In the raytracing plot (Fig. 8), the photo-
10ns appear to start from the sample surface while 
the photoionization takes place some distance away. 
What are the starting conditions (axial distance, en-
ergy, angles) on this plot? 
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Authors: The raytracing plot in Fig. 8 does indeed 
start at the sample. The neutral sputtered atoms 
leave the target midpoint with 3 eV of kinetic ener-
gy and a + 60° range of angles about the target nor-
mal. The neutrals are assumed to be instantaneously 
converted to photoions at t = 500 nsec following the 
delta function primary ion pulse. Similar studies 
have been made for secondary neutral atoms ranging 
in energy from 1 to 10 eV with a wide range of 
laser ionization delay times. The results are similar 
and too complicated to display in just one figure. 
H. Liebl: How is the secondary beam affected by the 
primary beam turning plates (Fig. 7)? 
Authors: The primary beam turning plates are made 
up of three elements as shown in Fig. 7. The outer-
most plate, the first crossed by the orimary ion beam 
on its way to the target, is fixed at - -1000 V. The 
second plate is slotted to allow passage of the pri-
mary ions and is pulsed from - -300 V to - 0 V fol-
lowing passage of the primary ion pulse. Similarly, 
the third solid plate is pulsed from 300 V to - 0 V. 
The secondary photoions see some field leakage of 
the -1000 V through the slot of the second plate. 
The deflection caused by this situation is corrected 
by inducing a slight angle in the photoions in the 
horizontal deflection plates closest to the sample 
surface. This is undesirable and causes some loss of 
transmission. In a new system presently under con-
struction, this is corrected by pulsing the first plate 
to O V as well. 
C. Becker: For Fig. 6, what is the approximate 
range of absolute values of the 1 aser power density? 
Is this laser beam focused; if so, to what diameter? 
It may be noted that increases in signal are indeed 
possible after reaching saturation of MPI for focused 
laser beams because the effective focus volume con-
tinues to expand, at least until a detector viewing 
factor cuts it off. 
Authors: The range of intensities shown are 0.3 x 
107 watts/cm2. The laser was collimated and aper-
tured to a 1 mm x 3 mm cross-section beam. The 
aperturing of the beam effectively eliminated heam 
volume effects. The choice of this relatively large 
laser volume may not be optimum for all experiments. 
The fraction of sputtered atoms in the laser volume 
is certainly large for larp.:e volumes. Unfortunately, 
the attainable laser intensity, and therefore, the 
fraction ionized, will be low however. 
C. Becker: Were any nonstainless steel components 
used for the ion optics or did you need to take any 
other precautions to avoid sources to an iron back-
ground due to back-sputtering onto the sample? 
Authors: The measurement of Fe required that all 
components which could potentiaily be exposed to 
the primary ion beam had to be gold plated. This 
reduced any sample contamination of iron to accept-
able levels. 
C. Becker: The authors remark that the detection 
limit for 56ye in the Si matrix is limited by non-
resonant MP I of Siz. I offer another possible expla-
nation for the near-surface peak in concentration in 
Fig. 12: suppose this region, which likely embodies 
the native oxide, produces upon sputtering a signifi-
cant yield of metastable Si2 or SixOy, which yields 
Si2 + with laser irradiation. The lower signal at the 
M.J. Pellin, C.E. Young, and D.M . Gruen 
surface (the first data point) would be caused by 
surface contamination of the sample. Measuring the 
ratio of m/z 54/56 in this region would be informa-
tive . What is your opinion? 
Authors: Clearly the proper statement is that laser 
generated Siz+ limits the detectable 56Fe. The rela-
tive closeness of the Siz neutral absorption lines 
leads us to suspect Siz as the culprit. Other possi-
ble sources need also to be considered. We are 
presently measuring the 54/56 ratios as a function of 
depth. This is an excellent suggestion. 
C. Becker: Numerous atomic species have their low-
est-lymg excited states and their ionization poten-
tials at energies considerably higher than for metal 
atoms such as Fe, notably elements with lower atom-
ic number. Strategies for their ionization often re-
quire two or three photons for the transition to an 
excited state and/or the ionization continuum, with 
associated higher laser beam power densities required 
to maintain efficient ionization. Higher power densi-
ties typically mean that focusing is needed so that 
somewhat smaller collection volumes result. In addi -
tion, higher power densities typically mean that the 
selectivity over nonresonant MPI processes decreases. 
Do you agree with this evaluation? 
Authors: Excitation of the lighter atomic species 
with conventional laser sources often requires a two-
photon excitation to the first resonant level. The 
higher laser intensities required to saturate these 
transitions will lead to a loss of selectivity in the 
laser ionization process due to line broadening ef-
fects. An analysis of the noise due to nonresonant 
ionization in this case requires a precise definition 
of the various species present on the sample surface. 
Atomic gas phase absorption lines are extremely 
sharp and the possibility of accidental overlap even 
with power broadening remains small (but not zero). 
Additional resonant enhancement can be obtained by 
using a tunable photon in place of our excimer laser. 
Substantial resonances exist in the so-called 
ionization continuum . 
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