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In an era of increasing global temperatures and an ever growing desire for higher
performance technology, the need for superior materials and accelerated manu-
facturing processes has never been greater. The production of better solar power
generation will require new photovoltaic materials. Advanced devices and sen-
sors will require new electronic materials. And in a globalized economy, the
pressures to hasten the discovery process are only growing. These factors have
led to an increasing focus on inverse design. Unlike in traditional approaches,
where a material is first discovered and then an application is found, the goal of
inverse design is to instead generate an optimal material for a desired application
— even if the material is not previously known.
While progress has been made, there is still a long road to an ideal inverse
design process. For instance, the ability to quickly and accurately design new
crystalline materials remains a longstanding challenge in the materials research
community. Traditionally, many materials have been discovered by accident or
with experimental trial-and-error. This process can often be unreliable, labor-
intensive and/or cost-intensive. Some scientists have turned towards theoret-
ical methods that utilize physical simulations to augment the search process.
These techniques require high throughput calculation of numerous potential
compounds, necessitating excessive computational resources. There have been
improvements on these methods that have led to algorithms to try to minimize
the domain of potential stable compounds. However, many of these methods
still require large numbers of calculations and struggle with more complex sys-
tems. Moreover, the physical simulations themselves that these algorithms use
can introduce systematic error that impedes the ability to accurately predict
stability.
To address these challenges, in this thesis I demonstrate several approaches
to data-driven materials and manufacturing, focusing on computational tools,
digital data, and experimental tools. In the space of computational tools, an
approach that combines quantum mechanical modeling and machine learning
is demonstrated as a technique for accelerated discovery of spinel compounds.
In the space of digital data, I introduce a platform to collect, analyze and
learn from graphene synthesis data collected from the research community. For
experimental tools, I construct a artificial neural network model to automatically
detect regions of electron microscopy images that contain graphene.
Computational tools. I explore a data-driven materials design as an alterna-
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tive technique for discovering new spinel compounds. By combining data from
the literature with the physical simulations, I mitigate error introduced by the
simulations themselves. I also utilize reinforcement learning in the form of an it-
erative procedure. The process simulates top candidates and updates the model
with new information gleaned from the energy calculations. I show that the
resulting model demonstrates a comparable performance to a pure simulation
approach at a fraction of the computational cost. Due to the iterative nature of
the process that only selectively simulates a subset of all candidate structures,
comparatively fewer calculations are used than a brute-force approach.
Digital data. In the latter parts of my thesis, I investigate data-driven design
as applied to graphene synthesis. Since its discovery in 2004 [1], graphene has
captivated the research community. However, despite its potential, the man-
ufacturing of pristine, high quality graphene has still not reached the point of
commercial viability. This is in part due to the nature of graphene synthe-
sis. Graphene is typically synthesized using chemical vapor deposition (CVD),
a procedure whereby carbon-containing precursors are fed into a vacuum fur-
nace and react with a catalyst under particular set of environmental condi-
tions to form the graphene. This growth process is notoriously sensitive, with
small deviations in the procedure entailing drastically different results. More-
over, the CVD procedures that have been tried and their resulting products
are distributed throughout the literature, which makes it difficult to detect
patterns from prior work. The information that is provided is also not stan-
dardized, which makes direct comparisons between synthesis recipes even more
challenging. Furthermore, many graphene recipe results are not reported at
all, particularly if the results are not satisfactory. To address this challenge, I
introduce the “Graphene – Recipes for synthesis of high quality material” (Gr-
ResQ: pronounced graphene rescue), a platform providing a central repository
for graphene synthesis data as well as tools to aid the researchers themselves.
Gr-ResQ crowd-sources graphene recipe data and associated results, providing
a means for researchers to learn from the collective knowledge of the research
community. Moreover, it provides tools to more easily post-process their SEM
and Raman spectroscopy data. The ultimate goal of Gr-ResQ is to build a
decentralized sequential learning procedure, akin to the aforementioned spinel
work.
Experimental tools. To learn from the graphene data still requires an ob-
jective function to measure success of a recipe. As one of the key metrics of
a successful recipe is the quantity of graphene produced, acquiring the surface
area of the synthesized graphene is crucial to any future predictive model. As
surface area is typically extracted from SEM data, it is necessary to determine
regions of an image that contain graphene as opposed to substrate. However,
this analysis can be a time-consuming process, which makes post-processing
difficult to conduct at scale. To expedite this, I have also developed a neural
network to automatically classify regions of SEM images that contain graphene.
iii
I utilize a U-Net encoder/decoder architecture that is trained on data collected
using Gr-ResQ’s image tool. The fitted model is then shown to provide very
high accuracy results. With such performance, the model can eventually be
incorporated directly into Gr-ResQ to automatically post-process SEM images
that are ingested into the database.
iv
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In his book, The Advanced Materials Revolution: Technology and Economic
Growth in the Age of Globalization[4], Sanford Moskowitz divides the last 150
years of materials development into three revolutions, each characterized by
its own innovations and subsequent effects on society . The first revolution
(ca. 1880s-1930s) was defined by the production of coal-tar products and mass
manufacture of the metals, aluminum and steel. The metal industry enhanced
America’s railroad system, enabled the construction of skyscrapers and massive
infrastructure projects as well as improved factory equipment for production of
more sophisticated products. The second revolution (ca. 1930s-1960s) followed
the transition from coal-tar to petroleum and natural gas. It unleashed an era of
advanced fuels, macromolecular synthetic materials, such as man-made fibers,
plastics, and resins. The production of these materials affected a multitude of
industries, including semiconductors, energy and transportation. The current
era (ca. 1980s-present) has seen the progress from customizing macromolecular
materials to the introduction of atomic-scale manipulation of materials, with
its effects felt in such fields as new IT technology, drug delivery systems, organ
replacement, genetic engineering, organic electronics, solar cells.
With each successive revolution, the materials industry becomes more cen-
tral to the economy and society, with the current era expected to be the most
transformative of them all- an era Moskowitz calls the “Technological Society”.
As illustrated in Figure 1.1(a), the traditional 1970s-era material typically had
a 30-year period until it reached its maximum market penetration. In the age
of globalization, however, the speed of innovation and market penetration are
expected to become increasingly crucial to maintaining competitiveness in the
global economy. Moreover, with these new materials playing more prominent
roles in society, they are expected to have an outsized influence on the economy,
with their contribution to growth increasing from 40% in 1970 to 90% in 2030,
with the growth in particular materials illustrated in Figure 1.1(b).
Consequently, there is a need to create faster, more efficient and













































































































Figure 1.1: (a) Market penetration for various materials industries, illustrating
the time it typically takes for a material to be fully incorporated into the econ-
omy. (b) Projected market value of various materials industries, demonstrating
the importance of materials to the global economy.
2
1.2 Background
Science has been described by some as being divided into four paradigms [5].
Appearing a thousand years ago, the first paradigm involved the introduction of
experimental science, which involved merely describing phenomena in nature.
The second appeared only a few hundred years ago, with the appearance of
theoretical science. In this paradigm, mathematical structure was added with
examples like Isaac Newton’s laws of physics or Maxwell’s equations of electro-
magnetism. The third paradigm saw the introduction of computers, with their
ability to leverage theory in order to simulate physical processes without the
need for direct experimentation. Even though the widespread use of compu-
tationally driven science was popularized within the last several decades, the
last paradigm is already coming into being: data-intensive science. With the
overwhelming amount of data collected from numerous experiments and instru-
ments, deriving knowledge from this ocean of information has birthed this latest
paradigm shift.
My dissertation involves the application of data-driven science to two differ-
ent areas of materials science: materials discovery and synthesis. In the first,
I seek to find a faster, cheaper and less labor intensive means discovering new
compounds. In particular, I develop and apply a sequential learning process
that combines experimental data, simulation and machine learning in order to
maximize the advantages and minimize the drawbacks of each. The second topic
I address is in the world of graphene synthesis. Graphene, a two-dimensional
sheet of carbon atoms, has been shown to have electronic and mechanical prop-
erties that have made it of great interest to both the academic and industrial
community, in fields ranging from semiconductor devices to chemical detectors
[6, 7, 8, 9, 10, 11, 12]. However, despite its demonstrated utility to the com-
munity, widespread adoption of graphene has been hampered by difficulty with
synthesizing the material in economically viable quantities. I address this chal-
lenge through the construction of a central repository and analytics platform
for graphene synthesis data. I then illustrate how this data can be potentially
applied to expedite the search for an optimal synthesis procedure by utilizing a
neural network to automatically detect graphene surface area in SEM images.
Each of these topics has its own challenges, which I will describe in further detail
below.
1.2.1 Data Driven Computational Materials Discovery
Theoretical prediction of new materials remains an ongoing challenge as the vast
compositional and structural phase space along with the nonlinear nature of the
energy landscape makes discovering a new compound akin to finding a needle
in a haystack. The number of possible compounds for N atoms in a volume V













for a volume discretized into cubic volumes with side δ and the number of
atomic elements, ni. Even in smaller systems, the number of compounds that
need be explored to adequately search a phase space can become computation-
ally prohibitive. As researchers begin to probe larger systems, with a greater
number of atomic species, any brute force approach to scanning for stable com-
pounds becomes near impossible. For instance, Schleder et al.[13] point out
that the |Ω| ≈ 10N even for systems with N < 20 and large discretizations of
δ = 1Å.
In light of these difficulties, various methods have been considered to acceler-
ate the discovery process, utilizing genetic/evolutionary algorithms[14, 15, 16],
particle swarm optimization [17] and simulated annealing[18]. These techniques
seek to expedite the search process by selecting structures that are the more
likely to be stable. By reducing the space of potential candidates, these meth-
ods attempt to hasten the discovery process.
However, these existing methods can also have disadvantages. For instance,
algorithmic techniques like evolutionary algorithms that search a phase space by
selecting, mutating and breeding the fittest candidates do not explicitly utilize
patterns in the structural or stoichiometric characteristics of their output. In-
stead, this information is leveraged indirectly through correlations in the fittest
compounds they generate. For instance, in the Universal Structure Predictor:
Evolutionary Xtallography (USPEX)[14, 15, 16] implementation, the procedure
consists of iterative alteration between algorithmic structure prediction and local
relaxation with atomistic simulation. Predictions are performed stochastically
with alterations of individual structures and splicing of different compounds.
The simulations provide added optimization of the structural characteristics
and the fitness parameter that governs survival of a structure can be derived
from the calculated energy. While this method and others like it can be poten-
tially very effective, there is a lost opportunity to derive predictions from the
non-energetic aspects of the candidates. For instance, information about sym-
metries, atomic coordination and composition are left unused. In particular, the
method of cutting slabs from different compounds and splicing them together
to simulate breeding can even destroy existing symmetries. Given the impor-
tance of atomic symmetry to crystalline properties [19], this can lead to poorer
results. Moreover, in these methods, information from structures deemed unfit
is essentially unused as they are merely selected out of the population. The
result of these factors is that many more structures may be generated than are
necessary and discovering new compounds can take far longer, if the method is
successful at all. Thus, it is desirable to develop a method that can more fully
leverage structural and compositional information to further reduce the number
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of potential candidates.
The first approach one might take is to simply predict new compounds utiliz-
ing preexisting materials data. Historically, repositories for materials data was
based on experimentally derived information. Such databases include, among
others, the Inorganic Crystal Structure Database (ICSD)[20, 21], MatWeb[22],
MatNavi [23] and NIST Materials Data Repository. More recently, though, as
high throughput atomistic simulations have become more economical, reposito-
ries for simulation data have also arisen. Within in the this field, some of the
databases include the Open Quantum Materials Database [24, 25], AFLOWLIB
[26], NOMAD [27] and Materials Project [28]. There has also been a push for
open database to allow independent researchers to publish their data, which has
led to the creation of the Materials Data Facility (MDF) [29]. In addition to
storing and disseminating materials data for researchers, MDF also mints DOIs
for users so that their work is properly credited.
Solely utilizing existing data can be difficult as only stable materials are
typically included in a database. Some have tried to manage this constraint by
taking an unsupervised learning approach. In unsupervised learning, a model
is fitted to data that is unassociated with any output (i.e. stable or unstable).
These models seek to discern patterns that are in the data with minimal or no
human supervision. One such example is the ionic substitution model devel-
oped by Hautier et al.[30] that generates predictions based on the likelihood
that an element in a compound can be substituted for another element and
result in another stable compound. However, the complicated interactions be-
tween atoms and the lack of structural information can make a substitutional
model less accurate. The exclusion of unstable materials can also prevent the
utilization of supervised learning methods. With supervised learning, a model
is trained on a dataset with known output, whether it be based on classification
or regression. After the model is fitted, it is then used to make predictions
on data whose associated output is unknown. With only one class present,
there is no way to train a classifier model this way. Consequently, most su-
pervised approaches have sought to merely predict energetic properties of a
material with the notion that the model could be used to rapidly scan numer-
ous candidates. However, a generator of potential candidate compounds is still
required for such these models. Moreover, a recent examination of supervised
learning of simulation-derived formation energies has demonstrated that these
methods can be problematic [31]. For instance, the models are all trained on
energy information that is gleaned from electronic structure simulation so that
even a perfect model would only ever be as accurate as the underlying simu-
lation techniques. In their study, Bartel et al. demonstrated that most of the
models do not benefit from a cancellation of errors when calculation formation
energies as happens with the traditional density functional theory simulations
that the models are based on. Moreover, all but one models did not include
structural information, which rendered them ineffective in areas of phase space
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the training data is sparsely populated with compounds. The model that did
include structural information, a graph convolutional neural network, was the
most successful in predicting formation energies. From this we can conclude
that a successful machine learning model should include structural information
in addition to composition and potentially avoid basing stability predictions on
energetic information derived from simulation.
Another major challenge hindering computationally driven discovery are the
limits imposed by the atomic simulation techniques that are used to generate the
datasets. The predominant method for simulating materials is density functional
theory (DFT). DFT is an electronic structure simulation technique that models
the many-body Schrodinger equation as a single-body functional of the electron
density. The methodology of DFT is outlined in Chapter 2. Due to the approx-
imations that are made in DFT to make a solution to the Schrodinger equation
more tractable, energetic properties derived from the technique can vary in accu-
racy. For instance, an investigation on the OQMD repository into the accuracy
of DFT on a set of 1670 compounds whose formation energy was experimen-
tally known, found that the DFT-derived formation energies had an average
error of 0.105 eV/atom and mean absolute error (MAE) of 0.136 eV/atom [25].
This suggests that DFT predicted formation energies are systematically above
the experimental values and can vary quite a bit. Even when elemental chemi-
cal potentials are fixed to their experimental values, the mean average error is
0.002 eV/atom, but the MAE is only reduced to 0.081 eV/atom. Another inves-
tigation into semiconductor thermochemistry found that the root mean-squared
error of DFT predictions to be 0.18 eV/atom or 0.24 eV/atom, depending on the
exchange-correlation functional that was used[32]. Yet another study into for-
mation energies of ternary oxides from binary oxides found a root mean-squared
error of 0.034 eV/atom with deviations up to 0.15 eV/atom [33]. Even in this
latter example, the relatively lower error is believed to be due to the higher
reaction energies involved with transitioning from the binary constituents to
ternary compounds, which mitigate the error introduced by DFT.
An analysis of ICSD-derived structures within the Materials Project database
found that half of the compounds were metastable [34]. When quantifying
metastability, one typically measures the energy difference between the metastable
compound and the linear combination of the most stable phases into which it
would decompose. This is termed the compound’s “distance to the convex hull,”
with the convex hull corresponding to the smallest convex set of compounds
whose formation energies contain those of all other compounds. In other words,
any metastable compound would lie above any compound on the formation en-
ergy convex hull or above a line connecting two consecutive compounds. By this
measure, the mean distance from the convex hull of all compounds in Materials
Project was found to be 0.015 ± 0.005 eV/atom with the 90th percentile at 67
± 0.002 eV/atom. However, these distances can vary greatly depending on the
constituent elements of particular phase space. In particular, compounds with
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larger average cohesive energies demonstrated greater propensity for metasta-
bility, with the 90th percentile of nitride compounds having a hull distance of
0.195 eV/atom. The combination of intrinsic systematic error within DFT and
the propensity for compounds to be found above the convex hull suggests that
simply using this electronic structure method may often not be sufficient to de-
termine stability of a candidate compound. If, for instance, one were to simply
use compounds found to be on the convex hull, many potentially synthesizable
compounds might be overlooked. Setting a cutoff above the hull may not be ad-
equate either as there can be many thousands of potential compounds predicted
to be below the cutoff. Hence, it is desirable to develop a means of predicting
likelihood of stability for those compounds in proximity to the hull so that more
promising candidates will can be prioritized for experiment.
Based on the challenges outlined, it is clear that any attempt to computa-
tionally predict new compounds will require a method that can (i) efficiently
reduce the domain of potential synthesizable compounds, (ii) include both com-
positional and structural information and (iii) compensate for the systematic
error introduced by DFT.
1.2.2 Data Driven Graphene Synthesis
Synthesizing large, continuous areas of pristine graphene is an ongoing challenge
for researchers. The primary means of synthesizing graphene is with chemical
vapor deposition (CVD). The CVD process is typically divided into three stages:
annealing, growing, and cooling. During the annealing step, a substrate is
heated in order to make its underlying morphology more amenable to growth.
During the growth phase, organic precursors are added, allowing the carbon
atoms to deposit on the substrate. In the final cooling step, the material is
brought back down to room temperature, and in some CVD processes, growth
can happen in this step as well. While this procedure may seem straightforward,
the numerous tuning parameters involved and the sensitivity of the system make
it difficult to grow high quality graphene, let alone in the large amounts. For
instance, an investigation by Kauling et al. [35] into graphene flakes produced by
60 companies across the United States, Europe and Asia found that no sample
had a graphene content greater than 50%, with many lower than 10%. Many of
the companies under study had samples with enough layers that they are selling
essentially graphite powder.
The process of discovering optimal graphene synthesis recipes is itself a te-
dious process of trial and error. Learning from others in the community is
helpful, but oftentimes these synthesis results are scattered among the literature
and can sometimes be missing important parameters. In other cases, researchers
may not even publish their results, particularly if they are ineffective recipes.
Moreover, there is no standard for comparison of different graphene products so
it i difficult to make quantitative comparisons between recipes on the basis of
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their outcomes. Consequently, data-driven synthesis is challenging to conduct
methodically, which can lead to needless duplication and slower improvement.
Hence, a means of standardizing, collecting and metricizing the synthesis data is
necessary for any future data driven approach. For graphene, common quality
metrics are nucleation density, domain size, defect density and coverage. Acquir-
ing these metrics can often be very time consuming, with significant manual in-
put required to measure and post-process them. Thus, it would be advantageous
to develop tools to automate any required post-processing. A similar problem
exists in other synthesis industries, such as the field of nanocomposites. To ad-
dress that challenge, the NanoMine repository was developed to collect data on
nanopolymer processing, structure and properties [36]. NanoMine collects data
from the community, provides analysis tools and modeling for the nanocompos-
ite community. As data aggregation is necessary for any data-driven method,
platforms like NanoMine are crucial for the synthesis community.
While data driven synthesis is relatively new within the synthesis commu-
nity, there have been several recent applications of machine learning to expedite
the procedure. Machine learning has been applied to CVD synthesis predic-
tion in both one-dimensional WTe nanoribbons [37], two-dimensional MoS2[38]
and single walled carbon nanotubes [39]. Others have shown some success in
applying machine learning to prediction of optimal synthesis of metal-organic
nanocapsules [40]. However, these methods often suffer due to their limited, pre-
generated data that can possibly be correlated due to the methods and intuition
that were used to create them. These correlations can introduce information
into the training data that might skew a model and make it appear to perform
better than it is in reality. As a successful approach, Granda et al. combined
a sequential learning procedure with an automated robotic synthesis process to
speed up the search process [41]. The model classified synthesis products and
predicted new procedures, which greatly reduced the time required to scan the
parameter phase space. Unlike the other studies, in this case the search space
was unconstrained and the model was blind to the underlying true distribution.
Based on the existing literature on data-driven synthesis, it is clear that
any research into graphene synthesis will require the aggregation of recipe data.
Standard metrics for the recipe results will need to be constructed and asso-
ciated with their respective recipes so that supervised learning algorithms can
train properly. Subsequent studies that leverage this information will need to
be mindful of the structure of the dataset, with an optimal learning process
predicting on the full, unconstrained space of recipe parameters.
1.3 Thesis Overview
To meet the challenges like these, the Materials Genome Initiative (MGI) was
started, a program intent on reducing the time to develop and deploy of mate-
rials by at least 50% [42]. Broadly speaking, MGI divides its proposed develop-
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ment framework into three parts:
• Computational Tools: these tools are geared towards methods of high-
accuracy simulation techniques to “virtually test” materials or to mine
experimental or theoretical data for desired properties.
• Digital Data: the purpose of this portion is to aggregate data and make
it more freely accessible to researchers so that they can better direct their
efforts.
• Experimental Tools: these tools are meant to improve the efficiency and
efficacy of experimentalists in order to expedite the synthesis of novel
materials.
My research fits into the framework of this initiative. The methods and
tools I develop are predominantly centered around machine learning of existing
data and data generated from simulation and experiment. This data-centered
approach attempts to learn signals in the datasets to facilitate the discovery
and characterization of materials. By utilizing these methods, development
of new materials can be expedited by short-cutting traditional costly or time-
consuming procedures. It can also potentially steer more in-depth work on a
particular material by directing researchers to examine relevant properties or
interactions. I also facilitate the creation of database and processing tools that
helps researchers better understand their own data as well as those generated
by the community. More specifically, my work answers the following:
• Computational Tools: How can we accelerate the synthesis procedure for
developing new materials using only existing data and computational sim-
ulations? I address this question in Chapter 3, where I develop a sequential
learning procedure that combines machine learning with traditional ab-
initio physical models to predict new stable compounds in ternary spinel
phase space. The method learns from both experimental and simulated
data to iteratively predict the best spinel stoichiometry and demonstratess
comparable efficiency to a brute force DFT approach, but more effectively
utilizing computational time.
• Digital Data: How can we better assimilate the collective knowledge of
the graphene research community, while making it more freely accessible?
This work addresses this in Chapter 4 through the creation of Gr-ResQ:
Graphene Recipes for synthesis of high Quality materials. Gr-ResQ is a
crowd-sourced database for collecting graphene synthesis recipes as well
as a suite of tools to analyze the resulting data. By making the data and
tools available to the community, Gr-ResQ will expedite the large-scale
production of high-quality graphene.
• Experimental Tools: How can we expedite the synthesis of high-quality
graphene and facilitate researchers in analyzing their results? I address
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this challenge in Chapter 5, where I demonstrate an application for utiliz-
ing collected graphene synthesis data. Image segmentation is conducted on
scanning electron microscopy images of synthesis results to quickly sepa-




There are two different categories of computational methods utilized in this
thesis: electronic structure simulation in the form of density functional theory
and data-oriented techniques of machine learning and analysis.
Density functional theory appears in Chapter 3, where it is utilized to for
the discovery of new spinel compounds. As mentioned in Chapter 1, DFT
has limitations for materials discovery due to both its computational costs for
high throughput calculations as well as the systematic error due to the approx-
imations that are intrinsic to the method. This chapter explains the origin
of those approximations. In particular, the transformation of the many-body
Schrodinger equation to a single-body system necessitates a new term that ac-
counts for electron exchange and correlation. This term has the effect of making
simulated materials behave more akin to metals. Even with more sophisticated
formulations, the energetics of the materials are still prone to error. In this
thesis, I explore a sequential learning process that combines the physical sim-
ulations with experimental data to predict new spinels. By utilizing DFT to
merely determine instability, I mitigate the error introduced by the technique.
In order to determine instability, DFT is used to acquire energetic information
derived from potential spinel compounds. This information is then compared
to an existing database of compounds to determine formation enthalpy phase
diagram, which used by the machine learning model.
The second portion of this chapter is dedicated to the machine learning tech-
niques used in this thesis. In Chapter 3, I use the machine learning methods
LASSO, ridge regression and random forest to make predictions of new spinel
compounds. As this chapter details, LASSO and ridge regression are linear
methods, whereas random forest is not. In this thesis, I compare the efficacy
of these different methods for materials prediction, finding random forest to be
more effective than the two linear techniques. Consequently, I further explore
which features are important to the random forest by examining the model with
SHapley Additive exPlanations (SHAP). SHAP, which is detailed in this chap-
ter, is a means of determining which features have larger or smaller effects on the
outcome of the model. By using SHAP, it is possible to extract a comprehensible
explanation of ”black box” models like random forest.
Chapters 4 and 5 involve the collection and analysis of graphene synthe-
sis data. In the former, I introduce “Graphene Recipes for synthesis of high
Quality materials” or simply, Gr-ResQ. Gr-ResQ is a platform designed to ex-
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pedite synthesis of high quality, commercially viable graphene by providing a
central repository of graphene synthesis data and a suite of tools to hasten
post-processing of collected data. The ultimate goal is to collect recipe data
and associated graphene quality information from the academic community in
a format that is conducive to both fitting predictive models and augmenting
current research processes. As part of the Gr-ResQ database, t-Distributed
Stochastic Neighbor Embedding (t-SNE) is used to help researchers better visu-
alize recipe information. As explained in this chapter, t-SNE is a dimensionality
reduction method that is used to map recipe data containing many features to
a two-dimensional representation that retains similarity information. Clusters
of points in the high dimensional configuration are similarly clustered in the
low dimensional one. This low dimensional representation can be used to po-
tentially spot correlations between synthesis parameters and graphene output
quality. By coloring points according to a desired property, clusters of points
that result in better products will be colored accordingly. t-SNE can also permit
researchers to better survey the sets of experiments of different research groups.
It is likely that similar processes will be clustered together, allowing researchers
to quickly identify the different approaches to producing graphene as opposed
to manually scrolling through and selecting each entry.
In Chapter 5, I explore the application of artificial neural networks to the
segmentation of scanning electron microscopy images. One of the ways of deter-
mining graphene quality is by determining the surface area of the material. As
commercial use of graphene requires large sheets, it is important to ascertain the
quantity of graphene produced by a particular recipe. As part of this process,
one needs to identify regions of the SEM images that correspond to graphene.
Traditionally, this might require either manual labeling of images or a human-
supervised clustering model. Both methods are labor-intensive, which can slow
down the process of acquiring the surface area metric. Given the large amounts
of data that Gr-ResQ will intake, it is desirous to have a method to quickly
collect this information. To this end, I utilize an artificial neural network to au-
tomatically discern portions of the image that correspond to graphene. While
the precise architecture of the neural network is explained in Chapter 5, this
chapter reviews the fundamentals of feed forward neural networks.
2.1 Density Functional Theory
When modeling atomic systems quantum mechanically, one of the most com-
mon techniques is density functional theory (DFT). DFT can provide accurate
results while reducing the computational complexity of the simulation. Given
the economic constraints posed by computing hardware, DFT’s efficiency has
assisted with the proliferation of higher accuracy first principles research than
traditional methods. To understand how DFT works, we must start with the






= ĤΨ(r, t) (2.1)
where ~ is Planck’s constant, r is the position vector, t is time and Ψ is a
complex-valued wave function, from which information about the system can
be derived. For instance, in a one-body system, the squared magnitude of the
wave function, |Ψ|2 is a real-valued function that represents the probability of
finding the particle at a particular location. The Ĥ is a Hamiltonian operator
corresponding to the sum of the kinetic and potential energies of the system.








∇2 + V (r, t)
]
Ψ(r, t) (2.2)
with particle mass m and potential V (r, t). In this form, the first term of
the Hamiltonian refers to the kinetic energy and the second corresponds to the
potential energy. However, when we model a system, we are typically concerned
with the time-independent stationary states of the system, which is simply:
ĤΨ(r) = EΨ(r) (2.3)
where E is the energy of the system. This equation is a linear algebra
problem with the values E representing a particular energy eigenvalue. For the
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]
ψ(r) = Eψ(r) (2.4)
However, to simulate solid state materials, we are interested in applying this
equation to a many-bodied system, composed of interacting atoms. In this case,
the time-independent Schrodinger equation would have the form:
[
T̂e + T̂n + V̂nn + V̂en + V̂ee
]



































where N is the number of electrons, M is the number of nuclei, ri is the
position of electron i, Ri is the position of nucleus i, Zi is the charge of nucleus
i, µni is the mass of nucleus i and E is the total energy. Note, atomic units
(m = 4πε0 = ~ = e = 1) have been used to simplify the equation. In this form,
T̂e is the kinetic energy of the electrons, T̂n is the kinetic energy of the nuclei
and V̂nn, V̂en, V̂ee are the electrostatic interaction potentials between the nuclei,
the electron and nuclei and electrons, respectively. This equation can be further
simplified with the Born-Oppenheimer approximation that allows the electrons
and nuclei to be treated separately. In this equation, the approximation fixes
the nuclei in place. The underlying idea is that the nuclei, because they are
much larger than the electrons, operate on much greater time scales and thus,
their motion is negligible relative to the electrons. The equation is then reduced
to:
[
T̂e + V̂en + V̂ee + V̂nn
]
Ψ(r) = EΨ(r) (2.6)
as the kinetic energy of the nuclei is zero and the electrostatic potential
between nuclei can be easily calculated. Even with the Born-Opppenheimer ap-
proximation, solving this problem is often computationally difficult. Each elec-
tron has three degrees of freedom, which means for N electrons, there would be
3N dimensions. Combined with the interacting behavior of the electron-electron
potential, systems with many electrons can make computation intractable with-
out access to powerful hardware.
To reduce the complexity of the problem, Pierre Hohenberg and Walter Kohn
discovered that it is possible to reduce the 3N dimensional problem to a three
dimensional one that is dependent on the electron density, rather than the set
of all electrons. This transformation from a many body system to a one body
system allows for significantly easier computation. In order to demonstrate this
was possible, they proved the following theorems[43]:
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Theorem 2.1.1 The ground-state energy from the Schrödinger equation is a
unique functional of the electron density.
Theorem 2.1.2 The electron density that minimizes the energy of the overall
functional is the true electron density corresponding to the full solution of the
Schrödinger equation
With these theorems, Hohenberg and Kohn demonstrated that there was a
solution and that one only needed knowledge of the electron density and the




















drdr′ + Enn + EXC [n(r)] (2.7)
where the terms again refer to the electron kinetic energy, electrostatic po-
tential energy between the nuclei and electrons, electrostatic potential energy
between the electrons and electrostatic potential energy between the nuclei.
There is also a term, EXC [n(r)], that represents the exchange-correlation en-
ergy of the system. This term, which is crucial for accurate estimations of the
energy, accounts for corrections due to the exchange and interactions between





where the summation runs over the individual electrons and the 2 is due
to the fact that each orbital can be occupied by two electrons, per the Pauli
exclusion principle.
Later, Kohn and Lu Jeu Sham discovered the solution for this functional in














dr′ + +Vnn + VXC(r)
ψi(r) = εiψi(r)
(2.9)
The problem is thus reduced to a set of equations for one body Kohn-Sham
orbitals. With this form, the solution to the equations is dependent on the
electron density, the electron density is dependent on the wave function and the
wave function is dependent on the solution to the equations. This cyclical na-
ture necessitates an iterative process to determine the solution, known as a self
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consistent field. With enough iterations, the wave function (and energy) con-





There is no known exact form of this VXC . However, there are many forms
of the functional that produce satisfactory results, with efficacy of a particular
version dependent on the system under study. With the Kohn-Sham equations
defining the problem, we need to then determine the wave function. When
working with translationally symmetric systems like crystalline materials, we
can represent the wave functions as Bloch waves that have the form:
ψ(r) = eik·rµ(r) (2.10)
where k is a wave vector corresponding to a phase and µ(r) is a function that
has the periodicity of the lattice. When constructing the Kohn-Sham orbitals







where G is a linear combination of reciprocal lattice vectors and cG are
coefficients. µ(r) is thus comprised of plane waves having the periodicity of the



















V = a1 · (a2 × a3) (2.17)
where ai refers to a real space lattice vector and V is the real space volume.
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With the Kohn-Sham equations and wave function form, it is then only necessary
to determine the form of the exchange-correlation functional, VXC . A popular















respectively, the exchange and correlation functionals as developed by Perdew,
Burke and Ernzerhof. From here, determining the wave function is simply
a matter of solving the self consistent field with an appropriate set of basis
functions. DFT is a powerful tool that enables the simulation of previously
computationally cost-prohibitive problems.
2.2 Machine Learning Methods and Analysis
2.2.1 LASSO and Ridge Regression
LASSO and ridge regression classifiers are logistic regressions regularized, re-
spectively, with the L1-norm and L2-norm of their constituent weighting pa-
rameters. For a binomial model, with classifications yi ∈ {1, 0} for each feature
vector xi, the probability of yi = 1, is given by,
p(xi) =
exp xiβ
1 + exp xiβ
where β is the vector of weights. To determine this weight vector, one would




yi log (p(xi,β)) + (1− yi) log (1− p(xi,β))
For LASSO and ridge regression, there is an added penalty term,
Lλ(β) = L(β)− λf(β)
f(β) =
||β||22 for ridge regression||β||1 for LASSO
where λ ≥ 0 is the regularization parameter. As λ increases, the elements of the
weight vector are increasingly penalized. For some λ = λmax large enough, the
weight vector becomes zero. As λ approaches λmax, the weights tend to decrease
in magnitude. For LASSO, this has a tendency to drive some weights to zero,
creating a sparse weight vector. Ridge regression has a smoother descent, giving
rise to a less sparse vector. As λ can be tuned to reduce the dimensionality of
the input, LASSO is also sometimes used to attempt to pick out important
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attributes within a feature vector. The effect of both of these techniques is that
it reduces variance error between sets of observations, trading it for increased
bias error. Using an appropriate λ, one can optimize the bias-variance trade-off
to minimize the model error. To do this, k-fold cross validation is employed,
whereby the training set is divided into k equal sets of data. One of the folds is
held out as a validation set and the rest are fitted for a set of penalty constants.
The error is then determined by predicting classifications for each sample in
the validation set and comparing the model prediction to the true classification.
This is repeated with a different fold withheld as the validation set, for all folds.
The optimal value of λ is then determined from the optimal score averaged
across all k folds from the set of penalty parameters. The final model is then
refit to the whole training set with the selected penalty parameter.
2.2.2 Random Forest
Figure 2.1: A schematic representation of a simple random forest of three
decision trees. The individual decision trees are fitted through successive splits
of the input data at each internal node in order to optimize class separation.
The leaves are then associated with majority class contained within them. To
make predictions, each tree is traversed for a particular input until it reaches
a leaf (represented in orange) and the outputted class is determined by voting
according to the class labels associated with a leaf.
The random forest classifier utilizes a set of decision trees to determine the
classification of a sample input. Each decision tree divides a bootstrapped train-
ing set into two groups at each node, utilizing one of the features and a cor-
responding optimal splitting threshold. Splitting features are chosen from a
random subset of sample features and splitting thresholds are optimized to pro-
duce the best class split, utilizing gini impurity. The leaves are then associated
with the majority class contained within them. To make a prediction for a par-
ticular input, each tree is traversed and the instance is classified according to
the leaf it reaches. The ultimate output of the set of trees is determined by a
voting procedure.
Given data set Xi with features p and class labels yi,
• Bootstrap new dataset X′i with labels y′i
• Select a random subset of features, p′ from p
• Scan p′ for optimal feature and splitting value using gini impurity
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• Repeat for new nodes unless a stop criterion is reached for the node
• Tree leaves are then associated with the majority class contained within
them
• Repeat this procedure and create the desired number of decision trees.
Predictions on data are then determined by traversing each tree and la-
beling the input according to the leaf it falls in. The final output is then
determined by majority vote.
A schematic representation a random forest is illustrated in Figure 2.1. In
the diagram, there is a forest containing three trees and an input is labeled by
traversing each (the orange paths). The random forest works by advantaging
more important features, and resulting in a more regularized output than any
single decision tree might achieve.













Figure 2.2: A schematic representation of a simple neural network classifier.
An input vector is fed into the network and undergoes successive transforma-
tions. The model is trained on a dataset, utilizing a loss function as illustrated
above and sequential gradient updates are back-propagated through the net-
work, updating the weights.
19
Inspired by neurological processes, artificial neural networks are computa-
tional models that can be used to learn and predict a wide variety of phenomena.
A simple feedforward neural network is illustrated in Figure 2.2. The neural net-
work is trained by fitting to a training set, consisting of data vectors. The input
vector is weighted and fed into a nonlinear activation function. This weighting
and nonlinear activation is typically called a layer. The output of this layer is
then fed into another layer consisting of new weights and an activation func-
tion. This layer-to-layer nonlinear transformation continues according to the
architecture of the network (two layers for the schematic in Figure 2.2). As an
example, we can examine schematic neural network with input xi and class yi.
The output of the two layers will then be
o1i = σ(W
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where Wij are the weights corresponding to neuron i and output channel
j, bj is the bias for output channel j and σ is a nonlinear activation function.
Typically, this function is either the sigmoid function, hyperbolic tangent or a
rectified linear unit (ReLU). In the latter case, the function is σ(x) = max(x, 0).
These transformations are known as a fully connected layers. The output of this
















, transforms the neural network outputs
to a normalized probability distribution and minimization of the cross entropy
optimizes the model. Thus, to update the weights and biases, one needs to only
calculate the gradient and update the values accordingly. The particular struc-
ture of neural networks happens to permit easier computation as the gradient
calculation of each layer is only dependent on successive layers in the network.
Thus, gradients can be calculated layer by layer. This procedure of sequentially
updating the gradients is known as back-propagation.
When learning two-dimensional data, like images, an alternative method is
to use what is known as a convolution layer. In this case, a two dimensional
array of weights is convolved with the underlying input. The mathematical form
is as follows
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Figure 2.3: A schematic representation of a max pooling layer. The input array
is mapped onto an array containing the maximum values in each 2x2 window.
As a result of the mapping, the output array has reduced in size to a 2x2 array.













where ω is a two dimensional filter consisting of weights and I is the input
image array and l is the layer index. The output is then fed into a nonlinear
activation, σ function as before. Another layer used in this work is the max
pooling a layer, which outputs the maximum value within a k × k region as
the region slides across the image. A schematic illustration of the max pooling
layer can be seen in Figure 2.3. Dropout, a technique that randomly turns off
neurons in the network, is also utilized to help regularize the model.
Utilizing layers like these, it is possible to construct different neural network
architectures to learn patterns in data and make predictions. In this work, we
use artificial neural networks to segment SEM images.
2.2.4 t-Distributed Stochastic Neighbor Embedding
(t-SNE)
Often times, visualizing patterns in data can be difficult and when there are
a large number of features, it is impossible to view at all. To deal with this
issue and better visualize high dimensional data, Maaten and Hilton developed
t-distributed stochastic neighbor embedding (t-SNE). The idea is to colocate
data points that are similar in high dimensional space near each other in low
dimensional space. Thus, clusters of similar data will be likewise clustered in
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low dimensional space (two or three dimensions). With the data represented in
lower dimensions, it is then easier to discern patterns.
t-SNE accomplishes this by minimizing the Kullback-Leibler divergence be-
tween distributions representing the data similarity in high and low dimensions.
The Kullback-Leibler divergence measures information loss between two dis-
tributions. Thus, by using appropriate similarity functions, the method can





where N is the number of data points, pii = 0 and pj|i is a conditional
probability represented as
pj|i =
exp(−||xi − xj ||2/2σ2i )∑
k 6=i exp(−||xi − xk||2/2σ2i )
(2.20)
where x is a data instance and σi is determined by tuning the model’s per-
plexity. The lower dimensional distribution utilizes the Student t-distribution
qij =
(1 + ||yi − yj ||2)−1∑
k 6=l (1 + ||yi − yl||2)−1
(2.21)
where y is the low dimensional vector representation of the data instance
and qii = 0. The Student t-distribution is used as it has thicker tails that











After reducing the dimensionality of the dataset, one can then plot and visu-
alize the points {y}. Points that are similar to one another in high dimensional
space will likewise be near each other in low dimensional space.
2.2.5 SHapley Additive exPlanations (SHAP)
In order to determine the contribution of the different features to a model out-
put, we can conduct a SHAP (SHapley Additive exPlanations) analysis, using





|S|!(p− |S| − 1)!
p!
(v(S ∪ xi)− v(S))
where v is the value function for a set of features, p is the number of fea-
tures, S is a subset of the feature values that does not contain xi (the feature of
interest). These values represent the importance of each feature for a particular
instance by measuring its contribution to the difference of the model predic-








where φ0 is the intercept, M is the number of features and z
′ is a vector
determining which variables are present with z′j = 1 when feature j is present
and z′j = 0 when it is not. For SHAP v(S) = fx(S) = E[f(x)|xS ], where S is
now the set of nonzero indices in z′. This is the expected value of the function,
conditioned on a subset of the features.
SHAP has several convenient properties:
• Local Accuracy:
If f(x) is the output of the original model for input x,






when z′ = 1 and φ0 is the . That is, the sum of the attributions is equal
to the output of the model.
• Missingness:
z′j = 0⇒ φj = 0 (2.24)
If a feature is already missing, it should not contribute to the output.
• Consistency:
Given fx(S) and fx(S \ i), for any two model f and f ′,
f ′x(S)− f ′x(S \ i) ≥ fx(S)− fx(S \ i) (2.25)
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for all S, then φi(f
′, x) ≥ φi(f, x).
Local accuracy allows for a clear explanation of how features combine to
form the output, which makes interpretation of attributions easier. Consistency
is useful as it allows for better comparison between models. It ensures that
if one model relies on a feature more than another model, then the feature’s
attribution will be greater. Missingness ensures that missing features have no
attribution. Determining the value of fx(S) = E[f(x)|xS ] for some subset S
is often determined by randomly sampling the marginal distribution as defined
by the input instances, which can cause spurious results when features are de-
pendent. However, TreeSHAP directly models the conditional expected value,
which preserves dependencies and thus, reduces spurious values that might arise
when marginalizing the value function.
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In Chapter 1, I discussed some of the challenges of traditional approaches for
materials discovery. Namely, the chemical phase space of potential crystalline
materials is so large that brute force discovery methods become untenable for
systems with large numbers of atoms in them. As Oganov et al.[47] show, the
search for the comparatively low number of stable configurations relative to
unstable configurations becomes exponential with increasing atoms in a crystal.
Consequently, the goal of crystal structure prediction is to reduce the space of
potential stable compounds to a more manageable size for empirical validation.
Traditional computational algorithms like evolutionary algorithms[14, 15, 16],
particle swarm [17] and simulated annealing [18] attempt to accomplish this by
generating and updating candidate compounds according to a fitness criterion-
typically the energy of the compound as calculated by physical simulations.
However, these are not without drawbacks. The methods still require numerous
calculations to determine ground state energies and the simulation techniques
can themselves introduce systematic error. Consequently, there is a desire for
an approach that can augment or otherwise compensate for these drawbacks.
An alternative approach to discovering new materials that is gaining trac-
tion is data-driven discovery. One such area of research has been the direct
calculation of crystal total energies using machine learning, rather than physi-
cal simulations. Since the machine learning models are much quicker and less
costly to compute, the hope is that a sufficiently accurate model could be used
to rapidly calculate the energies for a large number of candidate compounds
[48, 49, 50, 51, 52, 53, 54, 55]. With the knowledge of each material’s total
energy, one can calculate the decomposition energy, ∆Hd. If the candidate
compound is energetically favorable compared to the phases it would decom-
pose into, the compound would sit on the formation enthalpy convex hull with
a ∆Hd = 0. However, these methods are not without challenges. Most pressing
is the fact that the training data is all derived from electronic structure calcula-
tions. Consequently, even the best models will only do as well as the accuracy
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of the physical models themselves.
Even so, many of the existing models have had difficulty attaining sufficient
accuracy to be viable. In a review of several existing attempts to calculate the
energies of crystalline materials, Bartel et al. [31] found that existing methods
that utilize only stoichiometric features as input have difficulty predicting new
structures in practice. They trained six such models on data derived from
compounds within the Materials Project database in order to calculate ∆Hd.
They then tested the models on a space of 13,659 compounds within the Li-
Mn-TM-O system with TM ∈ { Ti, V, Cr, Fe, Co, Ni, Cu }. Of the nine stable
compounds in the dataset, five of the models only predicted one and one model
predicted two of the compounds. Moreover, the models predicted 3.7-5% of the
compounds to be stable, suggesting a very low precision (i.e. the fraction of
predicted stable compounds that are truly stable). However, the same study
found that a graph convolutional neural network performed comparatively very
well. The neural network model improved on existing attempts by also including
structural information. As a result, it correctly classified five of the nine stable
compounds, with only six false positives. Thus, there is strong evidence that
structural information is very important to making accurate predictions.
In this chapter, I address the Computational Tools portion of the MGI by
introducing a sequential learning procedure to predict novel spinels. The pro-
cedure uses a combination of DFT-simulated data and experimentally known
compounds. This compensates for the systematic error in DFT by merely using
DFT to determine instability, while using experimental compounds as stable
entries in the training set. It also implicitly incorporates structural information
by limiting the search to the space of spinels. Lastly, since the method incorpo-
rates new information each iteration by only simulating top predictions in DFT,
less calculations are necessary than a brute force approach.
The following work is a draft of a paper that has been submitted for publi-
cation:
• J. Schiller and E. Ertekin. ”A Combined DFT/Machine Learning Frame-
work for Materials Discovery: Application to Spinels.” submitted for re-
view
3.1 Abstract
We design and implement an iterative framework that combines machine learn-
ing and density functional theory (MF/DFT) to predict new stable material
chemistries within a fixed crystal structure, and apply it to the prediction of
new spinel compounds. In the ML/DFT framework, stable compounds in the
training set are determined from experiment, whereas unstable compounds are
derived from a DFT-computed stability criterion. We test the approach using
random forest, LASSO, and ridge regression. All methods show good accuracy,
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precision, and recall, with random forest showing the best performance. We
conduct a TreeSHAP analysis on the random forest classifier to determine im-
portant features in predicting new spinels. The analysis shows that while no
single feature correlates highly to stability/instability, several features emerge
that do align with chemical intuition. Finally, we ask the question of whether
the ML/DFT approach could be more efficient at identifying new compounds,
in comparison to a purely DFT based approach. To answer this question, we
develop a Bayesian description of DFT distribution of energies for stable and
unstable spinels, and use it to estimate the efficiency of DFT in comparison to
ML/DFT. We find that the ML/DFT approach achieves a comparable efficiency
to pure DFT, but is advantageous in that it can be achieved with a substan-
tially reduced number of DFT simulations. Therefore, the approach developed
here may be an effective way to prioritize synthesis experiments with a limited
amount of DFT data. Finally, we report the top candidates of our spinel phase
space search, which may be of interest for potential synthesis experiments.
3.2 Introduction
Prediction and discovery of new materials using computation remains a long-
standing challenge [31, 48, 49, 50, 51, 52, 53]. The challenge arises in part
from the vast compositional and structural phase space in which materials live
[31, 47]. The large phase space, combined with the nonlinear nature of the ma-
terials energy landscape [47], makes discovering a new stable compound akin to
finding a needle in a haystack. To date, there is no robust and scalable method
that can achieve the needed accuracy and precision for efficient materials dis-
covery [31].
For a material to be stable, it should not be energetically favorable for it
to decompose into any other combination of compounds in the chemical phase
space. Assessing stability requires knowing the decomposition reaction energy
to all other possible compounds in the space, which in turn requires distin-
guishing relative formation energies of competing compounds. Decomposition
reaction energies are often shown on a plot of formation energy vs. composition,
as in Figure 3.1(a) which shows a hypothetical AB binary composition space.
On this plot, the envelope of compounds with lowest formation energy forms
the convex hull. All compounds that appear on the hull are thermodynamically
stable by construction. As Figure 1(a) shows, formation energies of compounds
can differ from each other by small degrees. This means that small uncertainties
in formation energies translate to greater uncertainties in decomposition reac-
tion energies, and ultimately in the determination of stability. To illustrate, in
Figure 1(b) a random shift in formation energy has been drawn from a gaus-
sian distribution centered at zero with width 0.2 eV/atom and applied to all
compounds in Figure 1(a). For compounds estimated to be on or close to the
convex hull, the uncertainty gives rise to both false negatives and false positives.
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By contrast, the uncertainty is less detrimental for compounds estimated to be
far enough above the hull – despite the uncertainty they are still likely to be
unstable. Improving our ability to predict stability necessitates reducing uncer-
tainties in particular for compounds that are believed to be on or in proximity
to the hull.
The current workhorse for computational prediction of stability is density
functional theory (DFT) [56, 57]. Many materials databases [28, 24, 25, 58,
59, 60, 27, 26] that provide large datasets of DFT-computed material proper-
ties are now available. Depending on functional used and material chemistry,
estimates of the mean absolute error (MAE) in DFT-computed formation en-
ergies lie between 0.15 – 0.25 eV/atom [25, 32]. Even when the systematic
component to this error is accounted for, the residual MAE is around 0.05
eV/atom [58], which improves predictive capability but still leaves the possibil-
ity of false positives and false negatives. These limitations of DFT translate to
materials discovery methods that rely on DFT computed energies, such as ge-
netic/evolutionary algorithms[14, 15, 16], particle swarm optimization [17] and
simulated annealing[18].
Distinct from physics-based models, machine learning and data-driven ap-
proaches have recently emerged as avenues for materials discovery [61, 48, 62].
One challenge is that large sets of both stable and unstable compounds are not
readily available to use for model training and evaluation. For stable compounds
the Inorganic Crystal Structure Database (ICSD) [63, 64, 20, 65] contains ∼ 105
known compounds (some of which are metastable), orders of magnitude smaller
than the phase space of possible compounds. Knowledge of the space of unstable
compounds, orders of magnitude larger in reality, is even more limited. Another
significant challenge lies in evaluating the performance of ML methods. Ideally
performance should be evaluated by comparison to reality, but instead it is often
assessed by direct comparison to DFT [48, 49, 50, 51, 52, 53]. Given DFT’s own
uncertainties, this makes it difficult to compare whether an ML approach can
outperform DFT.
A recent analysis [31] of several supervised learning approaches to materi-
als stability [48, 49, 50, 51, 52, 53] showed that, despite being able to learn
DFT formation energies with high accuracy, the methods could not reproduce
DFT-calculated relative stabilities. The difference was attributed to a significant
systematic component to the errors in DFT formation energies. DFT-computed
energies benefit from a cancellation of errors that is not present in ML. Only
one model, a crystal graph convolutional neural network [53] that includes struc-
tural as well as compositional information in the material representation, was
found to reasonably reproduce DFT stability predictions. Since structure con-
tains information about bonding chemistry that is critical to distinguish between
compounds with otherwise similar compositions, it is not surprising that mod-






Figure 3.1: (a) Schematic illustration of a convex hull with added unstable
structures. (b) Schematic illustration of the same hull using DFT simulations.
The consequence of the added error in the simulations not only reshapes the
convex hull itself, but also leads to false positives and negatives as labeled in the
plot. Structures greater than 0.2 eV/atom above the convex hull (highlighted in
red) have a low probability of producing false negatives. (c) The structures of the
normal (Fd3̄m, left) and proxy inverse (Imma, right) spinels with stoichiometry
AB2C4. Red atoms correspond to the C anion sublattice, blue atoms are the B
cations and brown atoms are the A cations.
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These findings invite two questions: what will it take for ML-based meth-
ods to perform as well as or better than pure-DFT based approaches for sta-
bility prediction?, and how can the determination even be made? Based on
the observations described above, there are several aspects to achieve acceler-
ated materials discovery using a machine learning or data-driven approach. (i)
Although challenging, it would be most beneficial to improve predictive capa-
bility for the stability of compounds that according to DFT are on or close to
the convex hull, where the DFT uncertainties most affect the determination of
(in)stability. (ii) Demonstrating improvements over DFT is challenging, since
DFT benefits from a cancellation of error in computed formation energies that
is not present in ML. (iii) Demonstrating improvements over DFT will likely
require structural as well as chemical representations of materials. (iv) Some
approach to evaluating performance relative to reality, rather than relative to
DFT, is needed.
To address these considerations, in this work we design a framework that
combines DFT and ML for materials stability prediction, and critically assess
whether it is possible for this framework to outperform pure DFT in a reduced
crystallographic space. We limit our search space to the prediction of only one
crystal structure, spinel compounds, rather than across several disparate crystal
structures since prior investigations have revealed that structural information is
needed to distinguish between compounds with similar compositions. That is,
while only chemical information is provided to train ML, we consider stability
for only one fixed crystal structure. Spinels serve as a good test case due to
the large number of known stable compounds to use for model training. Spinels
are known to exhibit a range of properties, including magnetic properties [66],
superconductivity [67], ion transport [68, 69, 70, 71, 72, 73] and transparent
conduction[74, 75], which makes them a prime candidate for the discovery of
novel compounds. In our approach, DFT is only used where its uncertainties are
less detrimental: we use it only to generate the dataset of unstable compounds.
We label candidate compounds as unstable when they are found in DFT to lie >
0.2 eV/atom above the hull (i.e., as shown in Figure 3.1(b), where the likelihood
of false negatives is small).
To assess the performance of our approach, we develop a Bayesian model
that describes the distribution of stable and unstable spinels’ distance to the
convex hull in DFT. The model is used to assess the efficiency of pure DFT, in
comparison to that of the ML/DFT approach, when searching for new stable
chemistries. We find that within the reduced structural space, the combined
DFT/ML approach performs comparably to pure DFT, due to its ability to
effectively identify the few undiscovered stable compounds within a large data
set of mostly unstable compounds. However, it has the advantage of achieving
this comparable efficiency with a limited number of DFT simulations. Therefore,
the approach developed here may be an effective way to prioritize synthesis
experiments with a limited amount of DFT data. Thus, we show that this
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Figure 3.2: The sequential learning procedure used for exploring the spinel
phase space. Utilizing a training set consisting of experimentally known stable
compounds and DFT-labeled unstable compounds, machine learning is used to
predict new potential spinels. These candidates are relaxed in DFT and their
distance from the formation enthalpy convex hull is calculated. Compounds
with a distance greater than 0.2 eV/atom are labeled unstable and added to the
training set and the process is repeated.
synergistic methodology can potentially augment existing DFT searches and
with the potential for use in systems with larger phase spaces that are not
conducive to brute force approaches.
3.3 Combined DFT/ML Framework and
Methods
3.3.1 Crystal Structure and General Approach
Spinels have chemical formula AB2C4, and crystallize in a cubic structure, il-
lustrated in Figure 3.1(c). The oxygen or chalcogen anions C are arranged in a
cubic closed-packed arrangement and the cations A and B occupy some or all
of the octahedral or tetrahedral sites. In the prototype spinels (the ‘2-3’ spinels
that are considered here), the formal charges of cations A and B are +2 and
+3 respectively, although other valences are possible. For 2-3 normal spinels,
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the A2+ cations only occupy tetrahedral sites and the B3+ cations only occupy
octahedral sites. In the 2-3 inverse spinel, all A2+ and half of the B3+ occupy
octahedral sites, while the other half of the B3+ occupy tetrahedral sites. In
this case, the octahedral sites are occupied by a disordered arrangement of two
elements. Intermediate structures between normal and inverse are also possible.
We consider the possibility of both normal and inverse spinels. When simulating
the inverse spinel in DFT, we utilized a universal ordering of the cations that
exhibits the the lowest electrostatic energy [76].
3.3.2 Energetic Stability Calculations
Strictly, stability is governed by the Gibbs formation energy ∆Gf and Gibbs
decomposition energy ∆Gd. Where use we DFT, we compute the formation
enthalpy ∆Hf and the decomposition enthalpy ∆Hd, respectively, instead and
therefore neglect temperature/entropy effects. This does not impact our ML/DFT
approach, for which the stable set of compounds used for testing and training
is generated by the experimentally known spinels anyway and is independent of
DFT. DFT is used to generate the unstable set of compounds used for testing
and training, but our criterion ∆Hd > 0.2 eV/atom for labeling a compound as
unstable is sufficient to ensure that these compounds are highly likely to in fact
be unstable. As we will show later, only four known stable spinels (out of 200)
have been shown to have a DFT-computed ∆Hd > 0.2 eV/atom.
3.3.3 Combined DFT/ML Iterative Approach
The combined DFT/ML framework introduced here operates cyclically and is
described in Figure 3.2. The training set of stable compounds is obtained from
the experimentally known set of spinels, and DFT is used only to generate the
training set of unstable compounds. A compound is labeled unstable only if its
computed distance from the hull exceeds 0.2 eV/atom, where the certainty is
high. If a candidate compound’s DFT-computed distance from the hull is ≤ 0.2
eV/atom, it is left unlabeled.
The initial training set consisted of both stable and unstable compounds.
The set of stable spinels consisted of the 200 known stable spinels reported
in the ICSD. The initial training set also contained 40 DFT-labeled unstable
compounds. These were generated by elemental substitution into the AB2C4
spinel normal and inverse structures. The C anions are restricted to the chalco-
gens {O, S, Se, Te}, and A and B cations were selected from elements that
have known oxidation states of 2+ and 3+, respectively. Utilizing archetype
normal and inverse spinel structures, we populate the A, B and C sites with the
new potential elements selected at random, and use DFT to compute its energy
above the hull. The first forty candidates found to have an energy above hull
∆Hd > 0.2 eV/atom were included in the unstable training set.
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Using this initial training set, three supervised machine learning algorithms
– LASSO, ridge regression, and random forest – were used to predict new can-
didate spinels, ranked according to their likelihood of stability. If any of the top
twenty new candidates were found to exist in the literature (not all reported
spinels are present in the ICSD), they are added to the dataset as stable com-
pounds, and the step was repeated. The union of the top fifty new candidates
from each learning approach were then simulated in DFT and classified accord-
ing to the ∆Hd > 0.2 eV/atom cutoff criterion. Any theoretically predicted
unstable spinels were added to the dataset, and the procedure was repeated
until the performance of the model and the new compounds predicted become
stabilized. With each cycle, the training set of unstable spinels therefore grows.
3.3.4 Machine Learning Approach and Features
All three machine learning approaches (LASSO, ridge regression, and random
forest) utilized the scikit-learn python library [77, 78].
The random forest classifier utilizes a set of decision trees (1000 tree estima-
tors in our case) to determine the classification of a sample input. Each decision
tree divides a training set into two groups at each node, based on one of the
features and a splitting threshold. Splitting features are chosen from a random
subset of sample features and splitting thresholds are optimized to produce the
best class split, utilizing gini impurity.
The LASSO and ridge regression classifiers are logistic regressions regular-
ized, respectively, with the L1-norm and L2-norm of their constituent weighting
parameters. Regularization is used to reduce the variance error between sets
of observations, trading it for increased bias. Using an appropriate regulariza-
tion parameter λ, one can optimize the bias-variance trade-off to minimize the
model error. We use k-fold cross validation, and one of the folds is held out as
a validation set and the rest are optimized for a set of penalty constants λ. The
error is then determined by predicting classifications for each sample in the val-
idation set and comparing the model prediction to the true classification. This
is repeated with a different fold withheld as the validation set, for all folds. The
optimal value of λ is then determined from the optimal score averaged across
all folds from the set of penalty parameters.
All three machine approaches utilized 10-fold cross validation to train and
test the model. This was repeated one hundred times to determine statistical
metrics for each model. To account for the asymmetry in the number of unstable
and stable labels, each iteration oversampled the dataset so that there were equal
amounts of stable and unstable labels in the training set. The resulting train-
ing set was mean-centered and variance-normalized. After cross-validation was
performed, the final model was refit with all of the training data for making pre-
dictions. An example of predictions for part of a test set during cross-validation
for the random forest model is shown in Table 3.3.5.
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Table 3.1: Example predictions on a test set from the random forest model.
The features used for predictions were the experimental atomic mass, atomic
radius, Pauling electronegativity, elemental row and elemental group for each
species present. Products and quotients of the atomic mass, atomic radius and
Pauling electronegativity for all combinations of the constituent atoms were
added as well to account for potential interactions between attributes. Feature
engineering of existing attributes in this way has been previously used for similar
materials-based machine learning applications in the analysis [79, 80].
3.3.5 Density Functional Theory Simulation Parameters
DFT calculations were carried out using VASP [81, 82, 83, 84]. We used the
PBE+U approximation [85] to the exchange-correlation functional, with U ap-
plied to transition metal elements, and PAW pseudopotentials [86, 87]. The
parameter U was chosen to match settings used in Materials Project [28] and
the resulting energies were adjusted in accordance with Material Project’s set-
tings [28, 88, 89, 90] to make total energies comparable and to make our results
compatible. An energy cutoff of 500 eV and a 4x4x4 Monkhorst-Pack mesh was
used for all calculations, with ferromagnetic starting spin configurations. We
did not check antiferromagnetic configurations in our analysis. Previous work
on the magnetic ordering of spinels have shown that antiferromagnetic ordering
can reduce the calculated energy by 0.04–0.08 eV/atom from the ferromagnetic
configuration[91, 92]. As this is much less than the 0.2 eV/atom cutoff we have
selected for determining instability, it is unlikely to have significant effect on our
results. All candidate spinels were fully relaxed (lattice constants and internal
degrees of freedom) for both the normal and the proxy inverse configuration.
3.4 Model Performance
To evaluate the performance of the procedure outlined in Figure 3.2, the ac-
curacy, precision, and recall were recorded for each cycle. These metrics are
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Figure 3.3: (a) Accuracy, (b) precision and (c) recall for random forest (blue),
LASSO (red) and ridge regression (green) across seven rounds of the sequential
learning procedure. Models are fitted on a training set consisting of known
stable compounds and unstable compounds as determined by the criterion that
their DFT-computed distance to hull exceeds 0.2 eV/atom. The solid lines refer
to the scores for each method. In (b), the dashed lines indicate the improvement
of the model precision over that of a random classifier.
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Random Forest LASSO Ridge Regression
Accuracy 0.87± 0.06 0.77± 0.07 0.78± 0.07
Recall 0.90± 0.06 0.84± 0.09 0.85± 0.09
Precision 0.87± 0.07 0.77± 0.09 0.77± 0.09
Improvement 0.31± 0.11 0.22± 0.12 0.23± 0.12
Table 3.2: Results for the final round of the sequential learning process for ac-
curacy, recall, precision and improvement over a random classifier for precision.











where TP is the number of correctly labeled stable compounds, TN is the
number of correctly-labeled unstable compounds, and P and N are respectively
the total number of stable-labeled and unstable-labeled compounds in the entire
population. The accuracy is the overall fraction of spinels correctly classified,
precision is the likelihood that a compound predicted to be stable actually is
stable, and recall is the fraction of truly stable spinels that were predicted
to stable. The results for each metric over seven cycles are plotted in Figure
3.3, with final values displayed in Table 3.2. Interestingly, the random forest
classifier outperforms both LASSO and ridge regression across all model metrics.
Additionally, all three metrics drop somewhat as the number of cycles increases.
This is attributed to the increasing complexity of the dataset, since with each
cycle a larger number of unstable compounds are included.
Accuracy is often a good metric, but may not give a good representation
of the model when working with asymmetric test sets (the large difference in
the number of stable vs. unstable compounds) since a model that favors classi-
fication of the majority class will show high accuracy but low precision. When
recommending experimental synthesis of a candidate new compound, precision
is perhaps more important as certainty that a predicted stable compound is
truly stable is desirable. Recall is also valuable since it reflects the capability
to exhaustively search a phase space and be sure that a stable compound is not
missed. It is useful to compare the precision of the model to that of a random
classifier, since a random classifier that labels candidates as stable or unstable
50% the of the time would show a equal to the fraction of stable samples in
the test data. For asymmetric test sets like ours, comparison to random clas-
sification can be used as a benchmark for efficacy. The dashed lines in Figure
3.3b indicates the improvement between the model scores and those of a ran-
dom classifier. It shows that while the model precision drops somewhat over
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the cycles as increasing amounts of unstable data are added, the improvement
of the model over random selection grows.
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Figure 3.4: Histogram of predicted stability probabilities by C-anion chalcogen
for (a) random forest, (b) ridge regression and (c) LASSO. Random forest shows
more selectivity, with fewer high scoring candidates and disfavoring compounds
with tellurium and selenium.
Some of the reasons for the different performance between random forest
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compared to both LASSO and ridge regression can be understood from Figure
3.4. Figure 3.4 shows histograms of the scores for candidate spinels for each
method, further categorized by the anion (O,S,Se,Te) present. A score near 1
indicates that the method attributes a greater likelihood of stability. All three
methods show some degree of selectivity with a smaller proportion of compounds
with high scores than with low scores. However, random forest prediction fre-
quencies appear to exponentially decay with score (the histograms appear linear
on a logarithmic plot). On the other hand ridge regression and LASSO show a
spike towards the lowest scores, a rapid drop, and then a relatively flat profile
for scores >∼ 0.3. The comparatively large proportion of high scores for these
latter methods suggests that these models may be overestimating the likelihood
of stability. A possible reason may be that the sets of stable and unstable spinels
may not be well separated in feature space for linear methods (there may not
be a hyperplane that can easily delineate the two classes).
Also from Figure 3.4 it can be seen that random forest disfavors both sele-
nium and tellurium based spinels, whereas ridge regression and LASSO predict
all four chalcogens with high probability. This again may arise if the chalcogens
cannot be separated in feature-space using the linear methods. Ultimately, it is
possible that random forest is capturing the reality that there are fewer stable
(Se,Te) spinel compounds than (O,S). Alternatively, random forest may be re-
sponding to a bias in the dataset since there are at present fewer known stable
Te and Se based spinels.
The relative selectivity of random forest is further illustrated in Figure 3.5,
where the machine learning scores of each candidate compound are plotted.
Each data point represents a candidate spinel, and the x and y axis the candi-
date’s score according to random forest and LASSO, respectively. Meanwhile
the color bar shows the score according to ridge regression. There is clear corre-
lation between the two linear techniques, indicating that the choice of regular-
ization penalty did not have much of an effect. In the Supporting Information,
we provide a list of the top candidates according to each of the three methods
yielded at the end of the seven iterative cycles carried out here, in case they are
of interest for potential synthesis experiments.
Given its superior performance, our results suggest random forest is the best
classifier for predicting new compounds. Consequently, we choose to focus our
attention on this method for all further analysis.
3.5 Feature Importance
A challenge when applying machine learning to materials discovery is to deter-
mine which features are most important to determining stability, and whether
any physical significance can be ascribed to them. To determine the contribution
of the different features to the model output, we conducted SHAP (SHapley Ad-
ditive exPlanations) analysis on the random forest model, using the TreeSHAP
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Figure 3.5: Scatter plot of the results of the sequential learning procedure after
seven iterations. The model scores for each candidate compound are plotted for
LASSO vs. random forest and colored according to the ridge regression score.
The linear models are highly correlated suggesting the choice of penalty term
did not have an appreciable effect on the outcome. However, there are some
disparities between the linear models and random forest.
code [45, 46]. SHAP provides a way to determine how important each feature is
(its contribution) to the overall feature set. For each feature xi in full set x, its
SHAP value φi is determined from the difference in the value v(S) of a subset
of features S that does not contain xi and the corresponding value v(S ∪ xi) of
the subset S with feature xi added. The value function v maps subsets S to the
real numbers, and describes how effective a model based on the combination of





|S|!(p− |S| − 1)!
p!
(v(S ∪ xi)− v(S)) (3.1)
where p is the total number of features. The sum extends over all subsets S
of the full feature set not containing xi. The summation can be understood by
imagining that the complete feature set is formed one feature at a time, with
feature xi assigned a contribution v(S ∪ xi) − v(S), and then for each feature
we average over the possible different permutations in which the feature set can
be formed.
Here, for value function v we use the probability of stability itself. Then the
SHAP values define an additive attribution model







where φ0 is an intercept, M is the number of features in the full feature set,
and z′ is a possible ‘coalition’ (subset) of features. It is a vector for which
element z′j = 1 when feature j is present in the coalition z
′ and z′j = 0 when it
is not. For the full set of features where z′ = {1}, then g(z′ ={1}) is simply the
probability of stability, and SHAP value φi describes the extent to which feature
i contributed to that probability. Large positive (negative) values of φi indicate
that feature i contributed to the determination of stability (instability). Defined
this way, SHAP has properties of local accuracy, consistency and missingness.
Local accuracy allows for a clear explanation of how features combine to form the
output, which makes interpretation of attributions easier. Consistency ensures
that if one model relies on a feature more than another model, then the feature’s
attribution will be greater. Missingness ensures that missing features have no
attribution.
Using SHAP, for each candidate spinel and within each cycle of our ap-
proach, we can compare the attribution of each feature to the determination
of stability. These feature attributions are plotted in Figure 3.6(a), where each
line represents the mean absolute SHAP value for a particular feature. It is
clear from the plot that no single feature dominates the attribution. Rather,
the output is dependent on a number of input features, rather than a few key
inputs. Moreover, the SHAP values and their relative ordering vary from round
to round. The addition of new data to the training set after each round causes a
reorganization. For instance, the addition of new data causes the feature Ae∗Br
(electronegativity of atom A times the radius of atom B) to be the most im-
portant by the final round, while feature Ar/Br (radius of atom A divided by
radius of atom B) declines in importance. In spite of the reorganization from
one round to the next, the set of 15-20 features with the largest attribution
become reasonably consistent by the end of the cycles, suggesting that these
features are important factors rather than the consequence of variance error
from different training sets.
Figure 3.6(b) contains a histogram of the mean absolute SHAP values in
the final round. We examined the top 22 features (highlighted in green) for
further analysis, which are also colored and labeled in Figure 3.6(a). These top
attributions are almost all from interacting features, which supports the utility
of using feature engineering in this instance.
In order to determine how these features interact with the outcome, Figure
3.7 plots the SHAP values for the predictions of the random forest classifier in
the final round of calculations for the top 22 features. Each point represents the
SHAP value for a feature corresponding to a particular compound. The points
are then colorized in accordance with their feature value and jittering is added to
better demonstrate the density of instances. While it can be difficult to interpret
the significance of some of these interacting features, some values stand out. For
instance, it can be seen that lower values of Be/Ce, i.e. lower electronegativity
of the B-site cation relative to the anion is preferable for stability, which is
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Figure 3.6: (a) The mean absolute SHAP calculated from the unlabeled portion
of the dataset on the random forest model, for each iteration. The top 22
features in the final round are labeled. (b) Histogram of the mean absolute
SHAP values for the unlabeled portion of the dataset with the top 22 features
highlighted in green and the top three features labeled. (Xr: row, Xm: mass,
Xe: electronegativity where X is an element in AB2C4)
expected chemically. By contrast, larger values of the B-site cation to anion
electronegativity result in predictions of instability. The effect of Ar/Br is also
interesting as it appears that very low and very high values signify instability,
but intermediate values contribute to stability. Ratios of atomic radii have
long been used as a descriptor for structural stability, such as the well-known
Goldschmidt factor for ABO3 compounds [93]. The atomic radius of the A
cation and the electronegativity of the B cation appear to play a big factor in
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Figure 3.7: The SHAP value for each predicted compound derived from the
random forest model from the final round. Only the top 22 features are shown.
The location along the x-axis corresponds to the feature’s SHAP value for a
particular instance. The color bar corresponds to the feature value and jittering
is added along the y-axis to illustrate instance density. (Xr: row, Xm: mass,
Xe: electronegativity where X is an element in AB2C4)
the predictions as both the individual attribute and its square appear in the top
attributions. In this case, low values of the electronegativity and average values
of the atomic radius of the respective cations correlates to greater probability
of stability.
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3.6 Bayesian Model of DFT Distribution of
Distance to Hull for Stable and Unstable
Compounds
Figure 3.8: Scatter plot of the distance to convex hull and their random forest
predicted stability for known stable compounds across all cross-validated test
sets. Jittering was added in the vertical direction to better distinguish areas with
a higher density of points. The model performs well throughout and especially
for higher hull distances, but it becomes comparatively less accurate nearer to
the hull.
We now turn to the question of how to compare the ML/DFT formalism to
pure DFT for stability prediction. Comparing the two approaches is complicated
by the fact that knowledge of the ‘ground truth’, i.e. the true set of stable
and unstable AB2C4 spinels, is unknown. The lack of this knowledge makes it
impossible to strictly assess either method. Up to now, to evaluate the ML/DFT
approach (Figure 3.3), we have considered the set of stable spinels to be given
by all experimentally known spinels, and the set of unstable spinels to be those
that have a DFT-computed energy above hull ∆Hd exceeding 0.2 eV/atom.
This makes it impossible to assess DFT since our set of unstable compounds
are generated within DFT. It also means that compounds with 0 < ∆Hd < 0.2
eV/atom are not used for training or testing in our ML/DFT approach, since
they remain unlabeled.
In order to assess DFT, we formulated a Bayesian model that estimates how
the DFT-computed ∆Hd is distributed for the true sets of stable and unstable
spinels. Given these two distributions, a DFT-based classification scheme can
be tested on them, and its performance compared to that of the ML/DFT
approach. The Bayesian model we implemented was first developed by Narayan
et al. while investigating transition metal sulfides and selenides [94].
To get an idea of the distribution of ∆Hd for stable spinels, Figure 3.8 shows
the set of experimentally known spinels for which we have DFT calculations
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(138 total) – assumed here to in fact be stable – plotted according to their DFT
distance to hull ∆Hd. The data points are jittered in the vertical direction to
indicate their density. The distribution peaks near zero, and then decays with
increasing distance to hull. Figure 3.8 shows that if DFT results were interpreted
‘as-is’, only the compounds on the hull would be classified as stable and most
stable compounds would be missed (false negatives). We also note that only
4 of the total 138 compounds for which we have data exhibit DFT ∆Hd >
0.2 eV/atom, supporting the criterion adopted in our ML/DFT approach that
compounds that have DFT ∆Hd > 0.2 be labeled as unstable. The data points
have also been colored based on their classification according to random forest.
Random forest consistently labels the stable compounds as stable, especially for
those compounds that according to DFT lie farther from the convex hull. One
observation in Figure 3.8 is that a large DFT ∆Hd do not necessarily result in a
classification of unstable within random forest. Rather, of the stable compounds
that are (incorrectly) labeled as unstable by random forest, they appear to be
distributed uniformly, proportional to the density of compounds at each given
∆Hd, in Figure 3.8.
The main quantity of interest in the Bayesian model, the probability that a
spinel is stable given that its DFT-computed distance to hull ∆Hd lies within
a designated cutoff ε, is
P (S|∆Hd ≤ ε) =
P (∆Hd ≤ ε|S)P (S)
P (∆Hd ≤ ε)
. (3.3)
This quantity can also be interpreted as the precision of a DFT-based classifi-
cation scheme at a particular value of ε, if all compounds with ∆Hd ≤ ε are
classified as stable.
To obtain P (S|∆Hd ≤ ε), we approximate the quantities on the right hand
side of Equation (3.3) using the dataset generated by our study. This model and
the resulting distributions are applicable to the space of compounds considered:
candidate 2–3 spinels AB2C4 where A,B are elements with known oxidation
states of +2,+3 respectively and C is restricted to O, S, Se, and Te. From pure
elemental substitutions, this generates a set of 141 total possible compounds.
At the end of the seven cycles, our dataset consisted of 200 stable-labeled and
161 unstable-labeled compounds. Of the remaining 13813, 122 were simulated
in DFT but remained unlabeled because because 0 < ∆Hd < 0.2 eV/atom and
the remaining 13691 were simply not computed.
In Equation (3.3), the distribution P (S)/P (∆Hd ≤ ε) represents the total
number of stable spinels divided by the total number of spinels with ∆Hd ≤ ε.
It is approximated by
P (S)




where NS is the total number of stable compounds in the dataset (200) and
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N(∆Hd ≤ ε) is the total number of compounds within ε of the hull. We estimate
N(∆Hd ≤ ε) = NS ∗ P (∆Hd ≤ ε|S) + NU ∗ P (∆Hd ≤ ε|U), where NU is
the number of unstable compounds. Assuming the number of undiscovered
experimentally stable spinels in our dataset is small, we can approximate NS
as the number of stable compounds in our dataset and NU as all spinels in our
dataset not labeled stable (all remaining 13813 compounds). P (∆Hd < ε|S)
and P (∆Hd < ε|U) represent, respectively, the probability of finding a stable or
unstable compound with a hull distance ∆Hd that is less than cutoff energy ε.
These two distributions are estimated from histograms of our DFT computed
data, the blue and red bars shown in Figure 3.9. The logspline package in the
statistical computing language R [95] was employed to estimate their respective
distributions, which fits a spline function to the log-density of the inputs. This
method is effective for bounded data (since ∆Hd ≮ 0) and utilizes a Bayesian
information criterion to determine the number of knots in the spline. The
resulting distributions generated by the logspline estimator are shown in black.
The stable distribution is clustered around ∆Hd = 0 and rapidly decaying,
showing that given a stable compound, its most probable ∆Hd is zero. The
unstable distribution resembles a lognormal distribution. It initially increases
and peaks around ∆Hd = 0.2 eV/atom, and then decreases (the dip around
∆Hd = 0.3 eV/atom is likely an artifact of our finite dataset). The initial
increase reflects that, given that a compound is unstable, the highest probable
∆Hd is not on the hull but lies some distance above it. The subsequent decrease
might reflect our selection criteria for the compounds under consideration (i.e.
AB2C4 compounds where A,B element have known oxidation states of +2,+3),
as most such compounds are not so unreasonable so their ∆Hd lies within a
finite distance of the hull.
3.7 Analysis of Materials Discovery
Given these approximations, we can now evaluate the performance of DFT,
albeit based on a Bayesian prediction of the DFT distributions of ∆Hd for
stable and unstable compounds. We use the Bayesian model for P (S|∆Hd ≤ ε),
and ensure that the model matches the precision at ∆Hd = 0 in our dataset to
avoid unphysical numerical effects. We define a DFT classification scheme in
which a compound is classified as stable if ∆Hd ≤ ε and unstable if ∆Hd > ε.
Figure 3.10(a) plots P (S|∆Hd ≤ ε) for DFT from Equation (3.3), which is
equivalent to the precision of DFT. As expected, the precision is highest close
to or on the convex hull, with precision ≈ 0.72 at ε = 0. The false positive rate
is around 0.28 here, but as cutoff ε increases (blue line in Figure 3.10(a)), DFT
loses precision. The precision drops below 0.1 for cutoff ε = 0.2 eV/atom.
In comparison, the black and red lines in Figure 3.10(a) show the precision of
random forest/DFT. The precision here is evaluated by considering candidates




Figure 3.9: Distribution of (a) stable and (b) unstable spinels formation en-
thalpies with respect to the convex hull with log-spline smoothing superimposed.
Fitted curves are normalized to integrate to one. The stable spinel compounds
primarily group around the convex hull, whereas unstable compounds are offset
and exhibit a greater variance.
are actually stable. The black line is the precision as obtained at the end of the
cycles as reported in Figure 3.3(b), equal to 0.87±0.07. However, this precision
corresponds to a model that is trained and tested on a set of stable spinels given
by the chemistries that have been experimentally reported, and unstable spinels
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Random Forest w/ Full Set
Figure 3.10: (a) Precision of RF/DFT and RF/DFT Full Set, compared to
precision of DFT model as a function of energy cutoff ε. (b) Experiment effi-
ciency for each approach is shown by plotting recall of each model against the
ratio of the number of experiments conducted to the total number of possible
experiments. (c) The precision-recall curves for DFT and random forest clas-
sifier test sets. The random forest models in (b) and (c) have been averaged
across 100 validations using LOESS regression.
based on those found to exhibit DFT ∆Hd > 0.2 eV/atom. Notably, neither
the test and training sets include intermediate ∆Hd compounds in the unstable
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test set. Additionally, the test sets contain ∼ 36 compounds, roughly 16-20 of
which are stable for a given instance.
In order to also assess ML/DFT on a dataset that more closely matches the
Bayesian model that DFT is evaluated on, we also fitted another random forest
model, whose precision is shown by the red line in Figure 3.10(a). The training
set remains the same as before: 75% of the stable spinels and all of the unstable
labeled spinels as classified by the energy cutoff. This was then tested on a
dataset containing the other 25% of the stable spinels and all other potential
compounds not found in the training set, which were labeled unstable to better
match the DFT model. This results in a testing set that contains approximately
50 stable compounds to be discovered mixed in with a set of 13813 unstable
compounds. As with previous runs, the tests were done 100 times with random
splitting of the stable data in order to determine the average precision. We call
this model ‘random forest w/ full set’ to distinguish it from the original model,
and its precision (also evaluated on all candidates with score ≥ 0.5) is shown in
red in Figure 3.10(a).
When the classifier is tested on the full dataset, its average precision drops
to 0.034 ± 0.002. The low precision arises from several factors. First, the
comparison to DFT suggested by Figure 3.10(a) is not completely even. The
RF/DFT model is fitted to only a small subset of the full data set, and then
tested on the full data set. This is in contrast to the DFT model for precision,
which assumes knowledge of DFT ∆Hd for all 14174 candidate compounds. The
RF/DFT approach is not provided the corresponding complete unstable set of
compounds, i.e. all compounds in the full set for which ∆Hd > 0.2. It is only
provided the compounds for which we actually carried out DFT calculations,
since it is computationally prohibitively expensive to simulate 14174 compounds
in DFT. Second, the formulated model seeks to identify the 50 compounds
out of 13863 that are in fact stable. This test set corresponds to a ‘worst-
case’ scenario since it is based on the assumption that there are at present
no undiscovered spinels. The model may in fact be (correctly) highly scoring
undiscovered spinels, but being penalized during evaluation for doing so. Third,
the precision is evaluated on the candidates that RF/DFT assigns a score ≥ 0.5,
which is the cutoff assumed by the model to be the boundary. As the RF
classifier assigns a score > 0.5 to approximately 1200 of the candidates, the
precision is accordingly ∼ 50/1200. In any case, Figure 3.10(a) does highlight
an inherent challenge for all approaches: reality is probably closer to the DFT
model and the RF/DFT ’Full Set’ model (few undiscovered compounds in a
large search space, the ‘needle in a haystack’) than the original RF/DFT model
(a large proportion of the test space represents positive results).
Given this reality, it may be more relevant and realistic to consider an alter-
native measure of efficacy as shown in Figure 3.10(b). Consider rank ordering
the candidates by their RF score, and carrying out synthesis experiments in
sequential order, starting from the highest ranked candidate. Figure 3.10(b)
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answers the question ‘how many synthesis experiments would have to be carried
out, to fully discover all undiscovered compounds?’. It measures experimental
efficiency, plotting the proportion of the undiscovered compounds identified as
a function of the total number of experiments that are done relative to the to-
tal number of possible experiments. Ideally, the recall would rise rapidly with
increased testing, limiting the need for excess experimentation. For the DFT
model, we assume that experiments are carried out in order of ∆Hd, smallest
to largest. The two RF/DFT models are LOESS–regressed across the 100 tests
and then smoothed. To perform the LOESS regression, we utilized the R pack-
age fANCOVA, implementing generalized cross validation in order to determine
the bandwidth [96].
It can be seen that the original RF/DFT model on the limited dataset is
not as effective in this context, likely due to the smaller dataset that contains a
large fraction of stable compounds. The combination of these two factors means
that a larger portion of the total number of compounds must be scanned to
discover all stable spinels. The DFT model performs quite well, although again,
this curve assumes that the DFT ∆Hd has been computed and is available
for all 14174 compounds. Interestingly, the performance of the random forest
model with the full set approximation is only slightly below that of DFT, and
demonstrates this result despite the rather limited training set. For instance, it
is still able to discover half of the discoverable compounds by scanning on≈ 1.5%
of the search space. While the pure DFT approach requires simulations for the
full set of 14174 compounds, the RF/DFT accomplishes comparable efficiency
having run only 283 simulations. This demonstrates the possible utility of such
an approach, in spite of the low precision reported in Figure 3.10(a). Such a
framework could be used to prioritize experiments using a limited amount of
DFT calculations in order to improve success rate.
Lastly, we compare the precision-recall curves of the different methods (Fig-
ure 3.10(c)). A precision-recall curve illustrates how well-separated the stable
and unstable classes are with respect to a predicted score – for the random
forest classifier, it is probability of stability and for the DFT model, it is cutoff
parameter ε. For RF/DFT the plots are made by adjusting the threshold score
required to classify an outcome as stable and plotting the resulting precisions
and recalls. For the DFT model, ε was varied and the resulting precisions and
recalls were plotted as well. For RF/DFT, this was again done on each of the
100 test sets and the resulting combined data was smoothed using the LOESS
regression.
The precision-recall curves in Figure 3.10(c) illustrate the different behavior
of ML and DFT. In DFT (area under curve: 0.57), there is an initial flat portion
illustrated with a dotted line that pertains to the cluster of stable compounds
with ∆Hd = 0, where precision and recall are fixed to ≈ 0.72 and ≈ 0.60, as
estimated from our dataset at ∆Hd = 0. In DFT as threshold ε increases,
recall further increases (fewer false negatives) as more of the stable instances
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are classified correctly, but the precision decreases too as more unstable in-
stances are incorrectly classified as stable (more false positives). In contrast,
the random forest classifier (AUC: 0.87) does well even as the score thresh-
old varies, demonstrating good separation of the stable and unstable labeled
spinels. Due to the good separation, it is able to maintain good precision, even
as the recall increases from a decreasing threshold score. The random forest
classifier tested on the full set (AUC: 0.25) begins with a precision greater than
the DFT-model, demonstrating the capability of showing superior precision for
the highest scoring candidates. This indicates that experiments on the highest
probability candidates can be expected to have a low false positive rate initially,
again in spite of the relatively small training set. However, the precision quite
rapidly decreases as the threshold score is decreased.
3.8 Conclusion
This study focused on the synergy of machine learning and traditional electronic
structure simulation techniques in order to take advantage of the benefits of
each. Instead of solely using DFT to predict stability, which can have difficulty
predicting compounds above the formation enthalpy convex hull, we use it to
predict unstable compounds instead. Utilizing existing known stable spinels and
the DFT-labeled unstable structures, we used three different machine learning
methods to predict new compounds. These new compounds were modeled in
DFT and newly labeled unstable compounds were then added to the training
dataset. This feedback loop was repeated seven times and the results were
analyzed. From this, we determined random forest to be the best technique for
prediction and compared it to an approximated model of DFT. We found that
the model performed comparably well to a pure DFT approach for exploring
a chemical phase space. The sequential learning procedure carried out in this
work allows for a faster search of compounds, which can be especially helpful




Recipes for synthesis of
high Quality materials
In Chapter 3, I delved into computational materials discovery by utilizing an
iterative learning procedure to predict new spinel compounds. In this chapter,
I will delve into the experimentally oriented field of graphene synthesis. Discov-
ered in 2004[1], graphene is composed of a two-dimensional honeycomb lattice of
carbon atoms. Since its discovery, the material has been demonstrated to have
potential uses in a wide variety of applications, ranging from electronic devices
to sensors [97, 98]. However, producing high quality graphene in quantities that
enable commercial use the material remains elusive. This is, in part, due to the
nature of graphene synthesis research. The typical method of growing graphene
is by chemical vapor deposition (CVD). In this process, carbon-containing pre-
cursors are introduced to a vacuum furnace containing a substrate catalyst. By
carefully controlling the environmental conditions, the precursors react with the
catalyst and form graphene. The precise procedure used is often called a recipe.
These recipes can contain many parameters, with slight deviations resulting in
drastically different results. Consequently, optimizing the growth process is an
arduous process. To hasten the discovery of optimal recipes, there is a desire
to turn to a data-driven approach, utilizing the existing and growing body of
knowledge of CVD graphene. However, the data is often dispersed in the liter-
ature, with little standardization which makes collection and comparison very
difficult. Moreover, since machine learning models require an objective func-
tion from which to learn, recipes must be associated with some quality metric.
However, extracting these quality metrics from synthesis products can be a
tedious process, involving time-consuming procedures that are not scalable to
large amounts of data.
To solve these challenges and facilitate the production of high quality graphene,
in this chapter I introduce the Digital Data portion of the MGI in the form
of “Graphene – Recipes for synthesis of high quality material” (Gr-ResQ: pro-
nounced graphene rescue). Gr-ResQ is a platform designed to centralize graphene
synthesis data and expedite the search for optimal graphene recipes. The core
component of Gr-ResQ is the database, which is intended to collect graphene
synthesis data from the community. This crowd-sourced repository will then al-
low researchers to learn from and improve on existing recipe procedures. In this
way, Gr-ResQ acts like a decentralized reinforcement learning model, whereby
researchers can learn from the existing data and contribute their own results
from their predictions. This chapter goes into detail about the different compo-
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nents of Gr-ResQ. Chapter 5 will then discuss utilization of the data to develop
automatic determination of quality metrics, which can be used for further recipe
prediction.
The following text is reproduced verbatim from a paper that has been sub-
mitted for review:
• J. Schiller, R. Toro, A. Shah, M. Surana, K. Zhang, M. Robertson, K.
Miller, K. Cruse, K. Liu, B. Seong, C. Seol, I. Foster, B. Blaiszik, B.
Galewsky, D. Adams, D. Katz, P. Ferreira, E. Ertekin, S. Tawfick. “Crowd-
sourced data and analysis tools for advancing chemical vapor deposition
of graphene.” submitted for review
Note: The Raman tool (Sec. Raman Tool) was developed by M. Robertson, A.
Shah and K. Miller. The OSCM integration (Sec. Integration with OSCM was
developed by R. Toro. MDF integration (Sec. Integration with the Materials
Data Facility) was developed by B. Galewsky.
4.1 Abstract
Industrial production of graphene by chemical vapor deposition (CVD) requires
more than the ability to synthesize large domain, high quality graphene in a
lab reactor. The use of graphene in electronic applications requires the cost-
effective and environmentally-friendly production of graphene on dielectric sub-
strates, but current approaches can only produce graphene on metal catalysts.
Sustainable manufacturing of graphene should also conserve the catalyst and
reaction gases, but today the metal catalysts are typically dissolved after syn-
thesis. Progress toward these objectives is hindered by the hundreds of coupled
synthesis parameters that can strongly affect CVD, and poor communication in
the published literature of the rich experimental data that exists in individual
laboratories. We report here on a project, “Graphene – Recipes for synthesis
of high quality material” (Gr-ResQ: pronounced graphene rescue), that has de-
veloped powerful new tools for data-driven graphene synthesis. At the core of
Gr-ResQ is a crowd-sourced database of CVD synthesis recipes and associated
experimental results. The database captures ∼300 parameters ranging from
synthesis conditions like catalyst material and preparation steps, to ambient
lab temperature and reactor details, as well as resulting Raman spectra and
microscopy images. These parameters are carefully selected to unlock the po-
tential of machine-learning models to advance synthesis. A suite of associated
tools enable fast, automated and standardized processing of Raman spectra
and scanning electron microscopy images. To facilitate community-based ef-
forts, Gr-ResQ provides tools for cyber-physical collaborations among research
groups, allowing experiments to be designed, executed, and analyzed by differ-
ent teams. Gr-ResQ also allows publication and discovery of recipes via the
Materials Data Facility (MDF), which assigns each recipe a unique identifier
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when published and collects parameters in a search index. We envision that
this holistic approach to data-driven synthesis can accelerate CVD recipe dis-
covery and production control, and open opportunities for advancing not only
graphene, but also many other 1D and 2D materials.
4.2 Introduction
Owing to its versatile electronic properties and atomic thinness, graphene has
applications spanning electronic devices, sensors, and transparent electrodes
[99, 97, 100, 101, 98]. Most such applications require high-throughput, control-
lable manufacture to enable industrially relevant use. For example, synthesis
via chemical vapor deposition (CVD) uses catalytically active metal catalysts
that are typically dissolved after synthesis, which is not only uneconomical but
also unsustainable due to the acids used in dissolving. Moreover, the transfer of
graphene from the metal catalyst to dielectric substrates as needed for electron-
ics creates many defects, hindering use in commercial applications. The ideal
synthesis process should produce high quality graphene on dielectric substrates,
an outstanding objective notwithstanding the current progress [102, 103, 104].
Yet despite focused efforts from the research community, breakthroughs in
synthesis are infrequent. New methods are needed to accelerate scientific discov-
ery around CVD growth of graphene. Two challenges must be addressed: (i) the
sensitivity of the resulting material to growth parameters, and (ii) the dispersed
knowledge available at the level of individual research groups, combined with
a culture of incomplete communication of synthesis parameters when reporting
in the literature. Figure 4.1(a) shows examples of scanning electron microscopy
images (SEM) of graphene growth from a small number of experiments using
approximately the same recipe. Understanding these images requires deep ex-
pertise, not only to identify features in the images, but to establish causality
given the extreme sensitivity of the growth process. To address these challenges,
we have developed the platform “Graphene Recipes for synthesis of high Quality
materials” (Gr-ResQ, pronounced graphene rescue) [105] to enable community-
scale sharing of recipes for CVD graphene synthesis.
Figure 4.1(b) shows a timeline of past milestones and future goals for graphene
synthesis via CVD. After the initial scotch tape exfoliation and discovery of
graphene in 2004 [1], research groups around the world shifted their attention
gradually from carbon nanotubes to this new exciting material. Fortunately,
the reactor designs, growth conditions, and gases for both are similar. The
general idea of the CVD recipe is similar in graphene to CNTs (Figure 4.1(c)).
Synthesis of multilayered graphene on nickel was soon followed by the synthesis
of single layers of graphene on copper in 2009 (Figure 4.1(b)). Large amounts of
carbon can be dissolved in nickel, with most growth taking place during cooling
in the form of precipitation and segregation. On the other hand, copper has low
carbon solubility, which results in synthesis that is governed by surface adsorp-
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tion. Mixing copper and nickel in carefully selected ratios within the catalyst,
combined with fluid mechanics engineering in the reactor, led to the production
of large domain sizes exceeding a square inch of high quality graphene in 2016[2]
and 2019[3]. Note that it took around a decade to increase the domain size from
microns to tens of millimeters. As of the beginning of 2020, there are already
more than 12,000 publications per year with the words “graphene synthesis” in
the title, abstracts, or keywords: see Figure 4.1(d).
The graphene CVD process, illustrated schematically in Figure 4.1(c), is
typically divided into three stages: annealing, growth, and cooling. During the
annealing step, a substrate is heated in order to prepare it for growth. During
the growth phase, carbon-containing precursors are added, allowing the carbon
atoms to crystallize on the substrate. In the final cooling step, the material is
brought back down to room temperature. In some CVD processes, growth also
occurs in this latter step. While this procedure may seem straightforward, there
are hundreds of tuning parameters involved, resulting in a hyper-dimensional
recipe phase space. While this can also be true for other chemical synthesis
processes, CVD of atomically thin materials remains among the most challeng-
ing. First, the volume of material produced is small compared to the reactor
size (ratio of ∼ 10−9), which makes synthesis sensitive to minor local varia-
tions in the growth chamber. When two chemical processes are taking place
– such as crystallization and etching, with the latter often associated with the
presence of uncontrolled amounts of oxygen or hydrogen – the thin nature of
the material can entail greater sensitivity to the deleterious consequences of the
competing process. Secondly, while wet chemical synthesis benefits from mixing
of the reaction products, atomically thin materials have limited mobility after
they crystallize on the surface. Thirdly, gas flow mechanics and heat transfer
can affect the kinetics of the monolayer synthesis, altering the results in un-
predictable ways. It is often said that graphene synthesis is so sensitive that
it may be affected ‘when a researcher sneezes in the lab’ ! Unfortunately, the
tedious trial and error needed to develop synthesis recipes is an accepted reality,
and synthesis research benefits only qualitatively from physical modeling and
simulations.
The incomplete nature of synthesis parameters reported in published lit-
erature hinders progress towards manufacturing goals in several ways. First,
it makes replicating a given growth experiment challenging since all parame-
ters needed to precisely repeat the recipe are not available. For instance, the
furnace setup itself affects the graphene crystal size and nucleation density by
influencing the fluid flow, heat transfer, and growth kinetics. However, the to-
tal flow rate is often not reported (typically, only ratios between reaction gas
flow rates are); nor are the tube dimensions, heated zone length, or flow resis-
tance across the tube. Other important yet often ignored parameters are the
reactor dew point and oxygen content. The dew point in particular is typically
an ’uncontrolled’ parameter, and usually not measured despite its critical role.
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Figure 4.1: (a) Example SEM images of graphene synthesized by CVD. (b)
Past graphene milestones and future goals[1, 2, 3]. (c) Schematic illustration of
a typical graphene CVD synthesis recipe. (d) Number of relevant publications
since graphene’s discovery. (e) Percentage of unreported information pertain-
ing to seven phases in the synthesis process, collected from a list of 21 highly
cited publications related to graphene synthesis. (f) Top seven most unreported
parameters from same publications as (e).
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Its role has first been discovered for carbon nanotubes: within a narrow range,
varying dew points can produce single-walled or multi-walled carbon nanotubes
(CNT), or even completely inhibit CNT growth [106]. For graphene, water va-
por and oxygen in the furnace or reaction gas affect nucleation, defect density,
and growth rate [107, 108, 109, 110]. Minute oxygen content can be present in
the form of impurities/surface oxides in the catalyst, or neighboring oxides in
the reactor. While measuring local variations in oxygen or hydrogen content
on the catalyst surface during the reaction is currently not tenable, dew point
can be measured upstream or in the ambient lab environment itself. Yet not
only are recipe parameters like dew point or oxygen content often ignored in the
scientific literature, so too are characterizations of the products of recipes such
as graphene coverage area, nucleation density or domains per area, and growth
rate. Even those growth conditions that are reported are scattered within arti-
cles and their supporting online information, making it easy to miss important
parameters. This incomplete data in the scientific literature also prevents the
use of data-driven or machine-learning tools across consolidated sets of growth
experiments. Almost without exception, only the conditions that successfully
yielded graphene growth are reported. Negative results are important, since
there are narrow windows of synthesis conditions that give rise to the best re-
sults, with deviations from these windows dramatically affecting the products.
To quantitatively illustrate the dearth of CVD parameters in published
articles, we tabulated 29 parameters of synthesis and characterization from
21 of the most cited publications. These articles were identified via query
from the ISI Web of Knowledge for “graphene synthesis using chemical va-
por deposition”[111, 112, 113, 114, 115, 116, 117, 118, 119, 120, 121, 122, 123,
124, 125, 126, 127, 128, 129, 130, 131], and analyzed to quantify missing data
for each of the 29 parameters (analysis presented in SI). Figure 4.1(e) displays
the top seven parameters crucial to reproducibility that were most frequently
unreported. Figure 4.1(f) groups the missing data into seven categories of pa-
rameters affecting graphene synthesis:
• experimental setup (e.g., furnace design details and ambient conditions)
• growth results (description of graphene produced including sample cover-
age, domain size, nucleation density)
• cooling parameters (flow rates, cooling rates)
• sample information (catalyst preparation, oxygen content)
• annealing parameters (exact flow rates versus time, temperature and pres-
sure)
• growth parameters (exact flow rate versus time, temperature and pressure)
• characterization (details about growth uniformity and sample morphology
based on imaging and Raman spectra)
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Figure 4.2: The iterative strategy of Gr-ResQ for expediting synthesis research
of CVD-produced graphene. The platform collects data from the community,
which can then be analyzed to facilitate the discovery of new recipes, whose
results can then be added back into the database.
The most missing data appears in the experimental setup category and includes
parameters such as the furnace design, whose characteristics are known to have
an affect on flow velocities, heat transfer, and ambient humidity.
The Gr-ResQ platform introduced here has been designed to overcome sev-
eral of these challenges. The platform is accessible online through nanoHUB
[132], and consists of several features: (i) a repository containing recipes and
their associated experimental results that users can search and query, visual-
ize, analyze, and submit to, in order to learn from the aggregate knowledge of
the community; (ii) a set of tools for analysis of Raman spectra (to determine
graphene quality) and scanning electron microscopy images (to estimate growth
coverage and domain orientation); (iii) the capability to apply machine learning
methods to the aggregate data; (iv) an interface with the “Operating System
for Cyberphysical Manufacturing” (OSCM, pronounced awesome), which allows
users to make requests for collaborators to run user-generated experiments and
characterize results; and (v) full Gr-ResQ datasets that are published period-
ically to the Materials Data Facility (MDF) [29, 133] where they are archived
and assigned a digital object identifier (DOI), and where collected parameters
are logged in a search index to promote discovery. As a whole, the platform
enables community networking, and facilitates an iterative, community-driven
learning procedure as illustrated schematically in Figure 4.2. Similar platforms
for disseminating materials data have already seen success in other fields. In the
area of polymer nanocomposites, NanoMine has been established as a platform
for documenting and analyzing material properties [36]. In the theoretical space,
Materials Project[28] and OQMD [25] provide access to large troves of material
properties derived from high-throughput density functional theory simulations.
Within an individual research group, Gr-ResQ can be used to track and docu-
ment synthesis conditions and results. Across the community, it can augment
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Figure 4.3: The Gr-ResQ platform has three main components: the submission
tool, the query tool and the analysis tools. Raw data are fed into the database
with the submission tool and derived data are added using the analysis tools.
These data are then validated and the resulting dataset is published to MDF.
The submission tool is also compatible with OSCM to allow users to generate
and test new recipes.
the collective talent and resources of researchers across the world.
4.3 Overview
Figure 4.3 illustrates the components of Gr-ResQ. It consists of the database
(shown on the right), connected to the various tools (on the left). Users can
launch these tools directly from nanoHUB to upload, analyze, and post-process
their own graphene data. As illustrated in Figure 4.4, we divide the data into
six categories: (1) provenance (author, institution, etc..), (2) recipe (annealing,
growth and cooling parameters), (3) other synthesis conditions (furnace setup,
catalyst sample details, preparation steps, known contamination, ambient con-
ditions), (4) growth results (user-reported graphene domain size, nucleation
density, coverage), (5) characterization data (raw images, Raman spectra), and
(5) analyses (useful information extracted using the image and Raman analysis
tools such as in-plane orientation of graphene domains, Raman peak locations
and intensity ratio).
The submit tool handles data ingestion into the database, uploading recipes,
raw images (png, tiff, formats), and Raman spectra (txt). The query tool allows
users to search and visualize existing data. Query functionality is designed to
be more effective compared to a typical literature search engine. It allows users
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Figure 4.4: Types of data contained within Gr-ResQ.
to search for recipes directly by specifying parameter filters, such as a growth
temperature higher than a specific value, or graphene with a specific Raman
peaks (G′/G) ratio. This query functionality can eliminate the arduous process
of combing the literature. To establish a consistent analysis of growth results,
users can post-process the graphene scanning electron microscopy (SEM) im-
ages and Raman files, using the custom developed analysis tools. The analysis
tool set includes an application that can fit Raman spectra in order to deter-
mine graphene quality and layer count. It also includes an image tool that can
apply masks and image processing algorithms to separate the graphene from
the substrate.
Gr-ResQ uses the Materials Data Facility (MDF), a set of general materials
data publication and discovery services, and the Operating System for Cyber-
physical Manufacturing (OSCM). MDF provides a stable data archive platform
on which to publish periodic releases of Gr-ResQ data and through which users
can query and find the Gr-ResQ data. Each data release is a static snapshot of
the entire Gr-ResQ database tagged with a DOI. OSCM allows users to crowd-
source their experiments by providing instructions to participating scientists,
who then manufacture the material and return the associated data. The Gr-
ResQ interface allows users to build a step-by-step procedure and submit it to
one or more participating labs as an OSCM transaction. An OSCM transaction
is completed when the associated experimental data has been uploaded.
The Gr-ResQ platform is developed in Python using the cross-platform PyQt
library built on the popular Qt framework to generate graphical user interfaces.
PyQt combined with the pyqtgraph plotting package provide the flexibility to
develop a host of widgets and tools for data manipulation. On the backend (as of
version 1.3.0) we use a MySQL database and the SQLAlchemy toolkit are used to
manage recipe data. Finally, our tools are hosted on nanoHUB[132], a platform
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Figure 4.5: The recipe submission interface. Users input recipe procedure
step-by-step.
for both students and researchers, providing learning materials, software tools
and tools for collaboration. nanoHUB provides a single access point for Gr-
ResQ with the computing resources and support to host the tools as well as
functionality to manage member access and privileges. Users can run the Gr-
ResQ application directly from nanoHUB with no need to install software locally.
We anticipate four types of Gr-ResQ users:
• Querier/analyzer - In the basic use case, this user has open access to the
tools and database and has privileges that permit read-only access. This
user can search the database for relevant data and visualize the results
to facilitate future synthesis experiments. They can also make use of the
analysis tool suite to post-process their own data.
• Submitter - A user with writing privileges, who can add new recipes to
the database.
• Validator - A core administrator who can verify and validate submitted
recipes to ensure data integrity.
• OSCM user - A user who can request experiments through the OSCM
interface.
4.4 Submit Tool
The submit tool enables users to contribute recipes to the Gr-ResQ database.
It uses multi-tab organization for users to sequentially add their data. The tool
contains tabs for Preparation, Properties, File Upload, and Provenance. The
Preparation tab, pictured in Figure 4.5, allows users to input the experimental
conditions for their recipe and add any number of annealing, growing, or cooling
steps. To ease workflow, desired input units can be selected for each parameter.
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The submit interface also permits users to directly construct recipes for OSCM
submission. A user simply inputs their desired recipe and the tool will construct
and submit the recipe to OSCM (described further in Integration with OSCM).
Analysis information, such as coverage and number of layers, can be entered in
the Properties tab. The File Upload tab allows users to upload associated SEM
images and Raman spectroscopy data. Uploaded Raman data are automati-
cally scanned and G, G′, and D peak positions and amplitudes are calculated.
These peaks provide information for users to measure the graphene’s quality.
For instance, the ratio G′/G is correlated to the number of layers. Users also
correlate the uploaded Raman spectra with the sample uniformity by specifying
the fraction of the sample which is represented by the uploaded spectrum. This
allows our database to determine average values of Raman metrics derived from
the peak amplitudes for each sample. Lastly, users can provide their name and
affiliation in the Provenance tab, so that each recipe can be associated with its
author. The data are then reviewed by the user and submitted to the database.
Upon submission, the tool automatically checks for invalid entries. The
checks include:
• Checking for author name and institution
• Checking for preparation input
• Checking for a base pressure
• Ensuring all preparation steps have a corresponding temperature, pres-
sure, and duration
• Ensuring all growth steps have a carbon source and flow rate
• Checking for proper Raman spectroscopy format and corresponding char-
acteristic percentage
Should any of these tests fail, the user is notified so that they can correct their
input. Should the submission be valid, any other user with validation privileges
need only provide a final validation for the recipe to be visible to all users.
4.5 Query Tool
The query tool is the access point to the Gr-ResQ database, providing search
and visualization capability. With the query tool, users can perform searches
on attributes related to the synthesis recipes (temperature, catalyst, etc..), the
growth results (number of layers, coverage, etc.), or graphene properties (Ra-
man peaks characteristics). An example search is illustrated in Figure 4.6(a):
the rows under ‘Results’ become populated with all database recipes that match
the query (in this case, all recipes that use palladium thin film as a catalyst),




Figure 4.6: (a) An example search using the query interface to filter recipes
that use palladium leaf as a catalyst. (b) An example recipe visualization of the
recipe’s furnace temperature.
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the entry in the Results table. The preview pane is split into six tabs: Details,
SEM, Raman, Recipe, Provenance, and Admin. The Details tab shows infor-
mation regarding the properties that were entered with the recipe and general
information about the experimental conditions (tube size, catalyst, etc.). SEM
images and associated masks corresponding to regions of the image classified
as graphene or substrate can be found in the SEM tab, while the Raman tab
shows plots of associated Raman data. The Recipe tab allows users to visualize
the synthesis parameters such as temperature, pressures or gas flow rates versus
time. An example recipe visualization is illustrated in Figure 4.6(b). Finally,
the Provenance tab contains the name and affiliation of the recipe contributor.
Analysis and Plotting To enable statistical analysis and machine learning of
Gr-ResQ data, the “Plotting” and ‘t-SNE’ tabs within the Query Tool allows
users to visualize correlations between parameters in the recipe data. In Figure
4.7, two methods of visualization are illustrated. The ‘Plotting’ tab allows users
to construct XY scatter plots from data. For instance, Figure 4.7(a) shows how
the G’ to G Raman peak correlates to the carbon flow rate across the queried
data.
The t-distributed stochastic neighbor embedding (t-SNE) tab allows search
for clusters of data that correlate to a selected metric. A schematic representa-
tion of this can be seen in 4.7(b). t-SNE is a dimensionality reduction algorithm
that seeks to preserve, in low dimensional space, the relative similarity between
points in high dimensional space: points that appear close to each other on the
plot are more similar in their attributes. Dimensionality reduction is accom-
plished by minimizing the Kullback-Leibler divergence between a constructed
Gaussian joint probability distribution of high dimensional data and a ’Student-
t’ distribution of points in low dimensional space [134]. The positions of the data
points in reduced dimensional space are optimized to best represent clusters of
similar data in the high dimensional space. These low dimensional points can
then be colorized according to a desired metric to visualize graphene properties,
to look for areas of recipe phase space that correlate to a desired metric. For ex-
ample, in Figure 4.7(c) each data point corresponding to a particular recipe has
been colorized based on its maximum pressure. t-SNE enables visual inspection
and search for patterns in recipes that potentially contain tens or hundreds of
attributes.
A challenge to obtaining meaningful information from t-SNE is that some
recipes may be missing input for selected attributes. Consequently, it can be
difficult to know which sets of features have sufficient support. Gr-ResQ allows
users to first determine the fraction of rows that contain valid data for a par-
ticular set of features. This fraction is referred to as support and is defined
as:
supp (F ) =
|{d ∈ D|F ⊆ d}|
|D|
, (4.1)





Figure 4.7: The query tool allows users to visualize sets of recipe data as con-
ventional plots or t-SNE plots (a) Example of conventional plotting allowing
direct comparison of synthesis criteria to output. (b) Schematic representation
of a t-SNE calculation. Low dimensional visualizations can be used to look for
clusters of synthesis parameters that correlate with a desired output. (c) Ex-
ample of t-SNE plot for 13 parameters colored according to maximum pressure.
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Figure 4.8: The workflow of a typical user of the image tool to isolate the
graphene from the substrate in an SEM image and then generate a corresponding
mask for further use. The user first uploads the SEM image and crops the image
to remove the scale and then uses the masking tool to isolate the graphene from
substrate.
the set of d for all rows and F is the chosen set of features. Using the apriori
algorithm, the tool determines the support for all potential feature sets across
the selected dataset. Using the t-SNE widget, users can then choose a set of
features according to a desired level of support or choose a set of features man-
ually. Figure 4.7(c) shows a t-SNE plot for 12 parameters with a support of
0.8. The distances between two points reflect their relative similarities in the
12-dimensional space. A clustering pattern is observed when the data are col-
ored according to the maximum pressure. Experiments with similar maximum
pressures tend to be clustered together in higher dimensional space, likely due
to similar experimental procedures in each of the clusters.
4.6 Image Tool
The Image Tool is an image processing platform customized for analysis of
SEM images of graphene, with potential applicability to other types of images
as well [135]. SEM images are typically used to observe the growth results
of a synthesis experiment, such as areal coverage, nucleation density, and the
shape, size, and quality of graphene domains. While visual inspection of images
can sometimes be sufficient to determine the quality of graphene, it is desirable
to determine quantitative metrics as well. Quantitative metrics can provide
for easier comparison between experimental results and are useful as response
variables when attempting to predict optimal recipes. Such metrics include the
graphene coverage, which measures the fraction of the substrate that contains
graphene and average domain size. The image tool provides the capability to
estimate these metrics in an automated manner.
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Image Segmentation. To calculate the areal coverage of graphene in an
image, the pixels need to be classified as corresponding to graphene or non-
graphene. The workflow for separating graphene from the substrate comprises a
three-step process as illustrated in Figure 4.8. A user uploads a grayscale image
to the program, removes unnecessary parts of the image (frame, scale bar, etc),
and then creates a “mask” for the area containing graphene. Our tool provides
cropping and erasing functionality to remove parts of the image manually, but
also has the ability to automatically remove scale bars from the image as well.
After isolating the relevant part of the image, the last step is to distinguish
pixels corresponding to graphene from those of the background substrate, which
can be challenging for images with complex features. Within an SEM image of
synthesized graphene, there is typically a mix of graphene (if present), substrate,
and random substrate features such as contaminant particles. Depending on the
microscope and the synthesis results, SEM images can look quite different. The
shape and color of the graphene might vary, as can the contrast between the
graphene and substrate. Consequently, simply filtering based on pixel intensity
does not work in many instances. Instead, our tool uses a template matching
algorithm, as implemented by OpenCV[136], to do the bulk of the classification.
Since trained scientists can simply look at images and identify graphene, in
the image tool users can select one or more portions of the image containing
graphene to act as “templates.” These templates exhibit features on the pixel
level that are consistent wherever graphene is present in the image. The tool
scans the image for regions that look like the template according to a selected
similarity metric. The default similarity metric is
R(x, y) = Σx′,y′(T (x
′, y′)− I(x+ x′, y + y′))2, (4.2)
where T is a template selected by the user from the image and I is the image.
Each pixel is thus assigned a value corresponding to this measure. The user
can use a sliding bar to select a cutoff threshold to determine the maximum
value for determining whether a pixel matches the template (i.e., corresponds
to graphene).
Since the synthesis of aligned graphene crystals (single crystal-like) is of-
ten desired, we have added the capability to measure the angular alignment of
graphene domains. For instance, many experiments use relatively short syn-
thesis times to obtain large domains of “unstitched” single-crystal graphene
domains, which would appear close to hexagonal in shape. For short synthesis
times yielding isolated domains of graphene that are not joined, angular align-
ment measurement allows observation of distinct domain edges. The domains
are often not perfectly hexagonal in shape due to dislocations or other types of
defects in their structure. The image tool includes a Sobel filter, which gener-
ates a histogram of the distribution of edge angles in the image. This approach
is based on convolving the grayscale image with Sobel kernels, which approxi-
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mate the derivatives of the pixel intensities Gx and Gy in the x-direction and
y-direction respectively. The magnitude and direction of the gradient at each












where G is the gradient magnitude and θ is the gradient direction. The distri-
bution of the alignment of the domains can be obtained by binning the gradient
directions weighted by their magnitudes in a histogram. Perfectly aligned do-
mains will show a comb function, with a periodicity of 60Ph.D. in the histogram.
Figure 4.9 illustrates an artificially constructed example to demonstrate. In the
Figure 4.9(a), the hexagons are oriented about the central angle with noise
added. After applying the Sobel filter and binning the angles θ weighted by
their magnitude G, a periodic pattern of peaks emerge in the resulting his-
togram. These peaks correspond to the average orientation of the edges of the
hexagons, with the variance of the peaks arising from the distribution of orien-
tations as well as error induced by aliasing. (By contrast, randomly oriented
graphene would have no clearly discernible peaks as the edges would be uni-
formly distributed.) We can then convolve this histogram with a comb with a
periodicity of 60Ph.D. and re-center the resulting convolution so that its center
of mass is situated at 30Ph.D.. The variance of the convolution indicates the
quality of the graphene, where lower variances correspond to greater domain
alignment. Figure 4.9(b) illustrates the process for hexagons with three differ-
ent respective orientations scattered about the image. Correspondingly there
are three peaks in the convolution. Lastly, Figure 4.9(c) shows this procedure
for an image representing growth on two different grains of a polycrystalline
substrate. Again, the histogram shows the differently aligned groups and the
resulting convolution displays a peak for each set of hexagons.
In summary, the SEM image tool provides the following functionality:
• Binary Masking: converts all nonwhite pixels to black
• Blur: adds Gaussian blur to the image
• Canny Edge Detector: detects edges in the image
• Color Mask: mask a portion of the grayscale spectrum
• Crop: crop the image
• Dilate: thicken edges in the image
• Domain Centers: mark centers of graphene domain
• Draw Scale: used to determine the number of pixels per unit length
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Figure 4.9: Edge alignment analyses of artificially constructed SEM data for
(a) a single set of aligned hexagons, (b) three sets of hexagons with different
orientations and (c) two sets of hexagons with different orientations that are
located in separate domains. All hexagons have noise added to their angular
orientation. The top row is the original image. The edge orientation histogram
illustrates the distribution of edges and the convolution plot is the result of the
histogram plot convolved with the comb function. The periodic peaks in the
orientation histogram demonstrate alignment of the domains.
• Erase: erases part of the image
• Erode: thins edges in the image
• Filter Pattern: masks part of the image using template matching
• Remove Scale: removes certain types of scales found on SEM images
• Sobel Filter: applies a Sobel filter to the image
4.7 Raman Tool
The Raman tool analyzes Raman spectra of graphene, but can potentially be
used for other materials as well. Raman spectroscopy is commonly used to
check the presence, quality, and the thickness of graphene. Typically, these
spectra are analyzed manually, which can be difficult if the spectra are noisy.
The Raman tool quantitatively assesses the Raman spectrum of graphene and
returns relevant information. A user first uploads their raw Raman data as a
.txt or .csv file. The tool applies a baseline correction by fitting the baseline to
a quadratic using the method of least squares. It then uses the method of least
squares to fit each of the three peaks – D, G and G′ – to a Lorentzian function:
f(x;x0, γ, I) = I
[
γ2




Figure 4.10: Examples of the use of the Raman tool
where I is the peak height, x0 is the peak location, and γ is the half-width at
half-maximum. The tool outputs the fitted parameters and curves, the number
of layers and the quality of graphene (ratio of the peaks in the D and G bands).
Figure 4.10 shows two examples, one of which represents a noisy spectrum.
4.8 Integration with the Materials Data
Facility
The Materials Data Facility (MDF) is a set of data services designed to sim-
plify data publication, automate metadata extraction, and discovery of het-
erogeneous materials science datasets. Its data publications service enables
publication of datasets on distributed storage endpoints, access to the datasets
using Globus [137, 138] or standard HTTPs, invocation of custom extraction
scripts to collect metadata to promote discoverability (e.g., experimental pa-
rameters, derived analysis results) from published files, and generation of citable
digital object identifiers (DOIs). The MDF Discover service serves as a cloud-
hosted metadata catalog of the dataset contents and the extracted metadata,
enabling researchers to perform complex and granular queries against the pub-
lished dataset contents (e.g., match all datasets with furnace temperatures be-
tween two values or match all datasets published by a given author) and retrieve
the matching metadata and dataset contents. These publication and discov-
ery capabilities are accessible through both web and programmatic (REST and
Python) interfaces allowing integration with the other services needed to build
Gr-ResQ. Specifically, the Gr-ResQ platform leverages the MDF services to
publish data including recipes, spectrographs, electron micrographs, as well as
derived analysis results and to catalog the associated parameters and other ex-
tracted metadata. Dependency graphs are maintained in the metadata between
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submitted datasets and derived analyses to make attribution of work clear and
easily reportable.
In Gr-ResQ, each recipe is represented as an MDF dataset. Datasets are
comprised of folders that contain files including the recipe parameters in a cus-
tom JSON format, individual images, and raw Raman spectra. Upon publica-
tion, custom extractions are performed automatically on the contents of these
folders, and the resulting metadata are dispatched to the MDF Discover search
index. We append additional data for the Raman analysis, for which a new
searchable schema was developed to support meaningful queries of the results.
Platform users can use the MDF Forge Python client [139] to search the reposi-
tory and find recipes based on many criteria, including these derived features of
the Raman analysis. Releases of newly acquired Gr-ResQ data are periodically
uploaded to MDF from the Gr-ResQ database. System administrators collect
related recipes into an omnibus dataset, and once published a DOI is assigned
to the new version. For example, this can be done in preparation for a publica-
tion, where new recipes which are part of a specific research project, can have
a single DOI. The current collection of Gr-ResQ datasets in the MDF can be
viewed using the service’s search page [140] or using the MDF Forge Python
client.
4.9 Integration with OSCM
The Operating System for Cyberphysical Manufacturing (OSCM) is a full-stack
operating system to manage manufacturing hardware (machines), manufactur-
ing data (databases), and manufacturing software (applications), in networks
of cloud manufacturing [141]. We have integrated Gr-ResQ with OSCM to en-
able collaboration among users. Through OSCM, Gr-ResQ users can request
specific experiments from their collaborators within the same research team or
across research teams. This platform can enable collaborative experimentation
and community-wide design of experiments. The OSCM platform is designed to
make manufacturing “transactions” automated, safe, and verifiable across fric-
tionless and scalable networks. A transaction refers to a manufacturing order
that has been placed and executed by different users via their OSCM interac-
tions. OSCM has software components to enable collaborations amongst users,
including for machine owners and customers to register, administer, and access
manufacturing capacity in the network through several end-user applications.
OSCM integration with Gr-ResQ is one such end-user application. The OSCM
client is embedded into the Gr-ResQ tool to allow users to create and interact
with transactions and experimental resources via the OSCM restful API. In this
case, the transaction refers to a request to run a specific synthesis experiment.
The integration between OSCM and Gr-ResQ enables users to reserve time
in synthesis labs (facilities) and on equipment (specific CVD furnaces), as well
as to capture all data related to the graphene synthesis experiment in a single
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Figure 4.11: OSCM Tool workflow. Interaction between customer, provider,
transactions, and OSCM. (1) The customer creates a recipe in the OSCM tab
inside the Gr-ResQ tool. (2) The OSCM tool sends the transaction to the OSCM
cloud and saves it in its database. (3) The provider downloads and executes
the recipe. (4) When the experiment is completed, the process data are then
attached back to the transaction information located in OSCM Cloud by the
provider. (5) The customer downloads the synthesis result.
transaction. The transaction contains experimental information such as the
facility or CVD furnace, the recipe, who created the transaction (customer),
who approved and executed the transaction (provider). The transaction also
includes data that is not in the recipe database: live-measured process variables
obtained during the experiment such as temperatures, pressures, flows, etc.
The interaction between Gr-ResQ users and OSCM is depicted in Figure
4.11. Here the customer is a Gr-ResQ user requesting a specific synthesis ex-
periment from their colleague or collaborator. This customer creates a recipe in
the OSCM tab inside the Gr-ResQ tool. The recipe and additional information
about the CVD furnace are automatically encapsulated as a transaction by the
OSCM tool when the customer confirms the submission. The OSCM tool sends
the transaction to the OSCM cloud and saves it in its database. The provider,
who operates the CVD reactor, then downloads the recipe from the transaction
in OSCM Cloud to the computer that controls the CVD furnace. The recipe
is then imported as an input by the CVD controller. The provider starts the
experiment, and while the process is running, an OSCM client embedded in
the controller CVD furnace collects and saves the process data (Figure 4.12).
We have developed an application to run a LabView controller of a graphene
synthesis CVD reactor. Such applications can greatly accelerate research even
within the same laboratory. When the experiment is completed, the process
data is then attached to the transaction in OSCM Cloud by the provider. Fi-
nally, the customer can pull any transaction information from the OSCM Tool
for further analysis.
In short, OSCM integration closes the loop between database users and the
experimental facilities generating the data. OSCM allows customers to request
synthesis experiments by creating transactions using the OSCM Tool based on
a requested recipe. From the provider perspective, OSCM allows an operator
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Figure 4.12: The OSCM client is embedded in the controller software. It
collects and saves all process data, which is then attached to a transaction in
OSCM Cloud.
to download a recipe job, execute it and upload the result. Both customers
and providers are required to be registered OSCM users and can do so via the
OSCM Tool or OSCM Cloud.
4.10 Summary
We have introduced Gr-ResQ as a platform which includes a synthesis database
and a suite of tools to accelerate progress towards manufacturable CVD synthe-
sis of graphene. We view Gr-ResQ as a holistic approach to meet the objectives
of graphene manufacturing defined as the scalable, sustainable, cost-effective,
and defect-free production of graphene on dielectric substrates for use in future
electronics. While basic graphene synthesis has already reached critical mile-
stones, such as large area single domain growth on optimized metal catalyst, the
future goals delineated here still greatly challenge the research community. The
required advancements could be more effectively achieved by the community
if some of the current hurdles are lifted, such as those associated with finding
the most relevant recipes in the vast literature, having sufficient data to quickly
replicate specific growth conditions in a different lab, and having large amounts
of reliable data to enable the use of machine learning and other data-driven
tools. Gr-ResQ addresses these needs by providing tools for researchers to or-
ganize and analyze their own data as well as data from the broader community,
in the form of SEM and Raman spectroscopy post-processing. It also allows
users to upload the results of their own recipes into a centralized and stan-
dardized table-like database, allowing researchers to learn best practices for the
production of high quality graphene. The integration of a recipe database with
cyberphysical platforms such as OSCM, allows researchers to seamlessly collab-
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orate in community-driven experimentation and machine learning-based model-
ing. Beyond graphene, we believe that a similar approach should be adopted for
the synthesis and production of all other 2D materials by CVD [142], enabling
faster realization of technologies that use these new materials.
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5 Neural Network Image
Segmentation of SEM
Images
In Chapter 4, I introduced a platform to collect, analyze and learn from a
crowd-sourced repository of graphene recipe data. In order to properly learn
from the aggregated data, however, it is necessary to associate recipes with a
quality metric. With both, it will then be possible to construct a model to
discover patterns in the data and make predictions. One of the most important
metrics is the quantity of graphene produced as measured by surface area of the
material. In particular, measuring the surface area of the graphene in an SEM
image can give an indication of both the absolute quantity of graphene produced
and the fractional coverage of the substrate. The former provides information
on yield, while the latter pertains to the quality of the yield — whether there
are areas in an image lacking coverage. Determining surface coverage in an
SEM image, however, can be a time-consuming process of manually labeling the
regions that contain the material. Moreover, recording this information in the
Gr-ResQ database would require that either the user inputting the data or the
administrators of the database conduct this analysis. However, requiring manual
determination of surface coverage could discourage users from inputting their
synthesis data and requiring administrators to do so rapidly becomes unfeasible
for large quantities of SEM data.
To address this challenge, in this chapter I provide a model that is capable
of automatically calculating the surface area of graphene in an SEM image
as part of the Computational Tools component of the MGI. I utilize a U-Net
encoder/decoder architecture [143] that is capable of classifying regions of the
images that contain graphene and those that do not. Ultimately, the goal of
this model is to automatically determine graphene coverage of SEM images
that are uploaded to the Gr-ResQ database. With both the recipe information
and the surface coverage, researchers can utilize models to detect patterns in
the collected graphene synthesis data and make predictions on recipes that will
provide better quality results.
The following chapter is derived from a manuscript of a paper in preparation
for submission,




Scanning electron microscopy (SEM) is one of the most commonly used ap-
proaches for characterization of synthesized 2D materials such as graphene. Im-
ages from SEM contain detailed information about crystalline quality, domain
size, and nucleation density, but typically are analyzed through a laborious, se-
rial process that relies on the trained eye of synthesis experts. For instance to
determine the areal growth density achieved during a synthesis experiment, it
is necessary to manually observe SEM images and distinguish between regions
where the 2D material is present and where it is not, which is tedious to carry
out at scale. When optimizing a synthesis recipe for a 2D material, if such
images could be gathered and analyzed in a rapid and automated way, then the
application of data-driven or machine learning techniques to accelerate knowl-
edge around the synthesis process become possible. Recently, we introduced the
Gr-ResQ (‘graphene rescue’) database and software suite to enable community-
scale sharing of data and expertise around synthesis of graphene by chemical
vapor deposition. In this work, to enable a rapid, automated approach to SEM
image classification in Gr-ResQ, we demonstrate the use of an image segmenta-
tion neural network to automatically distinguish between pixels in SEM images
that correspond to regions where graphene is and is not present. We utilize the
U-Net architecture coupled with moderate image augmentation to learn on a
dataset of 58 pre-labeled images and demonstrate an accuracy of 0.92 ± 0.02,
precision of 0.88±0.19 and recall of 0.95±0.10. While we find that the classifier
can sometimes generate spurious artifacts, its overall performance demonstrates
potential for SEM image segmentation at scale.
5.2 Introduction
Before their useful mechanical[144] and electrical properties [145] can be utilized
in real world devices like electronics[146] and photonics [147], graphene and
other 2D materials must be manufactured at scale in a reliable, reproducible,
and inexpensive manner. As great as the theoretical utility of graphene may
be, producing large, high-quality sheets of the material has proven to be very
challenging and still remains an active area of interest [102, 103, 104]. Graphene
is most frequently synthesized using chemical vapor deposition (CVD), in which
carbon precursors react at the surface of a prepared substrate within a vacuum
furnace, whose temperature and pressure are carefully controlled [148]. The
growth process and material quality is highly sensitive to the recipe used, with
even successful syntheses often exhibiting defects or polycrystallinity [103].
Further complicating the situation, optimization of growth recipes is largely
carried out with research teams or organizations working in isolation of each
other. While large amounts of data about the synthesis process exist, these data
are distributed across research groups around the world which is not conductive
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to using data analytics approaches for recipe optimization. To address this
limitation, we recently introduced Gr-ResQ (“Graphene – Recipes for synthesis
of high quality material”) [105]. Gr-ResQ, pronounced ‘graphene rescue’, is
both (i) a crowd-sourced database of graphene synthesis recipes and associated
experimental results as well as (ii) a set of software tools for analysis of the
database. The database is integrated with the Materials Data Facility [140] and
Gr-ResQ also provides users access to online distributed experimentation via
the Operating System for Cyberphysical Manufacture [141].
Gr-ResQ’s database includes both SEM images associated with growth recipes
as well an image processing tool to enable users to analyze the images. One of
the principal ways to characterize the effectiveness of a synthesized sample is
through Scanning Electron Microscopy images. SEM images provide detailed
information about about growth experiments including crystalline quality, do-
main size, nucleation density, the presence/absence of contaminants, and other
features. However, images from SEM are typically analyzed in a serial manner
one at a time. When images are collected at scale, as in the Gr-ResQ framework,
it becomes critical to develop a rapid, automated method to accelerate image
analysis. To address this need, in this work we demonstrate a neural network
based approach to rapid analysis of SEM images of CVD grown graphene.
Increasingly economical computational hardware coupled with advances in
deep learning have led to great strides within image segmentation. Image seg-
mentation refers to the partitioning of a digital image into several segments
(sets of pixels), in order to simplify or change its representation into something
that is more meaningful and easier to analyze. Simply put, image segmentation
assigns a classification or label to every pixel in an image, so that pixels with
the same label share certain characteristics. It has been used for applications
like identifying cancerous lesions[149], edges in images [150] and locations of
objects [151]. Image analysis methods have been applied to characterize mate-
rials synthesis processes in the past, such as determining nanosheet thickness
[152, 153] and classifying graphene flake characteristics [154, 155]. Approaches
based on neural networks have only recently been applied to characterization of
synthesized materials, for example to distinguish between different 2D materials
from optical micrographs [156] and strain mapping of atomic defects [157].
In this study, we use the U-Net [143] architecture to segment SEM images
of CVD grown graphene into pixels that contain graphene and those that do
not. This encoder-decoder architecture has been very effective in the medical
field [158, 159, 160] and can be trained on relatively small-sized datasets. By
applying the U-Net model to the identification of graphene growth, we find that
it is able to accurately quantify graphene coverage. We obtain an accuracy of
0.92 ± 0.02, precision of 0.88 ± 0.19 and recall of 0.95 ± 0.10. As the Gr-ResQ
database grows, the model will be regularly retrained and is expected to further
improve in its performance metrics. These improved models will also be made
available in forthcoming releases of the Gr-ResQ framework. We envision that it
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Figure 5.1: Schematic representation of the proposed Gr-ResQ workflow of
graphene synthesis data acquisition and recipe prediction. (a) CVD synthesis
experiments are conducted and SEM images of the results are analyzed with
the (b) Gr-ResQ image tool to classify regions containing graphene. (c) The
post-processed SEM images and their associated masks are used to train the
U-Net neural network classifier, which eventually obviates the need for manual
image segmentation. (d) Utilizing the SEM-derived quality metrics and recipe
information, predictive models are trained to improve synthesis output. Even-
tually, part (b) is removed as the neural network is trained on enough data to
consistently output accurate masks.
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Figure 5.2: (a) An example instance of the Gr-ResQ image tool being used to
divide an SEM image into two groups of pixels, with one selected as representing
the graphene-containing portion. Users can enter (i) a window size which con-
trols the amount of contextual information for a given pixel, (ii) the number of
clusters (in this case, two), (iii) the stride length controlling the amount overlap
between windows and the resulting resolution of the output and (iv) a random
seed to allow for repeatability of results. Regions of like pixels are then selected
from the resulting list which is ordered by fractional area. (b) The step-by-step
results of using the Gr-ResQ image tool to manually classify regions of the SEM.
The image is uploaded, its scale bar is automatically removed by a feature in
the tool and in this instance, a k-means clustering algorithm is used to separate
out regions of the image.
will provide the needed capability for rapid, automated analysis of SEM images
at scale within the Gr-ResQ community.
5.3 Methods
5.3.1 Overall Workflow
Figure 5.1 illustrates the workflow used here to demonstrate neural network
based segmentation of SEM images. First, as shown in Figure 5.1(a) multiple
graphene samples were synthesized by CVD, and a set of 58 SEM images were
obtained. To prepare the training and test sets for U-Net, the images were
then (b) analyzed within the Gr-ResQ Image Tool to classify regions contain-
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ing graphene. The image tool expedites manual classification by using simpler
image processing approaches (as described later) to separate the graphene from
substrate. For each SEM image, a binary mask that labels each pixel either
as ‘graphene’ or ‘not graphene’ is created. (c) The resulting mask data gener-
ated from the image tool was then used to train an artificial neural network to
automatically classify the SEM images. Finally, Figure 5.1(d) shows our ulti-
mate aspirational goal for Gr-ResQ itself. Once a sufficient data set of recipe
inputs and associated SEM images are available, quality metrics derived from
automated analysis of the SEM images (e.g. surface coverage) can then be used
within a machine learning model to predict recipes by optimizing the metric
with respect to recipe parameters. The ultimate goal of post-processing SEM
images of synthesized graphene is to enable researchers to make better com-
parisons between experimental results and consequently, make predictions on
optimal recipe procedures. We note that, as more SEM data is processed by
the image tool and added to the training set for the neural network, the manual
classification approach used in (b) can eventually be phased out. This would
enable a continuously updating recipe prediction algorithm that automatically
post-processes new synthesis data in the Gr-ResQ database and generates new
recipe predictions with the expanded training set.
5.3.2 U-Net
As shown in Figure 5.1(c), U-Net is a convolutional neural network that reduces
the input image down to a latent space representation with successive down-
sampling of the input image. The latent space representation is then upsampled
with each layer including added input from the downsampling steps. By com-
bining the output of the downsampling layers into the upsampling layers, the
neural network can augment its output with contextual information. To create
the neural network, we used the Keras/Tensorflow python framework [161, 162]
run in parallel across 8 Volta100 GPUs.
The specific architecture for our U-Net is illustrated in Figure 5.1(c). The
256x256 resolution image input is first run through two convolution layers with
3x3 tile sizes and the output is put through a 2x2 max pooling layer. This con-
tinues several times with the last downsampling step adding a 50% dropout step
as well. After the first convolution layer, the number of channels is increased
to 64 and for each level after, the number of channels is doubled until there are
1024 channels after the last downsampling step as illustrated in the schematic.
The first upsampling step halves the number of channels and is combined again
with a 50% dropout layer. The output of the upsampling enters a 3x3 convolu-
tion layer and is then concatenated with the output from the convolution layer
from a corresponding downsampling level. This is run through a convolution
layer again and the number of channels is halved. This upsampling process is
then repeated (without any dropout) until the number of channels is once again
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64. One last 3x3 convolution with two output channels is then fed into a 1x1
convolution layer with a sigmoidal activation and a single output channel. By
padding with zeros for each convolution and upsampling step, we are also able
to maintain the same dimensions of the input image. With the exception of the
last layer, all activations are rectified linear unit (ReLU) functions.
The model was trained with batch sizes of 32 images for 100 epochs. In
order to improve optimization, each batch after the 30th epoch consisted of
augmented versions of one of the training images as well as the prior unaltered
versions. Image augmentation was delayed to avoid spurious convergence of the
neural network. We used a binary cross entropy to calculate the loss as:
L(x, z) = −(z log(g(x)) + (1− z) log(1− g(x))) (5.1)
5.3.3 Generation of Training and Testing Data via SEM
Image Processing Tool
Here we describe the method used to generate the training data for the neural
network. As the training data was generated using the SEM Image Processing
tool that is available via Gr-ResQ, we additionally describe here the various
capabilities and features of the tool itself, which may be of interest to others
for image processing. The tool is written in Python and utilizes the PyQt
framework in combination with the external libraries OpenCV[136] and sci-kit
learn[77]. It is accessible via nanoHUB, a platform that provides users in the
nanoscience and nanoengineering community with resources and tools to help
their research[132].
To expedite manual image segmentation, the Gr-ResQ image tool imple-
ments functionality to support the user and hasten the process. As illustrated
in Figure 5.2(b), the typical workflow is as follows:
• Upload the SEM image.
• Remove the scale bar by either using the tool to crop the image manually
or use the ’Remove Scale’ option to automatically remove it.
• Use the ’Filter Pattern’ modification to then determine areas of the image
that contain graphene.
The final step of this process is illustrated in Figure 5.2(a), with graphene-
containing regions highlighted in pink. The tool allows for different methods
of image segmentation. The method used in Figure 5.2 is K-Means clustering
[163], an unsupervised learning technique. In K-Means, data is associated with
a particular cluster according to proximity to a centroid. Centroid positions
are then updated according to the average position of data points within its
Voronoi polyhedron. The process is repeated until convergence of data point







Brightness γ = [0.2, 1.8]
Vertical Flip 50%
Horizontal Flip 50%
Table 5.1: The parameters for image augmentation are listed in the table.
construct the data set for the K-Means clustering, the image is subdivided into
windows, which are square portions of overlapping pixel regions. Together,
these regions form a set of pixel vectors (the region arrays are flattened). The
tool then separates the the set of pixel vectors into a user-determined number
of clusters using the K-Means algorithm. The center pixel of each window is
then labeled according to the cluster containing the pixel vector. Thus, the
user need only input the number of clusters, the window size, and a random
seed. Users can also specify the stride length allowing for differing amounts of
overlap of the windows. For stride lengths greater than one, some pixels have
no corresponding window and are simply labeled according to the nearest one.
After the image pixels are clustered, the user selects which regions correspond
to graphene. An example of an application of the tool to an image can be found
in Figure 5.2(a). In the program, the SEM image has already been processed so
as to remove the black scale bar. The K-Means classifier is then applied, with
a 15x15 window size, two clusters, and a stride length of three. The tool also
allows users to input a random seed to enable better repeatability of results.
After the image segmentation is conducted, the tool lists clusters in according
to fractional area of the whole image, where it can be seen that one of the
clusters has been selected.
Within the SEM Image Processing Tool, users can also use template match-
ing to segment the image. In this case, a user selects a portion of the image
corresponding to graphene to act as a template. The template is then compared
to the rest of the image using a similarity metric. In this case, it is the euclidean
distance between the template vector and a corresponding region in the image.
Users can then specify a cutoff for the similarity to determine whether pixels
should be categorized as graphene or not. If further editing is required for ei-
ther the clustering or template matching, it is also possible to manually select
or deselect areas of the image as well.
5.3.4 Dataset and Image Augmentation
The dataset consisted of 58 SEM images of graphene synthesis experiments on
a copper or palladium substrate. The resolutions for each image could vary so





Table 5.2: The final accuracy, precision and recall for the U-Net model.
using the Gr-ResQ image analysis tool, which utilized a template matching
algorithm and manual input to identify regions containing graphene. In order
to make the most use of the relatively small dataset, we made extensive use of
data augmentation. For each augmented batch, an image was selected and the
following augmentations were performed: image rotation, image shift, shearing,
magnification, horizontal and vertical flipping as well as brightness modification.
The parameters for these augmentations can be found in Table 5.1. The SEM
images can look very different, with some images having much more contrast
between the graphene and substrate. Moreover, the overall intensities of the
images can vary drastically from image to image. Consequently, we also used
brightness augmentation to further regularize our model.
5.4 Results and Discussion
The model was fitted across 100 epochs, with the model loss and accuracy
illustrated in Figure 5.3. It can be seen in Figure 5.3(a) that the model loss
continues to decrease over time for both test and training sets, with a kink at
epoch 30 where image augmentation begins. The fact that the accuracy for the
test set continues to decrease throughout fitting even as the loss decreases for
the training data suggests that the model is not overfitting.
The U-Net model appears to perform well, with the results tallied in Table













where P is the number of graphene pixels in the image, N is the number of
substrate pixels, TP is the number true positives (pixels correctly labeled as
graphene), TN is the the number of true negatives (pixels correctly labeled
as substrate), FP is the number of false positives (substrate pixels incorrectly
labeled as graphene), and FN is the number of false negatives (graphene pixels
incorrectly labeled as substrate).
The accuracy (0.92± 0.02) and recall (0.95± 0.10 are both quite high. The
precision (0.88±0.19 ) is within error bars but possibly somewhat lower. This is
likely due to the choice of loss function, which privileges accuracy over precision
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Figure 5.3: (a) The model loss and (b) model accuracy over one hundred
epochs. There is a discontinuity at epoch 30 as the image augmentation is
implemented. The accuracy of the test data does not appear to deviate from
that of the training data, which suggests the model is not overfitting.
83
as it penalizes incorrect classification of both classes – graphene and substrate.
This is further illustrated in the variance of the accuracy compared to the other
metrics. The standard error of the accuracy is very low, which again suggests
the model is not overfitting. However, the precision and recall variance are much
larger, which indicates much more variability for these metrics, which is again
due to the model’s preference for lower accuracy error. The lower precision
and higher recall also suggest that the model may to some extent be over-
predicting regions with graphene. Even so, high accuracy is more preferable
for our purposes than high precision, as we are looking to quantify graphene
coverage more so than ensuring that all graphene regions are selected as such
on an image.
While the neural network performs well overall, it was observed to sometimes
generate spurious artifacts in the outputted mask. Given its high variance, this
appears to have predominantly affected the precision of the model rather than
the accuracy. We have selected a few instances to illustrate the disparities we
observed in the test results, which can be seen in Figure 5.4. In most cases, the
model performed with a high accuracy and precision, however it is of interest to
consider example cases where the model performs well in accuracy and poorly in
precision, and other permutations. The top row of Figure 5.4 shows an example
of high accuracy, high precision – which is associated with an image where the
contrast between the graphene and non-graphene regions is evident. As shown
in the second row (high accuracy, low precision) when contaminants are present,
the model misidentifies the substrate, over-predicting where graphene is present.
The third row (low accuracy, high precision) illustrates a more complex image
with a high density of nucleation sites. The model appears to have lower recall in
this case, indicating challenges with more complex images. As illustrated in the
bottom row in Figure 5.4 (low accuracy, low precision), the model occasionally
incorrectly labeled large swaths of substrate as graphene. Many of these issues
might be attributed to the relatively small training set size. As more SEM
images are collected and added to the training data, the model is likely to
improve its performance.
While neural networks are sometimes considered to operate as “black box
methods”, it can sometimes be useful to analyze the “inner workings” of the
model. We used the DeepLIFT[164] algorithm to analyze a sample input image
illustrated in Figure 5.5(a). DeepLIFT determines the contributions of the
features (i.e. the input image and its pixels) to the mask output. It then
compares this to a reference input, which is a white image (array of zeros) to
determine to determine pixels that increase or decrease the the likelihood that
an output pixel is labeled graphene or not graphene. In Figure 5.5(b), we show
that the edges appear to be very important when determining what is and is not
graphene. Moreover, we can see in Figure 5.5(c) that both pixels in the interior
of the graphene domains and the edges appear to increase the likelihood that























































Figure 5.4: Examples for SEM images that displayed high/low accuracy and
high/low precision. The model appears to do well for images with starker con-
trast, less complexity. Additionally, spurious artifacts seem to sometimes appear






Figure 5.5: DeepLIFT analysis of the U-Net classifier, which illustrates the
contribution that each input pixel has on the outputted predicted mask. The
(a) original image is shown along with (b) all attributions, (c) attributions that
contribute to classifying as graphene and (c) attributions that contribute to
classifying as substrate.
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the domains decrease the likelihood that the output is classified as graphene
as shown in Figure 5.5(d). This output matches intuition as edges are known
to be important contributions to human vision as well [165]. This suggests
that images that have greater contrast between graphene and substrate might
generate better predictions.
5.5 Conclusion
In this study, we demonstrate the efficacy of the U-Net model for segmentation
of SEM images of graphene synthesized by chemical vapor deposition on sub-
strates. We find that it performs very well, particularly for a relatively small
sized dataset. Given the accuracy achieved by the model, it can be used for
future high throughput classification of SEM images for the determination of
graphene coverage. As the data set grows, with knowledge of both the recipe
and resulting coverage information, we expect that synthesis researchers can po-
tentially leverage the data set to expedite optimization of high quality graphene
synthesis.
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6 Conclusion and Future
Work
In the field of materials design, the complexity of many problems can often make
traditional approaches either computationally intractable or cost prohibitive.
Consequently, an alternative approach is necessary that can fill the gap. In-
creasingly, in the era of big data, the ability to leverage information has become
a useful technique for solving such problems. With machine learning models, it
can be possible to discover patterns and make accurate predictions using only
data, compensating for the deficiencies in existing methodology.
In this work, two different applications of data-driven materials design were
explored. In the first, a computationally-driven sequential learning process was
explored for discovery of new spinel compounds. As current computational ma-
terials discovery techniques can hardware intensive and suffer from the approxi-
mations in the simulations or methods they employ, data-driven methods stand
to potentially hasten the process. In this study, a training set was created com-
bining data derived from DFT with data derived empirically from experiments.
By leveraging both sources, the resulting machine learning model was fitted
in an iterative fashion, with the model updated with new input derived from
simulations. The iterative nature has the potential to reduce computational
costs and the resulting model has been shown to outperform purely simulation-
based methods for DFT-calculated compounds. This process could be further
improved in future investigations by utilizing artificial neural networks. By uti-
lizing a graph neural network as like the architecture used by Xie et al.[53],
the model could potentially intake a much larger chemical phase space. The
models used in this thesis had a fixed length feature vector that necessitated
limiting the discovery to a particular structure type. However, the graph nature
of a graph neural network allows for a variable number of atoms and elemental
species. Thus, one could use the graph neural network to learn from a multi-
tude of structure types instead. The addition of different structures might also
improve the accuracy of over a single structure type model by introducing a
greater amount of chemical information.
In the second application, the Gr-ResQ platform is introduced as a tool for
aggregating and analyzing graphene synthesis recipes and their products. As
graphene data is dispersed throughout the literature in an unstandardized for-
mat, the database provides a central repository for researchers to learn from
the collective knowledge of the synthesis community. The platform also pro-
vides tools for post-processing graphene data, with the goal of expediting the
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manufacturing of high quality graphene. Finally, a neural network model is
trained on the post-processed SEM data to automatically classify regions of an
image as graphene or substrate, further expediting the analysis process. By
collecting the graphene quality data derived the Gr-ResQ tools or neural net-
work into a database, Gr-ResQ can enable researchers to create their own data-
driven models for improving graphene synthesis. Future work on the Gr-ResQ
platform could incorporate the neural network image segmentation to automat-
ically determine graphene coverage from SEM images uploaded to the database.
Moreover, by using a similar methodology, it may be possible to automate the
identification of graphene domains in the images as well. Having an automated
framework for extracting graphene quality data can allow for faster acquisition
of synthesis quality metrics for the Gr-ResQ database. With sufficient infor-
mation on the quality of graphene associated with their corresponding recipes,
it can then be possible to build predictive models on the ingested data. With
these models, the synthesis process can potentially target optimal recipes for
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Graphene as transparent electrode material for organic electronics. Ad-
vanced Materials, 23(25):2779–2795, 2011.
[13] Gabriel R Schleder, Antonio CM Padilha, Carlos Mera Acosta, Marcio
Costa, and Adalberto Fazzio. From dft to machine learning: recent ap-
proaches to materials science–a review. Journal of Physics: Materials,
2(3):032001, 2019.
[14] Artem R Oganov and Colin W Glass. Crystal structure prediction using ab
initio evolutionary techniques: Principles and applications. The Journal
of chemical physics, 124(24):244704, 2006.
[15] Andriy O Lyakhov, Artem R Oganov, Harold T Stokes, and Qiang Zhu.
New developments in evolutionary structure prediction algorithm uspex.
Computer Physics Communications, 184(4):1172–1182, 2013.
[16] Artem R Oganov, Andriy O Lyakhov, and Mario Valle. How evolutionary
crystal structure prediction works and why. Accounts of chemical research,
44(3):227–237, 2011.
[17] Yanchao Wang, Jian Lv, Li Zhu, and Yanming Ma. Crystal structure pre-
diction via particle-swarm optimization. Physical Review B, 82(9):094116,
2010.
[18] J Pannetier, J Bassas-Alsina, J Rodriguez-Carvajal, and V Caignaert.
Prediction of crystal structures from crystal chemistry rules by simulated
annealing. Nature, 346(6282):343–345, 1990.
[19] S t Bhagavantam and D Suryanarayana. Crystal symmetry and physical
properties: application of group theory. Acta Crystallographica, 2(1):21–
26, 1949.
[20] Alec Belsky, Mariette Hellenbrandt, Vicky Lynn Karen, and Peter Luksch.
New developments in the inorganic crystal structure database (icsd): ac-
cessibility in support of materials research and design. Acta Crystallo-
graphica Section B: Structural Science, 58(3):364–369, 2002.
[21] Mariette Hellenbrandt. The inorganic crystal structure database
(icsd)—present and future. Crystallography Reviews, 10(1):17–22, 2004.
[22] Online materials information resource.
[23]
[24] James E Saal, Scott Kirklin, Muratahan Aykol, Bryce Meredig, and
Christopher Wolverton. Materials design and discovery with high-
throughput density functional theory: the open quantum materials
database (oqmd). Jom, 65(11):1501–1509, 2013.
[25] Scott Kirklin, James E Saal, Bryce Meredig, Alex Thompson, Jeff W
Doak, Muratahan Aykol, Stephan Rühl, and Chris Wolverton. The open
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Leonid Kahle, Rico Häuselmann, Dominik Gresch, Tiziano Müller, Ali-
aksandr V Yakutovich, Casper W Andersen, et al. Aiida 1.0, a scalable
computational infrastructure for automated reproducible workflows and
data provenance. arXiv preprint arXiv:2003.12476, 2020.
[60] Giovanni Pizzi, Andrea Cepellotti, Riccardo Sabatini, Nicola Marzari, and
Boris Kozinsky. Aiida: automated interactive infrastructure and database
for computational science. Computational Materials Science, 111:218–230,
2016.
[61] Geoffroy Hautier, Christopher C Fischer, Anubhav Jain, Tim Mueller, and
Gerbrand Ceder. Finding nature’s missing ternary oxide compounds using
machine learning and density functional theory. Chemistry of Materials,
22(12):3762–3767, 2010.
[62] Christopher C Fischer, Kevin J Tibbetts, Dane Morgan, and Gerbrand
Ceder. Predicting crystal structure by merging data mining with quantum
mechanics. Nature materials, 5(8):641–646, 2006.
[63] G Bergerhoff, ID Brown, F Allen, et al. Crystallographic databases. In-
ternational Union of Crystallography, Chester, 360:77–95, 1987.
[64] Rudolf Allmann and Roland Hinek. The introduction of structure types
into the inorganic crystal structure database icsd. Acta Crystallographica
Section A: Foundations of Crystallography, 63(5):412–417, 2007.
[65] Dejan Zagorac, H Müller, S Ruehl, J Zagorac, and Silke Rehme. Recent
developments in the inorganic crystal structure database: theoretical crys-
tal structure data and related features. Journal of applied crystallography,
52(5), 2019.
[66] A.L Stuyts A. Broese Van Groenou, P. F. Bongers. Magnetism , Mi-
crostrueture and Crystal Chemistry of Spinel Ferrites. Mater. Sci. Eng.,
3:317–392, 1968.
94
[67] DC Johnston. Superconducting and normal state properties of li 1+ x
ti 2- x o 4 spinel compounds. i. preparation, crystallography, supercon-
ducting properties, electrical resistivity, dielectric behavior, and magnetic
susceptibility. Journal of Low Temperature Physics, 25(1):145–175, 1976.
[68] MM Thackeray, A De Kock, MH Rossouw, D Liles, R Bittihn, and D Hoge.
Spinel electrodes from the li-mn-o system for rechargeable lithium bat-
tery applications. Journal of The Electrochemical Society, 139(2):363–366,
1992.
[69] Wilmont F Howard Jr, Stephen W Sheargold, Phillip M Story, and
Robert L Peterson. Stabilized spinel battery cathode material and meth-
ods, May 6 2003. US Patent 6,558,844.
[70] Eiji Hosono, Tetsuichi Kudo, Itaru Honma, Hirofumi Matsuda, and
Haoshen Zhou. Synthesis of single crystalline spinel limn2o4 nanowires for
a lithium ion battery with high power density. Nano letters, 9(3):1045–
1051, 2009.
[71] Miao Liu, Anubhav Jain, Ziqin Rong, Xiaohui Qu, Pieremanuele Canepa,
Rahul Malik, Gerbrand Ceder, and Kristin A. Persson. Evaluation of sul-
fur spinel compounds for multivalent battery cathode applications. Energy
Environ. Sci., 9(10):3201–3209, 2016.
[72] Xuan-Wen Gao, Yuan-Fu Deng, David Wexler, Guo-Hua Chen, Shu-
Lei Chou, Hua-Kun Liu, Zhi-Cong Shi, and Jia-Zhao Wang. Improv-
ing the electrochemical performance of the LiNi <sub>0.5</sub> Mn
<sub>1.5</sub> O <sub>4</sub> spinel by polypyrrole coating as a
cathode material for the lithium-ion battery. J. Mater. Chem. A, 3(1):404–
411, 2015.
[73] Shumei Dou. Review and prospects of Mn-based spinel compounds as
cathode materials for lithium-ion batteries. Ionics, 21(11):3001–3030,
2015.
[74] Hiroshi Kawazoe and Kazushige Ueda. Transparent Conducting Oxides
Based on the Spinel Structure. Journal of the American Ceramic Society,
36(189666):3330–3336, 1999.
[75] Charles F Windisch Jr, Kim F Ferris, and Gregory J Exarhos. Synthesis
and characterization of transparent conducting oxide cobalt–nickel spinel
films. Journal of Vacuum Science & Technology A: Vacuum, Surfaces,
and Films, 19(4):1647–1651, 2001.
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dulkadir, Yassine Marrakchi, Anton Böhm, Jan Deubner, Zoe Jäckel,
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Appendix A: Top Spinel
Predictions
LASSO Ridge Regression Random Forest
Compound Probability Compound Probability Compound Probability
CuNi2O4 0.9933 SiCl2O4 0.9987 VCr2O4 1
CuCu2O4 0.9923 SiCl2Te4 0.9942 CuNi2S4 0.999
NiCu2O4 0.9922 NiCl2O4 0.9904 NiCr2S4 0.998
HgSc2O4 0.991 PCl2O4 0.9901 CoCo2S4 0.997
CoCu2O4 0.9899 InSc2O4 0.9899 CoFe2S4 0.996
FeCu2O4 0.9884 GaCl2O4 0.9894 CuFe2S4 0.996
ZnSc2O4 0.9884 SiCl2S4 0.9886 NiFe2S4 0.995
GaSc2O4 0.9882 CuCl2O4 0.9885 CuNi2O4 0.995
GaNi2O4 0.9873 GeCl2O4 0.9883 CrV2O4 0.994
NiCu2S4 0.9862 CdSc2O4 0.9874 MnMn2O4 0.992
CuSc2O4 0.986 SiBr2O4 0.9871 ZnMn2O4 0.988
CuCu2S4 0.9859 CoCl2O4 0.9868 FeFe2S4 0.987
GeCu2O4 0.9857 ZnNi2O4 0.9863 CoCu2O4 0.986
CuNi2S4 0.9856 ZnCl2O4 0.9859 CuMn2S4 0.986
GaCu2O4 0.985 FeCl2O4 0.9849 FeCu2O4 0.984
SnNi2O4 0.9839 AgSc2O4 0.9849 CuIn2S4 0.984
NiSc2O4 0.9834 ZnSc2O4 0.9846 NiCu2O4 0.979
SnLu2S4 0.9826 ZnCu2O4 0.9835 CuCu2O4 0.979
SnCu2O4 0.9824 SnSc2O4 0.9834 ZnNi2O4 0.978
ZnNi2O4 0.9824 CuNi2O4 0.983 CoMn2S4 0.976
CuFe2S4 0.9822 GaNi2O4 0.9828 VAl2O4 0.976
NiFe2S4 0.9822 SiS2O4 0.9822 FeCo2S4 0.976
GaCo2O4 0.9816 InFe2O4 0.9805 CuCu2S4 0.973
CuLu2S4 0.9815 ScSc2O4 0.9796 CoCu2S4 0.973
SnSc2O4 0.9814 CuCu2O4 0.9795 CuAl2S4 0.971
CoSc2O4 0.9814 GaCu2O4 0.9795 CrGa2O4 0.971
CoCu2S4 0.9809 FeCu2O4 0.9787 MnAl2O4 0.971
Table A.1: Top predictions at the end of the sequential learning
procedure.
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