ABSTRACT This paper studies the selective maintenance problem for a multi-state system (MSS) performing consecutive production missions with scheduled intermission breaks. To improve the reliability of the system successfully performing the next mission, all maintenance actions need to be carried out during maintenance breaks. However, it may not be feasible to repair all components due to the limited maintenance resources (such as time, costs, and manpower). Hence, a selective maintenance model was established to identify a subset of maintenance actions to perform on the repairable components. We extend the original model in several ways. First, we consider the role of degradation interaction in determining the state transition probability of each component. Back-propagation (BP) neural network is employed to predict the transition matrix since it is not practicable to analyze the degradation processes of all components using the traditional probability model. Second, a selective maintenance optimization model for an MSS is established based on the prediction results of the BP neural network and solved by a genetic algorithm (GA). Finally, an example is illustrated to verify the effectiveness and superiority of the proposed method.
I. INTRODUCTION
Many systems are required to perform a series of production missions separated by scheduled breaks. To prepare a system to successfully complete its next mission, it is crucial to decide which components should undergo maintenance activities with the limited maintenance resources allotted between missions. In such a case, the concept of selective maintenance was initially introduced by Rice et al. [1] . The authors focused on a series-parallel system consisting of independent and identically distributed components. Cassady and Murdock [2] and Cassady et al. [3] extended the work of Rice by including age as a factor and assumed that the lifetimes of all binary components follow a Weibull distribution. Additionally, they also proposed a list of eligible maintenance options: minimal repair, corrective replacement of a failed component and preventive replacement of a working component. Diallo et al. [4] applied selective maintenance actions for large serial k-out-of-n systems and considered both
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preventive maintenance actions and corrective maintenance actions. Pandey et al. [5] considered effective age in the selective maintenance model and included imperfect repair as a maintenance option.
In all these studies, the systems and components were assumed to be in only two possible functioning states: completely failed or perfect functioning. However, a multi-state system (MSS) can operate in several possible states, since its capacity will degrade continuously during the mission. In the context of intelligent production, the state of an MSS and its components can be determined based on data collected by various smart sensors. Since device anomalies can propagate between sensors [6] , the real-time system state can be determined. Through the rapid development of complexity and intelligence in MSSs, massive amounts of data can be acquired in real time [7] - [10] , which is crucial for the maintenance decisions of an MSS.
As a typical multi-state system, the selective maintenance decisions for an MSS are more complex than those of binary systems. Chen et al. [11] first established a costoptimal selective maintenance model for a series-parallel VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ multi-state system subject to system reliability constraints. Liu and Huang [12] considered a multi-state system with multiple binary components, and the failure rate was determined based on the Kijima II model. Lisnianski and Levitin [13] introduced the concept of performance rate to quantify the functioning level of each state of the overall system and components. Dao et al. [14] and Dao and Zuo [15] included economic dependence and structure dependence in the optimization model. Pandey et al. [16] solved the selective maintenance problem for a multi-state system consisting of multi-state components.
In the study of Pandey et al. [16] , the degradation process of all components was assumed to be independent and known before the next mission. Due to the complexity of the degradation process analysis, it is not feasible to determine the state transition probability of each component based on traditional probability models (such as HCTMM and NHCTMM). In addition, in maintenance decision-making and especially in selective maintenance, this assumption is not reasonable for actual industrial environment. Therefore, it is reasonable to present a method to describe the degradation process. The concept of failure interaction was introduced by Murthy and Nguyen [17] . The authors considered a two-component system with a specific type failure interaction, and they obtained expressions for the expected cost of operating the system for both finite and infinite amounts of time. Jhang and Sheu [18] included a generalized age and block replacement policy for a multi-component system with failure interaction. Lai and Chen [19] studied an optimal periodic replacement policy for a two-unit system with failure interaction.
In this study, failure interaction could not be used to solve the problem, since the MSS has multiple multi-state components. Therefore, the concept of degradation interaction is introduced to describe the transition probability relationship between multi-state components. However, it is not always practicable to analyze the degradation interaction between components. Additionally, some assumptions (such as the life distribution) in the analysis process can also lead to inaccurate results.
Artificial intelligence technology can simplify the analysis process based on the component state data before and after the next production mission. With the development of sensors, the state data of the MSS and components can be easily obtained in real time [20] , [21] . Therefore, we can collect the data before and after production missions. Based on the massive amounts of data, the neural network is considered to have a wide application prospect in maintaining decision-making. Lin and Tseng [22] applied a neural network for reliability modeling and condition-based predictive maintenance. Wu et al. [23] developed an integrated neural network-based decision support system for the predictive maintenance of rotational equipment. Wu et al. [24] established a conditionbased maintenance optimization model using neural networkbased health condition prediction. Asmai et al. [25] presented a new prognostics model based on the neural network technique for supporting industrial maintenance decisions. However, the neural network is rarely used in selective maintenance modeling. In this study, therefore, we focused on selective maintenance modeling based on the prediction results given by the Back-Propagation (BP) neural network (see [26] ). As one of the most widely used neural networks, the BP neural network has good generalization ability and can map any complex non-linear relationship from input to output. Therefore, it is a powerful tool for predicting the state transition probability of each component.
In this paper, we extend the selective maintenance model presented in Pandey et al. [16] by considering the degradation interaction between components. The state transition probability of each component during the next mission is not considered to be known in advance and is predicted by the BP neural network. The architecture of the BP neural network is designed based on the states of components. Given the predicted results of the BP neural network, the reliability estimation model for the MSS to perform the next mission is established. Mission reliability is often considered as an optimization objective in maintenance decision-making problems [27] - [29] . In this paper, the final objective of the selective maintenance optimization problem is to determine the best maintenance plan to maximize the MSS reliability in the next production mission subject to the maintenance time and costs allotted to the break constraints.
The remainder of this paper is organized in the following manner. In Section II, the MSS as well as the maintenance time and costs model are described. The MSS reliability estimation model and selective maintenance optimization model based on the BP neural network are given in Section III. Section IV presents a numerical example, and Section V provides the summary and conclusions.
II. SYSTEM DESCRIPTION AND MAINTENANCE MODELING A. DESCRIPTION OF THE MULTI-STATE SYSTEM
An MSS that can perform its mission with a finite number of discrete performance rates [13] due to deterioration is called a multi-state system (MSS). Without losing generality, suppose a series parallel MSS consists of N repairable components and L subsystems. It is assumed that no components will age during any maintenance break. Each subsystem consists of
The overall system is supposed to consist of subsystems in series, and each subsystem consists of components in parallel. Any component i(i = 1, 2, . . . , N ) has K i + 1 possible states, and S i = {0, 1, . . . , K i }, where state K i represents the best possible state and state 0 represents the complete failure state. It is reasonable to assume that the state of all components can be improved by performing some maintenance activities during the maintenance breaks. Each state corresponds to an associated performance rate. Let g i (t) denote the performance rate of component i at any instant t(t ≥ 0). Therefore, g i (t) can be represented by the set
where g i,j is the performance rate of component i in state j (j = 0, 1, . . . , K i ), clearly, g i (t) is a discrete random variable and can have any value ranging from g i,0 to g i,K i . The performance rates of subsystems and MSS are also discrete random variables which can be determined by the performance rates of the components. Let G(t) and G l (t) denote the performance rates of MSS and subsystem l at any instant t. Given the performance rate of all components, G(t) and G l (t) can be calculated by
The relationship between the performance rates of an MSS and the components was studied in Shrestha et al. [30] . In general, the performance of a subsystem is the sum of the performance rate of its components. The performance of an MSS is the minimum performance rate of the subsystems. Clearly, given the performance rate of each component, the MSS performance rate can be determined completely. In order to describe the relationship between components and systems more concisely, the composition operator ψ is applied in this paper. Therefore, the MSS performance rate can be further rewritten as
The state of the MSS and components can be obtained in real time through the data collected by various smart sensors. Therefore, several maintenance options can be selected during the maintenance breaks. Let Y i and X i denote the state of component i before and after maintenance, i.e., Y i represents the state after the previous production, and X i represents the state before the next mission. In this paper, three options [16] are considered as possible maintenance actions to be performed on the components.
1. Do Nothing: no maintenance activities are performed on the components, i.e., Y i = X i . Additionally, under this option, no maintenance resources are consumed during the maintenance break. 2. Imperfect Maintenance: some maintenance activities are performed on components, but the state after maintenance will not be the best state, i.e., Y i < X i < K i . 3. Repair: the components are repaired to the best state under this maintenance option, i.e., Y i Y i < X i = K i . This paper considers only one maintenance break, i.e., the interval between any two production missions. Additionally, it is assumed that there is no maintenance task during any mission. The maintenance manager should decide the maintenance option of each component in order to guarantee a pre-specified performance level of the MSS during the next production mission. However, it is not always feasible to repair every component to the best state, since the maintenance resources are limited in many actual environments. Hence, optimal maintenance decision making is required under available resources. It is reasonable to believe that the maintenance time and costs are associated with the state before and after maintenance. In the following section, a model is presented to describe the relationship between maintenance options and the available resources.
B. MAINTENANCE TIME AND COSTS
When entering the maintenance break, all components can be in any state from the state space set. Since the state can be obtained in advance, we can determine the maintenance resource consumption of any maintenance activity. In this paper, time and costs are considered to be maintenance resources. Depending on the MSS performance requirement for the next production mission, it is crucial for the maintenance manager to allocate maintenance resources to components reasonably. Let T i and C i represent the maintenance time and costs for component i during the maintenance break. According to the states before and after maintenance, T i and C i are given by
where
are the time and costs of component i when the states before and after maintenance are Y i and X i , respectively. Hence, the single maintenance time and costs of component i in an MSS from an arbitrary state p to state q can be arranged in matrix form which is given by (7) and (8).
In this paper, it is assumed that the time and costs of components are given before maintenance. When the maintenance option of component i is ''Do Nothing'', it is considered that no maintenance resources are consumed during the maintenance break, i.e., T (Y i , X i ) = 0 and C(Y i , X i ) = 0. For the options ''Imperfect Maintenance'' and ''Repair'', it is reasonable to believe that the greater the value of X i − Y i , the greater the resource consumption. Therefore, the time and costs of ''Repair'' are greater than those of ''Imperfect Maintenance''.
III. SELECTIVE MAINTENANCE MODELING
From what we have discussed above, the state of components can be obtained in real time. Given the state and maintenance resources information from all components, there are two VOLUME 7, 2019 key problems should be addressed. The first is to establish the reliability estimation model based on the degradation state transition probability of the components and the MSS structure. The second problem is to establish the selective maintenance model according to the available resources during the maintenance break and the performance requirements of the next production mission.
In most works (see [1] - [5] ), all components are assumed to be independent and identically distributed (i.i.d.). However, in an actual production environment, the degradation process between components in an MSS may not be independent. For example, when a component fails, it may increase the failure rate of other components by some amount [31] . With the development of artificial intelligent technology (especially the neural network), we can predict the transition probability according to the current state of each component. To solve the problems above, a reliability model of an MSS for the next production mission is established based on the BP neural network in the following section. Additionally, the selective maintenance optimization model is established and then solved by the genetic algorithm (GA).
A. DEGRADATION INTERACTION
In multi-component systems, failure of a component often affects one or more of the remaining components of the system (see [32] ). This type of interaction between components is called ''failure interaction'' [37] . If that failure interaction exists, the selective maintenance policy should take it into account for the optimization model. For an MSS with multiple multi-state components, in addition to complete failure, the imperfect state of components may also affect the degradation processes of the other components. Therefore, we consider that the degradation of one component (imperfect state) in this paper affects the state transition probabilities of the one or more of the remaining components, which is called a degradation interaction. Referring to the definition in [38] , components affecting the degradation process of other components are defined as the ''first components'', and the affected components are called ''second components''. Taking two components as an example, Fig.1 shows the degradation interaction in an MSS.
Usually some degree of statistical failure interaction between components can be described. However, for degradation interaction, the state transition probabilities cannot be obtained accurately by statistical analysis, since it is not always feasible to collect enough statistical data during the production mission. For the selective maintenance problem in this paper, we only focus on the performance rates of components at the end of the next mission instead of during the mission. Therefore, the performance rate of data during the mission has no effect on the selective maintenance modeling. In the following section, the BP neural network is employed to predict the state transition probabilities with degradation interaction. 
B. PREDICTION OF THE STATE TRANSITION PROBABILITY
The BP neural network, i.e., the multilayer feed-forward back-propagation neural network, is a method to monitor learning. With the persistent development of artificial intelligence technology, the BP neural network has been applied in many fields. It utilizes the mean square error and gradient descent algorithm to realize the optimization of the connection weight. Additionally, the optimization of the connection weight is aimed at achieving the minimum error sum of squares. The basic architecture of the BP neural network is shown in Fig. 2 . A BP neural network consists of input layer, hidden layer, and output layer. Let m and n denote the number of units in the input and output layers. The basic process to establish a BP neural network is as follows: First, input data (I 1 , I 2 , . . . , I m ) is passed through the hidden layer to the output layer units, and then the prediction results (O 1 , O 2 , . . . , O n ) can be obtained after dealing with the output layer, which is called the forward propagation process; Second, an output error between the actual output values and the expected output is fed back along the network, and the connection weights (ω 1 and ω 2 ) are adjusted, which is called the error back-propagation process. Finally, the forward propagation and back propagation process continue until the output error is reduced to an expected value or the maximum iteration is achieved. More details about this process can be found in [26] . The weight updating process is given by By predicting the probability of each state at the end of the next mission, the determination of transition probability can be considered as a multi-classification problem. The difference between traditional probability models and BP neural network is shown in Fig.3 and 4 . In this paper, the state transition probability prediction model based on the BP neural network is established through the following steps.
Step 1: Data acquisition and processing According to the functional characteristics of various production factors in MSSs, such as equipment, workers, and tools, various types of smart sensors are deployed on the shop floor. All data can be obtained and processed in real time to evaluate the state of the components and the overall system. A state evaluation method based on the fusion of operational data can be found in [8] . This method combines the performance of the equipment, the execution of the production mission, and the quality of the product, and it has received widespread attention. In this paper, the real-time state data of all components can be obtained based on the monitoring data after the end of the previous mission. In this paper, the real-time state data of all components can be obtained based on the monitoring data after the end of the previous mission. The collected data can be divided into three categories: training set, validation set and testing set. The training set is the data for model fitting. Validation set is the examples separately reserved during model training. It can be used to adjust the super parameters and to preliminarily evaluate the performance of the model. The testing set is used to evaluate the generalization ability of the final model.
Step 2: Design the input layer, hidden layer, and output layer.
In this paper, it is assumed that all missions have the same the duration. Given the state information, the second step is to design the neural network architecture. For an MSS, the state of all components can be obtained before the next production mission. This state transition probability prediction model is based on the state of all components before maintenance, since we do not know the exact degradation dependence between the components, i.e., the input values are X 1 , X 2 , . . . , X N . The aim of the prediction model is to forecast the state transition probability of each component. Let X k (k = 1, 2, . . . , m) denote the input state set in the k-th example, i.e., X k = X k 1 , X k 2 , . . . , X k N . For the prediction problem of component i, the input matrix (I) and the output matrix (O) can be represented by
where X a b represents the state of component a after maintenance in example b. Clearly, each example contains the states of all components. In the output matrix, Z b i (c) represents the state of component i at the end of the next production mission is c. Additionally, it can be seen that the input layer is a single layer with N units, and the output layer has K i + 1 units. For the hidden layer, the empirical method is applied in most studies to determine the number of units, since there is no justified theory and method at present. In this paper, the number of units in hidden layer is given by
where α is a random constant between 0 and 10, and N +K i +1 is the sum of the input layer and output layer units.
Step 3: Choose the activation function The activation function plays a crucial role in learning and understanding the complex and non-linear functions of the BP neural network model. If the activation function is not applied in the model, the output signal will be a simple linear function. Many activation functions are applied in the BP neural network, such as the Sigmoid Function, Rectified Linear Unit (ReLU) [33] and Maxout [34] . Fig. 5 shows the Sigmoid Function which is applied in this paper to obtain the nonlinearization output of the hidden layer. In the output layer, it is expected the predicted results to represent the state transition probability of each component. The softmax regression model [35] is an extension of the logistic regression model, which mainly solves multiclassification problems. In this paper, the prediction of the states of components at the end of the next mission can be considered a multi-classification problem.
According to the BP neural network architecture discussed above, the training set consisting of all examples can be represented as (
Given the input value X k , the probability P(Z i = j|X ) for each class j (j = 0, 1, . . . , K i ) is given by the hypothesis function. Therefore, a (K i + 1)-dimensional vector (the sum of vector elements is 1) is needed in the hypothesis function to represent the probability values. Let h θ (X k ) denote the hypothesis function, then h θ (X k ) is given by
where θ 0 , θ 2 , . . . , θ K i ∈ R K i +1 is the parameter vector of the model which can be expressed in matrix form as
= j|X i ; θ ) denotes the probability that example X k belongs to class j. The cost function of the model is given by
where V i (k) is a binary variable that indicates whether the prediction result is correct. In this paper, the gradient descent algorithm is used to optimize the cost function, and the process is as follows. First, the parameter vector θ is initialized randomly. The second step is to iterate the calculation process until the cost function converges to an expected value or the maximum iteration achieved. Let E k and η denote the training error and learning rate. The weight updating process is given by
where ω p,q is the connection weight of the p-th A neuron in the hidden layer and the q-th neuron in the output layer,Ẑ k i,q is the output of the neural network and β q is the input value of the q-th neuron in output layer. Given the three steps discussed above, the final state transition probability prediction model for the components in an MSS based on BP neural network is shown in Fig.6 . 
C. ESTIMATIION OF THE MULTI-STATE SYSTEM RELIABILITY
The states of all components in an MSS will degrade during the production mission. It is needed to evaluate the maintenance plan to select the optimal maintenance options of the components. In this paper, the selective maintenance optimization model is established to maximize the MSS reliability. Hence, the MSS reliability estimation model based on the prediction results is established in this section. It is reasonable to assume that during the next mission duration (T ), no maintenance activity of any component is possible. According to the analysis in Section 3.1, the state transition probability can be obtained based on the BP neural network. Let P i u,v (T ) denote the probability that component i with the state u after maintenance degrades to state v at the end of the next production mission. Clearly, P i u,v (T ) can be given by the prediction model. The matrix form of the transition probability can be written as
In order to establish the relationship of the performance rate distribution between components and the MSS, the universal generating function (UGF) (see [13] for more details) is applied in this paper. UGF is a polynomial function that represents the probability mass function of a discrete random variable which can define the components and the MSS state distribution [12] . Therefore, the UGF at any instant t is given by (17) where X = {X 1 , X 2 , . . . , X N } denotes the state set of all components after maintenance, and j i is the state of component i at the end of next mission. The parameter z in this equation is meaningless and will not take any value; its only purpose is to distinguish the value of the random variable and its probability.
Let J = {j 1 , j 2 , . . . , j N } denote the state set of all components at the end of the next mission. Given the composition operator ψ, which was discussed in Section II, the UGF of an arbitrary series parallel MSS can be expressed as
In this paper, the success of the next mission depends on the performance rate of the MSS at the end of the task. Let W denote the performance rate demand level of the MSS at the end of the next mission. If the MSS performance rate G J (T ) at the end of the next mission is not less than W , it is considered that the production mission is successfully completed, and vice versa. The relationship between mission success and the demand level is shown is Fig.7 .
Therefore, the MSS reliability of the next mission is given by
An example is presented in this section to illustrate the MSS reliability estimation process. Consider an MSS with two components in series. Each component in this example has three states: (S = {0, 1, 2}). The performance rate of the states are 0 (state 0), 5 (state 1), and 10 (state 2). According to the prediction results based on the BP neural network, the state transition probabilities for all components are P 1 0,0 (T ) = 1P 1 1,0 (T ) = 0.4P 1 1,1 (T ) = 0.6P 1 2,0 (T ) = 0.2P 1 2,1 (T ) = 0.3P 1 2,2 (T ) = 0.5P 2 0,0 (T ) = 1P 2 1,0 (T ) = 0.3P 2 1,1 (T ) = 0.7 P 2 2,0 (T ) = 0.1P 2 2,1 (T ) = 0.2P 1 2,2 (T ) = 0.7. Additionally, the state of each component before maintenance is {0, 0}, and the target state under a certain maintenance plan is {2, 2}. According to (14) - (17), the performance rate distribution of each component at time T is given by u 1,2 (z, T ) = P According to the calculation results given by (22) and (23) , the performance rate distribution of each component can be obtained. Therefore, the MSS composition function is given by 
Therefore, if the performance rate demand level of the MSS is 5, the reliability of the overall system to perform the VOLUME 7, 2019 next production mission is 0.72. And if the performance rate demand level of the MSS is 10, the reliability of the overall system to perform the next production mission is only 0.35.
D. OPTIMIZATION MODEL
The selective maintenance optimization model in this paper is used to find the optimal component set and maintenance options to maximize the MSS reliability of the next production mission under the available maintenance time and costs. The state transition probability is predicted based on BP neural networks instead of traditional probability models. Given the prediction results, the MSS system reliability estimation model is obtained based on the UGF described in Section 3.2. The associated integer decision variable is X i . Let T C denote the available maintenance time in the maintenance break, and the budget constraint on the total maintenance costs is C C . Therefore, the non-linear formulation to maximize the MSS reliability in the next production mission can be expressed by the following:
In this formulation, the objective function (22) is used to maximize the MSS reliability in the next mission under the performance rate demand level W . Constraints (23) and (24) set the limited resources available to perform maintenance activities. Constraint (25) shows the state of components after maintenance depending on the state before maintenance and the maximum performance rate for a component. Constraint (26) holds that the state of each component after maintenance must be an integer value. This paper focuses on the selective maintenance optimization problem for an MSS. The reliability estimation model and selective maintenance model are established based on the prediction results given by BP neural networks. The selective maintenance problem in this paper is a typical constrained non-linear optimization problem. Therefore, the genetic algorithm (GA) is employed to find the best combination of the state of each component after maintenance. More information about GA can be found in [36] .
IV. CASE STUDY
The model presented in this paper can be applied to many industrial situations where it is critical to allocate the available maintenance time and budget. Considering a multistate nuclear fuel production system (Fig.8) seven multistate components represented in sequence as component 1-7. Subsystems 1 is a power system, clearly, the output electricity quantity has multiple states during the mission. Subsystem 2 is a Laser System with three multi-state laser devices, if one device is not in the failure state, the output power of the whole system can meet the requirements. Subsystem 3 is evaporation System, like the power system, evaporation efficiency also has multiple states during the mission. Subsystem 4 is cooling system with two cooling towers, the normal operation of any tower can meet the requirements of fuel cooling. Any failure of four subsystems will cause the whole production system to stop working. The possible states, performance rates as well as the maintenance time and costs of each component are given in Table 1 . Components 1 and 5 have five possible states (0,1,2,3,4), and components 2, 3, 4, 6, and 7 have four possible states (0,1,2,3). The state transition probability of each component during the next mission without considering degradation interaction is shown in Table 2 . The information is obtained by the traditional probability model (see [16] and [39] ). Clearly, it is assumed that the degradation process of each component is independent in Table 2 . In this example, maintenance time and costs are given in time and monetary units, respectively. The maintenance resource constraints are T C = 330 and C C = 160, and the performance rate demand level is W = 10. Additionally, the state set before maintenance in this break is Y = {1, 0, 1, 1, 0, 0, 2}.
According to Table 2 , the state transition probability without considering degradation interaction can be obtained. In an actual production environment, it is reasonable to believe that the second components can be identified in advance, since it is relatively easy to get the state information at the end of the next mission. If the performance rate of a component at the end of the next mission is far from that of the traditional probability model, the component may be the second component. Hence, the key problem of this paper is how to identify the first part when the second part is known. In order to demonstrate the necessity of using the BP neural network to predict the true transition probability and determine the first component, two problems were designed, as shown in Table 3 . Two of the three laser devices have standby generators, which are activated when the output electricity quantity of the power system does not meet the requirements. However, the first laser device does not have a backup generator, thus when the power system degrades to a certain threshold, the degradation process of the first laser device will be accelerated due to insufficient electricity supply. Additionally, when the evaporation system fails, the system will concentrate on using cooling tower 1 to deal with the remaining chemicals, thus accelerating the degradation process of cooling tower 1. It should be noted that the information (except second components) given in Table 3 is not known in the BP neural modeling process.
The corresponding data set with 100 examples is given in the appendix section. Two BP neural network models were established to predict the transition matrixes of components 5 and 6. The proportions of training set, validation set, and testing set were 70%, 15%, and 15%, respectively. The training examples are used to calculate the gradient and update the connection weights of the network. The test examples were used to evaluate the prediction accuracy of the BP neural network model. Additionally, the input variables will not be normalized in the prediction model since their value ranges were relatively close. Seven variables (X 1 , X 2 , X 3 , X 4 , X 5 , X 6 , X 7 ) were designed in the input layer, and the state transition matrixes of laser device 1 and cooling tower 1 were selected as the output variables. The number of hidden layer units in the model was 8. In order to obtain more objective results, all examples were cross tested. Fig.9 and 10 show the training performance (model cost). According to the model performance shown above, the best validation performance (minimal model cost) in the prediction model of problem 1 was 0.1824 at epoch 12. The best validation performance in the prediction model of problem 2 was 0.1432 at epoch 8. Clearly, the state transition probability of laser device 1 is more difficult to predict than that of cooling tower 1, since the degradation interaction trigger condition of laser device 1 is more complex. Given the prediction results, the state transition probabilities of laser device 1 and cooling tower 1 with degradation interaction are given in Table 4 . It can be seen that the degradation processes are accelerated when considering degradation interaction.
In fact, according to Table 4 , the selective maintenance optimization model in this paper can be established and solved without determining the first components of problems 1 and 2. However, in order to manage the state data of the MSS more effectively and reduce the complexity of prediction model (reduce the number of input variables), it is reasonable to determine the degradation interaction relationship. In this paper, the first component can be determined by replacing the input state set of each component with a random value set. If the replaced input state set belongs to the first component, the performance of the model will decrease significantly, and vice versa. Fig.11 and 12 show the model performance changes of problems 1 and 2 when replacing different component input state sets. performance was slightly reduced. This is largely because there are only 100 examples in this data set, and some nonfirst component state input features were also learned by the model. Given the results shown in Fig.11 and 12 , only the input state set of the first and second components can be used as input variables to improve the model performance in future degradation prediction problems.
Therefore, the results demonstrate that the BP neural network is a useful tool to predict the state transition probability of components instead of traditional probability models. According to the degradation state transition probability given in Table 2 and 4, the genetic algorithm was employed to solve the selective maintenance problem. Genetic algorithms are search and optimization tools, which work differently to classical search and optimization methods. Because of their broad applicability, they have been increasingly applied to various search and optimization problems in the recent past [40] . Its parameters and solution representation [14] are illustrated in Table 5 and Fig. 13 . Each chromosome consists of N genes; each gene is an integer number between 0 and K i . which represents the state of the corresponding component at the end of the maintenance break. The operation results with and without degradation interaction are shown in Fig. 14 . The optimal maintenance plan is given in Table 6 and 7. After repeated verification, when the population size is 100 and the number of iterations is 30, the optimal result can be obtained in the minimum running time.
According to the optimal maintenance plan given in Tables 6 and 7 , the optimal MSS reliability values to perform the next mission are 0.9485 and 0.9371, respectively. Clearly, the MSS reliability considering degradation interaction will decrease since the degradation processes of the second components are accelerated. Therefore, the results demonstrate that ignoring the degradation interaction between components may lead to the overestimation of MSS reliability which may cause serious production losses. It is also observed that the optimal maintenance plan may change as well when degradation interaction is considered.
Sometimes a maintenance manager may have flexibility in terms of the available resources, i.e., a limit on one resource but flexibility with another [16] . In selective maintenance optimization problems, it is crucial to determine the consequence of maintenance time and costs variation on the final MSS reliability so that optimal maintenance resources allocation can be performed. Fig. 15 and 16 show the effect of degradation interaction under different maintenance time and costs limits (the MSS performance rate demand level is 10). According to Figure 16 , the tighter the constraint of maintenance resources, the greater the reliability estimation error caused by not considering degradation interaction. Such an analysis is helpful in the allocation of maintenance time and budget when there is a limit on one resource but flexibility with another. 
V. CONCLUSION
A selective maintenance optimization model for an MSS with degradation interaction was investigated in this paper. The concept of degradation interaction is introduced to describe the relationship of state transition probability between components. In this paper, the determination of transition probability is considered to be a multi-classification problem. A method based on the BP neural network and data collected by smart sensors was also proposed to predict the transition probability. Softmax activation function is employed to obtain the probability values. On this basis, an MSS reliability estimation model was developed based on the UGF method for different maintenance options. Further, the selective maintenance model was established to maximize the MSS reliability in the next production mission with limited maintenance time and costs. The discrete mathematics optimization problem in this paper was solved using the genetic algorithm. An illustrative case study was presented to demonstrate the effectiveness of the BP neural work and selective maintenance model with and without considering degradation interaction. The prediction results verified that the BP neural network has wide application prospects for determining the transition probability of multi-state components. The comparative analysis showed that ignoring degradation interaction will lead to the overestimation of the MSS reliability, and this error will be magnified if the maintenance resource limits are tighter. The model presented in this paper can be applied to many industrial situations where it is critical to allocate the available maintenance time and budget.
Future research on selective maintenance modeling for multi-state systems with degradation interaction will focus on the following points:
1. More efficient artificial intelligence algorithms are needed to cope with larger data sets, such as some improved BP neural networks;
2. Uncertainty in the selective maintenance modeling, such as the input state variables; 3. Exploring the impact of degradation interaction on the optimal maintenance options of each component.
APPENDIX
See Table 8 .
