When X is a d-dimensional variety defined over a field k of characteristic zero, a constructive resolution can be achieved by successively lowering the maximum multiplicity via blow ups at smooth equimultiple centers. This is done by strarifying the maximum multiplicity locus of X by means of the so called resolution functions. The most important of these functions is what we know as Hironaka's order function in dimension d. Actually, this function can be defined for varieties defined over a perfect field k; however if the characteristic of k is positive, the function is, in general, too coarse and does not provide enough information so as to define a resolution. It is very natural to ask what the meaning of this function is in this case, and to try to find refinements that could lead, ultimately, to a resolution. In this paper we show that Hironaka's order function in dimension d can be read in terms of the Nash multiplicity sequences introduced by Lejeune-Jalabert. Therefore, the function is intrinsic to the variety and has a geometrical meaning in terms of its space of arcs.
Introduction
After Hironaka's paper on resolution of singularities ( [28] ), the work of J. Nash on the theory of arcs on an algebraic variety X was in part motivated by the question of how much of a resolution of singularities of X is intrinsic to the variety itself ( [42] ). In general, a resolution of singularities of a variety is not unique, yet one may be able to identify elements in the space of arcs of X that give some indication on its desingularization. This paper is motivated by this question in the context of algorithmic resolution of singularities.
Let X be an algebraic variety defined over a field of characteristic zero. An algorithmic resolution of singularities of X consists on a procedure to construct a sequence of blow ups at regular centers, X = X 0 ← X 1 ← . . . ← X m so that X m is non singular (see [44] , [45] , [8] , [24] , [23] , [22] ). To define such a sequence one needs to stratify the points of X according to the complexity of the singularities. This is done by means of what we know as resolution invariants. The first measure of the singularity at a given point ξ ∈ X can be, for example, the multiplicity (see [49] ). As it turns out, this number is too coarse and needs to be refined. Thus more invariants have to be defined: the next invariant at ξ ∈ X is known as Hironaka's order function at ξ in dimension d, where d is the dimension of X. This is a rational number obtained after describing the multiplicity stratum through ξ as a set of equations with weights via some (local) embedding in a smooth V in a neighborhood of ξ ∈ X. We denote it by ord (d) ξ (X). All other invariants involved in resolution derive from this one (see [24] , [12] ).
In [9] we showed that ord (d) ξ (X) can be obtained by using the information provided by the arcs on X with center ξ, or more precisely, it can be read from the so called Nash multiplicity sequences of arcs with center ξ, introduced by Lejeune-Jalabert in [35] . Therefore, this number used in algorithmic resolution is indeed intrinsic to X. Moreover it has a geometrical meaning in terms of the arcs of X with center ξ and the rate at which their graphs separate from the stratum of points with the same multiplicity as ξ. See Example 6.4.
We do not know whether there is a theorem of resolution for varieties defined over a field of positive characteristic (there are only positive answers for dimension less than or equal to three, see [2] , [3] , [5] , [13] , [14] , [15] , [34] , [38] ). However, it is still possible to define Hironaka's order function in any dimension d at a singular point ξ ∈ X whenever X is defined over a perfect field. It is very natural to ask what the meaning of this invariant is in this case.
In this manuscript we give a (characteristic free) proof of the fact that this invariant can be read in terms of the Nash multiplicity sequence of arcs with center ξ ∈ X, extending the results in [9] , and giving an interpretation of the meaning of this number in any characteristic. The strategy followed in the present paper differs from the one in [9] , where we strongly used the characteristic zero hypothesis on the base field.
In the following paragraphs we give more details on how Hironaka's order function is defined and how the Nash multiplicity sequence of an arc is constructed.
Arc spaces, singularities, and Nash multiplicity sequences
The spaces of arcs and jets of an algebraic variety X often encode information about its singularities, and during the two few decades, they have been widely studied by several authors (see for instance [17] , [18] , [19] , [20] , [21] , [32] , [33] , [36] , [37] , [39] , [40] , [41] or [43] among many others).
It is in this context of arc spaces where the Nash multiplicity sequence appears. It was defined by M. Lejeune-Jalabert [35] as a non-increasing sequence of positive integers attached to a germ of a curve inside a germ of a hypersurface. This sequence of numbers can somehow be interpreted as a refinement of the multiplicity of the hypersurface at a given point: it can be seen as the multiplicity along a given arc. [27] by defining a sequence of blow ups that allows us to compute Nash multiplicity sequences and study their behaviour for arbitrary varieties. Given a variety X defined over a field k, fix an arc ϕ with center a (non-necessarily closed) point ξ of multiplicity m (which we may assume to be the maximum multiplicity at points of X). Now ϕ naturaly induces another arc Γ 0 on X 0 = X × A 1 k related to its graph. Then one can define a sequence of blow ups at points:
M. Hickel generalized this notion in
' ' P P P P P P P P P P P
where ξ i is the center of the arc Γ i , the lifting of Γ i−1 to X i , for i = 1, . . . , r, and K is some field containing k. The Nash multiplicity sequence of ϕ is then the sequence m = m 0 ≥ m 1 ≥ . . . ≥ m r ≥ 1, (0.0. 2) in which m i is the multiplicity of X i at ξ i for i = 0, . . . , r (see section 5 for details). We will refer to diagram (0.0.1) as the sequence of blow ups directed by ϕ.
In this paper we will be interested in the number of blow ups needed until the Nash multiplicity drops below m for the first time. This number will be finite whenever the generic point of ϕ is not contained in the stratum of (maximum) multiplicity m of X, Max mult X . We will call this the persistance of ϕ in X and will denote it by ρ X,ϕ . In other words, ρ X,ϕ is such that m = m 0 = . . . = m ρX,ϕ−1 > m ρX,ϕ in the sequence (0.0.2) above.
We will also define a refinement of ρ X,ϕ , the order of contact of ϕ with Max mult X , and denote it by r X,ϕ . This is a rational number whose integral part is ρ X,ϕ (see Proposition 5.11). Normalizing r X,ϕ by the order of the arc (see Definition 4.2) we obtain:
where ϕ runs over all arcs in X with center ξ. Note that the set Φ X,ξ is an invariant of X at ξ. As we will see, the infinimum (actually the minimum) of this set is related to Hironaka's order function.
Algorithmic resolution, local presentations, and Hironaka's order function Let X be an algebraic variety defined over a perfect field k. One way to approach an algorithmic resolution of singularities of an algebraic variety X is by classifying its singular points according to their complexity. As a first step one can consider the multiplicity at each point of X (recall that an irreducible algebraic variety is regular if and only if the multiplicity at each point equals one). This defines an upper semicontinuous function:
In what follows, we will denote by max mult X the maximum value of mult X , and by Max mult X the closed set of points in X where this maximum is achieved. The multiplicity function has the following nice property: if Y ⊂ Max mult X is a regular center, then after blowing up at Y , X ← X 1 , one has that max mult X ≥ max mult X1 (see [16] ). Thus one could try to approach a resolution of singularities of X by finding a finite sequence of blow ups
A sequence like (0.0.5) is said to be a simplification of the multiplicity of X. Iterating this procedure one achieves the case in which max mult XN = 1 for some N , and this is equivalent to X N being regular.
In general, for a given X, Max mult X is not regular, so, in order to define the centers Y i in (0.0.5) one is forced to refine the multiplicity by considering additional information on X. This is usually done by considering local presentations for the multiplicity.
Roughly speaking, a local presentation for the multiplicity consists of a local (étale) embedding of X into a smooth variety V , in a neighborhood of ξ ∈ Max mult X , together with a finite set of weighted equations whose set of zeroes coincides with Max mult X , and so that this description is stable by blow ups at regular equimultiple centers, at least if the maximum multiplicity of the transforms of X remains constant.
To clarify this statement a bit, we can think of the case where X ⊂ V is locally a hypersurface defined by some element f ∈ O V . Then the multiplicity of X at a point ξ (say m) is given by the usual order of f at the regular local ring O V,ξ , and therefore, at least locally:
Max mult X = {η ∈ X : ord η f ≥ m}.
In [49] it is shown that if X is an arbitrary variety of dimension d defined over a perfect field then locally, in an (étale) neighborhood of ξ ∈ Max mult X , there is an embedding in a smooth scheme V , elements f 1 , . . . , f r ∈ O V and positive integers n 1 , . . . , n r so that:
(i) The subset Max mult X can be expressed in terms of the hypersurfaces defined by the f i :
where n i is the maximum multiplicity of f i for i = 1, . . . , r;
(ii) The previous description is stable under blow ups at regular centers Y ⊂ Max mult X , i.e., if V ← V 1 is the blow up at Y , X 1 is the strict transform of X and f i,1 denotes the strict transform of f i in V i , then max mult X1 = max mult X if and only if
and in this case:
The embedding X ⊂ V together with the expression (0.0.7) is what we call a local presentation for the multiplicity (see section 2 for a more precise definition of what a local presentation is).
When the characteristic of the base field is zero, it can be shown that, in fact, one can find a suitable (finite) projection to a smooth d-dimensional space V ′ , say X → V ′ , and a collection of equations and weights on V ′ that also give a local presentation of (a homeomorphic image of) the maximum multiplicity locus of X (see Section 3). This means that Max mult X can be represented in dimension d.
Rees algebras turn out to be a convenient tool to codify the information in a local presentation (equations and weights). It is in terms of Rees algebras that Hironaka's order function in dimension d is defined, ord (d) (X). This is the most important invariant in constructive resolution of singularities in characteristic zero.
When the characteristic of the base field is positive, a finite projection as before, X → V ′ , can be defined, and it is also possible to give a collection of equations and weights that somehow approximate (a homemorphic image) of Max mult X in V ′ . We can also define Hironaka's order function in dimension d, ord (d) (X). However, in this context this invariant is too coarse and does not provide enough information to define a simplification of the multiplicity of X. It is very natural to ask what the meaning of Hironaka's order function is in this case. In addition it would be very interesting to find new invariants that help refining ord (d) (X).
About the results in this paper
The contents of this paper are motivated by the previous question. In [9] we showed that, when the characteristic is zero, ord
ξ (X) can be read by means of the Nash multiplicity sequence of arcs through the point ξ ∈ X. There, we strongly used the hypothesis on the characteristic, since Tschirnhausen transformations played a key role in our arguments. Here we give a unified proof of the same result over arbitrary perfect fields. This is the content of Theorem 6.1:
Theorem 6.1. Let X be an algebraic variety of dimension d defined over a perfect field k, and let ξ be a point in Max mult X . Then:
Thus, it follows that ord
ξ (X) is intrinsic to X and it can be read from the arcs in X centered at ξ. In fact, it can be read from the persistance of an arc in X (see (6.0.1)). Moreover, the Theorem indicates that it somehow measures how long it takes for the arc Γ 0 to leave the maximum multiplicity stratum of X × A 
How the paper is organized
In section 1 we recall the basics on Rees algebras when we use them as a tool in constructive resolution of singularities. As we will see, Rees algebras provide a convenient language when it comes to handling local presentations for the multiplicity, which is the content of section 2. Chapter 3 is dedicated to elimination: given a d-dimensional variety X defined over a perfect field, a local presentation of Max mult X can be given by means of an embedding in a smooth scheme V , and a collecction of a finite set of equations with weights in V . However, in may situations, it is possible to give a local presentation of a homeomorphic image of Max mult X in some smooth d-dimensional scheme. This can be done using the theory of elimination. Jets and arcs are introduced in section 4, while the notion of Nash multiplicity sequence, the persistance and the order of contact are given in section 5. Finally, Theorem 6.1 is proven in section 6.
Rees algebras
The stratum defined by the maximum value of the multiplicity function of a variety can be encoded using equations and weights. The same occurs with the Hilbert-Samuel function. Rees algebras are natural objects to work with this setting, with the advantage that we can perform algebraic operations on them such as taking the integral closure or the saturation by the action of differential operators. Definition 1.1. Let R be a Noetherian ring. A Rees algebra G over R is a finitely generated graded
for some ideals I l ∈ R, l ∈ N such that I 0 = R and I l I j ⊂ I l+j , ∀l, j ∈ N. Here, W is just a variable in charge of the degree of the ideals I l . Since G is finitely generated, there exist some f 1 , . . . , f r ∈ R and positive integers (weights) n 1 , . . . , n r ∈ N such that
Note that this definition is more general than the (usual) one considering only algebras of the form R[IW ] for some ideal I ⊂ R, which we call Rees rings, where all generators have weight one.
Rees algebras can be defined over Noetherian schemes in the obvious manner. i to a Rees algebra over some ring R containing both R 1 and R 2 .
Notation and assumptions.
In what follows, we will assume k to be a perfect field. In general, R will be a smooth k-algebra, and V will be a smooth scheme over k, unless otherwise specified. We will often work locally: for many computations, we will assume that we fix a point and an open subset of V containing it, so that we can reduce to the affine case, V = Spec(R).
One can attach to a Rees algebra a closed set as follows: 
, the singular locus of G can be computed as
Note that the singular locus of the Rees algebra on V generated by f 1 W n1 , . . . , f r W nr does not coincide with the usual definition of the singular locus of the subvariety of V defined by f 1 , . . . , f r . Example 1.4. Let X ⊂ Spec(R) = V be a hypersurface with I(X) = (f ) and let b > 1 be the maximum value of the multiplicity of X. If we set G = R[f W b ] then Sing(G) = Max mult X is the set of points of X having maximum multiplicity (see 2.3 and Theorem 2.6 for a generalization of this description in the case where X is an arbitrary algebraic variety with maximum multiplicity greater than 1). Remark 1.5. Let G 1 and G 2 be two Rees algebras over V , then
is the blow up of V at a smooth closed subset Y ⊂ V contained in Sing(G) (a permissible center for G). We denote then by G 1 the (weighted) transform of G by π, which is defined as
where
for l ∈ N and E the exceptional divisor of the blow up V ←− V 1 .
As we will see in Section 2, the problem of simplification of the maximum multiplicity of an algebraic variety can be translated into the problem of resolution of a suitably defined Rees algebra. This motivates the following definition (see also Example 1.8 below). Definition 1.7. Let G be a Rees algebra over V . A resolution of G is a finite sequence of transformations
at permissible centers Y i ⊂ Sing(G i ), i = 0, . . . , l − 1, such that Sing(G l ) = ∅, and such that the exceptional divisor of the composition V 0 ←− V l is a union of hypersurfaces with normal crossings. Recall that a set of hypersurfaces {H 1 , . . . , H r } in a smooth n-dimensional V has normal crossings at a point ξ ∈ V if there is a regular system of parameters x 1 , . . . , x n ∈ O V,ξ such that if ξ ∈ H i1 ∩ . . . ∩ H is , and ξ / ∈ H l for l ∈ {1, . . . , r} \ {i 1 , . . . , i s }, then I(H ij ) ξ = x ij for i j ∈ {i 1 , . . . , i s }; we say that H 1 , . . . , H r have normal crossings in V if they have normal crossings at each point of V . 
Here each X i is the strict transform of X i−1 . Note that the set of points of X l having multiplicity b is Sing(G l ) = ∅ (see 2.5).
Remark 1.9. Resolution of Rees algebras is known to exists when V is defined over a field of characteristic zero ( [28] , [29] ). In [44] and [8] different algorithms of resolution of Rees algebras are presented (see also [24] , [22] ). An algorithmic resolution requires the definition of invariants associated to the points of the singular locus of a given Rees algebra so as to define a stratification of this closed set. The most important invariant involved in the resolution process is Hironaka's order function.
Hironaka's order of a Rees Algebra. ( [25, Proposition 6.4.1])
Let G be an O V -Rees algebra. We define the order of an element f W n ∈ G at ξ ∈ Sing(G) as
We define the order of the Rees algebra G at ξ ∈ Sing(G) as the infimum of the orders of the elements of
This is what we call Hironaka's order function of G at the point ξ.
. . , f r W nr ] and ξ ∈ Sing(G). Then it can be shown (see [25, Proposition 6.4 .1]) that:
The following two definitions correspond to operations that can be performed on a given Rees algebra without changing the singular locus and Hironaka's order function. In fact, as we will see, Rees algebras linked by the these operations share the same algorithmic resolution (at least in characteristic zero).
is the locally free sheaf of k-linear differential operators of order less than or equal to r). In particular, I l+1 ⊂ I l for l ≥ 0. We denote by Diff(G) the smallest differential Rees algebra containing G (its differential closure). (See [47, Theorem 3.4] for the existence and construction.) If β : V → V ′ is a smooth morphism, then we will say that G has a β-relative differential structure if G is closed by the action of the relative differential operators in Diff V /V ′ . Remark 1.12. ( [47, proof of Theorem 3.4]) If G is a Rees algebra over a smooth V , locally generated by a set {f 1 W n1 , . . . , f r W nr } ⊂ G, then Diff(G) is (locally) generated by the set
Definition 1.13. Two Rees algebras over a ring R (not necessary smooth) are integrally equivalent if their integral closure in Quot(R)[W ] coincide. We say that a Rees algebra over R, G = ⊕ l≥0 I l W l is integrally closed if it is integrally closed as an R-ring in Quot(R) [W ] . We denote by G the integral closure of G. 
Local presentations
Let X be an equidimensional algebraic variety of dimension d defined over a perfect field k. Consider the multiplicity function
where mult m ξ O X,ξ stands for the multiplicity of the local ring O X,ξ at the maximal ideal m ξ . It is known that the function mult X is upper-semi-continuous (see [16] ). In particular, if m = max mult X is the maximum value of the multiplicity of X then the set
is closed. It is also known that the multiplicity function can not increase after a blow up φ : X ′ → X with regular center Y provided that Y ⊂ Max mult X (cf. [16] ). This means that mult
One could try to approach a resolution of singularities by defining a sequence of blow ups at regular equimultiple centers
A sequence like (2.0.1) with the property (2.0.2) is a simplification of the multiplicity of X.
A local presentation for the multiplicity is an expression of the closed set {ξ ∈ X | mult X (ξ) = m} in terms of the maximum multiplicity locus of a suitably chosen finite set of hypersurfaces defined in a smooth ambient space. This information is much easier to handle (see Theorem 2.6 and 2.7). These hypersurfaces will be defined in a suitable embedding of X in a smooth space V . Moreover we will require that this presentation holds after certain transformations that we specify in the next definition:
Definition 2.1. Let V be a smooth scheme defined over a perfect field k. A permissible transformation is either:
• A permissible blow up V 1 → V , i.e., the blow up at a smooth center Y ⊂ V ; or
A local sequence is a sequence of permissible transformations,
so that each φ j , j = 1, . . . , l, is either a permissible blow up at Y i−1 ⊂ V i−1 or a smooth morphism.
Definition 2.2. Let G be a Rees algebra on a smooth scheme V over a perfect field k. A G-local sequence is a local sequence as in Definition 2.1,
• If φ i is a blow up then Y i−1 ⊂ Sing(G i−1 ) and G i is the transform of G i−1 as in Definition 1.6;
• If φ i is a smooth morphism then G i is the pull-back of G i−1 .
2.3. Local presentations for the mutiplicity. Let X be an algebraic variety defined over a perfect field k, and let m = max mult X > 1. A global presentation for the function mult X is given by:
(i) A closed embedding X ⊂ V where V is a smooth scheme of dimension n > d;
(ii) A collection of hypersurfaces H 1 , H 2 , . . . , H r in V , and weights b 1 , b 2 , . . . , b r ∈ N with max mult Hi = b i for i = 1, . . . , r such that:
(a) The closed set Max mult X can be expressed in terms of hypersurface multiplicities: 
(where for j = 1, . . . , l, X j is the strict transform of X j−1 and if φ j is a blow up then the center is contained in Max mult Xj−1 ), then for j = 0, 1, . . . , l,
where H i,j is the strict transform of
A local presentation for the function mult X in a neighbourhood of a point ξ ∈ Max mult X is a presentation satisfying conditions (i) and (ii) in a suitable (étale) open neighborhood U ⊂ X of ξ.
Remark 2.4. Note that equality (2.3.3) is equivalent to saying that for j = 0, 1, . . . , l − 1,
and either {ξ ∈ X l | mult X l (ξ) = m} = ∅ (which means max mult X l < m), or
2.5. Rees algebras vs. local presentations. Let X be an algebraic variety, let ξ ∈ Max mult X and suppose that there is a local presentation as in 2.3 in an (étale) neighborhood U ⊂ X of ξ which we denote again by X for simplicity. Then we may assume that V = Spec(R) for some smooth k algebra R, and that each hypersurface H i is defined by an equation f i ∈ R, i = 1, . . . , r. Now, if we define the R-Rees
, then the equality (2.3.1) can be expressed as:
Moreover, given a local sequence as in Definition 2.3.2, there is an induced G-local sequence and transformations of Rees algebras as in Definition 2.2,
and equality (2.3.3) can be expressed as
From the previous discussion it follows that finding a local presentation for the function mult X at a point ξ is equivalent to choosing a local (étale) embedding X ⊂ V and a Rees algebra G in V such that:
• Max mult X = Sing(G);
• For any local sequence as in (2.3.2) or (2.5.2) we have
As a consequence of the previous discussion, the problem of finding a simplification of the multiplicity of an algebraic variety can be translated into the problem of finding a resolution of a suitable Rees algebra in a smooth scheme. In what follows, we will use the notation (V, G) for a given local presentation of the multiplicity as above.
Theorem 2.6. [49, 7.1] Let X be a reduced equidimensional scheme defined over a perfect field k. For every point ξ ∈ X there exists a local presentation for the function mult X .
In the following lines we present some of the ideas on which the proof of Theorem 2.6 is based. We will be using some of them in the proof of Theorem 6.1. 
If each polinomial f i is of degree m i , it is proven that the differential Rees algebra
is a local presentation of Max mult X at ξ. Moreover, for each i = 1, . . . , n − d, there is a commutative diagram:
The inclusion S ⊂ S[x i ]/ f i induces a finite projection α Hi : Spec(B i ) → Spec(S) and G
represents the multiplicity of the hypersurface Remark 2.8. In fact, the notion of local presentation as in (2.3) can be given for any upper-semi-continuous function on X, as long as the value of the function does not increase after the blow up at a smooth center included in the stratum defined by the maximum value of the function.
An example of a function having this property is the Hilbert-Samuel function,
which is upper-semi-continuous (see [6] ); if φ : X ′ → X is the blow up at smooth center Y ⊂ X such that the Hilbert-Samuel function is constant along Y then we have that (see [30] ),
Indeed, local presentations for the Hilbert-Samuel function also exist and, in characteristic zero, they are used by Hironaka to obtain resolution of singularities (see [29] ).
Local presentations are not unique. For instance, once a local embedding X ⊂ V is fixed, there may be different O V -Rees algebras representing Max mult X . However, it can be proven that they all lead to the same simplification of the multiplicity of X (if it exists). This fact will be clarified in forthcoming paragraphs (see Corollary 2.12). The previous discussion motivates the next definition.
Definition 2.9. [10, Definition 3.5] Let V be a smooth scheme over a perfect field k. We say that two O V -Rees algebras G and H are weakly equivalent if:
1. Sing(G) = Sing(H);
and vice versa, and moreover the equality in (1) is preserved, that is 3. Sing(G j ) = Sing(H j ) for j = 0, . . . , r.
Remark 2.10.
• [25, Proposition 5.4] If G 1 and G 2 are two integrally equivalent Rees algebras over R, then they are weakly equivalent.
• [10, Section 4] A Rees algebra G and its differential closure Diff(G) are weakly equivalent. This is a consequence of Giraud's Lemma (see [26] ).
• [10, Theorem 3.11] Let G 1 and G 2 be two Rees algebras over V . Then G 1 and G 2 are weakly equivalent if and only if Diff(G 1 ) = Diff(G 2 ).
In fact, from Remark 1.14 it follows now that:
Corollary 2.11. Let G 1 and G 2 be two weakly equivalent Rees algebras over V . Then for all η ∈ Sing(G 1 ) = Sing(G 2 ), we have ord η G 1 = ord η G 2 .
As a consequence:
Corollary 2.12. [12, Remark 11.8] Let G 1 and G 2 be two weakly equivalent Rees algebras. Then a constructive resolution of G 1 induces a constructive resolution of G 2 and vice versa.
Corollary 2.12 follows from Corollary 2.11 and the fact that, in characteristic zero, constructive resolution of Rees algebras is given in terms of the so called satellite functions. All such functions derive form Hironaka's order function (see [24] ).
Elimination algebras
As indicated in the previous section, the problem of algorithmic simplification of the multiplicity of an algebraic variety (and hence, that of algorithmic resolution) can be, ultimately, translated into a problem of resolution of Rees algebras via local presentations (see 2.5). Now suppose we are given a Rees algebra G on a smooth n-dimensional scheme V . Sometimes the resolution of G is equivalent to the resolution of another Rees algebra defined on a smooth scheme of lower dimension, the latter, at least phylosophically, should be an easier problem to solve.
For instance, let k be a perfect field, and consider the Rees algebra G generated by xW,
. It can be checked that Sing(G) is homeomorphic to Sing(R) via β. Moreover, both algebras are linked in a stronger way. It can be shown that any G-local sequence over V (as in Definition 2.2) induces an R-local sequence over Z, together with vertical smooth projections,
and transformations of Rees algebras so that Sing(G i ) is homeomorphic to Sing(R i ) via β i for i = 1, . . . , m (it is worth noticing that for the diagram to commute we may have to replace the transform of V i , V i+1 , by a suitable open subset containing Sing(G i+1 ) for those V i ← V i+1 that correspond to blow ups). Similarly, it can be shown that any R-local sequence on Z induces a G-local sequence on V together with commutative diagrams as in (3.0.1) and with the same properties as before. Thus it follows that finding a resolution of G is equivalent to finding a resolution of R, but this last problem is easier to solve.
We would like to generalize the previous setting to a more general one. Here is were elimination algebras come into play. In the following paragraphs we will explain how one can proceed to define an elimination algebra from a given one in a lower dimensional scheme (whenever certain technical conditions are satisfied). As we will see, in the previous example, R above is an elimination algebra of G over Z.
Suppose V (n) is an n-dimensional smooth scheme over a perfect field k, and let G (n) be a Rees algebra over V (n) . As a first step to define an elimination algebra, given a suitable integer e ≥ 1, we will search for smooth morphisms from V (n) to some (n − e)-dimensional smooth scheme so that Sing(G (n) ) be homeomorphic to its image via β. One way to accomplish this condition is by considering morphisms from V (n) which are somehow transversal to G (n) . The condition of transversality is expressed in terms of the tangent cone of G (n) at a given point of its singular locus (see Definition 3.4 below).
Let ξ ∈ Sing(G (n) ) be a closed point, and let Gr
, where k ′ denotes the residue field at ξ. Recall that Spec(Gr m ξ (O V (n) ,ξ )) = T V (n) ,ξ , the tangent space of V (n) at ξ. for all l ≥ 1, and it is denoted by In ξ G (n) . The tangent cone of G (n) at ξ is the closed subset of T V (n) ,ξ defined by the initial ideal of G (n) at ξ, and it is denoted by C G (n) ,ξ . 
Remark 3.3. Note that:
1. The ideal In ξ (G (n) ) can be defined at any point ξ ∈ Sing(G (n) ), however it is non zero if and only if ord ξ (G (n) ) = 1. It is in this case when the τ -invariant is defined. Moreover, for ξ ∈ Sing(G (n) ) it can be checked that ord ξ (G (n) ) = 1 if and only if τ G (n) ,ξ ≥ 1.
Since
, and Diff(G (n) ) share the same τ -invariant at any point ξ ∈ Sing(G (n) ) (see for instance [4 
, Remark 4.5, Theorem 5.2]).
Definition 3.4. Let G (n) be a Rees algebra on a smooth n-dimensional scheme V (n) over a perfect field k, and let ξ ∈ Sing G (n) be a closed point with τ G (n) ,ξ ≥ e ≥ 1. We say that a local smooth projection to a (n − e)-dimensional (smooth) scheme V (n−e) , say β :
, is G (n) -admissible locally at ξ if the following conditions hold:
1. The point ξ is not contained in any codimension-e-component of Sing G (n) ;
2. The Rees algebra G (n) is a β-relative differential algebra (see Definition 1.11); 3. Transversality: ker(d ξ β) ∩ C G (n) ,ξ = {0} ⊂ T V,ξ (where d ξ β denotes the differential of β at the point ξ).
Some remarks on conditions (1-3) in Definition 3.4. [11, §8])
It can be shown that if conditions (1-3) hold at some point ξ ∈ Sing(G (n) ), then they hold in a neighborhood of ξ in Sing(G (n) ). Regarding condition (1), it can be checked that if τ G (n) ,ξ ≥ e ≥ 1, then any codimension-e-component of Sing(G (n) ) containing ξ is smooth in a neighborhood of ξ (cf. [11, Lemma 13.2]). Therefore this is a canonical center to blow up and a resolution is achieved in one step; hence there is no need to define an elimination algebra in order to simplify the resolution of G (n) . In relation to condition (2) it is worth noticing that any absolute differential Rees algebra satisfies this condition. Finally, and regarding condition (3), it can be shown that almost any smooth local projection defined in an (étale) neighborhood of a point ξ ∈ Sing(G (n) ) with τ G (n) ,ξ ≥ e ≥ 1 will satisfy this condition. Definition 3.6. Let G (n) be a Rees algebra on a smooth n-dimensional scheme V (n) over a perfect field k, and let ξ ∈ Sing G (n) be a closed point with τ G (n) ,ξ ≥ e ≥ 1. Let β : V (n) → V (n−e) be a G (n) -admissible projection in an (étale) neighborhood of ξ. Then the O V (n−e) -Rees algebra
and any other with the same integral closure in O V (n−e) [W ] , is an elimination algebra of
Remark 3.7. We underline here that elimination algebras are defined in a different way in [47] (there, they are defined for e = 1) and [11] (where the construction is generalized to arbitrary positive integers e ≥ 1). However, it can be shown, that, up to integral closure, both definitions lead to the same O V (n−e) -Rees algebra (see [47, Theorem 4.11] ).
3.8. Local presentations of the multiplicity and elimination algebras. Consider the same notation and setting as in 2.7 for an affine algebraic variey X = Spec(B) defined over a perfect field k and a point ξ ∈ Max mult X . Recall that there was a finite morphism α * :
and a differential Rees algebra,
, which was a local presentation of the maximum multiplicty of X in a neighborhood of ξ. In the following lines we will show that the morphism β :
-admissible and will give a description of an elimination algebra
On the one hand, it can be checked that for each i ∈ {1, . . .
≥ 1 holds because the f i are monic polynomials in x i of degree m i defining hypersurfaces of maximum multiplicity m i . In addition, it can be shown that the morphisms β Hi are G (d+1) i -admissible. Thus, by Definition 3.6, up to integral closure, G
When the characteristic is zero, up to integral closure,
is the differential Rees algebra generated by the coefficients of the polynomial f i ∈ S[x i ] after a Tchirnhausuen transformation. When the characteristic is positive,
is generated by suitable symmetric polynomial functions evaluated on the coefficients of the f i (cf. [46] , [47, §1, Definition 4.10]). Now we claim that β :
is G (n) -admissible and that, up to integral closure,
To prove the claim, first notice that τ G (n) ,ξ ≥ (n − d), because the f i are monic polynomials in x i of degree m i > 1 defining hypersurfaces of maximum multiplicity m i in different variables x 1 , . . . , x n−d . Also, since all the G (d+1) i are differential Rees algebras, so is G (n) . Therefore it can be checked that β :
is G (n) -admissible and as a consequence, up to integral closure,
To show the equality in (3.8.1) we will use Proposition 3.9 below. First, by setting h = 1 in the proposition it follows that G
is a finite extension of B i -Rees algebras for i = 1, . . . , (n − d). Therefore one can conclude that G
|B is a finite extension of B-Rees algebras 1 . Therefore, since S ⊂ B is finite, G
is also a finite extension. Finally, by Proposition 3.9,
is a finite extension of S-Rees algebras. Thus, up to integral closure, 
is an elimination algebra of G (d+h) then the inclusion of C-Rees algebras,
is finite. Moreover, as a consequence, there is another inclusion of Rees algebras over S,
which is also finite.
3.10. First properties of elimination algebras. Let β :
, and let
be an elimination algebra. Then:
with equality if the characteristic is zero, or if G (n) is a differential Rees algebra. Moreover, in this case Sing(G (n) ) and β(Sing(G (n) )) are homeomorphic (see [11, §8.4 
]).
2. If G (n) is a differential Rees algebra, then so is G (n−e) (see [47, Corollary 4.14] ). 
If τ G (n)
,ξ ≥ e + l for some non-negative integer l, then τ G (n−e) ,β(ξ) ≥ l (cf., [4] ).
Remark 3.11. To find a resolution of a given Rees algebra one needs to define invariants at the points of its singular locus, the most important being Hironaka's order function (see Definition 1.10). However, this rational number is too coarse and has to be refined. This can be done via elimination algebras which allow us to define Hironaka's order function in lower dimensions as indicated in the following definition.
be an elimination algebra for some e ≥ 1. Then, by 3.10 (4), for G (n) we can define Hironaka's order function in dimension (n − e) at ξ as:
Remark 3.13. With the setting and notation in 3.8, recall that
is an elimination algebra of G (n) (up to integral closure), and we have
3.14. Elimination algebras and local sequences. Let β : V (n) → V (n−e) be a G (n) -admissible projection in an (étale) neighborhood of ξ ∈ Sing(G (n) ), and let G (n−e) ⊂ O V (n−e) [W ] be an elimination algebra. Then:
The homeomorphism from SingG
(n) to β(Sing (G (n) )) has the following properties: If Z ⊂ Sing(G (n−e) ) is a smooth closed subscheme, then β −1 (Z) red ∩ Sing(G (n) ) is smooth; and if Y ⊂ Sing(G (n) ) is a smooth closed subscheme, then so is β(Y ) ⊂ Sing(G (n−e) ) ( [11, 8.4] , [46, Lemma 1.7] ).
2. Using (1) it can be shown that for any G (n) -local sequence (2.2), there are commutative diagrams
of transversal projections and transforms, such that for i = 1, . . . , m:
is a permissible transformation with center
is the permissible blow up at β i−1 (Y i−1 ) and
is an elimination algebra of G (n) i (i.e., the transform of an elimination algebra of a given Rees algebra G (n) is the elimination algebra of the transform of G (n) ); (c) There is an inclusion of closed sets:
and Sing(G 3. Conversely, if the characteristic is zero, any G (n−e) -local sequence (2.1) induces a G (n) -local sequence and commutative diagrams of transversal projections and transforms of Rees algebras as in (3.14.1) satisfying properties (a), (b) and (c) as above.
3.15. Ress algebras, elimination algebras and resolution. Consider an n-dimensional pair (V (n) , G (n) ), and let β : V (n) −→ V (n−e) be some G (n) -admissible projection is fixed in a neighborhood of a point ξ ∈ Sing(G (n) ) for some e ≥ 1.
1. When the characteristic is zero, it follows from 3.14 that a resolution of G (n) induces a resolution of G (n−e) and vice-versa: thus finding a resolution of G (n) is equivalent to finding a resolution of G (n−e) . Furthermore, G (n−e) is the unique O V (n−e) -Rees algebra with this property up to weak equivalence.
2. When the characteristic is positive, the link between G (n) and G (n−e) is weaker; however notice that properties (1) and (2) in 3.14 still hold. In this case it can be shown that G (n−e) is the largest O V (n−e) -Rees algebra fulfilling properties (1) and (2) . In some sense, one can think that
is the O V (n−e) -Rees algebra, that better approximates the singular locus of G (n) after considering G (n) -local sequences (see [1, Remark 6.8] ).
3.16.
Resolutions of Rees algebras vs. simplifications of the multiplicity. Let X be a ddimensional variety, and let (V (n) , G (n) ) be a local presentation for the multiplicity in an (étale) neighborhoud of a point ξ ∈ Max mult X as in Definition 2.3. As indicated in 2.3, a resolution of G (n) induces a sequence of blow ups at equimultiple centers over X that ultimately leads to a simplification of the multiplicity.
On the other hand, by 3.15, when the characteristic is zero, finding a resolution of G (n) is equivalent to finding a resolution of an elimination algebra in some lower dimensional smooth scheme V (n−e) (if there is one). By [12, Theorem 28.10] if X is a variety of dimension d and (V (n) , G (n) ) is a local presentation of the multipliticity at some ξ ∈ X, then τ G (n) ,ξ ≥ (n − d) and therefore the problem of finding a simplification of the multiplicity of X is equivalent to that of finding a resolution of an elimination algebra of G (n) in dimension d. This means that the multiplicity has a local presentation in dimension d = dim X. Furthermore, one can iterate the process of computing elimination algebras in dimensions (n − 1), . . . , d and then it can be checked that,
, (see Definition 3.12, 3.10 (5), Remark 3.3 (1) and Remark 3.13). Therefore when facing a simplification of the multiplicity of X at ξ ∈ Max mult X the first interesting invariant at ξ is precisely ord
G (n) (ξ) which corresponds to the order of a Rees algebra that represents the multiplicity in dimension d.
When the charactersitic is positive, there is still a local presentation of the multiplicity of X at ξ, (V (n) , G (n) ) (see Theorem 2.6), and the lower bound τ G (n) ,ξ ≥ (n − d) holds as well (see the discussion in 3.8). One can check as before that
But here the link between G (d) and G (n) is weaker. In fact, there are examples that show that it is not always possible to give a local presentation of the multiplicity in dimension d (see [10, §11] ). However, as indicated in 3.15, G (d) is the Rees algebra in dimension d that better approximates Max mult X in a neighbourhood of ξ (see 3.15 (2) above). This means that one way to approach a resolution of G (n) may be by finding a refinement of the invariant ord G (n) (ξ) is in this case. It turns out, as we will show in Theorem 6.1, that it is related to the rate at which arcs in X with center ξ separate from Max mult X . More precisely, it is connected to the sequence of Nash multiplicities of the arcs with center ξ. In particular, this number is intrinsic to X (see Remark 5.4).
To summarize, for a given point ξ ∈ Max mult X , and a local presentation of the multiplicity, (V (n) , G (n) ), the invariant ord
G (n) (ξ) (which does not depend on the choice of the G (n) -admissible projection) is defined.
In addition, it can be shown that ord
does not depend on the choice of the local presentation either (see [12] ). Thus, we can eliminate the reference to G (n) and define:
where (V (n) , G (n) ) is any local presentation of Max mult X in a neighborhood of ξ.
4 Jets, arcs, and valuations Definition 4.1. Let Z be an arbitrary scheme over a field k, and let K ⊃ k be a field extension. An m-jet in Z is a morphism α : SpecK[|t|]/ t m+1 → Z for some m ∈ N.
If Sch/k denotes the category of k-schemes and Set the category of sets, then the contravariant functor:
is representable by a scheme L m (Z). If Z is of finite type over k, then so is L m (Z) (see [50] ). For each pair
In particular, for m ′ = 0, L m ′ (Z) = Z and we will denote by L m (Z) ξ the fiber of the (natural) truncation map over a point ξ ∈ Z. Finaly, if Z is smooth over k then L m (Z) is also smooth over k (see [31] ). By taking the inverse limit of the L m (Z), the arc space of Z is defined,
This is the scheme representing the functor
(see [7] ). and then we will say that the order of ϕ is m and will denote it by ν t (ϕ). We will denote by L(Z) ξ the set of arcs in L(Z) with center ξ. The generic point of ϕ in Z is the point in Z determined by the kernel of ϕ. 
4.6. Integral closure of Rees algebras and arcs. Let k be a field, let B be a (not necessary smooth) reduced k-algebra, and let G be a Rees algebra over B. Set X = Spec(B). For any arc ϕ ∈ L ∞ (X), ϕ : B → K[|t|], with k ⊂ K a extension field, the image via ϕ of G generates a Rees algebra over
It is clear that, since G ⊂ G, the order of the Rees algebra ϕ(G) at the maximal ideal t , ord t (ϕ(G)), is larger than or equal to ord t (ϕ(G)) (here we mean the order as Rees algebras as in 1.10). We claim that in fact,
To check the equality, suppose that ord t (ϕ(G)) = s ∈ Q and let f W n ∈ G. Then there exist some elements
Let r = ν t (ϕ(f )) be the (usual) order of ϕ(f ) at t . We will show that r n ≥ s, which will give us the equality in (4.6.1). On the one hand, from the way in which the coefficients a i are chosen in (4.6.2), one has that for i = 1, . . . , l,
where m i corresponds to the multiplicity of X i at ξ i for each i = 0, . . . , l, . . .. Note that m 0 is nothing but the multiplicity of X at ξ, and it is proven that for hypersurfaces the sequence (5.0.3) coincides with the sequence (5.0.1) above. We will refer to the sequence of blow ups in (5.0.2) as the sequence of blow ups directed by ϕ.
Remark 5.1. Using Hickel's construction, it can be checked that the first index i ∈ {1, . . . , l + 1} for which there is a strict inequality in (5.0.3) (i.e., the first index i for which m 0 > m i ) can be interpreted as the minimum number of steps needed to separate the graph of ϕ from Max mult X0 by blow ups 2 . This will necessarily be a finite number as long as the generic point of ϕ is not contained in Max mult X .
The persistance and its link to Hironaka's order function Let X be an algebraic variety defined over a perfect field k and let ξ ∈ Max mult X be a point of multiplicity m. Let ϕ ∈ L(X) ξ , and consider, as in (5.0.3), the Nash multiplicity sequence along ϕ. For the purposes of this paper, we will pay attention to the first time that the Nash multiplicity drops below m (see Remark 5.1 above). The contents of this subsection where in part developed in [9] , but we include the whole argument here to facilitate the reading of the paper.
Definition 5.2. Let ϕ be an arc in X with center ξ ∈ Max mult X whose generic point is not contained in Max mult X . We denote by ρ X,ϕ the minimum number of blow ups directed by ϕ which are needed to lower the Nash multiplicity of X at ξ. That is, ρ X,ϕ is such that m = m 0 = . . . = m ρX,ϕ−1 > m ρX,ϕ in the sequence (5.0.3) above. We call ρ X,ϕ the persistance of ϕ in Max mult X . We denote by ρ X (ξ) the infimum of the number of blow ups directed by some arc in X through ξ needed to lower the Nash multiplicity at ξ:
To keep the notation as simple as possible, ρ X,ϕ does not contain a reference to the point ξ, even though it is clear that it is local. However, the point is determined by ϕ, and hence it is implicit, although not explicit in the notation. Similarly, we may refer to ρ X (ξ) as ρ X once the point is fixed.
Let us define normalized versions of ρ X,ϕ and ρ X in order to avoid the influence of the order of the arc in the number of blow ups needed to lower the Nash multiplicity.
Definition 5.3. For a given arc ϕ : Spec(K[|t|]) → X with center ξ ∈ Max mult X , we will writē
where ν t (ϕ) denotes the oder of the arc, i.e., the usual order of ϕ(m ξ ) at K[|t|].
Remark 5.4. As we will see in Section 6 (see (6.0.1)), the value at a point ξ ∈ Max mult X of Hironaka's order function in dimension d (see 3.16) can be read from the numbers in Definition 5.3 above. In fact, the expression (6.0.1) gives an intrinsic definition of this rational number and provides at the same time a geometrical meaning for it (see Remark 5.1).
The algebra of contact and the order of contact
In the present section, we will show that for X, ξ ∈ Max mult X and ϕ ∈ L(X) ξ , we can attach a Rees algebra to the sequence of blow ups directed by ϕ (see (5.0.2)). From this algebra, we will define a new quantity, r X,ϕ (see Definition 5.8), which is a refinement of ρ X,ϕ . In particular, ρ X,ϕ is obtained by taking the integral part of r X,ϕ (see Proposition 5.11).
To define r X,ϕ , we need to introduce the algebra of contact of ϕ with Max mult X . This was carefully developed in [9, Section 4] for varieties defined over fields of characteristic zero. However, all of the contents of that section are also valid over perfect fields of arbitrary characteristic. We refresh here the notation used there, and refer to the results which are characteristic free.
Notation and setting.
Recall that, locally, in an (étale) neighborhood 3 of ξ ∈ Max mult X , it is possible to find an immersion X ֒→ V (n) and an O V (n) ,ξ -Rees algebra G (n) , which we may assume to be differentially closed, representing the multiplicity of X. That is, such that Sing(G (n) X ) = Max mult X , and so that this condition is preserved by G (n) X -local sequences over V (n) as long as the maximum multiplicity does not decrease (see Theorem 2.6 and the discussion in 2.7). Consider X 0 = X × A 
, and G (n) , can be extended to the smallest Rees algebra G
containing G (n) , which moreover represents the multiplicity
is also differentially closed.
The sequence of blow ups (5.0.2) directed by ϕ induces also a sequence of point blow ups for V (n+1) 0
Observe that the arc Γ 0 naturally induces another arc, the graph of ϕ,
) and also a commutative diagram, 
O O one has that Sing(C i ) = C i , where C i is the strict transform of C 0 inṼ -local and C 0 -local,
O O one has that
Sing(H i ) = C i ∩ η ∈X (i) Lowering the Nash multiplicity along an arc ϕ in X at ξ ∈ Max mult X below m = max mult X , is equivalent to resolving the Rees algebra H, and consequently ρ X,ϕ as in Definition 5.2 is the number of induced transformations by (5.0.2) of this Rees algebra H which are necessary to resolve it (see Definition 1.7).
together with an elimination algebra
. By 3.10 (1), Sing(G (n) ) is homeomorphic to Sing(G (d) ), and then Hironaka's order function in dimension d is defined as:
by a finite number of discrete valuation rings in K(B ′ ), all of them dominating B ′ . Denote by O v one of these (discrete) valuation rings, and by v the corresponding valuation. Then the inclusions,
define an arc ϕ : S → K v [|t|] that we claim gives the equality in (6.3.4). To prove the claim, let gW l ∈ G (d) be as in (6.3.5) satisfying (6.3.6). Now, if the ramification index ofṽ in O v is N ∈ Z >0 , then,
Example 6.4. Let k be a perfect field, let R = k[x, y], let B = k[x, y]/ y 2 − x 3 and let X = Spec(B). Then max mult X = 2 and Max mult X = {ξ = (0, 0)}. Up to integral closure, the differential R-Rees algebra representing Max mult X is G (2) Lowering max mult X below 2 takes just one blow up at ξ: this is what it takes to resolve both G (2) and H (2) (here we forget about the normal crossing conditions because this is not relevant to the example).
When the characteristic is zero, resolving G (2) is equivalent to resolving G (1) and the fact that one single blow up is enough is reflected in the value 3/2: G (1) is resolved in one step.
When the characteristic is 2, H (1) somehow exagerates the image of the singular locus of H (2) : it takes two blow ups to resolve H (1) while H (2) is resolved by one. And yet, there is no other S-Rees algebra that approximates the image of the singular locus of H (2) than H (1) . Thus: why the value ord Let us look at the problem from the point of view of the arcs in X with center ξ, and consider:
Now, if we compute the Nash multiplicity sequence of ϕ and the persistance (normalized), we obtain: 2 = m 0 = m 1 = m 2 > m 3 = 1; ρ X,ϕ = Thus, in the characteristic 2 case, it takes longer to separate the graph of the arc from the maximum multiplicity locus of X × A 1 k and the order of H (1) at the origin is reflecting this fact: this order cannot take a value below 2.
