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DEDlCATEDTOTHE MEMORY OF GABRIEL ANDREW DIRAC 
The conjecture of Kelmans that any 3-connected non-planar graph with at least 
six vertices contains a cycle with three pairwise crossing chords is proved. Using 
this, a refinement of Kuratowski’s theorem which also includes the result of Tutte 
that a graph is planar if and only if every cycle has a bipartite overlap graph is 
obtained. 0 1984 Academic Ress, Inc. 
1. INTRODUCTION 
It is a well-known result of Dirac [2] that any graph of minimum degree 
at least 3 contains a subdivision of K,. Thomassen and Toft [7] extended 
this by showing that a graph of minimum degree at least 3 contains a cycle 
with two crossing chords. 
In this paper we prove the conjecture of Kelmans [4] mentioned in the 
Abstract. The condition that the graph is non-planar is necessary since a 
cycle with three pairwise crossing chords is a special subdivision of K,,, and 
thus we have obtained a new planarity criterion for 3-connected graphs. 
Using this we give a precise description of the non-planar graphs which at 
the same time includes Kelmans’ conjecture, Kuratowski’s theorem, Tutte’s 
planarity criterion [9] that a graph is planar if and only if each cycle has a 
bipartite overlap graph, and also the extension in [5, Theorem 4.21 of this 
result of Tutte. We also discuss the algorithmic aspects. In particular, we can 
find, in polynomial time, a cycle with three pairwise crossing chords in a 3- 
connected non-planar graph with at least six vertices. 
2. TERMINOLOGY AND AUXILIARY RESULTS ON ~-CONNECTED GRAPHS 
The uerrex set of a gruph G is denoted V(G). An edge joining two vertices 
x and y is denoted xy. More generally x,x2 .. . xk denotes a path with vertices 
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~1,~2,“.,~~’ If 1 <i < j< k, then the paths xixi+, .a. xi and xi+r .k. xj are 
denoted [xi, xj] and ]xi, xj], respectively. Paths [xi, xj[ and ]xi, xj[ are 
defined analogously. When we refer to paths in subdivisions of graphs we 
only include the branch vertices (i.e., the vertices of degree 23) in this 
notation (it will always be clear from the context which paths we refer to). If 
H is a subgraph of a graph G, then an external H-path in G is a path joining 
two vertices of H and containing no other vertex of H. An edge e = xy 
joining two vertices of a cycle C but not belonging to C is a chord of C. An 
edge joining the two paths of C - {x, JJ} is said to cross e. For the definition 
of overlap graphs we refer to [5]. 
As we prove Kelmans’ conjecture by induction we make use of one of the 
recursive descriptions of 3-connected graphs. For the present purpose a 
variant of the description found independently by Barnette and 
Griinbaum [ 1 ] and Titov [8] (see also [6]) seems most convenient. 
PROPOSITION 2.1. Let G and H be 3-connected graphs such that G 
contains a subdivision of H and such that G # H. Then G contains an edge e 
such that G - e is a subdivision of a 3-connected graph and such that G - e 
contains a subdivision of H. 
Proof: Let H’ be a proper subgraph of G such that H’ is a subdivision of 
a 3-connected graph containing a subdivision of H and such that H’ has as 
many edges as possible subject to these condition. H’ exists because G has 
more edges than H. 
If H’ is 3-connected and V(H’) = V(G), then any edge not in H’ can play 
the role of e. If H’ is 3-connected and x E V(G)\V(H’), then we consider, by 
Menger’s theorem, three paths from x to H’ having only x in common pair 
by pair. But then the union of two of these together with H (possibly less one 
edge) contradicts the maximality of H’. So we can assume that H’ is not 3- 
connected; i.e., H’ has a path P of length at least 2 connecting two branch- 
vertices x, y of H’ and containing no other branch-vertices of H’. 
Since G is 3-connected, it contains an external H’-path P’ from P - (x, y} 
to H’ - V(P). Since H’ UP’ is a subdivision of a 3-connected graph we 
must have H’ U P’ = G and hence P’ has only one edge which can play the 
role of e. This completes the proof. 
Proposition 2.1 combined with Kuratowski’s theorem imply the following: 
COROLLARY 2.2. If G is a 3-connected non-planar graph not isomorphic 
to K, or &, then G has an edge e such that G - e is a subdivision of a 
non-planar 3-connected graph. 
In the proof of Proposition 2.1 we “extend” a subdivision of a 3-connected 
graph. How this can be done is considered in more detail in the next 
technical result. 
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PROPOSITION 2.3. Let G be a 3-connected graph containing a subgraph 
H which is a subdivision of a 3-connected graph H,, . Let e = xy be an edge 
of H, where x has degree 3 and let x,, x2 be the other neighbours of x. Let 
P, P, , P, be paths in H corresponding to e, xx,, and xxz, respectively, in H,, . 
If P has length at least 2, then G contains an external (H - [ V(P)\{x, y}])- 
path P’ porn x to y (possibly P = P’) such that (i), (ii), or (iii) below is 
satisfied (with H’ = (H - [ V(P)\{x, y}] UP’): 
(i) G has an external HI-path Q, from the neighbour q,, of x on P’ to 
H - VW U VP,) u W’,)); 
(ii) G has an external HI-path Q, from the neighbour of y on P’ to 
(PI u Pz) -x; 
(iii) G has two disjoint external HI-paths Q,, QZ such that Q, 
connects a vertex z of P’ - {x, y} with a vertex of H’ - (V(P’) U V(P,) U 
V(P,)) and Q2 connects the neighbour of z on P’ (in the direction towards x) 
with a vertex of (P, U PI) - x. 
The three alternatives are illustrated in Fig. 1. 
Proof ofProposition 2.3. Since G - x is 2-connected there are two inter- 
nally disjoint paths Q6, Qi from the neighbour q,, of x on P to 
H - (V(P)\{ y}). Using P we can assume that Q6 has y as an end. If the end 
of Q$ (distinct from qO) is not on P, UP,, then Q,!, U {x, xq,} and Q: can 
play the role of P’ and Q, in case (i). So assume that Ql has an end on 
P, UP,. We repeat this argument with Q6 instead of P and the neighbour q, 
of q,, on Q6 instead of qO. (We can assume that Qh has length at least 2 since 
otherwise we have case (ii)). This gives paths Q; and Qy instead of QA and 
Q/,’ (respectively) where Q; has ends y and ql. If Qy has an end not on Q,!,’ U 
P, UP,, then Qf can play the role of Q, in case (iii). So assume that Qr has 
an end in Ql u P, UP,. We repeat the argument with Q: instead of Q6. 
Continuing like this we get a sequence of paths Q:, Qy, Q;l,..., such that QF 
connects q1 with a vertex on P, U P, U Q: U Qy U - - - U Q,l_ 1 or on the path 
4041 a-. qt-z for i= 1,2 ,..., and Q; connects qr with y. Since G is finite the 
FIG. 1. The three alternatives in Proposition 2.3. 
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sequence is finite, so it terminates for i = k, say. If Q; has length 1, then we 
have case (ii) because Q: U Qy U s.. U Qi U [qOql ..a qk] together with a 
segment of P, U P, is 2-connected. On the other hand, if Q; has length at 
least 2 we repeat the above construction and obtain paths Q;,, (connecting 
qk+ i with y) and Q;+ i (connecting qk+ i with a vertex in H - (V(P) U 
V(P,)Y V(P,))). Now we have case (iii) with Q, = Q[+, and P’ consisting 
of Qktl together with an appropriate path in Qs U Q;l U --. U QiU 
[4041 . . . qktl] and Q2 consisting of another path in 
Q/,‘uQ;lU...UQ:U [qoq, **-qk+ll. 
(Again, we use that Qi U Qy U a.. U Ql U [qOql a.. qk] together with a 
segment of P, UP, is 2-connected.) This completes the proof. 
3. KELMANS' CONJECTURE 
In [7] it was shown that any graph of minimum degree at least 3 contains 
a subdivision of K, such that a Hamiltonian path of K, is not subdivided. 
Kelmans [4] pointed out that there are 3-connected graphs containing 
subdivisions of K,,, such that, for any such subdivision, the non-subdivided 
edges are independent in K,,, . He then raised the question answered by 
THEOREM 3.1. If G is a 3-connected non-planar graph with at least six 
vertices, then G has a cycle with three pairwise crossing chords. 
Proof(by induction on 1 V(G)]). If G = K,,, , there is nothing to prove so 
assume that G # K,,, . By Corollary 2.2, G has an edge e such that G - e is 
a subdivision of a 3-connected non-planar graph H. If H = K,, the theorem 
is easily verified so assume H # K, , By the induction hypothesis, H contains 
a cycle C with three pairwise crossing chords, say ad, bf, and cg. If these are 
chords of the cycle in G corresponding to C (which we also denote by C), 
then the proof is complete so we assume that e has an end h on ad; i.e., the 
edge ad in H corresponds to a path ahd in G. If the other end of the edge e is 
on one of the edges bf, cg, then it is easy to find the desired cycle, so assume 
that bf and cg are edges of G. Since G is 3-connected, G - {a, d} has a path 
P from h to a vertex i on C. If i is on one of the segments [a, b], [c, d], [d, 
f], [g, a] on C, we easily find a cycle with three pairwise crossing chords: 
bf, cg, and one of dh, ah. By symmetry we can assume that i is on the 
segment lb, c[ (see Fig. 2a). We now apply Proposition 2.3 to the subgraph 
of Fig. 2a (with i and h instead of x and y, respectively). We claim that 
either P has length 1 or else we get case (ii) in Proposition 2.3. For if we get 
case (i) or (iii) (say case (iii)), then the path Q, must have an end on the 
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segment If, g[ on C (because of the above observation on the possibilities for 
the location of the end of P on C) and then we get the configuration 
indicated in Fig. 2b. But then the edges dh, pq, and bf are pairwise crossing 
in the cycle ahqifdcip?ba. We also get in a similar way the desired cycle if 
case (i) occurs so we can assume that either P has length 1 or case (ii) 
occurs. In the later case we modify C so that P has length 1. 
In any case we can assume that we have the situation in Figure 2a with h 
and i being neighbours. Now we consider the following cycle C’: abicgfdfra 
as indicated in Fig. 3a. Note that if we ignore the edge e = hi in Fig. 2a and 
the segment ] c, d[ in Fig. 3a, then the two figures have the same structure 
except that the segment [g, a] in Fig. 3a may have length greater than 2, and 
the segment [a, h] in Fig. 3a has length 1. 
We now apply Proposition 2.3 to the graph of Fig. 3a with a and g instead 
of x and y, respectively. If [a, g] has length 1 or if case (ii) occurs then it is 
easy to modify C’ into a cycle such that bf, ih, and an edge on [a,g] are 
FIGURE 3 
(b) 
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pairwise crossing chords. So we assume that case (i) or (iii) occurs and, 
furthermore, Q, must have an end on one of the segments lb, i[, If, d], [d, h[ 
(since, otherwise, we can modify C’ so as to obtain a cycle for which bf, ih, 
and an edge on [a,g] are pairwise crossing chords). From the proof of 
Proposition 2.3 it follows that Q, and Q2 can be chosen such that there is no 
external path from an intermediate vertex of Q, to Q, U P, UP, (here P, 
and P, correspond to the segments [b, a] and [a, h], respectively, of C’) or 
to the segment [c’, a] in Fig. 3b. (This follows by letting k be maximum in 
the proof of Proposition 2.3.) We make use of that observation below where 
we apply Proposition 2.3 with Q,, a’, b’ (in Fig. 3b) instead of P, x, y, 
respectively. As indicated in Fig. 3b we first consider the case where a’ is on 
the segment lb, i[ of C’. 
The two new external paths we get by Proposition 2.3 are denoted Qi and 
Q;, respectively. By the observation above, Q; has no end on any of the 
segments [b, d’], [d’, a], [a, h], [a, c’], [c’, d’]. (Again, we refer to Fig. 3b. 
Note that d’ may equal h and that d’ may not exist at all. In that case 
c’ = a.) Also, Q; has no end on the segments [i, c], ]g,f], [c, d[ since 
otherwise, C’ can be modified into a cycle with three pairwise crossing 
chords bf, ih, b’c’. So we get one of the configurations in Fig. 4. In each case 
we have indicated a cycle (in dotted lines) which has three pairwise crossing 
chords. 
We also have to consider the case when the end a’ of Q, must ,be on the 
segment If, h( = If, d] of C’. As above, we apply Proposition 2.3 with Q, , 
a’, b’ instead of P, x, y, respectively. If we combine all restrictions mentioned 
above on the possible ends on the two new external paths, we conclude that 
we obtain the situation depicted in Fig. 5a. A cycle with three pairwise 
crossing chords is indicated in Fig. 5b and the proof is complete. 
By Corollary 2.2, each 3-connected non-planar graph G of order at least 6 
can be obtained from K,., by successively “adding” an edge, each end of 
b 
FIGURE 4 
(b) 
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FIGURE 5 
(b) 
which is either a vertex of the graph under consideration or a “new” vertex 
of degree 2 inserted on an edge. Also, the proof of Proposition 2.1 provides a 
good algorithm for finding that sequence of edges for a given graph G. If we 
have a cycle C with three pairwise crossing chords and “add” an edge as 
above, then the proofs of Proposition 2.3 and Theorem 3.1 show that we can 
get, in polynomial time, a new cycle with three pairwise crossing chords. 
Combining this with the linear algorithm of Hopcroft and Tarjan [3] for 
drawing a 3-connected graph in the plane or exhibiting a subdivision of K, 
or K,,, (and hence a subdivision of K,,,) we obtain a polynomially bounded 
algorithm for drawing a 3-connected graph in the plane or producing a cycle 
with three pairwise crossing chords. 
4. A REFINEMENT OF KURATOWSKI'S THEOREM 
Kuratowski’s theorem provides a very simple explanation of local 
character of why a non-planar graph cannot be drawn in the plane. 
Theorem 3.1 provides an even simpler explanation in case the graph is 3- 
connected. We now extend Theorem 3.1 in such a way that we also obtain a 
precise (global) description of the graphs not satisfying the conclusion of 
Theorem 3.1. For this we consider the class Q of graphs defined as follows: 
(1) K, and each planar 3-connected graph is in Q. 
(2) If e, = xi y, and er = x2 y, are edges of disjoint graphs G, and G,, 
respectively, in Q, then the graph obtained from G, U G, by identifying xi 
with yi and x, with y, and possibly deleting e, and e2 is also in Q. 
Note that all planar 2-connected graphs are in 5%. An informal way of 
defining Q is to say that the graphs in ‘8 are obtained by successively 
pasting 3-connected planar graphs and copies of K, together along edges and 
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possibly deleting some of the edges used in this process. With this 
terminology we have 
THEOREM 4.1. Any 2-connected graph G satisfies precisely one of the 
following statements 
(1) GisinQ; 
(2) G contains a cycle C with six vertices x,, xq ,..., x, in that cyclic 
order such that, for each i = 1,2,3 either x,x*+ 3 is an edge of G or 
G - {xi, Xi+s} has a connected component H, not intersecting C. 
Remark. The components H, , H,, H, in (2) above are clearly disjoint so 
any 2-connected graph satisfying (2) has a subdivision of K,,,. It is easy to 
see that any graph in Q is either planar or contains a subdivision of K, but 
not a subdivision of K,,, . 
Proof of Theorem 4.1 (by induction on 1 V(G)]). By the remark above, a 
graph cannot satisfy both (1) and (2). If G is 3-connected, it is either planar 
(and is thus in @) or it contains a cycle with three pairwise crossing chords 
by Theorem 3.1. 
So assume that G is not 3-connected; i.e., G is the union of two edge- 
disjoint graphs G,, G, having precisely two vertices xi, x2 in common such 
that I WI < I VI f or i = 1,2. Let G; = G, U {x1x2} for i = 1,2. If Gi or 
G; satisfies (2) it is easy to see that G satisfies (2) also. On the other hand, if 
both Cl and G; are in Q then G is in Q. This completes the proof. 
If a non-planar graph G is in Q, then it is easy to see that G contains a set 
A of five vertices such that, for each pair x, y of vertices of A, either xy is an 
edge of G or else G - {x, y} contains a connected component Hx,Y not inter- 
secting A. So G contains a special type of subdivision of K, and for any 
cycle C of this K, (containing A) the so-called “skew-overlap graph” (see 
[6]) has a cycle of length 5. Thus Theorem 4.1 includes both Theorem 3.1, 
Kuratowski’s theorem, and [5, Theorem 4.21 which extends the result of 
Tutte [9] that a non-planar graph has a cycle whose “overlap graph” is non- 
bipartite. 
Theorem 3.1 combined with the method of Theorem 4.1 also gives the 
following extremal result. (We leave the details for the reader.) 
COROLLARY 4.2. A graph G with n vertices and 3n - 5 or more edges 
contains a cycle with three pairwise crossing chords unless G is obtained by 
successively pasting copies of K, together along edges. 
A 2-connected graph G which is not 3-connected can be “decomposed” 
into two graphs Cl and G; as in the proof of Theorem 4.1. Continuing like 
that we “decompose” the graph into 3-connected graphs which Hopcroft and 
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Tarjan [3] call the 3-connected blocks, and the planarity algorithm in [3] is 
based on a linear algorithm for determining the 3-connected blocks. It turns 
out that the 3-connected blocks are independent of the order in which the 
graph is “decomposed,” and we can show that condition (2) in Theorem 4.1 
is equivalent with saying that some 3-connected block is non-planar and 
distinct from K,. Combining these observations with the final remarks of 
Section 3 we obtain a polynomially bounded algorithm for deciding if a 
given 2-connected graph is in Q or finding a cycle C satisfying (2). 
Note added in proof: The proof of Theorem 3.1 needs a slight refinement since it may 
happen that the vertex j in Fig. 2b must equal a or d. In that case we consider the neighbour s 
of h distinct from II and d and we claim that G - (a, d) must have two paths R, and R, from 
s to C which are disjoint except for s. For otherwise, G has a vertex m which together with a 
and d separates s from C. But then we contract the component of G - {a, d, m) containing s 
and h into a single vertex. The resulting graph is a subdivision of a 3-connected non-planar 
graph and we easily complete the proof by induction. So R, and R, exist and we can assume 
that R, has an end on lb, c[ and that R, has an end on ]g,f[. We now apply Proposition 2.3 
to both R, and R, as in Fig. 2b. This gives two new paths S, and S, from R , and R, to a or d. 
I f  both a and d are ends of one of S,, S, then we easily get the desired cycle. On the other 
hand, if d is an end of both of S, and S,, then we apply Proposition 2.3 to S, and we get a 
new path which must end at a and as above we get the desired cycle. Whenever we apply 
Proposition 2.3 we make sure that k in the proof of that proposition is maximum. 
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