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Research problem 
How difficult must machines be? 
As in Shannon's coding theory, we want statements that are independent 
of how it is done, tho the upper bound(Shannon-Fano coding) exhibits 
an upper bound. 
That something can be said follows from the observation that if a machine 
can do Zn different things, we will have to have some encodings to name 
the problem involving at least n bits. If the things that can be done have 
probabilities of occurring, then Huffman coding, or even more elaborate 
Markov encoding (adaptive?) 
On the top side extravagant bounds can probably be given. 
But the problem is to find a way of thinking about iti in just enough 
detail, and enough abstraction, to get meaningful, useful bounds. 
We lack the concepts to think clearly about the difficulty of using machines, 
but after all, it may well be that the concepts come from what can be proved, 
rather than from experience. If theory does not get in there, experience 
may well so confuse and muddy up the waters that it will be very hard 
to get at the whole problem of making machines really humanly orieinted. 
Mar 2, 1984 
I have long known that math packages cannot be made safe, or at least 
are not now safe. Gaussian elimination can take a well conditioned 
system of equations and make them ill-conditioned, etc. Even the trig 
fen aubroutine will give strange answers for very large angles, and hence 
the user must be aware of the limitations of what can be asked reasonably of 
computation. And that requires a lot of special training to get! 
I found that even sorting, which I had supposed was more or less fool proof, 
can fool you if you were, for example, to sort on the last names and fail 
to say what to do about the first names incase of two of the same last names. 
It just never occurrred to ask, so you .got what you got, and were fooled 
into th inking that you got what you really wanted. 
It · appears that automating things will bring troubles, that the sharp knofe 
will cut ~yu, and I agree that this cannot be toaally eliminated, but that 
does not remove the question of how much protect ion is possible, what 
forems if can and should take, etc. The principles of protection must be 
fairly general if they are to be widely used. Again we need an abstract 
theory a la Shannon. 
The prospect that the use of machines will continue to be dominated by 
ad hockery, try and id fail, and thenpatch, seems a nauseating to me. 
We need to have greater abstraction in our thinking of the concrete 
details we daily do with machines, the gimmicks we add to fix up things, 
the tricks and nonsense (non-sensel we see everywhere. The personal 
computer is raising the level of the professional's work to humaneness, 
but it is a fumbling approach that lacks a sound useful philosophy and theory. 
We need abstraction and philosophy for over all guidance or else we will 
simply wander int he morass of stupidity endlessly. 
