We show that the intersection of the class of 2-REA degrees with that of the ω-r.e. degrees consists precisely of the class of d.r.e. degrees. We also include some applications and show that there is no natural generalization of this result to higher levels of the REA hierarchy.
Introduction
The ∆ 0 2 degrees of unsolvability are basic objects of study in classical recursion theory, since they are the degrees of those sets whose characteristic functions are limits of recursive functions. A natural tool for understanding the Turing degrees is the introduction of hierarchies to classify various kinds of complexity. Because of its coarseness, the most common such hierarchy, the arithmetical hierarchy, is itself not of much use in the classification of the ∆ 0 2 degrees. This fact leads naturally to the consideration of hierarchies based on finer distinctions than quantifier alternation. Two such hierarchies are by now well established. One, the REA hierarchy defined by Jockusch and Shore [8] , is, like the arithmetical hierarchy, based on the complexity of the definitions of the sets involved, replacing the alternation of quantifiers with the iteration of recursive enumerability in and above a set, a significantly less powerful procedure. The second such hierarchy, the difference hierarchy due to Putnam [12] and Ershov [7] , is built up by starting with the recursively enumerable sets as a base, and then iterating the operation of taking set-theoretic differences, thereby classifying sets on the basis of the difficulty of their construction in comparison with r.e. sets. Analysis of the relationship of the REA hierarchy to the difference hierarchy is therefore a natural means of comparing the definability of sets to the inherent difficulty of their construction.
Jockusch and Shore took the first steps toward this analysis in [8] . There they proved that for any recursive ordinal α, every α-r.e. set has α-REA degree. They also contrasted the two hierarchies by showing, on the one hand, that if α < β,
A preliminary result and two applications
First of all we prove a simpler result concerning sets which are simultaneously 2-REA and ω-r.e. Recall that if a set C is recursively enumerable in another set A and A ≤ T C, then C is said to be A-REA. Proposition 1. Let C and A be sets such that A is r.e., C is A-REA, and C is ω-r.e. Then deg(C) is d-r.e.
Proof. Let C = W A e , where W A e = dom(Φ e (A)), and A ≤ T W A e . Since C is ω-r.e., there exist recursive functions g and f such that for all x,
We construct a d.r.e. set V as follows:
For each x ∈ ω, we wait for a stage s 0 such that Φ e (A; x)  [s] and g(x, s) = 1. We then put x, 0 into V s0 . We then wait for a stage t 0 > s 0 such that
and g(x, t 0 ) = 0, and remove x, 0 from V t0 , if such a stage occurs. If a new stage s 1 appears such that again Φ e (A; x)  [s 1 ] (with a new use φ e (A; x)[s 1 ]) and g(x, s 1 ) = 1, we then put x, 1 into V . We continue this process, adding new markers x, j at stages s j where Φ e (A; x)  [s j ] with a new use, g(x, s j ) = 1, and no marker is yet in V ; and removing markers at stages t j whenever a computation defined at stage s j becomes undefined and g(x, t j ) = 0.
Obviously V is d.r.e. It is also clear that V ≤ T A ⊕ W A e , since either no x, j ∈ V , or the unique x, j corresponding to the correct computation of Φ e (A; x) is the unique element of V [x] . It is easy to see that we also have W Although Proposition 1 is itself interesting, we give two applications to results concerning isolation in the difference hierarchy. Isolation arises when there is some pair of degrees a < b such that there do not exist any degrees of some specified class C between the two. The simplest case of any interest in the context of the difference hierarchy occurs when a is r.e., b is d.r.e., and C is the class of r.e. degrees. In this case, a is usually just called an isolated d.r.e. degree. Recent work by Cooper and Yi [5] , Arslanov, Lempp and Shore [2] , Ding, and LaForte [10] , [11] has focused on these isolated d.r.e. degrees. Cooper and Yi construct both isolated and non-isolated (properly) d.r.e. degrees in [5] , while [11] and [2] show that each type respectively occur densely in the r.e. degrees. Using our results, we can show that the situation is somewhat different at higher levels in the difference hierarchy. A degree is said to be properly (n + 1)-r.e. if it contains an (n + 1)-r.e. set, and fails to contain any n-r.e. set.
Theorem 2. For all n > 1, if a is a properly (n + 1)-r.e. degree, then there exists some n-r.e. degree b < a such that no r.e. degrees occur in the interval between b and a.
Proof. If A is (n + 1)-r.e. and n > 1, then consider any n-r.e.Ã for which A is A-REA. Such sets exist by Jockusch and Shore [8] . Clearly,Ã < T A. Suppose that for some r.e. W ,Ã ≤ T W < T A; then A is W -REA, and therefore 2-REA. But then, by Proposition 1, A has d.r.e. degree, contradicting the properness of A's degree.
Thus, for every n > 1, every properly (n + 1)-r.e. degree is isolated in the r.e. degrees by an n-r.e. degree below it.
As far as isolation in other classes higher in the difference hierarchy, Cooper and Yi ( [5] , Theorem 3.1) showed that if B is a d.r.e. set and A < T B is r.e., then there exists some d.r.e. C with A < T C < T B.
Thus no r.e. set can isolate a d.r.e. set in the d.r.e degrees. It is an easy consequence of Proposition 1 that, in fact, for all n, no r.e. set can isolate an (n + 1)-r.e. set in even the d.r.e. degrees, much less the n-r.e. degrees when n > 1. Theorem 3. Let n ≥ 1. For any n-r.e. set B and r.e. set A such that A < T B, there exists some d.r.e. C with A < T C < T B.
Proof. We use induction on n. For n = 1, this follows from Sacks' density theorem. Let B be (n + 1)-r.e. where n > 0 and let A < T B be r.e. As above, by Jockush and Shore, there exists some n-r.e.B ≤ T B in which B is r.e. Note that A ⊕B is n-r.e. If A < T A ⊕B, then by the induction hypothesis, there is some d.r.e. set C with A < T C < T A ⊕B ≤ B. If A ≡ T A ⊕B, then B is A-REA, hence B is an (n + 1)-r.e. set of 2-REA degree, and so by the corollary above, B has 2-r.e. degree. But then the desired conclusion follows from the result of Cooper and Yi mentioned above.
It is natural to wonder whether the situation in Proposition 1 holds also for the degrees (instead of merely for sets). Our next two sections show that this is in fact the case.
Two technical preliminaries
Before we prove our main result, we need to isolate a property of computations which use a 2-REA oracle. This property was used implicitly in both Jockusch and Shore [8] , and Hinman and Cholak [6] . We will show that each computation from a 2-REA oracle can be made to behave as if it were a computation from a merely 2-r.e. oracle in one important respect. Let u be any number and suppose D is d.r.e. If there exists some sequence of 3 stages s 0 < s 1 < s 2 such that D s0 u = D s1 u but D s0 u = D s2 u, then D can never again agree with D s1 on its initial segment of length u. This is simply because the above situation can only occur when some element y ∈ (D s1 − D s0 ) u but y ∈ D s2 , since D is d.r.e. Since D has already changed twice on y by s 2 , y can never return to D thereafter. If u is below the use of some computation defined at s 1 then we know not only that the computation is incorrect, but even that it will never again even appear to be correct after stage s 2 .
The key idea for simulating this behavior with a 2-REA set is due to Jockusch and Shore, [8] . This is to enlarge the use of a particular computation from the 2-REA set to include the amount of the r.e. part needed to enumerate the elements checked by the computation in the relatively r.e. part. Through this device we can make computations from 2-REA sets act in the manner just described. In order to avoid introducing irrelevant notational complexity, we take some liberties below. Notice that the use u of some computation from an oracle which is a sum X⊕Y is the maximum of some 2u and 2u +1 where u and u are the greatest elements checked for membership in X and Y respectively. It simplifies things to avoid worrying about this when changes in only one of the sets X and Y are under consideration, treating the use separately for each set. Thus we write (X ⊕ Y ) u when we actually mean X u ⊕ Y u , and we use expressions referring to the use u ambiguously depending on whether we are considering X, Y , or X ⊕ Y , writing X u and Y u when we should, strictly speaking, write X u and Y u .
We also define φ Before continuing, we must introduce a familiar technical device, the SoareLachlan "hat trick" of Lachlan [9] . This device is designed to ensure that whenever we are making tentative judgements about oracle computations by using an approximation to an r.e. oracle, there are arbitrarily large stages at which the only computations which converge using the approximation to the oracle are those computations which use the true oracle.
Definition 2. Let A be an r.e. set given by the recursive approximation A s : A stage s is A-true if the least element that enters A at stage s + 1 is also less than any element which enters A at any later stage. Since every number has only finitely many predecessors, it is not hard to see that every infinite r.e. set has infinitely many true stages at which larger and larger elements are enumerated into it. The significance of the hat trick lies in the following fact: if We use the hat trick to replace what is in general a very badly behaved approximation to a 2-REA set A ⊕ W
A by a better behaved one so that we can ensure that each computation using the 2-REA oracle appears at infinitely many stages during a given construction. 
Definition 3. Let
W A e be a relatively r.e. set and let A s : s ∈ ω and W A e,s : s ∈ ω be recursive approximations to A and
this implies that if Φ(A ⊕ W
A ) is a total function, then for every x ∈ ω, there will exist infinitely many stages s at which
φ(x) must take on its true form at every sufficiently large A-true stage.
Our main result
Theorem 4. Let C be ω-r.e., and A ⊕ W A be 2-REA.
Proof. 3 Let f (x, s) and g(x) be recursive functions such that for every x,
These are the functions witnessing that C is ω-r.e.
In what follows, we suppress the oracle A ⊕ W A in our expressions for Φ and φ, for the sake of brevity. We define a modified use function for the reduction Φ using φ + as follows, taking the first case that applies:
Note that
and u is as nondecreasing in s as possible subject to this constraint. We now construct a A ; x) = f (x))[s 1 ] = 1, we add x, 1, 1 to D s1 . We continue this process, alternating at stages s j < t j by adding markers x, 1, j at stages s j where (Φ(A ⊕ W A ; x) = f (x))[s j ] = 1, and markers x, 0, j at stages t j where (Φ(A ⊕ W A ; x) = f (x))[t j ] = 0. When there exist two stages s < s such that u(x, s) = u(x, s + 1) = u(x, s ), we remove all markers enumerated at any stages t with s < t ≤ s .
Clearly, D is d.r.e. Also C ≤ T D, since for each x we can search for the greatest j < g(x) such that either x, 0, j ∈ D or x, 1, j ∈ D. Then x ∈C if and only if x, 1, j ∈ D. In fact, it is clear that C ≤ tt D, and, if C is n-r.e. for some n < ω, C ≤ btt D.
Using the hat trick, let s be the least stage such that
, and
C ≤ T A ⊕ W A , so s can be found uniformly in x by A ⊕ W A . We claim x, i, j ∈ D if and only if x, i, j ∈ D s . Notice that there are infinitely many stages s > s such that u(x, s) = u(x, s ). Thus all markers for x enumerated after stage s are removed, so that x, i, j ∈ D implies x, i, j ∈ D s .
Suppose, on the other hand, that there is some x, i, j ∈ D s , but x, i, j is removed at some t > s. We can assume x, i, j was actually enumerated into D at stage s. (Otherwise we replace s by the last stage before it at which some action was taken.) Clearly, there exists some v < s such that such that u(x, t) = u(x, v), and hence
Notice that u(x, s) = u(x, v), since x, i, j is not removed at stage s.
. Clearly, since y drops out of W A again by stage t,
, since A is r.e. If u(x, s) < u(x, v), then there must exist some 
, contradicting u(x, v) = u(x, s). This establishes the result.
Notice that the d.r.e. set D constructed in the above theorem is itself r.e. in A as a set, rather than merely being of A-r.e. degree. This is because markers tied to any given x are only removed when there is a change below the use of some φ + (A ⊕ W A ; x)[s] causing a return to the state of A ⊕ W A at the earlier stage when the element in question was enumerated into D. Since this can only happen as a result of some change in A below the use of some computation defined at the stage when the element was first enumerated into D, we immediately have the following result:
Corollary 5. If C is ω-r.e., A is r.e., and C has A-REA degree, then there exists a d.r.e. set D which is itself r.e. in A as a set such that C ≡ T D.
In fact, one can use a slightly simpler version of the method employed in proving Theorem 4, to prove an apparently weaker version of Corollary 5, in which one merely constructs an A-REA set D to be ω-r.e.; then one can prove the stronger version we have stated by combining this result with Proposition 1.
Theorem 4 immediately yields the following:
Corollary 6. Any ω-r.e. degree which is 2-REA is also 2-r.e.
In LaForte [10] , a nonrecursive r.e. set A is constructed such that every set recursively enumerable in and above A has d.r.e. degree. By Soare and Stob [14] , at least one such set fails to be of r.e. degree. LaForte, as well as Arslanov and Lempp, then conjectured that this pathology persisted in the low r.e. degrees, that is, that for every n ≥ 1, there existed an r.e. set A such that every set r.e. in and above A had (n + 1)-r.e. degree, but at least one failed to have n-r.e. degree. Corollary 6 shows this conjecture must fail for the r.e. degrees.
Arslanov, Lempp, and Shore show in [2] that given any r.e. degrees v < u, there exists a d.r.e. degree d such that v < d < u and d is not r.e. in u. Our result allows this to be extended throughout the finite levels of the difference hierarchy.
Corollary 7. Let V and U be r.e. sets, V < T U . For any n > 1 there is a properly n-r.e. set A such that V < T A < T U and deg(A) is not V -REA.
Proof. For n = 2 it follows from the result of Arslanov, Lempp, and Shore. For n > 2 it follows from Corollary 6 and from the fact (see Arslanov [1] or Cooper, Lempp, and Watson [4] for the case n = 2; for the case n > 2 the proof is similar) that properly n-r.e. degrees are dense in the r.e. degrees.
A negative result
The key device used in the proof of Theorem 4 was the forcing of the 2-REA oracle to simulate a d.r.e. one by giving up forever all intermediate computations when a computation recurs again at a later stage than the one at which it was first defined. It is possible to isolate this property in a general lemma, which can then be extended so as to apply to higher levels in the REA hierarchy, showing that even for n > 2, n-REA oracles "act like" n-r.e. oracles in a way analogous to that in our proof. Knowing this, one might reasonably hope to generalize our construction and perhaps prove that for all n, the n-r.e. and n-REA degrees agree on the ω-r.e. degrees. Unfortunately, it is not hard to show that this is impossible.
Theorem 8. There exists a set A which is simultaneously 3-REA and 4-r.e., yet fails to be of 3-r.e. degree.
Proof. In fact we actually construct A to be recursively enumerable in and above a d.r.e. set D. Since d.r.e. sets are 2-REA, this is more than sufficient. The proof is a relatively easy finite injury one. For convenience, we define a the nondecreasing use for computations from 3-r.e. sets in the same manner as the use for computations from 2-REA sets above. We must build a d.r.e. set D and enumerate A from D in such a way that A fails to have 3-r.e. degree while simultaneously ensuring that A changes value at most 4 times on every number. This involves an infinite list of requirements.
where Φ, Ψ range over all recursive functionals, and C ranges over all 3-r.e. sets. The satisfaction of the requirements P Φ,Ψ,C is achieved by a modification of the usual strategy for producing a 4-r.e. set not of 3-r.e. degree. We pick a witness x ∈ ω [2] for our requirement at some stage s 0 . If at some stage s 1 we have (Φ(C; x) = A(x))[s 1 ] and (Ψ(A) φ(C; x) = C φ(C; x))[s 1 ], we then act by enumerating
with use x, y +1 +1 where x, y is the least element of ω [x] which is bigger than the total use v(s 1 ) = max ψ(A; z, s 1 ) : z < φ(C; x, s 1 ) and which has never yet occurred in D. If at a later stage s 2 , the condition recurs, we remove x from A by enumerating x, y into D. Notice that this returns A to its state at stage s 1 , since y is greater than the total A-use at stage s 1 . Thus the condition can only recur again at some stage s 3 > s 2 if C returns to its state at s 1 . If this happens, then we remove x, y from D at s 3 + 1, thereby returning A to its state at s 2 . Notice that at this point we must have some number w < φ(C; x, s 1 ) such that C s1 (w) = C s3 (w) = C s2 (w), and Ψ(A; w)[
. But now if the condition recurs at some s 4 > s 3 , we can win by enumerating x, y + 1 into D. This returns A to its state at s 1 , while C s4 (w) = C s2 (w) = Ψ(A; w)[s 1 ]. Since C is merely 3-r.e., it can never again change value on w, and so the requirement is permanently satisfied. Notice that D is d.r.e., as required, and A is both 4-r.e. and D-REA. The arrangement of these strategies into a finite-injury argument is straightforward -whenever a higher priority requirement acts, all lower priority requirements give up their witnesses and choose new ones bigger than any number used in checking the higher priority requirement's condition. Since this arrangement is the same as in the usual proof of the existence of a properly 4-r.e. degree, we give no further details here.
It is not hard to see that the previous result can be generalized to any n ≥ 3, constructing a set A n to be (n + 1)-r.e., not of n-r.e. degree, yet recursively enumerable in and above a d.r.e. set D. This is achieved by setting the D-use used to enumerate some x into A to be x, y + n + 1 where x, y is the least element of ω [x] which is bigger than the total use v(s 1 ) = max ψ(A; z, s 1 ) : z < φ(C; x, s 1 ) and which has never yet occurred in D. Using x, y + n , rather than x, y+1 makes it possible to change the value of A on x 2n+1 times rather than merely thrice, which is clearly more than enough to avoid an n-r.e. degree. In fact, we can construct a single d.r.e. set D in which there is enumerable an A n for as required for any n by merely enumerating all the requirements for every n at once and associating all strategies for avoiding n-r.e. degrees to a particular D-REA A n . Hence, we actually have the following result: Theorem 9. There exists a d.r.e. set D such that, for every n ≥ 3, there exists a set A n which is simultaneously D-REA and (n + 1)-r.e., yet fails to be of n-r.e. degree.
The phenomenon of our main result is therefore confined to the lowest levels of the REA hierarchy.
The theorems above highlight a significant difference between 2-REA and n-REA sets for n > 2. The computations which occur in approximating a 2-REA set A ⊕ W A use the approximation to the r.e. set A as an oracle. It is an essential property of any such computation that once the approximation to A is correct on the use, the computation can never again become undefined. For this reason, the hat-trick can be combined with the technique of increasing the use in the proof of Theorem 4 to ensure that at every sufficiently large A-true stage correct computations of any fixed Φ(A ⊕ W A ; y) hold, and that the least stage at which such stabilization begins can be found recursively in A ⊕ W A . This fact is exactly what is needed in the proofs of Theorem 4 to ensure that the correct coding can be found by the 2-REA oracle. If, on the other hand, a set is relatively r.e. in some non-r.e. degree, this same phenomenon must fail, and this is exactly what makes it possible to achieve the extra change in the 3-REA set of Theorem 9 without injuring the computation to which we wish to return.
