Abstract. We introduce tabular algebras, which are simultaneous generalizations of cellular algebras (in the sense of Graham-Lehrer) and table algebras (in the sense of Arad-Blau). We show that if a tabular algebra is equipped with a certain kind of trace map then the algebra has a corresponding asymptotic version whose structure can be explicitly determined. We also study various natural examples of tabular algebras.
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Introduction
The purpose of this paper is to introduce tabular algebras, a class of associative algebras over Z [v, v −1 ] . A tabular algebra is defined with a "tabular" basis and an anti-automorphism which are required to satisfy various properties. The construction is a simultaneous generalization of table algebras and of cellular algebras.
Our primary objects of study are the tabular bases, and we find that there are important examples of associative algebras in the literature equipped with "natural"
bases that turn out to be tabular.
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Typeset by A M S-T E X 1
Table algebras were introduced by Arad and Blau [1] in order to study irreducible characters and conjugacy classes of finite groups in an abstract setting. Table algebras are related in a precise way to the association schemes of algebraic combinatorics [3] and to Kawada's C-algebras [17] . The table algebras in this paper are more general and similar to the discrete hypergroups appearing in the work of Sunder [29] ; these have applications to subfactors. Cellular algebras were introduced by Graham and Lehrer [8] , and are a class of finite dimensional associative algebras defined in terms of a "cell datum" and three axioms. One of their main strengths is that it is relatively straightforward to construct and to classify the irreducible modules for a cellular algebra. Theorem 2.1.1 gives a useful and sufficient criterion for a tabular algebra to be cellular.
There is another-completely different-definition of "cellular algebra" in the literature which is due to Lehman and Weisfeiler [21] and which, ironically, is closely related to association schemes. We are not concerned with these algebras here.
We also introduce the notion of a "tabular algebra with trace". In this situation, the tabular algebra is equipped with an a-function analogous to the a-function appearing in Lusztig's work [22, 23, 24, 25] and a trace map which is compatible with this a-function in a certain sense which will be made precise. Tabular algebras with trace have some interesting properties which we investigate, such as the existence of a bilinear form (Theorem 2.2.5) that makes transparent the structure of the algebra as a symmetric algebra. We also define asymptotic analogues of tabular algebras by sending the parameter v to ∞ in a controlled way using a general method due to Lusztig [26] which makes the structure of the algebra over a suitable field explicit (Theorem 3.2.4).
The second half of the paper is devoted to the detailed study of certain classes of examples of tabular algebras. Our motivation for studying these objects comes from the canonical bases for generalized Temperley-Lieb algebras introduced by the author and J. Losonczy [15] . The latter often give, or are closely related to, examples of tabular algebras with trace. There are other interesting examples which we mention in less detail, such as the Hecke algebra of type A, Jones' annular algebra and the Brauer algebra. We conclude with some questions.
Preliminaries
In §1, we recall the definitions of table algebras and cellular algebras, and show how they may be used to introduce the notion of a tabular algebra. Table algebras will always be defined over subrings of C, typically Z, and tabular algebras will always be defined over the ring of Laurent polynomials, Z[v, v −1 ]. For various purposes it is convenient to extend scalars by suitable tensoring; this will usually be made explicit.
Table algebras.
We begin by defining table algebras, which were introduced in the finite dimensional commutative case by Arad and Blau [1] .
Definition 1.1.1. A table algebra is a pair (A, B), where A is an associative unital R-algebra for some Z ≤ R ≤ C and B = {b i : i ∈ I} is a distinguished basis for A such that 1 ∈ B, satisfying the following three axioms:
(T1) The structure constants of A with respect to the basis B lie in R + , the nonnegative real numbers.
(T2) There is an algebra anti-automorphism¯of A whose square is the identity and which has the property that b i ∈ B ⇒ b i ∈ B. If R = C, it follows from [1, Proposition 2.2] that the basis elements of a finite dimensional, commutative table algebra may be uniquely rescaled so that the func-tion g in axiom (T3) sends all pairs of basis elements to 1 ∈ R. This motivates the following Definition 1.1.2. A normalized table algebra (A, B) over R is one whose structure constants lie in Z and for which the function g in axiom (T3) sends all pairs of basis elements to 1 ∈ R. All table algebras from now on will be normalized.
Remark 1.1.3.
Our definition is more general than Arad-Blau's original definition in the sense that we allow A to be noncommutative and/or infinite dimensional.
There are many variants of the definition in the literature, such as the generalized define the function h to be the unique (symmetric) bilinear form with this property.
The fact that h is positive definite follows easily. To check h(ab, c) = h(a, cb) for all a, b, c ∈ A, it is enough to consider basis elements a, b, c. However, the definition of f , axioms (T1), (T2), (T3) and the fact that the algebra is normalized imply that h(ab, c) = κ(c, ab) = κ(a, cb) = h(a, cb), as required. Proof. It suffices to prove that R ⊗ R A is semisimple as a right module over itself, or that any right ideal in A is complemented. Let K be a right ideal of R ⊗ R A, and let K ′ be the orthogonal complement of K in R ⊗ R A with respect to the inner product h of Lemma 1.1.5. Consideration of the equation h(ab, c) = h(a, cb) where a ∈ K, c ∈ K ′ shows that K ′ is also a right ideal, which completes the proof.
Cellular algebras.
Cellular algebras were originally defined by Graham and Lehrer [8] . Like table algebras, they are associative algebras with involution which are defined to satisfy certain axioms. Definition 1.2.1. Let R be a commutative ring with identity. A cellular algebra over R is an associative unital algebra, A, together with a cell datum (Λ, M, C, * )
where:
(C1) Λ is a finite poset. For each λ ∈ Λ, M (λ) is a finite set (the set of "tableaux" of type λ) such that
is injective with image an R-basis of A.
(C2) If λ ∈ Λ and S, T ∈ M (λ), we write C(S,
where r a (S ′ , S) ∈ R is independent of T and A(< λ) is the R-submodule of A generated by the set
We require the poset Λ to be finite. This is not part of the original definition but problems occur in the general theory of cellular algebras (see [13, §1.2] ) and also in our later results if this hypothesis is omitted.
There are many important examples of algebras in the mathematical literature which turn out to be cellular, some of which we mention later.
Tabular algebras.
Table algebras and cellular algebras may be (usefully) amalgamated to form "tabular algebras" as follows.
A tabular algebra is an A-algebra A, together with a table datum (Λ, Γ, B, M, C, * ) where:
(A1) Λ is a finite poset. For each λ ∈ Λ, (Γ(λ), B(λ)) is a normalized table algebra over Z and M (λ) is a finite set (the set of "tableaux" of type λ). The map
is injective with image an A-basis of A. We assume that Im(C) contains a set of mutually orthogonal idempotents
and such that for each X ∈ Im(C), we have X = 1 ε X1 ε ′ for some ε, ε ′ ∈ E. A basis arising in this way is called a tabular basis.
(A3) If λ ∈ Λ, g ∈ Γ(λ) and S, T ∈ M (λ) then for all a ∈ A we have
is independent of T and of g and A(< λ) is the A-submodule of A generated by the set µ<λ c µ .
It is an easy consequence of these axioms that any table algebra (with scalars extended to A) is automatically a tabular algebra: set Λ and M (λ) to be one-element sets, (Γ, B) to be the table algebra in question, * to be the anti-automorphism of the table algebra and C to be such that C(m, b, m) = b. It is also clear that any cellular algebra over A satisyfing the idempotent conditions in (A1) is a tabular algebra: let Λ, M, C, * be as for cellular algebras, and let (Γ(λ), B(λ)) be the one-dimensional table algebra spanned by the identity element.
Remark 1.3.2.
Note that if we apply * to (A3), we obtain a condition (A3 ′ ) which
Next, we introduce an a-function (in the sense of Lusztig [22, 23, 24, 25] ) associated to a tabular algebra A. Definition 1.3.3. Let g X,Y,Z ∈ A be one of the structure constants for the tabular basis Im(C) of A, namely
where X, Y, Z ∈ Im(C). Define, for Z ∈ Im(C),
where the degree of a Laurent polynomial is taken to be the highest power of v occurring with nonzero coefficient. We define γ X,Y,Z ∈ Z to be the coefficient of v a(Z) in g X,Y,Z ; this will be zero if the bound is not achieved.
Using the notion of a-function, we can now introduce "tabular algebras with trace". Definition 1.3.4. A tabular algebra with trace is a tabular algebra in the sense of Definition 1.3.1 which satisfies the conditions (A4) and (A5) below. 
(A5) There exists an A-linear function τ : A −→ A (the tabular trace), such that
for all x ∈ A and τ (xy) = τ (yx) for all x, y ∈ A, that has the property that for every λ ∈ Λ, S, T ∈ M (λ), b ∈ B(λ) and X = C b S,T , we have
Here,
We sketch a proof that the Hecke algebra of type A is a tabular algebra with trace.
Example 1.3.5. The Hecke algebra H = H(A n−1 ) (over A) of type A n−1 is a tabular algebra. The table datum is an extension of the cell datum for H as a cellular algebra which was given by Graham and Lehrer [8, Example 1.2] . In summary, the poset Λ is the set of partitions of n, partially ordered by dominance.
The table algebras (Γ(λ), B(λ)) are all trivial; that is, B(λ) = {1} and Γ(λ) = Z.
The set M (λ) is the set of standard tableaux of shape λ. Let S, T be standard tableaux of shape λ. The map C takes the triple (S, 1, T ) to the Kazhdan-Lusztig basis element C ′ w via the Robinson-Schensted correspondence. Since 1 ∈ Im(C), the idempotent condition is satisfied. The map * sends C ′ w to C ′ w −1 . This algebra can be made into a tabular algebra with trace by taking τ (h) to be the coefficient of T 1 when h is expressed as a linear combination of the basis Let M n (Z) be the ring of all n × n matrices with integer coefficients. Then the The point of view taken in this paper is that the main objects of interest are tabular bases, and not the abstract algebras they span. This is in keeping with the philosophy behind [19, 20] and other papers, there is a basis-free approach to cellular algebras which leads to interesting results.
Properties of tabular algebras
In this section, we investigate some of the consequences of the tabular axioms.
Relationship with cellular algebras.
It turns out that many naturally occurring tabular algebras are also known examples of cellular algebras. The next result is a sufficient criterion for a tabular algebra to be cellular. This result unifies several proofs already available in the literature.
Theorem 2.1.1. Let A be a tabular algebra of finite rank with table datum
Suppose that, for some R ≥ Z and for each λ ∈ Λ, the algebra R ⊗ Z Γ(λ) is cellular over R with cell datum
, where¯is the table algebra involution.
Proof. Axioms (C1) and (C2) follow immediately from the definitions and axioms (A1) and (A2).
To prove axiom (C3), let λ ∈ Λ and let C λ (s, t) be a basis element of Γ(λ) with
. Then by axiom (A3) we have, for any a ∈ A, a.C
Since R ⊗ Z Γ(λ) is cellular over R with cell basis given by C λ , it follows by axiom
where the r ′ (S ′ , S, s ′ , s) are elements of R ⊗ Z A which are independent of t (and, by axiom (A3), independent of T ). Axiom (C3) follows by tensoring over R.
A good example of Theorem 2. where S 1 , S 2 are (arbitrary) involutions on n letters with t fixed points, and w is an element of the symmetric group S(t) on t letters if t > 0, with w = 1 if t = 0.
The algebra has a table datum as follows.
Take Λ to be the set of integers i between 0 and n such that n − i is even, ordered in the natural way. If λ = 0, take (Γ(λ), B(λ)) to be the trivial onedimensional table algebra; otherwise, take Γ(λ) to be the group ring ZS(t) with basis B(λ) = S(t) and involution w = w −1 . Take M (λ) to be the set of involutions on n letters with λ fixed points. 
An interesting non-example of Theorem 2.1.1 which we shall mention again later involves Jones' annular algebra, which we sketch below. We maintain the convention
For the definition of the algebra, see [16] and [8, §6] .
Example 2.1.4. Let J n be the Jones algebra (over A) on n strings. Recall from [8, §6] that the algebra has an A-basis consisting of certain triples [S 1 , S 2 , w] where S 1 , S 2 are certain "annular" involutions on n letters with t fixed points, and w is an element of the cyclic group of order t if t > 0, with w = 1 if t = 0. The algebra has a table datum as follows.
Take Λ to be the set of integers i between 0 and n such that n −i is even, ordered in the natural way. If λ = 0, take (Γ(λ), B(λ)) to be the trivial one-dimensional table algebra; otherwise, take Γ(λ) to be the group ring over Z of the cyclic group Z λ , with basis B(λ) = Z λ and involution w = w −1 . Take M (λ) to be the set of annular involutions with λ fixed points. Take
Note that the table datum for J n is considerably simpler than the cell datum for J n given in [8, Theorem 6.15] and that it is defined integrally in terms of a naturally occurring basis. However, we cannot apply Theorem 2.1.1 because group algebras of cyclic groups are generally not cellular with respect to inversion. Graham-Lehrer thus need to use a more complicated involution than * to establish cellularity for
for more details of the key role played by the involution in the structure of a cellular algebra.)
Remark 2.1.5. The algebra J n can also be made into a tabular algebra with trace.
The trace may be taken to have the property that τ (C . In each of these cases, the cell datum relies on the fact that certain polynomials split over the ground ring, although these polynomials do not split over Z. If these algebras are considered as tabular algebras, they can be given natural table data which are defined integrally.
Structure constants and the tabular trace.
We next study some particular cases of axiom (A3), analogous to the result [8,
Definition 2.2.1. Let A be a tabular algebra with table datum (Λ, Γ, B, M, C, * ).
This is well-defined because of the following result.
Lemma 2.2.2. Maintain the notation of Definition 2.2.1. Then
Proof. First consider the expression
All basis elements C b S ′ ,V ′ occurring on in the right hand side must satisfy V ′ = V by (A3) and S ′ = S by (A3 ′ ). Furthermore, T, U is independent of V by (A3) and independent of S by (A3 ′ ). This shows that Definition 2.2.1 is sound.
Starting from Definition 2.2.1, axiom (A3) implies that
for any b ′ ∈ B(λ) and then axiom (A3 ′ ) implies that
for any b ∈ B(λ), as required.
Lemma 2.2.3. Maintain the notation of Definition 2.2.1, with b ∈ B(λ). Denote the degree of the zero Laurent polynomial as −∞ for notational convenience, and suppose the tabular algebra A satisfies axiom (A4).
(i) We have deg T, T b ≤ deg a(C 1
T,T ), with equality if and only if
Proof. We first prove (i). Consider the expression To prove (ii), we consider the expression
Arguing as above, the coefficient of C 
where the sum is taken over tabular basis elements X ′′ so that the g X,X ′ ,X ′′ are structure constants with respect to the tabular basis. Now apply the tabular trace to both sides. By axioms (A4) and (A5), we see that
if the a-function bound is not achieved. Even if the bound is achieved, meaning that T = U and hence λ = µ, axioms (A4) and (A5) imply that τ (g X,X ′ ,X ′′ X ′′ )
will still lie in v in bb is 1. Since the degree bound for g X,X ′ ,X ′′ is achieved for (i) For all x, y, z ∈ A, (x, yz) = (xz * , y).
(ii) The tabular basis is almost orthonormal with respect to this bilinear form: whenever X, X ′ ∈ Im(C), we have
Proof. Claim (i) follows from properties of * , and claim (ii) is immediate from Proposition 2.2.4. Nondegeneracy follows easily from (ii). Symmetry comes from
Corollary 2.2.6. A tabular algebra with trace is a symmetric algebra.
Proof. Maintain the notation of Theorem 2.2.5. We need to show the existence of a symmetric, associative and nondegenerate bilinear form. The form f (x, y) := (x, y * ) = τ (xy) is clearly symmetric and associative, and is nondegenerate because (, ) is nondegenerate.
Properties of the a-function.
The a-function associated to a tabular algebra with trace has similar properties to Lusztig's a-function from [22] . We investigate some of these here.
Proposition 2.3.1. Let A be a tabular algebra with trace with table datum
Note. We may use the notation a(λ) in the sequel, with the obvious meaning. 
where γ is as in Definition 1.3.3.
to be nonzero, K * 3 must appear with maximal degree in the product K 1 K 2 . If this happens, axiom (A4) requires (among other things)
= 0, so we can reduce consideration to the case where S, T, U are as above.
and the claim follows. 
Proof. This follows from Proposition 2.3.1, Lemma 2.3.2 and the observation that as X ranges over c λ , so does X * .
Asymptotic analogues of tabular algebras
Lusztig [26] has developed a general method to send the parameter v in an Aalgebra to ∞ in a controlled way which leaves the structure of the algebra essentially unchanged. This approach is valid if the algebra satisfies certain properties, which, as we shall see in §3.1, tabular algebras with trace satisfy. This allows us to prove, in §3.2, a result giving the explicit structure of a tabular algebra with trace over a suitable field.
Cells.
Lusztig's theory is designed to apply to Q(v)-algebras equipped with bases with structure constants lying in A. The basis is assumed to be compatible with a set of mutually orthogonal idempotents as required by axiom (A1).
A slight problem to be overcome is that Lusztig's notion of cells [26, §1.3] , which differs from the definition of Kazhdan-Lusztig cells [18, §1] , is rather restrictive.
This allows results to be proved for algebras without positivity of structure constants, but is inconvenient here. (All the examples of tabular algebras in this paper have structure constants in N[v, v −1 ], although we chose to omit this from the definition.) Instead, we use the definition below; scrutiny of the results in [26, §1] shows that they are all still valid, with the same proofs, with this weaker notion of order. Proof. The idempotent condition in axiom (A1) shows that ∼ is reflexive. The definition of a-function in [26] is in terms of 2-cells. Let L λ be the A − -span of {X : X ∈ c λ }. Then the a-function a(Z), where Z ∈ c λ , is defined by Lusztig to be the smallest nonnegative integer n such that v −n ZL λ ⊆ L λ , or ∞ if no such integer exists. We also define A λ to be the A-submodule of A spanned by c λ . This inherits an associative algebra structure from A in the natural way by setting
where the g X,X ′ ,X ′′ are the structure constants for A. Proof. Let X, Y, Z ∈ Im(C) and let λ ∈ Λ be such that Z ∈ c λ . We have
where the first equality is by axiom (A4) and the second is by Corollary 2.3.3. The claim follows.
3.2 Lusztig's properties P 1 , P 2 and P 3 and asymptotic tabular algebras.
In order to send the parameter v to ∞ in the correct way, three properties (P 1 , P 2 and P 3 ) are required of a quantum algebra.
Property P 1 . The a-function is finite on any given 2-cell because T, T ∈ A.
In
Following [26, §1.4], we write X := v −a(X) X for any tabular basis element X.
The A − -submodule A − λ of A λ is defined to be generated by the elements { X : X ∈ c λ }. We set t X to be the image of X in
The latter is a Z-algebra with basis {t X : X ∈ c λ } and structure constants
where the γ X,X ′ ,X ′′ ∈ Z are as in Definition 1.3.3. We also set
this is a Z-algebra with basis {t X : X ∈ Im(C)}. It will turn out that, over a suitable field, A ∞ is isomorphic to A.
In [26, §1.5], a basis B with property P 1 is said to have property P 2 if for any 2-cell c λ , the Z-algebra A ∞ λ admits a generalized unit. This means that there is a subset D λ of c λ that has the properties (a) that Proof. Fix λ. We define In [26, §1.6] , it is noted that there is a left A-module structure on A λ given by
where X ∈ Im(C) and X ′ , X ′′ ∈ c λ . The same formula with X, X ′′ ∈ c λ and Proof. Let X, X ′ and X ′′ be a tabular basis element of A, the basis element of
, and a tabular basis element of A ′ , respectively. Then, using axioms (A3) and (A3 ′ ) and their notation, we obtain
The superscripts in the sums are elements of
. The calculation works since the structure constants of Γ(λ) do not involve v or v ′ .
The fact that tabular algebras satisfy Lusztig's properties P 1 , P 2 and P 3 gives strong information about their structure. In [26,
(There is no assumption that X ∈ c λ .) By [26, Proposition 1.9
(b)], this map is an algebra homomorphism if the three properties are satisfied. We can apply this result to prove the following theorem. 
(ii) There are k-algebra isomorphisms
Proof. We first prove (i) by showing that if X = C b S,T , the map sending t X to e S,T ⊗ b ∈ M |M (λ)| (Z) ⊗ Z Γ(λ) (where e S,T is a matrix unit) is a ring isomorphism.
T,U for some T , the degree bound in XX ′ is not achieved and t X t X ′ will be zero as expected.
Otherwise, the tabular basis elements X ′′ which occur in the product XX ′ with maximal degree are, by axiom (A4), those of form
it follows from Lemma 2.3.2 and its proof that γ X,X ′ ,X ′′ = κ(b ′′ , bb ′ ). Similarly, the
. This completes the proof of (i).
For the proof of (ii), we note that the isomorphism on the right in the statement follows from (i), so we concentrate on proving k
We claim that Φ is a monomorphism. Let X ∈ Im(C), and consider X. Let λ ∈ Λ (not necessarily such that X ∈ c λ ). Then
By axiom (A4), Lemma 3.1.4 and the proof of Lemma 2.3.2, we see that all the terms on the right hand side of this equation lie in v
If X ∈ c λ , there is exactly one term on the right hand side for which this is not true, namely the one which corresponds to the unique D ∈ D λ with t X = t X t D (as in Property P 2 ) and Z = X. In this case, γ X,D,Z = 1 and it follows that
Considering all possibilities for λ ∈ Λ gives Φ(
x ∈ ker(Φ). If x = 0, we may assume without loss of generality that the coefficients of x with respect to the basis { X : X ∈ Im(C)} lie in A − , but that not all of them lie in v −1 A − . The statement about Φ λ ( X) − t X above shows that this cannot happen and thus Φ is a monomorphism. Since A is of finite rank, comparison of dimensions now completes the proof.
Remark 3.2.5.
There is an interesting analogue of Theorem 3.2.4 for tabular algebras of infinite rank, which involves the completion of an A − -form of the algebra with respect to the v −1 -adic topology. We omit the details for reasons of space.
Generalized Temperley-Lieb algebras of type ADE
In the remaining sections of the paper, we look in detail at some examples of tabular algebras with trace. We illustrate the results using generalized Temperley-Lieb algebras associated to Hecke algebras of various kinds, starting in §4 with the ADE case. The structure of these algebras is well understood, and their combinatoric properties have been analysed by Fan [5] and others. Apart from the details of the tabular trace, most of the work required for the verification of axioms (A1)- (A5) is done in the proofs of Fan's results.
Definitions.
We start by defining the generalized Temperley-Lieb algebra T L(X); this coincides with the Temperley-Lieb algebra when X is a Coxeter graph of type A n−1 .
Definition 4.1.1. Let X be a Coxeter graph of type A n , D n or E n for any n ∈ N.
(We allow the long branch of a graph of type E to be arbitrarily long.) The associa- Let W (X) be the Coxeter group associated to X. A product w 1 w 2 · · · w n of elements w i ∈ W (X) is called reduced if
We reserve the terminology reduced expression for reduced products w 1 w 2 · · · w n in which every w i ∈ S(X).
Call an element w ∈ W (X) complex if it can be written as a reduced product If X is an arbitrary Coxeter graph, the generalized Temperley-Lieb algebra may still be defined in a way which extends Definition 4.1.1. In this case, the algebra
T L(X) is the quotient H(X)/J(X) of the usual A-form of the Hecke algebra H(X),
where J(X) is the two-sided ideal generated by the Kazhdan-Lusztig basis elements {C ′ w } where w is one of the elements w ss ′ as above. Such a generalized TemperleyLieb algebra is equipped with a canonical basis analogous to the Kazhdan-Lusztig basis of the Hecke algebra. The reader is referred to [15] for full details.
When X is of type ADE, we may regard the monomial basis as natural in this context as it agrees with canonical basis for T L(X) by [15, Theorem 3.6] . The purpose of §4 is to show that T L(X) is a tabular algebra with trace having the monomial basis as its tabular basis.
Cellular structure and a-function in type ADE.
The following result is well-known and implicit in [5] . We can parametrize the basis elements by C S,T , where S and T are tableaux of the same shape and correspond to ordered pairs of involutions in the same twosided cell by the above remarks. The proof of [5, Lemma 6.1.1] exhibits, for any U ∈ M (λ), the existence of elements a and a ′ in T L(X) (depending on T and U but not on S) which have the properties that C S,T a = C S,U and C S,U a ′ = C S,T .
Axiom (C3) follows.
Since the above algebras T L(X) are cellular over A and the cell basis contains the identity, they are trivially tabular algebras. The interesting aspect from our point of view is that they are naturally tabular algebras with trace. Define w and w ′ such that b w = C S,T and b w ′ = C T,U , so that 
Proof. We use the notation of axiom (C3) as applied to cell modules. For any
which implies that
in the cell module. Applying the trace τ λ gives
Using axiom (A4), which holds by Proposition 4.2.3, we see that r Z (T, T ) is zero or has degree less than a(λ) unless Z = C T,T . In the latter case,
The second claim follows.
To establish the first claim, we shall use the fact that the a-function is constant on two-sided cells. Note also that if a ∈ A(< λ), we have τ λ (a) = 0.
Suppose Z = C S,U , where S, U ∈ M (λ). Let T ∈ M (λ). As in the proof of
(Recall that , is symmetric by [8, Proposition 2.4 (i)].) It follows that τ λ (Z) = τ λ (Z * ), as required.
We can now prove the main result of §4. 
Generalized Temperley-Lieb algebras of type H
The generalized Temperley-Lieb algebras of type H n are an infinite family of finite-dimensional algebras which arise as quotients of (usually infinite dimensional)
Hecke algebras associated to Coxeter systems of type H n . The structure of this algebra was studied in [12] by means of a certain basis of diagrams with very convenient properties. It turns out that this basis is natural from other perspectives:
one of the main results of [14] is that the basis of diagrams agrees with the canonical basis for the algebra in the sense of [15] . We show in §5 that this basis has another elegant property, namely that it is the tabular basis of a tabular algebra with trace.
Unlike the situation in §4, the table algebras involved here are not trivial.
The algebra of diagrams.
We recall the definition of T L(H n ), the generalized Temperley-Lieb algebra of type H n , from [12, §1] . This is based on a Coxeter system X of type H n for n ≥ 2 whose Coxeter group W (H n ) is given by generating involutions {s i : i ≤ n} and defining relations
This is an infinite group for n > 4. There is a corresponding Hecke algebra with A-basis {T w : w ∈ W (H n )} and the usual relations.
The A-algebra T L(H n ) is defined by the monomial basis elements b i := b s i as follows:
Definition 5.1.1. Let n ∈ N ≥ 2. We define the associative, unital algebra
. . b n and relations
This can also be expressed in terms of the decorated tangles which were defined in [11] ; for further elaboration and examples, the reader is referred to [12, §2].
A tangle is a portion of a knot diagram contained in a rectangle. The tangle is incident with the boundary of the rectangle only on the north and south faces, where it intersects transversely. The intersections in the north (respectively, south) face are numbered consecutively starting with node number 1 at the western (i.e., the leftmost) end. Two tangles are equal if there exists an isotopy of the plane carrying one to the other such that the corresponding faces of the rectangle are preserved setwise. (We call the edges of the rectangular frame "faces" to avoid confusion with the "edges" which are the arcs of the tangle.)
We extend the notion of a tangle so that each arc of the tangle may be assigned a nonnegative integer. If an arc is assigned the value r, we represent this pictorially by decorating the arc with r blobs.
Definition 5.1.2. A decorated tangle is a crossing-free tangle in which each arc is assigned a nonnegative integer. Any arc not exposed to the west face of the rectangular frame must be assigned the integer 0.
The category of decorated tangles, DT, has as its objects the natural numbers (not including zero). The morphisms from n to m are the decorated tangles with n nodes in the north face and m in the south. The source of a morphism is the number of points in the north face of the bounding rectangle, and the target is the number of points in the south face. Composition of morphisms works by concatenation of the tangles, matching the relevant south and north faces together.
Let n be a positive integer. The A-algebra DT n has as a free A-basis the morphisms from n to n, where the multiplication is given by the composition in DT.
The edges in a tangle T which connect nodes (i.e., not the loops) may be classified into two kinds: propagating edges, which link a node in the north face with a node in the south face, and non-propagating edges, which link two nodes in the north face or two nodes in the south face.
To explain how this relates to Coxeter systems of type H, we recall from [12, §2.2] the notion of an H-admissible diagram. . From now on, we will use this identification implicitly and refer to both algebras as T L(H n−1 ).
Tabular structure in type H.
The main aim of §5.2 is to show that the diagram basis for T L(H n ) of §5.1 is in fact a tabular basis, making the algebra into a tabular algebra with trace. This is particularly interesting in light of [14, Theorem 2.1.3], which shows that the diagram basis is also the canonical basis for T L(H n ) in the sense of [15] .
In order to understand the trace, it is convenient to make the following definition.
Definition 5.2.1. A trace diagram for DT n+1 consists of an isotopy class of t (possibly zero) non-contractible, non-intersecting loops inscribed on a cylinder, where the ends of the cylinder are labelled "west" and "east". The westmost loop may optionally carry a single decoration, and the integer 0 ≤ t ≤ n + 1 must be such that n + 1 − t is even. We denote the set of trace diagrams for DT n+1 by T (n + 1), and the free A-module they span by AT (n + 1). Since
. By linearity, τ f (xy) = τ f (yx), as required. Proof. We identify the canonical basis with a set of diagrams in DT n+1 in the usual way. Let Λ be the set of integers t with 0 ≤ t ≤ n + 1 and (n + 1) − t even, ordered in the usual way.
For λ ∈ Λ, let (Γ(λ), B(λ)) be trivial if λ = 0 or λ = n + 1; for other values of λ,
all cases, the table algebra anti-automorphism is the identity map.
Let 
Axiom (A5) follows, completing the proof.
The affine Temperley-Lieb algebra
The final examples of tabular algebras which we study here are the affine Temperley-Lieb algebras, which turn out to be infinite dimensional tabular algebras. Affine and Saleur [28] , the author and K. Erdmann [10, 4] and Graham and Lehrer [9] .
It follows from the results of [6, §4] that the affine Temperley-Lieb algebra has a faithful representation as an algebra of diagrams. By modifying this diagram basis slightly, we obtain a tabular basis which is natural from the viewpoint of Kazhdan-Lusztig theory.
Diagrams for affine Temperley-Lieb algebras.
We recall the graphical definition of the affine Temperley-Lieb algebras from [4, §2.1] . This can be given a more rigorous treatment using categories analogous to our treatment of T L(H n ) in §5.1, but this involves introducing technical definitions which are unnecessary for our purposes. The reader is referred to [9, §1] for the categorical approach. By an isotopy between diagrams, we mean one which fixes the nodes and for which the intermediate maps are also diagrams which are shift invariant. We will identify any two diagrams which are isotopic to each other, so that we are only interested in the equivalence classes of affine n-diagrams up to isotopy.
Because of the condition (v) in Definition 6.1.1, one can also think of affine ndiagrams as diagrams on the surface of a cylinder, or within an annulus, in a natural way. We shall usually regard the diagrams as diagrams on the surface of a cylinder with n nodes on top and n nodes on the bottom. Under this construction, the top row of nodes becomes a circle of n nodes on one face of the cylinder, which we will refer to as the top circle. Similarly, the bottom circle of the cylinder is the image of the bottom row of nodes. We will use the terms propagating and non-propagating to refer to edges as in Definition 5.1.2.
Example 6.1.2. An example of an affine n-diagram for n = 4 is given in Figure   3 . The dotted lines denote the periodicity, and should be identified to regard the diagram as inscribed on a cylinder. 
Generators and relations.
We recall the presentation of D( A n−1 ) by generators and relations. For further explanation and examples, the reader is referred to [4, §2.2].
Definition 6.2.1. Denote byī the congruence class of i modulo n, taken from the set n := {1, 2, . . . , n}. We index the nodes in the top and bottom circles of each cylinder by these congruence classes in the obvious way.
The diagram u of D( A n−1 ) is the one satisfying the property that for all j ∈ n, the point j in the bottom circle is connected to point j + 1 in the top circle by a propagating edge taking the shortest possible route.
The diagram E i (where 1 ≤ i ≤ n) has a horizontal edge of minimal length connectingī and i + 1 in each of the circles of the cylinder, and a propagating edge connectingj in the top circle toj in the bottom circle wheneverj =ī, i + 1.
is generated by elements
It is subject to the following defining relations:
Proof. This is [10, Proposition 2.3.7] .
The algebra D( A l ) is closely related to the generalized Temperley-Lieb algebra of type A l , which is a quotient of the Hecke algebra of type A l (see [9, §0] 
Annular involutions.
Let D be an affine n-diagram associated to the algebra D( A n−1 ). Until further notice, we are only concerned with diagrams D with t > 0 propagating edges. If t > 0, we can define the winding number w(D) as follows. 
We write S ∈ I(t) if S has t > 0 fixed points, and we write S ∈ Ann(n) if S is annular. In case t = n we view the identity permutation as an annular involution.
Using the concept of winding number, we have the following bijection from [10, 
Tabular structure.
The basis of diagrams for D( A n−1 ) can be made into a tabular basis after some light modifications (which are trivial if n is odd). The modifications to be made are determined by the properties of Chebyshev polynomials.
Definition 6.4.1. Let {U k (x)} k∈N be the sequence of polynomials defined by the conditions U 0 (x) = 1, U 1 (x) = x and the recurrence relation
Chebyshev polynomials are important in this context due to the following result. Part (ii) follows from the result
which is valid for 0 ≤ k ≤ k ′ and which can be established by an easy induction.
We are now ready to define the table datum for D( A n−1 ). Let T (D) be the element of A T (n) arising from this construction. Note that T (D) will be a multiple of a single affine trace diagram; the multiple is equal to [2] x where x is the number of contractible loops removed.
The proof of the following result is similar to that of Lemma 5.2.3, but involves a torus rather than a cylinder. 
Concluding remarks
The tabular basis in §6 for D( A n−1 ) is also connected to Kazhdan-Lusztig theory. 
