This paper investigates the relation between risk-free rates and conditional ex-ante market volatility. Under suitable assumptions it derives a theoretical model implying a negative linear relation between risk-free rates and the risk-neutral volatility of an asset log-return where the pricing kernel is projected onto. Prices of variance futures written on this projected asset are then employed as a direct market-based ex-ante estimate of the risk-neutral volatility. The empirical analysis, conducted using LIBOR rates and prices of variance futures written on the S&P 500 index, indicates that the predictions of the model are supported by the data. There is a long-run equilibrium negative relation between the two series indicating that when variance futures prices increase, investors increase their precautionary savings, driving down interest rates. In the shortrun, risk-free rates respond to the deviations from the long-run equilibrium while variance futures prices are weakly exogenous.
Standard asset pricing theory claims that current risk-free rates are related to the ex-ante conditional volatility of the stochastic discount factor, known as the pricing kernel. This relation should be negative. The higher the variance of the stochastic discount factor, the more investors are willing to invest in risk-free bonds, thus increasing their prices and decreasing their yields. In a consumption-based asset pricing model the volatility of the stochastic discount factor is related to the volatility of the consumption growth. When consumption is more volatile, investors are more worried about the low consumption states than they are pleased by the high consumption states. Therefore, they want to save more, driving down interest rates. Thus consumption volatility reflects precautionary savings (see Cochrane (2001) ).
The above theoretical predictions of a consumption-based asset pricing model is tested in several studies. Weil (1989) examined the above relation in an unconditional setup using ex-post data.
His results lead to the well-known "risk-free rate puzzle". However, these results are only expost indications as the model sets a conditional ex-ante equilibrium. Del Castillo and Fillion (2002) and La Bruslerie and Fouilloux (2007) propose an econometric framework of consumption volatility assuming that the latter follows a GARCH model. As this framework estimates the exante volatility of the consumption process, the conditional version of the theoretical model can be examined. However, even in that case historical consumption data are required to estimate the ex-ante conditional volatility.
In this paper, to test the relation between risk-free rates and ex-ante market volatility, we develop a model based on the pricing kernel projected onto the return of a particular asset, like, for example, the market portfolio (see Rosenberg and Engle (2002) ). Assuming a specific form of this projected pricing kernel motivated by the well-known power/logarithmic utility function, we demonstrate that current risk-free rates are negatively related to the ex-ante conditional variance of the asset log-return, where the pricing kernel is projected onto under the risk-neutral measure.
In contrast to the ex-ante conditional volatility of consumption, the latter is nowadays traded in the market. Thus its value can be directly observed. The financial instrument through which variance is traded is the variance futures contract. Therefore, the model implies that risk-free rates and variance futures prices are inversely related. As prices of variance futures increase, indicating either that ex-ante conditional volatility under the physical measure or the market price of volatility risk increases, investors increase their precautionary savings, which drives down interest rates. The advantage of this approach, compared to that followed by the above mentioned consumption-based ones, is that we can empirically test the relation between risk-free rates and conditional ex-ante market volatility without relying on model-based estimates of volatility using historical data. This comes from the fact that prices of variance futures contracts can be used as direct and model-free estimates of conditional ex-ante volatility provided by the market.
In the empirical part of the paper, we investigate if the predictions of the model derived by the paper are supported by market data. To this end, we use the British Banker's Association LIBOR rates with various maturity intervals as a proxy of risk-free rates and prices of variance futures contracts written on the S&P 500 index traded on the CBOE. We then examine both the long and short-run dynamic relation between the two series using cointegration analysis. The results of the empirical analysis support the predictions of the model. We find a significant longrun negative relation between LIBOR rates and variance futures prices across different maturity intervals examined. These results also indicate that short-term rates are more affected by a change in the prices of variance futures than longer-term ones. This empirical finding provides evidence that investors are less averse toward risk in long-run than in short-run (see also Bliss and Panigirtzoglou (2004) ). Our results also reveal that LIBOR rates respond to the deviations from the long-run equilibrium while variance futures prices are weakly exogenous. They also indicate that variance futures market offers higher error correcting power on the long-term LIBOR quotes than on the short-term ones. This may be due to the fact that investors are more exposed to volatility risk in long-run than in short-run (see also ).
The paper is structured as follows. Section 2 presents the theoretical model. Section 3 conducts the empirical analysis while Section 4 concludes the paper. All derivations are given in a technical appendix.
Theoretical model
Consider an economy in the absence of arbitrage. Then, there will be a pricing kernel projected onto the asset log-return, denoted as   (  ) with   = ln(    ) where   (or   ) denotes the asset price at the future time  (or at the current time ), under which the price of another asset at time , denoted as e   , is written as 1
where e   is the asset payoff at time  and    [] is the conditional expectation under the physical measure  . The last relation is equivalent to
where e   = ln( 
Proposition 2 Consider a risk-free zero-coupon bond with face value $1 maturing at  with time- annualized yield to maturity given by   . Then we have
where
The proofs of the two Propositions are given in the Appendix. The results of these two propositions are required in order to prove the main result of the paper, presented by Proposition 3 below.
Under the absence of arbitrage, there exists an equivalent martingale measure (also known as the risk-neutral measure ). Under this, discounted asset prices follow a martingale process. Let define the conditional probability density function of   under measure  as
where    is the conditional probability density function of   under measure  . The new probability measure is correctly specified since
One can easily show that under measure , defined in (5), discounted asset prices follow a martingale process. Next, we write formula (5) in terms of moment-generating functions. This is given as follows:
is the logarithm of the time- conditional moment-generating function of   under measure . For  =  the last formula gives
The last relation provides a direct link between current risk-free rates and the conditional distribution of the asset log-return under measure . By definition, function    depends on the moments (or cumulants) of the asset log-return under the risk-neutral measure. Using the power-series representation of it, next we provide a linear formula that directly relates risk-free rates to higher-order risk-neutral cumulants of   . This is given in the next Proposition.
Proposition 3 Consider an economy in the absence of arbitrage. Assume the existence of a projected pricing kernel   (  ) =  −  , with  6 = 1, where   is the asset log-return the original pricing kernel is projected onto. Then the following relation holds:
where   is the annualized yield to maturity of a risk-free zero-coupon bond maturing at time  ,    is the th-order cumulant of   under risk-neutral measure  and
The proof of the Proposition is given in the Appendix. Formula (7) provides a direct relation between current observed risk-free rates and higher than first-order risk-neutral cumulants, where function  controls for their effects on risk-free rates. Note that this relation does not involve 
As it is shown in the Appendix (see formula (25))  Only, when  exceeds 1 the effect of higher than second-order risk-neutral cumulants becomes significant. 3 But even in that case one should take into account that higher than second-order risk-neutral cumulants are small compared to   2 . 4 Thus, one can approximate formula (7) as
The last relation can be empirically used to examine the relation between risk-free rates and riskneutral volatility of the asset log-return where the original pricing kernel is projected onto after deriving estimates of it. To this end, next, we rely on variance futures contracts.
Variance futures (or swaps) are derivative contracts in which one counterparty agrees to pay the other a notional amount times the difference between a fixed level and a realized level of variance.
The fixed level is the variance futures price. Realized variance is determined by the non-central second-order sample moment of the underlying asset over the life of the contract. More precisely,
Several recent papers have estimated  using stock and 1-month time-to-maturity options data from the S&P 500 index. For example, Rosenberg and Engle (2002) reported an estimate of  close to 7, Bliss and Panigirtzoglou (2004) reported an estimate close to 4, Liu et al (2007) estimated  to be 1.8, Rompolis and Tzavalis (2010) reported an estimate close to 1.3 and Rompolis (2010) estimated  to be close to 0.5.
4 Chalamandaris and Rompolis (2012) reported that the average values of   3 and   4 are equal to -0.0004 and 0.00009, respectively, while the average value of   2 is equal to 0.0036. These values correspond to time-series estimates of higher-order risk-neutral cumulants of the S&P 500 index from 1996 to 2007 estimated using option prices with 1-month time-to-maturity. length ∆. Then, the payoff of the variance futures at time  is given as
where   is the price of the underlying asset at time   . The maturity of the contract  =  −  is approximately 252. Since the contract is worth 0 at inception, no arbitrage dictates that the time- variance futures price, denoted as 
 , is equal to the risk-neutral expected value of the contract payoff, i.e.,
Consider now that  → ∞, that is, the sampling is continuous. Then, the payoff of the variance futures converges in probability to the annualized quadratic variation 1  hln  ln i  of the logprice process (see Protter (1990) ). Under some appropriate conditions (see Jarrow et al (2011)) futures price under discrete sampling 
 also converges to the risk-neutral expected value of the quadratic variation, i.e., 5
By definition (see Protter (1990) ) the expected quadratic variation can be written as
which, due to (11), implies that
assuming that the effect of
is negligible. Substituting (13) into (8) yields the following relation:
The last formula reveals that there is an one-to-one negative relation between risk-free rates   and variance futures prices   . The latter provides to us market-based combined estimates of expected realized volatility and volatility risk premium. This negative relation is to be expected.
When investors anticipate a more volatile period, they want to save more due to risk aversion.
Thus they wish to increase their precautionary savings, which drives down interest rates. The intensity of this relation depends on the relative risk aversion coefficient. As  increases, the effect of   on   also increases. In the empirical part of the study we will examine if the above inverse relation between risk-free interest rates and variance futures prices as described by formula (14) is supported by market data. To this end, we will rely on cointegration analysis.
3 Empirical analysis
The data and their statistical properties
To empirically examine if relation (14) holds, we need two sets of data: risk-free rates and variance futures prices. As a proxy of risk-free interest rates we will use constant maturities LIBOR rates of 3, 6, 9 and 12 months provided by Bloomberg. We choose LIBOR rates instead of Treasury yields since derivative traders regard the former as a better indication of the "true" risk-free rate, due to a number of tax and regulatory issues causing Treasury rates to be artificially low (see Blanco et al (2005) ). 6 Variance futures contracts written on the S&P 500 index are nowadays traded on the CBOE.
Their final settlement value is given as 10 000 × 
 where the length of the period  to calculate the realized variance 
 is equal to 3 or 12 months. We choose to work with the 3-month variance futures for two reasons. First, they are more liquid than the 12-month ones (see Zhang and Huang (2010) ) and, second, they enable us to construct constant maturities quotes with an accrual period equal to that of the LIBOR rates. These data are also provided by Bloomberg. We select our May 18, 2004, the 3-month time-to-maturity variance futures price is computed by using the market data of 3-month historical variance computed using formula (9) and September futures. 7 The 9-month time-to-maturity variance futures price is computed by December and March futures. The above constant maturities variance futures prices are defined as
where  1 = 3 months and  is the maturity of the contract. Inspection of formulas (11) and (14) 6 Note here that the average correlation coefficient across maturity between US Treasury yields and LIBOR rates is close to 0.95 for the sample period used in this study. Therefore, the results of the paper are robust to the specification of the risk-free interest rate.
7 The 3-month historical variance can be regarded as a variance futures with 0 time-to-maturity.
indicates that   is the price of a variance futures contract for which the beginning of the accrual period  −  1 is equal to current time . More specifically,   in formula (14) corresponds to the price of a variance futures contract for which the maturity interval and the accrual period coincides. Using our initial quotes e 
 , we can easily obtain   for different maturity intervals.
For example, for a 3-month time-to-maturity contract   is equal to e 
 with  = 3 months.
The 6-month time-to-maturity variance futures price   with a 6-month accrual period is given as
where  = 6 months and e  Table I reports the descriptive statistics of the LIBOR rates and variance futures prices series across different maturity intervals. Per industry convention, we represent the variance futures prices in volatility percentage points (i.e., the square root of variance futures prices). Both LIBOR rates and variance futures prices increase with time-to-maturity from 2.84% and 21.12% at 3-month to 3.20% and 22.55% at 12-month, respectively, thus generating an upward-sloping term structure for both of them. We also observe that standard deviation declines as time-to-maturity increases for both series examined. Finally note that the two series are negatively correlated. This is in accordance to the predictions of the theory. Also the correlation coefficient between   and   decreases with maturity interval, indicating that long-term LIBOR rates are more affected from a change in variance futures prices than short-term ones.
Before conducting a cointegration analysis between   and   , we need to establish that both series are (1). To show this, we use the augmented Dickey-Fuller (1979) and the Phillips and Perron (1988) tests. The lag-length was chosen based on the Akaike Information Criterion with a correction for finite sample sizes. The null hypothesis of both tests is that the series contains a unit root. We perform all these tests on the logarithms of the series quotes. The results are reported in Table II . For all LIBOR rates and variance futures prices examined, both of these tests cannot reject the null hypothesis that there is a unit root in them. On the other hand, the tests on the first differences of all series generate -values very close to zero, strongly rejecting the null of a unit root in the differences and indicating that all variables are (1).
Estimation results
To carry out a cointegration analysis between   and   , we will rely on a vector error correction model (VECM) given as
square matrices, μ is a constant (2 × 1) vector and ε  denotes the vector regression residual. The (2 × 2) square matrix Π = αβ 0 where β 0 = ( 1   2 ) is the cointegration vector and α = ( 1   2 ) 0 contains the short-term adjusting parameters that return the system back to the long-run equilibrium. The vector μ imposes non-zero drift in interest rates and variance futures prices, which is not a reasonable assumption for these series behavior (see Pynnönen, Hogan and Batten (2002) ). Consenquently, we restrict μ to the cointegration space by augmenting y −1 to (1 y −1 ) 0 and the cointegration vector as ( 0   1   2 ).
Johansen (1988, 1991) shows that the rank of the coefficient matrix Π represents the number of cointegrating relationships present among the variables y  . In our bivariate case the analysis reduces to finding whether the rank of Π is one, or whether it is zero. Johansen (1988 Johansen ( , 1991 proposes a maximum likelihood test on the rank using the above two statistics:
and
where  denotes the number of time-series observations and b   is the estimate of the th-order characteristic root obtained from the estimated Π matrix. In our analysis it is set to  = 2. The first statistic tests the null hypothesis that the number of distinct cointegrating vectors is less than or equal to  against a general alternative. The second statistic tests the null that the number of cointegrating vectors is  against the alternative of  + 1 cointegrating vectors.
We perform the above test for all four different maturity intervals examined. In estimating the VECM (17), we select the lag length  to be equal to three. 8 Panel A of indicating that there is a negative relation between the two series as predicted by the theoretical formula (14). 9 Third, the estimates of  2 decrease as time-to-maturity increases. This indicates that short-term rates are more affected by a change in the prices of variance futures than longerterm ones. This empirical finding provides evidence that the relative risk aversion coefficient  is not constant with respect to the investment horizon. Longer-term investors are less averse toward risk than short-term ones. As noted by Bliss and Panigirtzoglou (2004) this may be due to the fact that long-term investors can take steps to recover from adverse shocks in the market, while short-term investors may have less flexibility.
To gain further understanding on the dynamic interactions between   and   , we analyze the parameter estimates of the VECM (17). These are presented in Table IV . For brevity the table reports only the estimates of the short-term adjusting parameters vector α. The estimates of G  for  = 1 2   can be provided by the authors upon request. Inspection of the table indicates that, for all maturity intervals examined, the parameter  1 is negative and significant.
9 Note here that the VECM imposes a cointegrating relation of the form:
Therefore, the positive estimates of  2 imply a negative relation between ln   and ln   .
This negative sign suggests that when LIBOR rates are higher to the values predicted by the longrun equilibrium relationship, then they will adjust downward. These estimates ranging between −00125 and −00061 indicate that the short-term adjustment of interest rates is slow relative to the shocks that initially drive the LIBOR rates out of equilibrium. For example, for 9-month LIBOR rates the estimate of  1 is close to −001. The model predicts that if the previous period deviation of the long-run equilibrium is equal to 1%, then the interest rate is expected to decrease by 0.01%.
The estimates of  1 decrease as time-to-maturity increases. This indicates that variance futures market offers higher error correcting power on the long-term LIBOR quotes than on the short-term ones. This may be due to the fact that long-term investors are more exposed to volatility risk than short-term ones (see ). In contrast, the speed of adjustment  2 of the variance futures price difference is insignificant for all maturity intervals examined, indicating that this variable is weakly exogenous. Overall, these results suggest that variance futures prices are driving LIBOR rates with their response increasing with respect to time-to-maturity.
To confirm the adequacy of the VECM model to capture the short-run dynamics of   and   , additional model diagnostics were conducted. The multivariate Lagrange multiplier test results for autocorrelation indicate no sign of it in the residuals of the VECM. On the other hand, the White's heteroskedasticity test reject the null of no heteroskedasticity in the residuals of the model. To correct for this latter feature of the model we assume that the error term follows the multivariate diagonal GARCH-BEKK(1,1) model of Engle and Kroner (1995) , i.e.,
where H  =   −1 (ε  ) is the time-( − 1) conditional variance-covariance matrix of the error term, C is a (2 × 2) upper triangular matrix and A and B are two (2 × 2) diagonal matrices. Because of the presence of a paired transposed matrix factor for each of these three matrices non-negative definiteness of the variance-covariance matrix is assured. The results are reported in Panel B of Table IV . As before the estimates of  1 are negative and significant, decreasing as time-to-maturity increases, while those of  2 are insignificant. This finding provides evidence that our main results are robust to the specification of the error term with respect to its variance. Panel B of Table IV also presents the estimates of A and B. We observe that previous-period innovations and lagged volatility significantly affect next-period volatility, indicating volatility persistence for both series examined. 10
Conclusions
In this paper we investigate the relation between risk-free rates and conditional ex-ante market volatility. We develop a model based on the pricing kernel projected onto the return of a particular asset, like for example the market portfolio. Assuming a specific form of this projected pricing kernel motivated by the well-known power/logarithmic utility function, we demonstrate that current risk-free rates are negatively related to the ex-ante conditional variance of the asset log-return, where the pricing kernel is projected onto under the risk-neutral measure. The latter is nowadays traded in the market, through variance futures contracts, thus its value can be directly observed. Therefore, the model implies that risk-free rates and variance futures prices are inversely related.
As the prices of variance futures increase, indicating either that ex-ante conditional volatility under the physical measure or the market price of volatility risk increases, investors increase their precautionary savings, driving down interest rates. The advantage of this approach, compared to previous studies, is that we can empirically test the conditional ex-ante version of the model without relying on model-based estimates of volatility using historical data. The prices of variance futures contracts can be used as direct and model-free estimates of conditional ex-ante volatility provided by the market.
In the empirical part of the paper we investigate if the predictions of the model are supported by market data. We find a significant long-run negative relation between LIBOR rates and variance futures prices written on the S&P 500 index across different maturity intervals examined. These results also indicate that short-term rates are more affected by a change in the prices of variance futures than longer-term ones. This empirical finding provides evidence that longer-term investors are less averse toward risk than short-term ones. In the short-run LIBOR rates respond to the deviations from the long-run equilibrium while variance futures prices are weakly exogenous. This response is higher for long-term LIBOR quotes than for the short-term ones, indicating that longterm investors are more exposed to volatility risk than short-term ones.
A Appendix
In the Appendix we provide proofs of the main theoretical results of the paper.
A.1 Proof of Proposition 1
Substituting e   =   and   (  ) =  −  in formula (2) gives:
Taking logarithms yields formula (3).
Consider a risk-free zero-coupon bond with face value $1 maturing at  with time- annualized yield to maturity given by   . Then, e   = ln
which implies formula (4).
A.3 Proof of Proposition 3
We write    and    in (??) as a power series expansion with respect to cumulants. This gives
where    and    is the th-order cumulant of the asset log-return distribution under measure  and  , respectively. Then take the th-order derivative of the last relationship with respect to  evaluated at  = 0 which gives
For  = 1 the above relationship yields
Relation (??) can also be written as
Following the same arguments as before we can show that
Now formula (3) implies that
Assuming that  6 = 1 this is equivalent to
Substituting formula (24) into (22) yields
Substituting (23) into the last formula yields
Formula (6) implies that
Substituting (25) into the last formula gives
which after tedious computation gives formula (7). -0.42 -0.48 -0.55 -0.59 This table reports the sample descriptive statistics. It presents the mean, median, maximum and minimum values as well as the standard deviation of LIBOR rates with maturity intervals of 3, 6, 9 and 12 months. It also presents similar descriptive statistics for the square root of variance futures prices with maturity intervals and accrual periods equal to 3, 6, 9 and 12 months, respectively. The last row of the table reports the correlation coefficient between LIBOR rates and square root variance futures prices with the same maturity period. Data are weekly from May 18, 2004 to December 17, 2010 (342 observations for each series). This table reports the results from the estimation of the VECM (17). The estimates of the error correction term are given in Table 3 . Panel A of the table reports the estimates of the short-term adjusting parameters vector α with the corresponding -statistics in parentheses under the assumption of homoskedastic error term. It also reports the -values of the multivariate Lagrange multiplier statistic, denoted as  (), testing for residual autocorrelation up to order . Under the null this statistic follows the  2 distribution with 4 degrees of freedom.  denotes the -values of the White's heteroskedasticity statistic without cross terms. Under the null of no heteroskedasticity in the residuals this statistic follows the  2 distribution with 42 degrees of freedom.  2 is the coefficient of determination of the first regression of the two-dimensional 
