Analysis of sensitivity and resolution in plasmonic microscopes by Pechprasarn, Suejit
Pechprasarn, Suejit (2012) Analysis of sensitivity and 
resolution in plasmonic microscopes. PhD thesis, 
University of Nottingham. 
Access from the University of Nottingham repository: 
http://eprints.nottingham.ac.uk/13100/1/Suejit_Pechprasarn_PhD_thesis_29_10_2012.pdf
Copyright and reuse: 
The Nottingham ePrints service makes this work by researchers of the University of 
Nottingham available open access under the following conditions.
· Copyright and all moral rights to the version of the paper presented here belong to 
the individual author(s) and/or other copyright owners.
· To the extent reasonable and practicable the material made available in Nottingham 
ePrints has been checked for eligibility before being made available.
· Copies of full items can be used for personal research or study, educational, or not-
for-profit purposes without prior permission or charge provided that the authors, title 
and full bibliographic details are credited, a hyperlink and/or URL is given for the 
original metadata page and the content is not changed in any way.
· Quotations or similar reproductions must be sufficiently acknowledged.
Please see our full end user licence at: 
http://eprints.nottingham.ac.uk/end_user_agreement.pdf 
A note on versions: 
The version presented here may differ from the published version or from the version of 
record. If you wish to cite this item you are advised to consult the publisher’s version. Please 
see the repository url above for details on accessing the published version and note that 
access may require a subscription.
For more information, please contact eprints@nottingham.ac.uk
 ANALYSIS OF SENSITIVITY AND RESOLUTION 
IN PLASMONIC MICROSCOPES  
 
 
 
Suejit Pechprasarn, BEng. 
 
 
 
Thesis submitted to  
The University of Nottingham for the degree of  
Doctor of Philosophy 
July 2012 
 
i 
 
Table of contents 
 
                 PAGE 
Acknowledgement        vi 
Publications         vii 
Abstract         ix 
List of figures        xi 
List of tables         xxiii 
 
CHAPTER 1: Introduction 
1.1 What are surface plasmons and why do need them?  1 
1.2 Current issues in SP microscopy     2 
1.3 Research objectives       3 
1.4 Methodology        5 
1.5 Thesis outline and purposes of each chapter   5 
 
CHAPTER 2: Background and literature review 
2.1 Surface Plasmon resonance theory     8 
 2.1.1  What is SPR?       9 
 2.1.2  Properties of SP      9 
 2.1.3  Choice of metals      22 
 2.1.4  Excitation of SP      23 
2.2 SPR sensors        31 
 2.2.1  Principle of SPR sensor     32 
 2.2.2  Intensity and phase detection     32 
2.3 SPR microscopy       37 
 2.3.1  Contrast mechanisms in SPR microscopy   38 
 2.3.2  Far field SPR microscopy     40 
 
 
ii 
 
CHAPTER 3: Methodology and validation           PAGE 
3.1  The need of electromagnetic modelling for SPR microscopy 58 
3.2  Choices of modelling techniques, pros and cons of each  59 
 3.2.1  Time domain method      60 
 3.2.2  Frequency domain method     60 
3.3 )UHVQHO¶VHTXDWLRQV       63 
3.4 Rigorous wave coupled analysis (RCWA)    64
 3.4.1  RCWA theory for 1D and 2D     65 
 3.4.2  RCWA 1D validation      66 
 3.4.3  RCWA 2D validation      71 
3.5  Microscope simulation      74 
  Step Back focal plane array and microscope  
  parameter setups      74 
 3.5.2  Step 2 Calculate electric field outputs on the back  
  focal plane       76 
 3.5.3  Algorithm for V(x) calculation    78 
 3.5.4  V(z) calculation for interferometric SPR microscopes 79 
 3.5.5  Diagram of computing process    80 
 3.5.6  Parallel computing choices and techniques for speeding  
  up calculation       80 
 
CHAPTER 4: SPR microscopy  
4.1  Imaging performance key terms and their definitions  84 
 4.1.1 Contrast ratio       84 
 4.1.2 10%-90% Lateral resolution     84 
 4.1.3 Aspect ratio       85 
4.2 Non-interferometric SPR setup     85 
 4.2.1  Back focal plane response at the presence of grating sample 87 
 4.2.2  Imaging performance      95 
 4.2.3  Techniques to enhance performance of  
  non-interferometric system     103
iii 
 
PAGE 
4.3  Interferometric SPR setup      105 
 4.3.1  What does the grating do to V(z) curve?   108 
 4.3.2 Imaging performance      110 
 4.3.3  Techniques to enhance performance of  
  interferometric system     117 
4.4  Discussion and conclusion      118 
 
CHAPTER 5: Quantitative analysis of SP microscope 
    performance using RCWA 
5.1  Definitions of key terms and their definitions   120 
 5.1.1  Measurement localization     120 
 5.1.2  Crosstalk       121 
5.2 Methodology        121 
 5.2.1 Non-interferometric microscope    122 
 5.2.2 Interferometric microscope     126 
 5.2.3  Comparison of the non-interferometric and  
  interferometric systems     140 
 5.2.4  Polarisation consideration     141 
5.3  Simulation results       141 
 5.3.1  Simulation results for the non-interferometric microscope 142
 5.3.2  Results for the interferometric microscope   144 
5.4 Discussion and conclusion      150 
 
CHAPTER 6: SPR confocal microscopy 
6.1  SPR Confocal microscopy theory     153 
6.2 Simulation and experimental results    156 
 6.2.1  Effect of pinhole size      156 
 6.2.2  Increase the ripples magnitude by pupil function  
  engineering       158 
 6.2.3  Imaging capabilities      160 
 6.2.4  Crosstalk measurement     162 
6.3 Discussion and conclusion      163 
iv 
 
PAGE 
CHAPTER 7: SP imaging using a spatial light modulator 
7.1 Assumption and validation       165 
7.2 Amplitude SLM algorithms       172 
7.2.1 A-SLM direct method       172 
7.2.2 A-SLM indirect method      172 
7.2.3 Amplitude SLM algorithm: criteria to design  
an amplitude pupil function       174 
7.2.4 Amplitude SLM algorithm simulation results    175 
7.2.5 Problem in A-SLM algorithm: Is a 100% fill factor required? 179 
7.3 Phase SLM algorithm        183 
7.3.1 Phase SLM: criteria to design a phase pupil function   186 
7.3.2 Phase SLM algorithm simulation results    188 
7.3.3 Problem in P-SLM algorithm: Is a 100% fill factor required?  193 
7.4 Sensitivity to change in deposited material without defocusing 194 
7.5 Comparison of robustness to noise performance between the 
amplitude stepping and phase stepping techniques    195 
7.6 How can the SP profile extraction algorithms be used to improve the 
measurement localisation?        201 
7.7 Discussion and conclusion       203 
 
CHAPTER 8: Discussion, conclusion and future work 
8.1 Discussion and conclusion       205 
8.2 Summary of what have been achieved during this study   209 
8.3 Future work         210 
8.3.1 V(Ԅ)         210 
8.3.2 Sensitivity tuneable using phase SLM     212 
8.3.3 Asymmetrical surface plasmons     213 
8.3.4 Some 2D structure to enhance sensitivity of SP   215 
8.4 What are deliverables of the project?      215 
 
References         217 
 
  
v 
 
PAGE 
Appendix A : Rigorous wave coupled analysis 1D and  
             2D grating theory      230
      
Appendix B : Validation for all RCWA cases presented  
in this thesis       236 
Appendix C : List of metal choices for SP excitation    240 
Appendix D : Noise simulations to compare sensitivity between intensity 
detection and phase detection      241 
 
      
vi 
 
Acknowledgement 
It would not have been possible to write this doctoral thesis without the help and 
support of the kind people around me, to only some of whom it is possible to give 
particular mention here. 
First and foremost I would like to thank my supervisor Professor MG Somekh. It has 
been an honour to be his PhD student. I appreciate all his contributions of time, ideas, 
and funding to make my PhD experience productive and stimulating. The joy and 
enthusiasm he has for the research was contagious and motivational for me, even 
during tough times in my PhD. 
I would like to thank the Department of Electrical and Electronic Engineering and the 
International Office of the University of Nottingham for providing the funding for 
this work. 
, ZRXOG DOVR OLNH WR WKDQN 3URIHVVRU ,DQ +DUULVRQ 3URIHVVRU 3DXO 2¶6KHD DQG 'U
Mark Pitter for their guidance and supervision during the first two years of my PhD. I 
appreciated my laser and optical system alignment training from Dr Richard Smith 
and Dr Ryan Qian. It has been an honour to work at the Institute of Biophysics, 
Imaging and Optical Science (IBIOS). I would like to thank everyone in IBIOS, 
especially Miss Bei Zhang for her valuable discussions and experimental results to 
back this thesis up and Mrs Kelly Vere for proof reading this thesis.  
I would like to thank Professor Aaron Ho of the Chinese University of Hong Kong 
for providing facilities which enabled me to carry out a great deal of the work 
presented in this thesis.  
I also acknowledge valuable discussions and support from Dr. See Chung Wah. 
Lastly, I would like to thank my family for all their love and encouragement. For my 
parents, Ms Jantana Taweekijworachai and Mr Prasit Pechprasarn who raised me 
with a love and supported me in all my pursuits. 
        Suejit Pechprasarn
vii 
 
Conferences & Papers 
Papers 
x Zhang B, Pechprasarn S =KDQJ - 6RPHNK 0*  ³&RQIRFDO VXUIDFH
plasmon microscopy with pupil function enJLQHHULQJ´Opt. Express 20:7388-
97 
x Pechprasarn S and Somekh MG. 2012. "Surface plasmon microscopy: 
resolution, sensitivity and crosstalk", Journal of Microscopy. 
doi: 10.1111/j.1365-2818.2012.03617.x 
x Zhang B, Pechprasarn S, =KDQJ - 6RPHNK 0* ³SP measurement with 
confocal microscope: experiPHQWDQGVLPXODWLRQ´(in preparation to publish) 
x Somekh MG and Pechprasarn S, ³6XUIDFH SODVPRQ PLFURVFRS\ IRU
ELRORJLFDODSSOLFDWLRQV´ (in preparation to publish) 
Conference Proceedings   
x Zhang J, Huang Y, Pechprasarn S3LWWHU0&6RPHNK0*³7KLQJROGILOPV
DVFRQWUDVWDJHQWVDQGWKHLUSRWHQWLDODSSOLFDWLRQV´-26 May 2011  ICM²
International Conference Centre Munich, Germany European Conferences on 
Biomedical Optics. 
x Pechprasarn S, Smith RJ, Pitter MC, 6RPHNK0*³8QGHUVWDQGLQJVXUIDFH
ZDYHDQGVXUIDFHSODVPRQLPDJLQJ WKURXJKULJRURXVGLIIUDFWLRQ WKHRU\´WK
EOS Topical Meeting on Advanced Imaging Techniques, 29 July to 02 July 
2010, Ramada-Treff Hotel Regina-Titlis, Engelberg, Switzerland. 
x Somekh MG and Pechprasarn S ³6XUIDFH 3ODVPRQ PLFURVFRS\ UHVROXWLRQ
YV VHQVLWLYLW\´ 3KRWRQLFV *OREDO &RQIHUHQFH  -16 December 2010, 
Singapore 
viii 
 
x Pechprasarn S DQG 6RPHNK 0* ³$QDO\VLQJ VXUIDFH SODVPRQ PLFURVFRS\
ZLWK ULJRURXV GLIIUDFWLRQ WKHRU\´ )XQFWLRQDO 2SWical Imaging (FOI), 2011, 
Ningbo, China. 978-1-4673-0451-1/11 IEEE 
x Zhang B, Pechprasarn S DQG 6RPHNK 0* ³Confocal surface plasmon 
resonance microscopy with pupil function engineering´ ; Functional Optical 
Imaging (FOI), 2011, Ningbo, China. 978-1-4673-0451-1/11 2011 IEEE 
  
ix 
 
Abstract 
Surface plasmons (SP) are guided electromagnetic wave propagating along the surface 
of metal. The properties of SP are affected by the material attached to the metallic 
surface so they can be used as a very sensitive sensor capable of detecting the 
deposition of subnanometric layers of dielectric. SP has been widely investigated for 
biosensor applications and the theory is well established. 
Although SP sensors have been well studied, integrating the SP to a microscope is a 
relatively young field. Since the SPs are surface waves; microscopy techniques to 
optimise the SP microscope performance will require totally different techniques to 
non-surface wave microscopy. 
This thesis develops a theoretical framework to understand different types of SP 
microscope setups through the rigorous diffraction theory. The framework analyses 
the diffraction process through rigorous wave coupled analysis (RCWA) and a 
software package processes the diffracted orders to recover the microscope response 
for a range of different systems. In this thesis I will investigate the non-interferometric 
SP microscope, interferometric SP microscope and confocal SP microscope. I will 
show that the non-interferometric system exhibits a trade-off between lateral 
resolution and sensitivity, where an image obtained with a good contrast will have low 
lateral resolution. In order to get around the trade-off, the interferometric system can 
be employed; however, the main challenge for the interferometric setup is its optical 
alignment. I will show that a confocal SP microscope, which has been developed as a 
part of this thesis, can simplify the complexity of the interferometric system and give 
similar measurement performance.  
For the interferometric and confocal systems, the SP measurements are normally 
carried out through the interference signal, which is interference between a reference 
beam and the SP. I will suggest a method to extract SP propagation parameters from 
x 
 
the interference signal by employing a spatial light modulator and also show that the 
SP propagation parameters do not only give us some insight to the SP effect for the 
interferometric system, but also gives us a new imaging mode to improve the 
resolution.  
xi 
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Chapter 1 
Introduction 
In this chapter, I will provide an overview of this thesis. I will begin by asking what 
are surface plasmons (SPs) and why do we need them? I will then explain the current 
stage of the SP microscopy research, explain the current problems and summarise the 
key objectives of the study. 
1.1 What are surface plasmons and why do we need them? 
In this section, I will summarise the key features of SP. More details can be found in 
chapter 2, which explains the background of SP and provides a literature review. 
Surface plasmons (SP) are guided electromagnetic waves propagating along the 
surfaces of metal. The properties of SP correspond to the material attached to the 
metallic interface, so it can be used as a very sensitive sensor to detect changes at the 
metal interface for nano scale thickness (Raether 1988). SP can be excited with 
visible light using high refractive index coupling such as a prism (Kretschm.E & 
Raether 1968); therefore optical science has made use of SP by using them as a 
sensor. SP sensor research has been growing massively and the theory of the SP 
phenomenon is well established (Homola 2008).  
The key advantages of the SP when used as a sensor are its sensitivity, label free 
technique and that the measurement is done in real time.  
Although SP sensor has been well studied, integrating the SP to a microscope is a 
relatively young field. A good example of where we require SP is if we want to image 
a sample with 1 nm coating sample.  
Since the SP is surface wave, therefore it means that microscopy techniques to 
optimise the SP performance will require totally different techniques from the non-
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surface wave microscopy. The first attempt to develop SP microscope was by 
Yeatman and Ash in 1987 (Yeatman & Ash 1987), where they excited SP and took 
the images through a prism. They found that lateral resolution of images obtained 
from the SP microscope appears to conflict with contrast of the image.  
Since the k-vector of the SP is greater than the k-vector of light in free space, it is 
necessary to increase the k-vector of the incident wave in order to get the SP 
excitation. This can be performed either by: 
a) using an incident medium with high refractive index, such as prism 
coupling or 
b) grating 
Here in this study, a high refractive index couplant was used. These requirements 
normally made the excitation of SP difficult; especially for optical configuration 
when a glass prism was required. Thanks to the advert of oil immersion high NA 
objective lenses, it is possible to excite SP in a more convenient fashion for 
microscopy application compared to using a prism. This makes SP microscopy more 
attractive as we can apply special techniques to enhance the resolution and sensitivity 
of the microscope setup.  
In 2000, Somekh et al  (Somekh et al 2000a) demonstrated that the scanning 
heterodyne interferometer SP microscope can optimize the trade-off between 
sensitivity and resolution. Although there are some experiments provided by a 
number of authors to illustrate the use of SP for imaging, there is still the need for a 
theoretical framework for SP microscope in order to understand the SP microscope 
mechanisms and also to develop new techniques to improve them. 
 
 
3 
 
1.2 Current issues in SP microscopy 
In this thesis, I will discuss two types of objective lens based SP microscopes, namely 
non-interferometric and interferometric SP microscopes. 
It has been found that where in the non-interferometric SP microscope; there is a 
trade-off between resolution and contrast, which means that an image with a good 
resolution will have a poor contrast and image with a good contrast will have a poor 
lateral resolution. The interferometric system was then developed and showed that it 
can improve the trade-off by detecting the interference signal using a heterodyne 
interferometer. Although the heterodyne system works very well in terms of 
resolution and sensitivity, the complexity of the optical setup is challenging, 
particularly when aligning the system (Zhang et al 2012).  
In addition, another challenge in the research was that from the computer simulation 
point of view. Although Fresnel equations can be used to accurately simulate SP 
effects for uniform metal and uniform sample case, before this study we did not have 
a good tool to calculate SP responses from a non-uniform sample. Therefore the 
challenge here was to develop a software package that can be used to accurately 
calculate SP responses for a non-uniform sample in order to quantify the resolution 
and sensitivity for different types of SPR microscope setups. 
One of the main issues here is that most of the SP measurements reported were 
normally carried out using microfluidic channel arrays for a high throughput 
measurement without well separated channels. Crosstalk means that the measurement 
carried in a particular channel is also affected by the SP from other channels. As SP 
are a surface wave, it will propagate and transmit through the other channel as well as 
being reflected back into its own channel. In this thesis, I will show that the crosstalk 
plays a crucial role in the measurement of SP, where it determines the accuracy of the 
measurement as well as the resolution when imaging. 
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1.3 Research objectives 
The objectives of the study are to solve the problems outlined above. 
The first task is to develop a robust modelling tool that is capable of modelling 
accurately SP microscope responses for different microscope configurations. The 
details of the software package are described in chapter 3 and validated by 
comparison with experimental results and results obtained from other simulation 
techniques in the literature. 
The second objective is to develop a theoretical framework to describe plasmon 
microscopes. The detail of different microscope responses can be found in chapter 4. 
The third objective is to develop a quantitative measurement method to quantify the 
performance of the microscopes. The quantitative measurement does not only enable 
us to compare the performance of each SP microscope configuration, but also gives 
us some insight into the accuracy of the measurements; making it possible to make 
localized measurements on non-uniform samples. The detail of quantitative 
measurement is provided in chapter 5. 
The fourth objective of this study is to reduce the complexity of the SP 
instrumentation. We (Zhang et al 2012) have recently demonstrated that the confocal 
microscope can be used to performance the same function as the heterodyne 
interferometer with a much simpler optical configuration. Results obtained by the 
confocal system are similar to the results obtained from the heterodyne system. These 
details are provided in chapter 6. 
The fifth objective is to develop SP measurement techniques that can be used to 
reduce the need for mechanical scanning during data acquisition and also improve 
resolution. In this thesis, I will suggest a few techniques using either amplitude or 
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phase spatial light modulators to measure SP response without mechanical scanning; 
this will, of course, improve the measurement speed and microphonic noise due to 
mechanical vibration. Details of this are provided in chapter 7. 
1.4 Methodology 
My main contribution in this research is on the computer model of the system. The 
simulation results are compared with experimental results that were obtained by my 
colleague Bei Zhang. More details about experimental setup will be available in her 
thesis. 
There are two types of simulation software used in the study; firstly Fresnel 
equations, which were used for uniform sample simulation; and rigorous coupled 
wave analysis (RCWA), which was used for non-uniform sample. The details of the 
software are provided in chapter 3.  
1.5 Thesis outline and purposes of each chapter 
The thesis is structured and presented as the followings: 
Chapter 1 Introduction: in this chapter I provide an overview of the project, explain 
the key problems and suggested some ways to solve them. 
Chapter 2 Literature review and background: in chapter 2, I will review the literature 
and summarise the features and properties of SP. The theoretical background and 
detailed equations of SP are provided in the chapter. More importantly the current 
research activities for SP sensors and SP microscopes are summarized. 
Chapter 3 Methodology and validation: in chapter 3, I will show how the microscope 
simulation software was implemented and compare the simulation techniques 
available in order to show the reason why we are of a firm view that RCWA is a 
suitable technique for the study. The microscope software was validated by 
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comparing the simulation results with experimental results and other simulation 
techniques and results obtained from the literature. 
Chapter 4 SP microscopes:  in chapter 4, I will provide some general quantification 
for SP sensors and calculate their theoretical sensitivity. Some linescan images and 
back focal plane images are presented and compared with experimental results. The 
performance of the non-interferometric and interferometric systems will be compared. 
I will confirm that the resolution of the interferometric system is superior to the non-
interferometric one. The chapter ends with description of techniques to improve the 
resolution and sensitivity of the two types of SP microscopes.  
Chapter 5 Quantitative analysis of SP microscope performance using RCWA: in 
chapter 5, I will provide a quantitative measurement method to compare the 
performance of the non-interferometric and interferometric microscopes as they have 
totally different measurement processes, so we need a means to compare them. This 
quantitative measurement method also provides us with a new way of looking at the 
resolution problem, where we strongly believe that the most important factor that 
limits the accuracy of measurement and resolution for imaging is crosstalk in the 
interferometric system. We will also show that one of the main key advantages of the 
interferometric system is that we can measure the effect of SP in a confined region.  
Chapter 6 Confocal SPR microscope: in this chapter, I will provide theory and 
experimental details for the confocal SP microscope, which can reduce the 
complexity of optical configuration compared to the heterodyne microscope. 
Although there is a difference between the heterodyne system and the confocal 
system which is the fact that the signal detected in the confocal system is much 
smaller than the signal obtained in the heterodyne system, we will show that by 
engineering the pupil function, we can enhance the amplitude of detected signal. 
Effects of confocal pinhole sizes will be also discussed. More importantly, it will be 
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shown that the confocal system can give the same measurement performance as the 
heterodyne interferometer. 
Chapter 7 SP imaging using spatial light modulator: in chapter 7, I will present 
several modulation techniques to extract key SP propagation parameters using SLM. 
The algorithm does not only enable us to measure the SP profile without mechanical 
scanning, but also enables us to measure the SP profile with less crosstalk from 
adjacent regions, which means it gives us better resolution. 
Chapter 8 Discussion, conclusion and future works: in this chapter, I will summarise 
all the findings of this study and suggest some interesting future work that can be 
exploited using the simulation tool developed in the study. 
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Chapter 2 
Background and literature review 
In this chapter, I will provide background theory of surface plasmon resonance (SPR) 
and review literature in this field in order to summarise findings and development in 
this field of research. The principal aim of this chapter is to point out the current 
issues and key challenges in SP microscopy. 
2.1 Surface Plasmon resonance theory 
The first recorded observation of surface plasmon resonance was made by Wood 
(Wood 1902), who observed dark bands when light illuminated a metal grating. The 
subsequent explanation of these observations was attributed to surface plasmon 
resonance. Research in surface plasmons and plasmonics has grown massively, 
especially over the past few decades; scientists and engineers widely have made use 
of surface plasmon resonance to detect chemical or biological changes within a small 
layer and have also developed many advanced techniques to optimise its sensitivity 
(Roh et al 2011). Surface plasmons arise from electromagnetic wave coupling 
phenomenon on noble metals and the theoretical framework is very well established 
(Raether 1988); however there are still many potential uses of the SPR to be exploited 
such as subwavelength optics (Barnes et al 2003), data storage (Wan et al 2010) , 
microscopy (Somekh et al 2009), bio-photonics and quantum plasmonics (Barnes et 
al 2003; Bergman & Stockman 2003). In this chapter, I will review the literature that 
relates to this research and summarise the findings in this field that are particularly 
relevant to the present thesis. 
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2.1.1 What is SPR?  
Surface Plasmon Resonance (SPR) or surface plamon polaritons (SPP) are optically 
excited surface plasmons. So I will shorten the title to simply surface plasmons. 
Surface plasmons (SP) are guided electromagnetic waves propagating along the 
surface of noble metals (Raether 1988). The propagation properties of the SP 
depend on the surrounding ambient medium, in other words, it is sensitive to the 
properties of the surfaces of the noble metals. In addition to metallic films, the 
effects can be found in metallic nano-sized particles (Grabar et al 1995; Mulvaney 
1996). These are also plasmonic effects but are usually referred to as localized 
surface plasmons. 
In this research, the main objective is to understand the effect of the SPR on the 
sensitivity and lateral resolution of microscopes. 
 2.1.2 Properties of SP 
After Krestchmann (Kretschm.E & Raether 1968) and Otto (Otto 1968) clearly 
demonstrated that SPR could be excited by visible light using prism based 
configurations, many theoretical works to explain this phenomenon have been 
widely investigated (Cardona 1971; Chen et al 1976). 
In 1988, an elegant theoretical approach to explain the SPR effect was published by 
Cardona (Cardona 1971) and described in 5DHWKHU¶VERRN(Raether 1988). Here the 
SPR phenomenon is explained in terms of the Fresnel reflection coefficients. 
+HUHZHZLOO VWDUW WR H[SODLQ635HIIHFWXVLQJ WKHZHOO NQRZ)UHVQHO¶V HTXDWLRQV
(Born & Wolf 1999)ZKLFKFDQEHGHULYHGIURP0D[ZHOO¶VHTXDWLRQV(Reitz 1993). 
7KH)UHVQHO¶Vequations for two layers of uniform materials as depicted in figure 2.1 
are given by: 
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 ݐ௣ ൌ ୡ୭ୱሺఏ೔ሻୱ୧୬ሺఏ೟ሻୱ୧୬ሺఏ೔ାఏ೟ሻ௖௢ୱሺఏ೔ିఏ೟ሻ  [2.1] 
ݐ௦ ൌ ଶୡ୭ୱሺఏ೔ሻୱ୧୬ሺఏ೟ሻୱ୧୬ሺఏ೔ାఏ೟ሻ    [2.2] 
ݎ௣ ൌ ୲ୟ୬ሺఏ೔ିఏ೟ሻ୲ୟ୬ሺఏ೔ାఏ೟ሻ   [2.3] 
ݎ௦ ൌ ୱ୧୬ሺఏ೔ିఏ೟ሻୱ୧୬ሺఏ೔ାఏ೟ሻ   [2.4] 
where ݐ௣ǡ ݎ௣ are the reflected and transmitted electric fields of the p-polarised light 
respectively.ݐ௦ǡ ݎ௦ are the reflected and transmitted electric fields of the s-polarised 
light respectively. ߠ௜ǡ ߠ௧are incident and refracted angles of the incident plane wave. 
The p-polarisation (or transverse-magnetic : TM) means a linear polarised plane 
wave with its electric field pointing in the plane of incidence, whereas the s-
polarisation (or transverse-electric : TE) means an linear polarised plane wave with 
its electric field pointing perpendicular to the plane of incidence. 
 
)LJXUHVKRZVWKHWZRPDWHULDOOD\HUVV\VWHP)UHVQHO¶VHTXDWLRQV 
Firstly for the reflectance; if ߠ௜ ൅ ߠ௧ ൌ గଶ, this makes the denominator of equation 
[2.3] ݎ௣ become infinity. This makes the ݎ௣ term equal to zero. This condition is the 
Brewster angle, where the reflectance becomes zero for the p-polarised light. On the 
other hand, this condition will not affect the ݎ௦.   
ԕi
ԕt
X
Y
kx
ky1
kx
ky2
฀1
฀2
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The second condition is where ߠ௜ െ ߠ௧ approachesగଶ, this instead makes the ݎ௣ term 
become infinite or a pole in the reflection coefficient causing the resonance in ݎ௣. If ߠ௜ െ ߠ௧ approaches గଶ,  then  ߠ௜ ൎ െߠ௧ and  ߠ௜ ൎ ௞ೣ௞௬ଵ ൎ െ ௡మ௡భ. In contrast, 
this condition will not affect the ݎ௦ term, in other words, the SP cannot be excited by 
s-polarised wave; this becomes one of the key criteria to excite the SP that the SP 
can only be excited with p-polarised wave. 
It is interesting to note that the condition ߠ௜ െ ߠ௧ ൌ గଶ cannot be met in the real 
physical scenario as the ߠ௧ will become imaginary before satisfying the condition 
above. This can be explained by poles and zeros of reflection coefficients; the 
details can be found in (Tamir et al 1985). This also indicates that with the present 
optical configuration the SP cannot be excited with only a propagating wave 
component, but instead it will always come with the imaginary part, which provides 
attenuation constant. 
We can then rewrite the wave vector k as: 
݇ଵଶ ൌ ݇௫ଶ ൅ ݇௬ଵଶ ൌ ݇௫ଶ ൅ ݇௫ଶ ఌభఌమ and ݇ଶଶ ൌ ݇௫ଶ ൅ ݇௬ଶଶ ൌ ݇௫ଶ ൅ ݇௫ଶ ఌమఌభ [2.5] 
 ݇௫ ൌ ఠ௖ ට ఌభఌమఌభାఌమ    [2.6] 
݇௬௜ ൌ ఠ௖ ට ఌ೔మఌభାఌమ   [2.7] 
where k is the wave vector ଶగఒ ൌ ఠ௩ . 
If the second material is a metal layer where it consists of an abundant number of 
free electrons, the relative permittivity ߝଶ will have negative real part (Johnson & 
Christy 1972) and ܴ݁ሺߝଶሻ ൐ െߝଵ. For the metal case, the term ݇௬௜ for both medium 
becomes complex; in other words, they become evanescent, whereas ݇௫ remains a 
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real number. These wave vectors can be interpreted in a real physical situation as an 
electromagnetic which propagates along the x direction at the interface between the 
two media with exponentially decaying field strength in the y direction on both 
sides of the interface as schematically shown in figure 2.2. Note that the ݇௫ value 
that makes ݇௬௜ become imaginary, is the so called wave number of surface plasmon ݇௦௣. A physical description of SP that is easier to appreciate; they can be thought of 
as collective oscillations of free electrons on the metal transferring the excessive 
energy parallel to the metal interface. 
 
Figure 2.2 shows evanescent tails and electric fields for SP propagation 
It is important to note that the SP waves can only be generated with an oblique 
angle that matches the incident ݇௫ and ݇௦௣. In other words, we cannot excite SP 
from normal incidence unless some other means to match the incident k-vectors in 
the x direction are provided, such as grating coupling structure (Ritchie et al 1968).  
In addition, ݇௦௣ is greater than the free space k-vector (Kretschm.E & Raether 
1968), therefore the other requirement is to have ݇௫ greater than the free space k- 
vector. This implies that we cannot excite SP from air. These requirements actually 
lead to some challenges in optical experimental setup, which will be explained later. 
Propagation depth 
Propagation depth is an important property of SPR, which is defined as the distance 
for the magnitude of SP intensity decay along the normal direction of the interface 
plane by a factor of  ?Ȁ .݁ 
X
|Ey|
kx
ky
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From equation [2.7], we can calculate the propagation depth as: 
ܲݎ݋݌ܽ݃ܽݐ݅݋݊݀݁݌ݐ݄ ൌ ଵ௞೤೔ ൌ ௖ఠටఌభାఌమఌ೔మ   [2.8] 
In order to get some feeling about the SPR technique, I will start by putting some 
numbers that depict the real scenario into equation [2.8]. 
ߣ ൌ  ? ? ?݊݉ so ߱ ൌ  ?Ǥ ? ?ൈ  ? ?ଵଶݏିଵ at a gold water interface with ߝ௪௔௧௘௥ ൌ  ?Ǥ ? ? 
and ܴ݈݁ܽሺߝ௚௢௟ௗሻ ൌ െ ? ?Ǥ ? corresponding to the particular wavelength. We can 
obtain the penetration depths:  ?݇௬௪௔௧௘௥ ൌ  ? ? ?݊݉  
ଵ௞೤೒೚೗೏ ൌ  ? ?݊݉. 
Surface sensitivity of SPR 
The key reason why SP are very attractive for studying biological and measurement 
chemical changes is due to the fact that any changes at the surface of the metal layer 
within the propagation depth of the SP lead to the changes in propagating wave 
vector ݇௫. Therefore this technique is a useful candidate for label free experiments 
on biological, chemical or surface science experiments on the nano scale. 
It is an interesting idea that if we can control the SP propagation depth by some 
technique such as confining the field strength, this will enable us to have a very 
sensitive sensor over a very thin layer such as cell membranes. 
Propagation damping and plasmon dip 
Having discussed that for metals, the real part of the complex permittivity is 
negative this leads to the propagation of SP, however real metals also have the 
imaginary part of the permittivity (Johnson & Christy 1972). In this case, the ݇௦௣
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now becomes a complex number ݇௫ ൌ ݇௫ƍ ൅ ݅݇௫ ƍƍ. The ݇௫ƍ  is the propagating vector 
along the x axis, but the ݇௫ƍƍ term is the damping factor, which includes both 
absorption radiation and internal absorption losses. The later might be thought of an 
ohmic loss of the SP in the metal dissipating as heat (Bosenber.J 1971). 
In near field optics, the heat loss and the SP propagation can be measured directly 
with a probe type experiment (Hecht et al 1996; Novotny et al 1997), this is where 
the near field is a more direct approach to measure the SP than the far field. 
However the drawback of near field optics is, of course, that it is not so convenient 
for biological experiments because the near field systems require an optical probe 
placed very close to the sample. 
 
a)                                                     b) 
Figure 2.3 shows a) near field optical setup b) SP field strength measured by the setup                  
(Hecht et al 1996). 
In far field optics, the heat can be measured experimentally by photo-acoustic 
surface modulation techniques; such as chopping an incoming light to periodically 
heat the metal film and measure the microphonic changes (Inagaki et al 1982; 
Rothenhäusler et al 1984; Talaat et al 1985).  
Two visible light wavelengths can also demonstrate the same effect on a simple 
experimental setup. The SP were generated using a 633 nm HeNe laser. The gold 
film was heated periodically by a YAG green laser, where the laser beam was 
modulated to a convenient frequency of several kHz. The green laser altered the 
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surface profile of the gold causing the SP propagation condition to change. This 
perturbation caused the SP to scatter back into the air (Velinov et al 1999). The 
image of SP propagation obtained using optical modulation method is shown in 
figure 2.5. There were two lobes obtained in the experiment; the left hand side lobe 
in the figure 2.5b was the SP wave. 
 
        a)                                                                        b) 
Figure 2.4 shows a) far field photo-acoustic surface modulation optical setup b) SP field strength 
measured by the setup (Inagaki et al 1982). 
 
    a)                                               b) 
Figure 2.5 shows a) far field 2 wavelengths surface modulation optical setup b) SP field strength 
measured by the setup (Velinov et al 1999). 
7KHUHIOHFWDQFHFXUYHVIRU³UHDO´JROGDQG³LGHDO´JROGDUHGLIIHUHQWDVFDQEHVHHQE\
FRPSDULQJILJXUHZLWKILJXUH7KLVDULVHVEHFDXVHWKHSHUPLWWLYLW\RI³LGHDO´
JROG LV UHDO DQG QHJDWLYH ZKHUHDV WKHUH LV DQ DGGLWLRQDO LPDJLQDU\ SDUW ZLWK ³UHDO´
gold. The real gold shows that the amplitude of reflectance dramatically dropped 
GRZQDWDQDQJOHVRFDOOHGµSODVPRQGLS¶DQGµSODVPRQDQJOHߠ௣¶UHVSHFWLYHO\ 
The variation of reflectance with incident angle from a metallic film can provide us 
with considerable insight of the SP phenomenon and its behaviour (Azzam 1977). 
The plasmonic dip indicates the angle where the strongest SP coupling occurs; this 
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leads to the highest ohmic loss in the metal therefore it appears to be the minimum 
dip position on the reflectance curve. In other words, the dip can tell us how 
strongly the SP is excited; the lower plasmonic dip magnitude is the stronger SP 
excitation. 
 
a)      b)                                                       
Figure 2.6 shows a) Modulus of reflection coefficient from gold sandwiched between two half spaces. 
Wavelength=633nm p-polarisation, n0=1.78, ngold=0.17+3.52i, nlower=1.33. Solid curve 36nm gold 
thickness, dashed curve 46nm gold thickness and b) Phase of reflection coefficient corresponding to 
case of a) (Pechprasarn & Somekh 2012) 
From figure 2.6a, it can be interpreted that the 46 nm has stronger SP excitation as 
the plasmonic dip is much lower than the 36 nm case. In addition, the plasmon 
angles for the two cases are at virtually the same position. This indicates that 
different thicknesses of metal cause only a change magnitude of SP excitation, not 
the plasmon angle. 
The ideal gold does not show the dip pattern. This does not mean that there is no 
plasmonic excitation. The amplitude of the reflectance curve might not always be a 
good indicator of existence of the SP. The reduction in the modulus of reflection 
coefficient only shows us how much energy is dissipated as heat in the metal film. 
On the other hand, the phase can act as the real indicator to determine the existence 
of SP.  
A
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a)     b)                                                                              
Figure 2.7 shows a) Modulus of reflection coefficient from gold sandwiched between two half spaces. 
Wavelength=633nm p-polarisation, n0=1.78, nlower=1.33, 46 nm uniform layer of gold. Solid curve 
ideal gold with ngold=3.52i, dashed curve real gold with ngold=0.17+3.52i and b) Phase of reflection 
coefficient corresponding to case of a). 
 
a)     b)                                                                             
Figure 2.8 shows a) Modulus of reflection coefficient and b) phase of reflection coefficient from gold 
sandwiched between two half spaces. Wavelength=633nm s-polarisation, n0=1.78, nlower=1.33, 46 nm 
uniform layer of gold. Solid curve ideal gold with ngold=3.52i, dashed curve real gold with 
ngold=0.17+3.52i. 
It is clear from figure 2.8 that there were no SP excited from s-polarised incidence. 
The reason that s-polarisation, where its magnetic field is parallel to the metal 
interface, cannot excite SP is because the electric field of the s-polarisation points 
perpendicular to the direction of incident plane; therefore its electric field cannot 
interact with the free electrons at the metal film. Recently, there has been an 
interesting idea to observe magnetic surface plasmons where it is, of course, excited 
by s-polarised wave (Ermolaev et al 2011; Shen et al 2011). This requires a large 
negative magnetic permeability material, which has recently been available.  
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Propagation length 
Propagation length or coherence length is another property of SP defined by the 
distance for the magnitude of SP intensity decay along propagation direction by a 
factor of  ?Ȁ .݁ 
ܲݎ݋݌ܽ݃ܽݐ݅݋݊݈݁݊݃ݐ݄ ൌ ଵଶ௞ ƍೣƍ    [2.10] 
The propagation length is dependent upon many factors such as types of material 
and their shapes. 
Another approach to approximate the propagation length is to calculate the gradient 
of the phase change around the critical angle, where it is directly proportional to the 
propagation length of the surface waves. This effect is essentially the Goos 
H䘶 nchen shift (Born & Wolf 1999) analogous with the Sch䙊 ch displacement 
(Brekhovskikh et al 1960) in ultrasonics. The propagation length can be 
mathematically described as it is proportional to ݀߶Ȁ݇௫ (McGuirk & Carniglia 
1977), where ߶ is the phase of the complex reflection coefficient. In other words, 
the gradient of the phase indicates how far the SP wave can propagate. 
From figure 2.6b, it can be clearly seen that SP in the 46 nm case have a longer 
propagation length than the 36 nm case since the gradient of the phase of reflection 
coefficient of the 46 nm case is steeper than the 36 nm case. The propagation dip 
can indicate the strength of the SP excitation; this also directly relates to how far it 
can propagate along the metal interface. 
If one designs an SPR based sensor without taking the propagation length of the SP 
into account, the sensor will be affected by excitation from adjacent regions, this is 
the so called crosstalk. One of the main objectives of this thesis is to quantify the 
crosstalk (see chapter 5 for more details). For example, SP on gold are excited at ߣ ൌ  ? ? ?݊݉, the propagation length is around 7 microns. Therefore the requirement 
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when designing this SPR device is to have the micro-fluid channel or binding pad 
considerably larger than 7 microns x 7 microns in order to reduce the crosstalk 
effect. 
 
Figure 2.9 shows a sensor structure that has two SP modes of interfering with each other 
Figure 2.9 above gives an illustration of the crosstalk if the detection channel is not 
properly separated wide enough, the measurement in both channels would be 
interact with the SP mode b, where we intend to measure only the responses from 
only SP mode a. This will, of course, lead to some errors in the measurement. 
Phase change with incident angle around plasmonic angle 
From figure 2.6b and 2.7b, we can see that the phase variation of the p-polarisation 
around the plasmon angle changes by approximately  ?ߨ radians. The position A on 
figure 2.6b where the phase varies much rapidly with incident ݇௫ represents at the 
plasmon angle ߠ௣. This rapid phase change is a more fundamental feature of SP 
excitation than the plasmonic dip in the modulus of the reflection coefficient. As 
discussed, the phase variation, in fact, gives real evidence of the existence of the 
surface waves. The phase variation also allows us to have a sensor with better 
sensitivity and a new mode operating mode for SPR microscopes, which will be 
discussed in the later sections. 
 
 
Metal film
Gap between two 
micro channels
SP mode b
Micro channel 1
SP mode a
Micro channel 2
SP mode a
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Field enhancement 
In this section, WKH )UHVQHO¶V HTXDWLRQV DUH extended from two layer case to three 
layer case. Therefore, the equations are, of course, more complicated than the two 
layer case. The equations of the three layer and four layer cases can be found in 
(Reitz 1993). However the idea of how SP are generated is the same. It is interesting 
to see what will happened if metal of different thickness is used. 
 
Figure 2.10 shows modulus of transmission coefficient from gold sandwiched between two half 
spaces. Wavelength=633 nm p-polarisation, n0=1.78, nlower=1.33, uniform layer of gold. Solid curve 
gold 25 nm thick, dashed curve gold 50 nm thick and dotted curve gold 75 nm thick. 
For the p-polarised wave, there is a large field enhancement at the interface between 
the metal and the final dielectric next to it as shown in figure 2.10. The field 
enhancement arises primarily from the component of the evanescent field normal to 
the interface between the metal and dielectric. On the other hand, for the s-polarised 
wave, the field exponentially decays in the metal so the field at the interface is small 
because the field is continuous across the interface as its electric field vector is 
parallel to the interface plane. 
The sensitivity of SP arises partly from this field enhancement. The SPR experiment 
essentially looks like an attenuated total internal reflection (ATR) experiment except 
a metal layer is sandwiched between the prism and sample. 
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a)    b)                                                                                      
Figure 2.11 shows a) SPR experimental configuration and b) Other surface wave experimental 
configuration 
Of course, the large field enhancement does not contradict conservation of energy 
because the Poynting vector normal to the surface is imaginary. 
The magnitude of the field enhancement is dependent on the thickness of the metallic 
layer. For the layer that is too thin, all SP waves are strongly dampened by the small 
thickness and cannot be coupled to transmit their energy through the final metal-
dielectric interface. On the other hand, for a layer that is too thick, the SP wave will 
decay excessively within the metal film, so the field strength coupling onto the other 
side will be lower. 
 
Figure 2.12 show negative refractive index Pendry lens : modified from (Pendry 2000) 
An interesting idea to expand this concept was proposed by (Pendry 2000). He 
provided a theoretical prediction that it is possible to generate a perfect lens to 
generate an infinitely sharp focal spot by enhancing the evanescent wave 
components. His idea was based on negative refractive index material to couple both 
evanescent and propagating waves together at the focal point of the lens as shown in 
figure 2.12. The decay of the evanescent waves in the free space is exactly 
Prism
Metal film
sample
Prism
sample
Negative refractive 
index
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compensated by the gain in the material of negative refractive index, so the image 
contains high frequency evanescent wave components. 
 Reradiation and back scattering wave 
If the evanescent field of an SP is perturbed, light will be scattered into propagating 
modes which can be detected with a conventional photo detector. This scattering 
and reradiation can be effected by a physical probe or by localized temperature 
changes (Velinov et al 1999). 
Of course, similar scattering will occur when the surface over which the SP 
propagate are not perfectly smooth. 
This property of SP is very important as it allows us to investigate direct responses 
from the sample. Yeatman and Ash explained that one key property of the SP to 
perform SPR imaging is the reradiation process; they explained that if the SPs are 
not reradiated, we would see virtually no contrast in far field detection. (Yeatman & 
Ash 1987) 
2.1.3 Choice of metals 
The key characteristics of metals in order to excite SP are: 
a) ܴ݁ሺߝ௠௘௧௔௟ሻ ൏ െߝ௙௜௥௦௧௟௔௬௘௥௠௔௧௘௥௜௔௟ and  
b) Low ܫ݉ሺߝ௠௘௧௔௟ሻ to reduce the ohmic loss. 
The suitable metals according to the criteria above are aluminium (Al), cadmium 
(Cd), copper (Cu), gold (Au), indium (In) , platinum (Pt) and silver (Ag) for the 
visible and infrared light spectrum. (de Bruijn et al 1992; Johnson & Christy 1972) 
Alongside metal choice, we should also consider metal thickness as different 
thicknesses will have different field enhancement, propagation length and sensitivity 
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(Ekgasit et al 2005). Choices of metal with their thicknesses and incident wavelength 
for SP excitation are listed in appendix C.  
The purpose of this thesis is to apply the science of SP to bioscience; therefore it is 
also important to understand how compatible the metals are when they interact with 
biological samples. It is important to design a bio-sensor so that it is bio-compatible 
to limit toxicity. This degrades the sensor, for instance, Ag2S can be formed by Ag 
and sulphur compounds in the atmosphere, which can limit the usefulness of silver. 
This can be improved by adding a less toxic layer on the surface in contact with the 
analyte, for instance Ti on Ag (Anker et al 2008).  
In practice, the noble metals such as gold and silver are excellent choices to excite the 
SP propagating along their smooth surfaces. The majority of SPR researchers used 
these metals (Eustis & El-Sayed 2006; Homola 2008). Aluminium also supports the 
SPR excitation; however the propagation length of the SP wave is quite short as it is 
strongly attenuated due to the large imaginary part of the Al permittivity. It has been 
shown that this short propagation length improves the lateral resolution of the images 
obtained from an Al based SPR microscope compared to a Au based SPR microscope 
because of the shorter propagation length (Giebel et al 1999).  
2.1.4 Excitation of SP 
Two ways to obtain a high incident k-vector are described below. 
Kretschmann and Otto configurations 
In 1968, Kretschmann (Kretschm.E & Raether 1968) and Otto (Otto 1968) clearly 
illustrated ways to excite SP using the visible light as shown in figure 2.13, so 
FDOOHG .UHWVFKPDQQ¶V FRQILJXUDWLRQ DQG 2WWR¶V FRQILJXUDWLRQ UHVSHFWLYHO\ %RWK
methods employed a prism to satisfy the requirement that the incident k-vector is 
greater than that in free space. 
24 
 
 
a)                                             b)                                                                                
)LJXUHVKRZVD.UHWVFKPDQQ¶VFRQILJXUDWLRQE2WWR¶VFRQILJXUDWLRQ 
The differences between the two approaches are as follows. Firstly, prism position; 
for Kretschmann configuration, the metal film is attached to the prism and will, of 
course, be a feature of the prism ZKHUHDV WKH SULVP IRU 2WWR¶V FRQILJXUDWLRQ LV
placed above the metal film. 
Secondly, they are designed for different purposes. The Kretschmann configuration 
is suitable for studying the SP effect above the metal, such as surface science, 
monitoring antibody-antigen reactions, cell attachment, pharmacology and 
toxicology (Cooper 2002; Liedberg et al 1993; Wink et al 1997). Therefore the 
majority of the SP experimental setups and sensors for biological and chemical 
experiments are Kretschmann prism based experiments. 
In contrast, Otto configuration is suitable for studying the fundamental SP effects at 
the surface located in the evanescent field from the prism. The configuration can be 
used to study fundamental physics in bulk metal samples. The requirement to 
maintain a constant and small gap means that it is most commonly used in the 
infrared and to my knowledge it has not been used for biosensing. The configuration 
is well adapted so that the metal surface will not be damaged or touched by the 
prism. This configuration is important for studying (for example) surface phonon 
polaritons on a single crystal surfaces (Iwata & Mizutani 2010).  
For Kretschmann configuration, the metal film, usually gold or silver, is deposited 
on the prism and the light is incident from the prism side; so that it hits the film 
through the prism at an angle close to plasmonic angle.  
Prism
Metal film
Prism
Metal film
SPs propagation
SPs propagation
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The prism based Kretschmann configuration is indeed very powerful from the sensor 
point of view, but from the microscope point of view, it does however, lack the 
spatial resolution required to image highly localised regions such as at a cellular level 
(Jamil et al 2008). Therefore, there have been a number of publications reporting the 
development of SP microscopes that have high lateral resolution and at the same time 
good surface sensitivity; this will be discussed in details in section 2.3. 
Objective lens excitation 
The main theme of the thesis is to study and build up a theoretical knowledge of 
objective lens excitation SP microscopes to explain imaging performance of such 
microscopes. Therefore it is worth discussing the relationship between the light 
incident on a microscope objective lens, the polarisation states and incident angles 
that illuminate the sample. 
 
Figure 2.14 shows the bfp distribution of an objective 
We will start with a back focal plane (bfp) diagram of an objective lens with a 
collimated beam fully covers the bfp as shown in figure 2.14. Each point on the bfp 
represents a plane wave and its ݇௫ and ݇௬ correspond to the incident angle and its 
azimuthal angle ߶ at the sample. If the polarisation of the incident beam on the back 
focal plane is linearly polarised, the polarisation state of the incident radiation varies 
(0,0)
kymax
-kymax
kxmax-kxmax
(kx,ky)Ԅ
Pure p polarisation
Pure s polarisation
Direction 
of E-field
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from pure p-polarised to pure s-polarised at the sample surface corresponding to its 
azimuthal angle ߶. 
Definition of X,Y and R polarisations 
In this thesis, I will show that SP generated by the linearly polarised and radially 
polarised light interact differently with the sample structure including the sample 
orientation. 
The sample modelled throughout this thesis is a grating assuming that the sample 
has its grating vector ݇ ௚ pointing along the positive x direction as shown in figure 
2.15. 
For the case that all polarisations on the bfp are parallel with the direction of grating 
vector, from here on will be called µx SRODULVDWLRQ¶. 
On the other hand, for the case that all polarisations on the bfp are normal to the 
grating vector will be called µy SRODULVDWLRQ¶. 
For the case electric fields point along their azimuthal angles, in other words, purely 
p polarisation on the bfp, will be called µr SRODULVDWLRQ¶ 
 
a)                                             b)                                              c) 
Figure 2.15 shows a) x polarisation b) y polarisation and c) radial polarisation 
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Recently, a number of researchers (Moh et al 2008; Zhang et al 2010) have been 
interested in the radial polarisation; this is because it gives pure p-polarisation for 
all azimuthal angles, in other words, this polarisation will give the strongest 
excitation of SPR. The other reason is that devices to produce radial polarisation 
conveniently are now commercially available. 
SP excitation mechanism using objective lens excitation  
 
a)                                   b)                                                                                   
Figure 2.16 shows schematic diagram explaining how SP can be excited and detected a) when the 
sample is in focus and b) when the sample is defocused 
Figure 2.16a shows SP being excited in directions on a sample surface due to 
incident waves at the surface plasmon angle. Figure 2.16b shows the situation where 
the SP appears WREHH[FLWHGDWSRLQWVµD¶DQGµE¶DQGUHUDGLDWHFRQWLQXRXVO\DORQJ
the surface. I will show later in the thesis that with interferometric and confocal 
detectors we can limit the points RIH[FLWDWLRQDQGGHWHFWLRQWRµD¶DQGµE¶ 
Oil immersion objective lens 
Oil immersion objective lenses are now commercially available for a wide range of 
products ranging from NA=1.1, 1.25, 1.49 to 1.65. For an air backing experiment, an 
oil immersion lens with a numerical aperture greater than approximately 1.1 with a 
fully illuminated objective lens will be sufficient to excite SP on the sample. 
However aqueous material based experiments, such as biological experiments, 
require a higher NA objective.  
n0n0
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For air backing experiments, a high quality immersion objective with NA of 1.45 
such as the Zeiss Plan Fluar 100x is a good choice offering high numerical aperture, 
also it requires conventional immersion oil n =  1.518 which is inexpensive and safe. 
However for the water backing experiment, it is becoming more troublesome where 
the plasmonic angle becomes too big even for the NA of the 1.45 objective lens; for 
example, 72 degrees at 633nm wavelength.  Nikon have introduced an objective lens 
with an NA of 1.49, which uses conventional coverslips and immersion oil. This 
objective lens might be able to solve our water based experimental problem, 
especially if one operates at a longer wavelength where șp is smaller. The other 
approach to get around the problem is to use the highest commercially available NA 
objective with NA of 1.65 such as Olympus 100x, which requires high refractive 
index immersion fluid and coverslips. The immersion fluid n=1.78 is made of di-
iodomethane, which is volatile, flammable and there are also some health risk issues 
such as it can cause permanent eye damage and is respiratory irritating (Aldric 2011). 
The coverslips are made of sapphire, which is, of course, very expensive, although 
recently there is a cheaper alternative coverslip made of SF11 glass. These are 
limiting factors that make long term quantitative experiments inconvenient.  
Solid immersion objective lens 
High NA objective lenses require a high refractive immersion media; solid 
immersion materials can give higher refractive index values than immersion liquids. 
The uses of solid immersion lenses (SILs) in SP imaging systems have been 
demonstrated and published by many authors (Mansfield & Kino 1990; Terris et al 
1994)  and it seems to be a very promising way to get a high NA objective. The SIL 
V\VWHPLVVRPHWLPHVUHIHUUHG WR WKHZRUGµVXSHU-6,/V¶DV WKHglass ball can firstly 
increase the k-vector of the illuminations and reduce the wavelength by the high 
refractive index medium. Very high NA objectives greater than 2 are achievable 
using the SILs (Ichimura et al 1997; Yoshita et al 1998). 
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Figure 2.17 shows structure of  a) Super-SILs and b) Truncated ball (Somekh 2007) 
The technique has one problem which is that the single ball is not practical with 
scanning systems where the requirement is to move the sample relative to the 
optical and sample axes. A way to get around this problem is to split the ball into 
two pieces (Zhang et al 2007) as shown in figure 2.17b. 
 Sandwiched gold structure 
 
Figure 2.18 Optical configuration of objective-based SPR sensor, where BE: beam expander, RC: radial 
converter, RL: relay lens, M: mirror, BS: beam splitter, OBJ: objective lens, and CCD: charge-coupled 
device. Sandwiched gold structure (Lan et al 2011). 
Recently, Lan et al (Lan et al 2011) demonstrated the use of double layers of 
sandwiched gold to move the plasmonic angle from around 60 degrees down to 30 
degrees by coupling SP of the first gold layer onto the other gold layer. Although 
the width of the plasmonic dip widens, this is still a promising candidate for a 
sensor type experiment. However, the literature did not provide phase information 
of the system, and this information is needed to predict the propagation length of SP 
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waves and also the lateral resolution if such the structure is used for imaging 
system. 
Grating excitation 
 
a)                                                                  b) 
Figure 2.19 shows a) grating structure and diffracted order definition                                             
b) Reflection coefficient of 1st and 2nd orders (Homola et al 1999a) 
It is worth pointing out that a grating can also provide suitable conditions for SP 
excitation even though this is not in the scope of this thesis. This is done by adding 
the incident k-vector up with integer numbers of grating vector kg as shown in figure 
2.19. 
݇௫ ൌ ݇௩௘௖௧௢௥݊଴ ሺߠ௜ሻ ൅ ݉݇௚  [2.11] 
where m is the mth number of diffracted order. 
It has been demonstrated that SP waves can be excited with normal incident by 
employing a grating (Porto et al 1999). This is very good for SP excitation, the 
reasons that it has not been employed in this study are firstly that the grating 
structure can generate a higher order mode of SP (see chapter 4 for more details and 
its potential is discussed in the future work section) and with a small period grating 
there will be more than one diffracted order that can excite SP as shown in figure 
2.19b; another problem is when exciting with a lens there is a large range of 
azimuthal angles and the instrument will behave differently for each angle, whereas 
the aim of this thesis is to develop a theoretical background to understand the 
imaging performance of SPR microscopes. 
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2.2 SPR sensors 
SPR sensors are a very successful story of dramatically growing from a laboratory 
scale experiment to a commercially available instrument. The most famous SPR 
instrument company is developed by the company Biacore. Biacore is a leading 
SPR instrument company, who has set a gold standard for SPR devices (Raether 
1988). In fact, many review journals actually followed the step by step improvement 
of Biacore devices (Schasfoort & Tudos 2008). However, here I am not going to 
follow this path, but instead I will first introduce the SPR sensor principle; follow 
by presenting an overview of the differences between amplitude and phase 
measurement and end the section by a summarised table to review the current most 
interesting techniques to improve the sensitivity of SPR. 
As discussed earlier, SPR is very attractive for biological and chemical experiments 
because of its properties (Flanagan & Pantell 1984; Green et al 1997). Therefore in 
this section I will briefly summarise the key features and current problems of SPR 
as a sensor. 
Key features of SPR sensor and its capabilities 
a) Very sensitive, the sensitivity can be employed to measure refractive 
index changes within a small nano scale layer of the sample 
b) It is a label free technique. Any changes in the refractive index will 
alter the propagation constant of the SP without any labelling of the 
analyte. 
c) The detection can be performed in real time. 
Current problems of SPR sensor 
 a) Lack of selectivity: the issue is that SP is sensitive to refractive change 
and not specific to any analyte, therefore measures need to be taken to improve 
selectivity using, for instance antibody capture. 
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 b) Low throughput; this means that it is hard to fabricate the SPR device so 
that it can measure many channels in parallel. A way to get around this problem 
might be to use an imaging array for parallel SPR detection, such as DNA 
hybridisation imaging (Brockman et al 1999; Nelson et al 2001). There is a Biacore 
device that uses grating to perform array sensors. Nevertheless the sensitivity for 
array is generally a lot poorer than four point measurements. 
 c) Narrow range: an SPR sensor is normally designed for a specific range 
of refractive index change such as n=1.33 to n=1.35; the sensor will not be able to 
detect the changes beyond the designed range. 
2.2.1 Principle of SPR sensor 
 
Figure 2.20 shows the concept of how SPR sensors work : modified from (Homola 2008) 
In SPR sensors, surface plasmons are excited at the metal interface; changes in the 
refractive index will produce a change in the propagation constant of the SP, which 
will change the coupling condition of the SP and result in the change of SPR 
intensity, angular shift, coupling wavelength and phase as shown in figure 2.20. 
2.2.2 Intensity and phase detection 
It has been established that a phase measurement can provide an order magnitude 
better sensitivity than the modulus measurement (Huang et al 2012). The only 
drawback of the phase measurement is that a more complicated optical setup is 
required as it is necessary to build up an interferometer to measure the phase 
change. 
Refractive Index 
Distribution
Surface Plasmon 
Characteristics
Light Wave 
Characteristics
Bulk refractive 
index change
Surface 
refractive index 
change
Coupling angle change
Coupling wavelength change
Phase change
Intensity change
Propagation 
constant change
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Figure 2.21 shows differences in intensity and phase detection (Raether 1988) 
a) Phase responses as a function of incident angle to detect different materials 
b) Intensity responses as a function of incident angle to detect different materials 
c) Difference in phase detection 
d) Difference in intensity detection 
The reasons why the phase detection is more sensitive than the amplitude detection 
have been explained by (Kabashin et al 2009b), where they took detection 
limitations, such as noise and intensity of the detected signal into account. They 
explained that the phase detection is more sensitive than the amplitude detection 
because (i) The maximum phase change occurs at the strongest SP excitation 
position, whereas the maximum intensity change occurs at the angles smaller or 
bigger than the strongest SP excitation position as shown in figure 2.21c and 2.21d; 
(ii) under a proper design of a phase detection setup, the phase noises can be order 
of magnitude lower than the amplitude detection noises. In other words, the phase 
detection has a better SPR performance compared to the amplitude one; and (iii) the 
phase detection offers much better possibilities for signal averaging and filtering. In 
order to confirm these, I have provided a set of simulations to quantify and 
determine the smallest change in thickness that can be measured in the presence of 
noise. The minimum thicknesses that can be measured were 0.265 nm and 0.025 nm 
for amplitude detection and phase detection respectively.  The system parameters 
used in the calculation can be found in appendix D. 
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2.2.3 Summary of the SPR sensors performances and techniques 
I will summarise some of current interesting SPR sensor techniques and their performances in the table 2.1. 
Metal structure Metal details Optical configuration 
range of refractive 
index wavelength Sensitivity Ref 
Uniform metallic 
film Au, Ag metal film Kretschmann 1.33-1.34 400-800 100-300 deg/RIU (Roh et al 2010) 
Uniform metallic 
film Ag film with low index prism Kretschmann 1.328-1.332 1310 500 deg/RIU 
(Huang et al 
2010) 
Uniform metallic 
film Au metal film Kretschmann 1.35 500-1000 7500 nm/RIU 10-8RIU 
(Nenninger et al 
2002) 
Mulit layer metallic 
films Au and Si, ZrO2 thin film Kretschmann 1.325-1.335 633 50-230 deg/RIU (Lahav et al 2008) 
Mulit layer metallic 
films Ag-Au bimetallic layer Kretschmann 1.33-1.34 633 7.85x10-6RIU (Lee et al 2010) 
Nanostructured 
array Au nano cylindrical array Kretschmann 1.33-1.335 633 10-7RIU (Chen et al 2008) 
Nanostructured 
array Au nanorod metamaterial Kretschmann 1.33 1200-1300 30000 nm/RIU 
(Kabashin et al 
2009a) 
Nanostructured 
array 
Metallic-dielectric mixed 
grating Kretschmann 1.33-1.36 633 120 deg/RIU 
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Metal structure Metal details Optical configuration 
range of refractive 
index wavelength Sensitivity Ref 
Multichannel sensor 
Dual channel, dielectric over-
layer Kretschmann 1.33-1.34 550-1150 
5 ug/mL alpha-
DNA (Homola et al 1999b) 
Multichannel sensor Angled polishing prism Kretschmann 1.444-1.450 500-900 
2710nm/RIU 
8500 nm/RIU (Dostalek et al 2005) 
Symmetrical 
cladding off Au, Ag metal film Fiber-optic 1.33-1.34 400-650 
2000-
4500nm/RIU (Roh et al 2010) 
Nano-structured 
sesor Au metallic grating Fiber-optic 1.33-1.34 900-1600 
4000-9800 
nm/RIU (Roh et al 2010) 
Grating-coupling Au surface grating Grating coupling 1.33-1.34 600 440 nm/RIU (Roh et al 2010) 
Grating-coupling Al-Au bimetallic layer Grating coupling 1.32-1.37 900 187.2 deg/RIU (Hu 2010) 
Metamaterail-like Au nano-structed layer Grating coupling 1.332-1.372 2000 588nm/RIU (Liu et al 2010) 
Nanostructured 
array 
Single or double-square  
periordic array Grating coupling 1.333-1.420 400-950 200-350 nm/RIU (Nishiuma et al 2008) 
Nanostructured 
array Nanoparticle pair, disk pair Grating coupling 1-1.5 500-900 172434 nm/RIU (Jain et al 2008) 
Nanostructured 
array Unperiordic array Grating coupling - 300-700 165 nm/RIU (Galush et al 2009) 
Nanostructured 
array Gold nano-ring array Grating coupling 1-1.3 300-1800 637.3nm/RIU 
(Jiang & Sabarinathan 
2010) 
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Metal structure Metal details Optical configuration 
range of refractive 
index wavelength Sensitivity Ref 
Nanohole Square nanohole array Grating coupling 1.33-1.34 600-1000 300nm/RIU (Roh et al 2010) 
Nanohole Nanohole Grating coupling - 1520-1570 
1110nm/RIU  
1570nm/RIU (Pang et al 2007) 
Nanohole Fluoropolymer substrates Grating coupling 1.33-1.37 600 323 nm/RIU (Kikuta et al 1995) 
Uniform metallic 
film Au, Ag metal film 
Interferometer Mach-
Zehnder 1.33 1550 250nm/RIU (Nemova et al 2008) 
Uniform metallic 
film Au, Ag metal film 
Interferometer Two 
slits 1.32-1.325 877.3 4547nm/RIU (Wu et al 2009) 
Ring  resonator Disk resonator 
 
1.33-1.34 1460 600nm/RIU (Kim et al 2007) 
Ring  resonator Triangular resonator 
 
- 1555 
 
(Kim et al 2007) 
Table 2.1 Performances of SPR based sensors (updated at the end of 2011)
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2.3 SPR microscopy 
Although SPR sensor is a well established field of research, to utilise these SP waves 
and integrate them with a microscope is a relative young field. 
There have been many works reported for successful SP microscopy in near field 
(Bozhevolnyi 1996; Hecht et al 1996; Konopsky 2000). The near field SP microscopy 
can, of course, provide us with very high lateral resolution. However this technique is 
not very compatible with biological experiments as they require inconvenient probing 
geometries. 
Before starting to mention about far field SPR microscopy, it is worth pointing out 
that there is a hybrid method between far field and near field configurations reported 
by Smolyaninov (Smolyaninov et al 2005a; Smolyaninov et al 2005b). This 
technique offers potentially outstanding lateral resolution; however it still requires an 
unusual optical configuration and special conditions. 
The above techniques require inconvenient configurations and here we wish to 
incorporate, as far as possible, the SP microscope in the framework of a conventional 
microscope system. 
Having discussed that the physical properties of surface plasmons are so different 
from the unconfined light, therefore the image formation utilising the SP will, of 
course, be significantly different from the other microscopy techniques. This means 
that the considerations for optimising surface wave and surface plasmon microscopy 
differ from conventional microscopes. 
For SPR microscopy, there are also two optical configurations that we might use; 
QDPHO\µQHDUILHOG¶DQGµIDUILHOG¶ 
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2.3.1 Contrast mechanisms in SPR microscopy 
 The contrast mechanisms in SPR microscopy can be divided in two types as shown 
in figure 2.22. 
1. A change in the local SP propagation constant due to a change in the local 
resonant conditions. 
2. Scattering of a surface wave into a propagating wave which is collected by a 
microscope objective. 
 
a)      b)                                                                   
Figure 2.22 shows two contrast mechanisms for SPR microscopy (Pechprasarn & Somekh 2012) 
a) Mechanism 1 scattering back due to the change in the local refractive index region 
b) Mechanism 2 scattering back of the excited SP, which is collected by an objective lens  
 
Contrast mechanism 1 
 
Figure 2.23 shows schematic diagram showing reflection and transmission of a source from a structured 
sample with different surface wave vectors 
In this situation we wish to measure the value of kp in a localised region. In order to 
illustrate this mechanism, let us consider the case where a single uniform plane wave 
with wave vector ݇௫. The plane wave excites SP and the SP then propagates from left 
to right as shown in figure 2.23. The output collected by the microscope objective is 
contributions from three reradiated fields namely. 
1. a field generated in region 1 and reradiated in region 1 
2. a field generated in region 1 and reradiated in region 2 
kp1 kp2
SPs from region1 Transmitted
Reflected SPs from region2
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3. a field generated in region 2 and reradiated in region 2 
Zhang et al (Zhang et al 2006) have demonstrated that by calculating the field 
contribution for each region will allow us to calculate the field arising for a plane 
wave incident on an inhomogeneous sample. 
The results published in (Zhang et al 2006) where the plane wave was slightly off 
resonance has provided us with a theoretical framework and a good illustration for a 
trade-off between resolution and sensitivity. The trade-off has also been reported by 
many research groups who commenced their works on SPR prism based microscopes, 
such as (Berger et al 1994; Yeatman & Ash 1987). 
 
                                              a)     b)                                                                       
Figure 2.24 show surface plasmons wave responses across an interface on and off resonance for strong 
and weak coupling for a single incident angle kx FDOFXODWHGE\XVLQJ*UHHQ¶VIXQFWLRQ2QHXQLWRI
wavelength is the surface wave wavelength in the first medium (Somekh 2007).                                      
a) Weak coupling of SP in the left hand side region propagating from left to right as shown in figure 2.23                                 
b) Strong coupling of SP in the left hand side region propagating from left to right. 
From figure 2.24, we can summarise the key trade-off in SPR microscopy, which is 
the conflict between lateral resolution and sensitivity. The figure 2.24a shows that 
when the SP were weakly excited and propagated, we can see that the lateral 
resolution is poorer than the other case where the SPR is strongly excited shown in 
figure 2.24b. However, the sensitivity, which can be measured by difference in 
amplitude of the two on and off resonance regions, is lower for the strongly excited 
case than the other case. In other words, from a microscopy point of view we can get 
a very good lateral resolution when the contrast is rather low. We can see that the 
value of SP response can be accurately measured once the signal value reaches a 
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constant level. The length of the transition region gives an indication of the 
localization that can be achieved with particular SP properties. 
A number of papers (Berger et al 1994; Rothenhausler & Knoll 1988; Yeatman & 
Ash 1987; Yeatman 1996) have pointed out that the lateral resolution in the direction 
of SP propagation is poorer than the direction normal to the propagation direction.  
Contrast mechanism 2 
This mechanism applies for imaging a point object but does not lend itself so well to 
quantitative measurement of kp. This scattering mechanism is based on point object 
type sample, which perturbs the SP propagation, then reradiates the SP back into the 
free space. The light reradiated from the SP is eventually collected by a microscope 
objective. The magnitude of the reradiated back SP will, of course, be quite weak 
compared to the first mechanism and the lateral resolution is now dependent on the 
optical detection and wavelength of the SP. The contrast of the image is now 
dependent on the intensity of the back scattered wave rather than only the strength of 
SP coupling. In other words, the trade-off between resolution and sensitivity is not a 
dominant factor in this case and resolution should be diffraction limited.  
In addition, for the mechanism where contrast is dependent on field enhancements, 
other types of surface waves would be preferred to serve such a mechanism so ATR 
can produce images with better quality. 
2.3.2 Far field SPR microscopy 
The first attempt to develop SPR microscope in far field was reported by Yeatman 
in 1987 (Yeatman & Ash 1987)ZKHUHDSULVPEDVHG.UHWVFKPDQQ¶V configuration 
was used. However the prism based system has encountered many problems in term 
of microscope performance because the prism introduces considerable aberrations. 
Fortunately, high refractive index materials and high NA objective lenses are 
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becoming more widely available. These enable us to construct SPR microscopes 
with a more convenient optical configuration and develop more advanced SPR 
microscopy techniques. In this section, I will review the Kretschmann based SPR 
microscopes and follow by the objective lens based microscopes. 
 Kretchmann based SPR microscopes 
In 1987, Yeatman and Ash (Yeatman & Ash 1987) reported the idea on combining 
the SP with a microscope to get a good lateral resolution and sensitivity microscope. 
One year after that, Rothenhausler and Knoll (Rothenhausler & Knoll 1988) also 
reported the prism based SPR microscope configuration. 
 
Figure 2.25 VKRZV5RWKHQKDXVOHUDQG.QROO¶V635PLFURVFRSHVHWXS(Rothenhausler & Knoll 1988). 
%RWKZRUNVZHUHGRQHLQµEULJKWILHOG¶FRQILJXUDWLRQVZKHUHWKHOLJKWemitted from 
the sample was imaged by a camera. Local variations in the SP propagation constant 
altered the intensity of the reflected light. This enabled them to form an SPR image 
with intensity contrast mechanism. Rothenhausler and Knoll also suggested the 
SRVVLELOLW\RIFDSWXULQJDµGDUNILHOG¶LPDJHE\WDNLQJWKH63LPDJHDWWKHIDUVLGHRI
the prism as shown in figure 2.25. 
In order to improve the lateral resolution, it requires a tightly focused beam with a 
high numerical aperture. In contrast, the SP can only be excited with a narrow range 
of angles therefore the useful numerical aperture is limited to the SP range. If one 
excites the SP using the full NA, the image obtained on the camera will be saturated, 
in other words, there will be virtually no contrast as the contribution due to SP is 
small compared to the other reflected waves. 
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In 1996, Yeatman (Yeatman 1996) showed that the lateral resolution can be improved 
at the expense of reduction in sensitivity, where he reported the propagation length 
effect on the contrast of the image; the shorter propagation gives a better lateral 
resolution image with a poor contrast, on the other hand the longer propagation length 
gives a poorer lateral resolution with a good contrast)RUWKHµEULJKWILHOG¶ZLGHILHOG
system, the lateral resolution is also limited by propagation length of SP as discussed.  
Berger et al (Berger et al 1994) used prism based SPR microscope to experimentally 
demonstrate that propagation length of the SP determined the lateral resolution by 
varying the incident angles and capturing the images corresponding to each mode of 
SP coupling. They were also able to show that the lateral resolution can be improved 
by shortening the propagation length of SP. They did this by using a shorter incident 
wavelength as the shorter wavelength had a shorter SP propagation length. The best 
resolution reported was approximately 2 microns at 531 nm wavelength but the 
sensitivity was greater reduced. 
As mentioned briefly in section 2.1.3, Giebel (Giebel 1999) suggested another 
method to improve the lateral resolution of the SPR microscope. He replaced the 
normal gold layer with an aluminium layer, which had a relatively large imaginary 
part of the complex relative permittivity. This will, of course, introduce more ohmic 
loss and shorten the propagation length of SP. As discussed earlier, the lateral 
resolution can be improved by using a shorter propagation length of SP at the expense 
of losing contrast in the image. Therefore by using the aluminium layer, he managed 
to get higher lateral resolution images to monitor cell behaviour but with a rather poor 
sensitivity typically by a factor of 3 compared to the image obtained by 50 nm of 
gold.  
)RU WKH µGDUN ILHOG¶ LPDJH ZKHUH WKH LPDJH LV REWDLQHG DW WKH far side of prism by 
using a high NA objective, it is possible to obtain the lateral resolution better than the 
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µEULJKWILHOG¶DVDWWKLVVLGHRIGHWHFWLRQWKHIXOO1$FDQEHXVHG In other words, the 
bright field is limited by the working distance between the prism and the lens, but this 
is not the case for the dark field where the high NA lens can be employed. Essentially 
dark field operates by mechanism 1 as discussed in section 2.3.1.Although this 
approach can improve the lateral resolution, it requires us to have access to the 
sample as all the detection objects are placed above the sample. 
In 2000, Grigorenko et al (Grigorenko et al 2000)  suggested a way to solve this 
problem by blocking the zero order reflection. This enabled them to obtain a dark 
field image at the reflection side on reflection mode. 
There has been an interest in using phase detection in a prism based Kretschmann 
SPR microscope. Grigorenko et al (Grigorenko et al 1999) suggested  using an 
appropriate thickness of metal (they used 47.7 nm of gold); so that the minimum of 
the reflection becomes zero. In this case, the gradient of the phase variation as a 
function of incident angle can increase without bound around șp. This idea has been 
experimentally confirmed by Notcovich et al (Notcovich et al 2000a; Notcovich et al 
2000b), who imaged flowing gas with a refractive index change of 10í6 RIU. 
Although the Kretschmann configuration gives us an appropriate way of building a 
sensor, this configuration is rather problematic for SPR microscope configuration. 
The difficulty of the configuration can be summarised as 
1. The prism is not compatible with a conventional microscope configuration as 
it requires imaging through a prism. 
2. The lateral resolution obtained from the configuration is rather poor 
compared to the conventional optical microscope. 
3. The configuration suffered from severe aberrations as it requires an oblique 
angle illumination and imaging. 
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Having discussed the properties of SPs, it is important to note that these properties are 
very important and attractive to biological research. Therefore it is necessary to 
develop techniques that can overcome the limitations and utilise the properties of 
SPR. 
 Objective lens excitation SPR microscopes 
In section 2.1.4, I have discussed the development of high refractive index material 
and high NA objective lens. In this section, I will review the objective lens based 
microscopes. The objective lens based SP microscopes not only overcome the 
limitations in Kretschmann configuration, but also enable us to develop more 
advanced techniques to overcome or at least optimise the trade-off between 
resolution and sensitivity. 
Objective lens based SPR microscopes can be constructed in three ways, namely 
non-interferometric SPR microscope, interferometric SPR microscope and confocal 
SPR microscope. The interferometric SPR microscope and the confocal SPR 
microscope presented in this thesis are employed to detect relative phase change of 
the SPs. 
 Non-interferometric SPR microscopes 
The non-interferometric microscopes can be constructed in two ways; a scanning 
microscope and a wide field microscope. The drawbacks of the scanning 
microscope are the time required to scan over the sample and also that it is hard to 
access the sample from the far side of the optical configuration. There are also some 
interesting theoretical concepts on the resolution and sensitivity reported. 
Therefore in this section, I will provide some discussion of the theoretical ideas 
arising from the non-interferometric microscopes.    
Wide field non-interferometric SPR microscopes 
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The system shown in figure 2.26 requires a rotating diffuser to ensure that the laser 
light becomes spatially incoherent as the coherent light can introduce speckle noise. 
The reradiation can be seen on the back focal plane and in the SPR image (Tan 2011).  
 
Figure 2.26 shows a wide field non-interferometric SPR microscope setup                                       
(Somekh & Pechprasarn 2010) 
The system employed two CCDs to capture the image plane and also the back focal 
plane. Stabler et al (Stabler et al 2004) set up this experiment and obtained the 
experimental results shown in figure 2.27, where they used 45 nm thick gold layer 
and a Zeiss Plan Fluar 100x objective with an NA of 1.45. 
From figure 2.27a, we can see the characteristic plasmonic dip corresponding to the 
theoretical calculation in figure 2.27b, this is an evidence of the existence of SPs, 
which were excited through the objective. These results shown in figure 2.27 are 
different from the results obtained by Tanaka and Yamamoto (Tanaka & Yamamoto 
2003). They used prism Kretschmann based configuration to excite SPs with four 
detectors to detect different azimuthal angles; the other difference is they scan over 
the individual point on the back focal plane of objective by using a single diffraction 
limited spot rather than the full aperture at the same time. The back focal plane image 
can be thought of multiple detectors but it is much faster and captures all the full 
azimuthal angles profile with only one physical CCD detector. 
Mask or 
SLM
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a)                                                          b) 
 
c)                                                                             
 
 d)                                                                                         e)  
 
                 f)                                                                                   g) 
Figure 2.27 VKRZVUHVXOWVSXEOLVKHGLQ6WDEOHU¶VSDSHU (Stabler et al 2004)                                                
a) Back focal plane distribution on a uniform gold sample. The horizontal direction corresponds to p-
incidence and the vertical to s-incidence.                                                                                                    
b) Intensity reflection coefficients for p-(solid) and s-(dashed) polarisations.                                              
c) Schematic diagram of the sample.                                                                                                             
d) Back focal plane distribution obtained for input polarisation direction in the back focal plane parallel 
to the grating vector.                                                                                                                                       
e) Image of grating structure captured when input polarisation direction in the back focal plane parallel 
to the grating vector.                                                                                                                                              
f) Back focal plane distribution obtained for input polarisation direction in the back focal plane normal to 
the grating vector.                                                                                                                                          
g) Image of grating structure captured when input polarisation direction in the back focal plane normal to 
the grating vector. 
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The reason that the mask or the amplitude spatial light modulator (A-SLM) is 
required is that if the image is obtained without them; the image will have virtually no 
contrast. This is due to the strong reflected background intensity level compared to 
the small amount of reradiated SPs. The annular mask and the A-SLM are used to 
block the light that does not contribute to the image contrast. The results in figure 
2.27e and g clearly show that the lateral resolution is dependent on the propagation 
direction. 7KHODWHUDOUHVROXWLRQUHSRUWHGXVLQJWKLVVHWXSZDVDSSUR[LPDWHO\ȝP
DQG  ȝP ZKHUH WKH HOHFWULF ILHOG ZDV SDUDOOHO (x polarisation) and normal (y 
polarisation) to the grating vector respectively. 
It has been shown that the contrast in wide field SP microscope can be controlled by 
varying the incident angles using A-SLM and also reversal contrast image can be 
obtained with different incident angle (Tan 2011).  
Scanning non-interferometric SPR microscopes 
 
Figure 2.28 shows scanning non-interferometric SPR microscope used by Kano (Somekh 2007) 
In 1998, Kano et al (Kano & Knoll 1998; Kano et al 1998) introduced an objective 
lens based scanning non-interferometric SPR microscope. This idea is actually similar 
to the dark field prism based configuration where the SPs image is captured at the 
sample side. The reradiated SPs on the sample side are detected by a dry objective 
lens. This experiment has clearly demonstrated the capability of using an objective 
lens to excite SPs and showed that the lateral resolution obtained is in fact 
comparable to the diffracted limit spot size. This arrangement is also limited by the 
arrangement so that the sample is not accessible in practical biological measurements. 
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Measuring the back focal plane distribution is similar to the idea of back focal plane 
ellipsometry, where the sample reflectance is measured as a function of incident angle 
and input polarisation. This technique measures the reflectivity by scanning a focal 
point over the back focal plane or a line of corresponding azimuthal angle on the back 
focal plane. This allows the SPs wave to be measured in a highly localised region. 
This technique has been widely used and reported by several authors to measure film 
thickness in semiconductors (Fanton et al 1993; See et al 1996). See et al (See et al 
1996) suggested a technique to compensate the material variations in the sample, such 
as microphonic variation. In 1995, Shatalin et al (Shatalin et al 1995) has extended 
)DQWRQ¶V idea to extract ellipsometric properties over a confined local region of a 
sample. 
Kano and Knoll (Kano & Knoll 1998) extended this ellipsometry concept to measure 
the local thickness of Langmuir±Blodgett films. They managed to obtain a reasonable 
result for 4 Langmuir±Blodgett mono layer films by measuring the plasmonic dip on 
the back focal plane. In 2000, they also extended this technique to make a scanning 
microscope by scanning a ring excitation over the sample and obtaining the image 
(Kano & Knoll 2000). The best lateral resolution obtained with the technique was 
approximately about 1.5 microns. The difficulty that limited them from achieving a 
better lateral resolution was noise and interference in the back focal plane. 
 Interferometric SPR microscopes 
Interferometric SPR microscopy is a more advanced technique and there is not 
much information reported on this technique. In this thesis, one of the main 
objectives is to explore and confirm that the interferometric microscope can provide 
us with much better lateral resolution and new defocus operating points. 
49 
 
In this section, I will show that an interferometer not only enables us to measure the 
phase of the signal, but also allows us to obtain far better spatial resolution compared 
to non-interferometric methods. 
Scanning interferometric SPR microscopes 
In order to simplify this SPR microscopy technique, let us consider a scanning 
heterodyne interferometric system in figure 2.29. The interference signal is produced 
by two beams interfering each other, namely the reference beam and signal beam. 
The signal beam is excited by the objective lens and reflected back from the sample, 
whereas the reference beam is provided by the reflection from the mirror. 
This system is quite similar to the confocal microscope in term of their 
characteristics. They both actually have the same transfer functions (Holmes & 
Somekh 1994; Somekh 1992) with only one difference, which is the amplitude of the 
outputs obtained from the two systems. The output of the interferometric system will 
be much stronger than the confocal system. This is due to the fact that the output of 
the interferometric is directly proportional to the amplitude of the incoming field, but 
the confocal output is a square of the amplitude. 
 
Figure 2.29 shows a scanning interferometric SPR microscope setup (Somekh 2007) 
When the sample is in focus ݖ ൌ  ? the reference and the reflected beams have the 
identical flat wave front; the two beam can then interfere and give the higher 
magnitude of the interference, whereas the phase of the signal beam will become 
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curved when the sample is defocused and there will be a reduction in the interference 
signal as schematically shown in figure 2.30. This is similar to a confocal pin hole 
where only the in phase signal is detected at the detector. The reference beam can be 
seen as a virtual pinhole in confocal system. 
 
Figure 2.30 shows the phase of the reference beam and the signal beam 
The heterodyne interferometric microscope is illuminated with 633 nm wavelength 
and the beam is then split into two parts. The first beam will be directly reflected by a 
mirror; this provides the reference beam. The second beam will be focused through 
an oil immersion objective; the reflection from this beam is the signal beam. There 
are two Bragg cells operating at two different frequencies (the difference between the 
two frequencies is typically about 10 kHz). The Bragg cells frequency difference 
provides us with a convenient operating frequency to detect the inherent signal at the 
beat frequency and also reduces the multiple reflection effect in the Bragg cells 
(Migdall et al 1990). The sample sits on a 3D piezo-scanning stage which is computer 
controlled. The interference signal is then detected using a lock in amplifier. 
Now let us consider the case where there are SPs waves propagating along the metal 
interface. The SPs will alter the phase of the signal beam by  ?ߨ as shown in figure 
2.30. This allows the signal beam and the reference beam to interfere. This effect has 
been explained for the case of the scanning acoustic microscope by Atalar (Atalar 
1979). 
The contrast mechanism of the interferometric SP microscope can be explained by 
V(z) equation. The V(z) is a measurement of the output response from the 
interferometer V as a function of defocus position z. The V(z) effect has been widely 
Reference beam
Defocused beam without SPs
Defocused beam with SPs
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used to evaluate pupil functions of objective lenses and to determine the aberrations 
in an optical system (Zhou & Sheppard 1997). The effect is also an important tool in 
acoustic wave microscopy, especially when lenses with large aperture angles are used 
(Atalar 1978; Parmon & Bertoni 1979). 
The V(z) curves provide us with a method to accurately measure wave velocities and 
a powerful contrast mechanism for imaging in acoustic microscope (Ilett et al 1984; 
Somekh et al 1985). Therefore for the SP interferometric microscope, the V(z) is now 
applied with SPs, which is similar to the surface acoustic waves. One difference 
between acoustic waves and light is, of course, that the light properties are dependent 
on its polarisation. 
In order to calculate the V(z) for SP interferometric microscope, it is required to know 
the reflected field output from the sample on the back focal plane of the objective 
lens. Let us consider the case where linearly polarised light is illuminating the back 
focal plane of the microscope objective. Let the field amplitude reflected from the 
sample and turned by the objective lens on the back focal plane radially as a function 
of P(r), where P(r) is the objective lens pupil function. This pupil function P(r) may 
account for amplitude-phase variations and aberrations. We can then express the 
reflected field as (Somekh 2007): 
ܧ௥௘௙௟௘௖௧௘ௗ ൌ ܲଶሺݏ݅݊ߠሻሾܴ௣ሺݏ݅݊ߠሻܿ݋ݏଶ׎ ൅ ܴ௦ሺݏ݅݊ߠሻݏ݅݊ଶ׎ሿ݁௝௡బ௞௖௢௦ఏ௭ [2.12] 
The pupil function here is squared because the beam passes through the objective 
twice. The terms ܴ௣ and ܴ௦ are the Fresnel reflection coefficients for p-polarisation 
and s-polarisation respectively. ߠ and ׎ are incident angle and azimuthal angle 
respectively. The exponential term accounts for the phase change when defocus z is 
changed. k is the wave number in free space (2ʌȜfree), where Ȝfree is the free space 
wavelength.  Negative z refers to movement of the sample towards the objective. 
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The interference signal results from the signal beam and the reference beam ܧ଴. It is 
required to resolve the ܧ௥௘௙௟௘௖௧௘ௗ term again with respect to the reference beam 
polarisation direction. Therefore the interference signal detected by this heterodyne 
system is given by: 
ܸሺݖሻ ൌ  ?ܴ ݁ሺܧ௥௘௙௟௘௖௧௘ௗܧ௢כሻ  [2.13] 
The V(z) term can also be rewritten as the summation of amplitude and phase 
between the reflected signal and uniform reference signal over the full aperture of the 
objective, which can be expressed as: 
 ܸሺݖሻ ൌ ȁ׭ܲଶሺݏ݅݊ߠሻൣܴ௣ሺݏ݅݊ߠሻܿ݋ݏଶ׎ ൅ ܴ௦ሺݏ݅݊ߠሻݏ݅݊ଶ׎൧݁௝௡బ௞௖௢௦ఏ௭ ݀ݏ݅݊ߠ݀׎ȁ [2.14] 
The ܸሺݖሻ result from the equation [2.14] is the modulus of the interference signal. 
As a part of this thesis, I will introduce a few robust ways to extract the amplitude 
and phase of the signal beam from the interference signal and show that they enable 
us to have another operating mode for sensor type and microscopy type applications. 
 
Figure 2.31 shows a) Theoretical V(z) curves obtained on bare gold 50 nm thick                                      
b) Experimental V(z) curves obtained on 50 nm thick of gold (bare) and the gold layer coated with an 
additional 20 nm layer of SiO2 (coated) (Somekh 2007) 
The additional layer of dielectric will, of course, change the propagation constant of 
SPs, so that șp changes. This change in the plasmon propagation vector can be seen 
on the V(z) curves by a change in the period of the ripples as shown in figure 2.31b.  
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The ray paths A and B cannot interfere with each other directly because they are 
spatially separate. However both ray paths can interfere with a common reference 
beam (Offside et al 1989). This means that the strength of the interference signals 
will oscillate periodically, going through a complete cycle when the phase difference 
between the two ray paths changes by 2ʌ. It can be shown that (Somekh 2007): 
 ?ݖ ൌ ఒ೑ೝ೐೐ೞ೛ೌ೎೐ଶ௡బሺଵି௖௢௦ఏ೛ሻ   [2.15]  
Where  ?ݖ is ripple period. This is discussed in more detail in chapter 5. 
The ripples period measured for the bare gold and the coated cases were 761 nm and 
676 respectively. These values were very close to the theoretical values of 758 nm 
and 672 nm respectively. The presence of the dielectric layer moves the șp from 43.6 
degrees to 46.4 degrees. 
The V(z) curve can be related to imaging with the heterodyne interferometer. The V(z) 
curve indicates that if we scan the sample with the sample in focus there will be 
virtually no contrast or very low contrast in the image obtained from the scan. 
However if the sample is scanned at different z defocus position, the contrast can be 
improved. Let us assume that the results shown in figure 2.31b were obtained from 
the two on and off centres of a grating sample; if one images the sample at point A 
and B (see figure 2.31b), the images obtained will be contrast reversed as shown in 
figure 2.32. The ability to form images with different contrast and with lateral 
resolution maintained is a significant advantage of interferometric plasmon 
microscopy. 
The images obtained in focus in figure 2.32a shows very low contrast. On the other 
hand, when the sample is defocused towards the objective lens as shown in figure 
2.32b and c; contrast of the images improved. It is interesting to note that the two 
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images have reversal contrast.  The resolution of the images is less than 0.5 microns, 
which is the best result obtained from the far field SP microscope so far.  
 
a)    b)           c) 
Figure 2.32 shows images experimentally obtained from different defocuses z: picture width 
10 microns (Somekh et al 2000b).                                                                                                                                   
a) In focus-little contrast.                                                                                                              
b) Defocus í1.ȝPJRRGFRQWUDVWEDUHUHJLRQDSSHDUVEULJKW                                                    
c) Defocusí1.ȝPJRRGFRQWUDVWFRDWHGUHJLRQDSSHDUVEULJKW. 
The SPs are excited at a particular radius on the back focal plane, so the 
interferometric SP might be thought of as a 2ʌ (radians) microscope, which is 
analogous to 4ʌ(stereoradians) 3D confocal microscope (Hell et al 1994). 
Recently, a research group in France (Argoul et al 2010; Berguiga et al 2010; 
Berguiga et al 2007; Elezgaray et al 2010; Roland et al 2010) adopted this technique 
and has shown that the resolution obtained from this technique is very good. They 
imaged a nano-sized sample using uniform gold layer. They have also pointed out 
that the ripples amplitude can be enhanced by using a thinner layer of gold, e.g. 25 
nm. 
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Wide field Interferometric SPR microscopes 
 
Figure 2.33 shows wide field interferometric SPR microscopes (Somekh et al 2009) 
I have shown in the previous section that the interferometer has given us a new 
technique to overcome the resolution and sensitivity trade-off. The only problem with 
the scanning interferometer is its scan time. Therefore one potential way to get 
around this problem is to design a wide field interferometric microscope. It has been 
shown that confocal transfer functions can be achieved in a wide field configuration 
using a speckle interferometer (Somekh et al 2000c) as shown in figure 2.33. This 
microscope requires K䙊 hler illumination reflected from the surface of a diffuser. The 
speckle pattern is then imaged onto the back focal plane of the sample objective lens 
and the reference arm objective lens. The reflected distribution pattern is then 
projected onto a detector so that it can interfere with the reference pattern. The 
interference signal detected by phase stepping is a measure of the correlation between 
the reference beam and the reflection from the sample. Rotating the diffuser averages 
out the speckle noise so a wide field system with an effective confocal transfer 
function is obtained. 
The result shown in figure 2.34 has shown virtually the same concept and pattern as 
shown in the figure 2.31b; however the two materials have different reflected 
background levels. 
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Figure 2.34 shows V(z) responses from the wide field interferometric system. Solid line is bare gold, 
dotted line for coated gold (Somekh et al 2009). 
 
a)   b)   c) 
Figure 2.35 shows images experimentally obtained from different defocuses z: picture width 10 microns 
(Somekh et al 2009) a) z=+0.5mm    b) z=-0.4mm     c) z=-1.9mm 
Confocal Interferometric SPR microscopes 
 
Figure 2.36 shows a) conceptual diagram of SP confocal microscope; b) simplified schematic diagram 
of the experiment setup (Zhang et al 2012) 
Having explained that the interferometer actually has the same transfer function as a 
confocal microscope with the only difference being in the output signal, the output 
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signal of the interferometer is V(z) whereas the output of the confocal microscope is ȁܸሺݖሻȁଶ. The ripples response from the confocal microscope will be, of course, 
much smaller than the interferometric system. Figure 2.36a shows a common path 
interferometer and it is true when the system is confocal or non-confocal or even 
with an interferometric setup. The advantage of the confocal microscope is that the 
confocal microscope is a common path interferometric system, which requires only 
one arm in the optical setup. In other words, complexity in optical alignment can be 
greatly reduced using this configuration however with an expense of the reduction 
in output signal.  
 
a)                                                                  b)                                                                                   
Figure 2.37 shows a) pupil function distribution on the bfp. Green is function M denoted in figure b, 
blue is function B denoted in figure b and red is reflection coefficient when Ԅ=0 degree.                             
b) V(z) responses of different pupil functions M and B  (Zhang et al 2012) 
As a part of this research, my colleagues and I  (Zhang et al 2012) have shown that 
the amplitude output can be enhanced by using an appropriate pupil function. The 
pupil function can be controlled by an amplitude spatial light modulator. The 
concept of designing the pupil function is to avoid light that does not contribute to 
the output signal and to ensure that the light at the SPs angles are sufficiently passed 
through the objective as shown in figure 2.37. This is discussed in more detail in 
chapter 6. 
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Chapter 3 
Methodology and validation 
In order to explain SPR microscopy performance, we need to have an accurate 
computer simulation package to quantify the SPs effects for both uniform and 
structured samples. There are many computer simulation techniques that are capable 
of calculating the SPR responses.  
In this chapter, an overview and background of electromagnetic modelling techniques 
that can be used and comparison between the pros and cons of each are provided. I 
will also provide a validation to confirm that such computer simulation packages give 
us reasonable results for the SPR effects by comparing them with experimental results 
reported in the literature. 
More importantly, I will explain how the simulation techniques can be combined to 
calculate the SPR microscope responses for both interferometric and non-
interferometric modes. 
3.1 The need of electromagnetic modelling for SPR microscopy 
As discussed in the previous chapter, SPR microscopy is a relatively young field. 
Therefore there was no software package designed for this application. Although 
researchers are able to obtain accurate SPR calculations for uniform layers by the 
)UHVQHO¶V HTXDWLRQV WKH HTXDWLRQV DUH QRW VXIILFLHQW WR LQYHVWLJDWH D PRUH FRPSOH[
problem such as grating sample, metallic grating and other periodic structure. Many 
attempts have been made to obtain accurate simulation results or at least approximate 
VXFK D FRPSOH[ VWUXFWXUH $ JRRG H[DPSOH IRU WKLV FDVH LV *UHHQ¶V IXQFWLRQ
approximation, when it was used to approximate the lateral resolution and sensitivity 
of edge response (Somekh 2007). In other words, we were lacking a simulation tool 
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WRJLYHXVDQH[DFWVROXWLRQRIWKH0D[ZHOO¶VHTXDWLRQZKLFKLVIDVWHQRXJKWRHQDEOH
us to calculate the output responses from every incident angles and azimuthal angles 
on the back focal plane. 
Let us firstly summarise the key features of the software package needed for this 
research: 
1. It has to be able to accurately calculate the SPR effects for any particular 
input polarisation, incident angle and azimuthal angle in order to obtain 
microscope responses where input is the full aperture of an objective. It 
has to provide us with the way to determine whether we have reached the 
correct results for a given boundary condition. 
2.  The software should offer us the capability to get the accurate solution of 
0D[ZHOO¶VHTXDWLRQVUDWKHUWKDQDQDSSUR[LPDWLRQ,QRWKHUZRUGVLWKDV
to be a rigorous computing algorithm. 
3. It should be fast enough to run the simulation covering the full back focal 
plane aperture. 
4. It has to be capable of calculating realistic structures. In practice, many 
methods require the structure to be periodic. We will show that this 
restriction allows us to examine the structures encounter in most 
experiments. In the future work section, I will list some research 
activities that have been initiated by the software implemented in this 
project. 
3.2 Choices of modelling techniques, pros and cons of each 
From the requirements listed in the previous section, there are two types of simulation 
techniques that are capable of doing the job; namely, frequency domain and time 
domain methods. For each of the methods, there are also many techniques available. 
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Therefore in this section, I will summarise what is available, compare them and more 
importantly choose some that are suitable for the job. 
3.2.1 Time domain method 
Time domain method is an electromagnetic simulation technique which solves 
VROXWLRQVRI WKH0D[ZHOO¶VHTXDWLRQVDVD IXQFWLRQRI WLPH7KLV technique requires 
the time interval step to be very small to satisfy the differential equation in the 
0D[ZHOO¶VHTXDWLRQV6RPHH[DPSOHVRIZHOONQRZQVLPXODWLRQWHFKQLTXHVEDVHGRQ
the time domain method are finite difference time domain method (FDTD) and 
transmission line method (TLM).  
The advantage of this technique is that it is capable of solving any arbitrary structure 
and any boundary conditions. This method generally provides a simulation for an 
impulse response or an excitation of finite duration, which is quite time consuming as 
it is necessary to calculate the values for each time step. If we need the simulation for 
a wide range of frequencies, this may be obtained simply by simple Fourier 
transformation. In general, the method is quite time consuming for monochromatic 
sources but for polychromatic excitation it can be quite efficient. 
Therefore this method is not suitable for the job described above as it takes very long 
run-time for an input incidence on the back focal plane and also we need to process 
the data by applying Fourier transform theory to work out amplitude and phase for 
each particular angles of incidence. 
 3.2.2 Frequency domain method 
Frequency domain method (or Fourier modal method) is a basic electromagnetic 
modelling technique, ZKHUHLW WUDQVIRUPVWKHWLPHGRPDLQ0D[ZHOO¶VHTXDWLRQVLQWR
frequency domain equations and conditions them with suitable boundary conditions. 
The equations arising from this method will be in a form of complex gradient and curl 
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products, which can be solve in terms of Eigen-modes. Some examples of this Fourier 
domain techniques are Plane wave expansion (PWE), Rigorous wave coupled 
analysis (RCWA), C-method and Finite element method (FEM). 
The disadvantage of this method is complicated Eigen-modes solving process which 
requires matrix inversion and sometimes the matrix can be ill conditioned. Some 
additional algorithm might be required in order to enhance the stability for the matrix 
inversion such as Legendre expansion RCWA (Khavasi et al 2007), transmission 
matrix algorithm (Moharam et al 1995b). 
For single frequency sources, these methods provide stable and reliable solutions. 
Plane wave expansion (PWE) and finite element method (FEM) 
PWE is a very successful electromagnetic simulation technique and is widely used in 
designing photonic crystal devices. This algorithm can be applied with what we 
would like to achieve, however, the method is similar to FEM, where it is required to 
solve the solutions based on the consecutive mesh points. Therefore this is actually 
not fully utilising the periodic boundary condition of the structure. Therefore to solve 
one single input on the back focal plane it is required to solve a full set of spatial 
domain of the sample, which obviously slows down our calculations. 
Finite element method (FEM) is one of the most successful electromagnetic wave 
simulation techniques and also very successful commercial packages are available 
such as FEMLAB-COMSOL; it is also capable of simulating any periodic and non-
periodic boundary conditions. The technique is required to set a spatial domain grid 
on the sample, so the accuracy of the solution is dependent on fineness of the grid. 
This technique has a similar problem with the PWE technique, where it will slow 
down the calculation required as it has to solve all the mesh points.  
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Rigorous wave coupled analysis (RCWA) and C-method 
These techniques are only suitable for periodic structure where they calculate the 
solution by matching the tangential electric and magnetic fields at its boundary for 
each diffracted orders. These techniques are based on the diffraction theory 
calculation, in order words the accuracy of the solution is more dependent on the 
number of diffracted orders used in the calculation. 
For RCWA, the real advantage is that it is capable of calculating a multilayer 
structure by slicing the structure into layers so that each layer is homogeneous in the 
direction of propagation. However, if the sample shape is more complex, one can use 
it with small changes in dimensions so that more complex profiles can be mapped 
with piecewise addition of layers. These shapes might be approximated by a 
rectangular blocks of multiple layers but while more layers approximates complicate 
shapes more accurately. This comes at a cost of increased computing time and 
memory. 
 
Figure 3.1 shows rectangular grid approximation on a triangular based grating 
The C-method is actually the extended version of RCWA, where it has been 
improved to overcome the rectangular grid approximation required by RCWA. This is 
done by applying a coordinate transform to the structure so that it can give an 
accurate result without approximation. In other words, the real advantage of the C-
method compared to RCWA is that it is capable of doing such geometries that are 
hard to achieve with RCWA. However the C-method is not suitable for a binary or 
grating period
h1
h2
h3
h4
h5
h6
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rectangular grating as the algorithm requires a Fourier transform of the structure; this, 
of course, needs infinite number of harmonic orders to obtain accurate results. 
For this project, the samples used in the simulation were binary grating samples, as 
the objective of the thesis is also to work out the theoretical limit of the lateral 
resolution that can be obtained from different SPR microscopy configurations; 
therefore we need an extreme case of the edge response. Therefore the obvious choice 
is RCWA. 
3.3 FresnHO¶VHTXDWLRQV 
 
a)                                                           b) 
Figure 3.2 shows a) experimental back focal plane intensity (Stabler et al 2004)                                              
EWKHRUHWLFDOEDFNIRFDOLQWHQVLW\FDOFXODWHGXVLQJ)UHVQHO¶VHTXDWLRQV: n0=1.52 (oil immersion refractive 
index), n1=3.1348+3.3103i (Chromium refractive index) with thickness of 1 nm, n2=0.1894+3.2994i 
(Gold refractive index) with thickness of 50 nm (Johnson & Christy 1972) in air: NA=1.45 and 
wavelength=633 nm. 
I mentioned in the previous chapter that the Fresnel equations are actually an exact 
VROXWLRQRI0D[ZHOO¶V HTXDWLRQZKHUH WKH VWUXFWXUH simulated is a uniform layer of 
material. Therefore there is no error and approximation for this calculation. However 
it is necessary to check whether the equations can be used to reproduce the same 
results for some uniform SPR microscope cases published in order to validate the 
approach. 
)URP ILJXUH E ZH FDQ VHH IURP WKH )UHVQHO¶V HTXDWLRQ UHVXOW WKDW WKH VWURQJHVW
plasmonic dip is in pure p-polarisation direction, whereas there is no plasmonic dip in 
the other direction s-polarisation; these are correct according to the theory explained 
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in the previous chapter. However, the result obtained from the experiment carried out 
by Stabler et al is different from the simulation result, this is due to the fact that the 
objective lens was not perfectly uniform distributed over the full aperture and also the 
system, of course, had some aberrations. It was also possible that the gold layer used 
in the experiment was not of perfectly uniform thickness. It is possible to take those 
discrepancies to account by adding a pupil function into the simulation. 
For the SPR effect, the most important feature is the position of the plasmonic angle 
and its width as it indicates the properties of the SPs. From figure 3.3, we can see that 
the shape of the simulated plasmonic dips is similar to the experimental results; 
however with some discrepancies. The plasmonic angles for both cases are at 53 
degrees and they both have similar width as shown in figure 3.3. 
 
Figure 3.3 shows comparison between experimental and simulation plasmonic dips.                               
Solid curve is experimental result (Stabler et al 2004) and dashed line is simulation result. 
3.4 Rigorous wave coupled analysis (RCWA) 
The rigorous coupled analysis (RCWA) was employed to calculate the grating 
samples cases in this study. The RCWA software used in this thesis is called 
Rigorous Optical Diffractive Software (RODIS) written in C with python complier 
interface. The software has been developed by Ghent University. A frontend interface 
has been built and developed by the author to fully utilize multi-core computing 
technology to perform multi tasking calculations in parallel. The frontend has been 
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written so that it has a user friendly interface under a Matlab environment. The 
software has also been validated with my own RCWA software written in Matlab; 
both programmes gave same results. However the C version is faster as it fully 
utilizes complied lower level C code, so it runs faster compare to the Matlab version.  
In this section, the theory of RCWA 1D and 2D are provided. Some calculations 
using RCWA was done to show that the stable solution can be obtained with 
sufficient number of diffracted orders in the calculations and was also compared with 
some experimental results in the literature and simulation results from other 
simulation techniques. 
 3.4.1 RCWA theory for 1D and 2D  
7KH FRQFHSW RI 5&:$ LV WR VROYH 0D[ZHOO¶V HTXDWLRQV LQ WKH IUHTXHQF\ GRPDLQ
Therefore the accuracy of this calculation is dependent on the number of harmonic 
frequencies or number of diffracted orders included in the calculation. The calculation 
LV GRQH E\ VROYLQJ WKH 0D[ZHOO¶V HTXDWLRQV XVLQJ )RXULHU VHULHV RI HOHFWULF DQG
magnetic unknown coefficients, and then a set of matrix equations can be formed, so 
that the matrix can be solved as an eigenvalue problem. The eigenvalues obtained are 
then conditioned by making use of the fact that the sample is periodic. This enables us 
to solve the electric and magnetic fields normal to the plane of diffraction plane. The 
detailed equations for solving the 1D and 2D cases are provided in appendix A. 
For the dielectric grating case, a practical limit to the number of diffracted order can 
be estimated as: 
ሺ݇଴݊ூሻଶ െ ሺ݇଴ሺ݊ூݏ݅݊ߠܿ݋ݏ߶ െ ܰ ఒబஃ ሻሻଶ െ ሺ݇଴݊ூݏ݅݊ߠݏ݅݊߶ሻଶ ൌ  ?  [3.1] 
Where ݇଴ is the free space wave vector, ݊ூ is the first homogenous layer refractive 
index. ߠ is angle of incidence. ߶ is azimuthal angle. ߣ଴ is free space wavelength.  Ȧ is 
grating period. N is the number of diffracted order obtained from the above equation. 
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This is simply the condition that above this value of N both positive and negative 
diffracted orders become evanescent, so it is very important to use more than the 
number of diffracted order calculated from equation [3.1]. 
It is worth pointing out that for the uniform structure case RCWA matrix calculation 
LVDFWXDOO\WKH)UHVQHO¶VHTXDWLRQVVHHGHWDLOVLQDSSHQGL[$ 
3.4.2 RCWA 1D validation 
This is the main tool used in this thesis, therefore it is important to validate the 
RCWA 1D software for all the cases presented in this thesis. However, this section 
will only show the process of validation by determining the amount of error for a few 
cases and compare them with a literature. All the validations for all the other cases 
were also done to ensure that the results obtained are correct and they are presented in 
appendix B. 
Uniform sample case validation 
As mentioned earlier the RCWA method for the uniform case is the Fresnel equation. 
Therefore the validation is done simply by using the smallest number of diffracted 
orders, which N order input of 1 corresponds to the total number of diffracted order of 
3, as in theory there will be no diffracted order for the uniform sample case anyway. 
 
Figure 3.4 shows theoretical back focal intensity calculated using RCWA: n0=1.52 (oil immersion 
refractive index), n1=3.1348+3.3103i (Chromium refractive index) with thickness of 1 nm, 
n2=0.1894+3.2994i (Gold refractive index) with thickness of 50 nm (Johnson & Christy 1972) in air: 
NA=1.45 and wavelength=633 nm 
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Figure 3.2b agrees with figure 3.4 for all input angles. Therefore it is reasonable to 
use the RCWA technique with N order input of 1, which corresponds to the total 
number of diffracted order of 3 for the uniform sample case to calculate accurate 
results. 
 1D Grating cases 
The most important features are the capabilities to accurately calculate the grating 
cases, therefore it is important to test convergence for all the conditions used in this 
thesis. All the conditions used in this thesis are listed in appendix B. In addition, in 
this section I will show the validation for a few interesting cases and compare the 
results with the literature. 
The literature I compared the simulations results with was (Stabler et al 2004) for the 
cases of X and Y polarisations, where the simulation parameters are: 
n0=1.52 (immersion oil refractive index), n1=3.1348+3.3103i (Chromium refractive 
index) with thickness of 1 nm, n2=0.1894+3.2994i (Gold refractive index) with 
thickness of 50 nm (Johnson & Christy 1972) in air: NA=1.45, wavelength=633 nm 
and 6 microns of ngrating=1.5 in 8 microns grating period. 
For any particular case, it is necessary to check all input (kx,ky) values to show that the 
solutions we obtained on the bfp converge to the stable solutions. Especially for 
grating cases, one (kx,ky) input will give us diffracted fields corresponding to the 
grating period. The number of orders was varied until there was little variation in the 
propagating diffracted orders. 
The way that the cases have been validated was to calculate the difference in bfp 
between two consecutive numbers of diffracted values; this is done to ensure that all 
the input angles give us the convergent results. The way I resolved the electric and 
magnetic fields responses on the bfp is described in microscope simulation in section 
68 
 
3.5. In principle the absolute correct results can only be obtained with an infinite 
number of diffracted orders, which is, of course, impossible in practice. Therefore 
what we need are the solutions that are good enough to accurately represent the 
problems. Figure 3.5 shows how the RCWA converges as the number of diffracted 
orders increases. The value of N on the x-axis represents the difference between N 
and N-1 diffracted orders. We note that convergence at the plasmonic angle is 
somewhat slower than other angles since the diffraction efficiency is increased at this 
angle. The case given as example in figure 3.5 was the X polarisation grating sample 
case in (Stabler et al 2004). 
The maximum difference in bfps between two consecutive N values allowed in the 
simulations is 0.0001 in intensity, which suggests that all the results obtained are 
reliable up to the fourth decimal point.  
 
Figure 3.5 shows the difference between three (kx,ky) points on the back focal plane as the number of 
diffracted orders is increased. The x-axis represents the modulus of the difference between 2N+1 prders 
and 2(N-1)+1 orders. Solid line for (kx,ky)= (13.3650,0) at the plasmonic dip , dashed line for 
(kx,ky)=(0,0) and dotted line for (kx,ky)=  (8.1751,-9.448). n0=1.52 (oil immersion refractive index), 
n1=3.1348+3.3103i (Chromium refractive index) with thickness of 1 nm, n2=0.1894+3.2994i (Gold 
refractive index) with thickness of 50 nm (Johnson & Christy 1972) in air: NA=1.45, wavelength=633 
nm and 6 microns of ngrating=1.5 in 8 microns grating period. 
The number of array points for all the calculations was set to 501x501, which 
corresponds to the kvector step size of 0.058, this number was sufficient to recover 
plasmonic dip information, where the steepest dip was represented by 6 array points 
on the back focal point. This enables us to calculate the data between the discrete 
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points by interpolation and this also give use an accurate value for the plasmonic dip 
amplitude and plasmonic angle. 
The bfp results shown in figure 3.6 were calculated by using the total number of 
diffracted orders of 53, which gave the maximum difference on the back focal plane 
of 0.000078 in intensity relative to the maximum intensity on the bfp of 0.89. 
 
a)                                                                   b) 
 
c)                                                                   d)                                                                                 
Figure 3.6 shows a) experimental bfp result for X polarisation (Stabler et al 2004) b) simulation bfp 
result for X polarisation calculated using RCWA with 53 numbers of diffracted orders c) experimental 
bfp result for Y polarisation (Stabler et al 2004) d) simulation bfp result for Y polarisation calculated 
using RCWA with 53 numbers of diffracted orders 
As mentioned earlier that there are some discrepancies between the simulation and 
experimental results, these caused by the pupil function of the objective lens, 
aberrations, the sample itself and the noise in the experimental results. The position of 
the plasmonic dips has been checked to ensure that the experimental results agreed 
with the simulation results as shown in figure 3.7. 
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a)                                                                             b)                                                                            
Figure 3.7 shows the plasmonic dips of experimental results (Stabler et al 2004) compared with 
simulation results for a) X polarisation b) Y polarisation. Solid curves for simulation results and dashed 
curves for experimental results 
In order to run a set of full bfp microscope calculations, it is necessary to call the 
RCWA function approximately 200,000 times for 501x501 points on the back focal 
plane; therefore it is sensible to be able to approximate and roughly determine how 
long the calculation will take. The computing run time required to calculate one 
RCWA calculation for different number of diffracted orders is shown in figure 3.8. 
It is important to note that the run-time is not only dependent on the total number of 
orders, but also the number of layers used in the calculation. The ten layers case 
requires two times more of the computation time than the five layers case as it has to 
perform matrix calculation for two times more (Moharam et al 1995b). 
 
Figure 3.8 shows RCWA 1D run time for different number of diffracted orders: this run time was 
obtained using Intel i7 machine running at a clock speed of 3.06 GHz with 14 GB of memory. The multi-
threading calculation was disabled during this calculation. This was calculated with 5 structural layers. 
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 3.4.3 RCWA 2D validation 
RCWA for 2D grating has not been used in this thesis, however my research group 
has extended the capabilities of the RCWA 2D to design some nano-optical structures 
for multi focal points for parallel confocal scanning. Therefore it is sensible to also 
validate the 2D grating system. The way I validated it was by comparing RCWA 2D 
simulation results with a literature (Yang & Ho 2009), where they used finite 
different time domain (FDTD) technique to study the effect of rectangular nanohole 
array in transmission mode. They showed that the phase change of the light 
transmitted through the hole array is relatively large due to multiple constructive 
interference modes. The maximum phase change of 52 degrees occurs at 427.6 nm 
square hole period with gold thickness of 108 nm for refractive index change from 
n=1.33 to 1.5. The p-polarised light was coming in at normal incidence with its 
electric field along the x axis corresponding to the coordinate system described in 
figure 3.9a.  
Simulations parameters: ngold =0.1894+3.2994i and nsilver =0.0595+4.2004i at 633 
nm wavelength (Johnson & Christy 1972) rectangular nanohole varying the hole 
period 50% on-off ratio, with the metal thickness of 108 nm and 5 nm of protein layer 
sitting on and within the holes. The p-polarised light is coming at normal incidence 
from the water side. 
 
a)                                                                               b)                                                                           
Figure 3.9 shows a) Schematic of nanohole array (a = hole width, d = hole period, h = hole depth) (Yang 
& Ho 2009) b) The side view of the nanohole device 
Silicon dioxide substrate
Protein
Metal Metal
Protein 5 nm thick on the metal and 
fill up the holes
Protein 5 nm thick on the metal 
and filling up the holes
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The nature of the 2D grating is that it has 2 directional grating periods therefore, for 
the 2D case, the RCWA calculation is done by mapping the tangential fields in 2D 
field system (see detailed equations in appendix A). The software requires us to 
specify two numbers of diffracted orders, namely number of diffracted order in x axis 
and number of diffracted order in y axis. The actual number of orders calculated is 
(2Nx+1)(2Ny+1); the similar idea with 1D RCWA is also applied here where the 
higher the number of diffracted orders used is implying that the more accurate results 
can be obtained.  
Even though the total number of diffracted orders for 1D is the same as the number of 
diffracted order for the 2D case, the total number of tangential electric and magnetic 
fields mapping, size of matrices calculations and memory required are different, in 
addition the 2D case requires much more computing power than the 1D case. 
On the 14 GB of memory machine I cannot perform the calculation with more than 
1681 diffracted orders, which correspond to 20x20 orders for Nx and Ny. Although the 
maximum number of diffracted orders was used to repeat the results shown in figure 
3.11, convergent results still cannot be reached. 
 
Figure 3.10 shows the run time for 2D case as a function of total number of diffracted order; the run-time 
was calculated for the case that Nx=Ny. This was calculated by 5 layers of structures. 
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Figure 3.11 shows square hole period versus phase change calculated by FDTD (red line for gold and 
black line for silver) (Yang & Ho 2009) 
Due to the fact that SPs can only be excited by p-polarisation, in other words, the x- 
axis actually contributes more to the SPR phase change effect compared to the y-axis; 
I have tried to get around this problem by setting the number of diffracted orders to 
31x7 orders for NxNy and varying only the Nx to determine whether the solution 
approaches its convergence value. This approach worked for the case and gave us 
similar results to the figure 3.11, where the convergent results were obtained with 
41x7 for gold and 43x7 for silver respectively as shown in figure 3.12. 
 
Figure 3.12 shows square hole period versus phase change calculated by RCWA. Solid line for gold and 
dashed line for silver. 
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The results shown in figure 3.12 are very similar to those shown in figure 3.11, the 
shapes are however different especially the size of the peaks; the FDTD seemed to 
show narrower peaks compared to RCWA. 
3.5 Microscope simulation 
We examine the microscope simulation algorithm for a 1D grating sample. However 
the same idea can be also applied with transmission mode microscope calculations 
and also microscopes other than the SPR microscopes. 
In order to calculate SP microscope responses, it is required to calculate either the 
Fresnel function for uniform layer case or RCWA for grating case. Therefore in this 
section, I will explain how to calculate microscope responses in detail. 
3.5.1 Step 1 Back focal plane array and microscope parameter setups 
The number of array points is specified so that the minimum number of discrete 
spatial incident angles can be used without distorting the distribution in the bfp. In 
this study, I used 501x501 points on the back focal plane array which corresponds to 
0.007 radian around the plasmonic angle. I then used parameters of the microscopes 
to calculate kvector, kx,ky,kz, incident  angle ș and azimuthal angle Ԅ  for every point on 
the back focal plane by: 
݇௩௘௖௧௢௥ ൌ ଶగ௡బఒ೑ೝ೐೐ೞ೛ೌ೎೐    [3.1] 
݇௫௠௔௫ ൌ ݇௬௠௔௫ ൌ  ?ߨܰܣȀߣ௙௥௘௘௦௣௔௖௘  [3.2] 
The bfp array is then assigned its (kx, ky) values for every point on the bfp 
corresponding to their positions on the bfp. kz is used to specify the circular area on 
the bfp. 
݇௭ ൌ ට݇௩௘௖௧௢௥ଶ െ ݇௫ଶ െ ݇௬ଶ   [3.3] 
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ߠ ൌ ݏ݅݊ିଵቌට௞మೣା௞೤మ ௞ೡ೐೎೟೚ೝ ቍ    [3.4] 
߶ ൌ ݐܽ݊െ ?ቀ݇݇ݔቁ    [3.5] 
For the grating case we also need to specify the direction of the electric field with 
respect to the plane of incidence ߰ as show in figure 3.13; as mentioned in chapter 2 
there are three polarisations X Y and R respectively. The electric field direction with 
respect to phi can be calculated as: 
For X polarisation: ߰ ൌ ߨ ൅ ߶   [3.6] 
For Y polarisation: ߰ ൌ ߨȀ ? ൅ ߶  [3.7]  and 
For R polarisation: ߰ ൌ  ?   [3.8] 
We can then call either Fresnel or RCWA calculations for every input (kx,ky,ș,Ԅ ȥ on 
the back focal plane. 
 
)LJXUHVKRZVșԄȥDQJOHVDQGWKHFRRUGLQDWHV\VWHPXVHGLQWKLVVWXG\(Moharam et al 1995a) 
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3.5.2 Step 2 Calculate electric field outputs on the back focal plane 
There are two options here; Fresnel function and RCWA function. The Fresnel 
function is for uniform layer cases, and RCWA is for both uniform and grating 
structure cases. Therefore in this section, I will explain the way of resolving the 
electric field outputs for both functions. 
  6WHS&DOFXODWHHOHFWULFILHOGRXWSXWVXVLQJ)UHVQHO¶VHTXDWLRQV 
For uniform sample cases, there will be no diffracted order which means the field will 
be reflected at the same angle. Therefore we can construct arrays to collect rp and rs 
outputs from the Fresnel function and keep them at the corresponding input array 
position. If necessary, we can then convert the rp and rs arrays into Ex and Ey arrays 
by: 
ܧ௫ ൌ ݎ௣  ߠ ߶ ൅ ݎ௦  ߠ ߶  [3.9] 
ܧ௬ ൌ ݎ௣ ߠ ߶ െ ݎ௦  ߠ ߶  [3.10] 
Where Ex is an array consisting of the complex electric field amplitude pointing to the 
x axis and Ey is an array consisting of the complex electric field amplitude pointing to 
the y axis. A vector diagram to illustrate the field resolving directions is shown in 
figure 3.14. 
 
Figure 3.14 shows rp and rs resolving to the x and y directions 
x
Y
rscosガԄ rpcosガ
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Step 2.2 Calculate electric field outputs using RCWA 
For the grating case, one input on the back focal plane will give us (2N+1) pairs of 
complex electric and magnetic fields of diffracted orders where all the fields are 
pointing at the direction perpendicular to the plane of incidence, where N is the 
number of diffracted order specified in the programme. Here we need to allocate 
sufficient memory to store the output fields for each diffracted order. Then magnetic 
ILHOGVDUHWKHQFRQYHUWHGWRWKHILHOGVSDUDOOHOWRWKHSODQHRILQFLGHQWXVLQJ0D[ZHOO¶V
equation as described in (Moharam et al 1995a). 
It is necessary to ensure that all the electric fields collected are propagating wave by 
calculating kxm,kzm and șm for each diffracted order outputs by: ݇௫௠ ൌ ݇௫ െ݉݇௚   [3.11]  
Note that we use a  negative sign to be consistent with (Moharam et al 1995a). 
Where m is the mth diffracted order and kg is sample grating vector, which is given by: 
݇௚ ൌ ଶగஃ     [3.12] 
Where ȁ is the sample grating period. 
݇௭௠ ൌ ට݇௩௘௖௧௢௥ଶ െ ݇௫௠ଶ െ ݇௬ଶ  [3.13] 
ߠ௠ ൌ ݏ݅݊ିଵ ቌට௞ೣ೘మ ା௞೤మ ௞ೡ೐೎೟೚ೝ ቍ   [3.14] 
The kzm term allows us to exclude the evanescent field outputs. The șm term also 
enables us to determine which reflected diffracted order can be collected by the 
objective as we know the maximum angle that can be captured by the objective lens. 
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In some calculations, aberrations and pupil functions are required to be included in 
the calculations, such as amplitude SLM masking, annulus excitation for the non-
interferometric method and V(z) calculation, where the output is also dependent on 
the pupil function as discussed in chapter 2. If a bfp mask is required to be included in 
the calculation, the masking process can be done by multiplying the mask values to 
the diffracted field outputs on the bfp during this process of calculation.  
As we know the corresponding positions of all the electric field diffracted orders on 
the bfp, we can then resolve them into their correct positions on the back focal plane 
according to the (kxi,ky) coordinates calculated. 
It is important to note here that a proper field averaging is required as some of the 
fields might not be able to be perfectly fitted in with (kx,ky) bfp array. For example, a 
diffracted order with (kxi,ky)=(1.09,0) however the available positions around this 
region are (kx,ky)=(1.1,0) and (kx,ky)=(1.08,0) as shown in figure 3.15. The algorithm 
used to average the field is weighted average.  
 
Figure 3.15 shows an averaging algorithm required to resolve some of the diffracted orders onto the bfp. 
3.5.3 Algorithm for V(x) calculation 
Once the back focal plane distribution is calculated at a specific lateral position x0 and 
defocus z, the distribution for any other position can be calculated by appropriate 
phase shifts. For the lateral position x1, the phase shift term can be calculated as: ݄ܲܽݏ݁ݏ݄݂݅ݐ ൌ ሺ݅ሺ݇௫ െ ݇௫௠ሻݔଵሻ  [3.15]      
(1.08,0) (1.11,0)
Reflected field needed be 
resolved and collected at 
(1.09,0)
Mathematical averaging 
to distribute the field onto the 
two array positions
(1.08,0) (1.11,0)
One diffracted field is now 
distributed to the two 
array positions
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Figure 3.16 shows sample and phase shift required scanning along the sample axis 
 3.5.4 V(z) calculation for interferometric SPR microscopes 
And for the z position the additional phase shift is given by:  
݄ܲܽݏ݁ݏ݄݂݅ݐ ൌ ሺ݅ሺ݇௭ ൅ ݇௭௠ሻݖሻ  [3.16] 
Where z is the defocus distance; negative z means the sample is moving towards the 
objective. 
The summation of the phase factors comes from the fact that the propagating waves 
travel a distance z from the focus both on incidence and return. 
 
Figure 3.17 shows sample and phase shift required scanning along the optical axis 
The details of the V(x) and V(z) calculations using the back focal plane distributions 
are described in chapter 4. 
Objective lens
X0 X1
Scanning 
towards X1
Back focal plane
Objective lens
Back focal plane
Z=0
Z=-d
d
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3.5.5 Diagram of computing process 
All the calculation processes can be schematically described by the diagram shown in 
figure 3.18. 
 
Figure 3.18 shows process to calculate microscope responses 
3.5.6 Parallel computing choices and techniques for speeding up calculation 
Let us consider the calculation time for one full set of bfp calculations; the number of 
points on the bfp is 501x501=250,001 points, where there are about 200,000 points 
inside the objective lens aperture. The number of diffracted orders used in the thesis 
was at least 20 orders (41 diffracted orders in total) which requires about 1 second for 
one RCWA call and for additional processes in Matlab such as, file reading and 
memory allocation. The run time required for these calculations sum up to 200,000 
seconds or 2.32 days. The required computational time can be improved by 
employing the following computing techniques. Using the multiple core techniques 
described below enabled us to complete a full bfp calculation within 6 hours. 
Bfp array setup: calculate kx,ky,kz,phi and psi
Fresnel calculation
Pupil function
V(z) calculation
RCWA calculation
Allocate memory
Calculate Ex,Ey, kxi, kzi and block the non-
propagating waves
Check the solution whether it is a convergent value; if not rerun the bfp
calculation with an increasing number of diffracted orders
Pupil function
V(z) calculation V(x) calculation
Uniform or 
grating
GratingUniform
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Parallel computing choices 
Thanks to multi-core technology, the microscope responses code can be written so 
that it can fully utilise all the computer cpu cores. The computer used for this study 
was equipped with Intel i7 running at 3.06 GHz and 14 GB memory. The cpu unit 
comes with 4 cpu cores and each core has 2 computing threads, so in total one can use 
8 parallel computations. This allows us to speed up the computing time by a factor of 
8. This is done by separating the back focal plane into 8 areas having the same size 
and then writing 8 sets of input files to Python and then 8 sessions of Python can be 
run in parallel.  
 Calculating RCWA in python without calling Matlab 
Matlab normally required a number of seconds to boot the software up; therefore 
some of the computing time might be spent to call Matlab. This can then be speeded 
up by avoiding calling Matlab and instead running all RCWA calculations in Python, 
which runs under DOS. Matlab is then only required twice in the process of back 
focal plane calculation, which writes input files to Python allowing different tasks 
(associated with different input incident angles) to be allocated to separate cores. 
Once these processes are completed, Python sends the output from each core back to 
Matlab which collates the data as a full map in the back focal plane. This is shown in 
the figure 3.19. 
 
Figure 3.19 shows parallel computing steps used in microscope software 
Windows
DOS running 
under 
Windows
Windows
Matlab
Python 
RCWA
MatlabPython 
RCWA
Python 
RCWA
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 Pre-just in time compilation 
For a lengthly calculation involving a large number of diffracted orders, the 
computational time can be speeded up by making use of Just In Time technology. Just 
In Time (JIT) is a computer architecture that stores the previously called instructions 
and if the same instruction is called again with a new input; the new input will be 
computed at faster speed as the command lines are not needed to be compiled into 
machine language again. In order to give an idea about how pre-JITed might be used 
in the microscope calculation let look at the table below. 
Number of orders and calculation conditions Time to calculate each process 
Run 3 diffracted orders and run 200 diffracted 
orders separately (1D RCWA) 
0.38 seconds for 3 diffracted orders and  
5.76 seconds for 200 diffracted orders 
Run 3 diffracted orders and run 200 diffracted 
orders continuously after completing the first 
calculation (1D RCWA) 
0.38 seconds for 3 diffracted orders and  
4.26 seconds for 200 diffracted orders 
Table 3.1 shows comparison of computing with and without pre-JITed 
From table 3.1, we can see that pre-JITed compilation is faster than the other case, 
where the large number of diffracted order was run separately. Therefore for the large 
number of diffracted orders, the pre-JITed algorithm is employed by performing the 
same calculation with very low number of diffracted orders first before running the 
large number of diffracted order right after the low number of diffracted orders case. 
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Chapter 4 
SPR microscopy 
In this chapter, we will explore the imaging performance of the non-interferometric 
and interferometric SPR setups. The aim of this chapter is to firstly develop a 
theoretical framework to understand SPR microscopy performance, secondly to 
determine the theoretical limits of such systems and also to be able to address the 
limits of each system. The other objective of this chapter is to compare the 
performance advantages and disadvantages of the two types of configurations. 
In order to calculate microscopy performance, we need a sample that has a sharp edge 
in order to see the edge response effect and hence determine the lateral resolution. In 
this study a silicon nitride Si3N4 1D rectangular grating with thickness of 20 nm, 
refractive index of 2.023, 8 micron period, 3:1 aspect ratio (6 microns Si3N4 and 2 
microns of free space) sitting on a uniform gold layer of 50 nm thick as depicted in 
figure 4.1. This structure enables us to compare the experimental results in (Stabler et 
al 2004) with simulation results. The microscope was setup with NA=1.49 with 
n0=1.52 and 633 nm wavelength in air ambient. 
 
Figure 4.1 shows schematic diagram of the sample used in  (Stabler et al 2004) 
The chapter will begin with definition of terms used throughout this chapter and 
follow by non-interferometric and interferometric setups. 
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4.1 Imaging performance key terms and their definitions   
 4.1.1 Contrast ratio 
Contrast ratio is defined as the ratio of the two central point intensities of on and off 
UHJLRQV RI WKH JUDWLQJ SRLQWV µD¶ DQG µE¶ RQ ILJXUH  7KH FRQWUDVW UDWLR DOVR
indicates the sensitivity of the system; here we can tell how well we can distinguish 
between two refractive index regions in intensity. The reason why I used contrast 
ratio rather than actual contrast difference in intensity is to compare the response 
between the interferometric and non-interferometric microscopes as images obtained 
from both systems have different background levels and scaling factors. 
 
Figure 4.2 shows two points mechanism 
From the figure 4.2, the contrast ratio can be calculated as:  
ܿ݋݊ݐݎܽݏݐݎܽݐ݅݋ ൌ ቚூሺ௔ሻିூሺ௕ሻூሺ௔ሻାூሺ௕ሻቚ   [4.1] 
 4.1.2 10%-90% Lateral resolution 
Lateral resolution is an important feature in imaging systems, where it indicates how 
well we can resolve small objects. In this study, the lateral resolution is defined as the 
10%-90% edge response, where the lateral resolution is measured from the distance 
that the edge response changes its intensity from 10% to 90% or 90% to 10% of its 
maximum value as shown in figure 4.3. 
Sample
Image
a b
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Figure 4.3 shows mechanism to determine lateral resolution 
Note that this resolution definition might not be valid for all the cases as some images 
obtained from both experiments and simulations sometimes show funny edge 
responses; these will not be included in this study. 
4.1.3 Aspect ratio 
Aspect ratio in this study is defined as a ratio between the length of silicon nitride 
region and bare gold region measured from grating image at the reference point of 
50% intensity ( ? ? ?݅݊ݐ݁݊ݏ݅ݐݕ ൌ  ?Ǥ ?ሺܫ௔ ൅ ܫ௕ሻ). 
4.2 Non-interferometric SPR setup 
Let us consider the wide field system as shown in figure 2.26 with a uniform sample 
in order to understand the SP effect on the setup. 
As mentioned earlier, the advantage of using Kretschmann based objective lens 
excitation is that all the azimuthal angles can be captured using one physical camera. 
Therefore it is clear to see that the SPs can only be excited with p-polarisation from 
figure 4.4. 
Although the images in figure 4.4 look similar, from figure 4.5, we can see that the 
plasmon dips for the 46 nm cases are deeper than the 36 nm cases, however, the 
positions of the dips are almost at the same position for both the 36 nm and 46 nm 
cases. In other words, the thickness of the metal layer only affects the strength of SP 
90%
10%
Falling edge 
resolution
Rising edge 
resolution
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coupling, not the coupling angle. This is potentially good in terms of optical setups as 
a different thickness of metal can be tested without having to realign the optical 
components. The diagram also illustrates the key feature of the SPs, which are the 
SPs coupling change corresponding to the change in the refractive index of the 
sample. For the 36 nm case, the plasmonic angle for the bare gold case is 54.46 
degrees and 55.63 degrees for the 10 nm coated layer. For the 46 nm case, the 
plasmonic angle for the bare gold case is 54.27 degrees and 55.42 degrees for the 10 
nm coated layer. 
 
a)                                                                          b)                                                                             
Figure 4.4 shows a) back focal plane for 46 nm gold with n=1.33                                                              
and b) back focal plane for 36 nm gold with n=1.33                                                                            
NA=1.65, n0=1.78, n1= 0.1894 + 3.2994i linear polarisation with 633 nm wavelength 
 
a)                                                                          b)                                                                             
Figure 4.5 shows a) plasmonic dips for 36 nm gold with n=1.33 and n=1.5                                              
b) plasmonic dips for 46 nm gold with n=1.33 and n=1.5                                                                   
NA=1.65, n0=1.78, n1=  0.1894 +  3.2994i p-polarisation with 633 nm wavelength 
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The displacement in plasmonic dip position provides the sensitivity of intensity based 
SPR instrument. It is interesting to quantify the sensitivity of the SPR sensor and also 
determine the theoretical sensitivity limit. The details of sensitivity quantification will 
be provided in the next chapter. 
4.2.1 Back focal plane response at the presence of grating sample 
It is important to understand the effect of grating and plasmonic dip behaviour on the 
back focal plane when there is a grating. The grating will, of course, scatter the 
diffracted light on the bfp. Let us consider the back focal plane images of a wide field 
SPR microscopy when there is a grating as shown in 4.6. This was formed by 
summing the bfps from a scanning system over a grating cycle. 
Figure 4.6 shows that the experimental back focal plane images agree well with the 
simulation results with some discrepancies in the intensity distribution on the back 
focal plane. This might be because firstly the actual thickness of gold in the 
experiment was, of course, not perfectly 50 nm. A thicker or thinner layer would, of 
course, increase the intensity of the SP dips. Secondly, it might come from the pupil 
function of the optical system; a uniform pupil function was used in the simulation. 
It is interesting to note that for the grating cases where there are two SP dips, whereas 
there is only one plasmonic dip on the back focal plane as shown and discussed in the 
previous section.  
For the x polarisation, we can see from figures 4.6a and 4.6b that there are two SP 
dips; the main dip was at lower angle on the back focal plane and the other small dip 
appeared at a slightly bigger angle on the back focal plane.  
For the y polarisation, the dips had opposite trend to the x polarisation, on the other 
hand, the main dip was outside and the small dip was inside. Moreover, for the r 
polarisation, the effects of both x and y polarisations appear on the r polarisation 
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back focal plane as shown in figure 4.6f.  The main dip for the x polarisation was at 
49.41 degrees and 51.32 degrees for the y polarisation. 
 
a)                                                                          b) 
 
c)                                                             d) 
 
e)                                                             f) 
Figure 4.6 shows plasmonic dips : all the experimental results were taken from (Stabler et al 2004)                                            
a) Experimental result for wide field back focal plane image x polarisation                                                      
b) Simulation result for wide field back focal plane image x polarisation                                                   
c) Experimental result for wide field back focal plane image y polarisation                                               
d) Simulation result for wide field back focal plane image y polarisation                                                     
e) Experimental result for wide field back focal plane image cross polar x-y polarisation                                        
f) Simulation result for wide field back focal plane image r polarisation 
 Secondly the positions of the main SP dip for the x and y polarisations were different 
and we can clearly see this effect in figure 4.6f, where the main dip of x polarisation 
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(along the x axis of figure 4.6f) was at a lower angle on the back focal plane 
compared with the y polarisation (along the y axis of figure 4.6f). Therefore it is 
interesting to understand what the grating does to the back focal plane. The positions 
of the main SP dip for x and y polarisations are clearly illustrated in figure 4.7. 
 
a)                                                                             b) 
Figure 4.7 shows plasmonic dips a) for x polarisation and b) for y polarisation 
The two SP dips, of course, come from the effect of grating, which will diffract the 
incoming light and scatter the diffracted light beams back onto the back focal plane. 
Number of diffracted orders, of course, depends on the grating period and the 
magnitude of the diffracted orders depends on the shape and the height of grating.  
Therefore let us investigate the effect of the grating on the back focal plane by firstly 
varying the silicon nitride width from 0 microns to 8 microns over a fixed grating 
period of 8 microns, which means we investigate the effect of grating by trying to 
find the relationship of the grating effect by comparing how the plasmonic angle 
changes with the bare gold and uniform sample cases as shown in figure 4.8. 
 
Figure 4.8 shows simulation method to study the effect of grating on the back focal plane 
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Figure 4.9 shows intensity as a function of bfp plasmonic dips and silicon nitride width x polarisation. 
The y axis shows the length of the coated region in the 8 micron period. 
 
Figure 4.10 shows phase as a function of bfp plasmonic dips and silicon nitride width x polarisation. The 
y axis shows the length of the coated region in the 8 micron period. 
From figure 4.9, we can see that for the x polarisation from the point of view of the 
zeroth order what the grating does to the bfp is average the two uniform cases (bare 
gold and coated gold) with silicon nitride width as a shifting factor. The reflection 
FRHIILFLHQWFXUYHVIRU WKHJUDWLQJFDVHFDQEHH[SUHVVHGDV³ZHLJKWHGDYHUDJH´Rf 2 
uniform sample reflection coefficient curves as explained later. In other words, x 
polarisation is an average effect between the 2 plasmonic modes. The small dip at 
outer angle will appear when there is a grating; the position of the small dip 
corresponds to the 1st diffracted order (݇݌௚௥௔௧௜௡௚ ൅ ݇݃).  
Let us consider the kp values for the coated gold, bare gold and grating case: 
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 ݇݌௕௔௥௘ ൌ  ?Ǥ ? ?݇଴, which corresponds to 44.13 degrees. ݇݌௖௢௔௧௘ௗ ൌ  ?Ǥ ? ?݇଴, which corresponds to 52.24 degrees. ݇݌௚௥௔௧௜௡௚ ൌ  ?Ǥ ? ? for x polarisation, which corresponds to 49.41 degrees. 
݇݃ ൌ  ?ߨ݃ݎܽݐ݅݊݃݌݁ݎ݅݋݀ ൌ  ?Ǥ ? ?݇଴ 
݇݌௚௥௔௧௜௡௚ ൅ ݇݃ ൌ  ?Ǥ ? ?݇଴ which corresponds to 54.47 degrees (2nd dip position in 
figure 4.9 for 6 microns of silicon nitride case). 
݇݌௚௥௔௧௜௡௚ ൅  ?݇ ݃ ൌ  ?Ǥ ? ?݇଴ which corresponds to 60.33 degrees. 
Figure 4.10 clearly tells us that the main plasmonic dip is an SP dip, which has a 
UDSLGʌSKDVHFKDQJHDWWKHSODVPRQic dip position. On the other hand, the small dip 
from the 1st diffracted order does show a phase shift but the magnitude of the phase 
shift is smaller because of the reduced amplitude of the diffracted order. We can 
therefore conclude that the main dip is generated due to the SPR but the small dip is 
generated by the first order. Also if we look carefully at figure 4.9 we can see another 
dip with very small amplitude due to the 2nd diffracted order (݇݌௚௥௔௧௜௡௚ ൅  ?݇ ݃) at 62 
degrees when silicon nitride width was 1 micron.  
It is interesting to see how close we can reconstruct the grating bfp from the uniform 
cases by calculating the two uniform plasmonic angle shift corresponding to the 
silicon nitride width as shown in figure 4.11. The algorithm to reconstruct the grating 
bfp can be mathematically expressed as: 
௔ܹ௜௥ ൌ ݃ݎܽݐ݅݊݃݌݁ݎ݅݋݀ െ ௦ܹ௜௟௜௖௢௡௡௜௧௥௜ௗ௘  [4.2] 
 ?ߠ௣ ൌ ߠ௣ǡ௖௢௔௧௘ௗ௚௢௟ௗ െ ߠ௣ǡ௕௔௥௘௚௢௟ௗ    [4.3] 
ߠ௣ǡ௦௛௜௙௧௕௔௥௘ ൌ ௐೞ೔೗೔೎೚೙೙೔೟ೝ೔೏೐ൈ ?ఏ೛௚௥௔௧௜௡௚௣௘௥௜௢ௗ   [4.4] 
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 ߠ௣ǡ௦௛௜௙௧௖௢௔௧௘ௗ ൌ ௐೌ೔ೝൈ ?ఏ೛௚௥௔௧௜௡௚௣௘௥௜௢ௗ  [4.5] 
Where ݓ௔௜௥ and ݓ௦௜௟௜௖௢௡௡௜௧௥௜ௗ௘ are the width of air in the grating layer and width of 
silicon nitride in the grating layer.  ?ߠ௣ is the difference in plasmonic angles; ߠ௣ǡ௖௢௔௧௘ௗ௚௢௟ௗ and ߠ௣ǡ௕௔௥௘௚௢௟ௗ are plasmonic angles for the coated gold and uniform 
gold cases.  ߠ௣ǡ௦௛௜௙௧௕௔௥௘ and ߠ௣ǡ௦௛௜௙௧௨௡௜௙௢௥௠are the angle shifts required for bare and 
uniform gold to calculate the grating bfp.  
Then shift the position of the uniform and bare gold cases by the amount of ߠ௣ǡ௦௛௜௙௧௖௢௔௧௘ௗ and ߠ௣ǡ௦௛௜௙௧௨௡௜௙௢௥௠ respectively without changing the shape of the 
bfps and average the sum of the two shifted bfps. 
 
Figure 4.11 shows intensity as a function of bfp plasmonic dips and silicon nitride width x polarisation 
generated by weighted average of the bare gold and uniform sample cases.  
From figure 4.11 we can see clearly that the averaging algorithm gives us a good 
approximation of the main dip position, however there is of course no small dip next 
to the main dip as the mathematical model does not take the other diffracted orders 
into account.  
Figure 4.12 shows an interesting feature on the bfp where the bfp has two dips 
corresponding to the plasmonic dips of the uniform and bare gold cases without 
averaging and interfering each other. Figure 4.13 provides us with an even stronger 
evidence of the existence of the two plasmonic modes as the both dips have the rapid 
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ʌSKDVHWUDQVLWLRQDURXQGWKH63GLSV7KHUHIRUHWKH63VH[KLELWERWK63PRGHVDW
the same time; each of the modes propagates along its own material track. 
 
Figure 4.12 shows intensity as a function of bfp plasmonic dips and silicon nitride width y polarisation. 
The y axis shows the length of the coated region in the 8 micron period. The y axis shows the length of 
the coated region in the 8 micron period. 
 
Figure 4.13 shows phase as a function of bfp plasmonic dips and silicon nitride width y polarisation. The 
y axis shows the length of the coated region in the 8 micron period. 
A way to reconstruct the bfp of grating from the two bfp of uniform and bare gold 
FDVHV FDQ EH GRQH E\ µZHLJKWHG DYHUDJH¶ DV VKRZQ LQ ILJXUH  ZKLFK FDQ EH
mathematically described as: 
ܤܨ ௚ܲ௥௔௧௜௡௚ ൌ ሺ௚௥௔௧௜௡௚௣௘௥௜௢ௗିௐೞ೔೗೔೎೚೙೙೔೟ೝ೔೏೐ሻ஻ி௉ೞ೔೗೔೎೚೙೙೔೟ೝ೔೏೐ାሺௐೞ೔೗೔೎೚೙೙೔೟ೝ೔೏೐ሻ஻ி௉್ೌೝ೐೒೚೗೏௚௥௔௧௜௡௚௣௘௥௜௢ௗ   [4.7] 
angle on bfp (in degrees)
W
H
IT
E 
BO
X 
LE
N
G
H
T 
(in
 
m
ic
ro
n
s)
Y-POLARIZATION INTENSITY
 
 
30 35 40 45 50 55 60 65
0
1
2
3
4
5
6
7
8
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
M
a
te
ria
l l
e
n
gt
h 
(m
ic
ro
n
s)
o
v
e
r 
a
 
fix
e
d 
pe
rio
d 
o
f 8
 
m
ic
ro
n
s
 
65
0.1
0.2
0.3
.4
.5
.6
.7
.8
angle on bfp (in degrees)
W
H
IT
E 
BO
X 
LE
N
G
H
T 
(in
 
m
ic
ro
n
s)
X-POLARIZATION PHASE (in degrres)
 
 
30 35 40 45 50 55 60 65
0
1
2
3
4
5
6
7
8
-20
0
20
40
60
80
100
M
a
te
ria
l l
e
n
gt
h 
(m
ic
ro
n
s)
o
ve
r 
a
 
fix
e
d 
pe
rio
d 
o
f 8
 
m
ic
ro
n
s
0
1
2
3
4
5
6
7
8
angle i  f  (i  r )
Y i e )
 
94 
 
 
Figure 4.14 shows intensity as a function of bfp plasmonic dips and silicon nitride width y polarisation 
generated by weighted average of the bare gold and uniform sample cases. The y axis shows the length 
of the coated region in the 8 micron period. 
In conclusion, for the x polarisation there are two dips on the bfp; the main dip is 
from the SPR and the second dip at outer angle is from the first diffracted order. The 
physical explanation of the main SP dip µ$¶LQILJXUH that it changes its position 
when the on-off ratio of grating changed; this is because the electric field is along the 
grating vector so that the two of SP modes propagate and interfere with each other as 
depicted in figure 4.15a. In figure 4.9 we see that the diffracted order µ%¶LQILJXUH
4.9) detected occurs at angles greater than the angle to excite the SPs on a uniform 
sample arising from incidence at the plasmon angle and scattering by the grating 
vector. The thickness of the grating will also affect the amount of light in each 
diffracted order; the thicker grating will have more light intensity in the diffracted 
order than the thinner one. In other words, for the thicker grating thickness, it is more 
likely to see the second dip.  
For the y polarisation, there are also two SP dips on the bfp caused by the two 
plasmonic modes of the on and off parts of the grating. Both dips correspond to 
surface plasmons in the appropriate region. The clear evidence of existence of the 
surface plasmons are, of course, their phase profile as shown in figure 4.13. The two 
dips are located at the position of the two uniform cases, which are bare gold and 
coated gold. What the grating does to the bfp plane is simply averages the two 
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uniform back focal planes by the ratio of how much amount of that particular material 
is present in the grating. The two plasmonic dips will be easy to observe when the 
refractive indices of the two material regions have a high refractive index contrast 
because they are further apart. If the refractive index contrast ratio is low the two dips 
will be very close to each other and, we might not be able to distinguish them. The 
physical reason why there are two SPR modes for the y polarisation is that the two 
modes are generated on their own material path and propagate along the grating track 
as shown in figure 4.15b. 
 
a)                                                      b)                                                                                        
Figure 4.15 shows surface plasmons propagation for a) x polarisation and b) y polarisation 
4.2.2 Imaging performance 
As mentioned earlier in chapter 2, if we sum the intensity of the bfp to get the image; 
the image will show virtually no contrast as the contrast from the SPs will be 
swamped by the background. In other words, if we want to detect a small change in a 
large background signal it is necessary to block some spatial frequencies in the back 
focal plane that will not contribute to the image contrast. The way to get around this 
problem is to use an amplitude spatial light modulator (A-SLM) to generate a ring 
mask around the plasmonic angles as shown in figure 4.16. The imaging performance 
of the non-interferometric system is here controlled by three parameters which are 
firstly polarisation, secondly position of the ring mask and thirdly width of the mask.  
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a)                                      b)                                                                                               
Figure 4.16 shows annulus ring excitation using A-SLM a) move the position of the ring and b) vary the 
size of the ring 
 
a)                                                                                  b)                                                                         
Figure 4.17 shows images and linescans of grating structure. a) x polarisation  and b) y polarisation; the 
images were obtained using a mask which allows 45 degrees to 52 degrees of incidence (Stabler et al 
2004) 
The experimental results shown in figure 4.17 are images of the grating sample. They 
were obtained with a solid mask that allows a range of incidence from 45 degrees to 
52 degrees (the centre of the mask was at 48.5 degrees with the mask width of 7 
degrees). It is interesting to note that the experimental results have a wrong grating 
aspect ratio. The actual aspect ratio of the grating is 3:1, however the images here 
have 2:1 aspect ratio. The lateral resolution for the y polarisation was a lot better than 
the x polarisation, the lateral resolution was 1.3 and 0.93 microns for x and y 
polarisations respectively. 
Although the experimental results were only for x and y polarisations, we will 
consider the radial polarisation as well. Figure 4.18 shows a series of simulated 
linescan images taken at different position of the mask position where the mask width 
was 5 degrees in width. The y and r polarisations show very clear features of the edge 
response, on the other hand the x polarisation had the worst edge response.  
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Note that the coordinate system is defined as shown in figure 4.15. Series of I(x,y) 
taken at different mask positions where the mask width was 5 degrees are presented 
in figure 4.19. Figure 4.18 and 4.19 tell us some interesting stories; firstly resolution 
and contrast depend on the incident polarisation. Secondly the position of the mask 
does affect resolution, sensitivity and aspect ratio of the images. Moreover different 
mask positions give us opposite contrast reversal images such as shown at the 42 and 
52 degrees in figures 4.18 and 4.19, where the air was dark and the silicon nitride was 
bright at 42 degrees become bright for the air and dark for the silicon nitride at 52 
degrees. The contrast reversal due to the mask position has been experimentally 
confirmed by (Tan 2011).  
The mechanism of reversal contrast for the non-interferometric system is different 
from the interferometric system. The interferometric microscope will be explained 
later. For the non-interferometric system, images with reversal contrast can be 
observed with scanning mask; this is due to the position of the mask ring on the back 
focal plane; for example if the sample is a grating with șp1 and șp2 corresponding to 
the two different material regions on the grating, if the mask is centred around the șp1 
the first material region will appear darker as we are at the dip in intensity and the 
second material region will appear brighter, whereas if the mask is located around the 
șp2, the first material region will now appear brighter and the other region will appear 
darker instead. However if the mask is at the centre of the two plasmons angles, 
image will have low contrast. 
We can see from the figure 4.19 that for the cases where the centre of mask was 
around the plasmonic dip of the air period (2 microns), which was 44 degrees; the 
images seem to have the wrong aspect ratio. On the other hand, when the mask was 
around the plasmonic dip of the silicon nitride material (6 microns) which was 52 
degrees; the images seem to have a better aspect ratio. We believe that the 2 microns 
region will suffer, of course, from crosstalk more than the 6 microns region. 
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The crosstalk here means that the SPs generated in one particular part of grating are 
affected by the adjacent regions as the surface waves propagate from one region to 
another. More quantitative details about crosstalk will be discussed in the next 
FKDSWHU:HEHOLHYHWKDWWKHDSSHDUDQFHRIWKH³ZURQJ´DVSHFW ratio arises from this 
crosstalk effect. 
The simulations suggest that more faithful images are produced if the radius of the 
mask associated with the angle of incidence corresponds to the angle associated with 
the majority material system, in this case the coated region as shown in table 4.1. 
 0.5 degrees mask width 5 degrees mask width 
Polarisation Parameters 
 
Centre of 
mask at 
44 
degrees 
Centre of 
mask at 
47.5 
degrees 
Centre of 
mask at 
52 
degrees 
Centre of 
mask at 
44 
degrees 
Centre of 
mask at 
47.5 
degrees 
Centre of 
mask at 
52 
degrees 
X 
polarisation 
Resolution 2.37 Pm 1.39 Pm 2.77 Pm 2.42 Pm 1.45 Pm 2.78 Pm 
Aspect 
ratio 
|2:1 |2:1 |3:1 |2:1 |2:1 |3:1 
Contrast 
ratio 
0.04 0.07 0.13 0.04 0.05 0.08 
Y 
polarisation 
Resolution 1.06 Pm 1.06 Pm 0.82 Pm 1.31 Pm 0.86 Pm 0.94 Pm 
Aspect 
ratio 
|2:1 |2:1 |3:1 |2:1 |2:1 |3:1 
Contrast 
ratio 
0.09 0.27 0.03 0.12 0.13 0.04 
R 
polarisation 
Resolution 1.11 Pm 1.15 Pm 2.39 Pm 1.34 Pm 1.12 
Pm 
2.07 Pm 
Aspect 
ratio 
|2:1 |2:1 |3:1 |2:1 |2:1 |3:1 
Contrast 
ratio 
0.18 0.85 0.13 0.23 0.35 0.11 
Table 4.1 shows resolution, aspect ratio and contrast ratio of different mask positions and mask widths 
for x,y and r polarisations 
It is also interesting to see the effect of mask width, so let us look at the same set of 
linescan images taken at the same position however with the smaller mask width of 
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0.5 degrees as shown in figure 4.20. From the figure we can see that firstly the 
reversed contrast images can be observed however over a narrower range of mask 
positions compared to 5 degrees mask shown in figure 4.19. Secondly, y polarisation 
still had the best lateral resolution, followed by r and x polarisations respectively. 
The table 4.1 shows quantitative comparison for different mask widths and 
polarisations. From table 4.1, we can conclude that the contrast ratio depends on the 
mask width; a smaller mask width gave us a better contrast ratio; r polarisation had 
the best contrast ratio followed by y and x polarisations respectively. Secondly, 
resolution performance is not affected much by the mask width; however the mask 
position does affect the lateral resolution performance. Thirdly the aspect ratio; for 
the case where the centre of the mask was around 44 degrees, the contrast ratio was 
around 2:1, whereas the contrast ratio when the centre of the mask position was 
around 52 degrees gave us a correct aspect ratio image of 3:1. This is evidence of the 
crosstalk effect where the dominant material system will have less crosstalk effect, in 
this case the longer material in grating is silicon nitride 6 microns over the grating 
period of 8 microns. Therefore if we operate at the plasmonic angle around the 
plasmonic angle of silicon nitride we should get a correct aspect ratio. Our 
simulations demonstrate that if the experiments were carried out with 52 degrees 
mask position rather than 47.5 degrees; we would be able to get images with the 
correct aspect ratio. 
  
100 
 
 
a) 
 
b) 
 
c) 
Figure 4.18 shows normalized linescan intensity as a function of mask central position when the mask 
width is 5 degrees for a) x polarisation b) y polarisation and c) r polarisation 
Centre of mask position, degrees
Sa
m
pl
e
 
di
s
ta
n
c
e
,
 
m
ic
ro
n
s
 
 
40 42 44 46 48 50 52 54 56
0
2
4
6
8
10
12
14
16
3
3.5
4
4.5
5
5.5
6
x 109
0
0.2
0.4
0.6
0.8
1
Centre of mask position, degrees
Sa
m
pl
e
 
di
st
a
n
ce
, 
m
ic
ro
n
s
 
 
40 42 44 46 48 50 52 54 56
0
2
4
6
8
10
12
14
16
3
3.5
4
4.5
5
5.5
6
x 109
 
0
0.2
0.4
0.6
0.8
1
Sa
m
pl
e
 
di
st
a
n
ce
, 
m
ic
ro
n
s
Centre of mask position, degrees
 
 
40 42 44 46 48 50 52 54 56
0
2
4
6
8
10
12
14
16
2
3
4
5
6
7
x 10
 
0
0.2
0.4
0.6
0.8
1
101 
 
 
a) 
 
b) 
 
c) 
Figure 4.19 series of I(x,y) images taken at the centre of mask position as shown in x axis 5 degrees mask 
width for a) x polarisation b) y polarisation and c) r polarisation 
Series of I(x,y) taken at multiple mask positions; when the sample was in focus.
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Series of I(x,y) taken at multiple mask positions; when the sample was in focus.
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Series of I(x,y) taken at multiple mask positions; when the sample was in focus.
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a) 
 
b) 
 
c) 
Figure 4.20 series of I(x,y) images taken at the centre of mask position as shown in x axis 0.5 degrees 
mask width for a) x polarisation b) y polarisation and c) r polarisation 
  
Series of I(x,y) taken at multiple mask positions; when the sample was in focus.
Sa
m
pl
e
 
di
st
a
n
ce
, 
m
ic
ro
n
s
 
 
40 42 44 46 48 50 52 54 56
0
10
20
30
40
0.018
0.02
0.022
0.024
0.026
0.028
0.03
0.032
Series of I(x,y) taken at multiple mask positions; when the sample was in focus.
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Series of I(x,y) taken at multiple mask positions; when the sample was in focus.
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  4.2.3 Techniques to enhance performance of non-interferometric system 
In this section only the radial polarisation results will be shown as it is the best option 
for an unknown sample. The following techniques have been investigated; firstly the 
use of shorter propagation length, secondly defocusing the sample and thirdly use of a 
high NA objective with high refractive index couplant. Using higher refractive index 
couplant did not improve the performance of non-interferometric microscope, on the 
other hand, it will be shown later in the interferometric section that the high index 
couplant can be used to enhance the performance of the interferometric microscope. 
Does the sample have to be in focus? 
The reason we need to ask this question is because we show in later sections that 
improved contrast is achieved with the interferometric system when the sample is 
defocused. 
Let us look at 3 cases where we have the sample focused at 3 different z defocus 
positions, which are z=-2 microns (moving the sample 2 microns away from the focal 
point towards the objective lens), 0 micron (in focus) and 2 microns (moving the 
sample 2 microns away from the focal point outwards the objective lens). The 
linescan images for silicon nitride grating sitting on gold 50 nm are shown in figure 
4.21. The images were taken with the mask width was 5 degrees cantered at 47.5 
degrees mask position with r polarisation. 
From the figure we can see that for the non-interferometric system the sample is 
required to be in focus in order to get the best resolution and contrast; as we can see 
from the figure that if the sample were out of focus the images would be blurry and 
the contrast ratio was also poor. 
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          a)                 b)                         c)                                                 
Figure 4.21 shows linescan images of a) z=-2 microns b) z=0 micron and c) z=2 microns when the mask  
Shorter propagation length 
In order to illustrate the effect of shorter propagation length 50 nm layer of uniform 
gold was replaced with 30 nm as discussed earlier that the thinner layer of gold will 
have shorter propagation length. The figure 4.22a shows the linescan of the silicon 
nitride grating with gold thickness of 30 nm r polarisation when the mask width was 
5 degrees. We can see from the figure 4.22a that the resolution of 30 nm case was 
better than the 50 nm case shown in figure 4.22b, however, the contrast ratio was 
worse.  The calculated values of 10%-90% resolution were 0.83 microns and 1.12 
microns for 30 nm and 50 nm of gold respectively. In conclusion, one can improve 
the lateral resolution of the image, but one has to pay the price of reduction in the 
contrast of the image. 
 
Figure 4.22 shows linescan images of a) 30 nm of gold and b) 50 nm of gold when the mask width was 5 
degrees taken at 47.5 degrees centre of mask position r polarisation 
It is worth pointing out that there is also another way to shorten the propagation 
length; this can be done by using an aluminium layer of 15 nm instead of the gold 
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layer. It has been experimentally confirmed by (Giebel et al 1999) that the resolution 
can be improved however with an expense of contrast of the image. 
To sum up, so far I have shown that the non-interferometric system has a 
characteristic trade-off between lateral resolution and sensitivity. For the next section, 
I will show that the V(z) interferometric microscope setup can overcome or at least 
obtain a good compromise the trade-off between resolution and sensitivity. 
4.3 Interferometric SPR setup 
Let us consider the scanning SPR heterodyne interferometric microscope as in the 
previous chapter and shown in figure 2.29. We have seen that the interferometric 
system operates by interfering a reference beam reflected from a mirror with the 
signal beam incident on the sample. The two beams will then interfere and the 
interference signal is then detected using lock in amplifier. The interference beam is 
the so called V(z) measurement. The V(z) response can be depicted as a phasor 
diagram shown in figure 4.23. 
 
Figure 4.23 shows vector diagram for different z defocuses for the non plasmonic case; interference 
signal in red, reflected signal in blue, reference signal in black z=0 microns 
From figure 4.23, when the sample is in focus, all the spatial frequencies on the back 
focal plane will be in phase with the reference beam, hence it gives the highest 
amplitude of the V(z) response. On the other hand, if the sample is defocused the DC 
spatial component on the back focal plane will have the phase difference of 2kvecz 
with respect to the reference signal, whereas the other spatial frequencies will have 
the phase difference of 2kvec]FRVș  
Reference beam
Reflected beam
Interference 
beam
Z=0 micron 
Spatial
of the r
beam

ɽ
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For the non-plasmonic case, we expect this interference beam to provide a steady 
reference to interfere with the SPs. The steady reference can be provided by using a 
smooth pupil function, such as the one shown in figure 4.24. The V(z) response 
calculated using the pupil function shown in figure 4.24 for non-plasmonic case is 
shown in figure 4.25a. We can see that the pupil function can provide us with a good 
steady reference. Note that the non-plasmonic case was provided by illuminating the 
light on a thick gold, such as 2 microns thick, where the SP excitation is suppressed.  
 
Figure 4.24 shows pupil function used in this study; intensity of pupil function in blue and the back focal 
plane distribution for n=2.023, 20 nm thick in green; NA=1.45 and n0=1.52, 633 nm wavelength p-
polarisation 
If there are SPs propagating along the surface of the metal, these will, of course, alter 
the phase of the reflected wave and appear as ripples on the V(z) curve as shown in 
figure 4.25b, where the calculation was carried out with 46 nm of gold; 10 nm of 
layer of n=1.5 sitting on gold in water ambient with NA=1.65 and n0=1.78 633 nm 
wavelength and linear polarised wave. 
 
a)                                                                                 b)                                                                       
Figure 4.25 shows V(z) curve for a) non-plasmonic case 2 microns thick of gold and b) plasmonic case 
46 nm of gold; 10 nm of layer of n=1.5 sitting on gold in water ambient with NA=1.65 and n0=1.78 633 
nm wavelength and linear polarised wave. 
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More complete details for the V(z) calculation and effects of pupil function are 
provided in the next chapter where the accuracy of the V(z) measurement and effects 
of pupil function have been addressed. However, the aim of this chapter is to provide 
a basic idea of how the V(z) microscope operates when imaging samples with 
refractive index variation and shows how we use this to enhance the resolution when 
it is compared with the non-interferometric microscope. 
 
Figure 4.26 shows V(z) curves for 10 nm thick sample with refractive index n=1.33 (dashed line) and 
n=1.5 (solid line) in water ambient sitting on 36 nm of gold (in blue) and 46 nm of gold (in black); the 
black lines have been displaced by 0.1 for visualisation.NA=1.65, n0=1.78, 633 nm wavelength and 
linear polarised wave. 
From figure 4.26, the results illustrate two key features of the V(z) measurement; 
firstly the period of the ripples is sensitive to the refractive index change and secondly 
propagation length of the SPs does not have much effect on the period of the ripples 
as we can see that the blue and the black lines are synchronised with each other. One 
of the main advantages of using a thinner layer of gold is that higher amplitude of 
ripples can be obtained, in other words, signal to noise ratio (SNR) of the ripples for 
the thinner layer case is higher than the thick gold case. The change in the ripple 
period due to the refractive index change was experimentally confirmed by (Somekh 
et al 2000a; b). The advantage of using thinner layer of metal to enhance the ripples 
amplitude experimentally was confirmed by (Roland et al 2010). 
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It can be shown that the ripple period  ?ݖ is related to the plasmonic angle șSby the 
equation (Somekh et al 2000a; b): 
 ?ݖ ൌ ఒ೑ೝ೐೐ೞ೛ೌ೎೐ଶ௡బሺଵି௖௢௦ఏ೛ሻ  [4.6] (note that this equation will be derived in the next 
chapter) 
Where  ?ݖ is ripple period. If  ?ݖ is known we can then work out the value of the 
plasmonic angle. Equation [4.6] was derived with certain assumptions. The accuracy 
of the V(z) measurement is explained in details in the next chapter. The ripple period  ?ݖ calculated by using Fourier transform to determine the dominant frequency. 
We can see from the figure 4.26 that the ripple period is sensitive to the change in the 
refractive index, so this gives us a contrast mechanism for imaging. When we scan 
the focal point along the grating sample the V(z) curves will then change its period 
corresponding to the refractive index under the axis of the beam. 
4.3.1 What does the grating do to the V(z) curve? 
Let us firstly understand what the effects of the grating on the V(z) curves. We have 
seen that for the non-interferometric system a grating generates two dips on the back 
focal plane. Figure 4.27 shows that the V(z) curves for the silicon nitride grating 
where the beam is at the centre of silicon nitride (dashed line in blue) and centre of 
the gap (dashed line in red) compared with the uniform layer of silicon nitride 20 nm 
thick (solid line blue) and bare gold 50 nm (solid line red). 
Figures 4.27 to 4.28 show that the grating sample displaces the V(z) ripple position. 
The amount of the displacement is different for each polarisation.  
This leads to another way to investigate the crosstalk effect; crosstalk is an effect that 
distorts the accuracy of SPs measurement since adjacent regions affect the 
measurement of the region we are trying to access. A good example of the crosstalk is 
that when we want to measure the SPs dip position șp of a material, which is 
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surrounded by other materials, such as microfluidics or other binding sites. In theory, 
without the effect of crosstalk we should be able to get exactly the same plasmonic 
angle as measuring on a uniform material. If that is the case it means the 
measurement is perfect, however as explained for the grating case the șp will change 
from its uniform value. Even if equation 4.6 is perfectly accurate on a uniform sample 
the effect of crosstalk means we do not recover the correct value of the șp that we 
would get on a uniform sample. Therefore measurement with the results closer to the 
uniform material case indicates low level of crosstalk, on the other hand, if the 
measurement is so different from the uniform value case it means it suffers severely 
from the crosstalk effect. 
 
Figure 4.27 shows V(z) curves for the silicon nitride grating where the beam is at the centre of silicon 
nitride (dashed line in blue) and centre of the gap (dashed line in red) compared with the uniform layer 
of silicon nitride 20 nm thick (solid line blue) and bare gold 50 nm (solid line red) x polarisation. 
The best resolution can be obtained with the y polarisation where the grating V(z) 
ripples were closer to the uniform case curves as shown in figure 4.28. Also it shows 
one important feature that for the longer region in the grating the V(z) result is close 
to uniform value as can be seen on the figure 4.28 that V(z) on the centre of silicon 
nitride were closer to the uniform silicon nitride case compared to the V(z) curves of 
the gap of grating and the bare cases. The details to quantify this crosstalk effect will 
be discussed in the next chapter. 
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Figure 4.28 shows V(z) curves for the silicon nitride grating where the beam is at the centre of silicon 
nitride (dashed line in blue) and centre of the gap (dashed line in red) compared with the uniform layer 
of silicon nitride 20 nm thick (solid line blue) and bare gold 50 nm (solid line red) y polarisation. 
Remark that the two blue lines were very similar; the two lines were overlaid. 
 
Figure 4.29 shows V(z) curves for the silicon nitride grating where the beam is at the centre of silicon 
nitride (dashed line in blue) and centre of the gap (dashed line in red) compared with the uniform layer 
of silicon nitride 20 nm thick (solid line blue) and bare gold 50 nm (solid line red) r polarisation. 
From figure 4.29, we can see that the magnitude of the ripples for radial polarisation 
are higher than the magnitude of the ripples for the x and y polarisations. This is due 
to the fact that the radial polarisation is p-polarised wave for all azimuthal angles; this 
will, of course, lead to the stronger excitation of SPs. 
4.3.2 Imaging performance 
We can see from the results in figure 4.29 that V(z) measurement can be used as an 
imaging tool to obtain good contrast images of the z defocus range; we can also see 
that this mechanism not only provides good contrast over the z defocus range, but 
also good resolution over the range. We can see directly from the V(x,z) that firstly y 
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polarisation gives the best resolution performance and followed by r and x 
polarisations respectively. For the contrast of the image r polarisation has the highest 
contrast followed by y and x polarisations. The r polarisation had the highest ripple 
amplitude compared to the x and y polarisations as the r polarisation has the p-
polarisation for all the azimuthal angles Ԅ  on the back focal plane, in other words, it 
had stronger SP excitation. 
Note that over the z defocus distance there are many z points that give us no contrast 
at all such as at -1 micron -1.65 microns and also there are many points that give us a 
very good contrast. As we can see here that the non-interferometric and 
interferometric microscopes have different imaging mechanisms, therefore we still 
need a proper method to quantify their performances and compare them. The method 
to compare them will be discussed in the next chapter. 
The purpose of this chapter is to give some general idea about imaging mechanisms. 
Let us look at some V(x,y) images taken around the first V(z) ripple in figure 4.30. 
From the figure 4.30 we can summarise the performance of some z defocus operating 
points as shown in the table 4.2 below. The definitions of all the terms shown in the 
table were defined in section 4.1. 
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a) 
 
b) 
 
c) 
Figure 4.30 shows V(x,z) linescan images (x axis) over the z defocus range 
a) x polarisation b) y polarisation and c) r polarisation 
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Polarisation Parameters 
 
Z=-0.624 Pm 
 (p11) 
Z=-1.024 Pm 
 (p6) 
Z=-1.424 Pm 
 (p1) 
X polarisation Resolution 1.5 microns 1.8 microns 2 microns 
Aspect ratio 1.3:1 2.1:1 1.2:1 
Contrast ratio 0.40 0.01 0.98 
Y polarisation Resolution 0.5 microns 0.6 microns 0.8 microns 
Aspect ratio 3.0:1 3.2:1 3.5:1 
Contrast ratio 0.41 0.30 0.05 
R polarisation Resolution 1.0 microns 1.3 microns 1.5 microns 
Aspect ratio 3.0:1 4:1 3.3:1 
Contrast ratio 0.72 0.22 0.36 
Table 4.2 shows resolution, aspect ratio and contrast ratio of different mask positions and mask size for 
x, y and r polarisations 
We can see from the results in table 4.2 that V(z) measurement can be used as an 
imaging tool for a good contrast image of the z defocus range; we can also see that 
this mechanism does not only provide good contrast over the z defocus range, but 
also good resolution over the range. We can see directly from the V(x,z) that firstly y 
polarisation gives the best resolution performance followed by r and x polarisations 
respectively. The table also shows us that the lateral resolution of the V(x,z) images is 
quite stable over the z defocus distance. It has also confirmed two important points, 
firstly, the lateral resolution obtained by the interferometric system is indeed very 
good and better than the non-interferometric and secondly the contrast ratio is 
generally better than the non-interferometric microscope. The best lateral resolution 
for the SPR interferometric image obtained in experiment was around 0.5 microns 
(Somekh et al 2000b). 
It is interesting to note that the lateral resolution becomes poorer when z defocus is 
increased. This is similar to the apparent aspect ratio of the image; the aspect ratio is 
worse with a bigger negative z defocus as shown in the table 4.2.  
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a) 
 
b) 
 
c) 
Figure 4.31 shows series of V(x,y) images at different z points a) for x polarisation b) for y polarisation 
and c) for r polarisation; p1=-1.424 microns, p2=-1.344 microns, p3=-1.264 microns, p4= -
1.184 microns, p5= -1.104 microns, p6=-1.024 microns, p7=-0.944 microns, p8= -0.864 microns, p9=-
0.784 microns, p10= -0.704 microns and p11=-0.624 microns 
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Figure 4.32 shows linescan images for x polarisation at a) z=-1 micron, b) z=0 micron (in focus)         
and c) z=1 micron 
From figure 4.32, we can obtain a good contrast image only when the sample is 
negatively defocused (moving the sample towards the objective), whereas at z=0 
micron and positively defocused the images have virtually no contrast. This is 
because at the focal point the amount of the reflected beams from the two regions of 
the grating had the same amount of interference signal. For the positive defocus, the 
SPs cannot be detected by the optical system; the details of this will be discussed in 
the next chapter. 
We can see that the aspect ratio for the x polarisation was not good over the whole z 
defocus range. This is due to the SPs reradiated back at a different angle from what 
we expected passing to the objective lens. 
The reason for the wrong aspect ratio image is that the SPs from one region propagate 
to the other region and reradiate back with different angle as shown in figure 4.33; 
this will lead to the wrong V(z) ripple period and hence the wrong aspect ratio of the 
image. 
From figure 4.33, we can see that when we scan over the silicon nitride region (blue 
in the figure), we expect to get the SP reradiation from only kp1, however the kp2 mode 
will also go through the objective leading to the discrepancies in V(z) response. 
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Figure 4.33 shows the SPs propagate to the other region and reradiate at different angle 
The aspect ratio for the y and r polarisations were correct for the z=0 upto z=-1 
microns. This aspect ratio error was not caused by the multiple reflections but by the 
footprint on the sample. When the sample is scanned towards the objective the size of 
the defocused beam on the sample is increased, the size of the focus beam might 
cover too much of the region than what we want to as shown in figure 4.34. Coverage 
region can be calculated as:  
ܥ݋ݒ݁ݎܽ݃݁݈݁݊݃ݐ݄ ൌ  ?ݖݐܽ݊ ߠ௣  [4.7] 
 
Figure 4.34 shows footprint on the sample at different z defocuses (Pechprasarn & Somekh 2012) 
Let us calculate it to get the feeling of how the z defocus focused spot covers the 
sample, for example, the smaller region for the grating case is two microns and the 
plasmonic angle for the bare gold case is 44 degrees. Therefore the maximum z 
defocus that we can scan to is about 1.03 microns. These agreed well with the results 
kp1 
reradiation
kp2 
reradiation
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presented in the figure 4.31 and the table 4.2; when we scanned over the -1 microns 
range the aspect ratio seem to be worse.  
Therefore we can conclude that the interferometric system has better resolution and 
comparable sensitivity to the non-interferometric over the z defocus distance. This 
means the interferometric system can overcome or at least optimize the trade-off 
between resolution and sensitivity for SPR microscopy. 
4.3.3 Techniques to enhance performance of interferometric system 
Let us investigate some optical techniques to improve the performance of the 
interferometric microscope. In this section, we will consider only radial polarisation 
as it is a good representation between the two extreme cases. The following 
techniques have been investigated; the use of shorter propagation length and the use 
of a high NA objective with high refractive index couplant. The technique that can 
improve the performance is to employ a higher refractive index couplant for the 
interferometric microscope. This means that the propagation length is not a main 
consideration, whereas optical configuration is a more important key to improve the 
performance of the interferometric system. 
 Higher NA objective with higher refractive index couplant 
In this section the NA=1.49 with n0=1.52 will be replaced with NA=1.65 with 
n0=1.78. As mentioned earlier, the higher refractive index will move the plasmonic 
angle inside the back focal plane from the range of 44-52 degrees to 36.1-41.3 
degrees. It is interesting to note that when the plasmonic angles were reduced by 
using higher index couplant, ¨șp was also reduced from 8 degrees to 5.2 degrees. The 
lateral resolution was similar to the figure 4.31c; however, the aspect ratio 
performance is better. This can be explained as the fact the SP angle for the NA=1.65 
case was lower than the NA=1.45 case; this make the footprint on the sample smaller; 
therefore it will have a better performance and seem to give us a correct aspect ratio 
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over the z points shown. We can calculate the footprint size using equation 4.7 and 
find that the range that we can defocus to is z=  1.37 microns. 
 
Figure 4.35 shows series of V(x,y) images at different z points for r polarisation; NA=1.65 with n0=1.78        
p1=-1.424 microns, p2= -1.344 microns, p3=-1.264 microns, p4=-1.184 microns, p5= -1.104 microns, 
p6=-1.024 microns, p7= -0.944 microns, p8= -0.864 microns, p9=-0.784 microns, p10= -0.704 microns 
and p11=-0.624 microns 
4.4 Discussion and conclusion 
For the non-interferometric microscope, the resolution and sensitivity appear to 
conflict. For high sensitivity SP non-interferometric sensor, it is highly recommended 
to use a long propagation length SPs. For imaging, it is recommended to employ a 
short propagation length of SPs as this will enhance the lateral resolution. In other 
words, resolution and sensitivity of non-interferometric system depends very much on 
the propagation length. The effect of using high coupling index does not significantly 
affect the resolution and sensitivity.  
 For the interferometric system, we have shown the interferometric setup has 
comparable sensitivity to the non-interferometric system but with better lateral 
resolution. The interferometric system can largely overcome the trade-off between the 
resolution and sensitivity, where we can perform high contrast measurement with a 
good lateral resolution over the z defocus distance. The interferometric system is 
independent of the effect of propagation length but, on the other hand, the optical 
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configuration such as NA and coupling oil of the objective seems to have a more 
pronounced effect on the performance of the interferometric SPR microscope. 
We have demonstrated that the interferometric system has a better imaging 
performance than the non-interferometric system; however, we still have a need to 
perform a full quantification to ensure that the findings are justified. Therefore in the 
next chapter I will provide a proper quantification to confirm and compare the 
resolution and sensitivity of the interferometric and non-interferometric systems. 
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Chapter 5 
Quantitative analysis of SP microscope  
performance using RCWA 
In the previous chapter, we have seen that the interferometric microscope has the 
capability of imaging with better resolution and contrast than the non-interferometric 
microscope. However, we still need to quantify this improvement in a measurement 
environment. Therefore in this chapter, I will present a way to quantify the 
microscope response and compare sensitivity and localization of the interferometric 
and non-interferometric setups. We also show that the interferometric system in the 
defocused condition defines the measured point of excitation and reradiation of the 
surface plasmons; which greatly improves localization. In other words, the 
interferometric can be used to measure SP in a confined region. 
It will be shown later that the quantitative measurement not only provides us with a 
way to compare the performance of both types of microscopes, but also gives us an 
insight to understand behaviour of SPR imaging and crosstalk. 
5.1 Definitions of key terms and their definitions 
5.1.1 Measurement localization 
Measurement localization here means the smallest size of local region that enables 
one to recover the refractive index within specified tolerances. Clearly, the values 
obtained depend on both the material system and the tolerance values set. 
$OWKRXJK WKH WHUPµmeasurement localization¶ LVQRW exactly the same as the lateral 
resolution discussed in the previous chapter, it will be shown later that they are 
related and quite similar in a sense as the measurement localization also depends on 
the edge response of the sample as well as the contrast of the image. In addition, the 
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measurement localization takes into account the edge response (10%-90% edge 
response), the aspect ratio and contrast ratio as shown later; this means that the 
measurement clearly depends on the position that one wishes to recover the refractive 
index. 
 5.1.2 Crosstalk 
Let us clarify the term crosstalk; crosstalk is an effect that distorts the accuracy of SP 
measurement by being affected by the presence of adjacent materials. A good 
example of the crosstalk is when we want to measure the SP dip position șp of a 
material, which is surrounded by other materials, such as micro fluidic channels or 
grating samples. Without the effect of crosstalk we should ideally be able to obtain 
exactly the same plasmonic angle as a measurement on the same uniform material. If 
that is the case it means the measurement is perfect, however, as explained in the 
previous chapter for the grating case the șp will change from its uniform value. This 
means that there is a presence of crosstalk. Therefore measurement with the results 
closer to the uniform material case indicates low level of crosstalk, on the other hand, 
if the measurement is very different from the uniform value case it means it suffers 
severely from the crosstalk effect. 
5.2 Methodology 
The idea to quantify the microscope response is to measure its plasmonic angle șp in a 
confined region and compare it to the uniform sample case to see how close the 
measured plasmonic angle is compared to the uniform case. The idea is based on the 
fact that SP in a material in a confined region will behave differently from the same 
material in a uniform material. This concept is in fact very important for designing SP 
sensors. In this chapter three types of samples will be used to demonstrate the effect 
of crosstalk as shown in figure 5.1. There are two types of the uniform sample cases 
which are bare gold case shown in figure 5.1a and the uniformly coated layer case 
shown in figure 5.1b. Grating samples with 50% on-off ratio and grating periods of 1 
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micron up to 30 microns were used in this simulation study in order to compare the 
performance of interferometric and non-interferometric microscopes as shown in 
figure 5.1c. 
 
a)                                      b)                          c)                                         
Figure 5.1 shows samples used in this study a) bare gold case b) coated gold case and c) grating case 
 5.2.1Non-interferometric microscope 
Let us consider the details of how the șp measurement was simulated for the non-
interferometric microscope, an amplitude spatial light modulator was employed to 
vary the diameter of an annulus mask (this can be thought of as ring excitation); light 
reflected from the sample is then summed using a lens and detected by an intensity 
detector as a function of mask radius. This idea is similar to the idea illustrated in the 
previous chapter. The minimum intensity position is then interpolated to accurately 
determine șp. 
 
a)                                               b)                                                                                           
Figure 5.2 shows a) measurement without crosstalk b) measurement with crosstalk due to unwanted 
modes of SP from the adjacent regions 
For the non-interferometric system, all the șp calculations were, of course, carried out 
when the sample was placed at the focal point as has been illustrated in the previous 
chapter that the non-interferometric images obtained at a defocused position had poor 
contrast and resolution. Figure 5.2a demonstrates the idea of non-interferometric 
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measurement with no crosstalk, where the sample is in focus; the SP angle will not 
change when we move the focal spot along the x axis as the sample is a uniform 
sample. On the other hand, if we measure the same material on a confined region, 
such as grating or microfluidic channels; the measured SP such as plasmonic angle șp 
will be affected by reflected SP and the optical system may detect unwanted 
reradiation from the consecutive region as depicted in figure 5.2b. 
 Quantification of crosstalk in non-interferometric microscope 
We can expect that shorter grating periods will, of course, alter the plasmonic angles 
șp from the value for a uniform layer more than the longer grating periods as the 
longer periods have their properties more similar to the uniform case. The effect of 
different grating periods can be illustrated as shown in figure 5.3 for the non-
interferometric microscope, where a very small size of 0.05 degrees annulus mask 
were used in the intensity calculations. The intensity was calculated as a function of 
back focal plane angle as explained earlier. 
From figure 5.3, we can see that the  plasmonic angles for the larger grating cases 
were closer to the uniform sample case although the shape of the plasmonic dip was 
slightly different, for instance the dip in the case of the grating samples were wider.  
Figure 5.3 provides us with strong evidence of the existence of crosstalk effect on 
grating samples for the non-interferometric microscope. 
All the results shown so far were measured at the centre of grating, one may question 
the best position to measure the SP signal on a grating sample. The criterion to choose 
where to measure the signal is, of course, the position that has the smallest crosstalk, 
in other words, the position that gives the closest SP parameter (in this case 
plasmonic angle șp) compared to the uniform case.  
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a)                                                                   b) 
Figure 5.3 shows plasmonic dips of non-interferometric microscope for 1 micron, 30 microns grating 
periods and uniform sample measured at the central point material of n=1.5 with thickness of 10 nm. 
n0=1.78 gold thickness of 46 nm and 633 nm. The sample was at the focal point and in water ambient.    
a) For x-polarisation and b) For y-polarisation 
The results shown in figure 5.4a tells us, unexpectedly, that the best position to 
measure șp is at the centre of each material as they are closest  to the uniform values. 
Figure 5.4b for 4 micron case also tells us with the same story; however, for the 30 
micron case it is hard to determine the optimum position as the result suffered from 
the Gibbs effect; where we tried to represent a square grating with a Fourier harmonic 
numbers. In other words, for a long period of grating it is likely to suffer from the 
undersampling issue in frequency domain. 
It is interesting to note that there are two types of Gibb¶s effect, firstly numerical 
Gibb¶s effect and physical Gibb¶s effect. The numerical Gibb¶s effect means the 
calculation is performed with insufficient number of diffracted orders for RCWA. 
This can be solved obviously by using a higher number of diffracted orders. On the 
other hand, physical Gibb¶s effect means that the calculation was carried out with 
sufficient number of orders for accurate calculation; however the angles of the 
majority of the diffracted orders were larger than the maximum angle of the objective 
lens aperture and they cannot be collected by the objective. In other words the 
physical Gibb¶s effect represents the situation we would expect to see in an 
experiment where the numerical Gibb¶s phenomenon is a limitation of the numerical 
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calculation. The 30 microns case shown in figure 5.4b suffered from the numerical 
Gibbs effect, although it was computed with the highest number of diffracted orders 
possible before running out of memory as shown in appendix B. The 30 microns case 
was calculated using 121 diffracted orders (N=60), the following calculation confirms 
that the 30 microns case suffered from numerical Gibbs effect. 
 
a) 
 
b) 
Figure 5.4 shows plasmonic angles șp of non-interferometric microscope for 4 micron, 30 microns 
grating periods and uniform sample measured at the central point material of n=1.5 with thickness of 10 
nm. NA=1.65 n0=1.78 gold thickness of 46 nm and 633 nm. The sample was at the focal point and in 
water ambient.  a) For x-polarisation and b) For y-polarisation 
The maximum angle of the objective lens has a wave vector value of  ଶగఒ ܰܣ ൌ ?Ǥ ? ?ൈ  ? ?଻. The maximum diffracted angle calculated using 61 diffracted orders 
assuming normal incidence is  ? ?݇௚ ൌ  ? ? ଶగ௚௥௔௧௜௡௚௣௘௥௜௢ௗ ൌ  ?Ǥ ? ?ൈ  ? ?଻Ǥ This means 
the calculation with 121 orders covered about 78% of the full objective lens aperture. 
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Recently, Kwiecien and Richter demonstrated a way to get around the Gibbs effect, 
where they extended the concept of rigorous wave coupled analysis by matching the 
tangential electric and magnetic fields using wave expansion and aperiodic field 
conditions (Kwiecien & Richter 2011). If there are aperiodic field components, this 
calculation will, of course, minimise the Gibbs effect. 
The results obtained for both the x and y polarisations are sufficient to conclude that 
the best position for the non-interferometric microscope is at the centre of each 
material.  
 
Figure 5.5 shows schematic diagram of measuring points 
Therefore in this chapter all the calculations for the non-interferometric system were 
carried out at the centres of each material as shown in the diagram in figure 5.5. 
 5.2.2 Interferometric microscope 
In the previous chapter, we have briefly introduced the scanning heterodyne 
interferometric microscope. In this chapter we will discuss in detail how the 
sensitivity of the V(z) arises and also the conditions under which it is valid. 
Let us begin with the theoretical concept of the V(z) response, the V(z) response can 
be written as the summation of amplitude and phase between the reflected signal and 
the uniform reference signal over the full aperture of the objective, which can be 
expressed as (derived in chapter 2): 
a b
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 ܸሺݖሻ ൌ ȁ׭ܲଶሺݏ݅݊ߠሻൣܴ௣ሺݏ݅݊ߠሻܿ݋ݏଶ׎ ൅ ܴ௦ሺݏ݅݊ߠሻݏ݅݊ଶ׎൧݁௝௡భ௞௖௢௦ఏ௭ ݀ݏ݅݊ߠ݀׎ȁ [5.1] 
Where P(ݏ݅݊ߠ) is the pupil function to modulate the intensity profile, ߠ is incident 
angle Ԅ  is azimuthal angle, ݇ ൌ ଶగ௡భఒ೑ೝ೐೐ೞ೛ೌ೎೐,ܴ௣ሺݏ݅݊ߠሻ and ܴ௦ሺݏ݅݊ߠሻ are complex 
reflection coefficients for p-polarised and s-polarised waves respectively. 
The V(z) response represents the interference signal from the microscope. In the 
heterodyne interferometer we obtain an interference signal which is an integral of the 
field over the back focal plane. In the phasor diagram shown in figure 5.6, the 
interferometer reference beam is not shown; it is suffice to say that the interferometric 
signal is the complex sum of the back focal plane field.  The phase relationship 
between the different components in the back focal plane plays a crucial role. Let us 
consider the case of a perfect reflector at different defocuses as shown in figure 5.6b 
and 5.6c. 
 
a)                      b)              c)                                  
Figure 5.6  shows vector diagram for different z defocuses for the non plasmonic case; interference 
signal in red, reflected signal in black, reference signal in black a) z=0 micron b) z<0 micron for every 
single spatial frequencies and c) z<<0 micron for every single spatial frequencies 
This resultant beam is the reflected phasor arising from the microscope response as 
we defocus. The resultant beam will form the beam we call the reference beam when 
we carry out measurements in the plasmonic case.  
Let us now investigate the behaviour of the interferometer in the presence of SP 
excitation. 
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Figure 5.7 shows schematic diagrams for SP excitation a) negative z defocus b) positive z defocus 
)URPILJXUHDWKH63DUHH[FLWHGDWSRLQWµD¶which will SURSDJDWHWRSRLQWµE¶DQG
then the phase and amplitude of the reflected signal at SRLQWµE¶; optical path µEF¶will 
be modulated by the SP wave. On the other hand, for the positive defocus as shown in 
figure 5.7b; there will be an excitation of SPs which will propagate along the metal 
surface, however these will not be detected as its moving outwards the direction of 
UHIOHFWHGEHDPSDWKµE¶,QDGGLWLRQLIWKHUHDUHVRPHULSSOHVGHWHFWHGLQWKHSRVLWLYH
z defocus this mean there is a back scattered surfacHZDYHFRPLQJEDFNDWSRLQWµE¶
Therefore for the two arm heterodyne interferometer, the path of the SP is well 
defined by the sample defocus and is not limited by the propagation length of the SP. 
The simplest interpretation of the behaviour at negative defocus in the presence of SP 
excitation is that there is an effective interference between a reference beam incident 
close to normal incidence (this reference is not to be confused with the interferometer 
reference) and a beam that generates the SP. This reference beam is essentially the 
resultant beam for the non-plasmonic case shown in figure 5.6. We now consider the 
effect of this interference for an ideal case, we then discuss the conditions necessary 
to ensure that the behaviour approaches this ideal. 
Let us now consider the effect of sample that produces a surface Plasmon. In this case 
we get a vector sum between the resultant phasor shown in figure 5.6 and another 
arising from the excitation of detection of a surface plasmon. Let us assume that the 
z=0
z<0
Z>0
c
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cKDQJHLQSKDVRURIWKHµUHIHUHQFHSKDVRU¶JRHVDV2kvecz and the phase of the SP goes 
as 2kvec]FRVșp. In this case the relative phase between them will vary as:  
 ? ௩݇௘௖൫ ? െ ܿ݋ݏߠ௣൯ݖ ൌ ସగ௡బఒ೑ೝ೐೐ೞ೛ೌ೎೐ ሺ ? െ ܿ݋ݏߠ௣ሻȟݖ. 
Where șp is the plasmonic angle. 
This phase will change by ʌ when: 
 ?ݖ ൌ ఒ೑ೝ೐೐ೞ೛ೌ೎೐ଶ௡బሺଵିୡ୭ୱ ఏ೛ሻ   [5.2]  
Where  ?ݖ is the ripple period, ݊଴ is the refractive index of the first material layer and ߠ௣ is the plasmonic angle. The equation [5.2] defines the period of oscillation of the 
curve. 
 
a)                                                                                 b)                                                                        
Figure 5.8 shows V(z) curve for a) non-plasmonic case 2 microns thick of gold and b) plasmonic case 46 
nm of gold; 10 nm of layer of n=1.5 sitting on gold in water ambient with NA=1.65 and n0=1.78, 633 
nm wavelength and linear polarised wave. 
Figure 5.8 shows two V(z) curves one with SP and one without SP. We can see that 
oscillation which depends on the value of șp. Equation [5.2] provides means of 
determining șp. This is only valid, however, if the assumption that the reference 
varies as 2kvecz is valid. We will now examine the condition under what this holds by 
considering what happens with the uniform sample in more detail. 
For the non-plasmonic case, assuming linearly polarised light with its electric field 
along the x axis; negative z means the sample is moved towards the objective lens, 
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z=0 means the sample is at the focal point of the objective and positive z means the 
sample is moved away from the objective as shown in figure 5.9a below. 
Figure 5.9 shows a) the defocus positions and electric fields b) Phases of reference and reflected beams 
and c) Intensity of reference and reflected beams 
Having discussed in figure 5.6 that the concept of V(z) response can be illustrated by 
the phasor diagram of the individual spatial frequencies on the back focal plane 
images, therefore in this section we will make use of this concept to illustrate the 
phase behaviour of the reflected beams. Figure 5.9b shows the phase of the reflected 
beam at the central of the back focal plane when it is defocused is given by  ? ௩݇௘௖ݖ, 
on the other hand the phase at the other incident angle is shifted by  ? ௩݇௘௖ݖܿ݋ݏߠ 
where ߠ is the incident angle. However, the intensity on all the points of the back 
focal plane will be identical to the reference beam assuming the sample is a perfect 
mirror. The linearly polarised reference and reflected beams will interfere with each 
other as they both have the same polarisation.  
The low spatial frequency component on the back focal plane of the reflected beam 
will contribute to the main decaying amplitude of the interference signal, which will 
decay along z, whereas the high frequency components on the back focal plane will 
cause oscillation around the main amplitude; the interference signal for the uniform 
Polarisation
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Z=0 in focus
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mirror case is shown in figure 5.10a. The phase of V(z) subtracted from 2kvecz is 
shown in figure 5.10b. 
 
a)     b)                                                                            
Figure 5.10 shows a) normalized interference signal and b) phase (in radians) of V(z)- ? ௩݇௘௖ݖ.  NA=1.65 
and n0=1.78 with uniform layer of gold 2 microns thick with incident wavelength of 633 nm in water 
ambient. This V(z) curve was calculated with a uniform pupil function 
More importantly, if the phase of the reference beam for the perfect mirror does not 
follow  ? ௩݇௘௖ݖ as the sample along the z defocus, i.e. the difference is not constant, 
this will, of course, lead to some systematic error for the equation [5.2]. Therefore a 
more precise indicator that can be used to design the pupil function is to see how 
linear the phase of the high frequency components on the bfp are; this can be done by 
determining the phase of V(z) and subtract it with the  ? ௩݇௘௖ݖ term as shown in figure 
5.10b. The uniformity of the subtracted phase shows how well the reference behaves. 
We can see that the uniform pupil function cannot provide a steady reference for the 
SP because the phase difference oscillates so in this case the assumption that the 
reference varies as 2kvecz is not valid, so consequently the recovered șp is incorrect. 
The 2kvecz assumption may be achieved by attenuating the high frequency 
components b\ D SURFHVV FDOOHG µDSRGL]DLRQ¶ A simple way to get around this 
problem is, of course, by reducing the intensity of the high frequency components on 
the back focal plane; this may be achieved using an amplitude spatial light modulator 
(A-SLM) or by modulating the intensity beam profile by other means. 
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Therefore our main consideration to design pupil function for a V(z) microscope 
system is to reduce the higher spatial frequencies effect on the back focal plane. Let 
us consider the case where we have different pupil functions as shown in figure 5.11.  
 
Figure 5.11 shows different pupil functions with reflected beam intensity for plasmonic case. NA=1.65 
and n0=1.78 with uniform layer of gold 46 nm thick with incident wavelength of 633 nm in water 
ambient. The amplitude reflection coefficient in the presence of surface plasmons is overlaid in black. 
 
a)                      b)                                                                                    
Figure 5.12 shows a) V(z) responses and b) phase (in radians) of V(z)- ? ௩݇௘௖ݖ corresponding to the pupil 
functions in figure 5.11 for non-plasmonic case. NA=1.65 and n0=1.78 with uniform layer of gold 2 
microns thick with incident wavelength of 633 nm in water ambient 
From figure 5.12a we can see that for the non-plasmonic case the uniform pupil 
function suffers severely from the high frequency resonance and we can still see some 
tiny ripples for the pupil function 3, however, we see no ripple for the pupil functions 
1 and 4. This indicates that we might be able to use either pupil function 1 or 4 to 
provide a steady reference for the non-plasmonic case. 
Having discussed that the way I derived the equation [5.2] relies on the phase 
behaviours of the terms  ? ௩݇௘௖ݖܿ݋ݏߠ and  ? ௩݇௘௖ݖ, from figure 5.12b we can see that 
the pupil function 2 (uniform pupil function) oscillated for all the z defocuses. There 
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was still some oscillation at the first ripple for the pupil function 1; this will distort 
the performance of pupil function 1 for the reference, however, it does show the 
phase linearity over the z defocus range. The third pupil function also had some tiny 
amplitude of oscillation over the z defocuses, whereas the fourth pupil function 
appears to have no ripples at all.  
The next question is to investigate which one of the pupil functions is most suitable 
for SP detection. 
Plasmonic case with different pupil functions 
For the plasmonic case, as discussed in the second chapter, at the SP angle there will 
EHDʌUDGLDQSKDVHVKLIWDVVKRZQLQWKHGLDJUDPILJXUHEHORZ7KHʌSKDVH
shift will change the wavefront of the reflected beam around the plasmonic dip; this 
can be seen by the ripples on the V(z) curve as shown in figure 5.8b earlier. 
 
Figure 5.13 shows phase profile of the reference and reflected beams 
Let us now consider the effect of the same set of pupil functions as shown in figure 
5.14 for the plasmonic case by replacing the thick mirror by 50 nm of uniform gold.  
 
a)     b)                                                                           
Figure 5.14 shows a) V(z) responses b) phase (in radians) of V(z)- ? ௩݇௘௖ݖ corresponding to the pupil 
functions in figure 5.11 for plasmonic case. NA=1.65 and n0=1.78 with uniform layer of gold 46 nm 
thick with incident wavelength of 633 nm in water ambient 
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The results in 5.14a show that the uniform case had the highest ripples amplitude 
followed by pupil function number 1,3 and 4 respectively, where for the pupil 
function number 4 we can see almost no ripples. Therefore the optimum pupil 
function we can use is pupil function 1, where the high frequency oscillation is quite 
low and we can still detect strong SP ripple amplitude. The key trade-off therefore for 
designing a pupil function is that we need to compromise between the amplitude of 
the SP ripples and the steadiness of reference. For this simulation study, the pupil 
function 1 provided a good compromise for this requirement.  
Figure 5.14b tells us some interesting stories; the SP ripple period for pupil function 2 
is not constant; some of the amplitude where here we expect to see the decaying 
amplitude of ripple and also the ¨z ripple periods changed all over the z defocuses; 
with z close to zero the ripple periods was shorter than the far negative z defocus; this 
was because the SP ripples were modulated with high frequency components 
oscillation. On the other hand, for the pupil function 2 and 3, each ripples of the two 
pupil functions seemed to be aligned with each other over the z defocus distance. 
Let us now determine the plasmonic angleߠp by determining the ripple period ¨z and 
substituting it into equation [5.2]. It is important to note that there are also quite a 
number of ways to determine  ?ݖ as the V(z) has multiple ripples over the z defocus 
distance. Also each of these ripples has different ripple period ¨z, this is because the 
rate of change of the phase V(z)-2kvecz is not constant for all the z defocus positions as 
discussed.  
The closer of the z defocus position to the objective lens gives a more accurate ߠp 
result; the reason why this is the case is that for the high values of negative z defocus 
the relative phase   ? ௩݇௘௖ݖܿ݋ݏߠ compared to  ? ௩݇௘௖ݖ  will move much slower than the 
low negative defocus case. In other words, the 2kvecz approximation improves with 
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defocus. However there is a trade-off between accuracy of the result and signal to 
noise ratio (SNR) that can be detected.  
From equation [5.2], we can see that the parameter that will affect ߠp is ¨z; therefore 
we have to carefully choose the best way to measure the ripple period ¨z since each 
of the ripples has different value of ¨z; this is due to influences of pupil function and 
high frequency component oscillation as explained.  
An obvious choice to calculate the ¨z is to determine its dominant ripple frequency 
by taking Fourier transform or Hilbert transform. This will account for the fact that 
each ripple has different amplitude and period. In other words, the FFT and Hilbert 
transform can give us an averaged ¨z over the z defocus range. Other ways that can 
be done are firstly measure the ¨z period of each ripple individually and secondly 
average value of ¨z by measuring a few ripple distance; this will, of course, reduce 
the effect of noise. For the second approach, the ripple period ¨z depends on number 
of ripples to measure. 
The table summarizing the performance of pupil functions is shown in table 5.1 
below. 
Plasmonic 
angles șS, 
degrees 
1st 
ripple 
2nd 
ripple 
3rd 
ripple 
Accumulative 
first 2 peaks 
Accumulative 
first 3 peaks 
Fourier 
transform 
first ripple/ 
background 
ratio 
Pupil 
function 1 54.90 54.47 54.68 54.69 54.68 54.71 0.07 
Pupil 
function 2 55.98 53.88 55.47 54.90 55.09 55.48 0.12 
Pupil 
function 3 54.98 54.20 54.87 54.59 54.68 54.91 0.05 
Pupil 
function 4 52.37 57.29 52.55 54.66 53.93 53.61 0.01 
Table 5.1 shows plasmonic angles șS calculated from V(z) responses in figure 5.14 with a uniform layer 
of n=1.5 10 nm thick in water 
For the non-interferometric case the uniform sample case, the plasmonic angle 
measured at the centre of n=1.5 was 55.50 degrees, on the other hand, the 
interferometric approach seemed to give the plasmonic angles șp for all pupil 
functions below the plasmonic angle șp measured using the non-interferometric 
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system. Although the interferometric method gives us very good spatial resolution for 
imaging, it does not give an accurate value for quantitative measurement; this is due 
to the conditions as explained earlier. 
The longer propagation length will give closer results to the plasmonic angle of non-
interferometric case compared to the shorter propagation length as the phase around 
SP angles have a steeper phase transition as discussed in chapter 2; this makes the 
angles more accurate as the interference signal is contributed by the angles that are 
close to the actual șp. This is because the magnitude of the reflected beam at the 
plasmonic angle is low; therefore the actual spatial frequency component that will 
interfere with the reference beam is the frequency components around the SP angle 
rather than the angle itself. 
For this study I chose the pupil function 1 and used it throughout this chapter. The 
reasons I chose such a pupil function was that firstly the magnitude of the ripples 
arising from the SPR was quite strong although it was still less than the uniform pupil 
function (pupil function2) because we can see that the real advantage of the pupil 
function1 was that it had smaller  ? ௩݇௘௖ݖܿ݋ݏߠ oscillation in the absence of SP 
excitation. Although the uniform pupil function seemed to give better șp performance, 
it will be very hard to distinguish between the SP ripple and the  ? ௩݇௘௖ݖܿ݋ݏߠ high 
frequency component oscillation as they might be at a similar frequency so called in 
band noise. The third pupil function was also a good candidate for this task as it had a 
closer value to the non-interferometric șp, but the ripples size was smaller than pupil 
function 1 therefore we have to choose the pupil function that allows us to 
compromise between ripples size and accuracy of measurement. From a simulation 
point of view, either pupil function 1 or 3 are fine, however for a real experiment we 
need to, of course, use pupil function 1 in order to make sure that we have sufficient  
SNR to overcome the noise. The fourth pupil function seems to eliminate all the 
ripples and this will not be sensitive to SP. 
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Although FFT is a very good measurement that averages over all the ripples; this is 
the ideal measurement technique for the uniform sample case, the samples used for 
this study was grating sample therefore the different z defocus distance will, of 
course, cover different sizes of footprint on the sample and it might as well cover too 
much of the area than we intend to measure as depicted in figure 5.15. 
 
Figure 5.15 shows footprint on the sample at different z defocuses 
Assuming that the plasmonic angle is almost at the edge of the objective the coverage 
area on the sample can be then expressed as: 
ܥ݋ݒ݁ݎܽ݃݁ݎ݁݃݅݋݊ ൌ ห ?ݖ ߠ௣ห  [5.7] 
Therefore in this case the FFT and Hilbert methods are not a good choice for the non-
uniform sample as they take both of the regions we want to measure into account at 
the same time. Let us consider the cases that I used in this research which were 
NA=1.65 with n0=1.78 and NA=1.49 with n0=1.52. The coverage regions for the two 
objective lenses are presented in figure 5.16. 
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Figure 5.16 shows coverage length on the sample at different z defocuses 
The coverage length does not only tell us about the z defocus length limit, but also 
enables us to understand the effect of crosstalk when we measure over the z defocus. 
For example if one tries to measure ߠ௣ at a centre point of n=1.5 10 nm thick with a 
grating period of 8 microns (4 microns is n=1.5 and another 4 microns is water 
n=1.33) without considering the effect of crosstalk over the z defocus using NA=1.65 
with n0=1.78. They would expect to see the results as shown in the table 5.2. 
Centre of the ripple on the z axis, 
microns -0.664 -1.088 -1.52 -1.944 
Region covered, microns 3.262 Pm 5.337Pm 7.413Pm 9.488 Pm 
n=1.5 region 
3.262 Pm 
of n=1.5 
4 Pm of 
n=1.5 
4 Pm of 
n=1.5 
5.488 Pm 
of n=1.5 
n=1.33 region 
0 Pm of 
n=1.33 
1.337 Pm 
of n=1.33 
3.413 Pm 
of n=1.33 
4 Pm of 
n=1.33 
Plasmonic angle of Uniform sample 
n=1.5, degrees 54.90 54.47 54.68 55.14 
Plasmonic angle of bare gold in 
water, degrees 54.08 53.48 53.52 53.72 
Plasmonic angle predicted without 
crosstalk calculated by interpolation 
using uniform samples șp, degrees 54.90 54.22 54.15 54.54 
Plasmonic angle simulation results 
with crosstalk for x polarisation, 
degrees 
54.61 54.55 54.05 54.68 
Plasmonic angle simulation results 
with crosstalk for y polarisation, 
degrees 
54.67 54.61 54.36 55.03 
Table 5.2 shows plasmonic angles measured at the centre of n=1.5 of 8 microns grating period compared 
with the uniform sample with the same thickness of 10 nm 
In addition, table 5.2 also provides us with a strong evidence to say that the V(z) 
measurement is also sensitive to its coverage region as the simulation results agreed 
very well with the trend of the prediction, although the values of ߠ௣are different due 
to the crosstalk. 
As explained earlier that the longer negative z defocus will give us a more stable 
result, however, here we have to also consider the size of footprint of the focused 
beam on the sample. We cannot go too far with the z defocus therefore the method I 
used for this study was the first 2 consecutive peaks accumulative measurement. For 
small gratings 2 ripples were needed here, however for the longer gratings where the 
footprint remains in the region 3 ripples is superior due to the additional stability. 
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From an instrumental point of view measurement to the first few ripples encourages 
the use of thinner layers of gold which give larger amplitude ripples for small 
defocuses and the rapid decay of these ripples is not an issue because the later ones 
will not be used. 
Quantification of crosstalk in interferometric microscope 
The next task is to investigate the interferometric microscope to see whether we can 
accurately measure the plasmonic angle șp if we perform a V(z) measurement at the 
centre of material for different grating period and compare the results with the 
uniform sample case. The results in figure 5.17 confirm that there were also some 
crosstalk effects for the interferometric microscope although the crosstalk was very 
small compared to the non-interferometric case as for the non-interferometric case it 
was required to go up to 30 microns period to obtain the correct plasmonic angle 
compared to the uniform case for the both x and y polarisations, on the other hand we 
can see clearly that even for the 8 microns grating period the V(z) ripples were very 
close to the V(z) for the uniform case. 
 
Figure 5.17 shows V(z) for 1 micron, 30 microns grating periods and uniform sample measured at the 
central point material of n=1.5 with thickness of 10 nm. NA=1.65 n0=1.78 gold thickness of 46 nm and 
633 nm x polarisation incidence. The sample was in water ambient. Remark that the results for y and r 
polarisations are similar to this figure with an exception that the r polarisation has bigger ripples. 
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The equation [5.2] enables us to calculate the plasmonic angle șS
 
from the V(z) 
ripples. The șSresults converted from V(z) measurements for different positions on 
grating samples are shown in figure 5.18, this is similar to the non-interferometric 
case which confirms that the best position to measure șS is at the centre of each 
materials. 
 
a) 
 
b) 
Figure 5.18 shows plasmonic angles șS of interferometric microscope for 4 micron, 8 microns grating 
periods and uniform sample measured at the central point material of n=1.5 with thickness of 10 nm. 
NA=1.65 n0=1.78 gold thickness of 46 nm and 633 nm. The sample was in water ambient. The 
plasmonic angle was measured using accumulative measurement of the first two ripples a) For x-
polarisation and b) For y-polarisation 
There is an interesting contrast reversal figure 5.18a, which shows that measurements 
on the 4 micron periodicity gratings are not valid for x polarisation. This will be 
explained in the results section later. 
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5.2.3 Comparison of the non-interferometric and interferometric systems 
It is necessary to compare performances of the non-interferometric and 
interferometric microscopes, which have different plasmonic angles. Therefore the 
best way to compare them is to use relative value ヴ , which is given by: 
ߟ ൌ ఏ೛ǡ೒ೝೌ೟೔೙೒ೌ೟೟೓೐೎೐೙೟ೝ೐೚೑೙సభǤఱିఏ೛ǡ೒ೝೌ೟೔೙೒ೌ೟೟೓೐೎೐೙೟ೝ೐೚೑೙సభǤయయఏ೛ǡೠ೙೔೑೚ೝ೘ೞೌ೘೛೗೐೚೑೙సభǤఱିఏ೛ǡ್ೌೝ೐೒೚೗೏ೢ೔೟೓ೢೌ೟೐ೝ೚೑೙సభǤయయ   [5.9] 
The ߟ term tells us about how closely we can resolve the SP plasmonic angle in a 
confined region compared with the uniform sample case.  
5.2.4 Polarisation consideration 
It is worth pointing out at this stage that many authors have advocated the use of 
radial polarisation in SP microscopy (Moh et al 2008). As explained in the previous 
chapter, this allows all the incident light to be p-polarised so that the magnitude of the 
V(z) oscillations is increased. Moreover for the contrast mechanism that requires a 
tightly focused spot, for radial polarisation the diffraction limited spot is tighter and 
more symmetrical; it is therefore gives clear advantages.  
For the grating sample case here, however, the merits of radial polarisation are less 
clear cut and in this paper we will consider linear polarisation oriented both parallel 
and perpendicular to the grating vector as this will allow us to obtain a better physical 
picture of the mechanisms involved. Simulations were also produced for radial 
polarisation which shows curves intermediate between the x- and y-polarisation cases 
and these are omitted for brevity. 
5.3 Simulation results 
Simulation results obtained from full back focal plane microscope simulations using 
RCWA calculation will be presented; firstly the non-interferometric microscope 
results, followed by the interferometric results in order to confirm that the 
interferometric microscope performance is better than the other and investigate the 
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effects of crosstalk on the interferometric system as from this chapter onward results 
presented will be about the interferometric and confocal microscopes, where some 
mathematical techniques and optical devices are employed to extract some SP 
information from the interference signal described in this chapter. Therefore it is very 
important to understand the effect of crosstalk on the interferometric microscope. 
Although the crosstalk results for the non-interferometric microscope are not 
considered here, the concept of crosstalk in the interferometric microscope is still 
applicable. 
5.3.1 Simulation results for the non-interferometric microscope 
Firstly let us look at the plasmonic dips of two cases 36 nm and 46 nm of uniform 
gold in figure 5.19 to remind ourselves about the propagation length effect. 
 
a)                                                            b) 
Figure 5.19 shows a) Modulus of reflection coefficient from gold sandwiched between two half spaces. 
Wavelength=633nm, NA=1.65, n1=1.78, ngold=0.17+3.52i, nlower= 1.33 (water). The sample is at the 
focal point of the objective. Solid curve 36nm gold thickness, dashed curve 46nm gold thickness. 
b) Phase of reflection coefficient corresponding to case of figure 5.19a. 
I explained in chapter 2 that steeper gradient of the phase of the reflection coefficients 
indicates the longer propagation length of the SP. Therefore in this case the 46 nm has 
a longer SP propagation length than the 36 nm case. We can see from figures 5.20 
and 5.21 that for the non-interferometric case the propagation length of the SP affects 
the rate of convergence to the value associated with the uniform sample, the 36nm 
coating giving better performance than the thicker coating with the longer 
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propagation length. The effect of the NA is not so pronounced as the higher NA does 
not improve the measurement resolution. The only factor that improves the 
performance of the non-interferometric system is the propagation length; the shorter 
propagation length gives a better resolved plasmonic angle resolution.  
 
Figure 5.20 shows difference in recovered value ヴ  of SP excitation angle, șS, on coated (10nm 
dielectric n=1.5) layer and bare layers versus grating period for incident x-polarisation for 
non interferometric microscope, determined by position of dip in back focal plane. Solid 
curve: 36nm gold layer NA=1.65, dotted curve: 46nm gold NA=1.65, dashed curve: 36nm 
gold NA=1.49, dot-dashes: 46nm gold NA=1.65. 
 
Figure 5.21 shows difference in recovered value ヴ  RI63H[FLWDWLRQDQJOHșSRQFRDWHGQPGLHOHFWULF
n=1.5) layer and bare layers versus grating period for incident y-polarisation for non interferometric 
microscope, determined by position of dip in back focal plane. Solid curve: 36nm gold layer NA=1.65, 
dotted curve: 46nm gold NA=1.65, dashed curve: 36nm gold NA=1.49, dot-dashes: 46nm gold NA=1.65. 
 
By comparing the performance of x and y polarisations in figures 5.20 and 5.21, we 
can clearly conclude that y polarisation can be better used to measure the SP 
parameter over a confined region, however, even for quite big grating periods such as 
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25 microns the value of ヴ  does not reach a hundred percent. In other words, even 
though y polarisation is better than x polarisation, it is still recommended that the SP 
measurement is carried out using either uniform sample or microfluidic channels with 
a long separation such as 15 microns and 15 microns pad of detection area. 
5.3.2 Results for the interferometric microscope 
From figure 5.22a, we can see that the 36 nm case ripples have higher amplitude than 
the 46 nm case. In other words, thinner layer of metal gives stronger ripples 
amplitude. This finding has been experimental confirmed by (Roland et al 2010). 
They have recently discussed the use of thinner layers in microscopy where the SP is 
more strongly excited. It is interesting to note that for a conventional SP sensor better 
sensitivity would be obtained with the thicker layer which supports SP with a longer 
propagation length, while the stronger excitation with thin layers encourages the use 
of thinner layers for microscopy applications. Figure 5.22b shows V(z) curves 
obtained on a uniform sample compared with 6 microns grating, this is strong 
evidence of the presence of crosstalk. The V(z) on the grating was obtained at the 
midpoint of the region of the material directly under the axis of the beam is the same, 
in the grating case, however, the properties of the adjacent material vary. We see that 
initially the curves obtained on the grating are close to those on the uniform sample 
but gradually start to deviate substantially as the defocus increases, since the points of 
H[FLWDWLRQDQGGHWHFWLRQµD¶DQGµE¶)LJXUH7a) become separated they are no longer 
enclosed in the region we are trying to measure. The period of the dashed curve 
associated with the grating becomes longer since the SP now also propagate on the 
bare region where the V(z) periodicity as predicted by equation [5.7] is larger as 
discussed in section 5.2.2. 
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a)                                                                              b) 
Figure 5.22 shows V(z) curves calculated for the same case as shown in figure 5.19 Solid curve 36nm 
gold thickness, dashed curve 46nm gold thickness. a) full range of z defocus scan from -6 microns to 2 
microns and b) V(z) curves on uniform sample (36 nm gold and 10 nm dielectric n=1.5), solid curve. The 
dashed curve is obtained in grating sample as shown in figure 5.1c, with same parameters as uniform 
sample on measured region SRLQWµD¶with nb *UDWLQJSHULRGȝPPDUNVSDce ratio 50-50 and 
input polarisation along x direction. 
 
In order to get a better idea of the effect of structure on the V(z) we present results of 
simulations which show the effect of the periodicity of the grating structure. These 
are shown in figure 5.23 incident x-polarisation and in figure 5.24 for y-polarisation. 
We can see as expected that as the periodicity of the grating increases towards 10 
microns (corresponding to a local region of 5 microns) the values for both x- and y- 
incident polarisation tends to the value obtained with a uniform sample. It is also 
clear that the y-input polarisation tends to the value obtained on a uniform sample for 
much smaller grating periods compared to the case where the input polarisation is x- 
polarised. It is well known and established experimentally that SP resolution in non-
interferometric imaging is superior when the SP propagates perpendicular to the 
grating (along the grooves) compared to the case where the SP propagates across the 
grating (Stabler et al 2004). The physical reason for these seemingly analogous 
effects is, however, different as considered in the discussion section. For a layer of 
thickness of 46nm the results converge as almost as quickly as those associated with 
the 36nm thick layer where the propagation length of the SP is shorter. This confirms 
our assertion that the confinement is not propagation length limited in the 
interferometer system but arises from the optical configuration.  
146 
 
We do notice a considerable difference between the performance of the NA=1.65 and 
the NA=1.49 cases with the rate of convergence between the value associated with the 
uniform sample being approximately between a factor of two or three greater for the 
higher numerical aperture. This is not due in any sense to the higher resolution 
associated with the greater numerical aperture but arises from the different angles at 
which the SPs are excited. In the case of the NA=1.49 lens the index of the immersion 
fluid is 1.52 which means the SP are excited at approximately 72 degrees whereas in 
the case of the NA=1.65 and immersion fluid with index 1.78 is approximately 54 
degrees. If we now refer to the upper diagram in Figure 5.7DZHVHH WKDWSRLQWV µD¶
DQGµE¶DUHVHSDUDWHGLQWKHVLPSOHJHRPHWULFDOpicture by ?൫ ߠ௣൯ݖ, where z is the 
defocus, this means that the footprint is larger by the ratio of the tangents of the SP 
excitation angle, which taking the values above is approximately 2.2; we believe it is 
this geometrical effect that degrades the performance of the lower NA. 
 
Figure 5.23 shows difference in recovered value ヴ  of SP excitation angle, șS, on coated (10 nm 
dielectric n=1.5) layer and bare layers versus grating period for incident x-polarisation. Solid curve: 36 
nm gold layer NA=1.65, dotted curve: 46 nm gold NA=1.65, dashed curve: 36 nm gold NA=1.49, dot-
dashes: 46 nm gold NA=1.65. Values of șS were obtained from the periods of the first two ripples and 
converted using [5.2]. 
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Figure 5.24 shows difference in recovered value ヴ  of SP excitation angle, șS, on coated (10 nm 
dielectric n=1.5) layer and bare layers versus grating period for incident y-polarisation. Solid curve: 36 
nm gold layer NA=1.65, dotted curve: 46 nm gold NA=1.65, dashed curve: 36 nm gold NA=1.49, dot-
dashes: 46 nm gold NA=1.65. Values of șS were obtained from the periods of the first two ripples and 
converted using [5.2]. 
 
It is interesting to point out that for the grating period below 5 microns, ヴ  is negative 
for x polarisation as the șS of the two regions seem to switch over each other in 
figures 5.18a, 5.23 and 5.25.  We are definitely of a firm view that the switching over 
HIIHFW GRHV QRW DFWXDOO\ PHDQ HLWKHU ZH FDQ PHDVXUH WKH SURSHUW\ RI UHJLRQ µE¶ E\
PHDVXULQJ LW DW WKHFHQWUHRI UHJLRQ µD¶RU WKHRWKHUZD\DURXQG7KHHIIHFW FDQEH
seen for the both NAs, only for x polarisation and for short period of grating; 
therefore it must be that the effect occurs because of the propagating length of SP 
with strong reflection when the SPs excited are propagated to the end on the material 
region and then reflected back. The reflected SPs will then modulate the phase and 
amplitude of the propagating SPs. The reflected SPs (shown in red line in figure 5.26) 
are also scattered back by the other end of the material and this forms multiple 
reflections within the grating period.  
The evidence of this effect is that when mismatched intrinsic impedance of the SP is 
reduced (reflection coefficient is reduced), the plasmonic angle should get closer to 
its uniform value. Therefore let us assume that we can change the refractive index n2b 
shown in figure 5.1c from 1.33 to 1.2 and 1.4 respectively by keeping n1b=1.5. This 
means for the case n2b=1.2 the mismatched impedance is increased, on the other hand 
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for the case n2b=1.4 the mismatched impedance is decreased. Therefore we expect to 
see that for the case n2b=1.4 the plasmonic angle șp measured at the centre of n1b=1.5 
will get closer to its uniform value and in contrast for the case n2b=1.2 the plasmonic 
angle șp measured at the centre of n1b=1.5 will be even worse. The result has come up 
as predicted and been shown in figure 5.25, where the șp calculated from the V(z) 
curves in figure 5.27 using 3 consecutive peak measurements are 53.86, 54.03 and 
54.48 degrees for n2b=1.2, n2b=1.33 and n2b=1.4 respectively, where the uniform 
value for n=1.5 is 54.68 degrees. 
 
Figure 5.25 shows switching over effect of plasmonic angles; NA=1.65 n0=1.78 wavelength=633 nm 
uniform gold with thickness of 36 nm. The plasmonic angle was calculated using 3 consecutive peaks 
measurement method. Black solid curve is uniform sample case, black dashed line is bare gold case, blue 
solid is the plasmonic angle measured at the centre of n=1.5 of the grating sample and blue dashed line 
is the plasmonic angle measured at the centre of n=1.33 of the grating sample. 
 
Figure 5.26 shows multiple reflections in a small grating period x polarisation on one side of material;  
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Figure 5.27 shows V(z) responses measured at the centre of n2a =1.5. NA=1.65 n0=1.78 wavelength=633 
nm uniform gold with thickness of 36 nm. n2a =1.5(fixed) and n2b=1.2, n2b=1.33 and n2b=1.4 (varied) 
grating period = 3 microns 
 Crosstalk in the interferometric microscope 
It is also important to examine the effect of crosstalk between adjacent 
regions. We now focus on a region of index 1.5 and thus keep n2b unchanged 
but consider the effect of varying the index of the adjacent region, n2a, 
between a low value of 1.3 and high value of 1.7. Figure 5.28 shows the effect 
of changing the index of the adjacent region for a 10 micron grating using the 
first 2 V(z) ripples to perform the measurement. The y-axis shows the variation 
of the measured value of surface plasmon angle compared to a uniform 
sample, so a value of zero indicates no crosstalk. We see as expected that the 
crosstalk increases going from y- to r-  to x- polarisations. We also see that the 
high NA objective with high refractive index couplant (NA=1.65) gives 
smaller crosstalk compared to the lower index (NA=1.49 blue) as expected 
from figures 5.23 and 5.24. 
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Figure 5.28 Deviation from recovered surface plasmon angle, șSFRPSDUHGWRDXQLIRUPVDPSOHDVD
function of refractive index of adjacent region for different layer thicknesses and polarisation angles. 
Black solid y-polarisation, dashed r-polarisation, dotted x-polarisation layer thickness 36 nm NA =1.65. 
Blue solid y-polarisation, dashed r-polarisation, dotted x-polarisation layer thickness 46 nm NA=1.49. 
 
5.4 Discussion and conclusion 
In this chapter, we have analysed both the interferometric and non-
interferometric SP microscopes by numerical simulation and also given 
physical arguments to show that the interferometric performance in terms of 
measuring local refractive index is far superior to that of the non-
interferometer configuration on account of the fact that the points of excitation 
and, more particularly, detection are strongly localized by the interference 
process. When operating the interferometric microscope in defocused V(z) 
mode far better confinement is obtained when the angle for SP excitation is 
kept as small as possible as demonstrated by the results that show superior 
performance when the SP are excited from a high index as is the case with the 
1.65NA objective, with high index couplant.  
The results presented here have been analysed for scanning heterodyne 
interferometer but may be applied to a widefield system as well (Somekh et al 
2009) provided the pupil function can be controlled. The results discussed here 
should also be applicable to a conventional confocal system since the confocal 
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system has identical coherence properties and transfer function to the 
interferometer. Finally, we reiterate that the concept of resolution in SP 
imaging needs to be related to the precise type of measurement we are trying 
to perform, with this in mind we believe that the present study complements 
(Elezgaray et al 2010) to give a  more complete picture of resolution issues in 
SP microscopy. 
The table 5.3 provides a summarised story for the interferometric microscope 
performance. 
Grating 
period 
(microns) 
ɻ2 for x-
polarisation 
ɻ3 for x-
polarisation 
ɻ2 for y-
polarisation 
ɻ3 for y-
polarisation 
ɻ2 for r-
polarisation 
ɻ3 for r-
polarisation 
ɻ3 for x-
polarisation 
at 25% 
position 
ɻ3 for y-
polarisation 
at 25% 
position 
5 9.952 -4.674 78.297 63.040 44.125 29.183 -24.396 47.280 
7 56.835 35.761 92.806 78.260 74.821 57.011 6.959 57.130 
9 87.410 62.500 98.561 92.390 92.986 77.445 28.849 70.216 
11 96.043 89.565 99.880 97.830 97.962 93.698 42.813 78.264 
13 97.722 92.717 100.360 99.674 99.041 96.196 51.862 79.640 
15 100.120 98.370 100.959 100.109 100.540 100.217 53.730 80.087 
17 99.880 100.000 100.600 100.000 100.240 100.000 56.789 81.531 
19 99.400 100.000 99.880 100.000 100.000 100.000 58.102 82.563 
Table 5.3 depicts ratio of recovered difference in surface plasmon angle on grating samples compared to 
difference in recovered surface plasmon angle on uniform sample for a 10nm layer with refractive index 
values of 1.5 and 1.33 respectively. Gold thickness 36nm, NA=1.65. 
 
Where Ș2 and Ș3 in the table refer to the first 2 and the first 3 consecutive peaks 
accumulative measurement methods respectively. As explained earlier that the longer 
negative z defocus will give us a more stable result. From the table 5.3, it is clear to 
conclude that firstly the accumulative 2 peaks measurement method reaches the 
uniform sample condition quicker than the accumulative 3 peaks measurement 
method; however once the accumulative 3 peaks measurement method reaches the 
uniform case the results are a lot more stable compared to the other case. The table 
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also confirms to us that the best position to measure the SP is at the centre of the 
grating, where the last two columns of the table show ߟ when șp is measured at 25% 
length of grating. The table also provides us with a complete story of the 
performances of different polarisations; y polarisation is the best option for SPR 
measurement in a confined region follows by r and x polarisations respectively. Very 
accurate results compared with the uniform case can be obtained at around 9-11 
microns periods of grating, which means the smallest microfluidic channel we can 
use is about 4.5-5.5 microns for the interferometric microscope which also minimizes 
the effect of crosstalk. This is, of course, is not an absolute guideline for designing a 
SPR sensor device as the sensitivity of the V(z) is dependent on refractive index 
contrast between the two channels and also the thickness of the sample and in 
addition what parameter that V(z) is sensitive to the change in the local SP coupling 
FRQGLWLRQ ǻk-vector which in this case directly proportional to ¨nd, where ¨n is 
refractive index contrast of the two channel and d is the thickness of sample. The 
reason I modelled the material with n=1.5 in water ambient and 10 nm thick was 
because it is of the same order as biological membranes such as cell membranes and 
protein. 
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Chapter 6 
SPR confocal microscopy 
In this chapter, I will show that the complexity of the two arm heterodyne SPR 
microscope can be reduced using confocal microscope configuration and moreover 
that a similar V(z) measurement performance can be obtained from the confocal 
system. However, there are some issues which need to be addressed. Firstly, effects 
of the confocal pinhole size on the V(z) measurement and the ripple amplitude as the 
confocal will detect the interference signal in intensity rather than field; therefore the 
amplitude of ripples in the confocal will be smaller than the interferometric one. All 
the issues and some ways to get around them will be discussed in this chapter.  
6.1 SPR Confocal microscopy theory 
It has been shown in the previous chapters that a scanning heterodyne interferometric 
microscope with an oil immersion objective can be used for high resolution surface 
plasmon (SP) imaging. The essential idea is that when the sample is moved above the 
focal plane of the objective there are two major contributions to the output signal; one 
arising from the SP and the other arising from light directly reflected from the 
sample. As the sample is defocused the relative phase between these contributions 
changes leading to an oscillating signal whose period depends on the angle of 
incidence at which SPs are excited. Recently, this idea has been extended to a wide-
field configuration (Somekh et al 2009).  
The problem associated with the interferometric configuration is that it places severe 
demands on system stability and in the case of the heterodyne system acousto-optic 
modulators and associated electronics are required. In a scanning interferometer the 
interference signal is recovered from the product of the returning field in the back 
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focal plane (BFP) and the reference beam so that this signal is proportional to the 
integral of the reflected field (assuming a uniform reference beam).  
The two arm heterodyne microscopy setup is shown in figure 6.1. For the heterodyne 
system the reference beam is provided separately with the reflected beam. The idea to 
reduce the complexity of the heterodyne system is to provide the V(z) reference beam 
DWWKHFHQWUHRIWKHUHIOHFWHGVRFDOOHGµFRPPRQSDWK¶LQWHUIHUHQFHDVVKRZQLQILJXUH
6.2a.  
 
Figure 6.1 shows a scanning interferometric SPR microscope setup (Somekh 2007) 
The common path interference configuration can be achieved by confocal setup as 
shown in figure 6.2b. When the sample is defocused the major contributions to the 
signal arise from the paths P1 and P2. Path P1 involves light incident and reflected 
close to normal incidence and path P2 comprises light incident at the angle for 
H[FLWDWLRQRI63V WKLVJHQHUDWHV63VDWSRVLWLRQµD¶ WKLVFRXSOHVEDFN WROLJKWDWDOO
positions, however, in the confocal system only the light appearing to come from the 
IRFXVUHUDGLDWLQJDWµE¶SDVVHVWKURXJKWKHSLQKROH2IFRXUVH63VH[FLWHGDWµE¶DQG
UHUDGLDWHGDWµD¶PDNHDVLPLODUFRQWULEXWLRQ 
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Figure 6.2 shows a) Conceptual diagram of SP confocal microscope; b) simplified schematic diagram of 
the experiment setup (Zhang et al 2012) 
The other difference between the confocal and heterodyne systems is the magnitude 
of ripples detected at the output; the confocal system will have lower ripple amplitude 
as there is no interference beam for the reflected beam to interfere with. In other 
words, the confocal detects ܫሺݖሻ ൌ ȁܸሺݖሻȁଶ rather |V(z)|; this, of course, means that 
the background becomes large and, on the other hand, ripple become smaller relative 
to its background. It will be shown later in section 6.2.2 that this issue can be largely 
addressed by pupil function engineering. The purpose of pupil function engineering is 
to suppress light that does not contribute to the signal. 
The other difference between the heterodyne system and confocal system is that for 
the heterodyne system we do not have to take effect of pinhole size in to account, 
whereas here for the confocal system the pinhole needs to be small for ideal 
performance as when the pinhole becomes wider SPs emitted from different positions 
are detected and we would expect the ripples to become less well defined. The effect 
of pinhole size will be discussed in section 6.2.1. 
For the experimental setup and simulation parameters, the confocal system was setup 
as shown in figure 6.2b. A 632.8nm He-Ne laser (10mW) was used as the 
illumination source. Beam expanders were used to increase the beam diameter of the 
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beam incident onto the spatial light modulator (SLM) which was conjugate with the 
BFP of the immersion objective. The SLM was used to control the effective 
illumination pattern in the BFP. A pellicle beam splitter was used to separate 
illumination and imaging paths. The microscope objective used in this study was a 
1.25 NA oil immersion objective, which had sufficient aperture to excite SPs in air. 
The light distribution reflected from the sample was imaged onto the CCD camera 
which served as a variable pinhole. The light from the sample was magnified by 
approximately 1000 times from the sample to the CCD plane so that a point spread 
function occupied >100 pixels, this allowed the pinhole radius to be readily controlled 
by selecting different regions of camera, moreover, spreading the returning beam 
reduced the problem of saturating individual pixels. Samples were mounted in the 3-
dimensional (3D) scanning system, which consisted of a 3axis mechanical stage 
drive, piezoelectric actuators (P621.1CD, Physik Instrumente) stage and (P-541.2CD, 
Physik Instrumente) giving 1 and 2 axes of movement respectively. The SLM, PZT 
stages and camera were controlled by software based on LABVIEW and all data were 
processed with MATLAB. Samples were prepared by coating gold with or without 
BSA on cover glasses; 2nm chromium was coated between gold and cover glasses to 
improve the adhesion. 
Acknowledgement: the experimental results presented in this chapter were carried out 
by my colleague Bei Zhang and published in Optics express 2012 (Zhang et al 2012).   
6.2 Simulation and experimental results 
6.2.1 Effect of pinhole size 
In order to investigate the effects of pinhole size, we define the size of pinhole by 
radius of Airy disc radius (0.61O/NA). In the experiment, the image plane images as a 
function of z defocus were captured and post-processed to calculate the intensity as a 
function of z defocus I(z) for different sizes of pinhole. This was slightly different 
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from the simulations, where, for the simulation, bfp images for every z defocus 
position were calculated and Fourier transformed to calculate the Airy disc pattern. 
We can then calculate the total intensity for different pinhole sizes as a function of z 
defocus distance. 
Experimental and simulation case: NA=1.25, n0=1.52, n1 was gold layer with 50 nm. 
Wavelength 633 nm p-polarised wave; there were cases investigated in this section 
firstly bare gold in air and secondly coated gold, where the gold is coated by a 10 nm 
of a refractive index of 1.5. 
 
a)                                                              b)                                                                                   
Figure 6.3 shows V(z) curves for different pinhole diameter. Solid curve 50nm bare gold, dashed curves 
gold with 10nm overlayer with refractive index 1.5. Each pinhole diameter is displaced by 0.1 in the y-
axis and overlayers are displaced by 0.05 in the y-axis. Pinhole radii are defined in terms of radius of 
Airy disc radius (0.61O/NA ) are shown in the legend (Zhang et al 2012)                                                           
a) simulation results and b) experimental results 
Figure 6.3b shows experimental V(z) curves obtained from a coverslip that was 
coated with 50nm gold and 2nm chromium. For the large pinhole diameters the 
system has the same transfer function as a wide-field imaging system and the ripples 
are not observed; as can be seen in the simulations of figure 6.3a. For very small 
pinhole diameters the SNR is poor since little light is detected, so a suitable 
compromise between satisfactory confocal response and good SNR is, for pinhole 
size between 0.1 and 0.5 of the Airy disc; similar to the values used in most 
conventional confocal imaging experiments. 
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The figure also demonstrates that the V(z) effect is periodic with a period of 741nm 
close to the expected value of 752nm, however errors in film thickness and properties 
and also changes in the pupil function (Elezgaray et al 2010) account for this 
difference. A systematic error in absolute period does not prevent the measurement of 
very small changes, which is the primary purpose of most SP sensors. The figure also 
shows that the contrast is low and to this end we discuss the effect of pupil function 
engineering to mitigate this problem. 
6.2.2 Increase the ripples magnitude by pupil function engineering 
In this section, I will demonstrate that the ripples magnitude can be enhanced by pupil 
function engineering; where we try to reduce the effect of the spatial frequencies that 
do not contribute the interfere signal. This can be done by employing either an 
amplitude SLM or phase SLM to suppress the intensity of the unwanted frequencies. 
The pattern from the SLM was imaged onto the BFP of the objective to modulate the 
pupil function of the scanning system. In other words, the ripple contrast can be 
increased by attenuating some of the spatial frequencies as shown in figure 6.4.  
For a confocal system, it is expected that even if the sample is just a pure mirror, V(z) 
curve still presents some oscillatory behaviour which arises from the edges of the 
pupil function (Gong & Hsu 1994). The experimental results in figure 6.4b show that 
the period is approximately 559 nm, and the strength of the signal is also about 15%, 
which means that when using uniform illumination, it is difficult to obtain a good 
quantification. 
Both the theory and simulation results show that the oscillatory behaviour arises from 
the sharp edge of the pupil function. Clearly, the effect of this edge obscures the 
ripples due to SPs, however, it also affects the period of the ripple as determined by 
the equation 5.2 as explained in detail in the previous chapter.  
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A reference beam whose phase does not vary in a perfectly linear fashion will also 
lead to variations in the measured period when SPs are present; it will not affect, 
however, the detection of SPs just the absolute quantification. In order to overcome 
this problem and also to increase the relative size of the SP contribution, pupil 
function modulation by a SLM was used and two functions to smooth the patterns on 
the BFP are discussed, we name these FuncM and FuncB as shown in figure 6.4. The 
experimental results show that the two functions work well in the system and can be 
used to reduce the ripples due to the pupil function as shown in figure 6.4c. We can 
also see that reducing the background signal in the angular range between normal 
incidence and the region where SPs are excited greatly improves the SP contrast; this 
can be clearly seen from the comparison between FuncM and FuncB in figure 6.4d. 
Figure 6.4 shows effects of different pupil functions on recovered V(z) for mirror and gold samples. (a) 
Pupil function distributions. Green dashed curve shows the p-polarisation reflection coefficient with 
respect to the aperture of the microscope object. This shows the SP dip relative to the objective aperture. 
The blue (FuncM) and red (FuncB) curves show the modified pupils to optimize contrast and reduce 
oscillations due to hard cut off in the lens aperture. (b) V(z) comparison between mirror and 50nm Au 
when using uniform illumination. (c) V(z) curves from a mirror using uniform, FuncM, and FuncB 
pupils. (d) V(z) curves of 50nm gold by FuncM and FuncB pupil functions. (Zhang et al 2012) 
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 6.2.3 Imaging capabilities 
In order to demonstrate that the technique can be used for spatially resolved 
measurements, a protein, bovine serum albumin (BSA) grating as shown in figure 6.5 
was imaged. BSA is a typical biological protein and the effective refractive index of 
BSA on gold surface is approximately 1.4 (Beketov et al 1998). In this experiment, 
the BSA was fabricated on coverslips (refractive index 1.52) coated with 50nm gold 
with a period of  25 µm, with the BSA occupying 10 µm. The AFM measurement 
results show that the thickness of the grating was approximately 30nm.  
 
Figure 6.5 shows structure of BSA grating used in this study (Zhang et al 2012) 
Figure 6.6 shows the 1D line traces of the BSA grating when the defocus distances 
DUH í P WRS OHIW í P WRS ULJKW DQG DW WKH IRFDO SODQH ERWWRP OHIW
UHVSHFWLYHO\,WFDQEHVHHQWKDWWKHLPDJHVDWGHIRFXVíPDQGDWíPDUH
inverted, which can be easily explained by the bottom right figure, with different 
defocus (say position A and B), V(z) values of coated and uncoated grating are 
inverted.  At the focal plane the grating contrast is extremely poor. It should be 
mentioned that at the focal plane, the intensity is much larger than the values when 
the sample is defocused. In order to get better contrast for the defocused values the 
light level was increased which saturated the signal at focus, which accounts for the 
saturation seen in Figure 6.6d, of course,  Figure 6.6c was taken at the lower power 
level where the focal distribution was unsaturated. 
Figure 6.7 shows the 1D images of the BSA grating using different pinhole radii. It 
can be seen that contrast varies with the pinhole radius. When the normalized pinhole 
radius is 2, that is essentially, the conventional scanning microscope, the shape of the 
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grating almost vanishes. With smaller pinhole radius, like 0.8, the grating shape can 
be recognized but with lower contrast; while the radius shrinks to 0.1 or 0.01, the 
image can be obtained with better contrast. For the very small pinhole radius of 0.01 
the SNR is poorer than 0.1 as expected although the values are still acceptable. We 
can see than confocal imaging gives greatly improved contrast and quantification. 
The polarisation direction of the illumination was along the grating fringes. 
 
Figure 6.6 shows 1D grating images with different defocuses. Bottom right shows V(z) curves on coated 
and uncoated regions explaining contrast reversal. (Zhang et al 2012) 
 
Figure 6.7 shows oQHGLPHQVLRQDOJUDWLQJLPDJHVDWíȝPGHIRFXVXVLQJGLIIHUHQWSLQKROHUDGLL
(Zhang et al 2012) 
162 
 
6.2.4 Crosstalk measurement 
In this section, I will show that the confocal system can give us a similar performance 
to the heterodyne system. This is done by simulating the relative difference in 
plasmonic angle ヴ  as a function of grating period as discussed in the previous 
chapter. The relative difference in plasmonic angle ヴ  was calculated for heterodyne 
system and confocal system with different pinhole sizes ranging from 0.1, 0.25, 0.5 
and 1 of the airy disc radii for x and y polarisations as shown in figures 6.8 and 6.9. 
Note that the term V(z) measurement in figure caption of figure 6.8 and 6.9 means 
V(z) response from the scanning heterodyne system discussed in the previous chapter. 
From the figures 6.8 and 6.9, we can see that the heterodyne and confocal systems 
gave us similar results; however the performance of the confocal depends on the 
pinhole size. For the pinhole size of 1, the ripple amplitude was very small and the 
ripple period ¨z cannot be determined. In other words, for the confocal system as 
ORQJDVZHFDQGHWHUPLQHWKHULSSOHSHULRG¨]WKHPHDVXUHPHQWSHUIRUPDQFHZRXOG
be similar to the heterodyne system, although the bigger pinhole size would degrade 
the accuracy of the SP measurement. 
 
Figure 6.8 shows the relative difference in plasmonic angle ヴ  as a function of grating period for 
heterodyne and confocal system with different pinhole sizes; x polarisation 
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Figure 6.9 shows the relative difference in plasmonic angle ヴ  as a function of grating period for 
heterodyne and confocal system with different pinhole sizes; y polarisation 
6.3 Discussion and conclusion 
In this chapter, I have demonstrated the feasibility of using a confocal arrangement to 
perform localized measurement of SP propagation. We have examined the effect of 
pinhole diameter and also shown the effects of different illumination pupil functions. 
The method offers an alternative to interferometric SP imaging which is simpler and 
more stable, and perhaps the most significant advantage is that is can be incorporated 
into a conventional confocal microscope with minimal adaptation. The use of 
alternative input polarisation states will provide a useful extension of the technique. 
It is interesting to note that not only the pinhole size affects the V(z) response, but 
also the pinhole position. In the future work section, I will show that the pinhole 
position can shift the position of the ripples. Also it is interesting to investigate the 
use of multiple pinholes; this might give us some rich information about the SP 
effect. 
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Chapter 7 
SP imaging using a spatial light modulator 
In this chapter we consider ways to extract the surface plasmon (SP) signal from the 
interference signal, so that we might gain some insight of physical SP behaviour in 
the interferometric system as well as looking at new ways to perform the SP 
measurements. More importantly, one of the main aims of extracting the SP signal is 
to be able to measure the SP without mechanical scanning. 
In this chapter therefore, we will present a way to extract SP wave profile from the 
interference response obtained from the SP confocal microscope using a spatial light 
modulator (SLM). It will be shown that this calculation not only gives insight into the 
physical nature of the SP, but also provides a mean to improve spatial resolution.  
We present two types of SP extraction algorithms, using either amplitude SLM (A-
SLM) or phase SLM (P-SLM). Although we are of the firm view that the P-SLM 
gives us the better performance in terms of noise, the A-SLM was also studied as it 
can carry out the similar task at a lower cost, albeit with certain limitations as 
discussed later. 
More importantly, we also discuss the imaging performance when using the 
amplitude and phase stepping algorithms to quantify the SP measurement. This shows 
an additional advantage of the method that they give less crosstalk from adjacent 
regions compared to z scanning of V(z) measurement.  
The chapter begins with an explanation of the assumptions required and validation of 
the assumptions. Secondly, I will discuss amplitude stepping algorithms and we will 
show that they require a 100% fill factor. We then present a phase stepping algorithm, 
which will be shown that it does not suffer from fill factor problem and it is more 
robust to noise. We then demonstrate the main aim of this chapter by demonstrating 
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that the algorithms enable us to quantify the crosstalk effect without having to 
measure the ripple period as discussed in chapter 5. 
7.1 Assumption and validation 
It is important to note that in this chapter, all the simulations were calculated with a 
pinhole size of 0.1 times the Airy disc size. It was shown in the previous chapter that 
as long as the pinhole is no bigger than 0.5 times radius of Airy disc; we should be 
able to get an accurate V(z) measurement performance. 
As discussed in the chapter 5, the interference effect V(z) of the SPR can be depicted 
as a vectorial summation of two vector fields, namely the SPR field |S| and its 
reference field |R| as shown in figure 7.1. This is our main assumption, namely that 
the V(z) can be reconstructed by interfering the two vector beams. 
 
Figure 7.1 shows the vectorial sum of SP and reference beams; reference signal in blue, SP signal in 
green and integrated signal in red. 
From figure 7.1, we can see that the interference term can be described as a vectorial 
sum using the cosine rule, which is given by: 
ȁܸȁଶ ൌ ȁܴȁଶ ൅ ȁܵȁଶ ൅  ?ȁܴȁȁܵȁ  ߠ  [7.1] 
All the SP interferometric microscopes have been so far studied through the term |V| 
rather than directly extracting the term |S| and its relative phase ș. Therefore the main 
aim of this chapter is to determine the SP amplitude |S| and the relative angle ș. 
SP or 
|S|
ガ
Reference 
Signal
|R|
Integrated 
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|V|
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It is important to note that in this chapter the symbol ș represents the relative angle 
between |S| and |R| vectors; and the symbol Ȗ represents the angle of incidence. This 
is not to be confused with the symbol of the angle of incidence in the previous 
chapters.  
Validation to show that V(z) can be approximated by |S| and |R| vectors 
In this section, I will show that the V(z) curve can be reconstructed by equation [7.1]. 
This was done to test how well our assumption holds as we now assume that the 
complex field integration of the V(z) can be approximated by summation two vectors, 
which are |S| and |R|. 
Note the expression for the V(z) calculation is given by the complex field integration 
over the back focal plane, which can be expressed as: 
ܸሺݖሻ ൌ ȁ׭ ଵܲሺݏ݅݊ߛሻ ଶܲሺݏ݅݊ߛሻଶൣܴ௣ሺݏ݅݊ߛሻܿ݋ݏଶ׎ ൅ ܴ௦ሺݏ݅݊ߛሻݏ݅݊ଶ׎൧݁௝௡బ௞௖௢௦ఊ௭ ݀ݏ݅݊ߛ݀׎ȁ [7.2] 
Where ଵܲሺݏ݅݊ߛሻ is the amplitude pupil function of the SLM and ଶܲሺݏ݅݊ߛሻ is the pupil 
function of the objective lens. Rp and Rs are complex electric fields of p-polarised and 
s-polarised waves respectively, ߶ is the azimuthal angle and ߛ is the angle of 
incidence. It is important to note that the pupil function ଵܲሺݏ݅݊ߛሻ was not squared as 
it is now controlled by the SLM and the light illuminated on the SLM only once. 
Therefore instead of using equation [7.2] to calculate the V(z) curve, we want to see 
the effect of approximating the complex integral above by interference of two 
vectors, which is given by: 
ܸሺݖሻ ൌ ඥȁܴሺݖሻȁଶ ൅ ȁܵሺݖሻȁଶ ൅  ?ȁܴሺݖሻȁȁܵሺݖሻȁ ሾߠሺݖሻሿ    [7.3] 
Where R(z) is the reference beam, S(z) is the amplitude of SP and ș] is the relative 
angle between |R| and |S| vectors as depicted in figure 7.1. Therefore in this section, 
before using the equation [7.3] to extract the SP profile we should determine how 
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well we can approximate equation 7.2 with the equation 7.3. This can be done by 
comparing the V(z) curves calculated from the two equations to see how well agreed 
they are. 
Pupil functions used in this calculation are shown in figure 7.2 with the following 
simulation case; NA=1.65, n0=1.78 with a bare gold layer 50 nm in water ambient 
was illuminated with 633 nm incidence linear polarised wave. 
 
Figure 7.2 shows the pupil functions used in this section a) pupil function for determining |R(z)|, b) pupil 
function for determining |S(z)| and c) pupil function for determining V(z) 
For the two vector approximation, we firstly determine the |R(z)| which can be 
calculated by the same way as determining the V(z) with the pupil function 7.2a using 
equation [7.2]. This |R(z)| as shown in figure 7.3a was carried out in the similar way 
as the full back focal plane integration in order to ensure that the two methods 
produce the similar DC background level over the z defocus distance. Similarly the 
|S(z)| term can be also calculated using equation [7.2] with the pupil function shown 
in figure 7.2b.  
The last term that we have to work out is  ߠሺݖሻ, where it can be determined by the 
relative phase between two vectors, i.e. of  ?݇ ݖ and  ?݇ݖܿ݋ݏߠ௣. In this case, the 
plasmonic angle șp was 53.78 degrees, where we calculated the plasmonic angle by 
Fourier transform calculation and determining the dominant frequency of ripples for 
the V(z) calculated from equation [7.2], which will be shown in figure 7.5 later. The  ߠሺݖሻ calculated is shown in figure 7.3c. The equation [7.4] was derived based on 
the assumption that the V(z) ripples were formed by phase contributions only from |R| 
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and |S|. The central point of the bfp has the phase shift varying as 2kz and the SP 
contribution has the phase shift varying as N]FRVșp. ܿ݋ݏߠሺݖሻ ൌ ܴ݈݁ܽሺ݁ݔ݌ሺ݅ߜ െ ݅ ?݇ ݖሺ ? െܿ݋ݏߠ݌ሻሻሻ [7.4] 
Where ߜ is a phase factor to match the phasor model with the calculated V(z) from 
equation [7.2]. In other words, the ߜ term accounts for the phase difference in the two 
V(z) calculations. 
 
a)     b)     c)                                
Figure 7.3 shows a) |R(z)| b) |S(z)| and c)  ߠሺݖሻ 
From the figure 7.3b, we can see that the |S(z)| has two lobes; these are a combined 
effect of plasmonic and non-plasmonic reflections from the sample as described in 
Velinov et al and chapter 2. Velinov et al (Velinov et al 1999) captured an SP 
propagation image shown in figure 2.5, where they reported a similar shape to figure 
7.3b. 
It is also interesting to see whether the discrete pupil function as shown in figure 7.2c 
can give us a similar measurement performance compared to the continuous pupil 
function, such as the one used in chapter 5. The continuous pupil function used to 
compare the V(z) measurement performance in this section is shown in figure 7.4. 
The V(z) curve calculated using the pupil function in figure 7.4 by calculating the full 
back focal plane integration equation [7.2] is shown figure 7.5 (in red).  
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Figure 7.4 shows continuous pupil function 
From the results in figure 7.3, we can then work out the V(z) curve by substituting the 
results in the figure into the equation [7.3], we can then get the V(z) curve as shown in 
figure 7.5 (solid green curve). The figure also shows the V(z) calculated using full 
back focal plane integration in equation [7.2] as shown in figure 7.5 (solid blue 
curve). 
 
Figure 7.5 shows V(z) curves calculated using                                                                                            
1) (Solid green) two vector approximation in equation [7.3] using discrete pupil function shown in 
figure7.2c with phase factor of 1.586 radians to match with the ripple position on the blue curve            
2) (Blue) full bfp integration method in equation [7.2] using discrete pupil function shown in figure7.2c     
3) (Dashed green) two vector approximation in equation [7.3] using discrete pupil function shown in 
figure7.2c with phase factor of 3.6811 radians to match with the ripple position on the red curve                             
4) (Red) full bfp integration method in equation [7.2] using continuous pupil function shown in figure7.4 
The first comparison made here is a comparison between the two vector 
approximation and full back focal plane integration in order to determine whether the 
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two vector method can be used to model the full back focal plane integration. From 
the figure 7.5, solid green V(z) and solid blue V(z) curves (the first two upper lines) 
tell us that the two vector method can give us similar V(z) response to the V(z) 
response calculated using the full back focal plane integration, although there are still 
some discrepancies around 0 micron to -0.75 microns z defocus range. This is as 
expected as the two vector approximation will not apply close to focus. The analysis 
above quantifies when this approximation is valid and also allows one to assess the 
errors associate with using two vectors to represent the curves.   
The second comparison made here is a comparison between the V(z) responses 
obtained from the discrete pupil function and continuous pupil function. The figure 
(see the lower two V(z) curves in figure 7.5) also tells us that the continuous pupil 
function (solid red curve) and the discrete pupil function (dashed green) can give us a 
similar measurement performance, although there were some discrepancies; firstly in 
the DC level and secondly the shape of the first ripple were different; this was due to 
the use of different pupil function. The two vector approximation can give us even 
better approximation when we reduce the middle like the discrete pupil function. 
The next question is to investigate whether the two vector approximation responds to 
changes in refractive index in the same way as the full back focal plane integration as 
having discussed that the V(z) curves are sensitive to the refractive under the axis of 
the beam. This is investigated by using uncoated and coated cases as explained in 
chapter 5. The uncoated case is provided by simulating the following parameters: 46 
nm of gold in water ambient; NA=1.65 with n0=1.78 and O=633 nm linear polarised 
wave. For the coated case, a uniform layer of dielectric with 10 nm thick uniform 
sample n=1.5 is deposited on the gold layer. In order to calculate the two vector 
approximation. 
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The V(z) calculations for the coated and uncoated for the full back focal plane 
integration method were performed using pupil function shown in figure 7.2c. On the 
other hand, the șp for the two vector approximation were calculated from firstly 
determining |R| and |S| using pupil functions in figure 7.2a and 7.2b. After 
determining |R| and |S| we can then substitute these |S| and |R| into equation [7.3] and 
work out ǻ] by measuring the period of the FRVș function; we can then determine șp 
using equation [5.2].  
 
                                          a)                 b)                                                                            
Figure 7.6 shows a) V(z) curves calculated for  (Blue) bare gold case and (Green) coated gold using the 
discrete pupil function with full back focal plane integration and b) FRVș] curves calculated for  (Blue) 
bare gold case and (Green) coated gold using the discrete pupil function and two vector approximation. 
From figure 7.6, we can then measure the period of the ripples from the responses in 
figures 7.6a and 7.6b, we can then determine the difference in plasmonic angles ¨șp 
of the two uniform cases. For the full back focal plane integration shown in figure 
7.6a, the plasmonic angles șp for coated and uncoated cases were 52.82 and 54.32 
degrees respectively, which correspond to the difference of 1.50 degrees. Similarly, 
for the two vector approximation shown in figure 7.6b, the plasmonic angles șp for 
coated and uncoated cases were 52.82 and 54.33 degrees respectively, which 
correspond to the difference of 1.51 degrees. Note that the period of the ripple was 
determined by determining the mean value of the first six ripple periods. These results 
can provide us with strong evidence that the two vector approximation has a similar 
sensitivity to refractive index change. 
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To sum up, this enables us to conclude that the two vector approximation can give us 
a good approximation to the full back focal plane integration method, although there 
are still some discrepancies over the z defocus distance. The key conditions that we 
have to satisfy are to ensure that the discrete pupil function is designed to cover the 
plasmonic angle position and it is smooth enough to provide a steady reference signal 
as discussed in chapter 5. 
7.2 Amplitude SLM algorithms 
Having validated our assumption in the previous section that the V(z) curve can be 
accurately approximated by two vectors under certain circumstances, let us now begin 
with some ideas to extract some SP propagation parameters using firstly amplitude 
SLM (A-SLM). The A-SLM algorithms suggested in this section can be categorised 
into two types, which are direct and indirect methods. 
 7.2.1 A-SLM direct method 
As shown in the validation section that by using such pupil functions shown in figure 
7.2. We can directly work out |S(z)|, |R(z)| and FRVș] by firstly using the pupil 
function shown in figure 7.2a to determine |R(z)|; similarly by using the pupil 
function shown in figure 7.2b, we can then work out |S(z)|. Once the |S(z)|  and |R(z)| 
are determined, we can then substitute them back into the equation [7.3], where the 
V(z) term in the equation can be obtained from performing a V(z) calculation using 
the pupil function shown in figure 7.2c. Therefore we can then determine the FRVș] 
term. 
We can see that the A-SLM direct method is quite straightforward; however the 
method does depend on 100% fill factor of the A-SLM as the method requires the 
SLM to be able to either suppress the central part or the side band part of the pupil 
function completely. If the A-SLM does not have a 100% fill factor, this makes the 
method fail. 
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7.2.2 A-SLM indirect method 
By employing the amplitude SLM to the system, we can now change the amplitude of 
the |S| without changing ș and |V| as shown in the figure 7.7 below. 
 
Figure 7.7 shows amplitude stepping can be done by varying ߙ௡ 
The mathematical representation of the above diagram is given by: 
ȁ ௡ܸȁଶ ൌ ȁܴȁଶ ൅ ߙ௡ଶȁܵȁଶ ൅  ?ߙ௡ȁܴȁȁܵȁ  ߠ  [7.5] 
Where ߙ௡ is the SLM amplitude at the SPR frequency range. 
We now have three unknowns that we need to solve for which are |R|, |S| and ș 
respectively. 
Let ߙ଴ ൌ  ? ՜ȁ ଴ܸȁ ൌ ȁܴȁ   [7.6]  here the first unknown |R| is now 
solved. 
We need at least another 2 equations to solve the remaining unknowns. 
 Hence we can have the following equations by doing two more amplitude steps on 
the SP angle: 
ȁ ଵܸȁଶ ൌ ȁܴȁଶ ൅ ߙଵଶȁܵȁଶ ൅  ?ߙଵȁܴȁȁܵȁ  ߠ [7.7]  ȁ ଶܸȁଶ ൌ ȁܴȁଶ ൅ ߙଶଶȁܵȁଶ ൅  ?ߙଶȁܴȁȁܵȁ ߠ [7.8] 
ガ
ɲ0|S|=|R|
tŚĞŶɲ0=0
ɲ1|S|
ɲ2|S|
ɲ3|S|
|V0|
|V1|
|V2|
|V3|
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Unfortunately, the unknowns are not linearly independent, so we cannot set a matrix 
system to solve them. 
As  ߠ א ሾെ ?ǡ ?ሿ so we can rewrite the equations [7.7] and [7.8] in terms of two 
polynomial equations. Therefore we can plot two curves of the polynomial equations 
|S| as a function of ߠ; the intersection point of the two curves is the point that can 
satisfy the equations [7.7] and [7.8] as shown in figure 7.8. In other words, it is the 
solution to the equations [7.7] and [7.8]. 
 
Figure 7.8 shows intersection point of two root locus lines 
All the amplitude SLM methods presented cannot be used to solve for ș since we 
have the ambiguity due to the cosine function. The technique can partially solve the 
system of equations above by telling us |R|, |S| and FRVș not the relative angle ș. 
Therefore the main aim of this amplitude SLM is to solve |S| and FRVș for any 
particular pupil function. 
7.2.3 Amplitude SLM algorithm: criteria to design an amplitude pupil 
function 
For the A-SLM methods, it is required by the methods to set the amplitude pupil 
functions by the following criteria. 
1. Design the pupil function so that it can give us distinguishable responses 
between reference and SP signals which enable us to vary the amplitude of 
the SP waves without changing the reference signal.  
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2. The pupil function has to be smooth enough otherwise it could induce 
spurious oscillation in the integrated signal |V| (described in chapter 5). 
3. The sidelobes of the discrete pupil function will be modulated by using 
constant multiplying factor ߙ௡ amplitude steps and we also have to ensure that 
summation of the |S| for all amplitude steps has the same phase of resultant 
|S|. In other words, we have to ensure that only the amplitude of |S| is 
modulated without altering the phase of |S| as can be described as equations 
[7.9] and [7.10] below. 
From figure 7.7, the |S| can be written as ܵ ൌ ȁܵȁ݁௜ఏ ൌ ߙ଴ଵȁ ଵܵȁ݁௜ఏభ ൅ ߙ଴ଶȁܵଶȁ݁௜ఏమ ൅ ߙ଴ଷȁܵଷȁ݁௜ఏయ ൅ڮ   [7.9] 
Where ߙ଴௜ is the amplitude of the A-SLM.  
ߙ௡ܵ ൌ ߙ௡ȁܵȁ݁௜ఏ ൌ ߙ௡൫ߙ଴ଵȁ ଵܵȁ݁௜ఏభ ൅ ߙ଴ଶȁܵଶȁ݁௜ఏమ ൅ ߙ଴ଷȁܵଷȁ݁௜ఏయ ൅ڮ൯  [7.10] 
Where ߙ௡ is the scalar value used to modulate the amplitude of the A-SLM. 
We can see clearly that [7.9] and [7.10] have the same relative phase. 
7.2.3 Amplitude SLM algorithm simulation results 
Let us assume that we have 100% fill factor A-SLM and a noiseless system, we can 
now look at some results obtained from the algorithm in order to understand what we 
can obtain by employing such a technique. Note that for the noiseless case, both of 
the direct and indirect A-SLM algorithms give us the same results. 
It is important to subtract the non-plasmonic effect from the plasmonic effect for the 
amplitude stepping methods presented in this chapter, otherwise we will get the |S| 
response that is contributed from both non-plasmonic and plasmonic effects. 
In order to illustrate this point let us consider the following simulation cases. The 
simulation results in this section were calculated using the set of pupil functions 
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shown in figure 7.9. The pupil functions were designed so that they satisfied the 
conditions mentioned in the previous section. 
 
Figure 7.9 shows intensity pupil functions used in the simulation and the back focal plane distribution for 
p-polarisation (in blue); pupil functions 1 to 3 are for modulating the amplitude the SP with different 
coefficients; reference pup is for solving the reference term |R|. 
Simulation case for non-plasmonic case: 4 Pm of gold (a thick layer gold) in water 
ambient; NA=1.65 with n0=1.78 and O=633 nm linear polarised wave with 10 nm 
thick uniform sample n=1.5. The V(z) curves for the non-plasmonic case are shown in 
figure 7.10 and the |S(z)| calculated using indirect A-SLM method is shown in figure 
7.12a. 
 
Figure 7.10 shows V(z) responses for non-plasmonic case calculated using the pupil functions in figure 
7.9 
Simulation case for plasmonic case: all the simulation parameters were the same as 
above case except that the gold layer was replaced by 46 nm of gold. The V(z) curves 
for the plasmonic case are shown in figure 7.11 and the |S(z)| calculated using 
indirect A-SLM method is shown in figure 7.12a. 
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Figure 7.11 shows V(z) responses for plasmonic case calculated using the pupil functions in figure 7.9 
From the figure 7.12a, we can see that |S(z)| curves for the plasmonic and non-
plasmonic have a common peak amplitude centred at z=0 micron. As explained in 
chapter 5 that, because of the optical scanning configuration we will not expect the 
system to capture any SP at z=0 micron and positive defocus. Therefore, it is 
necessary to subtract the non-plasmonic |S(z)| from the plasmonic |S(z)| in order to 
get the effect only coming from the SPs as shown in figure 7.12b. 
 
Figure 7.12 shows a) |S(z)| calculated from the V(z) curves in figures 7.10 (non-plasmonic case) and 7.11 
(plasmonic case) and b) |S(z)| after subtracting the non-plasmonic effect from the plasmonic effect 
From the |S(z)| curve shown in figure 7.12b, we can then work out FRVș] by 
substituting the result |S(z)| back into either equation [7.7] or [7.8]. The FRVș] curve 
obtained by using the |S(z)| results is shown in figure 7.13. 
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Figure 7.13 shows FRVș]calculated from the |S(z)| shown in figure 7.12b 
The next interesting task is to measure the period of the cosine function in figure 
7.13, this was done by taking Fourier transform to measure ¨z and then calculate șp 
using the equation [5.2] as discussed in chapter 5. The value of the șp obtained was 
54.75 degrees, which agreed well with the plasmonic angle calculated using 2 
consecutive peaks measurement (54.90 degrees) discussed in chapter 5.   
As explained earlier in chapter 2 that the propagation length of the SPs is proportional 
to ௗ׎ௗ௞ೣ at the plasmonic angle, where Ԅ  is the phase of the complex reflection 
coefficient as a function of ݇௫. Therefore it is interesting to see whether the 
propagation length of the SPs measured by this method is reasonable. The ௗ׎ௗ௞ೣ term 
for the 46 nm of gold is 7.32 microns. We can then calculate the SP exponential 
equation by applying a low pass filter to eliminate the oscillation on the |S(z)| curve 
in figure 7.12b;  we then take natural logarithm to the filtered results and work out the 
slope of the log scale, which is attenuation factor of the SP, ߪ. We can then rewrite 
the exponential decay term in form of ݕ ൌ ݁ఙ௫, where x is the propagation distance.  
It is important to note here that the |S(z)| is presented in term of magnitude of electric 
field as a function of z defocus position. Therefore we will need to convert the z 
defocus axis to propagation x axis by using equation [5.7] described in chapter 5. 
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The exponential equations obtained for 46 nm of gold is ݕ ൌ ݁ି଴Ǥଵସଶଵ௫. We can then 
calculate the actual decay length by working out the position that gives y=1/e. The 
propagation length is 7.04 microns, which agreed well with the ௗ׎ௗ௞ೣ term (7.32 
microns). 
7.2.4 Problem in A-SLM algorithm: Is a 100% fill factor required? 
Amplitude SLMs normally come with fill factor less than 100%, this means when we 
set the A-SLM to zero it does not give us a perfectly switched off pixel, but instead it 
will act as a weak mirror. This issue will, of course, become problematic as we cannot 
set the SPs fields to completely zero level and solve for |R| as described in the 
equation [7.6]. Therefore in this section, I will present a new algorithm that will 
improve the stability of |S(z)| measurement even at the presence of background of the 
SLM. Let us assume that all intensity pupil functions have the background intensity 
of ȕ (treated as an unknown in this calculation) as shown in figure 7.14. There are 
four unknowns in this problem, which are ȕ_6__5_and FRVș 
 
Figure 7.14 shows pupil functions with background 
Therefore we can then rewrite the vector summation equations [7.6] to [7.8] based on 
the figure 7.14 by: 
ȁ ଴ܸȁଶ ൌ ሺߚ ൅  ?ሻଶȁܴȁଶ ൅ ሺߚ ൅ ߙ଴ሻଶȁܵȁଶ ൅  ?ሺߚ ൅  ?ሻሺߚ ൅ ߙ଴ሻȁܴȁȁܵȁ ߠ [7.11] 
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 ȁ ଵܸȁଶ ൌ ሺߚ ൅  ?ሻଶȁܴȁଶ ൅ ሺߚ ൅ ߙଵሻଶȁܵȁଶ ൅  ?ሺߚ ൅  ?ሻሺߚ ൅ ߙଵሻȁܴȁȁܵȁ ߠ [7.12] ȁ ଶܸȁଶ ൌ ሺߚ ൅  ?ሻଶȁܴȁଶ ൅ ሺߚ ൅ ߙଶሻଶȁܵȁଶ ൅  ?ሺߚ ൅  ?ሻሺߚ ൅ ߙଶሻȁܴȁȁܵȁ ߠ [7.13] 
The case that we let ߙ଴ ൌ  ?, we now cannot solve the term |R| independently, so we 
have to solve this by using difference square rules. This can be expressed by: 
[7.12]-[7.11]: ȁ ଵܸȁଶ െ ȁ ଴ܸȁଶ ൌ ߙଵȁܵȁሺߙଵȁܵȁ ൅  ?ߚȁܴȁܿ݋ݏߠ ൅  ?ܿ݋ݏߠȁܴȁሻ  [7.14]  
[7.13]-[7.11]: ȁ ଶܸȁଶ െ ȁ ଴ܸȁଶ ൌ ߙଶȁܵȁሺߙଶȁܵȁ ൅  ?ߚȁܴȁܿ݋ݏߠ ൅  ?ܿ݋ݏߠȁܴȁሻ   [7.15] 
We can then solve the term |S| by eliminating the other variables other than |S| by: 
ߙଵ[7.39]-ߙଶ[7.38]: ߙଵሺȁ ଶܸȁଶ െ ȁ ଴ܸȁଶሻ െ ߙଶሺȁ ଵܸȁଶ െ ȁ ଴ܸȁଶሻ ൌ ߙଵߙଶሺߙଵ െ ߙଶሻȁܵȁଶ [7.16] 
From [7.16], we can then solve the term |S| by: 
ȁܵȁ ൌ ටఈభሺȁ஼మȁమିȁ஼బȁమሻିఈమሺȁ஼భȁమିȁ஼బȁమሻఈభఈమሺఈభିఈమሻ   [7.17] 
In order to calculate the FRVș] term, we require more equations which, of course, 
require more sophisticated algorithm and amplitude steps. However in this section we 
are not intending to solve the full set of solution, but instead to show the feasibility of 
solving the SP profile with less than a 100% fill factor. 
The V(z) curves simulated for 46 nm of gold in water ambient with NA=1.65 and 
n0=1.78 linear polarised wave is shown in figure 7.15, the SLM had 20% background 
intensity level. The figure shows that even for the reference pupil function (ߙ଴ ൌ  ?) 
the V(z) curve had a strong ripple pattern and a high DC background level. This was 
due to the fact that the background level was quite high at every point on the back 
focal plane including the SP angle. 
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Figure 7.15 shows V(z) curves calculated with 20% background intensity level 
From the results in figure 7.16b, we can see that the majority of |S(z)| was 
successfully reconstructed using the new algorithm presented in this section, 
however, there were still some regions that cannot be reconstructed and some of the 
reconstructed points seemed to be unstable. This was due to the fact that the new 
algorithm was derived by assuming that vectorial summation of the interference 
signal only comes from the central path of the back focal plane and the maximum SP 
pupil function on the back focal plane by introducing the new amplitude terms as 
ȕand ȕĮn) respectively, whereas the actual scenario is that all the points on the 
back focal plane contribute to the V(z) interference signal as seen by comparing the 
discrete pupil function and continuous pupil function as explained earlier. In other 
words, the two vector approximation was not hold. Therefore it is either required to 
have a more sophisticated algorithm or a 100% fill factor SLM. Many companies, 
such as BNS, Hamamatsu have been developing very high fill factor amplitude SLMs 
by embedding the electronics at the back of each SLM pixels; this possibly makes the 
fill factor goes up to 95%-100%. 
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a)                                                                               b)                                                                           
Figure 7.16 shows |S(z)| reconstructed using a) indirect method and b) the method described in this 
section. 
Let us look at some experimental results; we will show the feasibility of achieving the 
SP profile extraction in experiment, when there is a presence of A-SLM background. 
 
Figure 7.17 shows experimental V(z) for 50 nm of gold NA=1.25 with n0=1.52 p-polarised wave in air 
using the set of pupil functions described in the figure 7.14 
Figure 7.17 shows us that the experimental results obtained suffered from the 
background intensity level of the SLM, we checked that by capturing the back focal 
plane image when the SLM was off, however, we can still see some background light 
intensity with the plasmonic dip on the back focal plane. Therefore, we will use the 
algorithm described in the section to calculate the |S(z)| curve using equation [7.17]. 
The |S(z)| calculated from the experimental results shown in figure 7.17 is presented 
in figure 7.18. 
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Figure 7.18 shows experimental |S(z)| for 50 nm of gold NA=1.25 with n0=1.52 p-polarised wave in air 
calculated from the experimental results in figure 7.17 
We can see that the majority of the |S(z)|  points can be reconstructed, which agreed 
with simulation results. It is also interesting to calculate the SP propagation to see 
whether it is agreed with theoretical calculation. The theoretical propagation length 
for 50 nm of gold in air is 17 microns calculated using equation [2.10] described in 
chapter 2.  By filtering the result shown in figure 7.17 and taking a natural log to the 
filtered |S(z)|, we can then calculate the exponential decay function as ݕ ൌ ݁ି଴Ǥ଴ହଽହ௫ 
and the propagation length corresponding to the equation is 16.83 microns, which 
agreed with the value calculated using equation [2.10]. 
In conclusion, the amplitude algorithms do require a 100% fill factor of A-SLM and it 
cannot solve relative phase ș as it suffers from the ambiguity of cosine function. 
Therefore in the next section I will show that phase modulation technique can be used 
to get around these problems. 
7.3 Phase SLM algorithm 
Similar to the amplitude SLM algorithms, the pupil function is now modulated using 
the phase pupil function this means the amplitude pupil function is now fixed, but the 
relative phase ș on the back focal plane is modulated. Therefore the amplitudes of |S| 
and |R| are the same with changing relative phase ș between the |S| and |R|. In order 
to develop a simple algorithm to reconstruct the |S| and relative phase ș, we use the 
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ʌUDGLDQSKDVHVWHS7KHSKDVHVWHSSLQJWHFKQLTXHFDQEHLOOXVWUDWHGE\WKHSKDVRU
diagram shown in figure 7.19. 
 
a)             b)              c)                       d)                                                
Figure 7.19 shows phasor diagram of the two vector approximation for phase stepping algorithm                
a) 0 degree phase shift b) 90 degree phase shift c) 180 degree phase shift and d) 270 degree phase shift 
The diagram can be expressed by: 
ȁ ௡ܸȁଶ ൌ ȁܴȁଶ ൅ ȁܵȁଶ ൅  ?ȁܴȁȁܵȁሺߠ ൅ ሺ݊ െ  ?ሻగଶሻ  [7.18] 
Where |R| is the reference beam, |S| is the SP beam, ௡ܸ is the nth V(z) curve 
corresponding to the amount of phase shift described in the equation [7.18]. 
In this system we have three unknowns, which are |S|, |R| and ߠ, we then need at least 
four equations to solve the system as ߠ needs one more equation to avoid its 
ambiguity. 
ȁ ଴ܸȁଶ ൌ ȁܴȁଶ ൅ ȁܵȁଶ ൅  ?ȁܴȁȁܵȁሺߠሻ   [7.19] 
ȁ ଵܸȁଶ ൌ ȁܴȁଶ ൅ ȁܵȁଶ ൅  ?ȁܴȁȁܵȁሺߠ ൅ గଶሻ  [7.20] ȁ ଶܸȁଶ ൌ ȁܴȁଶ ൅ ȁܵȁଶ ൅  ?ȁܴȁȁܵȁሺߠ ൅ ߨሻ  [7.21] 
ȁ ଷܸȁଶ ൌ ȁܴȁଶ ൅ ȁܵȁଶ ൅  ?ȁܴȁȁܵȁሺߠ ൅ ଷగଶ ሻ  [7.22] 
From the above standard equations of phase stepping algorithm, we can then derive 
number of unknowns in the system by: 
[7.19]-[7.21]: ȁ ଴ܸȁଶ െ ȁ ଶܸȁଶ ൌ  ?ȁܴȁȁܵȁܿ݋ݏߠ  [7.23] 
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[7.22]-[7.20]: ȁ ଷܸȁଶ െ ȁ ଵܸȁଶ ൌ  ?ȁܴȁȁܵȁݏ݅݊ߠ  [7.24] 
Therefore we can solve for the value of ߠ by [7.23]/[7.24]: 
ߠ ൌ ݐܽ݊ିଵ ቀȁ௏యȁమିȁ௏భȁమȁ௏బȁమିȁ௏మȁమቁ  [7.25] 
Once the ߠ term is obtained, we can then solve for |R||S| term by substituting the ߠ 
term back into either the equation [7.23] and [7.24]. 
ȁܴȁȁܵȁ ൌ ȁ௏బȁమିȁ௏మȁమସ௖௢௦ఏ ൌ ȁ௏యȁమିȁ௏భȁమସ௦௜௡ఏ    [7.26] 
We can then form another two sets of ȁܴȁȁܵȁ equation by [7.19]+[7.21] and 
[7.20]+[7.22], we can then have: 
[7.19]+[7.21]: ȁ௏బȁమାȁ௏మȁమଶ ൌ ȁܴȁଶ ൅ ȁܵȁଶ  [7.27] 
[7.20]+[7.22]: ȁ௏యȁమାȁ௏భȁమଶ ൌ ȁܴȁଶ ൅ ȁܵȁଶ [7.28] 
We can then add 2|R||S| and -2|R||S| to the [7.27] and [7.28] to form two sets of 
perfect square rule: 
[7.27]+2|R||S|: ȁܵȁ ൅ ȁܴȁ ൌ ටȁ௏బȁమାȁ௏మȁమଶ ൅  ?ȁܴȁȁܵȁ  [7.29] 
[7.28]-2|R||S|: ȁܵȁ െ ȁܴȁ ൌ േටȁ௏యȁమାȁ௏భȁమଶ െ  ?ȁܴȁȁܵȁ [7.30] 
Therefore we can then solve for |R| and |S| as: 
[7.29]+[7.30]:ȁܵȁ ൌ ቆටȁ௏బȁమାȁ௏మȁమଶ ൅  ?ȁܴȁȁܵȁേ ටȁ௏యȁమାȁ௏భȁమଶ െ  ?ȁܴȁȁܵȁቇ Ȁ ?  [7.31] 
[7.29]-[7.30]: ȁܴȁ ൌ ቆටȁ௏బȁమାȁ௏మȁమଶ ൅  ?ȁܴȁȁܵȁט ටȁ௏యȁమାȁ௏భȁమଶ െ  ?ȁܴȁȁܵȁቇ Ȁ ?  [7.32] 
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This phase stepping algorithm is similar to the general phase stepping interferometer 
(Wizinowich 1990), however the derived equations here did not assume that  ȁܴȁଶ ൅ȁܵȁଶ equal to a constant. This solves for the relative ș, and also the terms |S| and |R|. 
Although we also used the 90 degrees phase shifts, arbitrary phase steps can be also 
implemented however with a more sophisticated algorithm as discussed in (Stoilov & 
Dragostinov 1997). 
7.3.1 Phase SLM algorithm: criteria to design a phase pupil function 
In this section, we again make an assumption that the V(z) interference can be 
described as a vectorial summation of two vector beams. Therefore we need to design 
a phase pupil function so that we can distinguish between the phase of the reference 
and SP beams. As we know sharp edges in the amplitude give spurious oscillations, 
in fact any discontinuity in the complex amplitude of the pupil function is 
undesirable; however, a sharp discontinuity in phase can be tolerated provided the 
amplitude at that point is low. This is explained in figures 7.20 and 7.21. 
 
Figure 7.20 shows phase pupil functions used in this study 
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Figure 7.21 shows vector fields of the spatial frequencies around the sharp edge pupil function  
It is important to note that the additional phase shift added by the P-SLM has to be 
the positive sign direction. The reason can be explained  since the V(z) interference is 
formed by the centre point of the bfp and the phase of the spatial frequencies around 
the SP dip; for the positive phase shift, we can see from figure 7.22a that all the 
positive steps can provide steep gradients, which will generate ripples on the V(z) 
curves. On the other hand, for the negative phase shift as shown in figure 7.22b the 
phase transition at the plasmonic angle is now distorted and, of course, the ripples on 
the V(z) curves will be virtually eliminated although they will become visible on the 
as the lens is moved away from the sample.  
 
a)     b) 
Figure 7.22shows a) positive phase shift effect for plasmonic case and b) negative phase shift effect for 
plasmonic case 
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7.3.2 Phase SLM algorithm simulation results 
Let us now look at some simulated results obtained using P-SLM technique. The first 
task is to investigate whether this algorithm requires a smooth amplitude pupil 
function. 
Simulation case: 46 nm of gold in water ambient; NA=1.65 with n0=1.78 and O=633 
nm linear polarised wave with 10 nm thick uniform sample n=1.5. We firstly look at 
the uniform pupil function case. It represents the situation where there is no amplitude 
pupil function, where all the points on the back focal plane are not amplitude 
modulated. 
 
Figure 7.23 shows V(z) responses calculated using the phase pupil functions in figure 7.20 and a uniform 
amplitude pupil function 
 
Figure 7.24 shows |S(z)|  calculated from the V(z) curves shown in figure 7.23 
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Figure 7.25 shows ș(z) calculated from the V(z) curves shown in figure 7.23 
The results shown in figures 7.23 to 7.25 confirm us that the V(z), |S(z)| and ș]
curves were not stable. The next task is to employ the amplitude pupil function to see 
whether it can improve the stability of the results. 
The next task is to determine whether the stability of the results can be improved if 
we introduce an amplitude pupil function to the system. 
The amplitude pupil function used in this chapter is shown in figure 7.26 below and 
the phase pupil functions used were the same set of phase pupil functions shown in 
figure 7.20. 
 
Figure 7.26 shows the amplitude pupil function used in the simulation 
The V(z) curves calculated by using the amplitude pupil function in figure 7.26 and 
phase pupil functions in figure 7.20 is shown in figure 7.27b. Note that the non-
plasmonic case described in figure 7.27a was provided by replacing the 46 nm layer 
of gold with 4 microns thick of gold. The V(z) curves for the non-plasmonic case 
calculated using the same pupil functions are shown in figure 7.27a. 
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a)                                                         b)                                                                                      
Figure 7.27 shows V(z) responses for a) non-plasmonic and b) plasmonic case 
From the V(z) curves above, we can then substitute these into equation  [7.31]  to 
calculate |S(z)| curves as shown in figure 7.28. 
 
a)                                                         b)                                                                                      
Figure 7.28 shows |S(z)| responses calculated from the results shown in figure 7.27 for a) non-plasmonic 
and plasmonic cases and b) |S(z)| after subtracting the plasmonic case with the non-plasmonic case 
Similar to the amplitude stepping technique in order to calculate the |S(z)| term, it is 
required to subtract the |S(z)| of non-plasmonic case with the plasmonic case to avoid 
the non-plasmonic effect. The |S(z)| curve after suppressing the non-plasmonic effect 
is shown in figure 7.28b. As explained it is not only the |S(z)| curve that can be 
extracted using this phase modulation technique, but also the relative phase ș]. The 
ș] can be determined by substituting the V(z) results in figure 7.28 into equation 
[7.25] as shown in figure 7.29 below. 
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Figure 7.29 shows ș] calculated from the V(z) curves in figure 7.28b 
The plasmonic angle șp calculated by Fourier transforming the ș] curve shown in 
figure 7.29 is 54.73 degrees. The exponential decay equation calculated is ݕ ൌ݁ି଴Ǥଵସଶ଻௫. We can then calculate the actual decay length by working out the position 
that gives y=1/e. The propagation length is 7.01 microns. The results calculated here 
agreed well with the amplitude stepping algorithm and the non-interferometric system 
discussed earlier. 
Figures 7.28 and 7.29 show that the results obtained with a smooth amplitude pupil 
function were more stable compared to the uniform amplitude pupil function. This 
means that it is necessary to provide a smooth amplitude pupil function as well as the 
phase pupil functions. 
Thanks to holographic concept, this enables us to use only a phase SLM device to 
modulate both amplitude and phase simultaneously. This can be done by using out of 
phase cancelation from the adjacent pixels on the phase SLM to modulate the 
amplitude. For example if we want an SLM pixel that give us 90 degrees phase 
modulation with 0.25 amplitude modulation in field. This technique requires quite a 
high number of pixels to do this; assuming that an SLM response of a single pixel is 
actually a contribution from 4 pixels. We know that waves with 180 degrees out off 
phase, such as -90 and 90 degrees will be cancelled out. Therefore we can now set the 
amplitude pupil function by:  3 pixels of 90 degrees and 1 pixel of -90 degrees. This 
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process will, of course, change the overall phase profile of the pupil function; this 
problem can be sorted by carefully distributing the 2 opposite phases on the back 
focal plane pupil function to ensure that we get only the amplitude modulation with a 
uniform phase response. Once the amplitude response has been achieved, we can then 
add up the amount of phase shift we want on to the pupil function. For example, the 
amplitude pupil function required is shown in figure 7.26 and also at the same time 
we require the phase steps as shown in figure 7.20. The amplitude pupil function can 
be achieved by setting the P-SLM as shown in figure 7.30. We can then add three 
additional phase steps as shown in figure 7.31. 
 
Figure 7.30 shows amplitude pupil function prepared by a phase spatial light modulator (P-SLM) 
 
a)                                                  b)                                                   c)                                                   
Figure 7.31 shows amplitude and phase modulations using a phase spatial light modulator (P-SLM)       
a) for 90 degrees phase step, b) for 180 degrees phase step and c) for 270 degrees phase step 
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a)                                     b)                                                                                    
Figure 7.32a shows V(z) curves calculated using two different spatial light modulators one for phase and 
one for amplitude modulation and b) calculated using the pupil functions in figure 7.31, using a single 
phase modulator. 
From figure 7.32, we can see the V(z) curves of the two cases. The first case was 
calculated by employing two SLM devices one operating in amplitude mode and the 
other operating in phase mode (the first case shown in figure 7.32a) and the second 
case was calculated using only one P-SLM to control both phase and amplitude pupil 
functions (the second case shown in figure 7.32b). The results for the both cases were 
almost the same. There were some discrepancies around z=-4.5 microns. We can now 
conclude that by using only one P-SLM we can control both amplitude and phase 
pupil functions simultaneously. 
7.3.3 Problem in phase SLM algorithm: Is a 100% fill factor required? 
 
Figure 7.33 shows diagram of phase SLM device of BNS (BNS company website) 
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Phase SLM with 100% fill factor has become commercially available, such as XY 
liquid crystal array 512x512 of BNS. The fill factor is achieved by placing the 
electronics and employing a dielectric mirror at the back of each pixel as shown in 
figure 7.33. 
7.4 Sensitivity to change in deposited material without defocusing 
Part of the attraction of these phase stepping methods is to extract values without 
changing the defocus. Therefore if we measure the V(z) at a fixed z defocus, we can 
then extract |S| and the relative angle ș. Although we cannot probably measure șS, we 
can measure the change in șSusing these methods. 
Let us consider the cases where the 46 nm case was deposited with a different 
thickness of n=1.5, the values the difference in relative angles ¨șbetween bare gold 
and coated gold cases for different thicknesses were calculated and shown in figure 
7.34. 
 
Figure 7.34 shows ¨ș between bare gold and coated gold cases for different thicknesses of uniform 
coating layer 
From figure 7.34, we can see that at any z defocus points between approximately -0.5 
microns to -2.5 microns, the stepping algorithm can provide us with good sensitivity 
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to detect the thickness change of the sample. The values of ¨șare 0.34, 0.68 and 1.04 
degrees for 5 nm, 10 nm and 15 nm coating respectively when the defocus is ±2 
microns; this demonstrates that we have excellent linearity in the thickness 
measurement without defocusing provided the correct defocus is chosen. However, 
when the z defocus is beyond -3 microns the stability of the method seems to degrade 
dramatically; this may be due to the fact that the signal to noise (SNR) for the ripples 
at the far negative defocus is low.  
7.5 Comparison of robustness to noise performance between the amplitude 
stepping and phase stepping techniques 
Now let us consider the case where there is a presence of noise. In this section, we 
will consider an overall noise effect of the system by simulating V(z) responses with a 
random root mean square noise (RMS noise) of the electrical voltage V(z). The RMS 
noise level was modelled with a Gaussian distribution with mean value of P and 
variance of V2 of electrical voltage level, Gaussian(P,V2). 
The signal to noise ratio for the electrical voltage is defined as: 
ܴܵܰ௘௟௘௖௧௥௜௖௔௟௦௜௚௡௔௟ ൌ ఓమఙమ    [7.33] 
Note that the ඥܴܵܰ௘௟௘௖௧௥௜௖௔௟௦௜௚௡௔௟ term is directly proportional to signal to noise 
ratio (SNR) of the optical signal (Somekh et al 2011). It can be shown that when the 
variance ߪଶ approaches the mean value ߤ; this condition is the condition for shot 
noise limit, which is the best case scenario for the noise simulation.  
In this section, we consider effect of the noise on the both methods, where the mean is 
simply its voltage V(z) and variance ߪଶ=0.03ߤଶ; this equivalents to the SNR of 33 
(30.37 dBV).  
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Random Gaussian noise corresponding to the SNR level was added to the V(z) curves 
calculated from the confocal simulation. After adding the noise, the noisy V(z) curves 
were then processed using the amplitude stepping and the phase stepping techniques 
as explained in detail earler. For the amplitude stepping techniques, the pupil 
functions in figure 7.9 were used in this calculation. For the phase stepping technique, 
the phase pupil functions were modulated using the phase profiles shown in figure 
7.20 and the amplitude pupil fucniton was modulated using the pupil function shown 
in figure 7.26. 
 
Figure 7.35 shows a) |S(z)| and b) FRVș] calculated using the A-SLM direct method with the noise level 
 
Figure 7.36 shows a) |S(z)| and b) FRVș] calculated using the A-SLM indirect method with the noise 
level 
For the amplitude stepping, from the figure 7.35 and 7.36 we can see that the A-SLM 
direct method gave us a very good noise performance compared to the indirect 
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method. The noise performance of the direct A-SLM method was comparable to the 
P-SLM method. As discussed earilier although the A-SLM direct method is good in 
term of noise performance, it does require a 100% fill factor A-SLM. In other words, 
the direct method is depicted an ideal scenario case for the amplitude stepping 
algorithm.  
For the phase stepping technique, we can see from the result in figure 7.37 that that P-
SLM technique was the most robust to noise, followed by the A-SLM direct method, 
the A-SLM indirect method respectively. 
 
Figure 7.37 shows a) |S(z)| and b) ș] calculated using the P-SLM method with the noise level 
The next task is to investigate some possibilities to improve the noise performance of 
the algorithms. It is interesting to note that for the A-SLM indirect method at the 
absence of noise all the all the root locus curves passed through the same point, on the 
other hand when there was a presence of noise the root locus curves will not pass 
through the same point as depicted in figure 7.38. 
In this section we will present a way to optimise the solution by 2D using geometric 
mean value weighing; this is similar to the way that physicists and civil engineers 
determine centriod of an object. 
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a)                                                                              b) 
Figure 7.38 Root locus plots at z =  3.6 microns a) noiseless case and b) noisy case 
By having three curves so that we have 3 intersection pionts, the best point to 
represent this system is its centriod (this is a common civil engineering and classical 
physics term). 
ȁܵȁ௖௘௡௧௥௢௜ௗ ൌ ׬ୡ୭ୱሺఏሻௌሺୡ୭ୱሺఏሻሻௗ௖௢௦ሺఏሻ׬ ௌሺୡ୭ୱሺఏሻሻௗ௖௢௦ሺఏሻ    [7.34] 
ሺߠሻ௖௘௡௧௥௢௜ௗ ൌ ׬ ୡ୭ୱሺఏሻௌሺୡ୭ୱሺఏሻሻௗௌ׬ ௌሺୡ୭ୱሺఏሻሻௌ    [7.35] 
If the three curves are almost linear |S|centroid and FRVșcentroid can be approximated from 
ȁܵȁ௖௘௡௧௥௢௜ௗ ൌ ȁௌȁభమାȁௌȁభయାȁௌȁమయଷ      [7.36]  
ሺșሻ௖௘௡௧௥௢௜ௗ ൌ ୡ୭ୱሺșሻభమାୡ୭ୱሺșሻభయାୡ୭ୱሺșሻమయଷ   [7.37] 
In addtion, the noise is proportional to the intensity of signal detected and the 
intensity of the ripples depend on the amplitude slm coefficient Įn; therefore we 
might as well include the Įn weighting factor into the averaging algorithm. The 
centriod approximation with weighting factor due to the Įn is given by: 
ȁܵȁ௖௘௡௧௥௢௜ௗ ൌ ሺఈభାఈమሻȁௌȁభమାሺఈభାఈయሻȁௌȁభయାሺఈమାఈయሻȁௌȁమయଶሺఈభାఈమାఈయሻ     [7.38]  
ܿ݋ݏ ߠ௖௘௡௧௥௢௜ௗ ൌ ሺఈభାఈమሻ௖௢௦ ఏభమାሺఈభାఈయሻ௖௢௦ ఏభయାሺఈమାఈయሻ௖௢௦ ఏమయଶሺఈభାఈమାఈయሻ   [7.39] 
Let us compare the performance of weighting and non-weighting approximations. We 
can see from the results in figure 7.39 that the weighting approximation can improve 
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the stability of the results compared to the one without wieghting factor shown in 
figure 7.36 eariler. The figure shows that the overall noise performance of the 
weighting algorithm was better than than the none weighting factor case, more over 
the weighting factor case can reconstruct  the FRVș term upto around -4 microns, 
whereas when there is no factor case we can recontruct the FRVș term upto only -2 
microns.  
 
Figure 7.39 shows a) |S(z)| and b) FRVș] calculated using the A-SLM indirect method with weighting 
factor at the same noise level of 30.37dBV. 
With only a single level of noise, we cannot conclude that the P-SLM method is 
better than the A-SLM methods. Therefore let us consider the case that the noise level 
is varied over the range of SNR input noise level of 0.5 (noise is greater than signal) 
up to 1000 (very low noise), which corresponds to -6.02 dBV to 60 dVB. We can 
then determine the SNR output from the |S(z)| calculated using the A-SLM direct and 
P-SLM methods by computing the Monte Carlo simulations as described by the 
following steps. 
x Step 1) Calculate the |S(z)| for the noiseless case for the both A-SLM and P-SLM 
methods. 
x Step 2) Vary the SNR input of the noise source the Gaussian noise function from       
-6.02dBV to 1000dBV. 
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x Step 3) Add the random Gaussian noise to V(z) curves. Then work out |S(z)| for the 
noisy case. 
x Step 4) We can then determine the amount of noise for one random noise pattern by  ܰ݋݅ݏ݁ሺݖሻ ൌ ȁȁܵሺݖሻȁ௡௢௜௦௬ଶ െ ȁܵሺݖሻȁ௡௢௜௦௘௟௘௦௦ଶ| [7.40] 
x Step 5) Repeat steps 3 and 4 for a million times until the noise term in the equation 
[7.40] is stable. 
x Step 6) Average the noise term by dividing the noise term in the equation [7.40] by 
1,000,000. 
x Step 7) Calculate SNRoutput(z) by SNRoutput (z) =  ȁܵሺݖሻȁ௡௢௜௦௘௟௘௦௦ଶ/ Noise(z) 
Note that this is SNR in power ratio 
x Step 8) Calculate the root mean square SNRoutput(z) over the z over the z defocus 
distance. 
 
Figure 7.40 shows root mean square SNR of amplitude and phase stepping techniques in log scale as a 
function of SNR input 
We can see from figure 7.40 that the noise performance of the P-SLM method is 
better than the A-SLM method over the input noise level range. 
From figure 7.40, we can determine the slope of noise transfer function N(SNRinput), 
which is given by: 
݈ܵ݋݌݁݋݂ܰ൫ܴܵܰ௜௡௣௨௧൯ ൌ ௌேோ೚ೠ೟೛ೠ೟ௌேோ೔೙೛ೠ೟  [7.41] 
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In other words, the slope of the noise transfer function N(SNRinput) are the gradients of 
the curves in figure 7.40. The noise transfer functions for the A-SLM direct method 
and the P-SLM method are 1.10 and 1.14 respectively. The noise performance for the 
P-SLM algorithm is better than the A-SLM by 6.43dB over the range of noise values 
tested. 
7.6 How can the SP profile extraction algorithms be used to improve the 
measurement localisation? 
As discussed in chapter 5 that the z defocus distance will affect the measurement 
localisation on the sample as a smaller z defocus scanning point will have a smaller 
footprint on the sample and, of course, it will have less crosstalk effect from the 
adjacent regions. In other words, measurements carried out closer to the focal point 
will give us the plasmonic angle șp closer to the uniform value. 
Both the amplitude and phase stepping methods enable us to investigate this effect as 
we do not have to scan over the z defocus distance; whereas for the V(z) ripple period 
measurement, we need to measure at least a few ripples in order to calculate the ripple 
period and work out the plasmonic angle corresponding to the ripple period. 
In this section, I will confirm that the measurement localisation of the SP for the 
lower z defocus distance is better than the longer z defocus distance. The 
measurement localisation criterion here is defined as how close we can measure the 
relative angle ș extracted using P-SLM technique at the centre of grating compared to 
its uniform cases; this is similar to the definition discussed in chapter 5. We can now 
define the accuracy of measurement ヴ  as: 
ߟ ൌ ఏ೒ೝೌ೟೔೙೒ೌ೟೟೓೐೎೐೙೟ೝ೐೚೑೙సభǤఱିఏ೒ೝೌ೟೔೙೒ೌ೟೟೓೐೎೐೙೟ೝ೐೚೑೙సభǤయయఏೠ೙೔೑೚ೝ೘ೞೌ೘೛೗೐೚೑೙సభǤఱିఏ್ೌೝ೐೒೚೗೏ೢ೔೟೓ೢೌ೟೐ೝ೚೑೙సభǤయయ    [7.42] 
The ߟ term tells us about how closely we can resolve the SP relative angle ș in a 
confined region compared with the uniform sample case. In order to determine the 
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measurement localisation at different z points; let us calculate ߟ as a function of 
grating period at three z points; firstly z=-0.48 microns (at the beginning on the first 
ripple) and the second z point is z=-0.92 microns (the position in the middle between 
the first and the second ripples; this is used to represent the two consecutive peaks 
measurement method described in chapter 5) and the last point is z=-1.35 microns 
(which is the beginning position of the third ripple). 
 
Figure 7.41 shows difference in recovered value ヴ  of reconstructed relative angle, ș, on coated (10 nm 
dielectric n=1.5) layer and bare layers versus grating period for incident x-polarisation. Solid curve: 
uniform value, dashed curve: grating sample measured at z= -0.48 microns, dotted curve: grating sample 
measured at z= -0.92 microns, dot-dashes curve: grating sample measured at z= -1.35 microns. 
 
Figure 7.42 shows difference in recovered value ヴ  of reconstructed relative angle, ș, on coated (10 nm 
dielectric n=1.5) layer and bare layers versus grating period for incident y-polarisation. Solid curve: 
uniform value, dashed curve: grating sample measured at z= -0.48 microns, dotted curve: grating sample 
measured at z= -0.92 microns, dot-dashes curve: grating sample measured at z= -1.35 microns. 
 
It is interesting to note that the ヴ  term calculated at z=-0.92 microns is similar to the 
two consecutive peaks measurement described in chapter 5; this is because the z=-
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0.92 microns point was actually at the centre of the first two peaks therefore it is a 
good position to represent the effect from the two ripples.  
The figures 7.41 and 7.42 do not only confirm that the measurement localisation of 
the interferometric system does depend on the amount of crosstalk from the adjacent 
regions due to the z defocus position, but also clearly illustrate the use of amplitude 
and phase stepping techniques. 
It is important to note that although we can see that the results in figure 7.41 and 7.42 
enable us to quantify and study the SP effect at positions, which are close to the focal 
point, we have to note that the shape of the V(z) ripples around the first ripple of the 
two vector approximation may not be as stable as the other ripples as discussed in 
section 7.1. 
7.6 Discussion and conclusion 
In this chapter, we presented the new algorithms to extract an SPR propagation 
parameters, such as plasmonic angle șp and SP propagation length from the V(z) 
interference response using spatial light modulator. I have suggested some methods 
based on both A-SLM and P-SLM devices. 
For the A-SLM, I have suggested two methods, which were direct and indirect 
methods. The direct method solved SPR parameters |S(z)| and FRVș] based on the 
concept of  alternatively switching on and off the discrete pupil function, whereas the 
indirect method solved the SPR parameters by plotting root locus lines. 
At the absence of noise, all the A-SLM can give us similar results. The limitations of 
the A-SLM algorithm is that it can only determine |S(z)| and cosș(z), not the ș(z) term 
as we have ambigility in the cosine fucniton as discussed.  
For the ideal case of 100% fill factor A-SLM, this makes the two vectors summation 
approximation hold and enables us to accurately model the V(z) full back focal plane 
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integration calculation with two vector approximation. However, the main limitation 
of this algorithm seems to be the fact that it is necessary to have a very good fill 
factor SLM, otherwise the algorithm might fail. Although some more sophisticated 
techniques can be employed to improve the extracted values as discussed, this makes 
the size of the problem become more complicated.  
In order to get around the problems, the P-SLM algorithm was investigated. We have 
demonstrated that the results obtained from the P-SLM were similar to the A-SLM 
and agreed well with the theoretical values for the noiseless simulations.  
The phase modulation alone without an amplitude pupil function cannot give us a 
stable result as the ripples caused by discontinuities of the pupil function invalidate 
the two phasor approximation. We therefore still need an amplitude pupil function, 
we have illustrated that the amplitude pupil function can be provided together with 
phase modulation using only one P-SLM.  
The main advantage of performing such calculations is that the algorithms allow us to 
quantify the measurement localisation and crosstalk at any particular z point without 
having to scan over a few V(z) ripples. By employing one of these methods, we can 
show that the z defocus closer to the focal point will have better measurement 
localisation performance because it has less crosstalk effect from the adjacent regions 
as the footprint of the focal spot size on the sample is determined by the largest value 
of defocus.  
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Chapter 8 
Discussion, conclusion and future work 
In this thesis, we have illustrated the use of Fresnel and rigorous diffraction theory to 
quantify SP microscope and sensor responses for different configurations and also 
developed a theoretical framework to predict the performance of non-interferometric 
and interferometric SP microscopes. In this chapter, I will summarise and highlight 
some of the key findings in this thesis and some possible future work. 
8.1 Discussion and conclusion 
Surface plasmons are a wave guided mode propagating along a metallic interface with 
decaying evanescent field perpendicular to the direction of propagation. This field is 
sensitive to refractive index attached to the metallic surface. The sensitivity of the SPs 
is attractive for measuring the chemical and biological change in nanometer layer of 
biological material. Therefore for imaging or sensing the properties of thin layer of 
chemical or biological materials the SPs are a very good candidate. As the properties 
of the SPs are significantly different from the optical waves propagating in free space; 
the microscopy techniques to optimise the SP performance differ from those for non-
SPR microscopy. 
 Imaging performance 
For non-interferometric microscopy, we have found that the non-interferometric 
microscope has a trade-off between lateral resolution and sensitivity. Images with 
high lateral resolution will have a poor contrast. The resolution depends on the 
propagation length of the SPs. The shorter propagation length will give a better 
resolution compared to the longer propagation length. It is necessary to provide an 
annular ring to excite SPs on the back focal plane and to avoid the contribution from 
206 
 
non plasmonic angles on the back focal plane. If we image the sample without the 
mask, the image obtained will have virtually no contrast as the energy associated with 
SPs is small compared to the whole frequency spectrum on the back focal plane. The 
imaging performance of the SPs depends on the mask size and mask position. The 
position of the mask alters the apparent aspect ratio of the image. The non-
interferometric system suffers from crosstalk, which can mean that the apparent 
aspect ratio differs from that of the sample. The contrast mechanism for the non-
interferometric microscope is provided by different plasmonic angle on back focal 
plane șp. The contrast can be changed by altering the radial position of the annular 
mask; for example, if the sample is a grating with șp1 and șp2 corresponding to the two 
different material regions on the grating, if the mask is centered around the șp1 the 
first material region will appear brighter and the second material region will appear 
darker, whereas if the mask is located around the șp2, the first material region will 
now appear darker and the other region will appear brighter instead. However, if the 
mask is at the centre of the two plasmons angles, images will have low contrast. 
For the interferometric microscope, we have shown that the lateral resolution of the 
interferometric microscope is superior to the non-interferometric. The contrast 
mechanism of the interferometric come from the fact that the V(z) ripple period is 
sensitive to refractive index changes of the sample. The lateral resolution of the image 
also depends on the amount of crosstalk. In other words, the lateral resolution will be 
better for low value of negative z defocus.. Images with contrast reversal can be 
observed as the defocus is changed. The advantage of the interferometric system 
compared to the non-interferometric system is that the interferometric microscope has 
shown its ability to provide us with high lateral resolution imaging system without 
losing too much contrast. We believe that the interferometric system provides a way 
to get around the trade-off between sensitivity and resolution in the non-
interferometric system. 
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 Sensitivity performance 
For the non-interferometric setup, it is recommended to use the longest possible 
propagation length of SPs in order to have the highest sensitivity. The optical 
configuration is not an important factor for the non-interferometric system, whereas 
the propagation length of the SPs is the key characteristic that will affect the 
sensitivity of the sensor. 
For the interferometric system the propagation length of the SPs is also an important 
feature but it affects the signal strength rather than the resolution. In this case there is 
an advantage of using the shorter propagation length as it can improve the ripple 
amplitude of the V(z) curve.  
The optical configuration is a key factor for the sensitivity; the higher coupling index 
n0 will give us the smaller SP angle. The smaller angle of SPs enables us to measure 
an SP effect in a more localized region, which is, of course, a key advantage of doing 
the interferometric system compared to the non-interferometric system. In other 
words, for the interferometric setup the performance of the sensor is now limited 
primarily by the optical configuration rather than the propagation length of the SPs. It 
is important to bear in mind that the real reason that they both have different 
sensitivity is because they operate with different mechanisms. 
 In this thesis, we have established a method to quantify the crosstalk and capability 
of the microscope to make an SP measurement in confined region. This is done by 
comparing the plasmonic angle measured at the centre of each material with the 
plasmonic angle of the uniform material case; this tells us how close to the uniform 
value we can measure SP parameter at a presence of crosstalk. We found that 
crosstalk is greater for the x polarisation compared to the y polarisation; and r 
polarisation gives intermediate results. The crosstalk is lower for shorter propagation 
length and also for the longer grating period. The V(z) measurement method appears 
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to be sensitive not only along the direction of SPs propagation and also z direction as 
when we scan over the z defocus we might find that the size of the footprint on the 
sample is bigger than the size of the intended material. This will affect the accuracy 
of the z measurement. Therefore a high index couplant plays an important role to 
improve the localisation as the high refractive index couplant shifts the plasmon angle 
inside the back focal plane, so it reduces the footprint of the focal point on the sample 
]WDQșp). 
In the study, we have addressed the accuracy of the V(z) measurements; the 
measurement of V(z) will be accurate if some criteria are met which are: firstly, the 
pupil function is designed to avoid high frequency components oscillation and 
secondly phases of the centre ( ? ௩݇௘௖ݖ) of the back focal plane and the SPs angle 
( ? ௩݇௘௖ݖܿ݋ݏߠ) move at well defined angular velocity corresponding to the angle of 
incidence. 
We have also suggested two techniques to extract SPs profile from V(z) measurement, 
which are amplitude stepping and phase stepping algorithms. The phase stepping is, 
of course, more robust to noise, however, the amplitude stepping technique is also 
provided in order to investigate the feasibility of using a cheaper device to carry out a 
similar task as the phase modulator. The algorithms provide us with a new sensing 
and imaging mechanisms. The methods can give us a means to measure changes in 
index without scanning over the z defocus distance; this removes the need to perform 
mechanical scans. We have also shown that the SPs parameters obtained from the 
algorithm are accurate compared to theoretical value. The |S(z)|, ș] and ș] provide 
us a way to quantify the crosstalk effect without having to scan over a few ripples.  
Recently, my colleagues and I have successfully demonstrated the use of confocal SP 
microscope to perform the V(z) measurement. The results obtained from the confocal 
microscope are similar to those obtained from the heterodyne interferometric 
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microscope. The differences between the heterodyne and confocal microscopes are 
that firstly for the confocal microscope the ripple amplitude is smaller than the 
heterodyne system as it detects |V(z)|2  rather than V(z) and secondly the ripple 
amplitude also depends on the pinhole of the confocal microscope. For the smaller 
ripple amplitude issue, we have demonstrated the use of pupil function engineering to 
increase the ripple magnitude. By choosing the confocal pinhole so that it is small 
enough we can get the results similar to the heterodyne system. 
8.2 Summary of what have been achieved during this study 
In this study, I have developed a reliable study tool that is capable of investigating 
SPs effects on 1D and 2D nano structures. The software is not designed to explore 
only the SPs, but it is also capable of exploring other effects, such as ATR based 
systems and waveguides. The software is now employed in other research projects in 
our group, such as designing a structure to give parallel confocal focal spots for 
parallel confocal scanning microscope, asymmetrical plasmonic structure to excite 
SPs with a shorter propagation length.  
We have developed a theoretical framework to understand the performance and 
mechanism of different SPs microscopes. We also provided a quantitative way to 
compare the performance of each SP microscope setup. 
We have successfully demonstrated the use of a confocal SPR microscope to measure 
the V(z) response. The main advantage of using the confocal system compared to the 
heterodyne system is that it reduces the complexity of the optical setup by providing 
the reference beam together with the reflected beam, so called common path 
interferometer.  
We have suggested and validated robust ways to accurately extract SPs profile from 
the V(z) measurement. The SPs profile enables us to measure the SPs response 
without having to scan over the z defocus distance; this will, of course, save the 
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scanning time. Not only is the scan time improved, but also the technique enables one 
to measure the SP response with less crosstalk from the adjacent regions as we can 
now measure the SPs effect with a low negative z value as discussed in chapter 6. 
8.3 Future work 
In this section, I will provide some ideas that can be extended from the study. All 
ideas presented here are backed up by simulations in order to show the feasibility of 
the ideas. 
8.3.1 V(Ԅ) 
One of the challenges of the interferometric detection method is to find methods that 
do not involve defocusing. We have discussed different methods to do this in chapter 
6. Here is another possible method. This method requires a phase SLM to modulate 
the back focal plane. We now use this to simulate the precise effect of defocus. As 
mentioned in chapter 5 that when the sample is defocused, the phase of the reflected 
beam is shifted by phase factor given by: ׎ሺݏ݅݊ߠሻ ൌ ߙሺ ? െ ܿ݋ݏߠሻ  [8.1] 
 
Where ߙ is proportionality constant that we vary to mimic the effect of defocus,ߙ is 
simply 2kz and ߠ is the angle of incidence. Therefore, if we can modulate the phase of 
each position on the back focal plane to have a radially varying phase shift as shown 
in the equation 8.1, this means that we can reproduce the V(z) response without 
scanning the z defocus.  
There are some technical issues concerning whether we are incident on the SLM in 
either the forward and reverse directions or whether the light interacts in both 
directions. For uniform samples this simply has the effect of doubling the phase shift 
imposed by the SLM, for non-uniform sample we may need to simulated the effect, 
the two situations will be a little different because the diffracted orders will be phase 
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shifted on return by a different amount from the incident beam, simply because the 
return is at different angles. 
 
Figure 8.1 shows V(Ԅ) for different curvatures on the back focal plane. The red one is uncoated and the 
green one is coated with a 10nm layer of n=1.5. The lens was 1.65 and water is the final medium. 
 
Figure 8.2 shows V(Ԅ) curves for different phases. The green is for a z defocus of -3 microns. If we use a 
positive defocus it moves the same distance in the other direction. 
The figures 8.1 and 8.2 demonstrated the feasibility of using the phase SLM to 
reproduce the same response as V(z) without scanning the z axis; this means the 
technique has better measurement speed and has less problem with the microphonic 
noise due to the moving stage sample stage. Let us consider how the method would 
operate. We fix the sample and change the value of a of fig. 8.2 will move so that a 
curve equivalent to the V(z) is produced without moving the sample. 
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8.3.2 Sensitivity tuneable using phase SLM 
The sensitivity of the V(z) measurement depends on the z operating point. Some of z 
positions give us a very good sensitivity; on the other hand some of the positions do 
give a poor contrast. The contrast can be adjusted by providing additional phase shift 
to the SP angle on the back focal plane, this is equivalent to moving the V(z) curves 
around the operating point. The clear illustration of using the technique is that for 
example we know that the low value of z defocus will give us a good resolution 
however the contrast will be low as illustrated in figure 8.3. Of course, we can 
increase the contrast of the image by defocusing to another z position, but we cannot 
change the effects of the crosstalk.  
 
Figure 8.3 shows V(z) curves measured at centres of each material of grating sample 8 micron period; 
NA=1.65, n0=1.78, O=633 nm linear polarised wave. 
From the two points V(z) mechanisms, we take a linescan image at z=- 0.5 microns 
the image will have definitely low contrast. Let us apply some phase shift distribution 
on the plasmonic angle and keep the centre part of the back focal plane phase fixed as 
the same way as explained in the previous chapter. By plotting the V(phase shift) as a 
function of phase stepping at the two centres of grating regions while keeping z fixed 
at -0.5 microns as shown in the figure 8.4 below. 
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Figure 8.4 shows V(phase step) taken at z=-0.5 microns 
From figure 8.4, we can see that without phase stepping (phase shift =  0 radian) the 
two centres of grating have virtually no contrast; however with some phase step, such 
as 2.5 radians, the contrast of the image can be improved. 
8.3.3 Asymmetrical surface plasmons 
Asymmetrical surface plasmons (a-plasmons) mode is another plasmonic mode 
occurring with a thin metallic film such as 15-20 nm of gold. The requirements to 
excite the a-plasmons are a much thinner layer of gold and also allowing the sine of 
the angle of incidence to be much larger than unity; we will show later that this can 
be achieved with grating vector coupling. From figure 8.5, we can see that at incident 
k-vectors much greater than n0 we get a large enhancement of the field, greater than 1. 
This is due to the excitation of another plasmon mode. We can see some evidence of 
the usual plasmon mode around 1.4 but this is weak because the gold layer is thin. By 
examining the phase response it shows that this is a plasmon mode. We see that the 
thinner the film the greater the k-vector, that is the shorter the wavelength. 
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Figure 8.5 modulus of reflection coefficient for excitation of gold layers for layer thicknesses of 18nm 
(red), 15nm(green) and 12nm(blue). 
 
Figure 8.6 shows the gold grating for a-plasmons excitation 
Figure 8.6 shows a picture of the sample we would like to produce to test the a-
plasmon idea. Essentially, it is just a series of stripes with the dimensions mentioned 
in the image. The simulation predicts the following angle scan at 633 nm as shown in 
figure 8.7 below. 
Figure 8.7 shows the reflection coefficient as a function of incident angle represented 
as VLQș. The figure used for the simulation in figure 8.9 are n1=1.518, n2-gold at 633 
nm, n3=1.34, n4=1.33. h1=10 nm, h2=15 nm, h3=1 nm for the solid curve and 100 nm 
for dashed curve, p1=p2=140 nm. At large angles we see the dip at large angles; this is 
just the ordinary plasmon. The dip is pretty weak because we are more interested in 
the a-plasmon which appears at 20 degrees. Now the normal plasmon is excited by 
the zero order excitation. Now look at the a-plasmon, this is the dip at 20 degrees. We 
still need to optimise the depth of the dip and the structure to optimise the a-plasmons 
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effects. The a-plasmons mode has a shorter penetration depth compared to the normal 
SPs mode; this means that it will be useful for sensing refractive index change in a 
thin layer. 
 
Figure 8.7 shows the reflection coefficient as a function of incident angle for n1=1.518, n2-gold at 
633nm, n3=1.34, n4=1.33. h1=10nm, h2=15nm, h3 =1nm 
8.3.4 Some 2D structure to enhance sensitivity of SP 
Over the past few years, there are many attempts to improve the sensitivity of SPs by 
using hole arrays, pole arrays and other structured shapes. In chapter 2, we have 
shown that the RCWA calculation can be used to accurately model the rectangular 
nanohole array; the results obtained in chapter 2 agreed well with the results 
presented in (Yang & Ho 2009), where they used FDTD to model the structure. 
Therefore the next task is to investigate some 1D or 2D structures that can be used to 
enhance the sensitivity of SPs and try to develop a theoretical framework to 
encapsulate and understand their sensitivity mechanisms. 
8.4 What are deliverables of the project? 
In this section, I would like to end this thesis by summarising some of applications, 
where the knowledge studied in this thesis is applicable. 
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x Objective lens based SPR instrument will provide a viable quantitative tool 
for examining small refractive index changes on length scales not accessible 
to the prism based SPR methods.  
x As discussed that the heterodyne interferometric system is quite a challenge 
in optical alignment, therefore the confocal SP microscope will provide a 
more compact and convenient to build. Indeed the confocal arrangement 
allows more processing on the sample on account of its simplicity. I hope the 
concept of the confocal SP microscopy will be extended and used more 
widely to study the effect of SP. 
x For the SP detection array, the knowledge about crosstalk will be a key tool 
for designing the size of detection area so that its scale does not affect the 
accuracy of SP measurements. 
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Appendix A 
Rigorous wave coupled analysis 1D  
and 2D grating theory 
 
Figure A.1 shows variables definition (Moharam et al 1995a) 
For a plane of incidence with arbitrary angle of incidence ș, azimuthal angle Ԅ and 
electric field angle with respect to plane of incidence ȥ, unit vector pointing direction 
of electric field can be written as: 
u=[ܿ݋ݏ߰ܿ݋ݏߠܿ݋ݏ߶ െ ݏ݅݊߰ݏ݅݊߶,െܿ݋ݏ߰ܿ݋ݏߠݏ݅݊߶ െ ݏ݅݊߰ܿ݋ݏ߶,ܿ݋ݏ߰ݏ݅݊ߠ] [A.1] 
Electric field incidence can be then written as an amplitude product of the unit vector 
described in [A.1] as: 
ܧ௜௡௖௜ௗ௘௡௖௘ ൌ ࢛݁ି௝௞బ௡಺ሺ௦௜௡ఏ௖௢௦థ࢞ෝା௦௜௡ఏ௦௜௡థ࢟ෝା௖௢௦ఏࢠොሻ  [A.2] 
where ݇଴is the free space wave vector and ݊ூis refractive index of the first layer 
material. 
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There are three regions in this calculation, namely homogeneous layer region I (z<0), 
grating region ( ? ൑ ݖ ൑ )݀ and homogeneous layer region II (z>d). The electric 
solution for the three regions can be expressed as: 
For  z<0, ࡱࡵ ൌ ࡱ࢏࢔ࢉ࢏ࢊࢋ࢔ࢉࢋ ൅  ? ࡾ࢏݁ି௝௞బ௡಺ሺ௞ೣ೔࢞ෝା௞೤࢟ෝା௞಺ǡ೥೔ࢠොሻ௜   [A.3] 
where  ࡱࡵ is electric field vector reflected to the region I, ࡾ࢏ reflected electric field 
vector of the ith diffracted order. ݇௫௜ is the wave vector along x axis of the ith 
diffracted order. ݇௫௜ is the wave vector along y axis. ݇ூǡ௭௜ is the wave vector along z 
axis of the ith diffracted order. 
݇௫௜ ൌ ݇଴ሺ݊ூݏ݅݊ߠܿ݋ݏ߶ െ ݅ ఒబஃ ሻ   [A.4] ݇௬ ൌ ݇଴݊ூݏ݅݊ߠݏ݅݊߶     [A.5] 
݇ூǡ௭௜ ൌ ටሺ݇଴݊ூሻଶ െ ݇௫௜ଶ െ ݇௬ଶ   [A.6] 
where ߣ଴ is free space wavelength and Ȧ is grating period. 
For  z>d, ࡱࡵࡵ ൌ  ? ࢀ࢏݁ି௝௞బ௡భሺ௞ೣ೔௫ା௞೤௬ା௞಺಺ǡ೥೔ሺ௭ିௗሻሻ௜     [A.7] 
where  ࡱࡵࡵ is electric field vector transmitted to the region II, ࢀ࢏ transmitted electric 
field vector of the ith diffracted order. ݇ூூǡ௭௜ is the wave vector along z axis of the ith 
diffracted order. 
݇ூூǡ௭௜ ൌ ටሺ݇଴݊ூூሻଶ െ ݇௫௜ଶ െ ݇௬ଶ   [A.8] 
For  ? ൑ ݖ ൑ ,݀ ࡱࢍ ൌ  ? ሺܵ௫௜ሺݖሻ࢞ ൅ ܵ௬௜ሺݖሻ࢟ ൅ ܵ௭௜ሺݖሻࢠሻ݁ି௝௞బ௡಺ሺ௞ೣ೔௫ା௞೤௬ሻ௜  
 [A.9] 
  ࡴ ൌ െ݆ටఌబఓబ  ? ሺ ௫ܷ௜ሺݖሻ࢞ ൅ ௬ܷ௜ሺݖሻ࢟ ൅ ௭ܷ௜ሺݖሻࢠሻ݁ି௝௞బ௡಺ሺ௞ೣ೔௫ା௞೤௬ሻ௜
 [A.10] 
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where ܵ௫௜,ܵ௬௜and ܵ௭௜are the normalized electric field amplitudes of the ith diffracted 
order. ௫ܷ௜, ௬ܷ௜and ௭ܷ௜ are the normalized magnetic field amplitudes of the ith 
diffracted order.  
The 0D[ZHOO¶VHTXDWLRQVIRUWKHJUDWLQJUHJLRQFDQEHZULWWHQDV સ ൈ ࡱࢍ ൌ െ݆߱ߤ଴ࡴࢍ    [A.11] સ ൈ ࡴࢍ ൌ ݆߱ߝ଴ߝ௥ሺݔሻࡱࢍ   [A.12] 
where ߝ௥ሺݔሻ is relative permittivity at x harmonic number. ߝ௥ሺݔሻ ൌ  ? ߝ௛݁௝మഏ೓ȁ௡௛ୀି௡    [A.13] 
Where ߝ௛ is the hth Fourier component of the relative permittivity in the grating 
region, which is complex for lossy or non-symmetric dielectric grating and n is the 
number of diffracted order used.  
We can then substitute [A.9] and [A.10] into [A.11] and [A.12] and obtain the 
following matrices: 
ቈ߲ଶࡿ࢟Ȁ߲ݖƍଶ߲ଶࡿ࢞Ȁ߲ݖƍଶ቉ ൌ ቈ ࡷ࢞૛ ൅ࡰࡱ ࡷ࢟ሾࡱି૚ࡷ࢞ࡱെ ࡷ࢞ሿࡷ࢞ሾࡱି૚ࡷ࢟ࡱെ ࡷ࢟ሿ ࡷ࢟૛ ൅࡮ࡱ ቉ ൤ࡿ࢟ࡿ࢞൨   [A.14] 
ቈ߲ଶࢁ࢟Ȁ߲ݖƍଶ߲ଶࢁ࢞Ȁ߲ݖ ƍଶ቉ ൌ ቈ ࡷ࢟૛ ൅ ࡱ࡮ ሾࡷ࢞ െ ࡱࡷ࢞ࡱି૚ሿࡷ࢟ሾࡷ࢟ െ ࡱࡷ࢟ࡱି૚ሿࡷ࢞ ࡷ࢞૛ ൅ࡱࡰ ቉ ൤ࢁ࢟ࢁ࢞൨  [A.15] 
Where  ݖ ƍ ൌ ݇଴ݖ. ࡿ࢞ is a vector consisting of ܵ௫௜ values. ࡿ࢟ is a vector consisting of ܵ௬௜ values. ࡷ࢞ is a diagonal matrix with the (i,i) element being equal to ௞ೣ೔௞బ . ࡷ࢟ is a 
diagonal matrix with the (i,i) element being equal to ௞೤೔௞బ . E is the matrix formed by the 
permittivity harmonic components, with the (i,p) element being equal to ߝሺ݅ െ ݌ሻǤ  ࡮ ൌ ࡷ࢞ࡱି૚ࡷ࢞ െ ࡵ    [A.16] ࡰ ൌ ࡷ࢟ࡱି૚ࡷ࢟ െ ࡵ    [A.17] 
For the 1D grating case, Ky is simply an unity matrix, so the equations [A.14] and 
[A.15] can be then reduced to. ቂడమࢁ࢞డ௭ƍమ ቃ ൌ ሾࡷ࢟૛ࡵ ൅ ࡭ሿሾࢁ࢞ሿ  [A.18] 
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 ቂడమࡿ࢞డ௭ƍమ ቃ ൌ ሾࡷ࢟૛ࡵ ൅ ࡮ࡱሿሾࡿ࢞ሿ  [A.19] 
Where ࡭ ൌ ࡷ࢞૛ െ ࡱ 
We can then solve the Eigen-value problem for the matrices in eq[A.14] and [A.15] 
for the 2D case or [A.18] and [A.19] for the 1D case. 
The terms ௫ܷ௜ǡ ௬ܷ௜ ǡ ܵ௫௜ǡ ܵ௬௜ can be then reduced expanded as Fourier expansion: 
௫ܷ௜ሺݖሻ ൌ  ? ݓଵǡ௜ǡ௠ሼെܿଵǡ௠ା݁ି௞బ௤భǡ೘௭ ൅ ܿଵǡ௠ି݁௞బ௤భǡ೘ሺ௭ିௗሻሽ௡௠ୀଵ   [A.20]  ܵ௫௜ሺݖሻ ൌ  ? ݓଶǡ௜ǡ௠ሼെܿଶǡ௠ା݁ି௞బ௤మǡ೘௭ ൅ ܿଶǡ௠ି݁௞బ௤మǡ೘ሺ௭ିௗሻሽ௡௠ୀଵ   [A.21]  ܵ௬௜ሺݖሻ ൌ ? ݒଵଵǡ௜ǡ௠ሼെܿଵǡ௠ା݁ି௞బ௤భǡ೘௭ ൅ ܿଵǡ௠ି݁௞బ௤భǡ೘ሺ௭ିௗሻሽ௡௠ୀଵ ൅ ? ݒଵଶǡ௜ǡ௠ሼെܿଶǡ௠ା݁ି௞బ௤మǡ೘௭ ൅ ܿଶǡ௠ି݁௞బ௤మǡ೘ሺ௭ିௗሻሽ௡௠ୀଵ    [A.22] 
௬ܷ௜ሺݖሻ ൌ ? ݒଶଵǡ௜ǡ௠ሼെܿଵǡ௠ା݁ି௞బ௤భǡ೘௭ ൅ ܿଵǡ௠ି݁௞బ௤భǡ೘ሺ௭ିௗሻሽ௡௠ୀଵ ൅ ? ݒଶଶǡ௜ǡ௠ሼെܿଶǡ௠ା݁ି௞బ௤మǡ೘௭ ൅ ܿଶǡ௠ି݁௞బ௤మǡ೘ሺ௭ିௗሻሽ௡௠ୀଵ    [A.23] 
Where ݓଵǡ௜ǡ௠ and ݍଵǡ௠ are the elements of the eigenvector matrix ࢃ૚ of equation 
[A.14] for 2D case and [A.18] for 2D case and the positive square root of the 
eigenvalues respectively. ݓଶǡ௜ǡ௠ and ݍଶǡ௠ are the elements of the eigenvector matrix ࢃ૛ of equation [A.15] for 2D case and [A.19] for 2D case and the positive square 
root of the eigenvalues respectively. ܿଵǡ௠ା,ܿଵǡ௠ି,ܿଶǡ௠ା and ܿଶǡ௠ି are unknown 
constants to be determined by boundary conditions. The quantities ݒଵଵǡ௜ǡ௠,ݒଶଵǡ௜ǡ௠,ݒଵଶǡ௜ǡ௠,ݒଶଶǡ௜ǡ௠ are the elements of the matrices ࢂ૚૚ǡ ࢂ૚૛ǡ ࢂ૛૚ and ࢂ૛૛, 
which are expressed as: ࢂ૚૚ ൌ ࡭ି૚ࢃ૚ࡽ૚   [A.24] ࢂ૚૛ ൌ ሺ݇௬Ȁ݇଴ሻ࡭ି૚ࡷ࢞ࢃ૛  [A.25] ࢂ૛૚ ൌ ሺ݇௬Ȁ݇଴ሻ࡮ି૚ࡷ࢞ࡱି૚ࢃ૚ [A.26] ࢂ૛૛ ൌ ࡮ି૚ࢃ૛ࡽ૛   [A.27] 
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Where ࡽ૚ and ࡽ૛ are diagonal matrices with the diagonal element ݍଵǡ௠ and ݍଶǡ௠ 
respectively.  
By matching the tangential electric field and magnetic fields at the surface of grating 
z=0, the matching conditions are given by: ߰ߜ௜଴ ൅ ࡾ࢙ǡ࢏ ൌ ߮௜ܵ௫௜ሺ ?ሻ      [A.28] ݆ ቂݏ݅݊߰݊ூܿ݋ݏߠ െ ቀ௞಺ǡ೥೔௞బ ቁࡾ࢙ǡ࢏ቃ ൌ െሾܿ݋ݏ߮௜ ௫ܷ௜ሺ ?ሻ ൅ ݏ݅݊߮௜  ௬ܷ௜ሺ ?ሻሿ  [A.29] ܿ݋ݏ߰ܿ݋ݏߠ െ ݆ ቂ ௞಺ǡೞ೔௞బ௡಺మቃࡾ࢖ǡ࢏ ൌ ܿ݋ݏ߮௜ܵ௫௜ሺ ?ሻ ൅ ݏ݅݊߮௜ܵ௬௜ሺ ?ሻ    [A.30] െ݆݊ூܿ݋ݏ߰ ൅ ࡾ࢖ǡ࢏ ൌ െሾ߮௜ ܷ௬௜ሺ ?ሻ െ ݏ݅݊߮௜ ௫ܷ௜ሺ ?ሻሿ    [A.31] 
Where ࡾ࢙ǡ࢏ and ࡾ࢖ǡ࢏ are the components of the amplitude of electric and the magnetic 
field vectors normal to the diffraction plane respectively and ߮௜ ൌ ݐܽ݊ିଵሺ݇௬Ȁ݇௫௜ሻ. 
Equations [A.28] to [A.31] can be then rewritten in a matrix from as:  
൦ ݏ݅݊߰ߜ௜଴݆ݏ݅݊߰݊ூܿ݋ݏߠߜ௜଴െ݆ܿ݋ݏ߰݊ூߜ௜଴ܿ݋ݏ߰ܿ݋ݏߠߜ௜଴ ൪ ൅ ൦
ࡵ ૙െ࢐ࢅࡵ૙૙ ૙ࡵെ࢐ࢆࡵ൪ ൤ࡾ࢙ࡾ࢖൨ ൌ
ۏێێێ
ۍ ࢂ࢙࢙ ࢂ࢙࢖ࢃ࢙࢙ࢃ࢖࢙ࢂ࢖࢙ ࢃ࢙࢖ࢃ࢖࢖ࢂ࢖࢖ 
ࢂ࢙࢙ࢄ૚ ࢂ࢙࢖ࢄ૛െࢃ࢙࢙ࢄ૚െࢃ࢖࢙ࢄ૚ࢂ࢖࢙ࢄ૚ െࢃ࢙࢖ࢄ૛െࢃ࢖࢖ࢄ૛ࢂ࢖࢖ࢄ૛ ےۑۑۑ
ې
ۏێێ
ۍࢉ૚ାࢉ૚ିࢉ૛ାࢉ૛ି ےۑۑ
ې
 [A.32] 
Where ࢄ૚ and ࢄ૛ are diagonal matrices with the diagonal elements ݁ሺି௞బ௤భǡ೘ௗሻ and ݁ሺି௞బ௤మǡ೘ௗሻ, respectively. ࢂ࢙࢙ ൌ ࡲࢉࢂ૚૚    [A.33] ࢃ࢖࢖ ൌ ࡲࢉࢂ૛૛   [A.34] ࢂ࢙࢙ ൌ ࡲࢉࢂ૚૚   [A.35] ࢃ࢙࢙ ൌ ࡲࢉࢃ૚ ൅ ࡲ࢙ࢂ૛૚ [A.36] ࢂ࢖࢖ ൌ ࡲࢉࢃ૛ ൅ ࡲ࢙ࢂ૚૛ [A.37] ࢂ࢙࢖ ൌ ࡲࢉࢂ૚૛ െ ࡲࢉࢃ૛   [A.38] ࢃ࢖࢙ ൌ ࡲࢉࢂ૛૚ ൅ ࡲ࢙ࢃ૚  [A.39] ࢃ࢙࢖ ൌ ࡲ࢙ࢂ૛૛     [A.40] 
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 ࢂ࢖࢙ ൌ ࡲ࢙ࢂ૚૚    [A.41] 
Where Fc and Fs are diagonal matrices with the diagonal elements of ܿ݋ݏ߮௜ and ݏ݅݊߮௜ respectively. 
For the case z=d, the matching conditions are given by: ߮௜ ܵ௬௜ሺ݀ሻ െ ݏ݅݊߮௜ܵ௫௜ሺ݀ሻ ൌ ࢀ࢙ǡ࢏     [A.42] െሾ߮௜ ௫ܷ௜ሺ݀ሻ െ ݏ݅݊߮௜ ௬ܷ௜ሺ݀ሻሿ ൌ ݆ሺ݇ூǡ௭௜Ȁ݇଴ሻࢀ௦ǡ௜ [A.43] െሾ߮௜ ௬ܷ௜ሺ݀ሻ ൅ ݏ݅݊߮௜ ௫ܷ௜ሺ݀ሻሿ ൌ ࢀ࢖ǡ࢏   [A.44] ߮௜ ܵ௫௜ሺ݀ሻ ൅ ݏ݅݊߮௜ܵ௬௜ሺ݀ሻ ൌ ݆ሺ݇ூǡ௭௜Ȁ݇଴݊ூூଶ ሻࢀ௣ǡ௜  [A.45] 
Where ࢀ࢙ǡ࢏ and ࢀ࢖ǡ࢏ are the components of the amplitude of the electric and magnetic 
fields vectors normal to the diffraction plane. The equations [A.42] to [A.45] can be 
then rewritten as: 
 ൦ ࡵ ૙࢐ࢅࡵࡵ૙૙ ૙ࡵ࢐ࢆࡵࡵ൪ ൤ࢀ࢙ࢀ࢖൨ ൌ ۏێێێ
ۍ ࢂ࢙࢙ࢄ૚ ࢂ࢙࢖ࢄ૛ࢃ࢙࢙ࢄ૚ࢃ࢖࢙ࢄ૚ࢂ࢖࢙ࢄ૚ ࢃ࢙࢖ࢄ૛ࢃ࢖࢖ࢄ૛ࢂ࢖࢖ࢄ૛ 
ࢂ࢙࢙ ࢂ࢙࢖െࢃ࢙࢙െࢃ࢖࢙ࢂ࢖࢙ െࢃ࢙࢖െࢃ࢖࢖ࢂ࢖࢖ ےۑۑۑ
ې
ۏێێ
ۍࢉ૚ାࢉ૚ିࢉ૛ାࢉ૛ି ےۑۑ
ې
  [A.46] 
Where ߜ௜଴ ൌ  ? for ݅ ൌ  ? and ߜ௜଴ ൌ  ? for ݅ ്  ?. ࢅࡵ and ࢅࡵࡵ are diagonal matrices with 
the diagonal elements ݇ூǡ௭௜Ȁ݇଴ and ݇ூூǡ௭௜Ȁ݇଴ respectively.ࢆࡵ and ࢆࡵࡵ are diagonal 
matrices with the diagonal elements ݇ூǡ௭௜Ȁ݇଴݊ூଶ and ݇ூூǡ௭௜Ȁ݇଴݊ூூଶ  respectively.  
The equation [A.32] and [A.46] can be solved simultaneous and give us the electric 
field amplitude (TE) and magnetic field amplitude (TM) normal to the diffraction 
planes for reflection and transmission. 
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Appendix B 
Validation for all RCWA cases presented in this thesis 
 All the grating cases used in this thesis are listed in the table below. The number of 
diffracted orders in the table is 2 sided diffracted orders (2N+1) and the maximum 
error indicates the maximum error on the back focal plane calculation; this number is 
determined by calculating the full bfp of two consecutive numbers of diffracted 
orders to see whether the numerical solution from RCWA approaches a convergence 
value as discussed chapter 3. 
 
Figure B.1 shows symbols used in the table and their defnitions 
NA n0 Metal hm ns na ls 
(nm) 
la 
(nm) 
hs 
(nm) 
Number of 
diffracted 
orders 
Maximum 
error 
1.45 1.52 gold 50 2.023 1 1 7 20 61 1.78E-05 
1.45 1.52 gold 50 2.023 1 2 6 20 53 3.96E-05 
1.45 1.52 gold 50 2.023 1 3 5 20 51 4.93E-05 
1.45 1.52 gold 50 2.023 1 4 4 20 51 4.38E-05 
1.45 1.52 gold 50 2.023 1 5 3 20 51 6.36E-05 
1.45 1.52 gold 50 2.023 1 6 2 20 53 7.80E-05 
1.45 1.52 gold 50 2.023 1 7 1 20 61 9.30E-05 
1.45 1.52 Aluminium 15 2.023 1 6 2 20 53 8.71E-05 
1.65 1.78 gold 36 1.5 1.33 0.5 0.5 10 31 5.10E-05 
1.65 1.78 gold 36 1.5 1.33 2 2 10 31 4.91E-05 
1.65 1.78 gold 36 1.5 1.33 3 3 10 31 4.20E-06 
1.65 1.78 gold 36 1.5 1.33 4 4 10 33 4.05E-05 
1.65 1.78 gold 36 1.5 1.33 5 5 10 35 3.79E-05 
Metal hm
n0
NA Objective 
lens
ns na ns
ls la
hs
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1.65 1.78 gold 36 1.5 1.33 6 6 10 37 1.67E-05 
1.65 1.78 gold 36 1.5 1.33 7 7 10 45 8.50E-05 
1.65 1.78 gold 36 1.5 1.33 8 8 10 53 6.53E-05 
1.65 1.78 gold 36 1.5 1.33 9 9 10 61 5.19E-05 
1.65 1.78 gold 36 1.5 1.33 10 10 10 71 7.21E-05 
1.65 1.78 gold 36 1.5 1.33 11 11 10 81 8.20E-06 
1.65 1.78 gold 36 1.5 1.33 12 12 10 91 9.28E-05 
1.65 1.78 gold 36 1.5 1.33 13 13 10 101 3.50E-06 
1.65 1.78 gold 36 1.5 1.33 14 14 10 111 2.27E-05 
1.65 1.78 gold 36 1.5 1.33 15 15 10 121 5.00E-05 
1.65 1.78 gold 46 1.5 1.33 0.5 0.5 10 31 1.43E-05 
1.65 1.78 gold 46 1.5 1.33 2 2 10 31 2.53E-05 
1.65 1.78 gold 46 1.5 1.33 3 3 10 31 9.09E-05 
1.65 1.78 gold 46 1.5 1.33 4 4 10 33 5.38E-05 
1.65 1.78 gold 46 1.5 1.33 5 5 10 35 8.59E-05 
1.65 1.78 gold 46 1.5 1.33 6 6 10 37 5.24E-05 
1.65 1.78 gold 46 1.5 1.33 7 7 10 45 8.50E-05 
1.65 1.78 gold 46 1.5 1.33 8 8 10 53 2.39E-05 
1.65 1.78 gold 46 1.5 1.33 9 9 10 61 1.16E-05 
1.65 1.78 gold 46 1.5 1.33 10 10 10 71 6.48E-05 
1.65 1.78 gold 46 1.5 1.33 11 11 10 81 1.08E-05 
1.65 1.78 gold 46 1.5 1.33 12 12 10 91 2.86E-05 
1.65 1.78 gold 46 1.5 1.33 13 13 10 101 9.90E-06 
1.65 1.78 gold 46 1.5 1.33 14 14 10 111 2.87E-05 
1.65 1.78 gold 46 1.5 1.33 15 15 10 121 9.13E-05 
1.49 1.52 gold 36 1.5 1.33 0.5 0.5 10 31 5.14E-05 
1.49 1.52 gold 36 1.5 1.33 2 2 10 35 2.65E-05 
1.49 1.52 gold 36 1.5 1.33 3 3 10 37 3.43E-05 
1.49 1.52 gold 36 1.5 1.33 4 4 10 39 4.92E-05 
1.49 1.52 gold 36 1.5 1.33 5 5 10 41 7.92E-05 
1.49 1.52 gold 36 1.5 1.33 6 6 10 45 2.57E-05 
1.49 1.52 gold 36 1.5 1.33 7 7 10 53 6.19E-05 
1.49 1.52 gold 36 1.5 1.33 8 8 10 61 9.97E-05 
1.49 1.52 gold 36 1.5 1.33 9 9 10 65 1.40E-06 
1.49 1.52 gold 36 1.5 1.33 10 10 10 71 4.59E-05 
1.49 1.52 gold 36 1.5 1.33 11 11 10 81 5.21E-05 
1.49 1.52 gold 36 1.5 1.33 12 12 10 91 8.78E-05 
1.49 1.52 gold 36 1.5 1.33 13 13 10 101 1.52E-05 
1.49 1.52 gold 36 1.5 1.33 14 14 10 111 1.86E-05 
1.49 1.52 gold 36 1.5 1.33 15 15 10 121 9.30E-05 
1.49 1.52 gold 46 1.5 1.33 0.5 0.5 10 31 7.85E-05 
1.49 1.52 gold 46 1.5 1.33 2 2 10 35 1.60E-05 
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1.49 1.52 gold 46 1.5 1.33 3 3 10 37 9.37E-05 
1.49 1.52 gold 46 1.5 1.33 4 4 10 39 6.60E-06 
1.49 1.52 gold 46 1.5 1.33 5 5 10 41 3.81E-05 
1.49 1.52 gold 46 1.5 1.33 6 6 10 45 6.93E-05 
1.49 1.52 gold 46 1.5 1.33 7 7 10 53 2.80E-06 
1.49 1.52 gold 46 1.5 1.33 8 8 10 61 8.88E-05 
1.49 1.52 gold 46 1.5 1.33 9 9 10 65 9.17E-05 
1.49 1.52 gold 46 1.5 1.33 10 10 10 71 4.39E-05 
1.49 1.52 gold 46 1.5 1.33 11 11 10 81 2.29E-05 
1.49 1.52 gold 46 1.5 1.33 12 12 10 91 6.10E-05 
1.49 1.52 gold 46 1.5 1.33 13 13 10 101 9.26E-05 
1.49 1.52 gold 46 1.5 1.33 14 14 10 111 6.36E-05 
1.49 1.52 gold 46 1.5 1.33 15 15 10 121 5.50E-06 
1.49 1.52 gold 36 1.5 1.3 5 5 10 41 9.93E-05 
1.49 1.52 gold 36 1.5 1.35 5 5 10 41 2.96E-05 
1.49 1.52 gold 36 1.5 1.4 5 5 10 41 2.41E-05 
1.49 1.52 gold 36 1.5 1.45 5 5 10 41 3.86E-05 
1.49 1.52 gold 36 1.5 1.5 5 5 10 41 2.62E-05 
1.49 1.52 gold 36 1.5 1.55 5 5 10 41 2.25E-05 
1.49 1.52 gold 36 1.5 1.6 5 5 10 41 3.69E-05 
1.49 1.52 gold 36 1.5 1.65 5 5 10 41 1.75E-05 
1.49 1.52 gold 36 1.5 1.7 5 5 10 41 7.69E-05 
1.49 1.52 gold 46 1.5 1.3 5 5 10 41 5.84E-05 
1.49 1.52 gold 46 1.5 1.35 5 5 10 41 3.15E-05 
1.49 1.52 gold 46 1.5 1.4 5 5 10 41 9.05E-05 
1.49 1.52 gold 46 1.5 1.45 5 5 10 41 8.99E-05 
1.49 1.52 gold 46 1.5 1.5 5 5 10 41 4.35E-05 
1.49 1.52 gold 46 1.5 1.55 5 5 10 41 7.10E-06 
1.49 1.52 gold 46 1.5 1.6 5 5 10 41 6.45E-05 
1.49 1.52 gold 46 1.5 1.65 5 5 10 41 8.39E-05 
1.49 1.52 gold 46 1.5 1.7 5 5 10 41 9.04E-05 
1.65 1.78 gold 36 1.5 1.3 5 5 10 41 6.21E-05 
1.65 1.78 gold 36 1.5 1.35 5 5 10 41 4.25E-05 
1.65 1.78 gold 36 1.5 1.4 5 5 10 41 6.00E-07 
1.65 1.78 gold 36 1.5 1.45 5 5 10 41 9.71E-05 
1.65 1.78 gold 36 1.5 1.5 5 5 10 41 5.31E-05 
1.65 1.78 gold 36 1.5 1.55 5 5 10 41 3.41E-05 
1.65 1.78 gold 36 1.5 1.6 5 5 10 41 5.92E-05 
1.65 1.78 gold 36 1.5 1.65 5 5 10 41 8.92E-05 
1.65 1.78 gold 36 1.5 1.7 5 5 10 41 4.54E-05 
1.65 1.78 gold 46 1.5 1.3 5 5 10 41 6.95E-05 
1.65 1.78 gold 46 1.5 1.35 5 5 10 41 9.15E-05 
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1.65 1.78 gold 46 1.5 1.4 5 5 10 41 1.12E-05 
1.65 1.78 gold 46 1.5 1.45 5 5 10 41 2.24E-05 
1.65 1.78 gold 46 1.5 1.5 5 5 10 41 4.89E-05 
1.65 1.78 gold 46 1.5 1.55 5 5 10 41 7.99E-05 
1.65 1.78 gold 46 1.5 1.6 5 5 10 41 4.42E-05 
1.65 1.78 gold 46 1.5 1.65 5 5 10 41 1.70E-05 
1.65 1.78 gold 46 1.5 1.7 5 5 10 41 8.84E-05 
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Appendix C 
List of metal choices for SP excitation 
Material 
Complex refractive index corresponding to the wavelengths of 
typical thickness 
405 nm 532 nm 633 nm 830 nm 
Al 0.50047+i4.8978 0.938777+i6.4195 1.44947+i7.5387 2.71988+i8.2122 10-20 nm 
Cu 1.18+i2.21 1.061429+i2.5927 0.24869+i3.4128 0.26146+i5.2871 15-25 nm 
Ag 0.173+i2.0102 0.12927+i3.2012 0.13461+i3.9882 0.14604+i5.5259 40-55 nm 
Au 1.64973+i1.9568 0.467+i2.4075 0.19683+i3.0905 0.18927+i5.4182 45-55 nm 
Table C.1 shows complex refractive index corresponding to the wavelengths of 405 nm, 532 nm, 633 nm and 830 nm and their typical thicknesses for SP excitation. 
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Appendix D 
Noise simulations to compare sensitivity between 
intensity detection and phase detection 
At the absence of noise, intensity and phase detections can give us similar 
performance. However at the presence of noise the performance of the two detection 
methods give a significantly different performance as explained and reported by 
(Kabashin et al 2009b). Therefore in this section, I will provide a set of simulations to 
assess the performance of the two detection methods and determine the thinnest 
thickness that can be detected when they face with noises, such as photon shot noise 
noise due to vibrations and other noise sources. In this section, we will consider an 
overall noise effect of the system by simulating reflection responses with a random 
root mean square noise (RMS noise) of the reflection coefficients. The RMS noise 
level was modelled with a Gaussian distribution with mean value of P and variance of 
V2 of electrical voltage level, Gaussian(P,V2). 
The signal to noise ratio for the electrical voltage is defined as: 
ܴܵܰ௘௟௘௖௧௥௜௖௔௟௦௜௚௡௔௟ ൌ ఓమఙమ    [A4.1] 
Note that the ඥܴܵܰ௘௟௘௖௧௥௜௖௔௟௦௜௚௡௔௟ term is directly proportional to signal to noise 
ratio (SNR) of the optical signal (Somekh et al 2011). It can be shown that when the 
variance ߪଶ approaches the mean value ߤ; this condition is the condition for shot 
noise limit, which is the best case scenario for the noise simulation.  
In this section, we consider effect of the noise on the both methods, where the mean is 
simply its reflection coefficients and variance ߪଶ=0.03ߤଶ; this equivalents to the 
SNR of 33 (30.37 dBV). 
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7KHVLPXODWLRQVZHUHFDUULHGRXWEDVHGRQWKH.UHWFKPDQQ¶V configuration as shown 
in the figure D.1. 
 
Figure DVKRZV.UHWFKPDQQ¶VFRQILJXUDWLRQPRGHOOHGLQWKLVQRLVHVLPXODWLRQ 
 The thickness sensitivity of the system can be determined by varying the sample 
thickness ds. At the absence of noise the amplitude detection and phase detection can 
give us the similar performance as shown in figure D.2. 
 
Figure D.2 shows reflection coefficients for ds=0nm, ds=0.25nm and ds=0.5nm 
a) |rp|  b) phase(rp) c) ǻ_Up|=  |rp coated| |-|rp bare gold|  and d) ǻSKDVHUp)=phase(rp coated)-phase(rp bare gold) 
However if there is a presence of noise sources, the detection performance of the two 
methods are not the same as shown in figure D.3. From figure D.3, it can be seen that 
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the amplitude detection cannot distinguish the detected signal from its noisy 
background level for the sample thickness of 0.1 nm, whereas the phase detection can 
still give a decent SNR level.  
 
a)     b) 
Figure D.3 shows a) ǻ_Up|=  |rp coated| |-|rp bare gold| and b) ǻSKDVHUp)=phase(rp coated)-phase(rp bare gold) for 
0.1 nm and 1 nm samples 
Therefore the next task is to determine the minimum thickness that can be detected 
using the amplitude detection and phase detection and also compare the performance 
of each detection points. For the amplitude detection, VLQș  WKHPD[LPXPǻ_US_
in the figure D.2c) and VLQș 14 WKH PLQLPXP ǻ_US_ in the figure D.2c) are the 
operating points included in this simulation. For the phase detection, the maximum 
phase change occurs at the plasmonic angle VLQș 1. The detection performance 
of these three operating points as a function of thickness of the sample is shown in 
figure D.4. 
 
a)     b) 
Figure D.4 shows a) ǻ_Up|=  |rp coated| |-|rp bare gold| and b) ǻSKDVHUp)=phase(rp coated)-phase(rp bare gold) as a 
function of ds for the three operating points VLQș VLQș and VLQș  
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Figure D.4 tells us that the phase detection is more sensitive to the change in the 
sample thickness than the amplitude detection and it also has a higher SNR. The only 
disadvantage of the phase detection is that it is required an interferometer to detect the 
phase change. Table D.1 shows the thinnest thickness that can be detected by the 
amplitude and phase measurements at the present of the Gaussian noise. 
VLQș operating points Amplitude detection Phase detection 
0.804 0.335 nm 0.445 nm 
0.811 0.615 nm 0.025 nm 
0.814 0.265 nm 0.182 nm 
 
Table D.1 shows the thinnest thickness that can be detected by the amplitude and phase measurements at 
the present of the Gaussian noise. 
 
 
