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Abstract
We studied the influence of spin-orbit interaction (SOI) in interacting low dimensional quan-
tum systems at zero temperature within the framework of the functional renormalization
group (fRG). Among the several types of spin-orbit interaction the so-called Rashba spin-
orbit interaction is especially intriguing for future spintronic applications as it may be tuned
via external electric fields. We investigated its effect on the low energy physics of an in-
teracting quantum wire in an applied Zeeman field which is modeled as a generalization of
the extended Hubbard model. To this end we performed a renormalization group study of
the two particle interaction, including the SOI and the Zeeman field exactly on the single
particle level. Considering the resulting two band model, we formulated the RG equations
for the two particle vertex keeping the full band structure as well as the non trivial momen-
tum dependence of the low energy two particle scattering processes. In order to solve these
equations numerically we defined criteria that allowed us to classify whether a given set of
initial conditions flows towards the strongly coupled regime. We found regions in the models
parameter space where a weak coupling method as the fRG is applicable and it is possible to
calculate additional quantities of interest.
Furthermore we analyzed the effect of the Rashba SOI on the properties of an interacting
multi level quantum dot coupled to two semi infinite leads. Of special interest was the
interplay with a Zeeman field and its orientation with respect to the SOI term. We found a
renormalization of the spin-orbit energy which is an experimental quantity used to asses SOI
effects in transport measurements, as well as renormalized effective g factors used to describe
the Zeeman field dependence. In particular in asymmetrically coupled systems the large
parameter space allows for rich physics which we studied by means of the linear conductance
obtained via the generalized Landauer-Bu¨ttiker formalism from the renormalized self energy.
The multi level quantum dot exhibits Kondo physics at finite Zeeman fields which can be
suppressed if the field and the SOI term are not aligned in parallel. Due to broken particle hole
symmetry we observed a gate voltage dependence for finite field conductance plateaus. The
computed dependencies have been observed in experiments and thus highlight the flexibility
of the considered model.
Finally we computed the linear conductance for a multi level quantum dot model that has
been proposed to describe SOI and impurity scattering effects in carbon nanotubes (CNT).
The SOI was seen to affect the already complicated level structure of the CNT and thus
profoundly changes the linear conductance, especially the location of conductance resonances
4with respect to an applied magnetic field and gate voltage. Again asymmetries influence the
conductance and the effects are explained by means of the effective tunnel couplings to the
eigenstates of the CNT. We finished with an improved analysis of a reduced version of this
model that includes two particle vertex renormalization. The computed linear conductance
is in excellent agreement with experimental data.
Zusammenfassung
In dieser Arbeit untersuchten wir mit Hilfe der funktionalen Renormierungsgruppe (fRG)
den Einfluss von Spin-Bahn Wechselwirkung (SOI) in wechselwirkenden niedrigdimensiona-
len Quantensystemen bei verschwindender Temperatur. Unter den verschiedenen Arten der
Spin-Bahn Wechselwirkung erscheint die sogenannte Rashba Spin-Bahn Wechselwirkung be-
sonders vielversprechend fu¨r zuku¨nftige Spintronik Anwendungen, da sie durch elektrische
Felder manipuliert werden kann. Wir untersuchten ihre Auswirkungen auf die Niederenergie-
physik eines wechselwirkenden Quantendrahts in einem Zeemanfeld. Der Draht wurde als eine
Verallgemeinerung des Hubbard Modells mit na¨chster Nachbar Wechselwirkung modelliert.
Dazu fu¨hrten wir eine Renormierungsgruppenanalyse der Zweiteilchenwechselwirkung durch,
bei der der Einfluss der SOI und des Zeeman Feldes bereits exakt auf der Einteilchenebene
miteinbezogen wurde. Wir stellten die Renormierungsgruppengleichungen fu¨r den Zweiteil-
chenvertex in dem resultierenden Zweibandmodell auf. Von besonderem Interesse waren die
Effekte zu denen die Behandlung der vollen Impulsabha¨ngigkeit in den Vertexfunktionen
sowie in den Einteichenba¨ndern fu¨hrten. Die numerische Lo¨sung dieser Gleichungen erfor-
derte die Definition von Kriterien anhand derer eine Renormierung in Richtung des stark
wechselwirkenden Regimes festgelegt werden konnte. Wir konnten Untermengen in unserem
Parameterbereich bestimmen in denen es mo¨glich ist mit Hilfe der fRG weiterfu¨hrende Gro¨ßen
zu berechnen, da die Wechselwirkung hinreichend schwach bleibt.
Im Weiteren betrachteten wir die Auswirkungen der SOI auf die Eigenschaften eines multi-
Niveau Quantenpunkts der an zwei halbunendliche Zuleitungen gekoppelt ist. Insbesondere
untersuchten wir das Zusammenspiel eines Zeemanfeldes mit der SOI in Bezug auf ihre re-
lative Orientierung zueinander. Wir sahen eine Renormierung der Spin-Bahn Energie, die
verwendet wird um SOI Einflu¨sse in Transportmessungen zu quantifizieren, sowie renormier-
te g Faktoren mit denen sich die Zeemanfeldabha¨ngigkeit beschreiben la¨ßt. Außerdem be-
rechneten wir den linearen Leitwert im Rahmen eines verallgemeinerten Landauer-Bu¨ttiker
Formalismus aus der renormierten Selbstenergie. Besonders in asymmetrisch gekoppelten
Systemen erlaubt die Vielzahl an Parametern verschiedenste Effekte, die sich im linearen
Leitwert manifestieren. Der multi-Niveau Quantenpunkt zeigt Kondo Physik bei endlichen
Zeemanfeld, welche sich durch eine nicht parallele Orientierung des Feldes und der SOI un-
terdru¨cken la¨ßt. Weiterhin beobachteten wir Leitwertplateaus deren Position sich durch die
gebrochene Teilchen-Loch Symmetrie mit der Gatterspannung vera¨nderte. Die berechneten
Abha¨ngigkeiten wurden bereits in verschiedenen Experimenten beobachtet und zeigen so die
6Flexibilita¨t des betrachteten Modells.
Schlußendlich berechnen wir den linearen Leitwert fu¨r ein multi-Niveau Quantenpunktmodell
das verwendet wird um SOI und Verunreinigungseffekte in Kohlenstoffnanoro¨hren (CNT) zu
beschreiben. Die SOI beeinflusst die ohnehin bereits komplizierte Struktur der Energieniveaus
der CNT stark und vera¨ndert somit den linearen Leitwert. Insbesondere die Positionen von
Leitwertresonanzen in Bezug auf eine angelegte Gatterspannung sowie eines Zeemanfeldes
sind betroffen. Wie zuvor finden wir Einflu¨sse von Asymmetrieffekten auf den Leitwert die
sich mit Hilfe der effektiven Tunnelbarrieren in die Eigenzusta¨nde der CNT erkla¨ren lassen.
Abschließend betrachten wir eine weiter reduzierte Abwandlung des eingefu¨hrten Modells in
dem die Renormierung des Zweiteilchenvertex zusa¨tzlich beru¨cksichtig werden kann. Der so
berechnete Leitwert wurde mit experimentellen Data verglichen und wir fanden ausgezeich-
nete U¨bereinstimmung.
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Chapter 1
Introduction
The idea to utilize the electron spin, in addition to its charge, as a mean for information pro-
cessing has given rise to the field of spintronics [JS85,BBF+88,BGSZ89,Fer08]. Towards this
end extensive research regarding the influence of the spin on charge, spin and heat transport
through nanostructures such as quantum dots and wires has been conducted. Of particular
interest are mechanisms that affect, or enable us to control, experimentally important quan-
tities, in particular the spin orientation and the spin relaxation rate. A promising research
direction aims at utilizing electric fields for these purposes as they give rise to the so-called
Rashba spin-orbit interaction [NATE97,MTCC03,TMC05,SSE+09]. The interplay of a mag-
netic field with this spin-orbit interaction is often a key feature of the studied mechanisms
and will be investigated thoroughly in this thesis.
In low dimensional quantum systems, the two particle interaction plays a very important
role for the description of the low energy physics encountered in them. Even in the simple
model of an interacting one dimensional electron gas the physics differs greatly from the
three dimensional case and can often be explained in terms of a Tomonaga-Luttinger Liquid
[Gia03]. The effect of the two particle interaction on different low dimensional system with
SOI will be the second focus of this thesis. For the so called zero dimensional quantum dots,
the characteristic low energy interaction physics was discovered when analyzing magnetic
impurities in metals. The so called Kondo effect, which originates from spin fluctuations, is
often encountered in interacting quantum dot setups and leads to characteristic resonances
in transport measurements [Kon64, Hew97]. It is one of the predominantly discussed two
particle interaction effects found in such systems, both from the theoretical as well as the
experimental point of view. We will discuss its influence on the conductance for two models
of multi level quantum dots.
The structure of this thesis will be the following: In Chapter 2 we introduce the spin-orbit
interaction as a consequence arising from relativistic quantum mechanics [Win03]. We adapt
the general Hamiltonian to the low dimensional systems that we will study in the following as
well as comment on the application of the SOI Hamiltonian to a lattice model. Furthermore
we derive the functional renormalization group hierarchy of flow equations for the vertex
functions employed throughout this thesis and show how to obtain the linear conductance
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from them [Kar06,MSH+12].
We continue with the analysis of interacting quantum wires including SOI in Chapter 3.
Starting from a tight binding model with SOI and a Zeeman field we discuss the single particle
properties of the model. Having in mind the resulting two band structure, we postulate the
possible momentum conserving low energy two particle interactions similarly to the g-ology
classification used in Luttinger liquid theory [S79, Gia03]. Starting from local and nearest
neighbor interactions in real space we construct suitable two particle vertex functions and
set up their RG equations. We discard the feedback of the self energy in the second order
equations but keep the full momentum dependence of the single particle spectrum as well as in
the interaction processes. The resulting equations are solved numerically and we investigate
whether a given set of single particle parameters together with initial conditions for the
interaction, flows towards the strongly coupled regime. This is predicted to be the case for
all physically relevant initial conditions using Bosonization methods [GSS08] and results in a
gapped energy spectrum [Gia03]. On the other hand if the system remains weakly coupled
for a set of parameters it is possible to compute further quantities of interest like the linear
conductance as was done in Ref. [Bir08] under the assumption that the two particle interaction
stays small.
In Chapter 4 we deal with transport through multi level quantum dots and investigate experi-
mentally relevant quantities often studied in such systems [Bir08,TDY+10,KSS+10,KDT+12,
NPPvdB+12]. We use a minimal model of four dot states including SOI and a Zeeman field
which can be varied along two directions. For the computation of transport properties the
dot is coupled to two semi infinite tight binding chains. We calculate the linear conduc-
tance at vanishing temperature in first order of the hierarchy of the fRG flow equations.
The conductance exhibits two kinds of gate dependent conductance plateaus at finite fields.
The first is due to different renormalizations of local and nonlocal terms in the effective
Hamiltonian and appears curved in the linear conductance. The second occurs if particle
hole symmetry is broken and the Zeeman field is parallel to the SOI, leading to a broken
VG → −VG symmetry of the conductance, which is contrary to the first case. In case the
Zeeman field and the SOI are not aligned these conductance plateaus are suppressed, which
can be traced back to an anti-crossing in the single particle spectrum. The gap size defines
the so called spin-orbit energy and we find interesting renormalization effects due to the two
particle interaction as well as asymmetric coupling to the leads. This renormalization affects
the amplitude and the functional form if the dependence on the Zeeman field orientation is
studied. Furthermore we investigate effective g factors which are defined according to two
distinct experimental procedures. The g factor extracted from Coulomb blockade peak split-
ting shows no renormalization due to the two particle interaction in a serial symmetric setup
but if tunnel coupling asymmetries and a level detuning are present as well we observe slight
renormalization. A second g factor is defined via level splitting similar to the spin-orbit en-
ergy and also exhibits renormalization of the amplitude and functional form. For situations
including asymmetries we observe a gate dependence of both effective g factors, depending on
the conductance resonance under investigation. We find that our minimal model is suitable
to qualitatively describe experimentally observed features.
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In Chapter 5 we study multi level quantum dots in carbon nanotubes (CNT) and focus on the
linear conductance. After introducing the model that is commonly used to explain observed
single particle spectra we give an overview of the various effects the numerous single particle
parameters have on the energy levels of the isolated dot [KIRM08,JGP+11]. Furthermore we
introduce the concept of effective tunnel couplings in order to explain some of the observed
features in the transport measurements, in particular gate dependent conductance ridges at
finite magnetic fields. As in Chapter 4 we supplement the dot with non-interacting electron
reservoirs and include a repulsive two particle interaction. We calculate the linear conduc-
tance for this setup within the first order truncation of the fRG and study how the discussed
single particle properties affect the transport data. In an extension we include two particle
vertex renormalization for a reduced version of the initial model and find excellent agreement
with measured transport data. The structure of the single particle model, especially the
effective tunnel couplings, in conjunction with the experimental data leads to the conclusion
that the tunnel couplings to the different shells of the CNT have to decrease monotonously
with energy.
In an effort to keep the chapters self contained several observations and arguments appear
repeatedly throughout the chapters. To a far extend the chapters are independent from one
another which is why we will omit a separate conclusion chapter for the whole thesis and
instead incorporate such remarks in the summaries at the end of each chapter.
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Chapter 2
Origin of the Spin-Obit Interaction
And Technical Background
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2.1 Spin-Orbit Interaction
In this section we will derive the spin-orbit interaction (SOI) from the relativistic Dirac
equation. The necessary expansion of the equation for low velocities is textbook material but
will be included for completeness. We closely follow Refs. [Win03] and [Bir08] and adopt their
notation. Furthermore we will comment on the restriction to particles in a one dimensional
system, which will be the general setup in the following. As we consider systems defined on a
lattice we also discuss how the continuum expressions derived below have to be interpreted.
2.1.1 Derivation From the Dirac Equation
The starting point will be the Dirac equation for a particle of mass m, charge e < 0, subjected
to an (applied) electric potential V as well as a magnetic field described by a vector potential
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A. For the case of time independent fields the Dirac equation takes the following form:(
cσ ·
(
p− e
c
A
)
α + βmc2 + V 14
)
ψ = Eψ , (2.1.1)
where p is the canonical momentum of the particle, and the matrices α and β are given by
α =
(
0 12
12 0
)
and β =
(
12 0
0 −12
)
,
respectively, with σ denoting the vector of Pauli matrices. Inserting the four component
spinor ψ = (ψA, ψB)
tr into this equation and defining E˜ = E −mc2 leads to the two coupled
equations
σ ·
(
p− e
c
A
)
ψB =
1
c
(
E˜ − V
)
ψA
σ ·
(
p− e
c
A
)
ψA =
1
c
(
E˜ − V + 2mc2
)
ψB .
The second line can be solved for ψB, which yields an eigenvalue problem for ψA when inserted
into the first line:
σ ·
(
p− e
c
A
)
c
(
E˜ − V + 2mc2
)−1
σ ·
(
p− e
c
A
)
ψA =
1
c
(
E˜ − V
)
ψA . (2.1.2)
In the following we will simplify this equation for the case of the non-relativistic limit E˜−V 
mc2. The first step is the expansion of the term in the denominator, i.e.(
E˜ − V + 2mc2
)−1
=
1
2mc2
[
1− E˜ − V
2mc2
+O
(
(v/c)3
)]
.
The second step is a proper normalization of the two component wave function ψA by inserting
the expression for ψB into the normalization condition 1 =
∫
dr3
(
ψ†AψA + ψ
†
BψB
)
. In the
non-relativistic limit we obtain normalization up to O((v/c)2) for the new spinor
ψ˜ = ΩψA =
[
12 +
[
σ · (p− ecA)]2
8m2c2
]
ψA .
After casting Eq. 2.1.2 into the form HAψA = E˜ψA we evaluate
Ω−1HAψA = Ω−1HAΩ−1ψ˜ = E˜(Ω−1)2ψ˜ ,
where the inverse of the transformation Ω is given by
Ω−1 = 12 − 1
8m2c2
[(
p− e
c
A
)2 − e~
c
σ ·B
]
,
with the magnetic field B = ∇×A. From here the expression Ω−1HAΩ−1 can be evaluated but
as the calculation is straightforward we will omit this intermediate result and refer to [Bir08]
for the complete expression. Furthermore with
(Ω−1)2 = 12 − 1
4m2c2
[(
p− e
c
A
)2 − e~
c
σ ·B
]
+O ((v/c)3) ,
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we arrive at
H˜ψ˜ = E˜ψ˜
with the Hamiltonian H˜ in the limit of small magnetic fields p− ecA ∼ p:
H˜ =
1
2m
p2 + V − e~
4m2c2
σ · (E× p)− e~
2m
σ ·B
− 1
8m3c2
p4 +
e~
8m3c2
p2(σ ·B) + e~
8m3c2
(σ ·B)p2 − e
2~2
8m3c2
B2 − e~
2
8m2c2
divE . (2.1.3)
For this expression we have introduced the electric field E = −∇V/e. The terms in the first
lines will compose the Hamiltonian studied in the following. The first is the usual kinetic
energy, the second term describes the spin-orbit interaction and the third term is the Zeeman
term. All terms in the second line will be omitted for the remainder of this thesis as they
represent corrections to the kinetic energy and the Zeeman term. An exception to this is the
last term in the second line which is known as the Darwin term. It is often encountered in
fine structure calculation of atomic spectra and describes rapid fluctuations of the electron
position on the order of the Compton wavelength [Win03].
2.1.2 One dimensional case
We are interested in the effects of spin-orbit interaction on zero and one dimensional systems.
The three dimensional Hamiltonian above will be restricted via the following considerations:
The electric fields responsible for the so called Rashba SOI can be generated by various means,
like the confinement to a two dimensional electron gas in between two semiconductors and
further confinement to a one dimensional system utilizing an external electric field [Ras60].
Depending on the chosen confinement potential the SOI term acquires a different form. The
case of a harmonic potential is often discussed in the literature, but we here focus on a
linear potential [MB00]. A different situation would be a cleaved edge chain of gold atoms
with applied external fields [LAK+01,BRZH07]. For the lattice model considered below the
latter is the closer physical realization. In the low energy limit and for sufficiently strong
symmetric confinement potentials we replace the momentum operators in the transversal
directions by their (vanishing) expectation values, i.e. pi → 〈pi〉 = 0 for i = y, z. The
simplified Hamiltonian now reads (dropping the ∼ superscript):
H =
1
2m
p2x + V (x) +
~
m
[αzσy − αyσz] px + µBσ ·B ,
where we introduced the SOI parameters αi =
e
4mc2
Ei , i = y, z and the Bohr magneton µB.
The zero dimensional case studied in Chapter 4 can be viewed as a special case of the one
dimensional system if the system length is sufficiently reduced to leave only a few energetically
well separated states. This will be a natural limit in the lattice version of the quantum wire
discussed below. This single particle model is easily solved by a plane wave solution for the
spatial part and a spin rotation which depends on the Zeeman field, the SOI parameters and
the wavevector k. The properties of this system are studied in detail in [Bir08] and the results
are compared to the corresponding lattice model.
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2.1.3 Lattice Version
In order to derive a suitable lattice version of the above Hamiltonian we follow standard
arguments for periodic potentials [AM76, EFG+10]. The derivation is analogous to the the
tight binding chain and the kinetic and potential energy terms acquire the expected form
when expressed in a Wannier basis. The Zeeman field term is local in space and therefore
results in a spin dependent addition to the potential term, diagonal in the site index of the
Wannier basis. The treatment of the SOI term is similar to the kinetic term and following
the same basic reasoning we obtain a nearest neighbor hopping with a spin dependence. For
the rest of the thesis we gather all prefactors of the SOI in the constants αy and αz which
now have the dimension of an energy. Furthermore we absorb the Bohr magneton µB into
the Zeeman field strength B = |B| giving it the unity of energy. The resulting Hamiltonian
thus reads:
H =+
∑
j,σ
j cˆ
†
j,σ′ cˆj,σ − t
∑
j,σ
(
cˆ†j+1,σ cˆj,σ + cˆ
†
j,σ cˆj+1,σ
)
+
∑
j,σ,σ′
(σ ·B)σ′,σ cˆ†j,σ′ cˆj,σ
−
∑
j,σ,σ′
[
cˆ†j+1,σ′ (iαyσz + αziσy)σ′,σ cˆj,σ − cˆ†j,σ′ (iαyσz + αziσy)σ′,σ cˆj+1,σ
]
2.2 The Functional Renormalization Group
One of the key problems in many body quantum mechanics is developing methods to incorpo-
rate the effects of two particle interactions. Unfortunately the well established perturbation
theory already leads to divergences if applied to the simple model of an interacting three
dimensional electron gas [BF04]. Even though perturbation theory remains applicable for
other systems and serves as a point of comparison, clearly more powerful ideas are needed.
On a phenomenological level Landau was able to explain the experimental finding that inter-
acting electrons in a metal, which can be modeled as a three dimensional electron gas, can
be described via noninteracting electrons with (in modern terms) renormalized parameters,
most prominently the effective mass [Lan57, Pin97, BF04]. The microscopic explanation for
the so-called Fermi Liquid theory was later formulated in the mathematical framework of
Renormalization Group theory [Wil75]. Today a multitude of methods incorporating two
particle interaction effects have been developed, each with their own strengths and shortcom-
ings. Some of these methods employ the idea of renormalization to map complex systems onto
simpler and more tractable models. Most of these make use of perturbation theory in order
to calculate the aforementioned mapping in a diagrammatic way, often giving physical inter-
pretation to the calculations in terms of the diagrammatic representations. Two examples of
such methods are the Real Time Renormalization Group and the Functional Renormalization
Group (fRG), which is explained and utilized in the following [Sch09,MSH+12]. On the other
hand there are exact methods like exact diagonalization, Bethe Ansatz or Bosonization for the
low energy physics in one dimensional fermion systems [Bet31, And80, NM05, Gia03, vS98].
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Furthermore the Density Matrix Renormalization Group, which is based on a variational
principle, finds much use in low dimensional systems [Whi92, Sch11]. Together with the
Numerical Renormalization Group these two numeric methods provide important points of
comparison as they are widely regarded as numerically exact [Wil75,BCP08].
As mentioned above, in this thesis we will utilize the fRG as it was seen to be a flexible
tool in the context of low dimensional electron systems. In particular the extension of the
method to the systems at hand is straightforward and the involved numerical computations
are easily implemented. In the following we will give a brief introduction to the fRG and derive
the important flow equations used to describe low dimensional systems in thermodynamic
equilibrium.
2.2.1 Generating Functional of The Vertex Functions
The starting point for the derivation of the equilibrium fRG equations is the partition function
in an imaginary time functional integral formulation using Grassmann fields with the inverse
temperature β (~ = kB = 1):
Z =
∫
Dψψ exp
{
−
∫ β
0
dτ
[∑
l
ψl(τ + 0
+)
dψl(τ)
dτ
+H({ψ}, {ψ})
]}
,
where H derives from the Hamiltonian under consideration:
H({ψ}, {ψ}) =
∑
l
lψl(τ+0
+)ψl(τ)+
1
4
∑
i,j,k,l
vi,j,k,lψi(τ+0
+)ψj(τ+0
+)ψk(τ)ψl(τ) . (2.2.1)
The Grassmann fields Ψ and Ψ correspond to the original annihilation and creation operators
and vi,j,k,l are the matrix elements of the anti-symmetrized interaction. For notational conve-
nience we have chosen the basis that diagonalizes the single particle part of the Hamiltonian
yielding the eigenenergies l, but note that this is not required for the following derivation.
The infinitesimal shifts of the imaginary time argument in the Ψ fields is sometimes needed
in order to resolve ambiguities when evaluating expectation values. The construction of such
a functional integral and the properties of the underlying Grassmann algebra are explained
in great detail in [NO98]. The basic idea is to utilize coherent states as a basis to evaluate
operator expression as well as a Trotter decomposition of the (imaginary) time evolution op-
erator which becomes exact in the limit of an infinitely small discretization of the imaginary
time difference. The Euclidian action can be separated into a free part and an interaction
part, i.e. the terms which contain two or four Grassmann fields. As the Grassmann fields are
anti-periodic in the imaginary time it is advantageous to express them via a Fourier series
expansion and work with fermionic Matsubara frequencies given by odd multiples of pi/β.
Furthermore we normalize the full partition function with respect to the partition function
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of the noninteracting system to facilitate changes of variables:
Z
Z0 =
1
Z0
∫
Dψψ exp
{∑
l
∑
ωn
ψl(iωn)
[G0l (iωn)]−1 ψl(iωn)
−1
4
1
β
∑
i,j,k,l
∑
n,n′,m,m′
v¯i,j,k,lδm+m′,n+n′ψi(iωm)ψj(iωm′)ψl(iωn′)ψk(iωn)
 ,
where we have introduced the inverse of the free propagator[G0l (iωn)]−1 = iωn − l .
Collecting the quantum numbers in a multi-index k = (ωn, l) and introducing the compact
notation (ψ,Mψ) :=
∑
k,k′ ψkMk,k′ψk′ we arrive at
Z
Z0 =
1
Z0
∫
Dψψ exp
(ψ, [G]−1 ψ)− 14 ∑
k′1,k
′
2,k1,k2
vk′1,k′2,k1,k2ψk′1ψk′2ψk2ψk1

=:
1
Z0
∫
Dψψ exp {S0 − SInt} . (2.2.2)
For convenience we include the factor 1/β and the Matsubara frequency conserving Kronecker
symbol in the (anti-symmetric) interaction vk′1,k′2,k1,k2 . From (2.2.2) we define the generating
functional for the m-particle Green functions by introducing source fields η and η:
W({η}, {η}) = 1Z
∫
Dψψ exp{S0 − SInt − (ψ, η)− (ψ, η)} ,
which gives the m-particle Green function by differentiating the expression with respect to
the source terms η and η
Gm(k
′
1, ..., k
′
m; k1, ...km) :=(−1)m
〈
ψk′1 ...ψk′mψkm ...ψk1
〉
=
δm
δηk′1 ...δηk′m
δm
δηk1 ...δηkm
W ({η}, {η})
∣∣∣∣∣
η=η=0
.
Following the literature [NO98] we introduce the generating functional of the connected
Greens functions as an intermediate step:
W c({η}, {η}) = ln (W ({η}, {η})) .
In principle it is possible to derive flow equations for a renormalization procedure based on
this functional, the so-called Polchinsky equations. In this procedure self energy effects, which
will be of special interest in this thesis, are difficult to treat and thus it is advantageous to
apply a further transformation. Towards this end we define two new independent Grassmann
variables
φ = − δ
δη
Wc({η}, {η}) φ = δ
δη
Wc({η}, {η}) ,
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and perform a Legendre transformation. We arrive at the generating functional for the m-
particle vertex functions
Γ({φ}, {φ}) = −Wc({η}, {η})− (φ, η)− (η, φ) + (φ, [G0]−1 φ) .
The last term in the definition was added for convenience as it cancels another term in the
derivation of the flow equations and consequently identifies the one particle vertex with the
self energy instead of the full propagator. The m-particle vertex functions consist only of one-
particle irreducible diagrams in which the outer (full) propagators are amputated, leading
to a simple and effective truncation scheme for the RG equations. The m-particle vertex
functions themselves are again obtained by taking functional derivatives:
γm(k
′
1, ..., k
′
m; k1, ...km) :=
δm
δφk′1 ...δφk′m
δm
δφk1 ...δφkm
Γ({φ}, {φ})
∣∣∣∣∣
φ=φ=0
.
In order to establish the relation between the m-particle vertex functions and the connected
Greens functions a series of identities involving the functional derivatives with respect to
the source fields and the generating functionals have to be introduced. As the necessary
calculations yield no specific insights we will omit these steps and refer to Refs. [Med08,
MSH+12] for the details. The results for the lowest two vertex functions read:
γ1 =
δ2Γ
δφδφ
∣∣∣∣
φ=φ=0
= −Σ .
γ2(k
′
1, k
′
2; k1, k2) = −
∑
q′1,q
′
2,q1,q2
[G]−1k′1,q′1 [G]
−1
k′2,q
′
2
[G]−1k′3,q′3 [G]
−1
k′4,q
′
4
Gc2(q
′
1, q
′
2, q1, q2) .
The first identity will prove useful in the following as the self energy enters the calculation of
the linear conductance.
2.2.2 Renormalization Procedure and Hierarchy of Flow Equations
Obtaining the exact generating functional is equivalent to solving the many body problem in
question but unfortunately, this is rarely possible due to the two particle interaction. In par-
ticular the low energy physics of low dimensional systems is often plagued by divergences and
interesting quantities such as correlation functions cannot be computed straightforwardly. In
order to make progress we set up a renormalization procedure that aims to regularize the
occurring (infrared) divergences [Del04]. The guiding principle here is to incorporate the
(finite) contributions from higher energy scales before the problematic low energy degrees of
freedom are treated. In many cases this removes the difficulties and from the obtained func-
tional it is possible to compute quantities of interest. The drawback in most renormalization
schemes is that the high energy contributions are calculated in a perturbative manner and
the resulting generating functional thus represents only an approximation. The quality of the
approximation depends on the technical details of the procedure and the system under investi-
gation. On the other hand the functional integral formulation offers several advantages for the
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Figure 2.1: Diagrammatic flow equation for the self-energy. The slashed line indicates the single
scale propagator S.
renormalization procedure. Due to the convenient mathematical structure, often analytical
insights can be utilized to simplify the calculations, in particular the inclusion of symmetries.
Furthermore the interpretation of results is facilitated by the diagrammatic structure of the
perturbative approximations. A comprehensive review of the fRG including a more general
derivation of the following flow equations can be found in Refs. [Med08,MSH+12].
For the remainder of this thesis we will choose a Matsubara frequency cutoff in order to remove
the low energy physics in the system. The cutoff will be attached to the free propagator and
removes all degrees of freedom below the cutoff scale Λ. In the following we only consider
the case of vanishing temperature and thus a sharp cutoff function is advantageous, i.e. we
multiply a step function with the free propagator:
G0(iω)→ G0(iω)Θ(|ω| − Λ) = GΛ0 (iω) . (2.2.3)
For Λ→∞ all degrees of freedom are ’frozen’ and for Λ = 0 we recover our original system.
By means of the cutoff parameter we can interpolate freely between these two cases. The basic
idea of the following procedure can be summarized like this: We compute the effect small
(infinitesimal) changes of the cutoff have on the generating functional. Integrating over all
these small contributions starting from the large cutoff values then yields the desired cutoff
free generating functional. In general the solution of the flow equation for the generating
functional should not depend on the chosen cutoff procedure, but as several approximations
will be necessary for practical calculations this is not always true. The above cutoff function
has been employed frequently and was seen to produce sensible results while comparing well
with different methods [MSH+12].
We insert the above expression into the generating functional and differentiate with respect
to the cutoff Λ. This yields a functional differential equation, which can be simplified by
similar identities as in the derivation of relation between the m-particle vertex functions and
the connected Greens functions. It reads:
∂ΛΓ(Λ) = Tr
(GΛ0 (iω)∂Λ[GΛ0 (iω)]−1)− Tr(∂Λ[GΛ0 (iω)]−1 δ2Wcδηqδηk
)
. (2.2.4)
In order to treat this complicated object we insert the series expansion of the generating
functional in terms of the one particle irreducible vertex functions and compare terms with
the same number of Grassmann fields. This yields an infinite hierarchy of coupled ordinary
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differential equations for the vertex functions with a convenient structure for further approxi-
mations. For any given order of the vertex function m the right hand side of the corresponding
flow equations contains only the vertex functions up to order m + 1. As solving the infinite
number of differential equations is impossible this yields a particularly natural way to trun-
cate this hierarchy: For a m-th order truncation scheme we set the right hand side of all flow
equation starting at order m + 1 to zero and obtain a closed finite set of equations. In the
following we will utilize first and second order truncation schemes where the three particle
vertex function initially vanishes. The flow equation for the zero particle vertex (effective
free energy) will be of no interest in the following and we refer to Ref. [Med08] for its explicit
form. The flow equations for the self energy and the two particle vertex take the following
form:
γ˙Λ1 (k
′; k) = Tr
(GΛ∂Λ[GΛ0 ]−1GΛγΛ2 (k′, : ; k, : )) . (2.2.5)
Here GΛ is the full propagator given via the Dyson equation:[GΛ]−1
k′,k =
[GΛ0 ]−1k′,k + γΛ1 (k′, k) .
It can be depicted in a diagrammatic way as shown in Fig. 2.1. After a similar calculation
we find for the two particle vertex (the three particle vertex vanishes initially):
γ˙2(k
′
1, k
′
2; k1, k2; Λ) =−Tr
[GΛ∂Λ[G0]−1GγΛ2 ( : , : ; k1, k2)[GΛ]TγΛ2 (k′1, k′2; : , : )]
−Tr [GΛ∂Λ[GΛ0 ]−1GΛγΛ2 (k′1, : ; k1, : )GΛγΛ2 (k′2, : ; k2, : )
− [k′1 ↔ k′2]− [k1 ↔ k2] + [k′1 ↔ k′2, k1 ↔ k2]
]
, (2.2.6)
which again can be depicted diagrammatically (see Fig. 2.2). We note in passing that we
recover the perturbation theory expressions for the first and second order if we neglect the
self energy feedback on the right hand side and set the two particle vertex to its initial
value [Med08].
In the following we will concentrate on the case of a frequency independent self energy (apart
from frequency conservation) and thus the full propagator is diagonal in the Matsubara fre-
quencies. A further consequence is that no additional frequency dependence will be generated
for the two particle vertex, which therefore can be interpreted as the effective interaction of
the renormalized system. This approximation facilitates (numerical) calculations and leads
to sensible results for static quantities like the linear conductance in the zero temperature
limit. In order to formulate the resulting equations we have to evaluate the so-called single
scale propagator S:
SΛ = GΛ∂Λ[GΛ0 ]−1GΛ ,
which for our chosen cutoff function involves taking derivatives and functions of distributions.
In order to circumvent this complication we follow Ref. [Mor94] and work with ’smeared out’
functions to approximate the distributions and perform an appropriate limit after we finished
rewriting the expression [Med08]. We find:
SΛ = −G˙ = δ(|ω| − Λ)
[
[G0]−1 + γΛ1
]−1
,
22 CHAPTER 2. ORIGIN OF THE SOI AND TECHNICAL BACKGROUND
k2 k’2
k1 k’1
k2
k1
k’2
k’1
k2 k’2
k2 k’2
k1 k’1k’2
k’1
k2
k1k’2 k2
k1 k’1
k’k
k k’1 1
22
k’ k1 1
Figure 2.2: Diagrammatic flow equation for the two-particle vertex. The slashed line indicates the
single scale propagator S.
where we emphasize the occurrence of the cutoff free bare propagator G0 on the right hand
side. The δ-function is a consequence of the sharp cutoff function and greatly reduces the
necessary computational effort by trivializing one of the frequency integrations. This reduces
the flow equations to the following form where we have chosen a set of single particle quantum
numbers that do not include the Matsubara frequencies any more to evaluate the traces:
−γ˙Λ1 (k′, k) = Σ˙k′,k = −
1
2pi
∑
ω=±Λ
∑
p,q
GΛp,q(iω)γΛ2 (k′, q; k, p) . (2.2.7)
The flow equation for the two particle interaction is given by:
γ˙Λ2 (k
′
1, k
′
2; k1, k2) =
1
2pi
∑
ω=±Λ
∑
p′,q′,p,q
[
1
2
GΛq,q′(iω)γΛ2 (q′, p′; k1, k2)GΛp,p′(−iω)γΛ2 (k′1, k′2; p, q)
− {−GΛq,q′(iω)γΛ2 (k′1, q′; k1, p)GΛp,p′(iω)γΛ2 (k′2, p′; k2, q)
−[k′1 ↔ k′2]− [k1 ↔ k2] + [k′1 ↔ k′2, k1 ↔ k2]
}]
. (2.2.8)
2.3 Transport Setups and Linear Conductance
The linear conductance will the main observable discussed in Chapters 4 and 5. Therefore
we review important steps in the derivation of the conductance in a generalized Landauer-
Bu¨ttiker formalism with our zero temperature renormalization group scheme in mind. The
systems under consideration in the aforementioned chapters follow the standard setup for
transport calculations. We want to treat a typically small interacting quantum dot system
coupled to two semi infinite leads via a coupling Hamiltonian:
H = HDot +HLeads +HCoup .
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Typically the leads are modeled as non-interacting tight binding chains with a bandwidth 4τ .
2.3.1 Projecting out the Leads
In a first step we aim to project the lead contributions onto the interacting dot region which
allows us to represent the propagator as a finite dimensional matrix. Towards this end
we subdivide our model into the lead and dot part as well as term that couples the two
subsystems. Furthermore we define projection operators Q and P (1 = P +Q) which project
onto the lead and the dot part respectively. As a consequence the propagator G can be
written as
G(z) =
(
GPP (z) GPQ(z)
GQP (z) GQQ(z)
)
, (2.3.1)
which allows for the computation of the dot propagator GPP (z) = PGP , as well as similar
expressions for the remaining components. After some algebra we find that GPP (z) takes the
familiar form of a single particle propagator but with an effective Hamiltonian given by
G−1PP (z) = z −Heff = z −HPP −HPQ (zQ−HQQ)−1HQP .
The details of the calculation can be found in [Kar06]. The first term describes the dot
Hamiltonian while the second term includes the lead contributions. It can be evaluated and
is seen to involve the propagator of the semi infinite chain here denoted gσL,R(z):
Heff = HPP +
∑
σ
∑
s=L,R
∑
l,l′
(tsl )
∗ tsl′ |l, σ〉 gσs (z)
〈
l′, σ
∣∣ ,
where we have used that the lead Hamiltonian is spin conserving. The propagator gσL,R(z)
might be found by applying the above separation into two subsystems (one site plus the
remaining chain coupled via the hopping amplitude τ) and requiring that the result is left
unaffected due to the infinite system size. We obtain
gs(z) =
1
2τ2

z + µs − i
√
4τ2 − (z + µs)2 if Im(z) > 0
z + µs + i
√
4τ2 − (z + µs)2 if Im(z) < 0
.
The signs in the above expressions are chosen in such a way that the propagator vanishes for
<z → ±∞. We note that the above result also holds in the presence of interaction in the dot
region [Kar06].
Wide Band Limit
As shown above, the contribution from the infinite leads amounts to a frequency dependent
self energy term that depends on the details of the lead structure. Performing the wide band
limit lets us neglect this detailed structure which is usually not discussed in the literature.
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We rescale the hopping in the leads τ → ητ as well as the tunnel couplings tsl →
√
ηtsl and
take the limit η →∞. This leaves the finite expression [Kar06]:
tsl t
s
l′g
σ
s (z)→ −itsl tsl′ sgn(Im(z)) τ−1 ,
where we restrict the tunnel couplings to be real. We note that including the structure of
the leads would not complicate the RG procedure or the calculation of observables.
2.3.2 Linear Conductance
If we apply a voltage to the system by choosing different chemical potentials in the leads
(µL 6= µR) a current JL/R will flow through the interacting system. The linear conductance
then is the linear order coefficient of the Fourier transform of the retarded current current
correlation function, i.e.:
G =
e2
h
lim
ω→0
K(ω)−K(0)
iω
,
where we use the analytical continuation of
K(iω) =
∫ β
0
dτeiωτ < T JR(τ)JL(0) > .
Here the current operators with respect to the left and right lead are defined as
JL =−i~ [NL, H] = −i
∑
σ,l
[
tLl c
†
0,σ,Ldl,σ − tLl d†l,σc0,σ,L
]
JR =−i~ [NR, H] = −i
∑
σ,l
[
tRl c
†
0,σ,Rdl,σ − tRl d†l,σc0,σ,R
]
.
Together with the above projection scheme this enables us to derive expressions for the
conductance in linear response that rely only on the full propagator which we then calculate
using the fRG formalism. As we rely on a frequency independent parametrization of the
self energy the results at the end of the RG flow can be interpreted as an effective single
particle model. Therefore the conductance assumes a (generalized) Landauer-Bu¨ttiker form
and reads [Kar06]:
G =
∑
σ,σ′
Gσ,σ′ =
4e2
τ2h
∑
σ,σ′
∣∣∣∣∣∣
∑
l,l′
tL,l tR,l′ Gl,σ;l′,σ′(0)
∣∣∣∣∣∣
2
. (2.3.2)
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3.1 Introduction
The rapidly developing field of spintronics relies on the effective and precise control of the
electron’s spin degree of freedom [Fer08]. Due to the increasing proficiency in manufacturing
and manipulating low dimensional electron systems a variety of proposals to utilize them in
spin dependent transport devices are being considered. A candidate to achieve spin-polarized
currents with sufficient control over their properties is a one dimensional quantum wire, as
for example formed in a two dimensional electron gas via electric confinement potentials.
The confinement creates a Rashba type spin-orbit interaction (SOI) whose strength can be
manipulated externally. Another experimental control parameter is provided by applying a
Zeeman field and its interplay with the SOI opens new paths for investigation. A similar
realization of such wires can be found in self assembled atomic chains, as seen for chains
of gold atoms on silicon surfaces. A thorough analysis of the zero temperature equilibrium
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transport characteristics of such a wire was presented in Ref. [Bir08] where a continuum model
without two particle interaction as well as a lattice model with and without interaction was
investigated. The lattice model was constructed from a tight binding model to reproduce the
low energy single particle properties of the continuum system. An on-site as well as a nearest
neighbor repulsion was included and their correlation effects were treated in the framework of
the functional renormalization group (fRG). The analysis presented in Ref. [Bir08] focused on
the self energy corrections to the linear conductance due to the two particle interaction. This
was discussed under the assumption that the system remains a Tomonaga-Luttinger liquid,
which is an often realized renormalization group fixed point of one dimensional electron
systems with well established properties, in particular a gapless energy spectrum [Gia03].
The question whether this assumption is justified has been addressed by several authors for
different types of systems using Bosonization in conjunction with renormalization procedures,
similarly to the solution of the Tomonaga-Luttinger Model [GSS08]. For a quantum wire
without Zeeman field and explicitly considering the harmonic confinement potential it is
possible to remain in a Luttinger liquid description of the low energy physics and therefore
the results of Ref. [Bir08] are applicable [SDMIE09]. Including a magnetic field on the other
hand was shown to yield a strongly coupled theory, where the Luttinger liquid description
breaks down, for all physically reasonable initial conditions [GSS08]. The appropriate theory
to describe the system correctly includes a gap in the spin part of the spectrum. Such a
gap has been observed in experiments in [QHS+10], for a model that is similar to the one
studied in [GSS08, Bir08]. In the following we are interested in whether the inclusion of the
exact single particle band structure instead of the linearized dispersion, as well as the full
momentum dependence of the two particle coupling parameters can lead to a gapless theory.
For comparison the case of a retained exact band structure but neglecting the momentum
dependence in the two particle interaction is also investigated. A similar analysis was carried
out for the extended Hubbard model with and without considering the electron spin [And06].
In the spinful case, a parameter regime that leads to a spin gap phase signified by an attractive
backscattering process could be identified. As this regime depends on the renormalization
at intermediate scales the usual g-ology description could not capture this phase, but it was
predicted by other methods.
In this chapter we apply the general procedure of Ref. [And06] to a two band system as
obtained for Rashba SOI in quantum wires. In a first step we formulate an appropriate single
particle model and afterwards classify the important low energy two particle scattering pro-
cesses. We finally formulate and solve the fRG flow equations for these interaction processes
but as we have to rely on numerical integration we cannot reach the extreme low energy limit
as studied in the Bosonization analysis. This is partly due to the logarithmically slow of the
system for small cutoff scales, which is described by the Kosterlitz-Thouless equations also
presented in Ref. [GSS08]. For large sets of single particle parameters and initial interaction
strengths we find finite renormalized interactions, which might be relevant for situations that
are away from the extreme low energy case. In a second renormalization step we use the cal-
culated renormalized interaction strengths as a starting point for the flow equations derived
in the Bosonization analysis and find deviations from the predicted divergent behavior for
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some single particle parameters. A closer investigation shows that this deviation is already
present for the original initial conditions and is only weakly affected by the fRG procedure.
The underlying reason for this discrepancy remains unknown.
This chapter is structured as follows: In Section 3.2 we will introduce the single particle
lattice model we utilize for our practical calculations. Furthermore, after including local and
nearest neighbor interactions we will classify all possible momentum conserving processes in
this two band model in analogy to the g-ology classification for the one dimensional electron
gas [S79]. With this structure of the two particle interaction we formulate the flow equation
for the two particle vertex including the full momentum dependence. In section 3.3 we
present data for the numerical solution of the fRG flow equation. The right hand side of the
differential equation involves integrals over functions with increasingly sharp peaks. These
are difficult to handle numerically and we have to stop the flow at a finite cutoff, similar to
RG studies of the two dimensional Hubbard Model. We introduce criteria in order to separate
the parameter sets which yield a clearly strongly coupled theory as opposed to finite coupling
constants. With this we compute ’phase diagrams’ for large number of combinations of
initial two particle interactions as well as different single particle parameters. We investigate
the general structure of these diagrams with respect to varying SOI and magnetic field and
present an example for the filling dependence at fixed local interaction. In general we find non
divergent behavior especially for small initial interactions but also at higher initial values.
3.2 Model and fRG Flow Equations
3.2.1 Model and Single Particle Properties
As a starting point for our analysis we choose the (extended) Hubbard Model and supplement
it with a Zeeman field and the lattice version of a Rashba type spin-orbit interaction (see
Chap. 2). For definiteness we choose the wire direction along the x direction of our coordinate
system and the z direction as the spin quantization axis. We set the inter site distance to
unity and formulate the Hamiltonian:
H = HTB +HZ +HSOI +HInt ,
with the individual terms given by
HTB = −t
∑
j,σ
(
cˆ†j+1,σ cˆj,σ + cˆ
†
j,σ cˆj+1,σ
)
HZ = −2B
∑
j,σ
σcˆ†j,σ cˆj,σ
HSOI = −α
∑
j,σ,σ′
(
cˆ†j+1,σ′ (iσy)σ′,σ cˆj,σ − cˆ†j,σ′ (iσy)σ′,σ cˆj+1,σ
)
HInt = −U
∑
j
nˆj,↓nˆj,↑ + U ′
∑
j
nˆjnˆj+1 .
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Figure 3.1: Schematic representation of the generalized extended Hubbard model studied in this
chapter. It includes a spin conserving hopping of amplitude t, while the Rashba SOI is
included as a spin flip hopping α. The electrons are Zeeman split by an applied field
with strength 2B. The repulsive two particle interaction is given by a local term U as
well as the nearest neighbor interaction U ′.
Here cˆ
(†)
j,σ (creates) annihilates a localized electron with spin σ =↑↓ on site j (Wannier basis),
t is the hopping amplitude of a tight binding model with periodic boundary conditions, B
parametrizes a Zeeman field in z direction and α > 0 is the SOI parameter originating from
a confinement in z direction (see Chap. 2). The unconventional factor of 2 in the Zeeman
Hamiltonian is introduced for notational convenience in the following. The two particle
interaction is given by a repulsive local and nearest neighbor term, U > 0, U ′ > 0 respectively,
where nˆj = nˆj,↑ + nˆj,↓, with the electron number operators nˆj,σ for spin orientation σ. The
model is the lattice version of the one studied in [GSS08].
The single particle sector of the Hamiltonian H can be diagonalized using the Ansatz
cˆj,σ =
1√
L
∑
ν,|k|,s
e−iν|k|jasσ(ν|k|)dˆν|k|,s , (3.2.1)
where the momentum k and the expansion coefficients asσ(ν|k|) are given by
k = ν|k| = ν 2pi
L
n, n ∈ [0, L/2], ν = ±1
as↓(ν|k|) =
1√
1 + c2s(|k|)
as↑(ν|k|) = isν
cs(|k|)√
1 + c2s(|k|)
cs(|k|) = α sin(|k|)√
B2 + α2 sin(|k|)2 − sB > 0 . (3.2.2)
At |k| = 0, pi the SOI contributions vanish and the new quantum number s coincides with
the spin, i.e. asσ = δs,σ holds. The eigenenergies consist of two distinct branches (s = ±1)
with a gap at k = 0 proportional to the applied magnetic field:
Es(|k|) = −2t cos(|k|) + 2s
√
B2 + α2 sin(|k|)2 . (3.2.3)
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Figure 3.2: a) Single particle dispersion Es(|k|) for several sets of parameters α = 0.75, B =
0.25, 0.75, 1.25 (red, blue, green). Arrows indicate the corresponding spin expectation
value sz also shown in b). b) Corresponding spin expectation values for the parameter
sets in a).
For all practical calculations we will choose the conventional hopping t as our unit of energy,
i.e. t = 1. The Es(|k|) = Es(−|k|) symmetry motivates the distinction of right (ν = 1)
and left (ν = −1) moving particles, which will be helpful for the classification of interaction
processes. For a given Fermi energy EF and suitable single particle parameters, in particular
B not too large, the corresponding Fermi momenta ν|ksF | read as:
|ksF | = arccos
s
√
4(α2 + t2)(α2 +B2)− α2E2F − tEF
2(α2 + t2)
 .
For the remainder of this chapter we choose our parameters in such a way that each band
contains two states on the Fermi surface, which puts a constrain on the magnitude of B. The
maximum of the lower band is located at |k| = pi while the minimum of the upper band is at
k = 0. This leads to
2t− 2|B| > EF and − 2t+ 2|B| < EF ,
which leads to |B| < t. Finally we note that the spin expectation value for the eigenstates
along the quantization axis is given by
sz =
1
2
〈σz〉 = 1
2
c2s(|k|)− 1
1 + c2s(|k|)
=
1
2
s
B√
B2 + α2 sin(|k|)2 .
The left panel of Fig. 3.2 shows the energy dispersion for different strengths of the Zeeman
field at fixed SOI parameter α. We observe an increasing gap between the two branches of
the energy when increasing the Zeeman field strength as is to be expected. For weak fields
compared to the SOI, the remnants of two minima are still visible in the lower band around
|k| = 0.5. For vanishing field they would correspond to two bands with a phase difference as
can be seen when setting B = 0 in Eq. (3.2.3) to obtain Es(|k|) = −2t cos(|k|) + 2sα sin(|k|).
The right panel shows the corresponding spin expectation value along the z axis. Both
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branches develop a clear spin orientation for larger Zeeman fields. The effect of the SOI might
be understood as a momentum dependent magnetic field in y direction. This is observed
clearly for k ≈ ±pi2 where the effect of the SOI is maximal and we find that for small
Zeeman fields the spin expectation value approaches 0 for these points. We indicated the
spin expectation value along the energy dispersion as black arrows for one of the parameter
set in the left panel. We now move on to include the two particle interaction in our model.
3.2.2 g-ology Classification of Interaction Processes
Standard RG scaling arguments for low energy scattering processes lead to an effective
parametrization of the possible two particle interaction processes [S79]. In the extreme low
energy limit only the momentum conserving processes that involve the Fermi momenta are
relevant while processes violating momentum conservation are suppressed. For the interact-
ing one dimensional Fermi gas this is known as the g-ology classification and an analogous
procedure can be applied for the two band model considered here. We will neglect umklapp
scattering processes which might conserve momentum for certain parameter sets due to the
underlying lattice structure. The pictorial representations in Figure 3.3 show all possible low
energy scattering processes for a generic symmetric two band model without spin that are
compatible with momentum conservation. Each row depicts an interaction process and the
corresponding exchange process, where we put density-density type processes to the left if
applicable. The first three rows of interactions (a)-c) all involve both single particle bands
and we expect these inter band processes to contain the important physics of the system. The
last two rows on the other hand show the intra band processes that are already present in the
treatment of the spinless electron gas. From top to bottom we will refer to these processes
as gy , g2,⊥, g
ν
4,⊥, g2,s, g
ν
4,s respectively where the additional quantum numbers s, ν label the
processes distinguished by different line styles in Fig. 3.3. We note that this classification
agrees with Refs. [GSS08,SDMIE09].
With a specific microscopic model in mind one can relate these processes to the standard
g-ology model by comparing the spin expectation values along the bands. For our model gy
would vanish as it violates spin conservation for B,α → 0. Both, g2,⊥ and g4,⊥ remain the
same while g2,s and g
ν
4,s turn into g2/4,||. We note that the important g1,⊥ backscattering
term is absent in our microscopic model as it does not conserve momentum on the Fermi
surface. Its pictorial is similar to the exchange process of g2,s (right panel of Fig. 3.3 d))
but with reversed line styles for the lower two lines. Therefore we do not expect to recover
the results of [And06] if we take the appropriate limits. Utilizing the eigenbasis of the free
system we can calculate the initial conditions for the various interactions as well as their full
momentum dependence.
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Figure 3.3: Pictorial representations of the possible momentum conserving two-particle interactions
on the Fermi surface. Each row shows a forward scattering (left) and the corresponding
backscattering (exchange) process (right) if applicable. Different line styles represent the
several possible realizations. a) Forward scattering with band flip (equal starting/final
bands): gy. b) Forward scattering without band flip (mixed starting/final bands, mixed
direction of motion): g2,⊥. c) Forward scattering without band flip (mixed starting/final
bands, equal direction of motion): gν4,⊥. d) Intra band forward scattering (mixed direc-
tion of motion) as in the spinless g-ology model: g2,s. e) Intra band forward scattering
(same direction of motion) as in the spinless g-ology model: gν4,s.
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3.2.3 Momentum Dependence of the Two Particle Interaction Processes
Generalized Real Space Interaction
As seen in Ref. [AEM+06] we require an equal number of real space- and momentum space
interaction processes for the renormalization procedure. As we will show below, on the
Fermi surface only five of the previously introduced interaction processes are independent,
which is conserved by the RG procedure. Therefore we rewrite the interaction part of the
Hamiltonian and introduce additional, more general real space interaction processes which
contain the original interactions as a special case. Even though spin rotational symmetry is
broken in our system we are still free to choose a similar parametrization as in Ref. [AEM+06].
We introduce the following interactions and their antisymmetrized vertices. The local singlet
interaction:
ΓS = US δj1 ,j2 δj1 ,j′1δj2 ,j′2
1
2
(
δσ1 ,σ′1δσ2 ,σ′2 − δσ2 ,σ′2δσ1 ,σ′2
) (
1− δσ1 ,σ2
)
,
and a nearest neighbor singlet interaction,
Γ′S =U
′
S (δj1,j2+1 + δj1,j2 -1)
(
δj1 ,j′1δj2 ,j′2 + δj2 ,j′1δj1 ,j′2
)
× 1
2
(
δσ1 ,σ′1δσ2 ,σ′2 − δσ2 ,σ′2δσ1 ,σ′2
) (
1− δσ1 ,σ2
)
.
As the inclusion of the Zeeman field and the SOI breaks the spin rotational invariance we
introduce separate interaction parameters for the two spinful nearest neighbor triplets and
the spinless triplet:
Γ′σ1 =U
′
σ1(δj1,j2+1 + δj1,j2 -1)
(
δj1 ,j′1δj2 ,j′2 − δj2 ,j′1δj1 ,j′2
)
δσ1 ,σ′1δσ2 ,σ′2δσ1 ,σ2
Γ′T,0 =U
′
0 (δj1,j2+1 + δj1,j2 -1)
(
δj1 ,j′1δj2 ,j′2 − δj2 ,j′1δj1 ,j′2
)
× 1
2
(
δσ1 ,σ′1δσ2 ,σ′2 + δσ2 ,σ′2δσ1 ,σ′2
) (
1− δσ1 ,σ2
)
.
For the specific values US = 2U and U
′
S = U
′
σ = U
′
0 = U
′ of these new parameters we recover
the original Hamiltonian (compare Eq. (2.2.1))
1
4
∑
j′1,σ
′
1
j′2,σ
′
2
∑
j1 ,σ1
j2 ,σ2
(
ΓS + Γ
′
S + Γ
′
T,σ1 + Γ
′
T,0
)
cˆ†
j′1,σ
′
1
cˆ†
j′2,σ
′
2
cˆj1 ,σ2
cˆj1 ,σ1
= HInt .
Eigenbasis Representation of the Two Particle Vertex
Inserting the Ansatz given in Eq. (3.2.1) into this parametrization of the real space interaction
vertex, yields the antisymmetric vertex expressed in the eigenbasis of the free system. This in-
cludes the Zeeman term and the SOI exactly on the single particle level. Suppressing the mo-
mentum conservation (modulo 2pi) Kronecker symbol δ
(2pi)
k′1+k
′
2,k1+k2
and the quantum numbers
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arguments on the left hand side and using the new multi-index [1(′); |k(′)1 |] = [(s(′)1 , ν(′)1 ); |k(′)1 |]
we find:
ΓEB =
1
L
[
cos(k′1 − k1)− cos(k′2 − k1)
]
×
[
2U ′↓a
↓
1′a
↓
2′a
↓
2a
↓
1 + U
′
0
(
a↓1′a
↑,∗
2′ + a
↑,∗
1′ a
↓
2′
)(
a↓1a
↑
2 + a
↑
1a
↓
2
)
+ 2U ′↑a
↑
1′a
↑
2′a
↑
2a
↑
1
]
+
1
L
[
US
2
+ U ′S
[
cos(k′1 − k1) + cos(k′2 − k1)
]] (
a↓1′a
↑,∗
2′ − a↑,∗1′ a↓2′
)(
a↓1a
↑
2 − a↑1a↓2
)
.
(3.2.4)
In the limit of an infinite system the prefactor has to be replaced by a δ-function:
1/L δ
(2pi)
k′1+k
′
2,k1+k2
→ 1/(2pi) δ(2pi)(k′1 + k′2 − [k1 + k2]) .
With this representation we can define the matrix elements of the momentum couplings of
Fig. 3.3 in the following way with the shorthand notation 1¯ = (s1, -ν1):
gy(1] |k′1|, |k′2|; |k1|, |k2|) = ΓEB(
[
- 1¯; |k′1|
]
,
[
-1; |k′2|
]
; [1; |k1|] , [1¯; |k2|])
g2,⊥(1] |k′1|, |k′2|; |k1|, |k2|) = ΓEB(
[
1; |k′1|
]
,
[
-1; |k′2|
]
; [1; |k1|] , [-1; |k2|])
g4,⊥(1] |k′1|, |k′2|; |k1|, |k2|) = ΓEB(
[
1; |k′1|
]
,
[
- 1¯; |k′2|
]
; [1; |k1|] , [- 1¯; |k2|])
g2,s(1] |k′1|, |k′2|; |k1|, |k2|) = ΓEB(
[
1; |k′1|
]
,
[
1¯; |k′2|
]
; [1; |k1|] , [1¯; |k2|])
g4,s(1] |k′1|, |k′2|; |k1|, |k2|) = ΓEB(
[
1; |k′1|
]
,
[
1; |k′2|
]
; [1; |k1|] , [1; |k2|]) . (3.2.5)
As the exchange processes are related by symmetry to the above expressions, i.e.
gi(1] |k′1|, |k′2|; |k1|, |k2|) = −gexci (1] |k′2|, |k′1|; |k1|, |k2|) ,
we can simplify Eq. (3.2.4). All forward scattering processes entail ν1 = ν
′
1 and generally
ν1ν2ν
′
1ν
′
2 = s1s2s
′
1s
′
2 = 1 holds. The expression for ΓEB therefore depends only on the com-
bination ν12 = ν1ν2 which is specific to the individual interaction processes. The simplified
expression reads:
ΓEB =
1
L
a↓1′a
↓
2′a
↓
2a
↓
1
[
cos(|k′1| − |k1|)− cos(|k′2| − ν12|k1|)
]
× [2U ′↓ + U ′0 (s2′ν12c2′ + s1′c1′) (s2ν12c2 + s1c1) + 2U ′↑c1′c2′c2c1]
+
1
L
a↓1′a
↓
2′a
↓
2a
↓
1
[
US
2
+ U ′S
[
cos(|k′1| − |k1|) + cos(|k′2| − ν12|k1|)
]]
× (s2′ν12c2′ − s1′c1′) (s2ν12c2 − s1c1) .
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A short calculation gives the following useful symmetries for the matrix elements:
gy(1] |k1′ |, |k2′ |; |k1|, |k2|) = gy(1] |k2′ |, |k1′ |; |k2|, |k1|) = gy( -1¯] |k1|, |k2|; |k1′ |, |k2′ |)
g2,⊥(1] |k1′ |, |k2′ |; |k1|, |k2|) = g2,⊥(1] |k1|, |k2|; |k1′ |, |k2′ |) = g2,⊥( -1¯] |k2′ |, |k1′ |; |k2|, |k1|)
g4,⊥(1] |k1′ |, |k2′ |; |k1|, |k2|) = g4,⊥(1] |k1|, |k2|; |k1′ |, |k2′ |) = g4,⊥( -1¯] |k2′ |, |k1′ |; |k2|, |k1|)
g2,s(1] |k1′ |, |k2′ |; |k1|, |k2|) = g2,s(1] |k1|, |k2|; |k1′ |, |k2′ |) = g2,s(1] |k2′ |, |k1′ |; |k2|, |k1|)
g4,s(1] |k1′ |, |k2′ |; |k1|, |k2|) = g4,s(1] |k1|, |k2|; |k1′ |, |k2′ |) = g4,s(1] |k2′ |, |k1′ |; |k2|, |k1|) .
(3.2.6)
Initial Conditions
From Eq. (3.2.4) the initial conditions for the momentum space couplings on the Fermi surface
can be calculated and are given in terms of as = a
s
↓(|ksF |), cs = cs(|ksF |) as follows:
gF.S.y = gy((s, ν)] |k -sF |, |k -sF |; |ksF |, |ksF |)
= 4a2−a
2
+
{
U ′ sin(|k+F |) sin(|k−F |)
[
1 + (c−c+)2
]
− [U + 2U ′ cos(|k+F |) cos(|k−F |)] c−c+}
gF.S.2,⊥ = g2,⊥((s, ν)] |ksF |, |k -sF |; |ksF |, |k -sF |)
= a2−a
2
+
{
U ′
[
1− cos(|k−F |+ |k+F |)
] [
2 + (c−c+)2 + (c− + c+)2
]
− (U + U ′ [1 + cos(|k−F |+ |k+F |)]) (c−c+)2}
gF.S.4,⊥ = g4,⊥((s, ν)] |ksF |, |k -sF |; |ksF |, |k -sF |)
= a2−a
2
+
{
U ′
[
1− cos(|k−F | − |k+F |)
] [
2 + (c−c+)2 + (c− − c+)2
]
− (U + U ′ [1 + cos(|k−F | − |k+F |)]) (c−c+)2}
gF.S.2,s = g2,s((s, ν)] |ksF |, |ksF |; |ksF |, |ksF |)
= 2a4s
{
U ′ [1− cos(2|ksF |)]
[
1 + c4s
]− (U + U ′[1 + cos(2|ksF |)]) 2c2s} .
The g4,s vanish on the Fermi surface and are not generated during the flow. We note that
all initial conditions are independent of the quantum number ν and that only the intra-band
forward scattering g2,s depends explicitly on the respective band index s. From the above
expressions we see that the initial conditions for the momentum space couplings depend lin-
early on the starting values for the local and nearest neighbor interaction. The dependence
on the remaining system parameters is more complicated and we present examples in Fig-
ures 3.4 a), b) and 3.5 a). In general we do not find any sizeable dependence on the system
parameters for the g4,⊥ processes, instead they appear to be mostly constant on the scale
of the plot. Figure 3.4 a) depicts the situation for varying Zeeman field strength B and
remaining parameters α = 0.2, EF = 0.2, U = 0.1, U
′ = 0.2. We note the strong nonlinear
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Figure 3.4: a) Initial conditions of the various momentum space couplings in dependence on the
Zeeman field strength B. The parameters are t = 1, α = 0.2, EF = 0.2, U = 0.1 and
U ′ = 0.2. The dashed lines show the case of α = 0.8. b) Initial conditions of the various
momentum space couplings in dependence on the SOI parameter α. The parameters are
t = 1, B = 0.2, EF = 0.2, U = 0.5 and U
′ = 0.4. The dashed lines show the case of
B = 0.8.
behavior of all initial conditions (except g4,⊥) and point out that gy can be negative for larger
Zeeman fields. At B = 0.9 the lower band is completely filled and the gy as well as the g2,−
terms vanish. This is also observed for the dashed lines which depict the same situation
except that α = 0.8. As was to be expected the intra band g2,s processes behave similarly
for small fields and start to run apart as the separation of the two single particle bands
increases. Figure 3.4 b) on the other hand shows the dependence on the SOI strength and
B = 0.2, EF = 0.2, U = 0.5, U
′ = 0.4 as well as B = 0.8 for the dashed lines. Again the two
intra band scattering couplings are nearly in parallel and only approach each other slowly
for stronger SOI. This is also true for the case of stronger Zeeman field even though there
the inital separation is larger. In Figure 3.5 a) we vary the filling of the quantum wire up
to the point where the lower band is completely filled, for the parameters α = 0.2, B = 0.2,
U = 0.25 and U ′ = 0.25. Note the overlap in the range of the vertical axis in the two panels.
The dashed lines depict the case of α = 0.8. We again notice that the forward scattering with
band exchange gy as well as the intra band scattering in the lower band g2,− (lower panel)
vanish when the band is completely filled. Contrary to the previous two figures we observe a
slight change in the initial condition for g4,⊥ as the lower band is nearly filled. In general we
find complicated non-monotonic behavior for the initial conditions.
In a similar calculation as for the derivation of the initial conditions we project only the
external single particle indices onto the Fermi surface and keep the distinction of the five
real space interaction parameters and read-off the linear map M that relates the flowing real
space couplings (U = (US , U
′
S , U
′
T,↑, U
′
T,0, U
′
T,↓)
tr) and the flowing momentum space couplings
(g = (gy, g2,⊥, g4,⊥, g2,+, g2,−)tr, suppressing the F.S. superscript) on the Fermi surface, i.e.
g = MU. This will be utilized to feed the effect of the renormalized couplings on the Fermi
surface back into the flow equations which contain the interaction matrix elements for all
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Figure 3.5: a) Initial conditions of the various momentum space couplings in dependence on the
Fermi energy EF . The parameters are t = 1, α = 0.2, B = 0.2, U = 0.25 and U
′ = 0.25.
The dashed lines show the case of α = 0.8. b) Momentum dependence of a ladder
diagram contribution to the integrand on the right hand side of the flow equation for
gy for several values of the cutoff Λ. The developing peaks around the Fermi momenta
illustrate the importance of the two particle interaction processes on the Fermi surface,
while the remaining momentum dependence is suppressed. The parameters are t = 1,
α = 0.4, B = 0.4, EF = 0.1, U = 0.4 and U
′ = 0.15.
possible combinations of incoming and outgoing momenta.
Flow Equations and Connection to the Bosonization Results
We now define the two particle vertex function that only contains the relevant low energy
scattering processes introduced above:
Γy(1
′, 2′; 1, 2) =
(
gy(1] |k1′ |, |k2′ |; |k1|, |k2|)δ1, - 1¯′ − gy(1] |k2′ |, |k1′ |; |k1|, |k2|)δ1, - 2¯′
)
δ1,2¯δ1′,2¯′
Γ2,⊥(1′, 2′; 1, 2) =
(
g2,⊥(1] |k1′ |, |k2′ |; |k1|, |k2|)δ1,1′ − g2,⊥(1] |k2′ |, |k1′ |; |k1|, |k2|)δ1,2′
)
δ1, -2δ1′, -2′
Γ4,⊥(1′, 2′; 1, 2) =
(
g4,⊥(1] |k1′ |, |k2′ |; |k1|, |k2|)δ1,1′ − g4,⊥(1] |k2′ |, |k1′ |; |k1|, |k2|)δ1,2′
)
δ1, - 2¯δ1′, - 2¯′
Γ2,s(1
′, 2′; 1, 2) =
(
g2,s(1] |k1′ |, |k2′ |; |k1|, |k2|)δ1,1′ − g2,s(1] |k2′ |, |k1′ |; |k1|, |k2|)δ1,2′
)
δ1,2¯δ1′,2¯′
Γ4,s(1
′, 2′; 1, 2) = (g4,s(1] |k1′ |, |k2′ |; |k1|, |k2|)− g4,s(1] |k2′ |, |k1′ |; |k1|, |k2|)) δ1,2δ1′,2′δ1,1′
The sum of these functions will be inserted into the flow equation for the two particle vertex
given in Eq. (2.2.8). As an additional approximation we discard the self-energy feedback
on the full propagator and use the bare propagator for the evaluation of the flow equation,
i.e. Gs(|k|, iω) = (iω − Es(|k|) + EF )−1. This only neglects effects of third order in the
two particle interaction. Projecting the external momenta onto the Fermi surface as well as
choosing an appropriate combination of band indicies for the different interaction processes
enables us to separate the different components. For example choosing 1 = −1¯′ = 2¯ = 2¯′
on both sides of the flow equation extracts an differential equation for gF.S.y . After a tedious
but straightforward calculation we find the generic fRG flow equations for a two band model
with symmetric single particle dispersion. As the resulting equations are very lengthy, we
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present them in Appendix A where the symmetries of Eq. (3.2.6) have been applied in order
to simplify the expressions. As the single particle parameters are fixed during the flow the
linear map M does not acquire any dependence on the cutoff Λ and the flowing momentum
space couplings on the Fermi surface appearing on the left hand side of the flow equations
may be rewritten in terms of the real space couplings, i.e. g˙ = MU˙. Inserting the explicit
form of the two particle vertex function given in Eq. (3.2.4) yields a closed system of equations
in terms of the real space couplings.
Following Ref. [AEM+06] we formulate a second set of flow equations by replacing the momen-
tum dependent interaction processes by the flowing coupling constant on the Fermi surface
while keeping the exact band structure in the bare propagator. We will refer to this second
approximation scheme as ’band g-ology’ in the following and utilize it to judge the influence
of the full momentum dependence in the two particle vertex function. The corresponding
equations follow trivially from the more general case and we present them at the end of Ap-
pendix A. Figure 3.5 b) illustrates the reason why such a description yields good results. We
show parts of the integrand from the right hand side of the flow equation for gy presented
in Appendix A. The first two lines of the flow equation have a particularly simple structure
as the internal momenta are equal. We refer to these terms as f(k) and observe a rapidly
developing peak structure around the Fermi momenta (vertical dashed lines) as we reduce
the RG cutoff Λ. As the remaining momentum dependence of the expression quickly becomes
irrelevant it is reasonable to focus completely on the scattering processes on the Fermi sur-
face. Similar peak structures are observed in the various other terms occurring in the flow
equations. In the following the numerical evaluation of these integrals will prove difficult.
We note that linearizing the dispersion around the Fermi points in the resulting band g-ology
expressions as well as performing the continuum limit and adding a Dirac sea of occupied
states leads to a description of the system as formulated in the Bosonization approach. Here
it is possible to evaluate the occurring integrals via the residuum theorem and obtain a
simpler set of ordinary differential equations for the flowing couplings on the Fermi surface.
Suppressing the F.S. superscript and rescaling to eliminate a common factor 1/(2pi), the set
of equations reads:
g˙y =−gy
Λ
[
g2,+
v+F
+
g2,−
v−F
− 4 g2,⊥
v+F + v
−
F
]
g˙2,⊥ =−
2 g2y
Λ
(
v+F + v
−
F
)
g˙4,⊥ =−0
g˙2,s =−
g2y
Λ v−sF
.
Is possible to derive an analytic formula for the two Fermi velocities ∂Es(k)∂k
∣∣∣
k=|ksF |
= vsF in
terms of the single particle parameters, but the practical use for this is limited. After rescaling
the flow parameter Λ = Λ0 e
−τ and introducing the linear combination of flowing coupling
38 CHAPTER 3. SPIN-ORBIT INTERACTION IN INTERACTING WIRES
constants
g¯2 =
g2,+
v+F
+
g2,−
v−F
− 4 g2,⊥
v+F + v
−
F
we find the familiar Kosterlitz-Thouless equations also presented in Ref. [GSS08]:
g˙y =− gy g¯2
˙¯g2 =− 2 g2y
[
1
(v+F + v
−
F )
2
+
1
v+F v
−
F
]
, (3.2.7)
where the dot on the left hand side now refers to a derivative with respect to τ . It was
shown that for all reasonable initial conditions of the interactions the coupling constants
tend towards the strongly coupled regime. For further discussion regarding the solution of
this equations we refer to Ref. [GSS08]. Recovering the result presented in the reference
corroborates that the general equations presented above are correct.
3.2.4 Different Single Particle Models
As we have seen above, the k-dependent coefficients asσ(k) profoundly affect the detailed form
of the two particle vertex in the eigenbasis representation. The coefficients depend crucially
on the chosen microscopic model and especially on the directions of the Zeeman field and
the SOI term. In order to apply the above classification of interaction processes we require a
symmetric energy spectrum which is fulfilled for our specific model. In Ref. [Bir08] the more
general situation of a generic Zeeman field and both SOI terms introduced in Chap. 2 was
considered. Comparing with the general expressions given there we find that the term
αy cos θ − αz sin θ sinφ
has to vanish (αz = α, αy = θ = 0 in our model). This leaves several different choices that all
yield the same energy spectrum but differ qualitatively in terms of the spin expectation values.
For example the situation of a Zeeman field along the wire direction and the SOI direction
as spin quantization axis is often studied [QHS+10]. This particular choice of parameters
(θ = pi/2, φ = 0, αz = 0) leads to a coupling of the spin orientation and the direction of
motion in the two bands, i.e. 〈σz〉 = sναy sin (|k|)/
√
B2 + α2y sin
2 (|k|). We here study the
presented model in order to compare our results with the Bosonization results presented in
Ref. [GSS08].
3.3 Results
3.3.1 Flow of the Low Energy Interaction Processes
In the following we investigate whether the low energy physics of the microscopic model given
in Eq. (3.2.2) remains in the weakly coupled regime with a gapless energy spectrum. In this
case the fRG procedure remains applicable and results as presented in Ref. [Bir08] are valid.
For the case of the extended Hubbard model without SOI and Zeeman field this question was
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Figure 3.6: a) Flow of the effective interaction parameters in momentum and real space. The full
lines show the case of full momentum dependence while the dashed lines indicate the
band g-ology approximation. The parameters are the same as in Fig. 3.5 b). b) Half
logarithmic derivatives of a divergent parameter set. Single particle parameters as in a)
but U = 0.48, U ′ = 0.4.
also addressed in Ref. [And06], and served as a preliminary step to investigate other quantities
of interest as the density of states or the linear conductance. In general, a weak coupling RG
procedure remains a controlled approximation, as long as the system under investigation does
not flow towards strong coupling. Here and in Ref. [And06] the flow towards strong coupling is
signified by diverging two particle interaction parameters. Depending on the single particle
parameters and the initial interaction strength, the regions where the flow tends towards
strong coupling can be computed. In Ref. [And06] the only single particle parameter was the
filling of the wire, parametrized by the Fermi energy. Here we can analyze the dependence
on the SOI and the Zeeman field strength in addition. Having identified the strongly and
weakly coupled regions of the parameter space two possible avenues for additional analysis
are obvious. For the strongly coupled regions finding an appropriate description for the model
in the corresponding parameter regimes would be desirable. In particular the procedure used
here might be suitably modified for this purpose.
The case of the weakly coupled regimes leads to the natural extension of computing ob-
servables. For the extended Hubbard Model in Ref. [And06] these included the Luttinger
parameter, density profiles and the linear conductance. In the case of SOI and Zeeman field
and under the assumption that the system remains weakly coupled, magnetization profiles,
the linear conductance and the spin polarization were computed in Ref. [Bir08]. In order
to determine for which parameters this essential assumption holds, we follow the procedure
in Ref. [AEM+06] and investigate whether the flowing real- and momentum space couplings
diverge during the renormalization.
In principle it is a simple task to implement the flow equations presented in App. A and
solve them numerically. Practically this proves to be difficult as the integrals involved when
evaluating the right hand side cannot be performed analytically as in the case with neither
SOI nor Zeeman field. As shown in Fig. 3.5 b) the integrals on the right hand side quickly
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develop sharp and high peaks which are difficult to handle for numerical routines. In order to
make progress despite these limitations we adopt the following procedure which is reminiscent
of RG studies of the two dimensional Hubbard model: We stop the flow at an arbitrary, but
low cutoff scale ΛEnd = 10
−10 and check if all couplings remain sufficiently small by means
of a reasonably upper bound on their magnitude which we call C [HS01, MSH+12]. For the
remainder of this thesis we select C = 10 but we will discuss the effects of smaller values below.
Furthermore the Kosterlitz-Thouless equations (3.2.7) found in the Bosonization analysis are
known to converge very slowly to their final values (compare the new scale τ ∼ ln Λ in the
above discussion). We often encounter such behavior when explicitly considering the flowing
coupling constants similar to Fig. 3.6 a). At ΛEnd all couplings are still below C but their
slope as a function of Λ is seizable. In order to identify and exclude such cases we compute
the derivative of the couplings with respect to the relevant low energy scale ln Λ and also
impose a limit on its magnitude Cln = 0.1.
Figure 3.6 a) shows the typical behavior of a parameter set remaining in the weakly coupled
regime. Starting at large Λ barley any renormalization of the parameters is observed. As the
cutoff scale approaches the bandwidth of the system, renormalization effects occur. Reducing
the cutoff further has only small effects and most of the couplings are well converged. On the
right side we have an example of a parameter set which would be ruled out due to exceeding
the bound on the half logarithmic derivative. Again we notice the pronounced renormalization
effects around Λ ∼ O(1) which would have decayed quickly for the parameters in the left
panel, but stay sizable for this case. In both plots we included the band g-ology calculation
as dashed lines. We note that the behavior of this additional approximation is similar to
the case including the full momentum dependence, but a small discrepancy between the two
sets of curves is visible. Similar observations regarding the two approximation schemes were
made in Ref. [AEM+06] and [And06].
There are several important drawbacks which have to be mentioned: The consequence of
stopping the flow at any finite frequency is that the resulting generating functional does not
describe a physical system any more. It would require a removal of the cutoff by hand, which
would of course diminish the internal consistency of the procedure. More severely is the
inability to predict the systems behavior below ΛEnd. As mentioned above the Kosterlitz-
Thouless flow is very slowly and an eventually strongly coupled end point cannot be ruled
out. Such tendencies are already present in Fig. 3.6 a), most notably the top green curve and
the bottom blue curve.
On the other hand requiring a vanishing cutoff is the result of strong idealizations in order to
simplify the complicated theoretical calculations. In general, if a fixed energy scale is present
in the system it might cut off the flow in an RG analysis, when the flow parameter reaches
said scale. For an equilibrium calculation with Matsubara frequency cutoff, the position of
the discrete frequencies is given by temperature. Therefore when the last frequency is reached
at some finite value of the cutoff, the flow stops. Similar considerations hold for finite system
sizes (in particular for cutoff schemes in momentum space) where 1/L is a relevant scale,
or the bias voltage in some non-equilibrium situations. Therefore the results of finite Λ
calculation might be close to the observable physics.
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Figure 3.7: a) Convergence diagram for the interaction processes in a calculation with full momen-
tum dependence. The parameters are t = 1, α = 0.4 B = 0.4 and EF = 0.2. Varying
the arbitrarily chosen bound C shows the robustness of the results. b) Phase diagram
in dependence on the Fermi energy for fixed local interaction U = 1 and B = α = 0.4.
The red lines show the corresponding g-ology boundaries.
3.3.2 Phase Diagrams
With the conditions to characterize a flow towards strong coupling defined above, we compute
several ’phase diagrams’ in dependence on the initial interaction strengths to identify param-
eter regimes where our model remains valid. A single set of parameters can be computed in
acceptable time on a state of the art PC of 2013, using freely available software packages,
in particular the Gnu Scientific Library and Eigen3 [Gou09, Eig]. In order to compute the
following results we utilize cluster computing. This is necessary due to the additional param-
eters B and α in our system compared to Ref. [AEM+06]. We will present data for several
regimes in order to gain an understanding of the most important mechanisms in this system.
We restrict our analysis to the case of EF > 0 since the system is particle hole symmetric.
For the Zeeman field and SOI strength we choose the values 0.2, 0.4, 0.8 which cover a wide
range of different single particle spectra and spin expectation values (compare to Fig. 3.2).
The following diagrams show the boundaries of the regions which have not flown towards
strong coupling. These are marked by ’< C’ and the strongly coupled parameter sets are
indicated by ’SC’.
In the beginning we ensure that our arbitrarily chosen truncation parameter C does not
affect the results. To this end we subsequently lower the chosen value for C until we observe
a change in the results. The procedure appears to be robust against such changes and we
notice deviations from the initial results only if the truncation parameter is close to the initial
interaction strengths. This is illustrated in Figure 3.7 a) for several values of C and remaining
parameters α = B = 0.4, EF = 0.2. We find that reducing the value from C = 10 to C = 3
has no effect as the curves are indistinguishable, but a further reduction to C = 2 shows
differences around U = 1.5. We conclude that the precise value of C is irrelevant as long
as it is sufficiently large compared to the initial conditions. We therefore continue with our
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Figure 3.8: a) Convergence diagram for the interaction processes in a calculation with full momen-
tum dependence for several values of the Zeeman field. The parameters are t = 1, α = 0.2
and EF = 0.2. Fine dashed lines show the corresponding band g-ology calculation. b)
Same as in a) but with α = 0.4.
previous value of C = 10. The general shape of a broad convergent region for small initial
interactions and an increasingly narrow tip towards larger interactions is found also for the
parameter sets studied in the following.
In Figure 3.7 b) we investigate the role of the Fermi energy, for a fixed local interaction U = 1
and single particle parameters B = α = 0.4. We scan the system for varying nearest neighbor
interaction U ′ and Fermi energy, where the latter increases the filling of the nanowire. For
fillings not to far away from the particle hole symmetric point a region of roughly constant
width is observed where the system remains weakly coupled. This region begins to narrow
for EF > 0.4 and shifts towards larger interactions. As the lower band is nearly filled for
EF > 0.8 the region has mostly vanished. For comparison we show the corresponding band
g-ology calculation as fine dotted lines which behaves similarly but with a reduced width for
low Fermi energies. Due to the minor filling effects at lower Fermi energies we will consider
EF = 0.2 for the remainder of this chapter.
In Figures 3.8 a) and b) as well as in Fig. 3.9 a) we present collections of phase diagrams for
fixed spin-orbit parameter and varying Zeeman field strength. The parameter α is given by
0.2, 0.4, 0.8 respectively, with the aforementioned Fermi energy EF = 0.2. In all cases the
studied Zeeman field strengths were B = 0.2, 0.4, 0.8. As the parameter set α = B = 0.8
was seen to flow to strong coupling for all parameters we omit it in Fig. 3.9 a). In general
all parameter sets follow the same pattern. For small interactions a wide region with regular
behavior is seen, while a narrow tip develops for larger interactions. A closer investigation
shows that this tip corresponds to an area where the gF.S.y term is very small. The center is
given by a line that starts at the origin and separates regions where gF.S.y ≶ 0. A slow RG
flow around this line can easily be understood from the Bosonization equations Eq. (3.2.7),
where gF.S.y appears in both lines on the right hand side. Therefore if g
F.S.
y vanishes the flow
stops and the system is at a fixed point of the RG analysis. Furthermore, in all three plots
it is apparent that a stronger Zeeman field drives the system towards strong coupling. For
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Figure 3.9: a) Convergence diagram for the interaction processes in a calculation with full momen-
tum dependence for several values of the Zeeman field. The parameters are t = 1,
α = 0.8 and EF = 0.2. Fine dashed lines show the corresponding band g-ology calcula-
tion. b) Same as in a) but for fixed Zeeman field B = 0.2 and several values of the SOI
parameters α. For better visibility the band g-ology curves are omitted.
comparison we show the band g-ology calculation as fine dashed lines and note that they
agree qualitatively with the calculation for the full momentum dependence. The agreement
improves as the Zeeman field strength is increased. As we have reached very low energy
scales with our procedure we assume that the Bosonization equations are applicable and
utilize the remaining weak coupling parameter sets as initial conditions for them. We find
that all parameters flow towards strong coupling in this second RG procedure, which is in
agreement with the analysis of Ref. [GSS08].
The only exception to this is provided by the parameter set of α = 0.2 with B = 0.4. Here
we find convergent behavior for most initial interaction in the range of U < 0.5. Increasing
the nearest neighbor interaction leads to an even further enlargement of this area up to a
maximum of U < 1 for the largest investigated U ′ = 1.5. Even under the second RG procedure
the parameters still remain finite, contrary to the prediction. Furthermore if the first RG
procedure is skipped and the initial conditions are inserted in the Bosonization equations the
same is found.
Finally we illustrate the effect of an increased spin-orbit parameters for fixed Zeeman field
in Figure 3.9 b). The SOI is seen to enlarge the area where we find convergent behavior and
shifts it towards larger local interaction U . This can also be observed for other fixed values
of the Zeeman field.
3.4 Summary and Outlook
In this chapter we have identified the low energy two particle interaction processes compatible
with momentum conservation for a generic spinless two band model with symmetric disper-
sion, similarly to the g-ology classification for a one dimensional electron gas. Such a single
particle model is encountered in the study of spin-orbit interaction in quantum wires with
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and without external Zeeman field. We then derived the fRG flow equations for the postu-
lated processes, including their momentum structure away from the Fermi surface as well as
keeping the exact single particle band structure in the occurring propagators. In addition
to the approximations made when truncating the full hierarchy of fRG flow equations we
neglected the flowing self energy, replacing the full propagator by the bare one. We solved
the resulting equations numerically for the case of an extended Hubbard model with Rashba
spin-orbit interaction in an external Zeeman field. The Zeeman field and the SOI were aligned
perpendicularly to each other and the wire direction. Due to numerical constraints we did not
succeed in tracing the flow until the cutoff vanished, making it necessary to introduce criteria
in order to determine whether the system flows to strong coupling. As soon as the flowing
couplings exceed a preset magnitude we stopped the flow as the weak coupling description
became uncontrolled.
Within these limitations we analyzed broad sets of single particle parameters and covered a
large range of initial two particle interaction strengths. In general we found the results to be
robust against changes in the chosen cutoff values and if extrapolated using known Bosoniza-
tion equations also in agreement with previous calculations. Prior to the extrapolation the
investigated parameter sets exhibit regions where the renormalization of the two particle in-
teractions leaves the system in a weakly coupled regime. These regions can be related to a
small value of the driving term (inter-band forward scattering with band exchange) in the
corresponding Kosterlitz-Thouless equations. The overall size of the region varies depending
on the single particle parameters. Increasing the magnetic field strength drives the system
towards strong coupling. Neglecting the full momentum dependence in the two particle inter-
action processes shows small deviations when compared to the case of retaining the detailed
momentum structure.
A possible extension of this analysis would be the inclusion of the self energy similar to
Ref. [AEM+06]. This gives the opportunity to study the effects of two particle vertex renor-
malization on transport properties by comparing with Ref. [Bir08]. RG studies in other
systems were able to describe strongly coupled physics, by including suitable gap terms in
the parametrization of the self energy [SHML04,MSH+12]. Such terms might regularize the
flow and prevent the sharp peaked structure of the integrals on the occurring in the flow
equations. As spin-orbit interaction in lattice systems is rarely discussed in the literature
both extensions may lead to novel findings.
The system studied here could also be used to investigate the effects of including different
RG-irrelevant terms in the calculation. For example comparing the cases of including pro-
cesses that violate momentum conservation on the Fermi surface and neglecting momentum
dependence in the two particle vertex altogether. Of particular interest is the limit of vanish-
ing SOI and Zeeman field. The usually important g1,⊥ processes then becomes momentum
conserving and plays a dominant role in the analysis of the (extended) Hubbard model.
Chapter 4
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4.1 Introduction
During the last decades, significant advances in the manufacture and experimental control of
low dimensional electron systems have been made [WAB+01, Fer08]. Today semiconductor
structures may be tailored to include a multitude of external control mechanisms as for exam-
ple bias and homogeneous gate voltages as well as additional electric potentials and magnetic
fields [DL04]. By means of careful engineering, extremely localized structures can be pro-
duced to confine a small number of electrons at very low temperature [GGSM+98]. Due to
the narrow spacial confinement the energy splitting between the well defined electronic states
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is a dominant energy scale in the system, thus resembling atomic systems. The behavior
of these individual levels due to the material properties, including inherent symmetries, two
particle interaction, possible coupling to phonons as well as the effects of varying the afore-
mentioned control parameters, can be studied in great detail. Usually an electron reservoir
is included in the description of such devices and they are commonly referred to as quantum
dot or quantum impurity systems. The structure of the leads is often an additional impor-
tant element of such systems, i.e. coupling the system to (several) superconductors alters the
encountered physics [EDW+09]. Extensive research from both theoretical and experimen-
tal side has been conducted on the simplest such models — the Interacting Resonant Level
Model [NDD69,Pon93,KPBM10] and the Single Impurity Anderson Model [And61,AMS+10].
The latter is closely connected with the so-called Kondo Model [Hew97], where the effects
of charge fluctuations have been integrated out and a single spin 1/2 is localized on the dot.
This allows to focus on spin physics, especially the famous Kondo effect, which takes an
important role in the low energy physics of few electron systems [Kon64,Hew97,GGSM+98].
This very general class of systems is still subject of detailed investigations, as these systems
are integral parts of possible future spintronic devices and provide flexible starting points in
the context of quantum information processing [LD98, WAB+01]. In order to better utilize
these possibilities it is necessary to gain a broad understanding of the various effects possible
in such systems as well as how they might be affected by external control parameters. Here we
focus on the interplay between a Zeeman field, the gate voltage to change the dot occupation,
the Rashba spin-orbit interaction (SOI) which is tuneable by experimental means [NATE97,
MTCC03, TMC05, SSE+09], and the two particle interaction which varies depending on the
material used to facilitate the quantum dot device. In particular the orientation of the
Zeeman field relative to the SOI term is seen to affect all quantities investigated in the
following. In order to study the basic physics of such systems we will work at vanishing
temperature and therefore include correlation effects as the aforementioned Kondo effect.
In order to access this strongly correlated regime we utilize the functional renormalization
group (fRG) in a static approximation [MSH+12]. As an additional benefit, the fRG results
facilitate the interpretation of bias spectroscopy experiments. The fRG yields an effective
single particle model from which physical insights can be gained. From this approach we
calculate the splitting of a level degeneracy at finite Zeeman field due to changing the fields’
direction. This so-called spin-orbit energy (ESOI) is a measure of the SOI strength in the
system and has recently been investigated experimentally. We find a qualitatively similar
angular dependence as was reported in the experiments and furthermore observe interesting
effects of the two particle interaction on the overall magnitude as well as the functional form
compared to the noninteracting case. Investigating asymmetry effects shows a competing
relationship between the two particle interaction and the asymmetry.
The equilibrium and non equilibrium transport properties of (multi level) quantum dots are
often investigated in experiments as they provide important tools to analyze the physics
encountered in them [GGSM+98, HJGR+08, KDT+12]. Furthermore many spintronic appli-
cations are designed to utilize these special transport characteristics as part of their basic
functionality. Here we will calculate the equilibrium linear conductance, as our static ap-
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proximation scheme is not suitable to study non equilibrium quantities. It is seen that the
general dependence on an applied gate voltage as well as the strength and orientation of a
Zeeman field can already be inferred from the single particle level structure. The two particle
interaction effects include the aforementioned Kondo effect which here leads to broad con-
ductance plateaus. The effects of asymmetries include the gate voltage dependence of finite
field conductance ridges.
In addition, we investigate how the two-particle interaction affects the orientation dependence
of effective g factors, as extracted experimentally following two distinct protocols. In the first
the gate-voltage dependence of the linear conductance is used to extract gCond [NCT
+09,
DKT+11, KDT+12], in the second bias spectroscopy similarly to the calculation of ESOI, is
employed leading to gLevels [CHF
+08, TDY+10, KSS+10, KDT+12, NPPvdB+12]. We show
that the general form of both agrees with experiment. Two particle interaction effects are
absent for gCond but gLevels shows a renormalized amplitude and a slightly altered functional
dependence on the orientation of the field. For asymmetric geometries we find the expected
gate voltage dependent effective g factors.
The chapter is organized as follows: In Section 4.2 the model and the notation used through-
out the chapter is introduced (Sec. 4.2.1), and we adapt the formalism developed in Chapter 2
to the situation at hand (Sec. 4.2.2). This includes matrix representations of the occurring
Hamiltonian as well as the formulas used to calculate the linear conductance and the dot
occupation. In Section 4.3 we present results for several experimentally relevant quantities
and compare with experiments on a qualitative level (see Chap. 5 for a case with quantitative
agreement) utilizing a simplified version of the general model introduced below. This section
is divided in four subsections dealing with details of the effective model obtained from the
fRG procedure (Sec. 4.3.1), the spin-orbit energy ESOI (Sec. 4.3.2), the linear conductance
(Sec. 4.3.3) and so-called effective g factors (Sec. 4.3.4).In Section 4.4 we investigate the ef-
fects of tunnel coupling asymmetry and a finite level detuning, included in the formulation of
the general model. We revisit the previously calculated quantities, but due to the multitude
of parameters we focus on a special set of parameters to illustrate the effects. In Section 4.5
we will summarize this chapter and give a brief outlook. Many of the results presented here
are published in References [GAPM11,GMA12].
4.2 Model and Method
As in the previous chapter we begin our discussion by defining a suitable model in order to
calculate the quantities outlined in the introduction. We consider the dot setup sketched in
Fig. 4.1 a) as a minimal model for a multi-level system. It can be thought of as a tight-binding
model with two lattice sites 1 and 2 coupled by the electron hopping of amplitude t connected
to two semi-infinite noninteracting leads via tunnel couplings of strength tβ,j with β = L,R
and j = 1, 2. We include variable on-site energies of the two levels via 1/2 = VG ± δ, which
might be realized by applying gate voltages. The Rashba SOI identifies the z-direction of
the spin space and is modeled as an imaginary electron hopping with spin-dependent sign
between the two lattice sites [MK01,Win03,BM08,Bir08,BM09]. We here exclusively consider
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Figure 4.1: a) The considered setup consists of two parallel quantum dots with on-site energies
1/2 = VG ± δ coupled by a hopping amplitude t and a SOI of strength α. The levels
are split by an external Zeeman field B. The local Coulomb interaction is U and the
interaction between electrons on the two sites is U ′. The system is coupled to noninter-
acting leads by hopping amplitudes tβ,j with β = L,R and j = 1, 2. b) Schematic of
the single particle level structure of the proposed model depending on the strength of
an applied external Zeeman field. The gap size at finite Zeeman fields can be varied via
the relative orientation of Zeeman field and the SOI term. The dashed lines show the
situation for the parallel case, while the full lines include a large perpendicular Zeeman
field component.
the coupling of a magnetic field to the spin degree of freedom (Zeeman term) and neglect its
effect on the orbital motion. The Zeeman field is decomposed in a parallel and an orthogonal
component with respect to the z-direction. The Coulomb interaction (charging energy) is
modeled as an on-site interaction U as well as a nearest-neighbor interaction U ′, and treated
within an approximate static functional-renormalization group approach [MSH+12]. With
the tight binding picture in mind this model reflects experimental setups where spatially
separated quantum dots are often studied [AKR+13]. From a more theoretical point of view
the model might also be formulated in energy space with generic couplings to the leads. For
example in Chapter 5 the single particle level transition t is used to model the effects of a
scattering impurity in a carbon nanotube, mixing the eigenstates of the clean nanotube. In
the interest of keeping the chapter self contained and in order to fix the notation we will
introduce the model more formally in the following.
4.2.1 Model Hamiltonian
Using a basis of Wannier states
{|1, ↑〉 , |1, ↓〉 , |2, ↑〉 , |2, ↓〉} , (4.2.1)
the Hamiltonian corresponding to the system described above can be written as
H0 =
∑
σ
∑
j=1,2
jd
†
j,σdj,σ − t(d†1,σd2,σ + H.c.)
 ,
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where d†j,σ denotes the electron creation operator on site j = 1, 2 with spin σ = ↑, ↓ =̂ ±1.
In the following we will consider the case of real and positive tunnel coupling t. The on-site
energies j = VG ± δ can be varied by the external gate voltage VG and thus provide an
important experimental control parameter. The level splitting δ can be seen as intrinsic to
the system (and therefore constant) or induced by a second gate giving another external
parameter. As we will not discuss δ dependencies in detail the first view is more natural for
our purposes. The effect of a Rashba SOI resulting from spatial confinement is taken into
account by an imaginary hopping amplitude of spin-dependent sign [MK01, Win03, BM08,
Bir08,BM09]. The Rashba hopping term with amplitude α > 0 reads
HSOI = α
∑
σ,σ′
[
d†2,σ (iσz)σ,σ′ d1,σ′ + H.c.
]
, (4.2.2)
with the third Pauli matrix σz. This choice corresponds to a confinement potential in y-
direction in case a one-dimensional system in x-direction is chosen as the starting point of
the derivation (see Chap. 2). We note in passing that other SOI terms similar to HSOI
with iσz → iσy (Rashba SOI from confinement in z-direction) or iσz → σy (Dresselhaus
SOI [Win03]) can be included in the bare model but will be omitted for simplicity. The
SOI breaks the spin-rotational invariance and an applied Zeeman field can be decomposed
into a component parallel to the SOI (that is in z-direction of the spin space) and one
perpendicular to it. We here choose the x-direction as the perpendicular direction such that
the (local) Zeeman term reads
HZ = B
∑
σ,σ′
∑
j=1,2
[
d†j,σ(σz)σ,σ′dj,σ′ sinφ+ d
†
j,σ(σx)σ,σ′dj,σ′ cosφ
]
, (4.2.3)
where B is the strength of the field and the angle φ characterizes its orientation in the xz-
plane. The eigenvalues σ± for the full single particle Hamiltonian H = H0 +HSOI +HZ can
be calculated easily and read:
σ± =VG ±
√
B2 + t2 + δ2 + α2 + σ2B
√
t2 + δ2 + α2 sin2 φ
=VG ±
√(
σB +
√
t2 + δ2 + α2 sin2 φ
)2
+ α2 cos2 φ
=VG ±
√(
σB +
√
t2 + δ2 + α2||
)2
+ α2⊥ , (4.2.4)
where we have defined the components of the SOI which are (anti-) parallel (α||) and orthog-
onal (α⊥) to the Zeeman field. Figure 4.1 b) shows a simplified sketch of the single particle
level structure for the isolated dot in dependence on the Zeeman field strength. At vanishing
field we find two sets of spin degenerate levels separated by an energy 2
√
t2 + α2 + δ2. The
spin degeneracy is lifted for finite Zeeman fields and two states with opposing spin approach
each other in energy. For a parallel configuration of Zeeman field and SOI term (φ = pi/2)
we find a level crossing at B =
√
t2 + α2 + δ2 (dashed lines), while for any finite orthogonal
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Zeeman field component a gap opens in the spectrum and its size depends on the spin-orbit
parameter and the angle φ (full lines).
The (repulsive) Coulomb interaction is included in form of
Hint = U
∑
j=1,2
(
nj,↑ − 1
2
)(
nj,↓ − 1
2
)
+ U ′ (n1 − 1) (n2 − 1) ,
for the local U > 0 and nearest-neighbor U ′ > 0 interactions respectively, with nj,σ = d
†
j,σdj,σ
and nj =
∑
σ nj,σ. In principle different local interactions U1 , U2 on the two sites can be
included but we focus on the case U = U1 = U2. Furthermore for the majority of calculations
we consider equal local and non local interaction U = U ′ as this results in the common
approximation of a capacitive charging energy [IDKM06]. By subtracting 1/2 from nj,σ in
the definition of Hint the point VG = 0 corresponds to half-filling (even in the presence of
Coulomb repulsion) of a symmetric serial dot [KEM06], which will be the main geometry
under consideration in the following.
Finally, the dot Hamiltonian is supplemented by a term describing two semi-infinite nonin-
teracting leads, which we model as one-dimensional tight-binding chains
Hlead = −τ
∑
β=L,R
∞∑
j=1
∑
σ
[
c†β,j+1,σcβ,j,σ + H.c.
]
, (4.2.5)
with lead operators c
(†)
β,j,σ and equal band width 4τ . In the following we choose τ = 1 as the
unit of energy. The dot-lead couplings are given by the tunnel Hamiltonian
Hcoup =
∑
β=L,R
∑
j=1,2
∑
σ
[
tβ,j d
†
j,σcβ,1,σ + H.c.
]
, (4.2.6)
with tunnel barriers set by tβ,j , which we chose to be real. The more general situation of
complex coupling parameters is realized if a magnetic flux pierces the dot geometry. In the
case considered here the couplings are related to the overlap of the dot and lead wavefunctions
which can be positive or negative.
4.2.2 The fRG Flow Equations and Observables
In order to include the effects of the two particle interaction we utilize the functional renormal-
ization group. For this model the fRG flow equations developed in Chapter 2 can be written
in a convenient matrix form. As we here consider the leads in the so-called wide-band limit
(see Chapter 2) the tunnel barriers tβ,j enter in combination with the local lead density of
states evaluated at the chemical potential. For the present setup we calculate the hybridiza-
tion of the various levels with the left and right lead and find Γβ,j = pit
2
β,jρleads = t
2
β,j .
Within this approximation the leads are incorporated onto the dot sites using the projec-
tion scheme introduced in Chapter 2 and enter via the hybridizations Γj =
∑
β Γβ,j and
γ =
∑
β tβ,1tβ,2 [KEM06]. In the basis of single-particle dot states given in Eq. (4.2.1) the
inverse of the propagator in Matsubara frequency space reads
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G−10 (iω) =
iω˜1 − 1 −B sinφ −B cosφ t− iα+ iγ(ω) 0
−B cosφ iω˜1 − 1 +B sinφ 0 t+ iα+ iγ(ω)
t+ iα+ iγ(ω) 0 iω˜2 − 2 −B sinφ −B cosφ
0 t− iα+ iγ(ω) −Bcosφ iω˜2 − 2 +B sinφ
 ,
(4.2.7)
with the shorthand notations ω˜j = ω + Γj sgn(ω) and γ(ω) = γ sgn(ω).
We restrict the present analysis to the first order in the hierarchy of fRG flow equations and
only consider the flow of the single-particle vertex, that is the self-energy ΣΛ. Within this
truncation ΣΛ is frequency independent leading to a static approximation. It already captures
the relevant Kondo physics present in the system and allows for a qualitative description of
equilibrium properties such as the linear conductance or the dot occupation with minor
numerical effort. Including the flow of the static part of the two-particle vertex as introduced
in Chap. 2 is possible but the absence of the SU(2) spin symmetry causes a vast increase in the
number of coupled differential equations that have to be solved. As we lack an experimentally
verified model to compare against we choose to investigate the model and the physics it
contains on a qualitative level. In Chapter 5 we will revisit the inclusion of two particle vertex
renormalization within a more suitable model to great success. For an in depth discussion
concerning the range of validity of these approximations see [KEM06].
The fRG Flow Equations
Having introduced the two particle interaction as written above, we formulate the corre-
sponding bare anti-symmetrized vertex function in the following way:
Γa′,b′;a,b =
[
U (1− δσa,σb) δja,jb + U ′ (1− δja,jb)
]
×
(
δj′a,jaδσ′a,σaδj′b,jbδσ
′
b,σb
− δj′a,jbδσ′a,σbδj′b,jaδσ′b,σa
)
,
where the indices a(′), b(′) label the quantum numbers (j(′), σ(′)). Inserting this expression on
the right hand side of the flow equation for the self-energy (2.2.5) yields
∂
∂Λ
ΣΛa′,a =
1
2pi
(1− δja,j′aδσa,σ′a)
[
U ′ + δja,j′a
(
U − U ′)] ∑
ω=±Λ
GΛa,a′(iω)
− 1
2pi
δja,j′aδσa,σ′a
∑
ω=±Λ
[
U ′
(
GΛ(j¯a,σa),(j¯a,σa)(iω) + GΛa¯,a¯(iω)
)
+ UGΛ(ja,σ¯a),(ja,σ¯a)(iω)
]
,
(4.2.8)
where the overlined quantum numbers indicate the opposite value, i.e. 1¯/2¯ = 2/1 for the site
index and σ¯ = −σ. The interacting Green function G is determined by the Dyson equation
GΛ(iω) = [G−10 (iω)− ΣΛ]−1 , (4.2.9)
52 CHAPTER 4. SPIN-ORBIT INTERACTION IN MULTI LEVEL QUANTUM DOTS
where the initial condition for Λ0 →∞ is given by ΣΛ0 = 0. Within our approximation, the
matrix elements ΣΛ=0a′,a = Σ˜a′,a of the self-energy at the end of the flow (we will reserve the
’∼’ superscript to indicate the renormalized parameters) can be interpreted as interaction-
induced renormalizations to the noninteracting model parameters such as the SOI and the
on-site energies [KEM06]. Furthermore entirely new matrix elements will be generated if
permitted by symmetry. Various observables can be computed from the full propagator and
we here concentrate on the renormalized single particle levels and the linear conductance.
The effective single particle level spectrum is given by the real parts of the eigenvalues of
Heff = −G−1(0+). The imaginary parts contain the effective hybridizations with the leads,
which is nontrivial in all cases except for a symmetric serial geometry. This interpretation
has already been applied successfully to the problem of phase lapses in multi-level quantum
dots [KHW+07a,KHW+07b] and will prove useful in the following.
Observables
At T = 0 current-vertex corrections vanish and the Kubo formula for the spin-resolved
conductance assumes a generalized Landauer-Bu¨ttiker form [Ogu01]
Gσ,σ′ =
e2
h
∣∣Tσ,σ′(0)∣∣2 ,
with the effective transmission Tσ,σ′(0) evaluated at the chemical potential. For the present
setup the transmission is given by the matrix elements of the full propagator leading to
G =
∑
σ,σ′
Gσ,σ′ =
e2
h
4
∑
σ,σ′
∣∣∣∣∣∣
∑
j,j′
tL,j tR,j′ Gj,σ;j′,σ′(0)
∣∣∣∣∣∣
2
.
For some applications we need the average dot occupation N , which will be computed by:
N =
1
2
∑
k,σ
〈nk,σ〉 = 1
4pi
∑
k,σ
∞∫
−∞
Gkσ,kσ(iω) exp(iωη)dω
η→0
= 1 +
1
2pi
∑
k,σ
Λ0∫
0
Re (Gkσ,kσ(iω))dω , (4.2.10)
where Λ0 is a large finite constant. Calculating the occupation in this manner is an approxi-
mation as we do not know the exact full propagator. As we do not intend to calculate detailed
density profiles the expression above will be sufficient for our purposes.
4.3 Results for a Simplified Symmetric Model
In this section we will present results for many aspects of the model. We begin with a discus-
sion of single particle properties, i.e. the renormalization of the so-called spin-orbit energy
ESOI and effective g factors. Furthermore we will show results for the linear conductance in
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dependence on an external gate voltage and a Zeeman field with a varying direction. We will
focus on these quantities as they have recently been investigated in experiments which makes
it possible to qualitatively compare the observed effects. Many of the presented findings are
published in Refs. [GAPM11,GMA12].
4.3.1 Renormalized Single Particle Parameters
Flow of the Single Particle Parameters
In the previous section we introduced our model and included numerous parameters which
can be used to study different aspects of the underlying physics or tune the system towards
experimental setups. In order to establish basic features we will consider a simple serial
quantum dot with symmetric couplings to the leads first and later turn to asymmetric setups.
The simplified setup is obtained for a vanishing level splitting δ and therefore 1 = 2 = VG
as well as the choice of tunnel barriers tL,2 = tR,2 = 0 and tL,1 = tR,2 = tCoup, similar to the
system studied in [Bir08]. The latter leads to Γ1 = Γ2 = Γ and γ = 0, slightly simplifying
the free propagator (Eq. (4.2.7)).
The highly nonlinear fRG flow equations (4.2.8) are solved numerically with minimal compu-
tational effort using freely available software packages [Gou09,Eig]. Looking at the evolution
of the flowing parameters during the flow we observe a typical behavior which is often seen
in such calculations. For large values of the cutoff Λ the right hand side of the flow equations
is very small and the parameters remain at their initial value. As the cutoff approaches the
bandwidth of our model the renormalization of the parameters becomes noticeable while the
parameters are roughly constant again as the cutoff approaches zero. The behavior during
the renormalization is strongly dependent on the initial conditions and is not necessarily
monotonic.
For the case of VG = 0 the simplified model explained above serves as a good case study
as the matrix inversion involved when computing the full propagator via Eq. (4.2.9) can
be performed analytically with reasonable effort. From the resulting explicit form of the
flow equations we can extract the structure of the effective model. At any (fixed) cutoff
value during the RG flow the single-particle part of our system (omitting the lead terms of
Eqs. (4.2.5) and (4.2.6)) can be described by the following hermitian matrix in the basis given
in Eq. (4.2.1):
h =

Bz Bx + iBS −t+ iα −iβ
Bx − iBS −Bz −iβ −t− iα
−t− iα iβ Bz Bx − iBS
iβ −t+ iα Bx + iBS −Bz
 ,
with all matrix elements depending on the cutoff Λ. The initial conditions are given by the
bare values of the noninteracting system, with Bz = B sinφ and Bx = B cosφ. The Hamilto-
nian (matrix) h contains the parameters BS and β which are zero initially but are generated
by the two-particle interaction during the RG-flow. The new parameter BS is a Zeeman
field perpendicular to both the applied Zeeman field and the SOI direction, with opposite
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Figure 4.2: a) Typical flow of the effective parameters from large cutoffs towards Λ = 0, including
newly generated ones which are scaled by a factor of 10 for better visibility. The initial
parameters are given by t = 1, δ = 0, B = 0.9, φ = 0.2pi, U = U ′ = 1, tCoup =
0.4. b) Bare spin-orbit parameter dependence of the generated effective single-particle
parameters B˜S (upper (blue) curves) and β˜ (lower (red) curves) for different orientations
of the bare magnetic field (full lines φ = pi6 , dashed lines φ =
pi
4 , dotted lines φ =
pi
3 ).
The remaining parameters are: t = 1, δ = 0, B = 1.2, U = U ′ = 1, tCoup = 0.4.
orientation on the two dot sites, while the spin flip hopping β resembles a Dresselhaus SOI
term [Win03]. The appearance of an effective Zeeman field induced by a finite Coulomb
interaction in presence of a broken spin symmetry is discussed for quantum dots with fer-
romagnetic leads [icvLL+12, KMBS05] and has been observed recently in systems involving
SOI [PAF10,NS10]. For the considered setup the above mentioned flow equations assume the
following convenient explicit form in terms of vectors Be = (Bx, Bz, BS)
T and te = (α, β, t)
T :
B˙e = − U
piD(Λ)
[2 (te ·Be) te + f+Be]
t˙e = − U
′
piD(Λ)
[2 (te ·Be) Be + f−te] , (4.3.1)
where we introduced
f± = (|Λ|+ Γ)2 ±
(|Be|2 − |te|2)
D(Λ) = det(i (|Λ|+ Γ) · 14 − h)
= f2+ + 2 (|Λ|+ Γ)2 |te|2 + 4 (te ·Be)2 .
From these expressions we can infer several interesting properties of the system by taking a
closer look at the initial renormalization for Λ ∼ Λ0 and inserting generic initial conditions
with BS = β = 0, which leads to te · Be = Bxα. Due to the prefactors U and U ′ the
renormalization of the local (non local) single particle parameters can be modified by tuning
the local (non local) part of the interaction, including a total suppression. Furthermore for
the new local component BS to be generated both a finite Zeeman field in x-direction as well
as a finite spin-orbit coupling α are necessary. This is sensible as for Bx = 0 the system
is invariant under spin rotations around the z-axis and in the case of α = 0 we are free to
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Figure 4.3: a) Renormalization-induced φ dependence of the effective parameters. Here we com-
pensated for the bare angular dependence of the Zeeman fields by dividing by the cor-
responding trigonometric function. The initial parameters are: t = 1, α = 0.6, B = 1.2,
U = U ′ = 1, tCoup = 0.4. b) Bare Zeeman field dependence of the effective single-
particle energy spectrum (full lines) as well as of the corresponding noninteracting ones
(dashed lines). As a guide to the eye the chemical potential and the crossing position of
the renormalized levels are given as straight black lines. The parameters are: VG = 1.25,
t = 1, α = 0.6, φ = 0.25pi, U = U ′ = 1, tCoup = 0.4.
redefine the spin quantization along the Zeeman field recovering the case Bx = 0. Similarly
we find that the hopping β requires both Zeeman field components to be finite as well as a
non vanishing SOI parameter α.
In figure 4.2 a) we present the flow of the effective parameters for a set of initial values
similar to the ones used in the following. Since the generated parameters BS and β remain
small during the renormalization we show their flow scaled by a factor of 10 for better
visibility. As mentioned above, the parameters remain constant over a large cutoff range and
the renormalization sets in for Λ ∼ 1− 10. It is interesting to note that the renormalization
can be non-monotonic as seen for the the z component of the Zeeman field (green curve).
For Λ  0.01 the effective parameters have converged to their final values. Due to the
employed frequency cutoff scheme for the renormalization procedure the matrix h does not
describe a physical system at any finite value of Λ. Usually the explicit form of the flow is
not relevant as other cutoff schemes yield different curves while leaving the results for Λ = 0
unaffected. The right panel of Fig. 4.2 gives an overview of how the newly generated effective
parameters B˜S and β˜ behave as a function of the initial SOI strength α. As can be seen
from the explicit form of the flow-equations both parameters are not generated if α vanishes
initially. We find the largest magnitude of the new parameters for intermediate α comparable
to half the conventional hopping t. Increasing the SOI strength further (corresponding to
stronger confinement potentials) the final B˜S and β˜ are suppressed giving a non-monotonic
dependence. The orientation of the magnetic field can be used to influence the renormalization
as shown via the three different line styles. For α < 1.5 a decrease of the angle φ leads to an
enhancement of B˜S while β˜ is suppressed. For larger values of α the behavior of β˜ becomes
unsystematic, while B˜S retains its trend. For all values of α and φ we find B˜S > β˜.
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In the following we focus on the angular dependence of several quantities and it is there-
fore instructive to study the φ-dependence of the effective parameters. Figure 4.3 a) shows
the results for a typical set of initial values used in the following. We compensate for the
bare angular dependence of the Zeeman field components and study the quantities B˜z/ sinφ
and B˜x/ cosφ to better judge the influence of the Zeeman field orientation. Except for the
generated hopping β˜ all parameters appear to be only mildly affected by the orientation as
long as the Zeeman field component parallel to the SOI in not to large. For values close to
φ ∼ pi/2 stronger renormalization effects can be observed, especially for the z-component of
the Zeeman field. This can be intuitively understood in the following way: for the parallel
configuration a sufficiently strong Coulomb interaction gives rise to the finite-B Kondo effect
related to the level crossing. With the vanishing Kondo effect in presence of a finite orthogo-
nal B-field component relative to the SOI the Coulomb interaction effects appear suppressed
as well.
Bias Spectroscopy - Experimental Practice and Theoretical Interpretation
Bias spectroscopy is a widely used tool to investigate a multitude of systems in the condensed
matter context and thus experimental data for comparison is readily available. Unfortunately
the non-equilibrium effects of this technique on the results are generally not discussed in the
literature and the extracted information is treated in the conventional spectroscopy sense of
energy differences. We will assume that the non-equilibrium effects are negligible and compare
our results to experimental findings as outlined below. In general we obtain an effective
single particle Hamiltonian for our system at the end of the flow. The resulting matrix can
be diagonalized and the (complex) eigenvalues contain information about the effective level
position (real part) and their corresponding hybridization with the leads (imaginary parts).
For the simplified symmetric model the hybridizations remain unaffected as they are added
to the hermitian matrix h in form of i sgn(ω)Γ · 14. The more complicated situation of
asymmetric coupling of both sites to both leads will be discussed in Section 4.4. From the
effective level positions one can compute various energy differences between these levels in
dependence on the initial conditions. In the following these energy differences will be used
to interpret experimental bias spectroscopy data.
Figure 4.3 b) shows the renormalized level spectrum for finite gate voltages and a non-parallel
orientation of Zeeman field and SOI as solid lines, while the dashed lines correspond to the
non-interacting spectrum. Furthermore we marked the positions where the renormalized
levels cross the leads’ chemical potential by black lines, as pronounced renormalization effects
occur at these positions. For this situation the other energy levels are shifted upwards due
to charging effects. This is not observed at VG = 0 as no level crosses the chemical potential,
but the overall shift of the effective levels with respect to the noninteracting ones apparent
in Fig. 4.3 b) remains and will be investigated in the following.
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Figure 4.4: a) Spin-orbit energy versus orientation of the Zeeman field for several values of the
interaction U = U ′ (full lines). The dashed lines show the spin-orbit energies normalized
to the angular dependence of the noninteracting case. The initial conditions are given by
t = 1, α = 0.6, tCoup = 0.3. b) Maximal spin-orbit energy at φ = 0 (full lines) and the
corresponding renormalized SOI parameter α˜ (dashed lines) for several combinations of
the interactions U = κ, U ′ = cκ and the case of vanishing local interaction U = 0, U ′ =
κ (c∞). The dashed dotted lines show the ratio of the two curves. The parameters are
the same as in a).
4.3.2 Spin-Orbit Energy ESOI
Using this spectroscopy analogy we investigate the experimentally relevant spin-orbit energy
ESOI. This finite field level splitting (compare Fig. 4.1 b)) is used as a measure of the
spin-orbit interaction present in a given system. Motivated by the experiments we study the
orientation dependence of the Zeeman field relative to the SOI while taking into account a
finite two particle interaction. The experimental protocol to extract ESOI requires a half filled
quantum dot, which is ensured in our model by setting VG = 0 corresponding to the particle
hole symmetric point. We already know the structure of the effective Hamiltonian from our
previous considerations regarding the flow of the effective parameters and can extract the
level positions. Diagonalizing the Hamiltonian h yields the eigenvalues (the symmetric leads
contribute a constant imaginary part which is omitted here):
 = ±
√
|te|2 + |Be|2 ± 2
√
|Be|2|te|2 − (te ·Be)2 .
From the two intermediate levels we determine the spin-orbit energy
ESOI = minB
(
2
√
|te|2 + |Be|2 − 2
√
|Be|2|te|2 − (te ·Be)2
)
.
The bare value ESOI = 2α cosφ = 2α⊥ is obtained for B2min = t
2 +α2|| (compare Fig. 4.1 b)).
Due to the complicated non-linear structure of the flow equations an analytic expression of
the renormalized spin-orbit energy in terms of the bare Zeeman field can not be obtained.
The results depend only quantitatively on the details of the Coulomb interaction and the
inter-dot hopping t, as long as U (′)/Γ and t/Γ are sufficiently large. We here focus on U = U ′
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and t = 1. The renormalized spin-orbit energies are shown as solid lines in Fig. 4.4 a) and
follow the general form of the bare case calculated above: We find a maximum of the level
splitting for the perpendicular orientation φ = 0 and a monotonous decrease towards ESOI = 0
when increasing φ up to the parallel configuration at φ = pi/2. The value of the maximal
spin-orbit energy is seen to increase as the interaction strength becomes larger. In a detailed
examination for a larger number of interaction strengths as well as more combinations apart
from U = U ′ we observe a near linear increase of the maximum with the interaction, where
the slope depends crucially on the relative strength of the local and non local interactions.
This is shown in Fig. 4.4 b) as full lines where we parametrized the interaction as U = κ and
U ′ = cκ for several (positive) values of c, as well as the case of vanishing local interaction
U = 0, U ′ = κ labeled c∞. We note that the c∞ case resembles the curves for c = 0.5. A
similar close to linear behavior is also seen in the renormalized spin-orbit parameter α˜ (dashed
lines). Starting from the unaffected case for purely local interaction c = 0 (see Eq. 4.3.1),
the slope of the curves increases again with increasing c as seen before. The purely non local
interaction provides a special case and the effective SOI parameter behaves similar to the
c = 1 case.
The similarity of the interacting and noninteracting curves in Fig. 4.4 a) might lead to
the expectation that the φ dependence of ESOI is given by the noninteracting one with a
renormalized prefactor, in particular the renormalized spin-orbit parameter. Unfortunately
this is not the case as can be seen from the dashed lines in Fig. 4.4 a). They show the
renormalized spin-orbit energies divided by the angular dependence of the bare case, i.e.
cosφ. The strong deviations from this bare dependence close to the parallel orientation leads
to the important result that the functional dependence of the SOI energy on φ is strongly
affected by the two-particle interaction. This can be traced back to the more pronounced
renormalization effects of the bare parameters around the parallel configuration as discussed
earlier. Furthermore the expectation that for the perpendicular orientation the spin-orbit
energy is given by 2 α˜ is refuted as well. Figure 4.4 b) also contains the ratio of the computed
spin-orbit energy and the renormalized SOI parameter as dashed-dotted lines. While the
assumption appears to be (approximately) valid in both the purely local and the purely non
local case, the remaining curves exhibit nonlinear behavior especially for κ < 1. We finally
note that our results for the spin-orbit energy agree qualitatively with the experimental results
presented in Refs. [KDT+12] and [TDY+10].
4.3.3 Linear Conductance
We next present results for the linear conductance G as a function of the Zeeman field strength
B and an applied gate voltage VG, obtained by numerically solving the flow equation (4.2.8)
and evaluating the generalized Landauer-Bu¨ttiker formula given in Eq. (4.2.2). The general
picture of the conductance can already be inferred from the single particle level structure
Eq. (4.2.4). If the gate voltage is tuned in such a way that a single particle level energy
on the dot coincides with the chemical potential of the leads an electron can tunnel onto or
out of the dot. This leads to a Lorentzian conductance resonance of height e2/h and width
4.3. Results for a Simplified Symmetric Model 59
Figure 4.5: a) Conductance G(VG, B) for t = 1, U = U
′ = 1, tCoup = 0.3, and δ = 0 for vanishing
SOI (α = 0). b) Gate-voltage dependence of the conductance G and dot occupation
N = 〈n1 + n2〉 for different values of B and the same parameters as in a).
proportional to the hybridization. In the case that a spin up/spin down level degeneracy
is aligned to the leads a resonance of height 2e2/h develops. For the interacting system
this conductance resonance is broadened along the VG axis proportional to the interaction
strength. This is the signature of the (spin) Kondo effect, which will be of special interest
in the following. As our level spectrum includes the possibility of a spin up, spin down
degeneracy at finite Zeeman field (see Fig. 4.1 b)) we also expect the Kondo effect in the
corresponding part of the conductance. As we have already seen the orientation between the
spin-orbit field and the Zeeman term induces a gap in the single particle spectrum and we
will study what consequences this leads to for the conductance. The results depend only
quantitatively on the strength of the local Coulomb interaction and the inter-dot hopping t,
as long as U (′)/Γ and t/Γ are sufficiently large [KEM06].
Vanishing Spin-Orbit Interaction
We start our discussion with the case of vanishing SOI which is trivially realized for α = 0.
This is instructive as for a finite Zeeman field (anti-)parallel to the SOI the physics can be
described by the α = 0 case if one makes the replacement t → √t2 + α2 = teff . This follows
from considering the hopping term in Eq. (4.2.1) along with the SOI Hamiltonian Eq. (4.2.2)
and rewriting∑
σ
−(t+ iσα)d†1,σd2,σ +H.c. = −teff
∑
σ
exp (iσθ)d†1,σd2,σ +H.c. ,
with some fixed parameter θ = arctan(α/t). In order to eliminate the phase we rescale
d†1,σ → exp (−iσθ) d†1,σ as well as the lead operators cβ,j,σ → exp (iσθ) cβ,j,σ and recover the
Hamiltonian for a double dot without SOI. The Zeeman field component Bz as well as all
interaction terms remain unaffected as they only involve density operators on the dot. This
result holds especially for B = 0 and we therefore recover physics similar as studied in the
Anderson model [KEM06].
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In Fig. 4.5 a) we show G(VG, B) for the serial symmetric setup with tCoup = 0.3 in the absence
of SOI (α = 0). The hopping parameter is t = 1 and the interaction U = U ′ = 1. Our general
expectations are confirmed and we find two pairs of broad conductance plateaus of height
2e2/h corresponding to the level degeneracies indicated in Fig. 4.1 b), two at vanishing
field positioned symmetrically around VG = 0 and the remaining ones symmetrically around
and parallel to B = 0. They are connected by conductance peaks of unitary height which
follow the level spectrum (disregarding the broadening induced by the plateaus), given in the
noninteracting case as two straight lines
VG
!
= σ± = σB ± teff . (4.3.2)
In the noninteracting case the conductance resembles a diamond shape, similar to the Coulomb
diamonds in bias spectroscopy, while the interacting picture has a hexagonal form due to
the finite field conductance ridges. The aforementioned plateaus for vanishing Zeeman field
are centered around V˜G = ±t˜eff while the remaining ones are similarly positioned around
VG = 0 , B˜ = ±t˜eff . The exact position depending on the bare system parameters can
be computed via the fRG equations. In both cases no new parameters are generated due
to symmetry arguments and the eigenvalues remain as stated above but with renormalized
parameters.
We note that G(VG, B) is symmetric with respect to B → −B (see the eigenvalues Eq. (4.3.2))
and VG → −VG. While the former symmetry is given by the Hamiltonian and holds for all
parameter sets, the latter is specific to the parameters chosen here (tL = tR and δ = 0).
Breaking the latter symmetry will be the main focus of Sec. 4.4.1.
The upper panel of Figure 4.5 b) shows conductance traces over a wide gate voltage range, for
several values of B > 0, while the lower panel shows the corresponding total dot occupation
(Eq. (4.2.10)) for every other value of the Zeeman field. The conductance traces clearly
show the developed conductance resonances at finite gate voltages in the case of vanishing
Zeeman field, as well as the splitting of said resonances for increasing B. Furthermore we can
trace the developed Coulomb blockade peaks and observe them merging with the finite field
conductance ridge for vanishing gate voltage. The occupation of the dot for gate voltages
around a conductance plateau shows a pinning at integer values. For the B = 0 case we find
an odd occupation corresponding to an electron fluctuating between a spin up and a spin
down state. The finite field ridges correspond to a half filled dot and the level degeneracy
can be interpreted as a singlet-triplet transition of the many body state.
Previously when discussing the finite field conductance plateau we noted its position parallel
to the gate voltage axis similarly to the orientation of the vanishing field resonances. It turns
out that this feature is special to the choice of a charging energy U = U ′ and that for other
combinations of the interaction a curvature develops and the plateau acquires a gate voltage
dependence. This is illustrated in Fig. 4.6 a), where we present the finite field resonances for
the two extreme cases of purely local (top) and non local interaction interaction (bottom)
as well as the previously seen behavior (middle). In all three cases the conductance remains
symmetric under VG → −VG which is qualitatively different from the gate dependence of the
finite field resonances discussed in Sec. 4.4, Chap. 5 and App. C. The curvature is concave
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Figure 4.6: a) Bending of the finite field conductance resonances due to different renormalization of
the on site parameters as compared to the hopping parameters. The case of a constant
charging energy marks a special case as the resonance is parallel to the gate voltage axis.
Parameters: teff = 1.16, tCoup = 0.3. Interaction strengths are U = 2, U
′ = 0; U =
U ′ = 1; U = 0, U ′ = 2 from top to bottom respectively. b) Conductance G(VG, B) for
t = 1, U = U ′ = 1, tCoup = 0.3, and δ = 0 with θ = 1.56 and finite SOI α = 0.6. Inset:
Conductance G(θ,B) at VG=0 showing the drastic effect of the interplay between SOI
and finite Bx.
with respect to the gate voltage axis for the case of the local interaction and convex for the
non local interaction. In the case of finite U and U ′ the effect is only visible for sufficiently
large values of the interaction and the direction of the bending is determined from the larger
parameter. The origin of this unexpected feature lies with the different renormalization of
the local and non local parameters due to the local and non local interactions. For the two
extreme cases shown in the plot, the difference is very visible if we consider the corresponding
flow equations. In the the case of U ′ = 0 only the local parameters are renormalized while
in the opposite case the hopping is flowing as well. This also explains the very different
Zeeman field ranges in the three cases. We note in passing that the width of the finite field
conductance resonance is more strongly affected by the nearest neighbor interaction as is
apparent when comparing the gate voltage ranges in the three plots.
Effect of the Spin-Orbit Interaction
Following this review of the physics found in the basic double quantum dot model we turn
to the case of finite spin-orbit interacting and finite Zeeman field in x-direction. As we have
seen in Sec. 4.3.2 the broken spin rotational symmetry lifts the level degeneracy at finite
Zeeman fields and the corresponding gap size increases with the spin-orbit parameter (see
Fig. 4.1 b)). We found strong renormalization effects for the spin-orbit energy affecting both
the overall amplitude and the detailed dependence on the Zeeman field orientation. In the
following we will investigate which consequences these effects have for the linear conductance.
As explained previously the effect of the SOI for vanishing Zeeman field can be described by
an effective conventional hopping parameter and we therefore expect no qualitative changes
at low fields compared to the previous section. In the main plot of Fig. 4.6 b) we present
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Figure 4.7: a) Determination of the g factor gCond from the gate-voltage dependence of the Coulomb
blockade peaks in the linear conductance for the bare parameters: t = 1, α = 1, φ = 0.5pi,
U = U ′ = 0.5, tCoup = 0.3. The inset shows a linear fit to the extracted gate voltage
differences ∆. b) Zeeman field orientation dependence of gCond as extracted from the
gate-voltage dependence for different values of the Coulomb interaction U = U ′ =
0, 0.25, 0.5, 1 and parameters as in a)
data for a system with a SOI parameter α = 0.6 and a small Bx component characterized
by φ = 1.56, i.e. very close to the parallel configuration of SOI and Zeeman field. In general
we find the same symmetries regarding reversal of the gate voltage and the Zeeman field
as well as similar conductance resonances when the chemical potential in the leads line up
with a level given via Eq. (4.2.4). Due to the gap in the spectrum (see discussion of ESOI)
the conductance resonance at finite field seen previously is suppressed and develops a dip
at VG = 0. The inset shows the conductance when varying the orientation as well as the
magnitude of the Zeeman field. We see a sharp drop off when increasing the component of
the field perpendicular to the SOI, which is not compensated at a different strength of the
magnetic field. This corresponds well to the findings for the spin-orbit energy where we saw
an increase in the gap size due to the single particle renormalization. This observation may
provide another way to probe the presence of SOI in multi-level dots: after observing finite-B
conductance ridges one can probe their robustness by changing the direction of the magnetic
field, as has been done in [TDY+10].
4.3.4 Effective g factors
Experimentally the dependence of effective g factors on the orientation of an external Zeeman
field is studied as well. In this section we will model two different protocols used for their
extraction. In the first one, following the experiments of Refs. [KDT+12], [DKT+11] and
[NCT+09] the Coulomb blockade peak splitting around a zero field conductance resonance
is extracted from the linear conductance defining gCond. As the fRG reliably reproduces
the linear conductance this procedure is easily adopted. The second protocol resembles
the calculation of the spin-orbit energy as bias spectroscopy is used to measure the level
splitting in the vicinity of a zero field resonance, determining gLevels. We proceed similarly
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Figure 4.8: Angular dependence of gLevels as extracted from the level splitting (solid lines) for the
same parameters as in Fig. 4.7 b) and different values of the Coulomb interaction U =
U ′ = 0, 0.25, 0.5, 1. In addition, the angular dependence normalized to the noninteracting
case is shown (dashed lines). Similarly to ESOI renormalization of the overall amplitude
and the detailed functional form are observed.
to the discussion in Sec. 4.3.2 and interpret the bias spectroscopy data via the effective levels
provided by the fRG calculation.
Effective g factors: gCond
As seen in linear conductance measurements resonance peaks of maximal height e2/h and
width proportional to the hybridization Γ develop out of the conductance plateaus, corre-
sponding to the filling or depleting of a dot state. From a linear fit to the splitting of these
Coulomb blockade peaks at small to intermediate Zeeman fields we determine gCond. The
procedure is depicted in Fig. 4.7 a) where the gate voltage range ∆ is defined by the marked
lines. The inset shows ∆ as a function of the magnetic field as well as the fit to the extracted
data points. The slope of the line then gives gCond as reported in Fig. 1c of Ref. [DKT
+11].
Due to the presence of the B = 0 conductance ridge, there is an offset before the linear
behavior sets in which is of no consequence here.
The full angular dependence of gCond in the interacting system is shown in Fig. 4.7 b), and
for comparison also the noninteracting result is displayed. No significant systematic effects of
the two-particle interaction are observed. For all values of the charging energy, gCond exhibits
an S-shaped dependence on the relative orientation of the Zeeman field and the SOI with a
maximum for the parallel configuration and a finite minimum at φ = 0. We note in passing
that minor renormalization effects are observed for U 6= U ′. They affect the amplitude around
the parallel configuration, but the extent of the renormalization is much smaller than seen
for ESOI or gLevels discussed below.
Effective g factors: gLevels
In order to use the fRG to model the effective g factor gLevels we will make use of the effective-
level interpretation, according to the previous discussion. Introducing a finite gate voltage
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as additional parameter, an explicit analytic form of the flow equation as for the spin-orbit
energy (see Eq. (4.3.1)) is much more difficult to obtain. Thus we will solve the general flow
equation Eq. (4.2.8) including a numerical inversion of the matrix on the right hand side of
Eq. (4.2.9) and extract the low field splitting from the eigenvalues of the resulting effective
Hamiltonian. As for gCond, we follow the experimental procedure presented in Ref. [KGS
+11],
perform a linear fit to the computed splitting and identify the slope as gLevels (see Fig. 4.1 b)).
In principle we can extract a gate-voltage dependence for this quantity but here we choose
the gate voltage such that the linear conductance around the B = 0 conductance ridge is
maximal.
The noninteracting Hamiltonian with 1 = 2 = VG yields the eigenvalues given in Eq. (4.2.4)
σ± =VG ±
√(
σB +
√
t2 + α2||
)2
+ α2⊥ ,
from which the bare gLevels is identified
|↑± − ↓±| ≈ 2
√
t2 + α2||
teff
B = gLevelsB , for B  1 .
The angular dependence at fixed VG is shown in Fig. 4.8 for different values of the Coulomb
interaction. The general form is again S-shaped as for gCond, but in contrast to gCond, we
find similar interaction effects as for ESOI. Again the renormalization of the maximum value
of gLevels is a prominent effect. The maximum as well as the minimum increase with the
interaction strength albeit more so for the former. Comparing the φ-dependence of the
interacting curves with the noninteracting ones we find deviations which are much less pro-
nounced compared to the ones of the spin-orbit energy (compare dashed lines of Figs. 4.8 and
4.4 a)). Even though the qualitative φ-dependence is similar to the one of gCond, the strong
renormalization of the amplitude implies that the two effective g factors studied here are not
equivalent. This makes it necessary to clearly distinguish between these two quantities as well
as other contextually similar definitions using different computation methods or extraction
protocols [MW00,KSL02,QCG+07,icv11]. See also the comment on this matter in [QHS+10].
This concludes our analysis of the simplified symmetric model and we continue to study the
effects of tunnel coupling asymmetries and a level detuning.
4.4 Asymmetry Effects
The simple model studied in the previous section serves as a good starting point in order
to gain an understanding of the basic physics which have to be expected in more realistic
setups. For a better description of such systems we will relax several of our assumptions
and investigate the effects on our previous results. In the following we will include a finite
level-detuning δ as well as asymmetric coupling of both sites to both leads. As the model
considered here has a multitude of adjustable parameters an exhaustive analysis is neither
feasible nor particularly meaningful as a possible comparison to experimental data would
depend crucially on the underlying single particle picture (see Chap. 5 for such an example).
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Figure 4.9: a) Conductance G(VG, B) for t = 1, U = U
′ = 1, α = 0 with asymmetric couplings to
the leads tL = 0.3, tR = 0.5 and finite level splitting δ = 0.3. b)-d) Gate dependence of
the finite field conductance ridges for various values of the level detuning δ = 0.1, 0.5, 0.9
and remaining parameters as in a). The conductance is no longer V → −V symmetric, in
both height of the various resonances and their structure. e) Nearly symmetric coupling
tL = 0.45, tR = 0.5 lessens the gate dependence. Remaining parameters as in d). The
black lines serve as a guide to the eye and their slopes are 0.0185, 0.066, 0.096 and 0.033
for b)-e) respectively.
In a first step we will investigate the conductance in an asymmetrically coupled serial dot
without SOI as this already exhibits the most interesting asymmetry effect in form of gate
dependent conductance ridges at finite Zeeman fields. The qualitative effects on the remaining
quantities will be studied within the most general setup where the parameters are chosen in
such a way as to mimic the experimentally measured conductance data, found in Fig. 1c) of
Ref. [TDY+10]. Having identified a suitable parameter set we will compute the effective g
factors and the spin-orbit energy.
4.4.1 Linear Conductance
Serial Geometry and Vanishing SOI
Starting with the noninteracting case, insights into the effects of tunnel coupling asymmetries
and finite level detuning δ in the serial double dot geometry (tL,2 = tR,1 = 0, tL,1 6= tR,2) can
be understood by transforming the dot-lead coupling Eq. (4.2.6) into the eigenbasis of the
isolated dot system at vanishing field. These are often called bonding (b) and anti-bonding(
b¯
)
states and their effective hybridization with the left and right lead can be calculated (see
also App. B):
ΓL/R,b =
√
t2 + δ2 ∓ δ
2
√
t2 + δ2
ΓL/R , (4.4.1)
and ΓL/R,b¯,
δ→−δ
= ΓL/R,b. We note in passing that the leads contribution to the self energy
(see Eq. (4.2.7)) is no longer diagonal in the eigenbasis of the dot. The conductance remains
symmetric under VG → −VG if either δ = 0 or tL = tR holds. In these cases the total
hybridization to the two eigenstates is equal (ΓL,b + ΓR,b = Γb = Γb¯ = ΓL,b¯ + ΓR,b¯ = 0.5 Γ)
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and in the interacting system the two B = 0 conductance ridges no longer reach the unitary
value 2e2/h but exhibit an equally reduced plateau as the dot eigenstates are coupled with
the same asymmetry and the same total coupling to the leads. At finite Zeeman fields we
observe a similar reduction of the Coulomb blockade peaks and the finite field ridges.
The most interesting situation arises if the left-right symmetry and the bonding-anti-bonding
state symmetries are simultaneously broken. In this case the VG → −VG symmetry of
G(VG, B) is broken as shown in Fig. 4.9 a). For our parameters the couplings of the anti-
bonding state have a strong left-right asymmetry (ΓL,b¯/ΓR,b¯ ≈ 0.34) leading to a B = 0
plateau with significantly reduced conductance (around VG = 2.2). The bonding state has a
weaker asymmetry (ΓL,b/ΓR,b ≈ 0.38) such that the B = 0 conductance ridge centered around
VG = −2.2 almost reaches the unitary conductance. The total coupling Γb¯ is larger than Γb
with Γb¯/Γb ≈ 1.33. With the breaking of the VG → −VG symmetry, manifest already from
the comparison of the two B = 0 ridges, we also find the finite-B plateaus (centered around
VG = 0) are no longer necessarily parallel to the VG-axis. In fact they are bent with respect
to this axis as becomes apparent from Fig. 4.9 a) but the gate dependence is qualitatively
different than observed in Sec. 4.3.3. In Figures 4.9 b)-e) we present more examples of this
effect to illustrate its dependence on the level detuning and the tunnel coupling asymmetry.
In b)-d) we have chosen the same tunnel coupling asymmetry as in a) and vary the value of
δ = 0.1, 0.5, 0.9. As a guide to the eye we included black lines to mark the position of the
conductance ridge. Comparing the slope of these lines shows an increase along with the level
detuning. Reducing the tunnel coupling asymmetry diminishes the effect again as seen when
comparing Fig. 4.9 e) for the nearly symmetric coupling tL = 0.45, tR = 0.5 and δ = 0.9 with
Fig. 4.9 d).
It turns out that the direction of bending is always away from the state with stronger total
level-lead coupling (see App. C). For our model this is the state with larger left-right asymme-
try. This bending cannot be predicted considering the isolated double-dot even by including
the Coulomb interaction as it results from a level renormalization associated with the dot-
lead couplings. Related level renormalizations are discussed in Refs. [HJGR+08,HPL08] and
will also be of importance in Chapter 5. In experiments on multi-level quantum dots left-
right symmetry is difficult to realize and the states at different energies will have different
level-lead couplings. Therefore finite-B conductance ridges appearing in measurements are
expected to be generically bent with respect to the B = 0 ones. This result is relevant for
the understanding of finite-B conductance plateaus observed in conductance measurements
on multi-level carbon nanotube quantum dots [HJGR+08,HPL08,GRJA+09,GRGP+12].
Qualitative Reproduction of Experimental Conductance Data
With the full multi level quantum dot model including the spin-orbit interaction we can
provide a good qualitative description of the various parameter regimes of recent experiments.
To exemplify this in Fig. 4.10 a) we show an asymmetrically coupled dot with different on-
site energies in a Zeeman field with a perpendicular component to the spin-orbit direction
(note the reversed labeling of the Zeeman field and gate voltage axis compared to previous
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Figure 4.10: a) Qualitative reproduction of the conduction region of Fig. 1c in Ref. [KDT+12].
The chosen system parameters are: t = α = 1, δ = 0.9, φ = 0.46pi, U = U ′ = 1.5,
tL,1 = −0.5, tL,2 = 0.45, tR,1 = 0.4, tR,2 = −0.3. b) Angular dependence of the spin-
orbit energy for the parameters in a) (full lines). For reference, the angular dependence
of the noninteracting case is shown (dashed lines). The inset shows a zoom in of the
φ > 0.4pi range, note the logarithmic scale on the y-axis.
conductance plots). The results feature a reduced overall conductance and a gate dependent
resonance characteristic for the asymmetric setup as well as a pronounced suppression around
VG = 0 due to the anti-crossing of the levels. For the chosen parameters
t = α = 1, δ = 0.9, φ = 0.46pi, U = U ′ = 1.5,
tL,1 = −0.5, tL,2 = 0.45, tR,1 = 0.4, tR,2 = −0.3 , (4.4.2)
the Zeeman field and gate voltage dependence of the linear conductance strongly resembles
the experimental data shown in Fig. 1c of Ref. [KDT+12]. As this set of parameters describes
experimental data reasonably well, we will investigate the effects of asymmetries on the other
presented observables for this special case.
4.4.2 Spin-Orbit Energy
While the procedure for the extraction of the g factors as outlined previously remains unaf-
fected by the general setup, the protocol for the spin-orbit energy has to be slightly expanded.
In the experiments the parameters were tuned in such a way that the dot was at half filling
to insure maximum degeneracy. In Sec. 4.3.2 half filling was guaranteed for VG = 0 due
to particle-hole symmetry. In the considered asymmetric setup and for finite two-particle
interaction this does not hold necessarily and we have to fix the gate voltage and Zeeman
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field amplitude so that on average two electrons occupy the dot (see Eq. (4.2.10)) and the
considered level splitting ESOI is minimal.
For the noninteracting case the dot is still half filled at VG = 0 and the spin-orbit energy can
be computed after diagonalizing the full propagator for ω = 0+. As Γ1 6= Γ2 and γ 6= 0 the
lead self-energy contribution affects the real (and the imaginary) part of the eigenvalues of
the dot system. The explicit form can be obtained by the definitions δˆ = δ − i∆Γ, tˆ = t− iγ
which yields the original form of the matrix:
 = −iΓ±
√
α2 + δˆ2 + tˆ2 +B2 ± 2
√
α2B2z +B
2
(
δˆ2 + tˆ2
)
, (4.4.3)
where Γ1/2 = Γ ± ∆Γ. In Sec. 4.3.2 the lead self-energy contribution was proportional to
unity and thus the real parts of the eigenenergies of the isolated dot remained unaffected by
the tunnel couplings. For the general model this does not hold and this renormalization by
the leads has a drastic effect on the spin-orbit energy as a comparison of the dashed lines in
Fig. 4.10 b) and the corresponding data in Fig. 4.4 a) shows. The overall structure remains
similar to the serial symmetric case of Sec. 4.3.2 with a reduced maximum (compared to 2α
in Sec. 4.3.2) at φ = 0 and a decrease towards larger φ. The spin-orbit energy then tends
towards 0 for φ ≈ 0.45pi and remains very small up until φ = 0.5pi.
The picture for the interacting dot is similar (full line in Fig. 4.10 b)) but the two-particle
interaction decreases the range for which the spin-orbit energy is small compared to the U = 0
case, as the suppression is seen for roughly φ = 0.48pi. This gives the impression that the
two particle interaction effects are competing with the asymmetry effects. In the theory plots
this lead renormalization effect occurs most visibly for large φ where the spin-orbit energy
is small. We refrain from comparing this effect to the experiment as it might be masked by
finite temperature effects or the resolution in the bias spectroscopy. It is obvious that this
effect depends strongly on the detailed geometry of the quantum dot and a more thorough
analysis is needed to determine the importance of this result for experiments.
4.4.3 Effective g factors
Effective g factors: gCond
For gCond we find several interesting features compared to the symmetric case in the previous
section. The most obvious effect seen in Fig. 4.11 a) is a different strength of the effective g
factor depending on which B = 0 level degeneracy (U = 0) or conductance resonance (U 6= 0)
is selected for measurement (VG ≷ 0 =̂ g±). This is already seen in the noninteracting
curves depicted as dashed lines in Fig. 4.11 a) and is only weakly affected by the interaction
(full lines). An interesting effect is observed if one considers the angular dependence of the
noninteracting case. Only g+Cond follows the general form found in Sec. 4.3.4, while g
−
Cond
remains nearly constant over the whole φ range (slight deviations might be attributed to
numerics). If the interaction is turned on this atypical behavior is not found and both curves
follow the S-shaped form with only slightly renormalized amplitude compared to the free
4.5. Summary 69
0 0.1 0.2 0.3 0.4 0.51 
1.5 
2 
2.5 
φ / pi
g C
on
d
 
 
g+ U=1.5
g+ U=0
g−  U=1.5
g−  U=0
a)
0 0.1 0.2 0.3 0.4 0.50 
2 
4 
6 
8 
10 
 12 
φ / pi
g L
ev
el
s
 
 
 g+ U=1.5
 g−  U=1.5
 g± U=0
b)
Figure 4.11: a) Angular dependence of g±Cond for the parameters of Fig. 4.10 (full lines). For reference
the dependence of the noninteracting case is shown by the dashed lines. b) Angular
dependence of g±Levels for the parameters in a) (full lines). Normalization with respect
to the bare angular dependence of the noninteracting case is shown by the dashed lines.
case. As for ESOI this gives the impression that the interaction effects compete with the
asymmetry.
Effective g factors: gLevels
Computing gLevels as previously described, we find that the angular dependence found in
Sec. 4.3.4 is qualitatively preserved (full lines in Fig. 4.11 b) ). The two-particle interaction
renormalization effect on the detailed functional form of the angular dependence is suppressed
in comparison to the symmetric setup (dashed lines in Fig. 4.11 b)) and all curves roughly
follow the bare angular dependence. As for gCond a strong dependence on the asymmetry is
seen if we consider both B = 0 conductance ridges, but only in the interacting case. As the
two sets of states involved in forming the Kondo effect are coupled differently to the leads,
the renormalization of parameters close to the resonance is different as well. This results in
different g±Levels for the conductance plateaus at positive and negative gate voltages. This
asymmetry effect present in gCond as well as gLevels has already been observed in experiments
[NCT+09,CHF+08,KDT+12] where the two ridges can be attributed to different orbitals of
the device.
4.5 Summary
In this chapter we have analyzed the effect of a Rashba spin-orbit interaction on a strongly
correlated multi level quantum dot at vanishing temperature. As the general system stud-
ied here includes a multitude of parameters the functional renormalization group provides
a numerically efficient framework to analyze the various parameter regimes. Furthermore
the interpretation of effective single particle levels has proven useful in connection with ex-
perimental (bias) spectroscopy data. The obtained results for the studied quantities were
physically sensible and despite the low order truncation included Kondo physics. We stud-
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ied in detail the interplay between the SOI and the orientation of an applied Zeeman field.
Of particular interest were two (effective) single particle level splittings which recently were
investigated in experiment.
The finite Zeeman field quantity ESOI, defined at half dot filling, provides information on how
strongly the Kondo effect at finite field (parallel to the spin-orbit direction) is suppressed due
to lifting the present level degeneracy. We found sizeable renormalization of the maximum
value at perpendicular field and SOI orientation, depending on the details of the interaction.
For orientations close to the parallel configuration we observed a renormalized functional
dependence on the orientation angle φ, also depending on the details of the interactions.
For a simplified serial symmetric model the spin-orbit energy can be derived explicitly in
terms of renormalized effective parameters. We saw that the enhanced renormalization of
these parameters for φ ∼ pi/2 as well as the generation of entirely new effective parameters
plays an important role in the renormalization of the functional form. A comparison with
experimental data showed that this simplified model can describe the physics qualitatively
correct. Similar statements hold for the second level splitting gLevels computed for small
fields around finite gate voltages that lead to an odd number of electrons on the dot and
therefore Kondo physics. Again we found an interaction dependent renormalization of the
overall amplitudes as well as their orientation dependence. The latter effect was seen to be
less pronounced than in the case of ESOI. A comparison with experiments shows qualitative
agreement.
The second focus of this chapter was devoted to the equilibrium transport characteristics
in form of the linear conductance. The numerically inexpensive fRG enabled us to study
large ranges in the applied gate voltage and Zeeman field in great detail. The basic shape
of the (renormalized) conductance can be inferred from the single particle spectrum of the
dot, augmented by conductance ridges at level degeneracies of spin up and down states. The
calculations showed the expected hexagonal structure. For a parallel orientation of Zeeman
field and SOI the linear conduction (and single particle physics) can be mapped onto the
case of vanishing SOI if the conventional hopping is suitably redefined via teff =
√
t2 + α2.
This emphasizes the role of the Zeeman field orientation as already seen in the studied single
particle quantities. Including a finite perpendicular Zeeman field component we were able
to suppress the conductance plateaus at finite field as expected from the results for ESOI.
Motivated by experiments we computed the quantity gCond from the splitting of the Coulomb
blockade peaks at intermediate Zeeman field. We found that the renormalization due to the
two particle interaction has no effects for the important case of a constant charging energy and
that the functional form agrees with experimental data. Due to their similar functional form
gLevels and gCond are often discussed synonymously as ’effective g factors’ in the literature.
In view of the renormalization of gLevels we conclude that these two quantities are not equal
and an experimental investigation of their interaction dependence is necessary to clarify their
behavior.
Several other interesting effects were observed for a model including asymmetries in the tunnel
couplings to the leads as well as a detuning of the on-site energies. The presence of either one
resulted in a reduction of the maximum conductance at the zero and finite field conductance
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ridges. In the most general case of finite coupling asymmetry and level detuning the finite
field conductance plateaus acquire a slope in the B vs. VG plane, which can be explained
with different renormalization for VG ≶ 0 due to the broken particle hole symmetry. The
asymmetries also affect the previously discussed single particle parameters. The asymmetries
were seen to be competing with the interaction effects and the renormalized curves resemble
the noninteracting case more strongly than for the symmetric setup. For the case of the
effective g factors we observe different curves depending on which zero field conductance
ridge is selected. This is of considerable relevance as the asymmetric setup is a more accurate
model for experiments where such a (orbital) dependence has been observed.
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Chapter 5
Transport through Carbon
Nanotube Quantum Dots
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5.1 Introduction
In the last decades carbon based materials have become the focus of intense research in
the field of nanoelectronics due to their exceptional transport properties [Osa02]. Of spe-
cial interest in this endeavor are two closely related representatives of this material class,
namely the two dimensional graphene and the quasi one dimensional carbon nanotubes
(CNTs). The former is a monolayer of carbon atoms on a hexagonal lattice, with open
questions regarding its mechanical stability [MGK+07] even after its experimental discovery
in 2004 [NGM+04]. Among the exceptional material properties of graphene are heat conduc-
tivity, breaking strength, optical transparency and conductivity [GN07, LWKH08, WZM08,
CWM+12]. The remarkable electrical properties can be related to the linear gapless energy
dispersion with a vanishing density of states at the Fermi surface [SW58, DM84]. Many of
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Figure 5.1: a) A scanning electron microscope image of a single walled carbon nanotube. The figure
was taken from [MHD+10] and reprinted by permission of the Nature Publishing Group
(License number 3143130180708). b) Schematic of different types of carbon nanotubes.
The boundary condition determines the band gap in the energy spectrum. Taken from
the German Wikipedia entry on CNTs and enhanced print (Ref. [Str06] published under
the GNU Free Documentation License).
these characteristics are also found in carbon nanotubes stemming from the close relation to
graphene. Indeed, even though the experimental preparation is quite different, CNTs can be
thought of as a graphene sheet wrapped on a cylinder. This gives rise to several different
boundary conditions, depending on the specific manner in which the graphene sheet was
rolled into the cylindrical geometry. These yield different transport characteristics for the
nanotubes, i.e. the so-called armchair configuration yields metallic behavior while the zigzag
and chiral configurations can be semiconductors or metallic (see Fig. 5.1 b)) [LC05].
Due to the atomic properties of carbon, the intrinsic spin-orbit interaction (SOI) in CNTs is
weak which makes it a good candidate for spintronic applications, but it was proposed and
experimentally confirmed that the nanotubes curvature induces a noticeable spin-orbit inter-
action (which is not of Rashba type as in the previous chapters) [HHGB06,BTL08,KIRM08,
JGP+11]. In the following we will discuss a single particle picture of CNTs suitable to de-
scribe such CNTs as well as possible impurities in them [JHKvdZ+05]. While constructing
this model we strive for a description which relies on as few parameters as possible while still
capturing the physics of the experimental data mentioned above. The single particle spec-
trum is found to include avoided crossings as well as degeneracies of spin up and down states
at finite magnetic fields, leading to interesting transport features [JHKvdZ+05,JGP+11].
After modeling the two particle interaction as a constant capacitive charging energy [IDKM06]
we utilize the functional renormalization group (fRG) to incorporate its effect into an effective
single particle picture. We will not discuss the simpler renormalization effects on the energy
spectrum as in the previous chapter, but focus on the linear conductance of an eight state
system modeling two coupled sets of fourfold degenerate sets often referred to as shells. We
obtain the conductance as a function of an applied magnetic field as well as a gate voltage used
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to shift the energy level positions [KEM06]. Due to the interplay of the CNTs complicated
level structure, the asymmetry of the couplings to the leads and the two particle interaction we
find rich physics including the Kondo effect with its characteristic influence on the transport
properties [Hew97].
In general, the linear conductance of the CNT system follows the effective single particle en-
ergy spectrum in form of Lorentzian resonances, the so-called Coulomb blockade peaks. They
appear if the chemical potential of the leads lines up with a single particle level energy and
therefore can be inferred from the level structure. The peaks width is roughly proportional
to the hybridization of the given level with the leads. At vanishing magnetic field several
conductance resonances of different heights are observed corresponding to the level degen-
eracies of spin up and down states in the single particle spectrum. Similarly to the previous
chapter we find conductance ridges at finite magnetic fields which are bend with respect to
the gate voltage axis. The SOI is found to strongly affect the location of the single particle
level degeneracies that lead to the aforementioned Kondo effect.
In order to compare to recent transport measurements we will consider a simplified model by
keeping only the four single particle states involved in the formation of the finite field ridges.
This enables us to include the renormalization of the two particle vertex, increasing the
accuracy of our calculations. Using the system parameters extracted from the available data,
we compare our results for the linear conductance with the experiment and find qualitative
agreement for the eight state model in the first order truncation and quantitative agreement
if we include the second order contributions. During the analysis it is observed that the
energetically lower lying single particle states need to be more strongly coupled to the leads
in order to reproduce the experimental data, in particular the slope of successive pairs of
finite field conductance ridges. From this a monotonously decreasing coupling of the levels
to the leads can be inferred which is also seen in experiments [CWD05]. Further details
concerning the experimental setup and extraction of the system parameters can be found in
Ref. [GRGP+12].
5.2 Single Particle Model and Two Particle Interaction
5.2.1 Single Shell with Impurity Scattering and SOI
The single particle physics of a clean carbon nanotube is well understood and can be de-
rived using its cylindrical geometry as well as the structure of the underlying graphene
lattice [Osa02]. In the absence of a magnetic field, one finds sets of fourfold degenerate
states (in the following referred to as shells) which are commonly characterized by the spin
σ =↑, ↓ — we choose the quantization axis along the tube axis — and an isospin index,
usually denoted K and K ′. The latter quantum number can be interpreted as the direction
in which an electron is moving around the circumference of the nanotube, i.e. clockwise or
anticlockwise [MYSM04]. The fourfold degeneracy of the energy levels has been experimen-
tally observed in bias spectroscopy where the signature is a sequence of three equally sized
Coulomb diamonds preceded by a larger forth diamond [LBP02,CN02,MALF06]. From this
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structure the charging energy of the system can be extracted as it is related to the size of
the smaller Coulomb diamonds. The size of the larger diamond then accounts for the energy
difference between two successive shells as well as the charging energy.
In order to describe more complicated phenomena in CNT systems we include a (complex)
scattering amplitude ∆KK′ between the two isospin states of equal spin for a given shell
of four states [KIRM08]. This acts as an effective description of impurities in the CNT or
a possible coupling to the substrate. We will use the polar representation of the complex
number ∆KK′ and characterize its phase via exp(iφ). In principle one could imagine another
scattering amplitude which does not conserve the spin as seen in chapters 3 and 4, but for our
purposes this will not be necessary as such a scattering can be ruled out from an analysis of
the experimental data [GRGP+12]. The most obvious effect of this new scattering amplitude
is the lift of the fourfold degeneracy in the energy spectrum leading to two sets of spin
degenerate states. If we apply a Zeeman field along the tube we can break this remaining
degeneracy and by including orbital terms (orbital g factor gorb) of the magnetic field we
furthermore observe different effective g factors for the isospin states. In the following we
will drop the distinction between the Zeeman and orbital effects of the magnetic field and
refer only to the applied magnetic field. Following Ref. [JGP+11] we include the curvature
induced SOI ∆SO as a constant effective magnetic field with a sign depending on the spin
and isospin index of the considered state. The effect of the SOI on the spectrum is a shift
of the spin up (down) energies in B (−B) direction and we will observe a similar effect in
the effective tunnel couplings to the leads (see figures 5.2 and 5.3 b) for an illustration). In
the basis {|K, ↑>, |K ′, ↑>, |K, ↓>, |K ′, ↓>} the Hamiltonian matrix for this one shell model
has the form:
h1Shell =
1
2

∆SO ∆KK′ 0 0
∆∗KK′ −∆SO 0 0
0 0 −∆SO ∆KK′
0 0 ∆∗KK′ ∆SO
+B

gorb + 1 0 0 0
0 −gorb + 1 0 0
0 0 gorb − 1 0
0 0 0 −gorb − 1
 .
For completeness, the eigenvalues are:
σ± =
1
2
(
σ2B ±
√
(∆SO + σ2gorbB)
2 + |∆KK′ |2
)
with σ = ±1 ,
which shows the splitting into the two doublets at B = 0 explicitly.
5.2.2 Two Coupled Shells
The corrections to a clean nanowire outlined above already describe many aspects of the
features observed in transport experiments if the applied magnetic field is small [GRGP+12].
In order to explain more complicated features involving several level crossings and anti-
crossings observed at higher magnetic fields we consider the following extended model: Two
shells modeled as explained above with scattering amplitudes ∆KK′1, ∆KK′2 and phases
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Figure 5.2: a) Single particle spectrum of the two shell minimal model without SOI. The full
(dashed) lines indicate spin up (down) states. The parameters are ∆KK′1 = 0.5,
∆KK′2 = 1, ∆KK′12 = 0.3, ∆E = 3, gorb = 5. The inset shows a magnified views of the
(anti) crossing region and for comparison we added the spectrum for ∆KK′12 = 0 as fine
dashed lines. b) Same as in a) but including a finite spin-orbit parameter ∆SO = 0.5.
characterized by φ1 and φ2 are separated energetically by an energy ∆E. We now introduce an
additional (spin conserving) scattering amplitude ∆KK′12 with phase φ12 between the isospin
states of the different shells. Without a more detailed knowledge of the scattering impurity
neglecting scattering processes between states with equal isospin index is an arbitrary choice.
We verified that the effects of the different scattering processes on the bare energy spectrum
are similar and we choose to keep the one involving different isospin orientation in analogy
to the case of an isolated shell discussed above. We discard the remaining processes in order
to limit the number of parameters in our model. The Hamiltonian for spin σ in the basis
{|1K,σ >, |1K ′, σ >, |2K,σ >, |2K ′, σ >} and with g±σ = σ ± gorb reads:
hσ2Shells =
1
2

σ∆SO ∆KK′1 0 ∆KK′12
∆∗KK′1 −σ∆SO ∆∗KK′12 0
0 ∆KK′12 2∆E + σ∆SO ∆KK′2
∆∗KK′12 0 ∆
∗
KK′2 2∆E − σ∆SO
+B

g+σ 0 0 0
0 g−σ 0 0
0 0 g+σ 0
0 0 0 g−σ
 . (5.2.1)
When calculating the conductance we furthermore include the gate voltage VG by adding the
matrix −VG · 14 to the above expression (the dot filling increases with the gate voltage).
In Figure 5.2 we present the energy spectrum for the case of a CNT with (right) and without
(left) SOI, where spin up (down) states are shown as full (dashed) lines. The parameters
are chosen to facilitate the discussion in the later Sec. 5.3.2 as this experimentally motivated
case will be our main focus. Nonetheless, we note that qualitative distinct spectra can be
obtained for different input parameters. Starting with the case of ∆SO = 0 and B = 0 in
Figure 5.2 a), we notice that the formerly two sets of fourfold degenerate states are split up
into four spin degenerate doublets as the single shell model already suggests. The energy
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differences between the doublets are roughly determined by the single particle parameters,
for example the upper and lower splittings are given by |∆KK′2| and |∆KK′1| respectively
while the larger difference in the center is primarily determined by the shell splitting ∆E.
In case of an applied magnetic field we observe different slopes in the energies due to the
orbital g factor. If we disregard the spin orientation of the various levels, the spectrum is
symmetric with respect to B → −B which will also be reflected in the linear conductance. For
small and large magnetic fields we find the expected linear dependence of the energy on the
magnetic field, but at intermediate field strength two avoided crossings between pairs of spin
up or down states cause strong nonlinear behavior. These anti-crossings are a consequence
of the inter shell scattering ∆KK′12 and the gap size is roughly given by its modulus. For
comparison the spectrum for vanishing inter shell scattering ∆KK′12 = 0 is shown as fine
dashed lines in the inset. We note in passing that the single shell model already captures the
low field behavior up to the (anti-)crossing region and yields the correct linear conductance
when compared to the experiment.
In the right panel of Fig. 5.2 we included a strong SOI. Here the whole spectrum appears
shifted with respect to the B = 0 axis with opposite shift directions for spin up and down
states. This leads to an increase in the number of level degeneracies as well as a relocation
of the previously encountered degeneracies. Again the (anti-) crossing region shown in the
inset contains an intricate structure with two levels that are nearly degenerate in energy over
a larger range of the magnetic field. This serves to illustrate the variety of different single
particle spectra that are obtained by varying the single particle parameters and gives rise to
the expectation of intricate results for the linear conductance.
We note in passing that CNTs include the possibility of an SU(4) Kondo effect. As we do not
include the orbital quantum number in the description of the leads we cannot observe this
feature. Including this possibility is unnecessary as we break the initial fourfold symmetry in
all considered parameter sets and do not find any level degeneracies of states with the same
spin but different orbital quantum numbers which would lead to the orbital SU(2) Kondo
effect.
5.2.3 Lead Coupling
In addition to the level structure, we find that the effective tunnel couplings to the eigenstates
of the system play a crucial role in the interpretation of the calculated linear conductance,
as well as the measured data. For completeness we briefly review how to include the leads
in our calculation. As in the previous chapter we make use of two semi infinite tight binding
chains with hopping parameter τ as leads, in order to calculate the conductance with the
fRG. These leads couple to the CNT system via the tunnel coupling matrix t that connects
the last site of each lead with the quantum dot. We will thus work with the following single
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Figure 5.3: a) Effective hybridizations Γ of the two shell minimal model without SOI. The param-
eters are ∆KK′1 = 0.5, ∆KK′2 = 1, ∆KK′12 = 0.3, ∆E = 3, gorb = 5, while all tunnel
couplings are set to tL/R,k = 0.4. For comparison we added the case of different phases
∆KK′1/2 → −∆KK′1/2 as dotted lines. b) Same as in a) but with a spin-orbit parameter
∆SO = 0.5. The spin degeneracies in the couplings is lifted and we omit the compar-
ison with altered phase for better visibility. Full (dashed) lines show spin up (down)
couplings.
particle Hamiltonian:
H =
∑
k,k′
∑
σ
(hσ2Shells)k,k′ d
†
k,σdk′,σ +HCoup +HLeads
HCoup =
∑
β=L,R
∑
k
∑
σ
[
tβ,k d
†
k,σcβ,1,σ + H.c.
]
HLeads =− τ
∑
β=L,R
∞∑
j=1
∑
σ
[
c†β,j+1,σcβ,j,σ + H.c.
]
,
with lead operators c
(†)
β,j,σ and equal band width 4τ in both tight binding chains. In the
following we choose τ = 1 as the energy unit. The operators d†k,σ create an electron of spin
σ in the CNT system, where the quantum number k enumerates the previously introduced
basis states {|1K,σ >, |1K ′, σ >, |2K,σ >, |2K ′, σ >}. As the clean CNT at B = 0 is
time reversal invariant, the tunnel coupling to the left / right lead for the two isospin states
in each shell is equal, i.e. tβ,|1/2,K> = tβ,|1/2,K′>. After diagonalizing the isolated single
particle Hamiltonian for the CNT we can rewrite the coupling Hamiltonian in terms of the
new eigenstates and define an effective coupling to these states (see App. B). Here the
aforementioned complex nature of the scattering amplitudes is seen to play a crucial role. Via
the phases φ1, φ2, φ12 it is possible to tune which of the two doublets in the energy spectrum
is more strongly coupled to the leads (see App. B for an example). For some choices of these
phases we find that one doublet decouples completely from the leads and does not participate
in transport. This has consequences for the experiments, most notably is the suppression or
complete absence of a conductance ridge expected because of single particle level degeneracies.
In Fig. 5.3 we show the effective hybridization Γk = ΓL,k + ΓR,k = |tL,k|2 + |tR,k|2 (k labels
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the eigenstates of the dot) for the simple case of real scattering parameters and equal initial
coupling to all levels. In panel a) a situation without SOI is shown for which the effective
couplings are spin degenerate. For comparison we also show the influence of including phases
φ1 = φ2 = pi in the scattering parameters, which alters the structure substantially. In general
the behavior of the effective couplings is very complicated and difficult to predict. The
various peaks and dips have a direct effect on the conductance which will be investigated
more thoroughly in the following. Panel b) depicts the situation with SOI, which breaks the
spin degeneracy for the tunnel couplings, resulting in a shift of the curves along the magnetic
field axis similar to the effect in the single particle spectrum. Including different phases would
lead to a drastically different picture for the effective hybridizations.
5.2.4 Two Particle Interaction, fRG Equations and Linear Conductance
In order to calculate the linear conductance we will utilize the fRG equations derived in
Chapter 2 and compute the renormalized self energy. To this end we project the influence of
the noninteracting leads onto the CNT system in order to incorporate their effect in the bare
propagator of the system [Kar06, KEM06]. For quantum dot systems the structure of the
leads is usually neglected by means of the wide band limit. After rotating into the eigenbasis
of the CNT system the contribution of the leads to the propagator takes on a particular
simple form:
Gσ0 (iω) = (iω − hσ2Shell − ΣσLeads)−1
with ΣσLeads = −isgn(ω)

Γ1 Γ1 Γ12 Γ12
Γ1 Γ1 Γ12 Γ12
−Γ∗12 −Γ∗12 Γ2 Γ2
−Γ∗12 −Γ∗12 Γ2 Γ2
 ,
and Γ12 = t
∗
L,1tL,2 + t
∗
R,1tR,2. We include the possibility of complex bare tunnel couplings as
this will become relevant when we reduce the eight state model and have to work with the
generically complex effective tunnel couplings.
Furthermore we model the two particle interaction as a constant charging energy UC between
the eigenstates of the system, which is a common approximation for quantum dot systems.
The interaction Hamiltonian then reads:
HInt = UC
∑
k,l
nk,↑nk,↓δk,l + (nk,↑ + nk,↓)(nl,↑ + nl,↓)(1− δk,l) , (5.2.2)
where nk,σ is the density operator of the eigenstate k with spin σ. This yields for the first
order fRG flow equation equation of the self energy Σ :
∂
∂Λ
Σσk,k′ = −
UC
pi
(
δk,k′ Tr(Re G↑(iΛ) + Re G↓(iΛ))− Re Gσ(iΛ)k,k′
)
, (5.2.3)
where the full propagator is given via the Dyson equation:
G = (G−10 − Σ)−1 . (5.2.4)
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After solving this set of coupled differential equations we can compute the conductance at
T = 0 via the generalized Landauer-Bu¨ttiker formalism and find:
G =
e2
h
∑
σ
∣∣∣∣∣∣
∑
k,l
tL,kt
∗
R,lGσk,l(0)
∣∣∣∣∣∣
2
. (5.2.5)
In an extension of this procedure we also include the two particle vertex renormalization into
our calculation. In this case we discard several of the single particle states of the two CNT
shells in order to describe the remaining ones more accurately. We therefore have to solve
the full fRG flow equations as introduced in Chapter 2, where the strength and structure of
the charging energy enters as the initial condition for the two particle vertex. Even though
it is possible to reduce of independent components of the flowing two particle vertex utilizing
the spin conservation in the model the resulting flow equations are still cumbersome and
we refrain from listing them. Exploiting this symmetry is still beneficial as it reduces the
numerical effort for calculating the full propagator and thus improves computation times.
The expression for the conductance remains as stated above as the renormalization effects
are encode in the self energy for the static approximation [MSH+12].
5.3 Results
In this section we will present results for the linear conductance. In the beginning we will
treat the CNT system in first order in the hierarchy of fRG flow equations including all eight
quantum dot states, similarly to the previous chapter. This allows us to gain an overview of
the different parameter regimes. The interplay of the single particle parameters, lead cou-
pling and two particle interaction provides a variety of different conductance diagrams. In the
second part of the section we will compare to experimental data, where many of the required
single particle parameters are available. As the tunnel couplings used in the modeling cannot
be extracted from the experiment in a reliable fashion due to Kondo correlations at vanishing
fields, they are treated as essentially free parameters. Thus a numerically inexpensive algo-
rithm facilitates the search for parameters that yield good agreement with the experiment.
For finite fields the extraction of tunnel couplings via fitting the Coulomb blockade peaks is
more successful and we can use the information gained from this procedure as a guide to our
modeling. We find the data is already well described in the first order truncation scheme if
the measured value for the charging energy is disregarded. In order to improve the agreement
with the measured linear conductance we truncate our Hilbert space and only include the
states involved in finite field crossings or anti-crossings, as they exhibit the interesting physics
in the experimental data. This truncation allows us to include two particle vertex corrections
within reasonable computation times. We find good quantitative agreement using the mea-
sured input parameters including the charging energy and reproduce the key features of the
experimental data. Among these are zero field conductance plateaus, finite field conductance
ridges bent with respect to the gate voltage axis and the height and widths of the various
Coulomb blockade peaks.
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Figure 5.4: a) Linear conductance for the two shell model in a first order truncation fRG calculation.
The parameters are the same as in Fig. 5.3 a) b) Same as in a) but with a strong spin-
orbit parameter ∆SO = 0.5 as well as a scattering phase φ1 = φ2 = pi.
5.3.1 Linear Conductance for the Full Model
As we have already seen in the previous chapter the rough structure of the linear conductance
can be inferred from the single particle spectrum. Conductance peaks of height h/e2 and
width (along the VG axis) proportional to the hybridization Γk = |tk|2 will develop if the gate
voltage VG is tuned in such a way that the chemical potential of the leads coincides with the
position of the single particle energy k. In case of asymmetric coupling to the leads the height
of the Coulomb blockade peaks as well as the height of the conductance resonances explained
in the following are reduced. In case of a level degeneracy involving a spin up and a spin down
state the Kondo effect will develop and its characteristic signature is a conductance plateau of
height 2h/e2 with a width (in VG direction) that that is proportional to the interaction. The
width of the conductance resonances along the B direction is exponentially suppressed. This
can be used to define the Kondo temperature, i.e. via the value of the magnetic field where
the conductance drops to half its maximal value at B = 0 [Bir08], but we will not pursue this
further. Due to the B → −B symmetry of the spectrum (neglecting the spin orientation) we
also expect the conductance to be symmetric under this transformation. These considerations
serve as a guide and we now perform a systematic analysis of the different parameter regimes.
We find that the single particle parameters influence the conductance primarily via the level
structure in accordance to the discussion above. In Figure 5.4 we present two examples
of the possible conductance maps. In a) we have chosen a parameter set with symmetric
couplings and real scattering amplitudes but without spin-orbit interaction to illustrate the
basic physics. In general the expectations formulated above hold with a few modifications.
The conductance ridges at B = 0 vary in overall height and width due to the effective
coupling to the eigenstates of the system. Furthermore the conductance plateaus at finite
magnetic field are sloped with respect to the VG axis, which can be tuned by the initial
coupling asymmetry. This slope has its origin in different renormalizations of the effective
level positions due to the asymmetric coupling to the leads [Hal78]. Thus in order to restore
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Figure 5.5: a) Effect of the scattering phases φ1 = φ2 = φ on the linear conductance at B = 0 for
fixed φ12 = pi. The remaining single particle parameters are |∆KK′1| = 0.55, |∆KK′2| =
0.7, |∆KK′12| = 0.15, ∆SO = −0.075, ∆E = 3.05, gorb = 5.1 with equal tunnel cou-
plings tL/R,k = 0.4. b) Effect of tunnel coupling asymmetry on the linear conductance.
Here the parameters are the same as in a) but with a strong shell asymmetry tL,1 = 0.4,
tL,2 = 0.7, tR,1 = 0.3, tR,2 = 0.5.
a previously existing degeneracy the energy difference has to be compensated by other means
- in our case the magnetic field. The same effect is also seen in bias spectroscopy where the
bias voltage takes this role [HJGR+08, HPL08, GRJA+09]. A more detailed explanation of
this effect is given in Appendix C. Figure 5.4 b) shows results for the same single particle
parameters with a finite SOI. Again our expectations are confirmed, the level degeneracies
seen in Fig. 5.2 lead to plateaus at different positions in the conductance plot. For this data
set we also switched the phase of the two inter shell scattering parameters, i.e. ∆KK′1/2 >
0 → ∆KK′1/2 < 0. This has the interesting effect of altering the effective couplings to
the leads which has especially noticeable consequences when comparing the conductance for
B = 0. As in the left panel some conductance ridges are either weakly coupled or completely
absent due to the levels decoupling from the leads but their position on the gate voltage axis
is mixed up in comparison. Furthermore the slope of the finite field ridges changed direction,
which is a consequence of the complex interplay between the SOI, the scattering phases and
the tunnel couplings.
In order to investigate these exceptions to our expectations caused by the scattering phases
and the coupling asymmetry we consider Fig. 5.5. In the left panel we investigate the simple
case of equal scattering phase in both shells (φ1 = φ2 = φ) and show conductance cross-
sections for B = 0 for several values of φ. We see that primarily the inner two doublets
are affected by the different phases as the height and shape of the resonances varies. In b)
we have taken the same parameters as in Fig. 5.4 a) but used asymmetric couplings to the
leads. Here we also find a change in the peak heights of the respective plateaus but not to the
extend of total decoupling as seen previously. A more interesting observation with regard to
the experimental data presented below is again the reversal of slope for the finite field ridges.
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Figure 5.6: Measured linear conductance as presented in Ref. [GRGP+12]. The area marked in red
will be examined in greater detail while the dashed white vertical lines indicate bias
spectroscopy traces from which the system parameters were extracted. The numbers
0, 4, 8 across the middle of the diagram indicate the relative filling of the quantum dot
with the leftmost part as the (arbitrary) reference point.
5.3.2 Comparison with the Experiment
Experimental Data
Experiments on systems where the single particle model introduced above is applicable have
been carried out the linear conductance was measured [GRGP+12]. Figure 3 of this paper
contains the linear conductance diagram reproduced in Figure 5.6 as well as the bias spec-
troscopy traces taken along the visible dashed vertical lines. The measured conductance can
be divided into three parts quite naturally as the conductance exhibits two broad ranges
without any significant features at around −3.25 V and −3.08 V — the red box that marks
the central region of the diagram provides a convenient visual separation of these three re-
gions and also indicates the part of the conductance we pursue to model in the following.
The three regions appear to be very alike in their general structure which in turn is similar
to results presented previously. Tracing the conductance at vanishing magnetic fields shows
broad conductance resonances at every other odd electron filling, and an absence of such a
resonance for the remaining ones which is contrary to the expectation implied by standard
Kondo physics. For finite fields the conductance appears to be symmetrical in the direction of
the magnetic field, where the minor differences as for example seen around Vgate = −3.22 V
can be attributed to the experimental constraints. We observe pairs of narrow Coulomb
blockade peaks emerging from the zero field conductance plateaus around Vgate = −3.27 V
and Vgate = −3.15 V and notice a broadening at higher magnetic fields. This variable width
of the Coulomb blockade peaks is also visible for the other levels, especially around −3.22 V
and −3.07 V. Finally we note pairs of conductance resonances at finite magnetic fields at the
even electron fillings labeled 0, 4, 8. Their approximate location with respect to the magnetic
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field decreases with the increasing filling parameter, i.e. for the 4 filling we see the resonances
around ±4.5 T and ±6.5 T while they appear around ±3.5 T and ±7 T for the rightmost
region. For the first region the lower resonance is found around ±5 T while the second res-
onance seems to be located outside the experimentally investigated magnetic fields, but we
would expect to find it at about ±9 T. All finite field resonances exhibit a gate dependence
and slope towards the B = 0 axis as the gate voltage is increased.
In the following we will focus our attention to the central region marked in red, where most
of the systems parameters could be extracted by fitting the proposed two shell single particle
level structure (Eq. (5.2.1)) to the bias spectroscopy data. It is possible to describe the
remaining regions shown in Fig. 5.6 by using the corresponding experimental parameters as
input. The charging energy and level spacing between the shells can be extracted from the
stability diagram as described previously. The single particle data reveal that for this device
the SOI is negligible but non-zero, thus lifting the degeneracy of the spin up and down tunnel
couplings. We use the following values for the parameters (all in units of meV, except for
gorb which is dimensionless):
{|∆KK′1| , |∆KK′2| , |∆KK′12| ,∆SO,∆E,UC} = {0.55, 0.7, 0.15,−0.075, 3.05, 4} ; gorb = 5.1
(5.3.1)
The energy spectrum resulting from these parameters is depicted in Fig. 5.7 a) and falls into
the class of spectra discussed in the previous section. Furthermore it is possible to extract the
modulus of the tunnel couplings by fitting Lorentzians to the Coulomb blockade peaks in the
experimental data. Unfortunately our fRG procedure uses the tunnel couplings at vanishing
magnetic field as an input parameter where such a fit is inaccurate due to the Kondo effect.
The scattering phases φ1, φ2, φ12 cannot be extracted as well and for simplicity we choose the
scattering phase in both shells to be equal (φ1 = φ2) but keep the phase for the inter-shell
scattering distinct. This seems plausible as the alternating conductance resonances at B = 0
for odd filling are similar in the three regions and thus suggest similar intra-shell phases.
This leaves us with six free parameters (four tunnel coupling amplitudes and two phases)
to vary, in order to describe the experimental data. The temperature in the experiment is
given as 140 mK and we have to compensate for this when comparing to our computed zero
temperature data. As the most prominent effect for non-zero temperatures is a suppression of
the conductance we choose our parameters in a suitable way, i.e. we expect an overall larger
computed conductance compared to the measurement. For an easier comparison we convert
our magnetic field and gate voltage axis into the experimental units. The gate coupling
constant needed to convert the VG axis is given as α = 0.12 for this device. The magnetic
field axis is rescaled by B → µBB|| where µB is the Bohr magneton.
First order truncation scheme
A preliminary calculation of the conductance at B = 0 for the measured interaction strength
shows a breakdown of the first order fRG truncation due to overlapping conductance ridges.
We therefore initially disregard the measured value and choose a weaker two particle interac-
tion of UC = 1.1 meV in order to asses whether the fRG captures the general features of the
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Figure 5.7: a) Single particle spectrum of the two shell minimal model for the experimentally ex-
tracted parameters given in Eq. (5.3.1). The full (dashed) lines indicate spin up (down)
states. b) Calculated linear conductance using the first order truncation of the fRG equa-
tions. The tunnel couplings are given by tL,1 = 0.6, tL,2 = 0.3, tR,1 = 0.33, tR,2 = 0.2
and the charging energy is UC = 1.1 meV.
experiment. A more elaborate calculation including the two particle vertex corrections will
improve upon this limitation in the following.
Keeping in mind the general behavior encountered previously we can find sets of parameters
that match the experimental data qualitatively well. Using φ1 = φ2 = 0.9pi and φ12 = 0 as
scattering phase parameters and tL,1 = 0.6, tL,2 = 0.3, tR,1 = 0.33, tR,2 = 0.2 for the tunnel
couplings, leads to the following picture for the conductance (see Fig. 5.7 b)): The width of
the marked central region is approximately 130 mV, and by tuning the charging energy in
an appropriate manner we would be able to reach this range in the computed data as the
interaction strength determines the widths of the plateaus and thus affects the overall voltage
range the most. Here we refrain from attemptimg to find agreement for this range as the
needed interaction strength is too large (see above). In the experimental data the outlying
pairs of states to the left and right from the marked center are further away than in the
calculation. Including additional shells in the experimental fitting procedure would improve
this shortcoming but is not necessary for our purposes as we will see below. At zero field
several conductance plateaus are visible, corresponding to the level degeneracies found in the
spectrum which is plotted in Fig. 5.7 a). Their height and width alternates from strongly to
weakly coupled similarly to the experimental data. The finite field ridges are clearly separated
and their position along the magnetic field axis is well reproduced. Furthermore their slope
with respect to the gate voltage axis is captured correctly. The relative intensity of the various
Coulomb blockade peaks is less accurate which is especially visible around ∆Vgate = 80 mV
when comparing the inner peak with the conductance plateau. In the experimental data they
appear of similar height which is not reflected in the computation. On the other hand when
following the Coulomb blockade peaks their widths show a similar behavior as in the data.
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Figure 5.8: Side by side comparison of the experimental data (left) and the fRG calculation (right).
The single particle parameters are given in Eq. (5.3.1) and the measured charging energy
is UC = 4 meV. The tunnel coupling input parameters for the fRG calculation are
tL,1 = 0.75, tL,2 = 0.42, tR,1 = 0.22, tR,2 = 0.42 with phase factors for the scattering
amplitudes φ1 = φ2 = 0.85pi and φ12 = 0.
Second order truncation scheme with truncated Hilbert space
In order to improve upon these results we will include the two particle vertex renormaliza-
tion as introduced in Chapter 2 into our calculation. As we are interested in modeling the
(marked) central part of the conductance diagram shown in Figure 5.6 we discard both the
two energetically highest and lowest lying single particle states seen in Figure 5.7 a). Com-
puting the effective tunnel coupling which includes contributions to the conductance from
all eight unperturbed states allows us to retain the correct single particle description of the
truncated Hilbert space. Within this approximation we find parameter sets that show quanti-
tative agreement with the experimental data. Figure 5.8 shows a comparison of the measured
(left) and calculated (right) conductance. We obtain the weakly/strongly coupled conduc-
tance plateaus at B = 0 as in the first order calculation. The very narrow conductance ridge
on the left side of the calculated conductance can be traced back to small tunnel coupling
contributions induced by the SOI and the scattering phase. It is not present in the experi-
mental conductance data but can be inferred from bias spectroscopy. The absence might be
explained by heating effects caused by sweeping the magnetic field and thus a measurement
temperature larger than the Kondo temperature. Due to the two particle vertex renormal-
ization the width of the ridges now matches the experimentally observed ones when using the
experimentally measured charging energy UC = 4 meV. The finite field plateaus remain at
their correct position with regard to the magnetic field and the agreement for their slopes is
also not affected. The heights and widths of the various Coulomb blockade peaks also show
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Figure 5.9: Schematic representation of the necessary lead coupling structure in order to reproduce
the observed slopes of the finite field ridges across the whole experimental data. Dashed
lines indicate a weaker coupling to the leads.
very good agreement and indicates that the calculated effective tunnel couplings describe
the system well. Comparing the Vgate range of the considered regions the agreement with
the experiment is very good. Within this simplified model it is possible to find marginally
different values for the parameters that further improve upon remaining small inaccuracies
but due to the complex interplay of the free parameters the previously good agreement in
other places might be affected negatively. Furthermore corrections to the measured single
particle parameters might also play a role in the description of the finer details not captured
in the conductance.
5.3.3 Consistency for the Slopes of the Finite Field Conductance Plateaus
In order to reproduce the measured data shown in Fig. 5.6 only particular sets of our free
parameters proved useful. In our analysis of the conductance for the general system we have
seen that the phases of the scattering parameters as well as the asymmetry of the tunnel
couplings have profound effects on the features in the calculated conductance. Summarizing,
the phases of the intra-shell scattering mainly influenced the height of the various conductance
plateaus at B = 0, while the asymmetry could be used to change the slope of the finite field
ridges. Taking into account all three measured shell pairs we always see the same alternating
behavior of weakly and strongly coupled conductance plateaus at B = 0 and similar slopes
for the B 6= 0 features. The former suggests similar scattering phases across the individual
shells while the latter leads to an interesting insight concerning the tunnel couplings. We
were only able to reproduce the observed slope if the (energetically) lower lying shell is
coupled more strongly to the leads than the following one. As two subsequent conductance
structures in Fig. 5.6 share one shell of states via the developed doublets, we conclude that
the tunnel couplings to the clean nanotube eigenstates have to decrease monotonously. This
conjecture is depicted schematically in Fig. 5.9 where we see the formerly fourfold degenerate
states (at B = 0) split up into differently coupled doublets when the effects of the proposed
single particle model are taken into account. The different line styles indicate the strength
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of the respective tunnel couplings and we arrange them in the strongly to weakly coupled
alternating fashion seen in the experimental data. Such a behavior is corroborated further
via measurements reported in [CWD05]. Their Figure 1c) shows conductance measurements
at zero magnetic field which exhibit monotonously smaller and more narrow conductance
peaks as a function of a gate voltage which is in agreement with our observation.
5.4 Summary and Conclusion
In this chapter we have investigated the equilibrium transport properties of a carbon nan-
otube quantum dot in form of the linear conductance as a function of two external control
parameters, i.e. the gate voltage and an applied magnetic field. In order to model realistic se-
tups that might contain impurities, we include complex scattering amplitudes between states
of opposite isospin within a shell of (formerly) fourfold degenerate states. The spin-orbit in-
teraction due to the curvature of the nanotube is also included as an effective magnetic field
depending on the spin orientation as well as on the isospin of the respective eigenstate. As an
effect of the impurity scattering process the spectrum splits into two doublets with effective
tunnel couplings depending on the details of the single particle parameters and especially the
phase of the scattering amplitude.
This one shell model is seen to be insufficient when describing experimental data, which leads
to the extension of considering two such shells coupled via an additional impurity scattering as
a minimal model. The resulting energy spectrum contains regions with several level crossings
and anti-crossings which are also seen in the measured data. We introduced the effective
tunnel couplings to the eigenstates via the single particle transformation that diagonalizes the
CNT system. They proved useful when interpreting the measured and calculated conductance
and were a necessary input for the second order truncation scheme calculations.
The computed level spectra and their corresponding conductance maps exhibit the expected
interconnections especially visible in form of the Coulomb blockade peaks tracing the level
structure. Correlation and lead coupling effects introduce several unexpected phenomena into
the conductance plots, in particular the nearly decoupled conductance plateaus at vanishing
magnetic field and the slanted ridges at finite field. The conductance within a first order
fRG truncation scheme yields good qualitative agreement with experimental observation, es-
pecially regarding the location and height of the conductance ridges. In order to improve
the quality of our approximation we discard the four states which are highest / lowest in
energy, restricting the analysis to a truncated single particle space of four states and their
respective effective tunnel couplings. Within this truncated model we include the two particle
vertex renormalization and find quantitative agreement with experimental data using input
parameters extracted from the experiment. As not all necessary input parameters could
be determined by the experimental data the numerically inexpensive fRG implementation
made it possible to scan the remaining parameter space thoroughly. Our results show that
quantitative calculations for transport measurements are feasible within the fRG approxima-
tion provided that the underlying single particle picture is well understood. Conversely the
agreement with the measured data confirms the proposed single particle model for carbon
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nanotubes. The single particle model includes a very broad range of possible level spectra,
especially via the inclusion of finite spin-orbit effects. This makes these systems a very flexible
candidate for applications in nanoelectronics.
Appendix A
fRG Flow Equations for a Two
Band Model
A.1 Interaction Vertices
In order to find the flow equations for the couplings projected onto the Fermi surface we
decompose the interaction vertex into the relevant components as depicted in Fig. 3.3. We
note that the flow equations are valid for any system with a two band symmetric dispersion
relation.
Γy(1
′, 2′; 1, 2) =
(
gy(1] |k1′ |, |k2′ |; |k1|, |k2|)δ1, - 1¯′ − gy(1] |k2′ |, |k1′ |; |k1|, |k2|)δ1, - 2¯′
)
δ1,2¯δ1′,2¯′
Γ2,⊥(1′, 2′; 1, 2) =
(
g2,⊥(1] |k1′ |, |k2′ |; |k1|, |k2|)δ1,1′ − g2,⊥(1] |k2′ |, |k1′ |; |k1|, |k2|)δ1,2′
)
δ1, -2δ1′, -2′
Γ4,⊥(1′, 2′; 1, 2) =
(
g4,⊥(1] |k1′ |, |k2′ |; |k1|, |k2|)δ1,1′ − g4,⊥(1] |k2′ |, |k1′ |; |k1|, |k2|)δ1,2′
)
δ1, - 2¯δ1′, - 2¯′
Γ2,s(1
′, 2′; 1, 2) =
(
g2,s(1] |k1′ |, |k2′ |; |k1|, |k2|)δ1,1′ − g2,s(1] |k2′ |, |k1′ |; |k1|, |k2|)δ1,2′
)
δ1,2¯δ1′,2¯′
Γ4,s(1
′, 2′; 1, 2) = (g4,s(1] |k1′ |, |k2′ |; |k1|, |k2|)− g4,s(1] |k2′ |, |k1′ |; |k1|, |k2|)) δ1,2δ1′,2′δ1,1′
For the Kronecker symbols we use 1 = (s1, ν1), 1¯ = (s1,−ν1) while the arguments in ΓEB
also refer to the moduli of the momenta. Γy and Γ2,s can be combined (Γy,2) for brevity in
many steps of the following calculation. Furthermore we define and the two quantities
∆± := |k−F | ± |k+F | .
A.2 Flow Equations
The most general form of the flow equations was introduced in Eq. (2.2.8). Here we will make
the following approximations: The full propagator is replaced by the free one and is therefore
diagonal in the eigenbasis of Eq. (3.2.1) (we will suppress the index 0 in the following).
Furthermore all Matsubara frequency dependence in the interaction will be discarded (safe
for frequency conservation) enabeling us to perform the summation over ω, which reduces to
twice the real part in the equation. Our equation thus reads (arguments of δ functions in the
subscript for better readability):
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∂
∂Λ
ΓΛ1′,2′;1,2 =
1
pi
Re
∑
3,4
{
1
2
G3(iΛ)G4(−iΛ)ΓΛ1′,2′;3,4ΓΛ3,4;1,2
+G3(iΛ)G4(iΛ)
[
ΓΛ2′,4;1,3Γ
Λ
3,1′;4,2 − (1′ ↔ 2′)
]}
, (A.2.1)
where the free propagator is given by G1(iω) = (iω − (Es(|k|) − EF ))−1. In the limit of an
infinite system we find:
∂gy
∂Λ
∣∣∣∣ s=1ν=1
F.S
=
1
2pi2
Re
∫ pi
0
d|k|
∫ pi
0
d|k′|
δ|k| - |k′| G+(|k|, iΛ) G+(|k|, -iΛ) g+y (|k -F |, |k -F |; |k|, |k|) g2,+(|k|, |k|; |k+F |, |k+F |)
+ δ|k| - |k′| G - (|k|, iΛ) G - (|k|, -iΛ) g2, - (|k -F |, |k -F |; |k|, |k|) g+y (|k|, |k|; |k+F |, |k+F |)
+ 2δ|k′| - (|k|+∆ - ) G+(|k|, iΛ) G - (|k′|, iΛ) g+y (|k -F |, |k′|; |k+F |, |k|) g -4,⊥(|k -F |, |k|, |k′|, |k+F |)
+ 2δ|k′| - (∆+ - |k|) G+(|k|, iΛ) G - (|k′|, iΛ) g+y (|k′|, |k -F |; |k+F |, |k|) g -2,⊥(|k -F |, |k|, |k′|, |k+F |)
∂g2,⊥
∂Λ
∣∣∣∣ s=1ν=1
F.S
=
1
2pi2
Re
∫ pi
0
d|k|
∫ pi
0
d|k′|
δ|k′| - (|k|+∆ - ) G+(|k|, iΛ) G - (|k′|, -iΛ) g+2,⊥(|k+F |, |k -F |; |k|, |k′|) g+2⊥(|k|, |k′|; |k+F |, |k -F |)
+ δ|k′| - (∆+−|k|) G+(|k|, iΛ) G - (|k′|, iΛ)
(
g+y (|k′|, |k -F |; |k+F |, |k|)2 + g+2,⊥(|k|, |k -F |; |k+F |, |k′|)2
)
− δ|k′| - |k|
[
G - (|k|, iΛ)2 g+2,⊥(|k+F |, |k|; |k+F |, |k|) g4, - (|k|, |k -F |; |k|, |k -F |)
+ G+(|k|, iΛ)2 g4,+(|k+F |, |k|; |k+F |, |k|) g+2,⊥(|k|, |k -F |; |k|, |k -F |)
+ G - (|k|, iΛ)2 g+4,⊥(|k+F |, |k|; |k+F |, |k|) g2, - (|k|, |k -F |; |k|, |k -F |)
+ G+(|k|, iΛ)2 g2,+(|k+F |, |k|; |k+F |, |k|) g+4,⊥(|k|, |k -F |; |k|, |k -F |)
]
∂g4,⊥
∂Λ
∣∣∣∣ s=1ν=1
F.S
=
1
2pi2
Re
∫ pi
0
d|k|
∫ pi
0
d|k′|
δ|k′| - (∆+−|k|) G+(|k|, iΛ) G - (|k′|, -iΛ) g+4,⊥(|k+F |, |k -F |; |k|, |k′|)2
+ δ|k′| - (∆ - +|k|) G+(|k|, iΛ) G - (|k′|, iΛ)
(
g+y (|k -F |, |k′|; |k+F |, |k|)2 + g+4,⊥(|k|, |k -F |; |k+F |, |k′|)2
)
− δ|k′| - |k|
[
G - (|k|, iΛ)2 g+2,⊥(|k+F |, |k|; |k+F |, |k|) g2, - (|k|, |k -F |; |k|, |k -F |)
+ G+(|k|, iΛ)2 g2,+(|k+F |, |k|; |k+F |, |k|) g+2,⊥(|k|, |k -F |; |k|, |k -F |)
+ G - (|k|, iΛ)2 g+4,⊥(|k+F |, |k|; |k+F |, |k|) g4, - (|k|, |k -F |; |k|, |k -F |)
+ G+(|k|, iΛ)2 g4,+(|k+F |, |k|; |k+F |, |k|) g+4,⊥(|k|, |k -F |; |k|, |k -F |)
]
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∂g2,s
∂Λ
∣∣∣∣ν=1
F.S
=
1
2pi2
Re
∫ pi
0
d|k|
∫ pi
0
d|k′|
δ|k| - |k′| G -s(|k|, iΛ) G -s(|k|, -iΛ) g -sy (|ksF |, |ksF |; |k|, |k|) gsy(|k|, |k|; |ksF |, |ksF |)
+ δ|k| - |k′| Gs(|k|, iΛ) Gs(|k|, -iΛ) g2,s(|ksF |, |ksF |; |k|, |k|) g2,s(|k|, |k|; |ksF |, |ksF |)
+ δ|k′| - (2|ksF | - |k|) Gs(|k|, iΛ) Gs(|k
′|, iΛ) g2,s(|k′|, |ksF |; |ksF |, |k|)2
− 2δ|k| - |k′| Gs(|k|, iΛ)2 g2,s(|ksF |, |k|; |ksF |, |k|) g4,s(|k|, |ksF |; |k|, |ksF |)
− 2δ|k| - |k′| G -s(|k|, iΛ)2 gs2,⊥(|ksF |, |k|; |ksF |, |k|) g -s4,⊥(|k|, |ksF |; |k|, |ksF |) .
In deriving these equations we have made use of the symmetries of Eq. 3.2.6. In order to
rule out errors during the derivation a numerical implementation of Eq. A.2.1 was used for
comparison. In contrast to Ref. [AEM+04] and [AEM+06] we do not attempt to perform the
integrals on the right hand side analytically as the structure of the integrand is much more
complicated.
Band g-ology equations
For completeness we also list the corresponding band g-ology equations obtained when dis-
carding the momentum dependence of the coupling functions. Except for the intra band
scattering processes the band index s = ± can be discarded for all other processes. The intra
band g4 processes vanish on the Fermi surface and are not generated.
∂gy
∂Λ
=
gy
2pi2
Re
∫ pi
0
d|k|
∫ pi
0
d|k′|
δ|k| - |k′| [ G+(|k|, iΛ) G+(|k|, -iΛ) g2,+ + G - (|k|, iΛ) G - (|k|, -iΛ) g2, - ]
+ 2 G+(|k|, iΛ) G - (|k′|, iΛ)
[
δ|k′| - (|k|+∆ - )g4,⊥ + δ|k′| - (∆+ - |k|)g2,⊥
]
∂g2,⊥
∂Λ
=
1
2pi2
Re
∫ pi
0
d|k|
∫ pi
0
d|k′|
G+(|k|, iΛ)
[
δ|k′| - (|k|+∆ - ) G - (|k′|, -iΛ) g22,⊥ + δ|k′| - (∆+−|k|) G - (|k′|, iΛ)
(
g2y + g
2
2,⊥
)]
− δ|k| - |k′|g4,⊥
[G - (|k|, iΛ)2 g2, - + G+(|k|, iΛ)2 g2,+]
∂g4,⊥
∂Λ
=
1
2pi2
Re
∫ pi
0
d|k|
∫ pi
0
d|k′|
G+(|k|, iΛ)
[
δ|k′| - (∆+−|k|) G - (|k′|, -iΛ) g24,⊥ + δ|k′| - (∆ - +|k|) G - (|k′|, iΛ)
(
g2y + g
2
4,⊥
)]
− δ|k′| - |k| g2,⊥
[G - (|k|, iΛ)2 g2, - + G+(|k|, iΛ)2 g2,+]
∂g2,s
∂Λ
=
1
2pi2
Re
∫ pi
0
d|k|
∫ pi
0
d|k′|
δ|k| - |k′| G -s(|k|, iΛ) G -s(|k|, -iΛ) g2y − 2δ|k| - |k′| G -s(|k|, iΛ)2 g2,⊥ g4,⊥
+ g22,s Gs(|k|, iΛ)
[
δ|k| - |k′|Gs(|k|, -iΛ) + δ|k′| - (2|ksF | - |k|)Gs(|k
′|, iΛ)
]
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Appendix B
Calculation of the Effective Tunnel
Couplings
Following the supplement material of Ref. [GRGP+12] we use a simplified model to illustrate
the calculation of the effective tunnel couplings frequently used in Chapter 5. The simplified
model can be viewed as the spinless version of the four state model for one shell in a disordered
carbon nanotube without SOI and reads:
H =
2∑
k,l=1
hk,ld
†
kdl with h =
(
B teiφ
te−iφ −B
)
.
Here the parameter t > 0 and its associated phase are analogous to the scattering parame-
ters introduced in Chapter 5 in order to capture the experimentally observed effects of the
unknown impurity potential. The operators d
(†)
l (create) destroy a particle on the dot and
we can diagonalize this Hamiltonian using the Ansatz:
dk = uka+ + vka− uk, vk ∈ C , (B.0.1)
where a± are the operators corresponding to the new eigenstates of the system. The eigen-
values read
± = ±
√
B2 + t2 .
The coupling to the leads is of the form
HCoup =
∑
k
(
tLd
†
kcL + tRd
†
kcR
)
+ H.c. , (B.0.2)
where cL/R annihilates an electron in the left / right lead respectively. We have already used
that the lead coupling to the unperturbed eigenstates have to be equal due to time reversal
symmetry. Inserting our Ansatz (B.0.1) into this expression and reordering terms to obtain
an expression for the tunnel Hamiltonian into the eigenstates of the dot analogous to (B.0.2)
we find
t+L/R = tL/R(u
∗
1 + u
∗
2)
t−L/R = tL/R(v∗1 + v
∗
2) .
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In order to emphasize the importance of the scattering phase φ we study the case of vanishing
magnetic field in more detail and we calculate the tunnel couplings explicitly:
t+L/R =
tL/R√
2
(eiφ + 1) (B.0.3)
t−L/R =
tL/R√
2
(−eiφ + 1) . (B.0.4)
For each eigenstate we can write down the total hybridization with the leads:
Γ+ =|t+L|2 + |t+R|2 = 2 cos2(φ/2) (t2L + t2R) (B.0.5)
Γ− =|t−L|2 + |t−R|2 = 2 sin2(φ/2) (t2L + t2R) . (B.0.6)
Now we are able to follow how the scattering phase leads to a decoupling of an eigenstates
from the leads at φ = 0 and φ = pi. The acquired phase in the effective tunnel couplings
drops out of the calculation of the linear conductance as each tunnel coupling enters paired
with another tunnel coupling that has a complex conjugated phase.
Appendix C
Gate Dependence of the Finite
Field Conductance Ridges
In Chapter 4 and especially 5 we have analyzed plateaus in the linear conductance at finite
magnetic field due to the crossing of two (renormalized) single particle levels with opposite
spin. Including asymmetries in the tunnel couplings and a detuning in the level energies
results in a gate dependence of these conductance ridges, i.e. they are no longer parallel to
the VG axis and acquire a slope. In general this is not surprising as the absence of particle
hole symmetry allows for the generation of such terms during the RG flow. The specific
mechanism for this phenomenon can be traced back to the different renormalization of energy
levels depending on the strength of their effective tunnel couplings. For the asymmetrically
coupled Anderson model it was show in Ref. [Hal78] that the level energy renormalization due
to this asymmetry is negative and is further decreased for stronger charge fluctuations. With
this idea we can outline a simple procedure to roughly determine the direction of the slope
solely based on the bare single particle level structure and the effective tunnel couplings.
Figure C.1 shows a sketch of the following situation: At the edge of a Coulomb diamond
where the filling of the quantum dot changes from n to n− 1 the electron might tunnel out
of a spin degenerate level (solid lines) as formed in the finite field regions in Chapters 4
and 5, leading to the Kondo effect. Different effective coupling strengths to the leads then
renormalize the energies of the degenerate levels differently due to charge fluctuations and
thus prevent the Kondo effect (dashed lines) to occur. In order to restore the degeneracy
the energy difference can be compensated by tuning the magnetic field. Depending on the
bare single particle energy spectrum and the respective effective couplings one can determine
whether ∆B > 0 or ∆B < 0.
A similar argument can be made for the n → n + 1 transition of the Coulomb diamond
including the charging energy U of the dot necessary to add another electron. Here the
strongly/ weakly coupled empty level (top lines) corresponds to a weakly/strongly coupled
occupied level (bottom lines). As described above an energy difference for the occupied levels
is generated again, but in this case is mediated via the charge fluctuations into the empty
levels. In order to determine the sign of ∆B we have to consider the occupied state(s) (lower
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Figure C.1: Schematic representation of the level renormalization mechanism leading to the gate
dependent conductance plateaus encountered in Chapters 4 and 5.
set of full lines). Our choice of assigning the strong and weak charge fluctuations to the
unoccupied level(s) fixes the corresponding assignment for the occupied level(s) shown as red
arrows. Compared to the previous case the situation is reversed as the strongly coupled state
now appears to be renormalized to a lesser extent than the weakly coupled one. This implies
a sign change of ∆B compared to the situation depicted on the left and we obtain an overall
slope for the considered conductance ridge.
As we neglect further renormalization effects on the magnetic field or the charging energy
this line of thought can only serve as a rough method to predict the behavior of the linear
conductance or bias spectroscopy measurements [HJGR+08,GRJA+09].
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