Abstract-Optimizing photovoltaic (PV) devices requires characterization and optimization across several length scales, from centimeters to nanometers. Synchrotron-based micro-X-ray fluorescence spectromicroscopy (µ-XRF) is a valuable link in the PVrelated material and device characterization suite. µ-XRF maps of elemental distributions in PV materials have high spatial resolution and excellent sensitivity and can be measured on absorber materials and full devices. Recently, we implemented on-the-fly data collection (flyscan) at Beamline 2-ID-D at the Advanced Photon Source at Argonne National Laboratory, eliminating a 300 ms perpixel overhead time. This faster scanning enables high-sensitivity (∼10 14 atoms/cm 2 ), large-area (10 000s of µm 2 ), high-spatial resolution (<200 nm scale) maps to be completed within a practical scanning time. We specifically show that when characterizing detrimental trace metal precipitate distributions in multicrystalline silicon wafers for PV, flyscans can increase the productivity of µ-XRF by an order of magnitude. Additionally, flyscan µ-XRF mapping enables relatively large-area correlative microscopy. As an example, we map the transition metal distribution in a 50 µm-diameter laser-fired contact of a silicon solar cell before and after lasing. While we focus on µ-XRF of mc-Si wafers for PV, our results apply broadly to synchrotron-based mapping of PV absorbers and devices.
I. INTRODUCTION
O VER the last 20 years, synchrotron-based micro-X-ray fluorescence spectromicroscopy (μ-XRF) has been used to map impurities in photovoltaic (PV) materials, enabling increases in the performance of several different PV absorber materials and devices [1] - [18] . μ-XRF maps elemental distributions quantitatively in materials over relatively large areas (10 000s μm 2 ) at submicron spatial resolution with sensitivity to parts-per-million changes in element distributions [19] , [20] . The technique can be performed on samples with varying dimensions. Samples can be either component materials (polished or unpolished), such as thin films and Si wafers, or devices, such as diodes and full solar cells.
In general, several key factors contribute to successfully detecting a target element:
1) The time spent collecting fluorescence in a given pixel (the per-pixel dwell time) must be long enough.
2) The local concentration of an element must be high enough to be detected above background noise. 3) Features of interest must be close enough together (at a high enough spatial density) so that they can be detected within a practical scan area. One major limitation of synchrotron-based μ-XRF is the limited time that users have access to the tools at the facility, which is granted through a competitive application process. Therefore, it is valuable to increase the data acquisition rate without sacrificing the quality of the collected data. A faster method of collection has been enabled through implementation of the flyscan capability [18] , [21] , [22] , opening μ-XRF for use on more PV materials and more rapid and higher quality data collection for typical studies.
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In crystalline silicon for PV, recombination-active metal impurities in concentrations of parts per billion are found in point defect and precipitated forms [23] - [29] ; therefore, both types of defect must be controlled during solar cell processing to maximize cell performance. Minority carrier lifetimes of crystalline silicon wafers for PV are steadily increasing, but impurities can still limit device efficiencies [30] . Additionally, new solar cell architectures can unexpectedly be limited by impurities. For example, trace metal impurities are hypothesized to be a component of the mechanism behind light-and elevated temperatureinduced degradation (LeTID, CID) [31] - [33] . Therefore, defect engineering in crystalline silicon PV increasingly requires detection of defects in higher-purity materials that can have sparser defect distributions and smaller clusters of precipitated metals. This new flyscan capability enables continued characterization of modern PV materials to achieve both higher efficiencies and increased reliability.
Flyscan also minimizes radiation of the sample during collection of data due to faster scanning. This is relevant for studying LeTID in crystalline silicon [31] - [33] and newer, radiationsensitive thin film materials such as perovskites [34] , [35] .
An open question with this new flyscan capability is the tradeoff between dwell time and sensitivity. Scanning larger areas more quickly is beneficial, but it is essential to maintain adequate sensitivity to the element of interest. To leverage flyscan mode most effectively, we quantify the tradeoffs between perpixel dwell time, sampling density, and sensitivity to quantify the most time-efficient scan parameters for samples with varying impurity distributions. Expanding on a preliminary study [36] , herein, we present several applications of this flyscan capability to PV materials characterization. The new results and analysis in this enhanced manuscript include: examination of a wider range of per-pixel dwell times, demonstration of a relatively large-area flyscan μ-XRF map of industry-standard, highperformance multicrystalline silicon, and analysis of the benefits of oversampling on measurement throughput and sensitivity.
II. METHODS: μ-XRF SCANNING PARAMETERS
To acquire data using μ-XRF, one of two data-collection modes is used: step-by-step (stepscan) or on-the-fly (flyscan) [20] - [22] . Stepscan mode, in which the motors stop at predefined intervals and collect data before shifting to the next location, inherently incurs overhead time at each pixel. In flyscan mode, the motors move continuously, and each pixel is defined by a time interval. In stepscan mode at Argonne National Laboratory's Advanced Photon Source Beamline 2-ID-D, the typical overhead time is ∼300 ms per pixel. Flyscan eliminates this overhead time and enables practical use of dwell times shorter than 300 ms. At short per-pixel dwell times (<50 ms), this translates into over an order-of-magnitude increase in data acquisition rate, compared to a typical dwell time of 1000 ms per pixel. More rapid scanning is a critical benefit at these large, expensive facilities, where a typical user has access for only a few days per year.
To quantify the benefits of longer per-pixel dwell time (see Sections III-V) and the benefits of oversampling (see Sections VI and VII) on data collected using flyscan mode, the same region of a saw-damage etched, gettered industrial multicrystalline silicon wafer containing trace amounts of iron-rich precipitates was mapped with different scanning parameters. Further details about this sample and experimental results can be found in [1] .
μ-XRF was performed at Argonne National Laboratory's Advanced Photon Source at Beamline 2-ID-D [20] . A 209 nm Gaussian spot size at full-width at half-maximum (FWHM) and an incident photon energy of 10 keV were used for all of the measurements. The effective information depth of the experimental setup for Fe K α fluorescence is 8.8 μm [37] . All data were quantified using NIST 1832 and 1833 standards. For each map, the background noise or "statistical detection limit" (SDL), is defined as μ + nσ, where μ and σ are the mean and standard deviation, respectively, of a truncated Gaussian fit to the lowest 95% of measured pixel values. Here, we analyze each map with n = 4, corresponding to an expected frequency of "false positives" (pixels above SDL caused by background noise) of 1 per 31 600 pixels. The highest value pixel in each particle was chosen to define the particle size because the particles are known to be smaller than the pixel size (<110 nm diameter) [1] - [5] , [11] . See [3] - [5] and [36] for more details about the precipitate quantification procedure. See [37] - [39] for more details about detection limits.
III. EFFECT OF PER-PIXEL DWELL TIME ON SENSITIVITY
To quantify the effect of per-pixel dwell time on sensitivity for PV-relevant impurity distributions, the same region of a sawdamage etched, gettered mc-Si wafer was mapped with a 220 nm step size using flyscans. See [1] for sample details. Six different per-pixel dwell times were tested: 50, 100, 250, 500, 1000, and 1500 ms. No other experimental parameters were changed when the dwell time was changed. The maps were measured sequentially within a single 8-h period with the synchrotron storage ring in top-up mode.
Quantified synchrotron-based μ-XRF maps of the Fe K α fluorescence of the same sample region are shown in Fig. 1 . The maps show that for the range of dwell times studied, as the dwell time increases, more precipitates are detected. Additionally, many of the precipitates detected at all dwell times become more prominent as the dwell time increases.
To separate the precipitates from the background noise, the quantified maps were then plotted in binary with the pixels with Fe content greater than the SDL marked in black (Fig. 1 , bottom row). At 50 ms, 16 Fe-rich precipitates are identified. At 1000 ms dwell, 23 precipitates are identified. Even though the 50 ms per-pixel dwell time scan is 20 times faster, 70% of the particles detected in the 1000 ms dwell time map are still detected.
To further quantify the sensitivity as a function of dwell time, the SDLs and the sizes of the detected Fe precipitates that are equal to or larger than the respective SDL were plotted for each of the six per-pixel dwell times (see Fig. 2 ). The SDL decreases from 2.2 × 10 5 Fe atoms/precipitate at a dwell time of 50 ms to 5.9 × 10 4 Fe atoms/precipitate at a dwell time of 1500 ms. In this experimental configuration, the 1500 ms dwell enables detection of small precipitates comprised of 5.9 × 10 4 to 2.2 × 10 5 Fe atoms, which the 50 ms dwell is not sensitive enough to detect.
It is important to note that the absolute values of the detection limits shown in this section are specific to the element of interest and the sample and measurement conditions. Nonetheless, this relationship between dwell time and sensitivity can serve as a guide for other samples, saving time.
Our results indicate that for the μ-XRF experimental conditions used at APS Beamline 2-ID-D, if the precipitates of interest are larger than 2.2 × 10 5 Fe atoms, 50 ms dwell time flyscans can improve productivity by 20-fold. Either 20 times the area could be measured in a given amount of time, or a given area could be mapped 20 times more quickly. However, longer dwell times can enable detection of smaller precipitates.
IV. PV CHARACTERIZATION ENABLED BY FAST, SENSITIVE SCANNING

A. Flyscan Enables High-Sensitivity, Large-Area, High-Spatial Resolution Mapping
To illustrate the type of high-quality, quantitative scanning that flyscans enable, a 0.5 mm × 30 μm scan was performed along a grain boundary of an unprocessed p-type highperformance multicrystalline silicon wafer using a 250 nm step size and a 50 ms per-pixel dwell time. The Cu K α fluorescence along the grain boundary is shown in Fig. 3 . The data were collected in less than four hours, one-sixth of the time that a stepscan of the same sensitivity would have required. The SDL was calculated to be 32.2 ng/cm 2 or 1.19 × 10 5 Cu atoms per pixel. With the high scan rate enabled by flyscan, 365 Cu-rich particles were detected and analyzed.
Macdonald et al. [18] also mapped a large number of precipitates over a relatively large area of a mc-Si wafer. Flyscan μ-XRF at Beamline 2-ID-D builds on this previous work with a 10× smaller spot size and improved sensitivity. Additionally, the numbers of atoms per particle are quantified.
B. Large-Area, Sensitive Correlative Microscopy Enabled by Flyscans
To give an example of the benefits of flyscan beyond detecting metal-rich precipitates at structural defects in Si, we show an example where μ-XRF was used to study phenomena that were previously impractically large in area and for which the detection limits of synchrotron-based μ-XRF were required.
A specific application is characterization of laser-fired contacts (LFCs). They are of interest within silicon PV due to their potential to increase the performance of and to reduce the use of silver in silicon solar cells through point contacts [40] . Here, we characterize a 50 μm-diameter LFC comprised of a stack of 500 nm of Al, 50 nm of Sb, 5 nm of Ti, 60 nm of SiN x , and 8 nm of intrinsic a-Si on a 150 μm n-type crystalline silicon wafer [40] . A critical step in optimizing a laser-fired contacting process is choosing the ideal combination of laser wavelength (green or infrared) and energy dose (μJ/cm 2 ) that fully ablates the dielectric layer(s) without damaging the silicon under the contact layer. To make good electrical contact with the silicon, once the dielectric(s) are ablated, metal must reflow into the hole and contact the silicon.
The metal distribution in the processed, postlasing LFC was mapped using scanning electron microscopy (SEM), energydispersive X-ray spectroscopy (EDS), and μ-XRF (see Fig. 4 ). The SEM map shows the topology of the LFC, clearly showing a circular region that has been exposed to the laser. The titanium channel of the EDS map does not reveal titanium within the LFC due to the relatively poor sensitivity of EDS. In contrast, mapping the same area with μ-XRF in flyscan mode with a 50 ms per-pixel dwell time for just 84 min reveals that titanium has reflowed, fully covering the LFC. The same scan in stepscan mode would have taken 10 h.
V. SIMULATION OF NEW PARAMETER SPACE MADE PRACTICAL BY FLYSCAN
To calculate the new parameter space in multicrystalline silicon that the flyscan can access, we simulated the as-grown precipitated iron distribution for typical mc-Si and overlaid the parameter space accessible with an 8-h scan assuming a 50 ms per-pixel flyscan and a 1000 ms per-pixel stepscan (see Fig. 5 ). We used the two-dimensional Fokker-Planck model that describes the effect of grain boundaries and dislocations (2-D FPE DL + GB) as described in [41] . We simulated total iron concentrations of 5 × 10 13 (blue) and 10 14 cm −3 (red). For each iron concentration level, we simulated the precipitated metal size and spatial distributions in intragrain regions (×s) and along grain boundaries (os). The gray area is the parameter space that was possible to scan using stepscans with a 1000 ms dwell time with 220 nm step size for an 8-h scan. Highlighted in green is an additional region of much sparser spacing of precipitates that 50 ms dwell flyscans with 220 nm step size for an 8-h scan enable. This sparser spacing of precipitates is typical of intragranular regions of multicrystalline silicon. To detect these precipitates that are more spread out, a larger region must be scanned. Compared to a 1000 ms dwell, and with a minor penalty on the sensitivity, The difference between the two maps was also calculated (right). (Bottom) Zoomed-in maps of 1) a large particle, 2) a small particle, and 3) background noise. The maps in the top row are 15 × 20 μm 2 , and the maps in the bottom row are 1.2 × 1.2 μm 2 . Overall, the filter locally smooths the map. For example, at locations with high Fe, the Fe loading in the highest pixels is somewhat reduced and the Fe loading in adjacent pixels is somewhat increased. 50 ms flyscans enable this larger-area, qualitatively different, scanning in the same amount of time.
These simulations show what has been borne out by experience: that past observations with typical 1000 ms step scans were limited to highly decorated grain boundaries and small clusters of intragranular dislocations. With 50 ms flyscans, while still maintaining reasonable sensitivity limits, it is now practical to map at submicron resolution over half a million pixels in eight hours. At a step size of 220 nm, the area that could be mapped can encompass hundreds of intragranular structural defects, which can be highly detrimental to solar cell performance [42] .
VI. METHODS: OVERSAMPLING
Using the 50 ms per-pixel dwell time with 220 nm step size as a baseline, we explored the degree to which sensitivity can be improved by oversampling, or using step sizes that are smaller than the beam spot size.
Mapping with a 220 nm step size with a beam that has a 209 nm FWHM is slight undersampling, which we refer to as "regular sampling." The Gaussian beam intensity profile enables regular sampling to detect particles, particularly large ones, beyond the FWHM of the beam, because the intensity of the beam does not abruptly drop to zero at the FWHM distance. Regular sampling helps maximize productivity by balancing detecting small particles and mapping a larger sample area.
On the other hand, we consider oversampling by a factor of two in each spatial dimension compared to regular sampling. Oversampling helps ensure that the region being mapped is illuminated with near-full intensity of the beam. This more uniform incident energy increases the probability that the peak intensity of the beam will hit each particle compared to regular sampling. We hypothesize this to be beneficial in particular when detecting very small particles close to the detection limit of the setup.
Using flyscans, to collect 2-D maps that are oversampled by a factor of two in each dimension in the same amount of time as a regular sampling, the per-pixel dwell time is simply reduced by a factor of four. In stepscan mode, due to the ∼300 ms pixel-to-pixel overhead incurred, oversampling by a factor of two in stepscan mode takes nearly four times as long as regular sampling, even if the per-pixel data collection time is quartered. Thus, oversampling in flyscan mode is much more time-efficient than in stepscan mode.
Specifically, we compared the 50 ms dwell with 220 nm step size (regular sampling) map to a 12.5 ms dwell time, 110 nm step size (oversampling) map. Since the oversampled map has four times the number of pixels and one quarter of the per-pixel dwell time, the measurement times are practically equal, except for a small (<10%) increase in total row-to-row overhead time from doubling the total number of rows per map. To account for the spatial overlapping of pixels in the oversampled map, each map was Gaussian filtered by convoluting the data with a 7-by-7 pixel Gaussian kernel with a standard deviation of one pixel using the MAPS software developed at the Advanced Photon Source [39] , [43] .
The filtering is beneficial for reducing the inherently higher noise during the low dwell time scanning. The effect of the filtering is illustrated in Fig. 6 for the case of an oversampled map with a 12.5 ms per-pixel dwell time. The filter smooths the background noise, slightly decreases the value of the peak pixel where particles are detected, and slightly increases the value of the pixels adjacent to high-valued pixels.
VII. IMPROVED SENSITIVITY FROM OVERSAMPLING
The as-scanned and the Gaussian filtered maps of the Fe K α fluorescence are shown in Fig. 7 for the 50 ms per-pixel dwell time regular sampled map (left column) and 12.5 ms per-pixel oversampled map (right column). Binary maps in which pixels above the SDL are black are also shown in Fig. 7 .
The maps of Fig. 7 reveal several trends. In the as-scanned maps (first and second rows), the 12.5 ms oversample map has 48% higher noise compared to the 50 ms regular sampling. Many of the same particles are clearly visible in both maps. The binary maps of the as-scanned maps show detection of particles in the 50 ms dwell map and identification of several particles and many pixels that are likely noise in the 12.5 ms oversample map. Once the Gaussian filter is applied (third and fourth rows), both SDLs decrease, by 58% for the 50 ms regular sample map and by 53% for the 12.5 ms oversample map. It is important to note that the SDL of the 12.5 ms oversampled filtered map is 31% less than that of the 50 ms regular map with no filtering.
The effect of filtering on the 50 ms regular sample is to reduce spatial resolution and lose small particles in the smoothing, both undesirable outcomes. In contrast, for the 12.5 ms dwell oversample map, the filtering significantly decreases the noise. Several more particles are identified in the filtered 12.5 ms oversample map than in the 50 ms regular sample map because the regular sampling likely misses illuminating some particles with the peak of the X-ray beam. The filtering also changes the spatial resolution of the 12.5 ms dwell oversample map. Some particles are brought into clearer relief, while others are more smeared. Compared to both of the 50 ms dwell maps, the 12.5 ms oversampled filtered map reveals more particles above the noise. Overall, with only a slight increase in scan time, the 12.5 ms oversample requires and significantly benefits from Gaussian filtering, in the end achieving higher quality data than a regular-sampled map with a 50 ms per-pixel dwell time.
To further quantitatively compare the 50 ms dwell regular sample and the filtered 12.5 ms dwell oversample, we quanti- fied the sizes of the particles, tracking which ones were detected in each map (see Fig. 8 ). The particle sizes range from the detection limit up to ∼ 3 × 10 6 Fe atoms/precipitate with more particles toward the small end of the size range. The particles that were found in only one map are indicated by red circles. There were two such particles in the 50 ms dwell regular sample map, which had a total of 23 particles, and there were six in the 12.5 ms dwell oversample map, which had a total of 27 particles. Five of those six particles are smaller than the as-scanned 50 ms per-pixel dwell SDL. In both maps, these particles are relatively small. Some particles are detected in the 50 ms regular sample map and not in the 12.5 ms dwell oversample map, likely because if the peak of the X-ray beam hits a particle directly, the 50 ms per-pixel dwell time is more likely to detect an iron particle above the noise than the 12.5 ms per-pixel dwell time. Some particles are detected in the 12.5 ms oversample map and not in the 50 ms dwell regular sample map, likely because particles are more likely to be illuminated directly due to the oversampling, and they are revealed when the noise is smoothed during the Gaussian filtering. Some small particles may be erroneously filtered out during the Gaussian filtering. Nonetheless, the gains in detection limit are clear. The SDL reached with fast scanning, oversampling, and Gaussian filtering is as low as what was previously achieved with regular sampling that takes at least five times longer [1] , [36] .
For Fe-rich precipitates in multicrystalline silicon, it is predicted that the metal precipitate size distribution ranges from just a few atoms per precipitate up to 10 7 atoms per precipitate [11] . Thus, the efficient detection of a large number of eversmaller particles enabled by flyscan mode with oversampling and Gaussian filtering is valuable for evaluating PV silicon.
VIII. CONCLUSION
With the adoption of on-the-fly data collection at synchrotron facilities around the globe, including Beamline 2-ID-D at Argonne National Laboratory's Advanced Photon Source, we expect synchrotron-based characterization of silicon-and thin film-based PV devices and materials to accelerate.
To take full advantage of the flyscan mode capability at Beamline 2-ID-D, we conducted a benchmarking study in which a region of a mc-Si wafer was characterized with μ-XRF using a wide range of dwell times. Our results show that 50 ms per-pixel dwell time flyscans enable a 20-fold increase in scan rate with only a 30% penalty on the number of impurity-rich particles detected. This order-of-magnitude increase in productivity allows for significant improvements in the statistical power of typical μ-XRF scans and also makes large-area, sensitive correlative microscopy more practical. While tens of thousands of square microns is a relatively large area for the type of μ-XRF mapping described herein, it is still only a small fraction of the area of typical cells and modules for PV. Nonetheless, this is one important step toward mapping ever-larger regions of PV materials at both high sensitivity and spatial resolution in a timely manner.
We highlighted several examples of how the PV community can leverage the benefits of flyscans. Using simulations with industrially relevant input parameters, we illustrated how flyscan can enable characterizing deleterious metal precipitates in intragrain areas in multicrystalline silicon, whereas previous μ-XRF studies have been usually limited to grain boundaries and single, larger dislocation clusters. In only a few hours, we measured a large sample (several 100s) of metal-rich precipitates along a grain boundary in high-performance multicrystalline silicon with high sensitivity and spatial resolution. We also mapped the metal distribution in and around an LFC after firing, a measurement for which the sensitivity of SEM-based EDS mapping was inadequate.
We additionally showed that flyscan paired with oversampling and Gaussian filtering can increase μ-XRF sensitivity. Our analysis shows that with an increase in total scan time of less than 10%, compared to the baseline 50 ms per-pixel dwell time scan with slight undersampling, a 12.5 ms per-pixel dwell time scan with oversampling and subsequent Gaussian filtering had better sensitivity, with a 31% improvement in SDL and a 17% increase in the number of particles identified.
Taken together, these findings demonstrate that flyscan data collection enables 1) over an order-of-magnitude increase in productivity and 2) qualitatively new forms of multiscale characterization of PV materials at these valuable synchrotron facilities. He is currently the Head of the Photovoltaic Research Laboratory, Massachusetts Institute of Technology, Cambridge, MA, USA, which combines crystal growth, processing, characterization, defect simulation, and cost-performance modeling to engineer naturally abundant and manufacturable materials into cost-effective high-performance devices. His research interests include silicon (kerfless absorbers, advanced manufacturing, and defects), Earth-abundant thin films, and high-efficiency concepts.
