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Kapitel 1
Einleitung
Thema dieser Arbeit sind automatisierte Verfahren zur Anordnung dreidi-
mensionaler, polygonaler Objekte. Zielkriterium ist dabei eine mo¨glichst
dichte Packung der Objekte unter Beru¨cksichtigung von vorgegebenen, pro-
blemspezifischen Randbedingungen.
Die vorliegende Dissertation ist das Ergebnis von Arbeiten, die an der
GMD - Forschungszentrum Informationstechnik GmbH und am Institut fu¨r
Informatik der Universita¨t Bonn in der Forschungsgruppe von Prof. Dr. Tho-
mas Lengauer, Ph.D. durchgefu¨hrt wurden. Der an der Universita¨t Bonn
angesiedelte Teil der Projektlaufzeit wurde vom Bundesministerium fu¨r Bil-
dung, Forschung, Wirtschaft und Technologie im Rahmen des Programms
”
Mathematische Methoden in Industrie und Wirtschaft” gefo¨rdert1. Indu-
strieller Kooperationspartner wa¨hrend der gesamten Projektlaufzeit war die
DaimlerChrysler AG Stuttgart. Allen an dieser Arbeit fachlich und organi-
satorisch beteiligten Personen sei an dieser Stelle herzlich gedankt.
In dieser Arbeit werden zwei Klassen von Optimierungsmethoden be-
trachtet: Globale Optimierungsverfahren, mit denen die relative Anordnung
von Objekten festgelegt wird (z. B. Objekt A liegt rechts/links von Ob-
jekt B; siehe Kapitel 2), und lokale Verfahren, mit denen die Kompaktie-
rung einer gegebenen Ausgangsanordnung durchgefu¨hrt werden kann, wo-
bei die relative Lage der Objekte weitgehend erhalten bleibt (siehe Kapitel
3). Fu¨r die globalen Optimierungsverfahren wird jeweils eine diskrete Dreh-
winkelmenge vorgegeben, wobei wegen des exponentiellen kombinatorischen
Wachstums der Anordnungsmo¨glichkeiten in der praktischen Anwendung
nur kleine Winkelmengen betrachtet werden (z. B. Vielfache von 90◦). In
den lokalen Optimierungsverfahren werden hingegen kontinuierliche Objekt-
drehungen beru¨cksichtigt. Hierzu wurde ein von V. Milenkovic fu¨r zwei-
dimensionale Problemstellungen vorgestelltes Verfahren auf den dreidimen-
sionalen Bereich erweitert. In dieser Arbeit wird in Kapitel 4 zudem eine
neuartige, integrierte Formulierung von globaler Optimierung mit lokal op-
timaler Drehwinkelanpassung hergeleitet. Der Implementierungsschritt hin
zu einem praxisnahen Gesamtverfahren steht fu¨r die integrierte Formulie-
1Die Fo¨rderung erfolgte unter dem BMBF-Fo¨rderkennzeichen 03-LE7BO1-4.
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rung jedoch noch aus. Gemeinsame Basis aller Verfahren bildet die Lineare
Programmierung zur Problemformulierung und Optimierung, so daß ausge-
reifte und numerisch stabile Lo¨sungsalgorithmen zur Verfu¨gung stehen.
Bei der algorithmischen Behandlung von Anordnungsproblemen spie-
len neben den gewa¨hlten Optimierungsmethoden geometrische Fragestel-
lungen und Objektrepra¨sentationen eine entscheidende Rolle. Optimierung
und Verfahren zur Objektseparation, d. h. zur Sicherstellung der U¨ber-
schneidungsfreiheit der Objekte, sind dabei eng gekoppelt. Grundsa¨tzlich
ko¨nnen primale und duale Verfahren zur Objektseparation unterschieden
werden (im folgenden wird auch geometrisch-primal zur Unterscheidung
von primal/dual im Optimierungssinne verwendet). Bei primalen Verfah-
ren wird U¨berschneidungsfreiheit a priori durch geeignete Charakterisie-
rungen der Objektlagen gewa¨hrleistet. Duale Verfahren lassen hingegen
U¨berschneidungen in Zwischenlo¨sungen zu; sie beno¨tigen daher Verfahren
fu¨r den Schnittest von Objekten, um Unzula¨ssigkeiten zu erkennen und
zusa¨tzliche Informationen zu Separationsrichtungen abzuleiten, was im all-
gemeinen mit einem erheblichen Rechenzeitaufwand verbunden ist. Die in
dieser Arbeit beschriebenen globalen und lokalen Optimierungsverfahren
verfolgen daher geometrisch-primale Strategien, bei denen Restriktionen zur
Objektseparation den Kern der Problemformulierung bilden.
In Kapitel 5 werden die verwendeten geometrischen Strukturen und Ver-
fahren zur Objektseparation eingefu¨hrt. Grundlage bilden die in Abschnitt
5.2 behandelten Distanzpolyeder. Bei fester Orientierung der Objekte kann
U¨berschneidungsfreiheit damit auf die Lage eines Punktes außerhalb eines
polyedrisch begrenzten Gebietes zuru¨ckgefu¨hrt werden (im 2D-Fall werden
Distanzpolyeder auch als Hodograph oder No-Fit-Polygon bezeichnet). In
Abschnitt 5.3 wird mit P-Spuren ein alternatives Berechnungskonzept zu Di-
stanzpolyedern vorgestellt. P-Spuren weisen neben einer niedrigeren Worst-
Case Beschreibungskomplexita¨t bei nicht konvexen Polyedern auch algorith-
mische Vorteile fu¨r robuste und numerisch stabile Implementierungen auf.
Die Verbindung von P-Spuren und Optimierungsverfahren ist hierbei neu
und ermo¨glicht die Formulierung von globaler Optimierung mit lokal opti-
maler Drehwinkelanpassung (wesentlich sind hierbei die zur Definition von
P-Spuren eingefu¨hrten Winkelbereiche von Ecken, Kanten und Facetten po-
lyedrischer Objekte). Speziell fu¨r die lokale Optimierung mit kontinuierli-
chen Objektdrehungen ist der in Abschnitt 5.4 vorgestellteGJK-Algorithmus
geeignet. Das vollsta¨ndige Distanzpolyeder wird hierbei nur durch einen
Simplex approximiert (die separierende Facette ist jeweils enthalten), der
nach jedem Optimierungsschritt effizient an die neuen Objektorientierun-
gen angepaßt werden kann.
Objektorientierungen bzw. ra¨umliche Drehungen mu¨ssen in einer fu¨r
die Koordinatentransformation und Parameteroptimierung geeigneten Weise
dargestellt werden; Kapitel 6 gibt einen U¨berblick der verschiedenen Dar-
stellungsformen. Die in Abschnitt 6.4 vorgestellte Quaternionendarstellung
3erlaubt z. B. eine sehr effiziente Implementierung der Koordinatentransfor-
mation und wird daher im Bereich Computergraphik/Animation vielfach
eingesetzt. Die Parameterabha¨ngigkeiten innerhalb von Rotationsabbildun-
gen sind jedoch quadratischer Natur und somit nicht unmittelbar fu¨r die
Methoden der Linearen Optimierung zuga¨nglich. In Kapitel 7 wird mit infi-
nitesimalen Rotationen eine Linearisierung fu¨r die Optimierung der Rotati-
onsparameter eingefu¨hrt (dieses Konzept wird auch in der Physik, insbeson-
dere der klassischen Mechanik, verwendet). In Abschnitt 7.1 wird fu¨r diese
Linearisierung eine Hu¨llko¨rpereigenschaft hergeleitet, was aus theoretischer
Sicht das Hauptresultat dieser Arbeit bildet: Sind die durch die Lineari-
sierung verzerrten Hu¨llko¨rper u¨berschneidungsfrei angeordnet, so sind es
auch die darin eingebetteten Ursprungsobjekte. Die Hu¨llko¨rpereigenschaft
geht auch in den Konvergenzbeweis fu¨r das lokale Optimierungsverfahren in
Abschnitt 3.3 ein, da eine explizite Schrittweitensteuerung bzgl. der Rotati-
onsterme entfallen kann.
Der Aufbau dieser Arbeit folgt einer thematischen Gliederung in Opti-
mierungsmethoden (Kapitel 2, 3, 4), geometrische Grundoperationen (Ka-
pitel 5, 6, 7) und Anwendung der Verfahren auf Testinstanzen (Kapitel 8).
Dies ermo¨glicht eine geschlossene Darstellung der einzelnen Gebiete; beim
ersten Lesen ergibt sich jedoch eine Vorwa¨rtsreferenz von Kapitel 4 auf 5.3
(die Lesereihenfolge sollte ggf. entsprechend angepaßt werden). Alterna-
tiv hierzu ko¨nnen die geometrischen Problemstellungen schwerpunktma¨ßig
einem der Optimierungsverfahren zugeordnet werden:
• Fu¨r die globale Optimierung in Kapitel 2 wird das Konzept des Di-
stanzpolyeders aus Kapitel 5 zur Diskretisierung des Anordnungsrau-
mes beno¨tigt. Eine Alternative hierzu bilden die in Abschnitt 5.3
behandelten P-Spuren polyedrischer Objekte.
• Fu¨r die lokale Optimierung in Kapitel 3 bilden infinitesimale Drehun-
gen aus Kapitel 7 die Basis fu¨r eine Linearisierung der Problemfor-
mulierung. Fu¨r die Anpassung von Separationsebenen wird der GJK-
Algorithmus aus Abschnitt 5.4 verwendet.
• Die in Kapitel 4 benutzte Einteilung von Distanzpolyedern in topolo-
gische A¨quivalenzklassen stu¨tzt sich auf das Konzept von Winkelberei-
chen, die in Abschnitt 5.3 mit der Definition von P-Spuren eingefu¨hrt
werden.
Diese Querbezu¨ge zwischen den Kapiteln sind in Abbildung 1.1 auf Sei-
te 4 zusammengefaßt. Im Zentrum der Abbildung sind auf der Vertikalen
die Kapitel mit Optimierungsschwerpunkt aufgetragen (globale und lokale
Optimierung, sowie kombinierte Formulierung); orthogonal dazu die geome-
trischen Schwerpunkte (Polyederseparation und Infinitesimale Drehungen).
Die oben aufgefu¨hrten Bezu¨ge sind mit Pfeilen dargestellt.
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Abbildung 1.1: Querbezu¨ge zwischen den Kapiteln und methodische Unter-
scheidungen
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Oberhalb und unterhalb des Zentrums sind zudem die wesentlichen me-
thodischen Unterscheidungen innerhalb der globalen bzw. lokalen Optimie-
rung dargestellt.
Fu¨r die globale Optimierung bilden rektagonale Objekte mit achsen-
parallelen Kanten und Fla¨chen einen Spezialfall, der mittels Anordnungs-
graphen und deren Erweiterung zu Anordnungsklassen gelo¨st werden kann.
Beliebige polyedrische Objekte bilden die zweite Klasse, wobei hier hierar-
chische Objektdarstellungen verwendet werden.
Bei der lokalen Optimierung kann die Problemformulierung entweder di-
rekt mit Verfahren der nichtlinearen Optimierung behandelt werden ( siehe
3.5, Verfahren von Zoutendijk), oder zuna¨chst eine von V. Milenkovic fu¨r
den zweidimensionalen Fall eingefu¨hrte linearisierte Formulierung betrachtet
werden (siehe 3.2). Die Linearisierung wird in dieser Arbeit auf den drei-
dimensionalen Fall u¨bertragen und in Abschnitt 3.3 wird ein Konvergenz-
beweis fu¨r dieses Verfahren angegeben. Fu¨r die Schrittweitenregulierung
ergeben sich dabei die dargestellten Bezu¨ge zu den Abschnitten 3.5 (ins-
besondere Def. 6: verbessernde, zula¨ssige Richtung) und 7.1 (Hu¨llko¨rper,
daher keine Schrittweitensteuerung notwendig).
Den Anwendungshintergrund bilden Problemstellungen, die im Kon-
struktionsprozeß von Kraftfahrzeugen gelo¨st werden mu¨ssen. Diese erge-
ben sich zum einen bei der Neukonstruktion, zum anderen jedoch auch im
Rahmen der Modellpflege innerhalb des Produktzyklus einer Fahrzeugserie.
Fu¨r die Lo¨sung der Anordnungsprobleme bedeutet dies eine Unterscheidung
zwischen frei zu gestaltenden und vorgegebenen Baura¨umen, was die Wahl
der eingesetzten mathematischen Optimierungsmethoden beeinflußt.
Fu¨r die in Abschnitt 8.2 betrachtete Anordnung von Modulen der Fahr-
zeugelektronik mit Verkabelung muß zum Beispiel zuna¨chst eine relative
Lage der einzelnen Module zueinander festgelegt werden, bevor eine Kom-
paktierung erfolgen kann. Hierfu¨r werden die Methoden der globalen Opti-
mierung eingesetzt und um eine Kabelraumabscha¨tzung erweitert.
Ein Anwendungsszenario fu¨r das in dieser Arbeit entwickelte lokale Opti-
mierungsverfahren ist das Einpassen eines neuen Bauteils in eine bestehen-
de Umgebung, wobei kontinuierliche Objektdrehungen betrachtet werden.
Hierbei ist eine Ausgangsanordnung der Objekte vorgegeben, die durch eine
Folge von Lagea¨nderungen schrittweise verbessert wird.
Fu¨r die verschiedenen Problemklassen sind in Anhang B die zugeho¨rigen
Abschnitte der Arbeit aufgefu¨hrt, in denen die Grundlagen der Optimie-
rungsverfahren eingefu¨hrt werden. Eine U¨bersicht der eingesetzten Softwa-
rekomponenten findet sich in Anhang C.
1.1 Problemklassen und Literaturhinweise
In diesem Abschnitt soll eine Einordnung und Abgrenzung der in dieser
Arbeit behandelten Optimierungsverfahren zu bereits aus der Literatur be-
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kannten Verfahren erfolgen. Anordnungs- und Packungsprobleme sind dort
in verschiedenen Anwendungszusammenha¨ngen bereits intensiv untersucht
worden.
Zuna¨chst wird ein kurzer U¨berblick zu den verschiedenen Problemklassen
und charakteristischen Unterscheidungsmerkmalen gegeben, wobei die Klas-
sifizierung den im Operations Research u¨blichen Bezeichnungen folgt. Die
verfu¨gbare Literatur auf diesem Gebiet ist allerdings so umfangreich, daß
zudem auf die Bibliographien [SP92, DF92, BW95] und U¨bersichtsartikel
[DD92, DD95] verwiesen wird.
In Absatz 1.1.2 werden dann Arbeiten aus dem Bereich der Ingenieur-
wissenschaften, hier insbesondere der mechanischen Konstruktion, na¨her be-
trachtet. Sie stellen alternative oder erga¨nzende Ansa¨tze zu den in dieser
Arbeit beschriebenen Methoden dar, wobei der industrielle Einsatz in allen
Fa¨llen noch aussteht.
1.1.1 Problemklassen; Operations Research
Im Fachgebiet des Operations Research ist zum Themengebiet der Ver-
schnitt- und Packungsprobleme umfangreiche Literatur vorhanden. Ein we-
sentliches Klassifizierungsmerkmal der Problemstellung ist durch die ra¨um-
liche oder auch ho¨herdimensionale abstrakte Dimension gegeben.
Eine eindimensionale Problemstellung ist das klassische Bin-Packing
Problem, bei dem Objekte unterschiedlicher Ho¨he hi derart auf Beha¨lter
einer vorgegebenen maximalen Fu¨llho¨he H verteilt werden sollen, so daß
fu¨r jeden Beha¨lter
∑
hi ≤ H gilt und die Anzahl beno¨tigter Beha¨lter mi-
nimiert wird. Eine untere Schranke fu¨r das Bin-Packing Problem wird im
Zusammenhang mit dem globalen Optimierungsverfahren fu¨r orthogonale
Objekte in Abschnitt 2.3.1 behandelt.
Sind bei einem Bin Packing Problem viele gleichartige Objekte gegeben,
so werden diese Probleme auch als Cutting Stock Probleme bezeichnet (zur
Typologie von Anordnungsproblemen siehe auch Dyckhoff, Finke [DF92]).
Die Vorstellung geht hier von einem Lagerbestand aus (z. B. Ro¨hren), aus
dem ein Auftragsvolumen zu fertigen ist. Aus algorithmischer Sicht ist dies
von Bedeutung, da in diesen Fa¨llen sich mehrfach wiederholende Teilan-
ordnungen gebildet werden ko¨nnen. In dieser Arbeit werden demgegenu¨ber
Problemstellungen mit einer geringen Objektanzahl, jedoch mit unterschied-
lichen, komplex geformten Einzelobjekten betrachtet.
Sogenannte Knapsackprobleme ergeben sich, wenn den Objekten neben
der Gro¨ße hi (in diesem Fall u¨blicherweise mit vi fu¨r Volumen bezeichnet),
zusa¨tzliche Nutzenwerte ci zugeordnet sind. Ziel ist es, den Gesamtwert
der Objekte zu maximieren, die in genau einen Beha¨lter/Rucksack mit vor-
gegebenem Volumen V passen, d. h. max
∑
ci unter der Randbedingung∑
vi ≤ V . Es ist hierbei noch keine ra¨umliche Verschachtelung der Ob-
jekte zu beachten; Bin Packing und Knapsack Probleme ko¨nnen jedoch auf
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mehrdimensionale Beha¨lter und Objekte erweitert werden.
Zweidimensionale Problemstellungen ergeben sich bei der Verschnitt-
minimierung auf platten- oder bahnfo¨rmigem Material oder Anordnungs-
problemen wie dem Pallet Loading, bei welchem gleichartige Objekte mit
rechteckiger Grundfla¨che (Kartons) auf eine Palette mit vorgegebenen Ab-
messungen plaziert werden sollen. Unter methodischen Gesichtspunkten
ergibt sich hier eine grundsa¨tzliche Unterscheidung zwischen orthogonalen
und beliebigen polygonalen Objektumrissen. Eine weitere Untergliederung
bei orthogonalen Packungsproblemen ergibt sich aus der Art der zula¨ssigen
Anordnungsmuster. In vielen industriellen Fertigungsprozessen sind nur so-
genannte Guillotine Schnitte mo¨glich, bei denen durchgehende Schnitte von
einer Materialkante bis zur gegenu¨berliegenden Kante gefordert werden (z.
B. beim Brechen von Glasplatten). Algorithmisch fu¨hrt dies zu rekursiven
Divide-and-Conquer Verfahren bzw. Ansa¨tzen der dynamischen Program-
mierung, da Teilanordnungen entlang der Schnittkanten zusammengefu¨gt
werden ko¨nnen. In dieser Arbeit werden fu¨r orthogonale Problemstellungen
beliebige Verschachtelungen zugelassen (Nested Patterns, Abschnitt 2.3); der
Schwerpunkt liegt jedoch auf polyedrischen Objekten (Abschnitt 2.4, sowie
Kapitel 3 und 4).
Im dreidimensionalen Fall wird in der Literatur bisher vorwiegend das
Container Loading Problem betrachtet, bei dem eine Menge orthogonaler
Objekte mit unterschiedlichen Abmessungen in einen ebenfalls orthogona-
len, vorgegebenen Container verladen werden muß. Die Ausrichtung der
Objekte ist dabei meist in einer Dimension, der Ho¨he (
”
This side up” Be-
dingung), vorgegeben. Die Orientierungsmo¨glichkeit der Objekte bilden ein
wesentliches Unterscheidungsmerkmal von Packungsproblemen, welches die
algorithmische Komplexita¨t stark beeinflußt. Im orthogonalen Fall werden
fast ausschließlich achsenparallele Ausrichtungen der Objekte betrachtet.
Die in dieser Arbeit betrachteten Problemstellungen aus dem Bereich der
Konstruktion enthalten hingegen Objekte mit komplexen Formen und kon-
tinuierlichen Drehwinkelbereichen, so daß hier ein spezielles lokales Opti-
mierungsverfahren entwickelt wurde. Spezielle Eigenschaften orthogonaler
Problemstellungen ko¨nnen in diesem Anwendungsbereich zudem wegen der
zahlreichen Randbedingungen, wie zum Beispiel der Integration von Verka-
belungen (siehe Abschnitt 8.2), oft nicht direkt ausgenutzt werden.
Als Spezialfa¨lle zwei- und dreidimensionaler Packungsprobleme sind Un-
tersuchungen auf analytischem Wege zu regula¨ren Strukturen wie Tesselie-
rungen der Ebene oder dichteste Kugelpackungen zu sehen. Diese haben
jedoch keinen direkten Bezug zur vorliegenden Arbeit.
Ho¨herdimensionale Problemstellungen ergeben sich aus der Betrachtung
abstrakter Dimensionen. Klassische Problemstellungen des Operations Re-
search, wie z. B. Scheduling Probleme, lassen sich als Anordnungs- bzw.
orthogonale Packungsprobleme modellieren. Die einzelnen Dimensionen ent-
sprechen beschra¨nkten Ressourcen, die zu jedem Zeitpunkt exklusiv, d. h.
8 1. Einleitung
u¨berschneidungsfrei, einzelnen Aufgaben zugeordnet werden mu¨ssen. Zur
Lo¨sung derartiger Problemstellungen werden spezielle Verfahren verwendet,
die oft heuristischer Natur sind. Im allgemeinen werden zuna¨chst zula¨ssige
Lo¨sungen gesucht, bevor Optimalita¨t betrachtet wird. Neben Methoden der
ganzzahligen Linearen Programmierung werden hier auch Constraint Pro-
gramming Verfahren erfolgreich eingesetzt. Die in dieser Arbeit beschriebe-
nen Methoden sind nicht speziell hierfu¨r ausgelegt und fokussieren auf die
Behandlung dreidimensionaler, geometrischer Problemstellungen.
Die oben aufgefu¨hrten Anordnungsprobleme fallen in die Komplexita¨ts-
klasse der NP-schweren Optimierungsprobleme. Fu¨r Probleme in dieser
Klasse sind keine deterministischen Algorithmen bekannt, die fu¨r alle Proble-
minstanzen eine polynomielle Laufzeit zur Berechnung einer Optimallo¨sung
garantieren ko¨nnen. Die in dieser Arbeit betrachtete Variante der volumen-
minimalen Anordnung polyedrischer Objekte fa¨llt ebenfalls in die Komple-
xita¨tsklasse NP und ist NP-vollsta¨ndig, da die vorgestellten Varianten hier-
auf reduziert werden ko¨nnen (z. B. Bin-Packing als ebenfalls NP-vollsta¨ndiges
Problem). Zu nichtdeterministischen Berechnungsmodellen, der Definition
der Komplexita¨tsklassen und des Begriffs der Reduktion siehe z. B. Ga-
rey,Johnson [GJ79].
Zusammenfassend erfolgt die Abgrenzung der in dieser Arbeit behandelten
Anordnungsprobleme wie folgt:
Betrachtet werden schwerpunktma¨ßig polyedrische Objekte mit varia-
bler Orientierung, wobei fu¨r die globalen Optimierungsverfahren diskrete,
beschra¨nkte Drehwinkelmengen, fu¨r die lokalen Optimierungsverfahren je-
doch kontinuierliche Drehungen betrachtet werden. Die Verfahren sind fu¨r
unterscheidbare, komplex geformte Objekte ausgelegt; regula¨re Struktu-
ren, Symmetrien oder wiederholbare Teilanordnungen werden nicht expli-
zit beru¨cksichtigt. Die betrachteten Objektanzahlen liegen fu¨r die globalen
Verfahren in der Gro¨ßenordnung von 25 Objekten; fu¨r die lokalen Optimie-
rungsmethoden sind wesentlich ho¨here Objektanzahlen mo¨glich (> 100).
Die vorgestellten Methoden sind nicht fu¨r spezielle orthogonale Packungs-
probleme, wie etwa Guillotine Schnitte, und abstrakten Dimensionen, z.
B. Scheduling Anwendungen, entwickelt. Fu¨r den Spezialfall orthogonaler
Geometrien wird vielmehr die Integration einer Raumabscha¨tzung fu¨r Ver-
bindungselemente (z. B. Verkabelung, Klimascha¨chte) in ein globales Op-
timierungsverfahren aufgezeigt, wobei beliebige Verschachtelungen (Nested
Patterns) mo¨glich sind.
1.1.2 Ingenieurwissenschaftliche Ansa¨tze
Zum Einsatz computergestu¨tzter Methoden in der Konstruktion sind auch
im ingenieurwissenschaftlichen Bereich verschiedene Ansa¨tze betrachtet wor-
den.
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Eine Folge von Arbeiten ist von der Gruppe von J. Cagen et al vorgestellt
worden, die Varianten von Simulated Annealing als Optimierungsparadigma
nutzen. Erste Ansa¨tze, siehe [SC93, Cag94], bauen dabei auf sogenannten
”
Shape Grammars” auf, die u¨berschneidungsfreie Anordnungsvarianten cha-
rakterisieren. Die Zielfunktionswerte weisen bei Verwendung dieser Gram-
matiken jedoch auch bei niedrigen Temperaturparametern starke Spru¨nge
auf, was dem Konzept von Simulated Annealing widerspricht. Daher wurde
in folgenden Arbeiten [SC94, CAC97] ein Ansatz gewa¨hlt, bei dem sich die
Objekte zuna¨chst beliebig u¨berschneiden du¨rfen. Mit der Verringerung des
Temperaturparameters werden diese U¨berschneidungen dann kontinuierlich
verringert, was der Vorgehensweise von [HL95] im 2D Fall entspricht. Ein
erheblicher Anteil der Rechenzeiten wird dann jedoch fu¨r die Entfernung der
Objektu¨berschneidungen aufgewendet. In [SSS97] wird daher versucht, viel-
versprechende Regionen des Konfigurationsraumes zu erkennen, was unter
dem Begriff
”
Detection of Productive Search” diskutiert wird.
Ein weiterer Ansatz zur Verbesserung der Rechenzeiten sind hierarchi-
sche Objektmodelle, die mit verschiedenen Auflo¨sungsstufen arbeiten. In
[KCR96] werden Octrees zusammen mit einem Simulated Annealing Ansatz
betrachtet, wobei die Grundidee der Modellierung auch schon in [SD88] fu¨r
den 2D Fall (Quadtrees) benutzt wird. Eine Verfeinerung dieser Technik
wird in [CDY98] vorgestellt, wobei die urspru¨nglich wu¨rfelfo¨rmige Raum-
aufteilung von Octrees durch quaderfo¨rmige Unterteilungen mit beliebi-
gem Seitenverha¨ltnis ersetzt wird. Ein hierarchisches Objektmodell fu¨r be-
liebige polyedrische Objekte wird in dieser Arbeit in Abschnitt 2.4 vor-
gestellt, wobei Hierarchien von Distanzpolyedern betrachtet werden, die
U¨berschneidungsfreiheit zusichern.
Im Bereich der Konstruktion ist die Raumminimierung an mechanische
Randbedingungen gekoppelt, wie z. B. das korrekte Zusammengreifen von
Zahnra¨dern in Getrieben. Die bisher noch nicht zufriedenstellend gelo¨ste
Hauptaufgabe besteht in einer konsistenten und vollsta¨ndigen Beschreibung
dieser Bedingungen. Im Zusammenhang mit der Implementierung von Ex-
pertensystemen sind hier erste Ansa¨tze zu finden [WC90, LMR86, Rau84].
[SC97] beschra¨nkt sich zuna¨chst auf einfache ra¨umliche Randbedingungen,
die durch eine geeignete Grammatik und eine damit verbundene Definitions-
sprache ausgedru¨ckt werden ko¨nnen. In [SC96a] wird dies auf funktionale
Zusammenha¨nge erweitert und unter dem Begriff
”
Configuration Design”
diskutiert; siehe hierzu auch [SSS97]. In diesem Zusammenhang ist auch
ein Projekt des amerikanischen National Institute of Standards (NIST) zu
sehen, welches den Austausch funktionaler Beschreibungen zwischen CAD-
Systemen ermo¨glichen soll. Hier werden erweiterbare Definitionssprachen
wie STEP oder XML diskutiert [SSBR99].
Ein anderer Ansatz zu dieser Thematik sind interaktive Systeme, in de-
nen Konstrukteure durch geeignete graphische Benutzeroberfla¨chen funk-
tionale Zusammenha¨nge spezifizieren ko¨nnen, wie dies in [KS98] vorgestellt
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wird.
Neben funktionalen Zusammenha¨ngen sind ha¨ufig auch Verbindungen
zwischen den anzuordnenden Objekten, z. B. Kabel oder Rohrleitungen, zu
betrachten. In [SC96b] wird ein Simulated Annealing Ansatz fu¨r die Wegesu-
che vorgestellt, der in [SCW98] mit der Anordnungsoptimierung verbunden
wird. In [CCD+96] wird ein wissensbasierter Ansatz, der vordefinierte Klas-
sen von Verlegungsvarianten entha¨lt, in ein Simulated Annealing Verfahren
zur Anordnungsoptimierung integriert. Eine Kombination von Anordnungs-
und Verbindungsoptimierung ist ebenfalls in [YC00] zu finden, wo unter dem
Begriff
”
Pattern Search” eine Anordnungsoptimierung vorgestellt wird, die
wechselweise jeweils Translationen und Rotationen anpaßt und zudem einen
Positionstausch von Objekten erlaubt, wenn sonst keine Verbesserung mehr
erzielt werden kann. In dieser Arbeit wird in Abschnitt 8.2 ein Konzept
zur Integration von Raumabscha¨tzungen fu¨r Verbindungen in die auf Linea-
rer Programmierung beruhende globale Anordnungsoptimierung vorgestellt.
Innerhalb des in der Anordnungsphase reservierten Raumes wird dann in ei-
ner zweiten Phase der detaillierte Verlauf der Verbindungswege festgelegt.
Durch diese Unterteilung in zwei Phasen ko¨nnen wesentlich mehr Anord-
nungsvarianten betrachtet werden, da der Rechenaufwand fu¨r die Raum-
abscha¨tzung betra¨chtlich geringer als fu¨r die vollsta¨ndige Optimierung der
Verbindungswege ist.
Eine Anwendung aus dem Bereich der Architektur wird von U. Flemming
und R. Woodbury in [FW95] betrachtet. Hier wird fu¨r die Raumaufteilung
in Geba¨udekomplexen ein auf Branch & Bound beruhender Ansatz fu¨r die
Anordnung zweidimensionaler, rechteckiger Raumgeometrien verfolgt. Die
Diskretisierung des Anordnungsraumes mit Hilfe von Entscheidungsvaria-
blen fu¨r den Spezialfall rechteckiger Geometrien, erfolgt a¨hnlich zu den in
dieser Arbeit diskutierten Methoden zur globalen Anordnungsoptimierung.
Diese Modellierung wird auch in G. Scheithauer und J. Terno [ST93] be-
schrieben. Aus dem Architekturumfeld entstammen zudem zwei auf Ex-
pertensystemen aufbauende Ansa¨tze zur Verlegung von Rohrleitungen und
Klimascha¨chten [ZL91, MKW+86], die auch im weiteren Sinne eine Anord-
nungsoptimierung verfolgen.
Da globale Optimierungsverfahren wegen der hohen Komplexita¨t der
Problemstellungen oft nicht eingesetzt werden ko¨nnen, sind lokale Optimie-
rungsverfahren im Bereich der Design Optimization u¨blich. Zielkriterium
sind hier ha¨ufig Stabilita¨tseigenschaften von Konstruktionselementen. In
Landon, Balling [UBBL88] und Sandgren, Dworak [SD88] werden zwei der-
artige gradientenbasierte Verfahren vorgestellt, wobei der Schwerpunkt in
[SD88] auf der geometrischen Objektdarstellung mittels Quadtrees liegt.
Der versta¨rkte Einsatz von Optimierungsmethoden im Bereich der me-
chanischen Konstruktion wird wesentlich von der Integration der dort auf-
tretenden funktionalen Randbedingungen abha¨ngen. Die Fragestellung, ob
diese hinreichend gut von globalen Optimierungsmethoden abgebildet wer-
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den ko¨nnen, erscheint noch offen. Hier sind zuna¨chst prototypische Imple-
mentierungen fu¨r ha¨ufig auftretende Randbedingungen notwendig. Lokale
Optimierungsmethoden, wie das in dieser Arbeit vorgestellte Kompaktie-
rungsverfahren, erscheinen hier schneller umsetzbar, da wesentliche Zusam-
menha¨nge schon mit der Ausgangsanordnung vorgegeben werden ko¨nnen.
Kapitel 2
Anordnung mittels globaler
Optimierung
In diesem Kapitel werden globale Optimierungsverfahren zur Anordnung
polyedrischer Objekte vorgestellt. Zuna¨chst werden quaderfo¨rmige und iso-
orientierte, rektagonale Objekte betrachtet um das grundlegende Verfahren
darzustellen. Dieses wird dann auf beliebige polyedrische Objekte erweitert,
wobei das Konzept der in Kapitel 5, Abschnitt 5.2 eingefu¨hrten Distanzpo-
lyeder von zentraler Bedeutung ist.
Als Zielfunktion wird das Volumen eines Hu¨llko¨rpers betrachtet, wel-
ches minimiert werden soll. Es ko¨nnen jedoch auch andere Maße optimiert
werden, die sich aus den Positionen der Objekte ergeben. In Abschnitt 8.2
betrachten wir z. B. als sekunda¨res Zielkriterium die La¨nge von Kabelver-
bindungen zwischen elektronischen Bauelementen.
In dem hier vorgestellten globalen Optimierungsansatz werden Transla-
tionen und diskrete Objektrotationen behandelt. Wegen der exponentiellen
Komplexita¨tssteigerung muß die Menge der zula¨ssigen Drehwinkel jedoch
auf kleine Mengen beschra¨nkt bleiben, wie z. B. die 6 (bei unterscheidbaren
Fla¨chen 24) mo¨glichen achsenparallelen Orientierungen von Quadern.
Kontinuierliche Objektdrehungen werden von dem in Kapitel 3 behan-
delten lokalen Optimierungsverfahren beru¨cksichtigt. Eine Verbindung der
beiden Verfahren wird in Kapitel 4 fu¨r den zweidimensionalen Fall vorge-
stellt.
Wesentliches Element der in diesem Kapitel behandelten Methodik ist
die Charakterisierung u¨berschneidungsfreier Anordnungen durch Distanz-
polyeder. U¨berschneidungsfreiheit von Objekten mit fester Orientierung
wird dabei auf die Lage eines Referenzpunktes relativ zu einem polyedrisch
beschra¨nkten Gebiet zuru¨ckgefu¨hrt, wodurch sich eine Diskretisierung des
Anordnungsraumes ergibt. Dies kann durch lineare Restriktionen in Verbin-
dung mit ganzzahligen Entscheidungsvariablen modelliert werden. Hieraus
ergibt sich eine Problemformulierung als gemischt ganzzahliges Lineares Pro-
gramm (ILP, fu¨r Integer Linear Program), welches mittels eines Branch &
Bound Ansatzes gelo¨st wird.
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Dieses Kapitel ist im einzelnen wie folgt gegliedert: In Abschnitt 2.1
wird das Grundprinzip eingefu¨hrt. Die formale Definition des Anordnungs-
problems als ILP erfolgt in Abschnitt 2.2. In den folgenden Abschnitten
2.3 und 2.4 werden dann iso-orientierte und beliebige polyedrische Objekte
getrennt behandelt, um spezielle Eigenschaften dieser Formulierungen auf-
zuzeigen. So zerfa¨llt das Kompaktierungsproblem bei iso-orientierten Objek-
ten in unabha¨ngige Teilprobleme fu¨r die drei Koordinatenrichtungen und es
ko¨nnen untere Schranken fu¨r Bin-Packing Probleme u¨bertragen werden (sie-
he Abschnitt 2.3.1). Fu¨r polyedrische Objekte sind hingegen geeignete Ob-
jekthierarchien zu betrachten, um die exponentielle Komplexita¨tssteigerung
des Verfahrens fu¨r praxisrelevante Datensa¨tze handhabbar zu machen.
2.1 Grundidee ILP-Formulierung
Um die Grundidee des Verfahrens vorzustellen, betrachten wir zuna¨chst ein
einfaches zweidimensionales Beispiel. Mit dem Konzept von Minkowski-
Summen bzw. Hodographen, der daraus abgeleiteten Diskretisierung des An-
ordnungsraumes und der Modellierung von Fallunterscheidungen durch Ent-
scheidungsvariablen vertraute Leser ko¨nnen diesen Abschnitt u¨berspringen.
Die gewa¨hlten Bezeichnungen sind zu Beginn von Abschnitt 2.2 nochmals
zusammengefaßt.
Es sei im folgenden eine Menge von n konvexen Polyedern P = {P1, . . . ,
Pn} gegeben, wobei i, j ∈ {1, . . . , n} jeweils fu¨r die Indizierung benutzt wer-
den. Als Beispielobjekte sind in Abb. 2.1(a) ein Rechteck Pi und ein Quadrat
Pj gewa¨hlt und wir stellen die Frage, wann diese Objekte u¨berschneidungsfrei
angeordnet sind. Das Quadrat Pj wird hierzu beru¨hrend um das dar-
gestellte Rechteck Pi verschoben, wobei die Bahn eines beliebig aber fest
gewa¨hlten Referenzpunktes rj von Pj festgehalten wird. In der Abbildung
ist die linke, untere Ecke des Quadrates als Referenzpunkt gewa¨hlt und die
Bahn entspricht der gestrichelt dargestellten Linie. Pi, Pj sind genau dann
u¨berschneidungsfrei angeordnet, wenn der Referenzpunkt rj außerhalb die-
ser Grenzlinie liegt. Die Grenzlinie entspricht dem Rand des in Abschnitt
5.2.1 definierten Distanzpolyeders DPi,Pj und ist fu¨r polyedrische Ausgangs-
objekte ebenfalls ein polyedrisch beschra¨nktes Gebiet.
Der zula¨ssige Bereich fu¨r den Referenzpunkt rj soll nun durch die Re-
striktionen eines Linearen Programms definiert werden. Da hiermit nur die
Beschreibung konvexer Gebiete mo¨glich ist, wird der Bereich außerhalb des
Distanzpolyeders durch konvexe Teilgebiete u¨berdeckt; fu¨r konvexe Objekte
erzeugt dabei jede Facette des Distanzpolyeders DPi,Pj ein solches Teilge-
biet. Um Mehrfachaufza¨hlungen zu vermeiden und das Laufzeitverhalten zu
verbessern, sollten die Teilgebiete disjunkt gewa¨hlt werden (dies ist jedoch
keine notwendige Bedingung). In Abb. 2.1(b) ist dies fu¨r die vier relativen
Lagen
”
oberhalb”,
”
rechts von”,
”
unterhalb” und
”
links von” dargestellt,
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sij4
Sij1 =1
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sij3
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Pj
rj
Hij1(rj)+ bij1 ≤ 0
ri
(a) (b)
Abbildung 2.1: U¨berschneidungsfreie Anordnung eines Rechtecks und eines
Quadrates
die mit sij∗ markiert sind (Separationsvariablen).
Fu¨r jedes Objektpaar Pi, Pj erhalten wir eine endliche Menge solcher
Teilgebiete, deren Anzahl mit mij bezeichnet wird. Wir verwenden k ∈
{1, . . . ,mij} als Index. Die Auswahl eines Teilgebietes erfolgt u¨ber Ent-
scheidungsvariablen sijk ∈ {0, 1}, die wie folgt definiert sind:
sijk =


1, falls der Referenzpunkt rj von Objekt Pj in Teilgebiet
k des Außengebietes um DPi,Pj liegt
0, sonst
(2.1)
Um genau eine relative Lage fu¨r jedes Polyederpaar auszuwa¨hlen, wird zu-
dem
mij∑
k=1
sijk = 1
gefordert. Fu¨r sijk ∈ {0, 1} ist damit eine eindeutige Wahl sichergestellt.
Das konvexe Teilgebiet k zum Distanzpolyeder DPi,Pj ist durch eine Men-
ge von Halbraumungleichungen definiert; dijk sei deren Anzahl. Daraus er-
gibt sich eine Restriktionsmenge Hijkx+ bijk ≤ 0, wobei Hijk eine Koeffizi-
entenmatrix der Dimension dijk×3 und bijk der zugeho¨rige Vektor absoluter
Glieder der Dimension dijk ist. Diese Ungleichungen werden aus der Ur-
sprungslage der Polyeder abgeleitet. Bei Translationen muß entsprechend
Eigenschaft 10 des Distanzpolyeders (siehe Seite 65) die Lage des relativen
Ursprungs rj− ri betrachtet werden. Es ergeben sich damit die Ungleichun-
gen
Hijk(rj − ri) + bijk ≤ 0 . (2.2)
In der Formulierung des Linearen Programms sollen jedoch nur diejenigen
Restriktionen bindend sein, fu¨r die sijk = 1 gilt. Sei M ein Vektor der
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Dimension dijk, wobei alle Komponenten mit dem Wert einer hinreichend
groß gewa¨hlten Konstante M0 belegt seien. Die Ungleichungen (2.2) werden
wie folgt erweitert:
Hijk(rj − ri) + bijk ≤ (1− sijk)M (2.3)
Fu¨r sijk = 1 ergibt sich damit 0 als rechte Seite einer Ungleichung; fu¨r
sijk = 0 jedoch M0, so daß die Restriktion in diesem Fall nicht bindend
werden kann.
2.2 Definition des Anordnungsproblems als ILP
In diesem Abschnitt wird nun die formale Definition des Anordnungspro-
blems fu¨r eine Menge P konvexer Polyeder gegeben. Dieses Grundmodell
wird im folgenden dann auf die Modellierung nicht konvexer Objekte erwei-
tert.
Zuna¨chst werden die verwendeten Bezeichnungen nochmals zusammen-
gefaßt:
Objekte und Konstanten:
n Anzahl konvexer Polyeder
P = {P1, . . . , Pn} Menge konvexer Polyeder
DPi,Pj Distanzpolyeder/Hodograph von Pi, Pj
mij Anzahl konvexer Teilgebiete um DPi,Pj
dijk Anzahl Begrenzungsebenen von Teilgebiet k
Hijk ∈ Rdijk×3 Koeffizientenmatrix zu Teilgebiet k
bijk ∈ Rdijk Absolute Glieder zu Hijk
M Vektor mit hinreichend großer Konstante M0
Indizes:
1 ≤ i < j ≤ n Indizes fu¨r Polyeder(-paare)
1 ≤ k ≤ mij Index fu¨r Teilgebiet/relative Objektlage
d ∈ {x, y, z} Index fu¨r Koordinatenrichtung
Variablen:
ri ∈ R3 Referenzpunkt von Pi
sijk ∈ {0, 1} Entscheidungsvariable fu¨r Teilgebiet k von DPi,Pj
ld La¨nge der Anordnung in Richtung d
Die Formulierung des Anordnungsproblems als gemischt ganzzahliges Linea-
res Programm mit kontinuierlichen Vektorvariablen ri ∈ R3 und ganzzahli-
gen 0/1-Variablen sijk fu¨r eine Menge von n konvexen Polyedern ist damit
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wie folgt gegeben (∀i, j, k mit 1 ≤ i < j ≤ n, 1 ≤ k ≤ mij):
min f(ri) (2.4)
mit Nebenbedingungen:
Hijk(rj − ri) + bijk ≤ (1− sijk)M (2.5)
mij∑
k=1
sijk = 1 (2.6)
ri ≥ 0, sijk ∈ {0, 1} (2.7)
Ein allgemeines Lo¨sungsschema fu¨r diese Problemformulierung sind Branch
& Bound Verfahren, welche in jedem Verzweigungsschritt einer Entschei-
dungsvariablen sij feste Werte zuordnen, die in allen Lo¨sungen des nachfol-
genden Teilbaumes enthalten sind (Branching). Genauer: Es wird jeweils
ein Polyederpaar Pi, Pj gewa¨hlt, zu dem mij Teilba¨ume erzeugt werden, in
denen aus der Menge der Separationsvariablen sijk (1 ≤ k ≤ mij) jeweils ge-
nau eine Variable mit 1 und alle anderen mit 0 belegt werden. Fu¨r jeden so
erzeugten Knoten wird dann die LP-Relaxierung des Problems gelo¨st. Dies
bedeutet, daß die Ganzzahligkeitsbedingung sijk ∈ {0, 1} fu¨r alle noch nicht
festgelegten Variablen sij∗ entfa¨llt, wodurch eine untere Schranke fu¨r den in
diesem Teilbaum erreichbaren Zielfunktionswert gegeben ist (Bound).
Fu¨r die La¨nge der Anordnung in eine bestimmte Koordinatenrichtung
ko¨nnen Variablen ld mit folgenden zusa¨tzlichen Restriktionen eingefu¨hrt
werden (∀i, d mit 1 ≤ i ≤ n, d ∈ {x, y, z}):
(ri)d ≤ ld (2.8)
Als Approximation fu¨r das Volumen des umhu¨llenden Quaders kann dann
die lineare Zielfunktion f(ld) = lx + ly + lz minimiert werden. Im folgenden
Abschnitt wird zudem gezeigt, daß das Lineare Programm fu¨r iso-orientierte
Objekte in drei unabha¨ngige Teilprobleme fu¨r die einzelnen Koordinaten-
richtungen zerfa¨llt. In diesem Fall wird mit lx + ly + lz gleichzeitig auch das
tatsa¨chliche Volumen lxlylz minimiert.
Die Modellierung nicht konvexer Objekte kann durch konvexe U¨ber-
deckungen bzw. disjunkte konvexe Zerlegungen erfolgen. Sei hierzu ein nicht
konvexes Polyeder Pi durch ni konvexe Teilpolyeder Pi∗ u¨berdeckt. Fu¨r die-
se kann ein gemeinsamer Referenzpunkt ri gewa¨hlt werden. Alternativ da-
zu ko¨nnen Referenzpunkte ri∗ gegeben sein, deren relative Lage zueinander
durch konstante Vektoren ci∗ festgelegt ist. Diese Lage wird dann durch
zusa¨tzliche Restriktionen der folgenden Form fixiert (∀a, b mit 1 ≤ a < b ≤
ni):
ria = rib + ciab (2.9)
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2.3 Iso-orientierte, rektagonale Objekte
In diesem Abschnitt wird die Struktur der Koeffizientenmatrix Hijk aus-
gehend von der allgemeinen Definition des Anordnungsproblems fu¨r den
speziellen Fall von iso-orientierten, rektagonalen Objekten genauer betrach-
tet. Es zeigt sich, daß das Lineare Programm in unabha¨ngige Teilproble-
me fu¨r jede Koordinatenrichtung zerfa¨llt. Fu¨r vorgegebene Entscheidungs-
variablen sijk ko¨nnen diese Teilprobleme dann durch einen Anordnungs-
oder Constraint-Graph (siehe hierzu auch [Len90, KW84, Wat84, SLW83,
WKC89]) dargestellt werden und die Lo¨sung des Linearen Programms kann
auf ein Ku¨rzeste-Wege-Problem in diesem Graph zuru¨ckgefu¨hrt werden. Da
die relativen Objektlagen durch die Entscheidungsvariablen sijk bereits vor-
gegeben sind, sprechen wir in diesem Fall nicht von einem Anordnungs-
sondern von einem Kompaktierungsproblem.
Wir betrachten hierzu nochmals das Teilgebiet sij1 in Abb. 2.1. Sei li
die La¨nge von Pi. Das Gebiet ist durch die folgenden beiden Ungleichungen
beschrieben:
(rj)x ≤(ri)x + (li)x (2.10)
(ri)y + (li)y ≤ (rj)y (2.11)
Dies entspricht der Matrixschreibweise Hij1(rj − ri) + bij1 ≤ 0 mit
Hij1 =
(
1 0
0 −1
)
und bij1 = (−(li)x, (li)y) . (2.12)
Wesentlich sind die folgenden Beobachtungen: Da jede Zeile von Hijk dem
Normalenvektor einer Separationsebene und damit bei iso-orientierten Ob-
jekten einem der kanonischen Basisvektoren ei oder −ei entspricht, entha¨lt
sie genau einen Koeffizienten +1 oder −1. Die Ungleichungen sind also alle
von der Form (2.10) bzw. (2.11), d. h. in einer Ungleichung tritt jeweils nur
genau eine der Koordinaten x, y oder z auf. Die Ungleichungssysteme fu¨r die
einzelnen Koordinatenachsen ko¨nnen daher unabha¨ngig voneinander gelo¨st
werden.
Im folgenden wird die A¨quivalenz dieser richtungsgebundenen, eindimen-
sionalen Kompaktierungsprobleme zu Ku¨rzeste-Wege Problemen in gerich-
teten, kantengewichteten Graphen gezeigt. Mit Gd = (V,Ad) sei der zu
definierende Anordnungsgraph zur Koordinatenrichtung d bezeichnet. Die
Knotenmenge V = {s, r1, . . . , rn, t} entspricht den Referenzpunkten ri der
Quader, einem zusa¨tzlichen Knoten s, der den linken Rand der Anordnung
markiert und einem Knoten t, der dem rechten Rand zugeordnet ist (siehe
Abb. 2.2).
Fu¨r jede Restriktion (ri)d + c ≤ (rj)d des Linearen Programms ist eine
gerichtete Kante e = (ri, rj) mit Kantengewicht cij = c in Ad enthalten:
(ri)d + c ≤ (rj)d ⇒ (ri, rj) ∈ Ad mit cij = c (2.13)
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s t
ri
rj
Cij=li
(ri )x+ (li )x ≤ (rj)x
Abbildung 2.2: Anordnungsgraph Gx = (V,Ax) mit Kante (ri, rj) induziert
von Ungleichung ri + c ≤ rj
ri=–d i
s t
Abbildung 2.3: Minimale Koordinate (ri)x und la¨ngste Pfade in Gx =
(V,Ax)
Gilt c = (li)d, so entspricht dies anschaulich der Restriktion ”
Pj liegt hinter
Pi”. Restriktionen in der Form (rj)d ≤ (ri)d +(li)d (siehe z. B. Ungleichung
(2.10)) werden in die Normalform (rj)d−(li)d ≤ (ri)d u¨berfu¨hrt und erzeugen
Kanten e = (rj , ri) mit Kantengewicht −(li)d.
Zudem werden Kanten e = (s, ri) mit Kantengewicht csi = 0 und Kanten
e = (ri, t) mit Kantengewicht cit = (li)d fu¨r alle ri eingefu¨gt. In Abb. 2.2 ist
ein Anordnungsgraph beispielhaft dargestellt (die Kanten (s, ri) und (ri, t)
sind nicht vollsta¨ndig enthalten).
Die kleinstmo¨gliche Koordinate (ri)d entspricht dem la¨ngsten Pfad von
Knoten s zu Knoten ri und die Gesamtla¨nge der ku¨rzestmo¨glichen Anord-
nung entspricht dem la¨ngsten Pfad von s nach t in Gd (in Abb. 2.3 rot
hervorgehoben).
In der Praxis werden Ku¨rzeste-Wege Algorithmen zur Suche des la¨ngsten
Pfades verwendet, wobei statt der oben definierten Gewichte die negativen
Kantengewichte betrachtet werden. Durch Multiplikation mit −1 ergibt sich
aus (2.13) ri + c ≤ rj die folgende Ungleichung:
−(rj) ≤ −(ri)− c (2.14)
Man betrachte nun Abb. 2.4. Sei di die La¨nge eines ku¨rzesten Weges von
s zu ri und dj entsprechend zu rj . Fu¨r ku¨rzeste Wege gilt die folgende
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Pi
Pjcij=l i
ri rj
s
dj
di
Abbildung 2.4: Dreiecksungleichung ri + cij ≤ rj
Dreiecksungleichung:
dj ≤ di + cij (2.15)
Denn wa¨re di+cij < dj , so wa¨re der Pfad s→ ri gefolgt von der Kante (ri, rj)
mit Gewicht cij ku¨rzer als dj (im Widerspruch zur Annahme dj ku¨rzester
Weg). Die Ungleichungssysteme (2.14) und (2.15) sind nach Substitution
von −(ri) = di und −c = cij offensichtlich a¨quivalent und mit (ri)d = −di
ist eine zula¨ssige Lo¨sung zu den urspru¨nglichen Restriktionen des Linearen
Programms gegeben, wobei die Koordinaten (ri)d jeweils minimal sind.
Je nach Wahl der Entscheidungsvariablen sijk in der ILP-Formulierung
ko¨nnen im Anordnungsgraph Gd = (V,Ad) gerichtete negative Kreise auftre-
ten. Dies entspricht Variablenbelegungen, zu denen keine topologisch kor-
rekte Anordnung der Quader existiert und das Lineare Programm unlo¨sbar
ist. Die verwendeten Ku¨rzeste-Wege-Algorithmen mu¨ssen diese Situation
erkennen.
Da die Separationsvariablen sijk inkrementell gesetzt werden, d. h. im-
mer nur eine neue Kante in den Graph eingefu¨gt wird, und die bisherigen
Distanzwerte di zur Verfu¨gung stehen, sind Bellman-Ford-artige Labeling
Algorithmen gu¨nstig. Die Dreiecksungleichung muß zuna¨chst nur fu¨r die
neue Kante u¨berpru¨ft werden und ggf. werden Distanzaktualisierungen fu¨r
die Nachfolgeknoten notwendig.
2.3.1 Untere Schranken; Bin-Packing
Im vorigen Abschnitt wurde gezeigt, wie bei vorgegebenen Entscheidungs-
variablen sijk ein Anordnungsgraph aus dem Linearen Programm abgeleitet
werden kann. In diesem Abschnitt werden nun Bedingungen fu¨r die Bele-
gung der Variablen sijk abgeleitet, damit diese einer legalen, u¨berschnei-
dungsfreien Anordnung entsprechen. Die maximale La¨nge der Anordnung
sei hierzu mit Ld fu¨r die einzelnen Koordinatenrichtungen vorgegeben. Es
ko¨nnen dann untere Schranken fu¨r das eindimensionale Bin-Packing Pro-
blem u¨bertragen werden. Die gewa¨hlte Einfu¨hrung der Methodik in diesem
Abschnitt orientiert sich an Fekete, Schepers [FS97b].
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Wir fu¨hren zuna¨chst ungerichtete Anordnungsklassen ein, aus denen im
allgemeinen mehrere, verschieden orientierte Anordnungsgraphen abgeleitet
werden ko¨nnen. Eine Anordnungsklasse GC besteht aus einem ungerich-
teten Graph GCd = (V
C , ECd ) fu¨r jede Koordinatenrichtung d mit Knoten-
menge V C = {r1, . . . , rn}. Zu einer gegebenen Anordnung erha¨lt man die
zugeho¨rige Anordnungsklasse wie folgt: GCd entha¨lt eine Kante e = ri, rj
genau dann, wenn sich die von den Quadern Pi, Pj in der d-Koordinate
u¨berdeckten Intervalle u¨berschneiden:
[(ri)d, (ri + li)d] ∩ [(rj)d, (rj + lj)d] 6= ∅ ⇒ ri, rj ∈ ECd (2.16)
GCd ist ein Intervallgraph, da die Projektion der Quader auf die d-Achse
einer Konfiguration von Intervallen entspricht und eine Kante e = ri, rj
genau dann in ECd enthalten ist, wenn sich die Intervalle u¨berschneiden.
Wir betrachten Abb. 2.5 mit einem zweidimensionalen Beispiel. Die
Anordnungsklasse GC ist innerhalb der Quader dargestellt, wobei die Kno-
tenmarkierung aus Gru¨nden der U¨bersichtlichkeit mit Pi erfolgt; Kanten
von GCx sind schwarz, Kanten von G
C
y sind rot markiert. Zudem sind die
entsprechenden Anordnungsgraphen Gd dargestellt, jedoch ohne die Knoten
s, t. Es gilt:
ri, rj 6∈ GCd ⇔ (ri, rj) oder (rj , ri) ∈ Gd , (2.17)
d. h. die Anordnungsgraphen Gd sind komplementa¨r zur Anordnungsklasse
GCd . Durch die Anordnungsgraphen wird eine transitive Orientierung der
Kanten festgelegt, wobei verschiedene Orientierungen zu einer gegebenen
Anordnungsklasse mo¨glich sind. Die Abbildungen 2.6 und 2.7 zeigen jeweils
alternative Orientierungen von Gx und Gy zu der in Abb. 2.5 dargestellten
Klasse GC . Es werden nun die definierenden Eigenschaften der Graphen
GCd fu¨r Anordnungsklassen eingefu¨hrt. In [FS97b] wird gezeigt, daß damit
fu¨r jede transitive Orientierung der zugeordneten Anordnungsgraphen eine
legale, d. h. u¨berschneidungsfreie Anordnung existiert.
Eigenschaft 1 (Anordnungsklasse GCd [FS97b])
E1: GCd ist ein Intervallgraph
E2:
⋂
d∈{x,y,z}E
C
d = ∅
E3: fu¨r jede stabile Menge {rs | s ∈ S} ⊆ V C von GCd gilt:
∑
s∈S(ls)d ≤ Ld
Eigenschaft E1 folgt direkt aus der Definition von GCd . Eigenschaft E2 stellt
sicher, daß Quader Pi, Pj in mindestens einer Koordinatenrichtung separiert
sind; fu¨r diese Richtung ist die Kante (ri, rj) nicht in G
C
d enthalten. Eigen-
schaft E3 ergibt sich aus folgender Beobachtung: Da S die Indexmenge einer
stabilen Knotenmenge in GCd ist, du¨rfen sich die d-Koordinatenintervalle der
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Abbildung 2.5: Anordnungsklassen GCd = (V
C , ECd ) und Anordnungsgra-
phen Gd = (V,Ad); da G
C
d und Gd komplementa¨r sind, ergeben alle schwar-
zen (bzw. alle roten) Kanten zusammen einen vollsta¨ndigen Graph
P4
P1
P2
P3
P5
P1
P2
P3
P5P4
Abbildung 2.6: Alternative Orientierung von Gx mit entsprechender Anord-
nung
P5P2
P4
P1
P3
P1
P2
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P5P4
Abbildung 2.7: Alternative Orientierung von Gy mit entsprechender Anord-
nung
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Quader Ps(s ∈ S) nicht u¨berschneiden, mu¨ssen also hintereinander angeord-
net werden. Die Summe der einzelnen Quaderla¨ngen (ls)d muß daher kleiner
als die vorgegebene maximale La¨nge Ld sein.
Hieraus la¨ßt sich eine weitere Eigenschaft ableiten, die Grundlage fu¨r
die Berechnung von unteren Schranken ist. Sei GC eine Anordnungsklasse
und sei {Ps | s ∈ S} ⊆ P eine Teilmenge der Quader mit
∑
s∈S(ls)d > kLd,
d. h. einer La¨nge, die mehr als das k-fache der Maximalla¨nge Ld betra¨gt.
Dann gibt es eine zur Koordinatenrichtung d orthogonale Ebene, die min-
destens k+1 Quader schneidet. Die Koordinatenintervalle dieser Quader in
d-Richtung u¨berschneiden sich also und wir erhalten damit folgendes Lem-
ma:
Lemma 2 (k-Clique in GCd [FS97b])
Sei GC eine Anordnungsklasse, S ⊆ {1, . . . , n} eine Teilmenge der Quader
mit La¨ngen ls, d ∈ {x, y, z} eine Koordinatenrichtung und Ld die maximal
zula¨ssige La¨nge einer Anordnung in Richtung d. Dann gilt:
GCd entha¨lt eine Clique der Gro¨ße k =
⌈∑
s∈S(ls)d
Ld
⌉
. (2.18)
Dieses Lemma kann mit Hilfe von unteren Schranken fu¨r eindimensiona-
le Bin-Packing Probleme verscha¨rft werden. Es sei im folgenden die Maxi-
malla¨nge Ld der Anordnung auf 1 normiert und die Quaderla¨ngen li seien
mit dem entsprechenden Faktor skaliert. Wir betrachten die folgende Pro-
blemstellung:
Definition 1 (Bin-Packing Problem)
Gegeben seien Strecken der La¨nge 1, diese werden als Bins bezeichnet,
und n Intervalle der La¨ngen l1, . . . , ln mit li ∈ [0, 1]. Gesucht ist eine
u¨berschneidungsfreie Zuordnung der Intervalle zu Bins, so daß die Anzahl
beno¨tigter Bins minimal ist und die Summe der Intervalla¨ngen je Bin jeweils
kleiner gleich 1 ist.
Das Bin-Packing Problem ist NP-schwer im starken Sinne, so daß ei-
ne exakte Lo¨sung nicht in Frage kommt. Als eines der klassischen NP-
schweren Optimierungsprobleme ist es jedoch bereits intensiv untersucht
worden (siehe z. B. [CGJ84]) und im folgenden wird eine effizient zu be-
rechnende Klasse unterer Schranken fu¨r dieses Problem vorgestellt. Untere
Schranken liefern eine Aussage der Form
”
Es werden mindestens k Bins zur
u¨berschneidungsfreien Anordnung der Intervalle beno¨tigt”. Fu¨r die Anord-
nungsklassen GC kann daraus dann wie in Lemma 2 eine Clique der Gro¨ße
k abgeleitet werden.
Als Grundlage fu¨r die Berechnung unterer Schranken des Bin-Packing
Problems betrachten wir die folgende Klasse dual zula¨ssiger Funktionen:
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ε 1-ε
0
1
x
uε
Abbildung 2.8: Gewinn- und Verlustzonen fu¨r uε
Definition 2 (Dual zula¨ssige Funktion/Dual Feasible Function)
Sei L := (l1, . . . , ln) eine Instanz des Bin-Packing Problems. Eine Funktion
u : [0, 1] → [0, 1] heißt dual zula¨ssige Funktion zu L, wenn fu¨r Teilmengen S
der Intervalle li gilt: ∑
s∈S
ls ≤ 1 ⇒
∑
s∈S
u(ls) ≤ 1 . (2.19)
Die Menge der dual zula¨ssigen Funktionen ist abgeschlossen unter Kon-
vexkombination und Verkettung. Insbesondere gilt jedoch, daß zula¨ssige
Intervallzuordnungen eines Bin-Packing Problems auch nach Transformati-
on der La¨ngen durch eine dual zula¨ssige Funktion u(li) weiterhin zula¨ssige
Anordnungen darstellen, womit sich folgendes Lemma ergibt:
Lemma 3
Sei L := (l1, . . . , ln) eine Instanz des Bin-Packing Problems und u eine dual
zula¨ssige Funktion. Jede untere Schranke fu¨r die transformierte Problemin-
stanz u(L) := (u(l1), . . . , u(ln)) ist ebenfalls eine untere Schranke fu¨r L.
Wir betrachten zuna¨chst ein einfaches Beispiel fu¨r eine dual zula¨ssige
Funktion u. Bei dieser Funktion werden alle Intervalle li ≤ ε vernachla¨ssigt,
Intervalle la¨nger als (1−ε) werden im Gegenzug jedoch auf die Maximalla¨nge
1 vergro¨ßert.
Definition 3 (Dual zula¨ssige Funktion uε)
Sei ε ∈ [0, 12 [. Die Abbildung uε ist wie folgt definiert:
uε : [0, 1] → [0, 1]
x 7→


0, fu¨r x ≤ ε
x, fu¨r ε < x < 1− ε
1, fu¨r 1− ε ≤ x
Abbildung 2.8 verdeutlicht die Bereiche, in denen die Objekte vergro¨ßert (ro-
ter Bereich; Gewinnzone, da gu¨nstig fu¨r untere Schranken) bzw. verkleinert
werden (grauer Bereich; Verlustzone).
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Abbildung 2.9: Gewinn- und Verlustzonen von uk (fu¨r u1, . . . , u4)
Lemma 4 (uε dual zula¨ssig)
Die Abbildung uε ist eine dual zula¨ssige Funktion.
Beweis:
Sei S ⊆ {1, . . . , n} mit ∑s∈S ls ≤ 1. Falls ls < (1− ε) ∀s ∈ S, so gilt∑
s∈S
uε(ls) ≤
∑
s∈S
ls ≤ 1 .
Sei also s0 ∈ S mit ls0 ≥ (1 − ε). Damit muß aber fu¨r alle s ∈ S r {s0}
gelten ls ≤ ε, woraus uε(ls) = 0 folgt. Insgesamt also∑
s∈S
u(ls) = u(ls0) +
∑
s∈Sr{s0}
u(ls) = 1 +
∑
s∈Sr{s0}
0 = 1 . (2.20)
¤
Ziel bei der Berechnung unterer Schranken ist es, daß mo¨glichst viele
der gegebenen Objekte innerhalb der Gewinnzonen liegen. Wir betrachten
nun eine Klasse dual zula¨ssiger Funktionen, die verschiedenen Verteilungen
der Objektgro¨ßen angepaßt werden kann und in [FS97a] eingefu¨hrt wurde;
siehe dort auch fu¨r den Beweis der dualen Zula¨ssigkeit. Sie beruht auf einer
Rundungstechnik und Beispiele fu¨r die resultierende Treppenfunktion sind
mit entsprechenden Gewinn- und Verlustzonen in Abb. 2.9 dargestellt.
Definition 4 (Dual zula¨ssige Funktion uk)
Sei k ∈ N. Die Abbildung uk ist wie folgt definiert:
uk : [0, 1] → [0, 1] (2.21)
x 7→
{
x, fu¨r (k + 1)x ∈ N
b(k + 1)xc 1k , sonst
(2.22)
Sei kopt die minimale Anzahl beno¨tigter Bins fu¨r eine Instanz L = (l1, . . . , ln)
des Bin-Packing Problems. Die triviale untere Schranke fu¨r das Bin-Packing
Problem ist durch die Gesamtla¨nge der Intervalle li gegeben:
Striv(li) :=
⌈
n∑
i=1
li
⌉
≤ kopt . (2.23)
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Diese untere Schranke kann mit Hilfe der dual zula¨ssigen Funktionen uε
verbessert werden:
Seps(li) := max
ε∈[0,1/2]
⌈
n∑
i=1
uε(li)
⌉
(2.24)
Die Schranke Seps kann in einer Laufzeit von O(n logn) bestimmt werden,
da fu¨r ε nur ein diskreter Wertebereich betrachtet werden muß, der sich aus
Summen der Intervalla¨ngen li ergibt. Durch Kombination von Seps(li) mit
der dual zula¨ssigen Funktion uk erhalten wir:
Skeps(li) := max
ε∈[0,1/2]
⌈
n∑
i=1
uk(uε(li))
⌉
(2.25)
Ferner sei S0eps(li) := Seps(li) und damit
SKeps(lg) := max
k∈{0,...,K}
⌈
n∑
i=1
uk(uε(li))
⌉
. (2.26)
Fu¨r festes K kann SKeps(li) ebenfalls in einer Gesamtlaufzeit von O(n logn)
berechnet werden, bei vorsortierten La¨ngen li sogar in Laufzeit O(n).
Mit diesen Schranken kann die Menge der zu betrachtenden Anordnungs-
klassen und zugeho¨rigen Anordnungsgraphen entsprechend Lemma 2 einge-
schra¨nkt werden.
2.4 Beliebige Fla¨chenwinkel; polyedrische
Objekte
Die unteren Schranken fu¨r orthogonale Problemstellungen sind daran gebun-
den, daß das Lineare Programm in unabha¨ngige eindimensionale Unterpro-
bleme fu¨r die Koordinatenrichtungen zerfa¨llt. Auf polyedrische Objekte mit
beliebig geneigten Fla¨chen sind diese unteren Schranken nicht u¨bertragbar.
In diesem Abschnitt wird ein alternatives Konzept eingefu¨hrt, welches die
Anzahl der verschiedenen relativen Objektlagen reduziert. Die Grundidee
ist, jeweils benachbarte Teilgebiete sijk zusammenzufassen, wobei die kon-
vexe Hu¨lle dieser Gebiete gebildet werden muß. Abb. 2.10 verdeutlicht dies
fu¨r einen einfachen zweidimensionalen Fall.
Bevor wir die Zusammenfassung von Teilgebieten na¨her betrachten, muß
zuna¨chst eine Zerlegung des Anordnungsraumes fu¨r den dreidimensionalen
Fall eingefu¨hrt werden. Im zweidimensionalen Fall ist die disjunkte Zerle-
gung in kanonischer Weise gegeben: Es wird jeweils die Winkelhalbierende
zwischen zwei Facetten als Begrenzungslinie der Teilgebiete gewa¨hlt. Die
naheliegende Erweiterung auf den dreidimensionalen Fall wa¨re wie folgt: Zu
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Sij1 Sij2
DP,Q
Sij1 Sij2
DP,Q
SijH
Abbildung 2.10: Zusammenfassung von Teilgebieten sijk und konvexe Hu¨lle
Sij1 Sij2
e
Abbildung 2.11: Disjunkte, aber nicht u¨berdeckende Teilgebiete sijk
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Abbildung 2.12: Extremalstrahlen und konvexe Hu¨lle
jeder Kante e einer Facette wird jeweils die zur adjazenten Facette winkel-
halbierende Ebene durch e gewa¨hlt. Dies liefert zwar disjunkte Teilgebiete,
u¨berdeckt aber nicht den gesamten Anordnungsraum, wie in Abb. 2.11 dar-
gestellt ist. Wir betrachten hierzu eine Ecke mit drei inzidenten Kanten;
durch diese Kanten ist jeweils eine Trennebene definiert. Diese Trennebe-
nen besitzen jedoch nicht notwendigerweise eine gemeinsame Schnittgerade,
so daß ein nicht u¨berdeckter Bereich wie in der Abbildung rot dargestellt
entsteht.
Die Teilgebiete werden daher wie folgt gebildet: Auf jeder Ecke v des
Distanzpolyeders wird ein Extremalstrahl definiert. Als Richtungsvektor
kann z. B. der Median der Normalenvektoren der inzidenten Fla¨chen gewa¨hlt
werden. Man beachte, daß die Kante e und die beiden Extremalstrahlen im
allgemeinen windschief zueinander liegen. Diese Extremalstrahlen werden in
einer hinreichend großen Entfernung von DP,Q gekappt (man betrachte DP,Q
eingebettet in einen Ball mit hinreichend großem Radius). Das Teilgebiet
ergibt sich aus der konvexen Hu¨lle der Extremalstrahlen (siehe Abb. 2.12).
Wir betrachten nun nochmals Abb. 2.10, um die Zusammenfassung von
Teilgebieten zu erla¨utern. Die Gebiete sij1, sij2 des fu¨nfeckigen Distanz-
polyeders DP,Q werden zu einem Gebiet sijH verschmolzen. Das dunkel-
rot markierte Gebiet ergibt sich als zusa¨tzlicher Fla¨chenanteil durch die
Hu¨llenbildung und liegt innerhalb des Distanzpolyeders, so daß sich bei Pla-
zierung des Referenzpunktes von Q in diesem Bereich eine U¨berschneidung
mit P ergibt. Dies entspricht der Relaxierung des Linearen Programms.
Wir erhalten also eine untere Schranke, jedoch nicht notwendigerweise eine
primal zula¨ssige Lo¨sung des urspru¨nglichen Problems.
Bei der Zusammenfassung von Teilgebieten zu Facetten f1, f2 des Di-
stanzpolyeders sind zwei Zielsetzungen zu beachten:
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Abbildung 2.13: Zusammenfassung von Teilgebieten sijk und konvexe Hu¨lle
• der Schnitt des neuen Teilgebietes sijH mit dem Distanzpolyeder sollte
so klein wie mo¨glich sein, da Lo¨sungen in diesem Bereich U¨berschnei-
dungen enthalten und nicht zula¨ssig sind (Abb. 2.13(a))
• die Differenz zwischen dem Volumen der konvexen Hu¨lle und der Sum-
me der Einzelvolumina der Teilgebiete1 sollte so gering wie mo¨glich
sein, um die U¨berdeckung des Anordnungsraumes mo¨glichst disjunkt
zu halten und somit ineffiziente Mehrfachaufza¨hlungen von Anord-
nungsvarianten zu vermeiden (Abb. 2.13(b))
Diese beiden Ziele werden in der vorliegenden Implementierung heuristisch
verfolgt. Eine geringe U¨berschneidung der Hu¨lle mit dem Distanzpolyeder
ist dann zu erwarten, wenn der Winkel zwischen den Normalenvektoren der
zugeho¨rigen Fla¨chen klein ist. Fu¨r die Abweichung des Gesamtvolumens von
der Summe der Einzelvolumina wird die Projektion der beteiligten Facetten
des Distanzpolyeders in eine Ebene betrachtet und die zweidimensionale Vo-
lumendifferenz zur konvexen Hu¨lle betrachtet. Es ergibt sich eine Hierarchie
vergro¨berter Distanzpolyeder, die fu¨r ein dreidimensionales Beispiel in Abb.
2.14 dargestellt ist.
Die in diesem Abschnitt vorgestellte Vorgehensweise entspricht einer Ver-
gro¨berung des Distanzpolyeders DP,Q von außen. Es ist auch eine andere
Sichtweise mo¨glich, bei der die Polyederhierarchie von innen aufgebaut wird.
Man beginnt z. B. mit einem einbeschriebenen Simplex, im dreidimensiona-
len Fall also einem Tetraeder, der von Ecken des Ursprungspolyeders auf-
gespannt wird und maximales Volumen hat. Dieser kann dann jeweils um
eine Ecke des Distanzpolyeders erweitert werden, bis das gesamte Gebiet
u¨berdeckt ist. Fu¨r den zweidimensionalen Fall siehe hierzu [HL96].
1Da die Teilgebiete unbegrenzt sind, ist das Volumen zuna¨chst unendlich. Es wird
daher der Schnitt mit einem hinreichend großen Ball betrachtet, um ein sinnvolles Maß
zu erhalten. Siehe auch die Definition von Extremalstrahlen mit endlicher La¨nge.
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Abbildung 2.14: Hierarchie reduzierter Distanzpolyeder
Kapitel 3
Kompaktierung mittels lokaler
Optimierung
In diesem Kapitel wird zuna¨chst eine nichtlineare Formulierung fu¨r das An-
ordnungsproblem konvexer Polyeder unter Translation und Rotation vorge-
stellt. Da jedoch keine globalen Optimierungsverfahren fu¨r diese Problem-
klasse existieren, wird im folgenden das Kompaktierungsproblem betrachtet.
Hierbei ist eine u¨berschneidungsfreie Ausgangsanordnung der Polyeder vor-
gegeben, zu der dann eine lokal optimale Lo¨sung bzw. dichte Anordnung der
Polyeder erzeugt wird. Lokal optimal heißt hierbei, daß eine Verbesserung
der Zielfunktion mittels kleiner Translationen und Rotationen der Objek-
te nicht mehr erzielt werden kann. Im Gegensatz zur globalen Optimierung
bleibt die relative Lage der Objekte zueinander im allgemeinen entsprechend
der Ausgangsanordnung erhalten.
In diesem Kapitel werden jeweils Mengen konvexer, polyedrischer Ob-
jekte betrachtet. Nicht polyedrische Objekte ko¨nnen jedoch zuna¨chst durch
geeignete Gitter polygonal approximiert werden und nicht konvexe Poly-
eder dann mittels geeigneter Zerlegungen bzw. U¨berdeckungen modelliert
werden.
Es werden zwei lokale Optimierungsverfahren fu¨r das Kompaktierungs-
problem vorgestellt. Das Grundprinzip beider Verfahren ist es, ausgehend
von einer u¨berschneidungsfreien Anordnung der Polyeder schrittweise ver-
besserte Drehwinkel und Positionen der Objekte festzulegen, bis ein lokales
Optimum erreicht ist (siehe Abbildung 3.1). In jedem Optimierungsschritt
werden Lineare Programme gelo¨st, die sich in unterschiedlicher Weise aus
der nichtlinearen Formulierung des Optimierungsproblems ergeben. Beide
Methoden stellen geometrisch-primale Optimierungsverfahren dar, da sie in
jedem Zwischenschritt die U¨berscheidungsfreiheit der Lo¨sungen erhalten.
Das erste Verfahren beruht auf Arbeiten von Victor Milenkovic [Mil98a]
fu¨r zweidimensionale Problemstellungen, die auf den dreidimensionalen Fall
erweitert werden. In diesem Verfahren wird die Restriktionsmenge geeignet
linearisiert und in jedem Optimierungsschritt wird ein Lineares Programm
gelo¨st, welches eine verbesserte Anordnung der Polyeder liefert. Bei Verwen-
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Abbildung 3.1: Sechs Schritte eines lokalen Optimierungsverfahrens
dung des Simplexalgorithmus zur Lo¨sung der Linearen Programme steht
jeweils eine zula¨ssige Startbasis fu¨r den na¨chsten Optimierungsschritt zur
Verfu¨gung, was eine effiziente Implementierung des Verfahrens erlaubt. In
dieser Arbeit wird zudem ein Konvergenzbeweis fu¨r dieses Optimierungs-
verfahren angegeben (Abschnitt 3.3), wobei die Schrittweitensteuerung aus
dem zweiten Verfahren abgeleitet werden kann.
Das zweite Optimierungsverfahren ist ein Standardverfahren der nicht-
linearen Optimierung, welches als Verfahren von Zoutendijk bekannt ist
(siehe [BS79]). Hier werden in jedem Optimierungsschritt zwei Teilproble-
me gelo¨st: Zuna¨chst wird eine Optimierungsrichtung derart bestimmt, daß
die Lo¨sungen weiterhin zula¨ssig sind und zudem die Zielfunktion verbessert
wird. Dies wird durch die Betrachtung der Gradienten auf der Restriktions-
menge und des Gradienten der Zielfunktion zur aktuellen Lo¨sung erreicht.
Den zweiten Schritt bildet dann die Wahl der Schrittweite entlang der vom
ersten Schritt vorgegebenen Richtung. Fu¨r die Richtungsbestimmung ergibt
sich wiederum ein Lineares Programm, die Schrittweite kann dann mittels
eines Line-Search Verfahrens bestimmt werden.
In beiden Fa¨llen wird ein neuer Ansatz zur Linearisierung der Drehungs-
operation benutzt. Es werden infinitesimale Rotationen betrachtet (siehe
Kapitel 7), die auch in der Physik, hier insbesondere in der klassischen
Mechanik, betrachtet werden. Fu¨r infinitesimale Rotationen wird in dieser
Arbeit eine Hu¨llko¨rpereigenschaft hergeleitet (siehe Abschnitt 7.1, Satz 31),
die u¨berschneidungsfreie Anordnungen trotz der vorgenommenen Linearisie-
rung sicherstellt. Fu¨r diesen Linearisierungsanteil ist daher die Zula¨ssigkeit
der Lo¨sungen implizit gegeben und es muß insbesondere keine gesonderte
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Schrittweitensteuerung erfolgen.
In der Praxis kann vollsta¨ndig auf die Schrittweitensteuerung verzich-
tet werden. Zwar ko¨nnen in den Zwischenlo¨sungen geringfu¨gige Objekt-
u¨berschneidungen auftreten, diese werden aber im folgenden Optimierungs-
schritt beru¨cksichtigt und korrigiert. Durch die in der Praxis zu beobach-
tende Konvergenz des Verfahrens nehmen die Gro¨ße der nichtlinearen Ter-
me und damit auch die Objektu¨berschneidungen im Laufe des Verfahrens
ab. Zudem bewirkt die Hu¨llko¨rpereigenschaft bzw. die Vergro¨ßerung der
Objekte durch die linearisierte Rotationsoperation, daß bei gro¨ßeren Dre-
hungen, und insbesondere hier treten U¨berschneidungen auf, ein gewisses
Spiel in den Ungleichungen entsteht. Der letzte Optimierungsschritt kann
dann mit fixierten Variablen fu¨r die Separationsebenen erfolgen, wodurch
die U¨berschneidungsfreiheit der Lo¨sung sichergestellt ist.
Speziell zur Bestimmung von Separationsebenen innerhalb der in diesem
Kapitel vorgestellten lokalen Optimierungsverfahren ist das Verfahren von
Gilbert-Johnson-Keerthi geeignet (kurz GJK-Algorithmus), welches in Ka-
pitel 5, Abschnitt 5.4 beschrieben wird. Es wird fu¨r die Erzeugung legaler
Startlo¨sungen und nach jedem Optimierungsschritt eingesetzt. Die Sepa-
rationsebenen ko¨nnten zwar auch entsprechend der Variablenbelegung des
Optimierungsschritts angepaßt werden; der Einsatz des GJK-Algorithmus
ist jedoch aus zwei Gru¨nden sinnvoll: Zum einen wird nach jedem Optimie-
rungsschritt eine neue Objektlage innerhalb des linearisierten Hu¨llko¨rpers
bestimmt. Zum anderen liefert der Simplexalgorithmus bindende Separati-
onsebenen zwischen den Objekten, d. h. die Ebenen liegen an beiden Objek-
ten an; eine symmetrische Lage mit
”
Spiel” zwischen den Objekten ist jedoch
fu¨r das Konvergenzverhalten des Gesamtverfahrens vorteilhafter. Der GJK-
Algorithmus ist dabei selbst ein iteratives Verfahren, welches das Distanzpo-
lyeder nur approximiert, wodurch die lokale Struktur der Lo¨sungsfolge sehr
effizient ausgenutzt wird.
Zu gradientenbasierten Ansa¨tzen fu¨r Kompaktierungsprobleme siehe
auch Stoyan [SGR+00, Sto83], wobei hier allerdings keine standardisier-
ten Optimierungsmethoden zum Einsatz kommen. Ein wesentlicher Vor-
teil der beiden in diesem Abschnitt dargestellten Verfahren wird jedoch
darin gesehen, daß ein Ru¨ckgriff auf Methoden der linearen Optimierung
erfolgt, fu¨r die ausgereifte, effiziente und numerisch stabile Implementierun-
gen verfu¨gbar sind.
Dieses Kapitel ist wie folgt gegliedert: In Abschnitt 3.1 wird zuna¨chst
die nichtlineare Formulierung des Anordnungsproblems vorgestellt. Hiervon
wird in Abschnitt 3.2 dann eine linearisierte Darstellung fu¨r das Kompak-
tierungsproblem abgeleitet, die als Grundlage des Verfahrens von Milenko-
vic dient und die in der praktischen Umsetzung des lokalen Optimierungs-
verfahrens verwendet wird. In Abschnitt 3.3 wird die Konvergenz dieses
iterativen Lo¨sungsverfahrens gezeigt, wobei eine maximale Schrittweite fu¨r
die einzelnen Optimierungsschritte als gegeben vorausgesetzt wird. Spezi-
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nij
Pj
piv
Pi
Ri
ti
〈nij,R i piv+ ti ) 〉 - bij ≥ 0
Eij
Abbildung 3.2: Lineare Separation zweier konvexer Polyeder Pi und Pj
elle Mo¨glichkeiten zur Schrittweitenwahl unter dieser Problemformulierung
werden in Abschnitt 3.4 vorgestellt. In Abschnitt 3.5 wird dann das alter-
native Verfahren von Zoutendijk betrachtet, wobei hier auch auf das all-
gemeine Problem der Schrittweitenwahl eingegangen wird. Fu¨r den GJK-
Algorithmus zur Bestimmung von Separationsebenen wird auf Kapitel 5,
Abschnitt 5.4 verwiesen.
3.1 Nichtlineare Formulierung
In diesem Abschnitt wird eine Problemformulierung fu¨r die volumenminima-
le Anordnung konvexer Polyeder mit kubischer Zielfunktion und nichtlinea-
ren Nebenbedingungen angegeben, wobei kontinuierliche Objektdrehungen
beru¨cksichtigt werden. Die Grundlage fu¨r die Formulierung bildet der folgen-
de Satz zur linearen Separierbarkeit von u¨berschneidungsfrei angeordneten
konvexen Mengen (siehe [SW70]):
Satz 5 (Lineare Separierbarkeit [SW70])
Zwei Punktmengen sind linear separierbar genau dann, wenn ihre konvexen
Hu¨llen sich nicht schneiden.
Insbesondere sind also zwei konvexe Polyeder Pi, Pj genau dann u¨ber-
schneidungsfrei angeordnet, wenn es eine Ebene Eij mit Ebenengleichung
〈nij , x〉− bij = 0 gibt, so daß Pi bezu¨glich des Normalenvektors nij vollsta¨n-
dig im positiven Halbraum, Pj jedoch vollsta¨ndig im negativen Halbraum
liegt (siehe Abb. 3.2).
Fu¨r eine Menge konvexer Polyeder P1, . . . , Pk mit festen Positionen kann
dies durch ein Ungleichungssystem mit Vektorvariablen nij ∈ R3 und skala-
ren Variablen bij ∈ R (1 ≤ i 6= j ≤ k) wie folgt ausgedru¨ckt werden:
〈nij , p〉 − bij ≥ 0 ∀p ∈ Pi (3.1)
nij = −nji, bij = −bji (3.2)
‖nij‖ = 1 (3.3)
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Da Ungleichung (3.1) linear in p ist und die konvexe Hu¨lle eines Polyeders
von seinen Ecken aufgespannt wird, ist es ausreichend statt aller Punkte
p ∈ Pi nur die Lage der Ecken piv von Pi zu betrachten. Die Gleichungen
nach (3.2) sind technischer Natur und entsprechen der Lage des Polyeders im
positiven bzw. negativen Halbraum. Gleichung (3.3) ist nur notwendig, um
die triviale Lo¨sung nij = 0, bij = 0 ∀i, j auszuschließen. P1, . . . , Pk sind
genau dann u¨berschneidungsfrei angeordnet, wenn fu¨r das Ungleichungssy-
stem (3.1)-(3.3) eine Lo¨sung existiert.
In der bisherigen Formulierung ist die Position der Polyeder fest vorge-
geben. Wir werden nun Ungleichung (3.1) um Terme erweitern, die Trans-
lationen und Rotationen der Polyeder entsprechen. Fu¨r den Translations-
anteil wird eine Vektorvariable ti ∈ R3 eingefu¨hrt und fu¨r die Rotation eine
Matrixvariable Ri ∈ SO(3) ⊂ R3×3, die einer Rotationsmatrix entspricht.
Die Orthogonalita¨tsforderung Ri ∈ SO(3) la¨ßt sich auf quadratische Terme
zuru¨ckfu¨hren (man betrachte hierzu die Quaternionen-Darstellung von Ro-
tationen in Abschnitt 6.4). Da im folgenden jedoch infinitesimale Drehungen
mit drei unabha¨ngigen Parametern betrachtet werden sollen, wird auf eine
explizite Ausformulierung der Orthogonalita¨tsbedingungen an dieser Stelle
verzichtet. Damit ergibt sich die folgende Separationsungleichung mit ti fu¨r
die Translation und Ri fu¨r die Rotation:
〈nij , Ripiv + ti〉 − bij ≥ 0 ∀piv Ecke von Pi (3.4)
Ri ∈ SO(3)
Man beachte, daß sich in diesen Ungleichungen nun quadratische Terme in
den Variablen nij , Ri und nij , ti ergeben
1. Die Vektoren piv sind hingegen
konstant und geben die beliebig, aber fest gewa¨hlte Ausgangslage der Eck-
punkte an. Aufgrund der unbeschra¨nkten Translationsvariablen existiert fu¨r
das Ungleichungssystem nach (3.4) immer eine Lo¨sung.
Zur Formulierung der Zielfunktion beno¨tigen wir nun noch eine Varia-
ble fu¨r die Ausdehnung der Anordnung in x, y und z-Richtung. Fu¨r diese
La¨ngen fu¨hren wir eine Variable l ∈ R3 ein, wobei die Koordinaten aller
Polygonecken jeweils kleiner als die entsprechende Komponente von l sein
mu¨ssen. Zudem beschra¨nken wir die Lage der Ecken und damit der gesam-
ten Polyeder auf den positiven Oktanten:
0 ≤ Ripiv + ti ≤ l ∀piv Ecke von Pi
Wir fassen die verwendeten Bezeichnungen nochmals zusammen:
1Bem.: Quadratische Programme, kurz QP’s, bezeichnen Formulierungen mit quadra-
tischer Zielfunktion jedoch weiterhin linearen Nebenbedingungen; insbesondere ist die hier
vorgestellte Formulierung also kein QP.
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Objekte und Konstanten:
n Anzahl konvexer Polyeder
P = {P1, . . . , Pn} Menge konvexer Polyeder
mi Anzahl Ecken von Polyeder Pi
piv Ecke/Vertex von Pi
Indizes:
1 ≤ i < j ≤ n Indizes fu¨r Polyeder(-paare)
d ∈ {x, y, z} Index fu¨r Koordinatenrichtung
v ∈ {1, . . . ,mi} Index fu¨r Ecken der Polyeder
Variablen:
ld La¨nge der Anordnung in Richtung d
Ri Rotationsmatrix aus SO(3) zu Polyeder Pi
ti Translation von Pi
nij Normalenvektor der Separationsebene zwischen Pi, Pj
bij Absolute Glieder der Separationsebenen
Insgesamt ergibt sich hiermit die folgende nichtlineare Formulierung des
Anordnungsproblems fu¨r konvexe Polyeder Pi (1 ≤ i 6= j ≤ n):
min lxlylz (3.5)
mit Nebenbedingungen:
0 ≤ Ripiv + ti ≤ l ∀piv Ecke von Pi (3.6)
〈nij , Ripiv + ti〉 − bij ≥ 0 (3.7)
nij = −nji, bij = −bji (3.8)
‖nij‖ = 1 (3.9)
Ri ∈ SO(3) (3.10)
Ri ∈ R3×3, nij , ti, l ∈ R3, bij ∈ R
3.2 Linearisierung der Formulierung
Die Grundidee des Linearisierungsansatzes nach Milenkovic [Mil98a] ist fol-
gende: Ausgehend von gegebenen Anfangswerten werden infinitesimale A¨n-
derungen der Variablen betrachtet. Fu¨r diese betragsma¨ßig sehr kleinen
Werte sind die Terme ho¨herer Ordnung vernachla¨ssigbar und das nichtli-
neare Ungleichungssystem wird in einer hinreichend kleinen Umgebung der
Ausgangslo¨sung beliebig genau durch das linearisierte System approximiert.
Wir erweitern daher jede Variable x um einen differentiellen Term ∆x,
also z. B. ti → ti + ∆ti. Man beachte, daß nunmehr nur die differentiel-
len Terme ∆x als Variablen fu¨r den lokalen Optimierungsschritt betrachtet
werden und die Werte der Variablen x aus dem vorangehenden Optimie-
rungsschritt als konstant angesehen werden.
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Die A¨nderung ∆n des Normalenvektors n der Separationsebene muß zu-
dem senkrecht zu n erfolgen, um eine Auslenkung im Gegensatz zu einer
Streckung von n zu erreichen (Ziel: neigen der Separationsebene). Es er-
geben sich hieraus zusa¨tzliche Orthogonalita¨tsbedingungen der Form 〈∆nij ,
nij〉 = 0. Es wird gezeigt, wie diese Bedingung formal aus der Linearisierung
von Gleichung (3.9) folgt.
Fu¨r die absoluten Glieder b der Separationsebenen kann auf die Sub-
stitution bij → bij + ∆bij verzichtet werden, da diese Variablen nicht in
Termen ho¨herer Ordnung vorkommen und unbeschra¨nkt sind. Diese Eigen-
schaft kann bei einer Implementierung des Verfahrens ausgenutzt werden.
Um infinitesimale Terme und Variablen jedoch einheitlich zu bezeichnen,
wird die Substitution im folgenden vorgenommen.
Infinitesimale Drehungen, die eine Linearisierung orthogonaler Drehungs-
matrizen darstellen, werden in Kapitel 7 formal eingefu¨hrt und ausfu¨hrlich
betrachtet (zur Linearisierung siehe insbesondere die Herleitung von Eigen-
schaft 18 infinitesimaler Rotationen u¨ber Eulersche Winkel; Seite 96). We-
sentlich ist hier die Eigenschaft, daß infinitesimale Drehungen durch drei
voneinander unabha¨ngige Parameter α, β, γ gegeben sind. Damit entfallen
die quadratischen Orthogonalita¨tsbedingungen zwischen den Matrixelemen-
ten von Ri ∈ SO(3). In Kapitel 7, Eigenschaft 18 wird gezeigt, daß jede
infinitesimale Drehung von der Form
∆R =

 1 γ −β−γ 1 α
β −α 1

 .
ist. Zudem wird gezeigt, daß die A¨nderung ∆x eines Vektors x unter einer
infinitesimalen Rotation ∆R durch das Kreuzprodukt ∆x = (α, β, γ)×x ge-
geben ist. Fu¨r den infinitesimalen bzw. differentiellen Drehungsanteil fu¨hren
wir daher eine Variable ∆ri = (α, β, γ) ∈ R3 ein.
Mit diesen differentiellen Anteilen und
.
= als Bezeichnung fu¨r Gleichheit
unter Vernachla¨ssigung infinitesimaler Terme ho¨herer Ordnung, sowie Piv =
Ripiv + ti fu¨r den konstanten Term der Ausgangslage von Ecke piv erhalten
wir aus der Separationsungleichung (3.4):
0 ≤ 〈(nij + ∆nij), (∆RRipiv) + (ti + ∆ti)〉 − (bij + ∆bij)
= 〈(nij + ∆nij), (Piv + ∆ri×Ripiv + ∆ti)〉 − (bij + ∆bij)
= 〈nij , Piv〉+ 〈nij ,∆ri×Ripiv〉+ 〈nij ,∆ti〉 − bij+ (3.11)
〈∆nij , Piv〉+ 〈∆nij ,∆ri×Ripiv〉+ 〈∆nij ,∆ti〉 −∆bij
.
= 〈nij , Piv〉 − bij + 〈∆nij , Piv〉+ 〈∆ri, Ripiv×nij〉+ 〈∆ti, nij〉 −∆bij
Die Orthogonalita¨tsbedingung 〈∆nij , nij〉 = 0 ergibt sich aus der Linea-
risierung von (3.9) durch Subtraktion von 1 auf beiden Seiten der folgenden
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Gleichung:
1 = ‖nij + ∆nij‖
= 〈nij + ∆nij , nij + ∆nij〉 (3.12)
= 〈nij , nij〉+ 2〈∆nij , nij〉+ 〈∆nij ,∆nij〉
.
= 1 + 2〈∆nij , nij〉
Abschließend betrachten wir noch die Linearisierung der kubischen Zielfunk-
tion. Als Linearisierung ergibt sich hier:
(lx + ∆lx)(ly + ∆ly)(lz + ∆lz)
.
= lxlylz + lxly ∆lz + lxlz ∆ly + lylz ∆lx
Da lxlylz ein konstanter Term ist, verbleibt als Zielfunktion: min lxly ∆lz +
lxlz ∆ly + lylz ∆lx. Das Lineare Programm fu¨r einen lokalen Optimierungs-
schritt ist damit wie folgt gegeben (Bezeichnungen der Variablen siehe Seite
36):
min lxly ∆lz + lxlz ∆ly + lylz ∆lx (3.13)
mit Nebenbedingungen:
0 ≤ (∆ri×Ripiv) + (ti + ∆ti) ≤ (l + ∆l) ∀piv Ecke von Pi (3.14)
0 ≤ 〈∆ri, Ripiv×nij〉+ 〈∆ti, nij〉+ 〈∆nij , ti〉 −∆bij + 〈nij , ti〉 (3.15)
∆nij = −∆nji, ∆bij = −∆bji (3.16)
〈∆nij , nij〉 = 0 (3.17)
∆nij ,∆ri,∆ti,∆l ∈ R3, ∆bij ∈ R
3.3 Konvergenzbeweis des lokalen Optimierungs-
verfahrens
In diesem Abschnitt wird gezeigt, daß die iterative Lo¨sung der linearisierten
Problemformulierung gegen ein lokales Optimum des Anordnungsproblems
konvergiert. Der Beweis folgt dabei [BS79] Kapitel 7 Satz 7.2.3.
Hierzu definieren wir zuna¨chst eine Iterationsabbildung I, welche einer
u¨berschneidungsfreien Ausgangslo¨sung v jeweils die Menge aller mo¨glichen
Lo¨sungen des linearisierten Problems zuordnet, die in einem Iterations- bzw.
einem lokalen Optimierungsschritt erreicht werden ko¨nnen. Polyeder werden
hierbei als u¨berschneidungsfrei2 bezeichnet, wenn sie keine gemeinsamen in-
neren Punkte haben; gemeinsame Randpunkte sind wegen der nicht strikten
Formulierung des Ungleichungssystems mit
”
≤” zula¨ssig.
Die Lo¨sungsmenge I(v, εmax) ergibt sich aus der Variation der Schritt-
weite ε in einem Intervall [0, εmax], wobei εmax > 0 fu¨r jede Iteration
2Bezogen auf Anordnungen werden die Begriffe u¨berschneidungsfrei und legal synonym
verwendet
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so gewa¨hlt sei, daß keine U¨berschneidungen zwischen Objekten entstehen
ko¨nnen. Dies ist wegen der Vernachla¨ssigung von Termen ho¨herer Ord-
nung in der linearisierten Formulierung notwendig. Auf die Bestimmung
der Schrittweite wird in diesem Abschnitt nicht na¨her eingegangen; sie wird
zuna¨chst als gegeben vorausgesetzt. Fu¨r die Konvergenzaussage ist es jedoch
insbesondere nicht notwendig εmax gro¨ßtmo¨glich zu wa¨hlen; εmax muß le-
diglich die Legalita¨t der im folgenden Iterationsschritt erzeugten Anordnung
sicherstellen.
Sei Vl ⊂ RN die Menge von Belegungen der Variablen fu¨r Rotationen Ri,
Translationen ti, Normalenvektoren nij und absolute Glieder bij der nichtli-
nearen Formulierung des Anordnungsproblems (N = 3 · (2n+n(n−1)+1)+
n(n + 1)), die legalen Lo¨sungen entsprechen, d. h. die Ungleichungssystem
(3.6)-(3.10) erfu¨llen. Sei zudem Ωlok ⊂ Vl die Menge der lokalen Optima
des Anordnungsproblems. Fu¨r die Variablen ∆x des Linearen Programms
(3.13)-(3.17) wird nun zudem die Schrittweitenbegrenzung −ε ≤ ∆x ≤ ε
eingefu¨hrt.
Definition 5 (Iterationsabbildung I)
I : Vl×R→ Vl
I(v, εmax) := {v˜ | v˜ ist zula¨ssige Lo¨sung des mit Ausgangslo¨sung v und
Schrittweite ε ∈]0, εmax] erzeugten Linearen Programms}
Man beachte, daß v˜ nur zula¨ssige und nicht notwendigerweise Optimallo¨sung
des Linearen Programms sein muß. Sei v0 die Variablenbelegung einer le-
galen Ausgangslo¨sung. Eine Lo¨sungsfolge {vk} wird dann iterativ wie folgt
erzeugt:
vk ∈ Ωlok: Stopp mit lokal optimaler Lo¨sung.
vk 6∈ Ωlok: Wa¨hle beliebiges vk+1 ∈ I(vk, εmax).
Die Zielfunktionswerte f(vk) (entsprechend lxlylz aus (3.5)) sind streng mo-
noton fallend, solange das iterative Verfahren fortgesetzt wird; d. h. es gilt
f(vk) > f(vk+1) fu¨r alle vk 6∈ Ωlok. Denn falls es eine Umgebung von vk mit
f(vk+1) ≥ f(vk) ∀vk+1 ∈ I(vk, εmax) ga¨be, so wa¨re vk ein lokales Optimum
im Widerspruch zu vk 6∈ Ωlok.
Damit ist {vk} beschra¨nkt, liegt also in einer kompakten Teilmenge von
Vl ⊂ RN . Nach dem Satz von Bolzano-Weierstraß besitzt somit jede unend-
liche Folge mindestens einen Ha¨ufungspunkt.
Die Zielfunktion ist stetig u¨ber Vl, da sie ein Polynom in den Kompo-
nenten von l ist, wobei l linear von den wiederum linearen Transformationen
Rotation Ri und Translation ti der Eckpunkte der Polyeder abha¨ngt.
Satz 6
Mit den obigen Bezeichnungen gilt:
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δ
p=q
p qδ δ
Abbildung 3.3: Minimale Separation zweier Polyeder
1. Der Grenzwert jeder konvergenten Teilfolge von {vk} bzw. jeder Ha¨u-
fungspunkt von vk liegt in Ωlok, ist also ein lokales Optimum.
2. f(vk) → f(v) fu¨r ein v ∈ Ωlok
Beweis:
Der Beweis erfolgt in drei Schritten: Wir zeigen zuna¨chst, daß die Menge Vl
abgeschlossen ist. In Schritt 2 wird dann eine spezielle Stetigkeitseigenschaft
der Iterationsabbildung I hergeleitet. Die Konvergenz des Gesamtverfah-
rens wird dann abschließend in Schritt 3 gezeigt.
1. Schritt:
Wir zeigen, daß die Menge Vl abgeschlossen ist, d. h. der Grenzwert v jeder
konvergenten Folge {vk} mit Folgengliedern aus Vl liegt ebenfalls in Vl.
Annahme: Sei v 6∈ Vl, d. h. es gibt eine U¨berschneidung zwischen Poly-
edern; seien dies P und Q. Dann existieren Punkte p, q echt innerhalb von P
bzw. Q, die in der Anordnung v u¨bereinander liegen (vgl. Abb. 3.3). Da p
und q echt innerhalb der Polyeder liegen, existiert ein δ > 0, so daß sowohl
der minimale Abstand von p zum Rand von P als auch von q zum Rand von
Q gro¨ßer gleich δ sind. Fu¨r jede u¨berschneidungsfreie Anordnung vk muß
daher also ‖p − q‖ > 2δ gelten; andererseits gilt ‖p − q‖ = 0 in v. Da der
Abstand ‖p − q‖ stetig von v − vk abha¨ngt, ist dies ein Widerspruch zu v
Grenzwert von vk.
2. Schritt:
Mit der Abgeschlossenheit von Vl zeigen wir nun eine spezielle Stetigkeits-
eigenschaft von I. Sei {vk} eine konvergente Folge in Vl, deren Grenzwert
v kein lokales Optimum sei, d. h. v 6∈ Ωlok. Fu¨r eine beliebige, jedoch als
konvergent vorausgesetzte Wahl von Iterationsnachfolgern wk ∈ I(vk, εmax)
mit Grenzwert w gilt dann: w ∈ I(v, εmax). Formal:
vk ∈ Vl mit vk → v
wk ∈ I(vk, εmax) mit wk → w
}
⇒ w ∈ I(v, εmax) (3.18)
Wegen der Abgeschlossenheit von Vl gilt sowohl v ∈ Vl als auch w ∈ Vl. Wir
betrachten nun die Abstandsfunktion dw(vk, εmax), die jeweils den minima-
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Abbildung 3.4: Konvergenz von I(vk, εmax) gegen w
len Abstand von w zur Menge I(vk, εmax) angibt (vgl. Abb. 3.4):
dw(vk, εmax) := min
w˜∈I(vk,εmax)
‖w − w˜‖
≤‖w − wk‖, da wk ∈ I(vk, εmax) (3.19)
Der Rand von I(vk, εmax) wird durch lineare Restriktionen in den Varia-
blen ∆x mit Parametern vk und εmax gebildet. Der Rand von I(vk, εmax)
a¨ndert sich damit stetig mit vk und εmax. Insbesondere ist also auch die
Abstandsfunktion dw(vk, εmax) stetig.
Da ‖w − wk‖ → 0 (Voraussetzung w Grenzwert von {wk}), muß fu¨r
v → vk wegen Ungleichung (3.19) auch dw(vk, εmax) → 0 gelten. Aus der
Stetigkeit von dw folgt damit dw(v, εmax) = 0. Da die Mengen I(vk, εmax)
abgeschlossen sind (
”
≤”-Restriktionen), folgt daraus w ∈ I(v, εmax), was zu
zeigen war.
3. Schritt:
Es wird nun die Konvergenz des Verfahrens gegen ein lokales Optimum ge-
zeigt. Falls in einer Iteration vk ∈ Ωlok gilt, so wird das Verfahren beendet
und die Aussagen von Satz 6 gelten.
Wir nehmen also an, daß das Verfahren eine unendliche Lo¨sungsfolge
{vk} generiere. Sei {vk}K eine beliebige konvergente Teilfolge mit Grenzwert
v ∈ Vl (diese existiert, da {vk} in einer kompakten Teilmenge des RN liegt).
Wegen der Stetigkeit von f gilt: ∀ε ∃K∈K ∀k≥K, k∈K f(vk)−f(v) < ε.
Damit insbesondere
f(vK)− f(v) < ε . (3.20)
Sei nun k > K beliebig, d. h. nicht notwendig aus K. Da f monoton fallend
u¨ber {vk} ist, gilt
f(vk) < f(vK) ⇔ f(vk)− f(vK) < 0 ∀k > K. (3.21)
Damit folgt:
f(vk)− f(v) =
(3.21)︷ ︸︸ ︷
f(vk)− f(vK) +
(3.20)︷ ︸︸ ︷
f(vK)− f(v) < ε ∀k > K, (3.22)
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das heißt lim
k→∞
f(vk) = f(v). Bleibt zu zeigen, daß v ∈ Ωlok gilt.
Annahme: v 6∈ Ωlok. Wir betrachten nun die Folge {vk+1}K. Diese
hat wiederum eine konvergente Teilfolge {vk+1}K˜⊂K mit Grenzwert v˜ in
Vl. Wegen (3.22) muß f(v˜) = f(v) gelten. Mit der Stetigkeitseigenschaft
(3.18) der Iterationsabbildung I in v folgt aus k ∈ K, vk → v und vk+1 ∈
I(vk, εmax), vk+1 → v˜, daß v˜ ∈ I(v, εmax) gelten muß. Aus v 6∈ Ωlok folgt
damit aber f(v˜) < f(v) im Widerspruch zu lim f(vk) = f(v).
Daher ist also v ∈ Ωlok und Punkt 1 von Satz 6 bewiesen. Punkt 2 folgt
direkt aus Ungleichung (3.22).
¤
3.4 Schrittweitenregulierung
Im vorangehenden Abschnitt mußte die Schrittweite εmax fu¨r den Konver-
genzbeweis so gewa¨hlt werden, daß keine U¨berschneidungen entstehen bzw.
stets legale Lo¨sungen erzeugt werden. In der Praxis ist dies nicht zwingend
erforderlich, da U¨berschneidungen im na¨chsten Optimierungsschritt auto-
matisch beseitigt werden, wobei jedoch die Monotonie der Zielfunktion nicht
notwendigerweise gegeben ist. In diesem Abschnitt sollen daher verschiedene
Ansa¨tze diskutiert werden, wie die Schrittweitensteuerung realisiert werden
kann.
In Abschnitt 7.1 wird mit Satz 31 gezeigt, daß die Linearisierung der Dre-
hungsoperation immer einen Hu¨llko¨rper des urspru¨nglichen Objektes liefert.
Somit ist fu¨r die isoliert betrachteten Rotationsvariablen ∆r keine Schritt-
weitenregulierung notwendig, da stets legale Objekttransformationen abge-
leitet werden ko¨nnen. Die Schrittweitenregulierung erfolgt hier implizit u¨ber
die Minimierung der Zielfunktion.
In Abschnitt 3.2 wurde die Linearisierung (3.11) der Separationsunglei-
chung (3.4) hergeleitet. Es werden nun die beiden quadratischen Terme
na¨her betrachtet, die in (3.11) vernachla¨ssigt werden:
1. 〈∆nij ,∆ti〉
2. 〈∆nij ,∆ri×Riv〉
Hieraus folgt, daß bei Schrittweite 0 fu¨r ∆nij (der Neigung der Separations-
ebene), stets legale Lo¨sungen erzeugt werden, da die beiden quadratischen
Terme verschwinden. Der Normalenvektor der Separationsebene nij bleibt
in diesem Fall konstant; die Rotationen ∆ri und Translationen ∆ti der Po-
lyeder sind jedoch weiterhin variabel. Ebenso kann fu¨r ∆ri,∆ti gemeinsam
Schrittweite 0 gefordert werden, d. h. Rotation und Translation der Objekte
werden konstant gehalten. In diesem Fall ist dann die Schrittweite fu¨r ∆nij
unbegrenzt.
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Der quadratische Term 〈∆nij ,∆ti〉 verschwindet zudem, falls ∆ti = λnij
gefordert wird. Dies folgt direkt aus der Orthogonalita¨tsbedingung (3.17)
〈∆nij , nij〉 = 0.
Den zweiten Term betrachten wir nun in der a¨quivalenten Form 〈Riv,
∆nij×∆ri〉. Wird hier ∆nij = λ∆ri gefordert, so verschwindet das Kreuz-
produkt der beiden Variablen und damit der gesamte Term. Anschaulich
bedeutet dies, daß die Drehachse ∆ri der infinitesimalen Rotation parallel
zur Auslenkung des Normalenvektors der Separationsebene verla¨uft.
Falls Ungleichung (3.4) in der Ausgangslo¨sung fu¨r den Optimierungs-
schritt keine bindende Restriktion ist, d. h. es gilt 〈nij , Ripiv + ti〉 − bij > 0,
so ko¨nnen fu¨r ∆nij ,∆ri und ∆ti echt positive Schrittweiten bestimmt wer-
den, so daß der Betrag der beiden nichtlinearen Terme echt kleiner als der
Schlupf der Ungleichung ist. Man beachte hierzu, daß die Schlupfvaria-
blen am Ende des Simplexverfahrens ohne zusa¨tzlichen Rechenaufwand zur
Verfu¨gung stehen.
Fu¨r die bindenden Restriktionen, d. h. (3.4) stellt eine Gleichung dar,
mu¨ssen die linearen Restriktionen (3.11) zuna¨chst noch weiter auf den Be-
reich der zula¨ssigen Lo¨sungen eingeschra¨nkt werden. Die Wahl von zula¨s-
sigen Richtungen und entsprechenden Schrittweiten werden im folgenden
Abschnitt u¨ber das Verfahren von Zoutendijk behandelt.
3.5 Nichtlineare Optimierung: Verfahren von
Zoutendijk
In diesem Abschnitt wird das Verfahren von Zoutendijk vorgestellt, welches
ein lokales Optimierungsverfahren zur Lo¨sung nichtlinearer Programme ist.
Dies stellt zum einen eine eigensta¨ndige Alternative zu dem in Abschnitt
3.2 vorgestellten Linearisierungsansatz nach Milenkovic dar. Zum anderen
wurde im Konvergenzbeweis zu diesem Linearisierungsansatz die Schrittwei-
tenwahl als gegeben vorausgesetzt. Die Wahl der Schrittweite wird nun im
Zusammenhang mit der Wahl von zula¨ssigen Optimierungsrichtungen am
Ende dieses Abschnittes na¨her behandelt.
Das Grundprinzip des Verfahrens ist wie folgt: In jedem Optimierungs-
schritt werden zwei Teilprobleme gelo¨st. Zuna¨chst wird eine zula¨ssige Opti-
mierungsrichtung bestimmt, welche zudem die Zielfunktion verbessert (ver-
bessernde, zula¨ssige Richtung). Das zweite Teilproblem besteht dann in
der Festlegung der Schrittweite entlang dieser Richtung. Da die Richtung
bereits vorgegeben ist, ist die Bestimmung der Schrittweite ein eindimensio-
nales Line-Search-Problem, welches mit Standardmethoden gelo¨st werden
kann.
Fu¨r das Verfahren von Zoutendijk betrachten wir nichtlineare Program-
me der folgenden Form: Sei f : RN → R die zu minimierende Zielfunk-
tion. Ferner sei wie in Abschnitt 3.3 eingefu¨hrt Vl ⊂ RN die Menge der
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zula¨ssigen Lo¨sungen. Diese sei durch ein Ungleichungssystem gi(x) ≤ 0
mit m Ungleichungen gegeben und I = {1, ...,m} die Indexmenge, d. h.
Vl = {v | gi(v) ≤ 0 ∀i ∈ I}. Zielfunktion und Ungleichungen ko¨nnen nicht-
linear sein, werden jedoch als differenzierbar u¨ber Vl vorausgesetzt
3. Dies
ist fu¨r die Formulierung des Anordnungsproblems nach (3.5)-(3.10) gegeben.
Wir betrachten nun also das folgende Programm:
min f(x) (3.23)
mit Nebenbedingungen:
gi(x) ≤ 0 ∀i ∈ I (3.24)
Definition 6 (verbessernde, zula¨ssige Richtung)
Ein Vektor dv ∈ RN r{0} heißt zula¨ssige Richtung in v ∈ Vl, wenn ein δ > 0
existiert, so daß fu¨r alle λ ∈ [0, δ] folgt v + λdv ∈ Vl. dv heißt verbessernde,
zula¨ssige Richtung, wenn zudem f(v + λdv) < f(v) gilt.
Sei I¯v ⊂ I die Menge der bindenden Restriktionen einer zula¨ssigen
Lo¨sung v ∈ Vl, d. h. I¯v = {i ∈ I | gi(v) = 0}.
Satz 7
Sei v ∈ Vl eine zula¨ssige Lo¨sung des nichtlinearen Programms (3.23)-(3.24)
und I¯v die Menge der bindenden Restriktionen. Falls ∇f(v) dv < 0 und
∇gi(v) dv < 0 ∀i ∈ I¯v, dann ist dv eine verbessernde, zula¨ssige Richtung.
Beweis:
Wir betrachten zuna¨chst gi mit i 6∈ I¯v. Aus der Differenzierbarkeit folgt
Stetigkeit in v und damit folgt aus gi(v) < 0, daß gi(v + λdv) ≤ 0 fu¨r
hinreichend kleines λ > 0.
Fu¨r gi mit i ∈ I¯v folgt
gi(v + λdv) = gi(v) + λ∇gi(v) dv + λ‖dv‖α(v, λdv) (3.25)
mit α(v, λdv) → 0 fu¨r λ → 0. Aus ∇gi(v) dv < 0 folgt damit gi(v + λdv) <
gi(v) ≤ 0 fu¨r hinreichend kleines λ > 0. Somit ist dv eine zula¨ssige Richtung.
Mit dem gleichen Argument folgt f(v + λdv) < f(v) aus ∇f(v) dv < 0
und somit ist dv eine verbessernde, zula¨ssige Richtung.
¤
3Es genu¨gt Differenzierbarkeit jeweils u¨ber der Menge I¯ der bindenden Restriktionen
der tatsa¨chlich erzeugten Zwischenlo¨sungen zu fordern und Stetigkeit von gi(v) fu¨r i ∈
I r I¯.
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Um eine verbessernde, zula¨ssige Richtung zu bestimmen, wird das fol-
gende Lineare Programm gelo¨st:
min s (3.26)
mit Nebenbedingungen:
∇f(v) d− s ≤ 0 (3.27)
∇gi(v) d− s ≤ 0 ∀i ∈ I¯ (3.28)
− 1 ≤ dj ≤ 1 ∀j ∈ {1, . . . , N} (3.29)
Man beachte, daß dies eine lineare Formulierung in der skalaren Variablen
s und der Vektorvariablen d ist. Die Zielfunktion bzw. Schlupfvariable s
ist genau dann gleich Null, wenn das strikte Ungleichungssystem ∇f(v)d <
0,∇gi(v)d < 0 keine Lo¨sung besitzt. In diesem Fall gilt s = 0, d = 0 und v
ist ein lokales Optimum. Falls das strikte Ungleichungssystem eine Lo¨sung
hat, so ist der Zielfunktionswert durch die Normalisierungsbedingung −1 ≤
dj ≤ 1 beschra¨nkt.
Nachdem eine verbessernde, zula¨ssige Richtung festgelegt ist (d. h. dv 6=
0, muß nun noch die zugeho¨rige Schrittweite λ > 0 bestimmt werden. Dies
stellt ein eindimensionales Line-Search-Problem der folgenden Art dar:
min f(v + λdv) (3.30)
mit Nebenbedingungen:
0 ≤ λ ≤ εmax (3.31)
Hierbei ist εmax = sup{λ | gi(v + λdv) ≤ 0 ∀i ∈ I}, was im allgemei-
nen ebenfalls Line-Search Probleme darstellt. Fu¨r das hier betrachtete An-
ordnungsproblem mit linearisierter Drehungsoperation (man beachte hierzu
nochmals, daß fu¨r die linearisierten Drehungsvariablen ∆r keine Schritt-
weitensteuerung notwendig ist) sind die Restriktionen gi jedoch ho¨chstens
quadratisch, womit eine analytische Lo¨sung mo¨glich ist.
Kapitel 4
Verbindung von globaler und
lokaler Optimierung
In diesem Kapitel wird aufgezeigt, wie sich die Methoden der globalen und
lokalen Optimierung zusammenfu¨hren lassen. Die Basis fu¨r die in Kapitel
2 eingefu¨hrten globalen Optimierungsverfahren bilden Distanzpolyeder, aus
denen Separationsebenen abgeleitet werden. Als Alternative zur Bestim-
mung der Distanzpolyeder aus der Minkowski-Summe von Polyedern wird
in Abschnitt 5.3 das Konzept der P-Spuren eingefu¨hrt. Diese sind u¨ber den
Schnitt der Winkelbereiche von Randobjekten definiert. Abb. 4.1 zeigt die
P-Spuren PA,PB zweier Polygone. Hier entspricht der Winkelbereich einer
Kante jeweils dem nach außen gerichteten Normalenvektor und der Winkel-
bereich einer Ecke dem zwischen den beiden inzidenten Kanten liegenden
roten Bereich. Die formale Definition von Winkelbereichen dreidimensiona-
ler Objekte erfolgt in Abschnitt 5.3.1, Definition 141.
Wesentlich ist die Feststellung, daß sich bei kontinuierlichen Drehungen
der Objekte die Topologie der Distanzpolyeder bzw. P-Spuren nur an end-
lich vielen Punkten a¨ndert. Diese A¨nderungen ergeben sich genau dann,
wenn ein Normalenvektor einer Kante (in R2) bzw. Fla¨che (in R3) den Win-
kelbereich einer Ecke verla¨ßt. Die Distanzpolyeder mit identischer topologi-
1Aus Def. 14 ergeben sich offene Mengen fu¨r Eckenwinkelbereiche, um insgesamt dis-
junkte Winkelbereiche zu erzeugen. Um die Anzahl der A¨quivalenzklassen klein zu halten,
werden hier jedoch halboffene Mengen fu¨r Eckenwinkelbereiche betrachtet, die einen der
Normalenvektoren enthalten
a
b
c
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B
Abbildung 4.1: Winkelbereiche von P-Spuren
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Abbildung 4.2: A¨quivalenzklassen von Distanzpolyedern
scher Struktur werden zu A¨quivalenzklassen zusammengefaßt und zu jeder
A¨quivalenzklasse wird jeweils ein Repra¨sentant ausgezeichnet. Das Optimie-
rungsverfahren ist so strukturiert, daß eine global optimale Lo¨sung auf der
Menge der Repra¨sentanten gefunden wird, deren Drehwinkel durch die im-
plizite lokale Optimierung angepaßt werden kann. Durch die implizite lokale
Optimierung innerhalb der A¨quivalenzklassen werden somit kontinuierliche
Objektdrehungen mo¨glich.
Die folgenden Abschnitte 4.1 und 4.2 fu¨hren die wesentlichen Elemente
der global-lokalen Problemformulierung ein. In Abschnitt 4.3 werden daran
anschließend alternative Optimierungsmethoden diskutiert.
4.1 A¨quivalenzrelation auf Distanzpolyedern
Wir betrachten zuna¨chst Abb. 4.1 und Abb. 4.2, um die Unterteilung in
A¨quivalenzklassen zu motivieren. Betrachtet werden ein Dreieck (mit Nor-
malenvektoren der Kanten) und ein Quadrat (mit Winkelbereichen der Ecken),
wobei die Randelemente mit Ziffern bzw. Buchstaben markiert sind und das
Dreieck im Uhrzeigersinn gedreht wird. In der Ausgangskonfiguration steht
Kante 2 senkrecht und der Normalenvektor liegt im Winkelbereich (b, c) des
Quadrates. Beim ersten Drehungsschritt tritt der Normalenvektor von Kan-
te 3 in den Winkelbereich (c, d) ein und schließlich verla¨ßt der Normalenvek-
tor 1 den Winkelbereich (d, a). Hierzu ist jeweils das entsprechende Distanz-
polyeder dargestellt, wobei dessen Topologie zwischen diesen U¨berga¨ngen
gleich bleibt. Die A¨quivalenzklassen ko¨nnen auch mit den Kantenfolgen
(1ab23cd), (1ab2c3d), (a1b2c3d) bezeichnet werden. In Abbildung 4.3 sind
alle A¨quivalenzklassen mit jeweils einem Repra¨sentanten zusammengefaßt.
Da im dreidimensionalen Raum keine kanonische Reihenfolge der Kanten ge-
geben ist, muß die Bezeichnung der A¨quivalenzklassen in diesem Fall u¨ber die
erzeugenden Objektpaare der Ursprungspolyeder PA,PB erfolgen. In Ab-
schnitt 5.3.1 auf Seite 75 in (5.13)-(5.15) sind die Paare definiert, die jeweils
Randobjekte von PA,B erzeugen. Fu¨r die Bildung der A¨quivalenzklassen ist
nur die Menge FA,B der Fla¨chen entscheidend, da die Mengen EA,B,KA,B
der Ecken und Kanten damit implizit festgelegt sind. Zwei Distanzpolyeder
sind topologisch a¨quivalent genau dann, wenn die Mengen der erzeugenden
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Abbildung 4.3: Repra¨sentanten der A¨quivalenzklassen von Distanzpolyedern
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nab
(ai + bj)~    ~
(ai+1+ bj)~ ~
sablk
v:=R vv +t v~mit
Abbildung 4.4: Facette des Distanzpolyeders mit erzeugenden Eckpunkten
Objektpaare {(f, v)} ∪ {(ea, eb)} aus FA,B identisch sind.
4.2 Herleitung der Separationsungleichung
Im folgenden sei nun fu¨r ein Objektpaar PA, PB eine A¨quivalenzklasse des
Distanzpolyeders vorgegeben, d. h. die relative Orientierung oab der Objekte
wird innerhalb der Grenzen dieser Klasse festgelegt. Dies kann wie in Kapitel
2 wegen der endlichen Anzahl von Klassen u¨ber Entscheidungsvariablen oabl
realisiert werden (l wird als neuer Index fu¨r die A¨quivalenzklasse verwendet).
Die Objektseparation erfolgt ebenfalls wie in Abschnitt 2.1 u¨ber die Lage
des Referenzpunktes von PB im positiven Halbraum einer Facette sablk des
Distanzpolyeders. Das zugeho¨rige Ungleichungssystem muß nun jedoch die
variable Orientierung der Facette beru¨cksichtigen, so daß sich wie bei der
lokalen Optimierung in Kapitel 3 zuna¨chst ein exaktes, jedoch nichtlineares
Ungleichungssystem ergibt. Dieses wird nun fu¨r den zweidimensionalen Fall
hergeleitet und kann auf den dreidimensionalen Fall u¨bertragen werden.
Es seien zwei Polygone PA, PB gegeben. Die Ecken von PA seien mit
{a1, . . . , an} fu¨r eine beliebig, aber fest gewa¨hlte Orientierung gegeben. Die
Ecken von PB seien entsprechend {b1, . . . , bm}, wobei die Ausgangslage von
B derart gewa¨hlt ist, daß sie in der Mitte des durch die Entscheidungsva-
riable oabl festgelegten Winkelbereiches liegt. Sei αab die Gesamtgro¨ße des
Winkelbereiches, dann ergibt sich eine Drehung von maximal αab/2 zu je-
der Seite. Mit Ra, Rb fu¨r die Drehungen von PA, PB ergibt sich daraus die
folgende Restriktion fu¨r einen beliebig aber fest gewa¨hlten Einheitsvektor e:
cos
αab
2
≤ 〈Rae,Rbe〉 (4.1)
Wie in der Formulierung des lokalen Optimierungsverfahrens bezeichne
ta die Translation von Polyeder A. Fu¨r die transformierten Eckpunkte der
Polygone fu¨hren wir zur Abku¨rzung die Notation a˜i ein, sowie rab fu¨r die
Lage des Referenzpunktes von B relativ zu A:
a˜i := (Raai + ta) (4.2)
rab := tb − ta (4.3)
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e
ϕe⊥
αab
2
Abbildung 4.5: Linearisierung zweidimensionaler Rotationen
Sei nun die Entscheidungsvariable sablk fu¨r eine Facette des Distanzpo-
lyeders festgelegt, wobei die Facette von einer Kante (ai, ai+1) von PA und
einer Ecke bj von Polygon PB erzeugt sei (siehe hierzu auch Abb. 4.4). Die
Topologie ist dabei durch die Entscheidungsvariable oabl vorgegeben und die
Facette des Distanzpolyeders ist durch die Eckpunkte
(a˜i + b˜j) und (a˜i+1 + b˜j)
definiert. Da die Verschiebungsanteile ta und b˜j in beiden Punkten enthalten
sind, werden sie zur Berechnung des Normalenvektors nab nicht beno¨tigt.
Der Normalenvektor der Facette ergibt sich somit wie folgt2:
nab := Ra(ai+1 − ai)⊥ . (4.4)
Da der Punkt a˜i + b˜j auf dieser Kante liegt, erhalten wir als absolutes Glied
der Geradengleichung
dab = 〈nab, a˜i + b˜j〉 . (4.5)
Die Separationsungleichung der Polygone A,B lautet damit:
〈nab, rab〉 − dab ≥ 0 . (4.6)
Da nab, rab, a˜i, b˜j jeweils Variablen sind (sie enthalten Rotationsvaria-
blen Rv oder Translationsvariablen tv), ergeben die beiden Skalarprodukte
quadratische Terme. Wir betrachten nun die Linearisierung des Unglei-
chungssystems. Der Matrixdarstellung einer zweidimensionalen Drehung
eines Punktes p um den Winkel α(
cosα − sinα
sinα cosα
)(
p1
p2
)
(4.7)
entspricht mit R = (cosα, sinα) die im folgenden verwendete Vektormulti-
plikation
R · p := (R1p1 −R2p2, R1p2 +R2p1) . (4.8)
2v⊥ := (−v2, v1) ist der zu v = (v1, v2) senkrechte Vektor
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Die Linearisierung zweidimensionaler Rotationen eines Vektors e wird durch
einen senkrechten Anteil e⊥, wie in Abb. 4.5 dargestellt, realisiert. Das Bild
eines normierten Vektors e unter einer infinitesimalen Drehung wird also
durch e+ ϕe⊥ approximiert.
Wie in Kapitel 3 werden die Variablen fu¨r Rotation und Translation der
Objekte in einen konstanten Anteil Ra, ta und einen linearisierten, variablen
Anteil ∆Ra,∆ta aufgeteilt. Fu¨r ∆Ra ergibt sich mit der oben eingefu¨hrten
Linearisierung ∆Ra = ϕaR
⊥
a . Fu¨r transformierte Eckpunkte erhalten wir
damit insgesamt
a¯i := (Ra + ∆Ra) · ai + (ta + ∆ta)
= Ra · ai + ta + ∆Ra · ai + ∆ta
= a˜i + ∆Ra · ai + ∆ta (4.9)
Linearisierte Variablen und Terme x werden im folgenden immer mit x¯ ge-
kennzeichnet. Fu¨r die Beschra¨nkung des Winkelbereiches der relativen Ob-
jektlage oabl auf ±αab/2 nach Ungleichung (4.2) ergibt sich in der lineari-
sierten Form mit ϕab = ϕa − ϕb
− tan αab
2
≤ ϕab ≤ tan αab
2
. (4.10)
Fu¨r den Normalenvektor n¯ab der Facette des Distanzpolyeders erhalten wir
in linearisierter Form:
n¯ab := (Ra + ∆Ra) · (ai+1 − ai)⊥ (4.11)
Damit ergibt sich die folgende linearisierte Form der Separationsungleichung
4.6 (die Vorzeichen −r¯ab und +d¯ab wurden zur Vereinfachung der Rechnung
gewa¨hlt):
〈n¯ab,−r¯ab〉+ d¯ab = 〈n¯ab, t¯a − t¯b〉+ 〈n¯ab, a¯i + b¯j〉
= 〈n¯ab, ta + ∆ta − tb −∆tb〉+
〈n¯ab, Ra · ai + ta + ∆Ra · ai + ∆ta〉+
〈n¯ab, Rb · bj + tb + ∆Rb · bj + ∆tb〉
= 〈n¯ab, Ra · ai + 2ta +Rb · bj〉+
〈n¯ab,∆Ra · ai + 2∆ta + ∆Rb · bj〉)
4.13ff
= 〈Ra · (ai+1 − ai)⊥, 2ta +Rb · bj〉+ 2〈ai, a⊥i+1〉+
〈Ra ·(ai+1 − ai)⊥,∆Ra ·ai + 2∆ta + ∆Rb ·bj〉+
〈∆Ra · (ai+1 − ai)⊥, Ra · ai + 2ta +Rb · bj〉
(4.12)
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Es folgen Nebenrechnungen zu den Teiltermen von 4.12:
〈n¯ab, Ra · ai + 2ta +Rb · bj〉
= 〈Ra · (ai+1 − ai)⊥, Ra · ai + 2ta +Rb · bj〉+
〈∆Ra · (ai+1 − ai)⊥, Ra · ai + 2ta +Rb · bj〉
= 〈Ra · (ai+1 − ai)⊥, 2ta +Rb · bj〉+ 〈ai, a⊥i+1〉+
〈∆Ra · (ai+1 − ai)⊥, Ra · ai + 2ta +Rb · bj〉
(4.13)
Nebenrechnung zu 〈n¯ab,∆Ra · ai〉:
〈n¯ab,∆Ra · ai〉 = 〈Ra · (ai+1 − ai)⊥,∆Ra · ai〉+
〈∆Ra · (ai+1 − ai)⊥,∆Ra · ai〉
= 〈Ra · (ai+1 − ai)⊥,∆Ra · ai〉+ 〈ai, a⊥i+1〉
(4.14)
Nebenrechnung zu 〈n¯ab,∆ta〉:
〈nab, 2∆ta〉 = 〈Ra · (ai+1 − ai)⊥, 2∆ta〉+ 0 (4.15)
Nebenrechnung zu 〈n¯ab,∆Rb · bj〉:
〈n¯ab,∆Rb · bj〉 = 〈Ra · (ai+1 − ai)⊥,∆Rb · bj〉+ 0 (4.16)
Fu¨r den praktischen Einsatz ist jedoch die Komplexita¨t dieses Verfahrens
zu beachten. Es seien n Objekte gegeben und mit oij sei jeweils die An-
zahl relativer Objektorientierungen bzw. A¨quivalenzklassen von Distanzpo-
lyedern mit gleicher Topologie bezeichnet. Zuna¨chst erhalten wir fu¨r die
Anzahl mo¨glicher Objektorientierungen das Produkt der paarweisen Ori-
entierungen, d. h. O(n2) Faktoren (wobei allerdings einige Kombinationen
ausgeschlossen sind):
∏
1≤i<j≤n oij . Zudem sind bei festgelegter Orientie-
rung jeweils sijk Facetten des zugeordneten Distanzpolyeders zu betrachten,
womit sich insgesamt ergibt: ∏
1≤i<j≤n
(
∑
1≤k≤oij
sijk)
Es wird hier schon im zweidimensionalen Fall notwendig sein, ein hierarchi-
sches Konzept und eine Zusammenfassung bzw. Vergro¨berung der Distanz-
polyeder zu betrachten.
4.3 Alternative Optimierungsmethoden
In dieser Arbeit werden Methoden der ganzzahligen Linearen Programmie-
rung zur Formulierung und Optimierung der ra¨umlichen Anordnungspro-
bleme verwendet. In den folgenden Abschnitten werden die Unterschiede,
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sowie Vor- und Nachteile von zwei alternativen Verfahren diskutiert, die zur
Lo¨sung kombinatorischer Optimierungsprobleme eingesetzt werden ko¨nnen:
Constraint Programming und Simulated Annealing.
4.3.1 Constraint Programming
Zuna¨chst werden ganzzahlige Lineare Programmierung (ILP) und Finite Do-
main Constraint Programming (CP(FD)) auf einer gemeinsamen Sprachba-
sis eingefu¨hrt, anhand derer die Unterscheidung zwischen den Verfahren
herausgestellt werden kann. Die Grundidee zu dieser Darstellung ist [BK98]
entnommen. Als gemeinsame Sprachbasis wird formal die Pra¨dikatenlogik
erster Ordnung betrachtet. Eine Sprache ist hier durch eine Signatur Σ =
(F, P ) definiert, wobei F eine Menge von Funktionssymbolen und P ei-
ne Menge von Pra¨dikaten mit gegebener Stelligkeit ist. Funktionssymbole
der Stelligkeit 0 entsprechen Konstanten. Zudem werden Variablensymbole
V = {x1, x2, . . .} und Terme ti eingefu¨hrt. Ein Term t ist dabei rekur-
siv definiert, wobei eine einzelne Variable, Konstante oder Term jeweils ein
gu¨ltiger Term sind und falls f ein n-stelliges Funktionssymbol ist, so ist
f(t1, . . . , tn) ebenfalls ein zula¨ssiger Term. Der Wertebereich der Variablen
ist fu¨r Finite Domain Constraint Programming auf diskrete, endliche Men-
gen eingeschra¨nkt, so daß hier zur einheitlichen Darstellung die rationalen
Zahlen Q, bzw. geeignete Teilmengen hiervon, gewa¨hlt werden.
Die Menge der Funktionssymbole wird mit F = {0, 1,+,−, ·,÷, [], [e, l]}
fu¨r ganzzahlige Lineare Programmierung und Constraint Programming iden-
tisch gewa¨hlt ([] entspricht der leeren Liste und [e, l] der Konstruktion einer
Liste aus Element e und einer bestehenden Liste l). Die Menge der Pra¨dikate
wird fu¨r ILP und CP(FD) unterschiedlich festgelegt:
PILP = {≤,≥,=, ganzzahlig}
PCP (FD) = {≤,≥,=, 6=, <,>, ganzzahlig, verschieden, genau eine}
Fu¨r die ganzzahlige Lineare Programmierung ergeben sich damit die beiden
folgenden Mengen von arithmetischen und Ganzzahligkeitsbedingungen:
AILP =
{∑
i∈I
ai · xi C b | ai, b ∈ Q, xi ∈ V, C ∈ {≤,≥,=}
}
GILP = {ganzzahlig([x1, . . . , xn])}
Fu¨r Constraint Programming wird neben arithmetischen und Ganzzahlig-
keitsbedingungen zusa¨tzlich eine Menge symbolischer Restriktionen einge-
fu¨hrt. Dies spiegelt wider, daß Constraint Programming Systeme im Zusam-
menhang mit ho¨heren Modellierungssprachen betrachtet werden und insbe-
sondere fu¨r die Beschreibung kombinatorischer Problemstellungen ma¨chtige
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Sprachkonstrukte zur Verfu¨gung stellen:
ACP (FD) ={
∑
i∈I
ai · xi C b | ai, b ∈ Q, xi ∈ V, C ∈ {≤,≥,=, 6=, <,>}}∪
{xi C xj |xi, xj ∈ V, C ∈ {≤,≥,=, 6=, <,>}}
GCP (FD) = {ganzzahlig([x1, . . . , xn])}
SCP (FD) = {verschieden([x1, . . . , xn]), genau eine([x1, . . . , xn])}
Die hier gewa¨hlten symbolischen Restriktionen haben dabei folgende Bedeu-
tung: verschieden([x1, . . . , xn]) besagt, daß fu¨r je zwei Variablen der Liste
xi 6= xj gelten muß, entspricht also einer quadratischen Anzahl arithmeti-
scher xi 6= xj Restriktionen. genau eine([x1, . . . , xn]) dru¨ckt aus, daß genau
eine der Variablen xi der Liste einen Wert ungleich 0 annehmen muß; dies
entspricht z. B. der Auswahl genau einer 0/1-Entscheidungsvariable, wie bei
den globalen Optimierungsverfahren in Kapitel 2 gefordert. Die verfu¨gbaren
Constraint Programming Systeme enthalten eine sehr viel gro¨ßere Anzahl
vordefinierter symbolischer Restriktionen. Wesentlich ist hierbei, daß fu¨r
jede einzelne, isoliert betrachtete symbolische Restriktion immer effizien-
te Lo¨sungsverfahren existieren mu¨ssen. Man beachte zudem, daß wegen
der endlichen Wertemengen fu¨r die Variablen arithmetische Restriktionen
der Form xi < xj sinnvoll sind und zu gegebenem xi einen eindeutigen
kleinstmo¨glichen Wert fu¨r xj definieren.
Aus rein deklarativer Sicht stellt CP(FD) damit zuna¨chst die ma¨chti-
geren Werkzeuge zur Verfu¨gung, da die Sprache eine echte Obermenge des
Sprachumfangs von ILP ist. Wir betrachten nun die operationelle Semantik
dieser Sprachkonstrukte und fu¨hren hierzu eine Unterscheidung zwischen
primitiven und nicht primitiven Sprachelementen ein. Die Grundidee ist,
daß Probleme mit ausschließlich primitiven Sprachkonstrukten einfach, d.
h. in polynomieller Zeit, gelo¨st werden ko¨nnen, Probleme mit nicht primiti-
ven Sprachkonstrukten jedoch schwierig sind und ggf. mehr als polynomielle
Laufzeiten erfordern.
Fu¨r ILP gilt
PrimILP = AILP
NPrimILP = GILP
Die nicht primitiven Restriktionen von ILP sind also gerade die Ganzzah-
ligkeitsbedingungen. Werden diese aus einer Problemdefinition entfernt, so
ergibt sich die lineare Relaxierung. Die arithmetischen Restriktionen sind
hingegen primitiv, ko¨nnen also global, und nicht nur isoliert bzw. lokal be-
trachtet, effizient gelo¨st werden.
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Fu¨r CP(FD) kann z. B. gewa¨hlt werden
PrimCP (FD) = GCP (FD) ∪
{xi ≤ u, xi ≥ l, xi 6= c, xi = xj |xi ∈ V ; u, l, c ∈ Z}
NPrimCP (FD) = alle restlichen Sprachelemente .
Fu¨r CP(FD) sind also insbesondere die Ganzzahligkeitsbedingungen primiti-
ve Constraints, dafu¨r fallen hingegen allgemeine arithmetische Bedingungen
unter die nicht primitiven Sprachelemente. Fu¨r eine vertiefte Darstellung
wird auf Bockmayer, Kasper
”
Branch-and-Infer: A Unifying Framework for
Integer and Finite Domain Constraint Programming [BK98]” und Barth,
Bockmayer
”
Modelling Mixed-Integer Optimization Problems in Constraint
Logic Programming [BB98]” verwiesen.
Hier sollen nur einige Schlußfolgerungen fu¨r die in dieser Arbeit betrach-
teten Anordnungsprobleme abgeleitet werden. Das Kompaktierungspro-
blem bei festgelegten Entscheidungsvariablen fu¨r die relative Objektlage,
siehe Abschnitt 2.3, ist eine reine LP-Formulierung, d. h. ohne Ganzzah-
ligkeitsbedingung. Die enthaltenen Variablen der Objekttranslationen sind
in natu¨rlicherweise kontinuierlich und nicht auf eine endliche Menge, d. h.
Finite Domain, eingeschra¨nkt. Fu¨r diesen Problembereich sind also die LP-
Methoden mit ihrer globalen Lo¨sungsfa¨higkeit der Restriktionsmenge der
geeignete Ansatz.
Fu¨r die Festlegung der Entscheidungsvariablen und den kombinatori-
schen Anteil bei der Festlegung von Anordnungsgraphen und -klassen, sind
hingegen Constraint Programming Methoden ein durchaus geeignetes Hilfs-
mittel. Da fu¨r diese Arbeit jedoch keine integrierten Systeme fu¨r ILP und
CP(FD) zur Verfu¨gung standen, wurde der kombinatorische Anteil, d. h.
die Branching-Strategie, separat implementiert und nur fu¨r den LP-Anteil
entsprechende Lo¨ser eingesetzt. Insgesamt erscheinen die in dieser Arbeit be-
trachteten Anordnungsprobleme also als interessante Benchmark-Probleme
fu¨r kombinierte ILP/CP(FD)-Systeme, wie sie z. B. mit der ILOG Concert
Technology jetzt verfu¨gbar werden.
Der reine CP(FD) Ansatz von Ribeiro, Carravilla und Oliveira in
”
App-
lying Constraint Logic Programming to the Resolution of Nesting Problems
[RCO99]” (polygonale 2D-Objekte ohne Rotation) u¨ber ein Raster zula¨ssiger
Anordnungspunkte in der Ebene, erscheint mir nicht weiterfu¨hrend und ins-
besondere fu¨r den ho¨herdimensionalen Fall der dreidimensionalen Anord-
nungsprobleme nicht sinnvoll einsetzbar. Dieses Vorgehen ist von der Mo-
dellierung des Anordnungsraumes her vergleichbar mit Beasley
”
An Exact
Two-Dimensional Non-Guillotine Cutting Tree Search Procedure [Bea85]”.
Hier werden nur quaderfo¨rmige Objekte betrachtet, wobei sich die Modellie-
rung fu¨r dreidimensionale Bin-Packing Probleme aber schon als nicht mehr
zielfu¨hrend erwiesen hat (vgl. [FS97b]).
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4.3.2 Simulated Annealing
Simulated Annealing ist ein stochastisches Optimierungsverfahren, welches
auf eine sehr breite Klasse von Problemen angewandt werden kann, da es
einzig die Auswertung der Zielfunktion zu einer Konfiguration beno¨tigt und
ein sogenanntes Move-Set, um die aktuelle Konfiguration lokal zu vera¨ndern.
Ableitungen der Zielfunktion oder der Restriktionen werden nicht beno¨tigt,
wobei eine Integration dieser Informationen in bestimmte Move-Typen in-
nerhalb des Move-Sets prinzipiell mo¨glich wa¨re, jedoch im allgemeinen nicht
betrachtet wird. Simulated Annealing kann wegen des vordefinierten Move-
Sets auch den lokalen Suchverfahren zugeordnet werden. Hierbei ist jedoch
zu beachten, daß Simulated Annealing wegen seiner stochastischen Natur in
der Theorie ein lokales Optimum immer mit einer Wahrscheinlichkeit echt
gro¨ßer Null wieder verlassen kann. Insbesondere in der ingenieurwissen-
schaftlichen Literatur wird Simulated Annealing daher als globales Opti-
mierungsverfahren propagiert. Dies trifft jedoch nur fu¨r den Grenzfall un-
endlicher Laufzeiten zu (siehe [LM86]), ist also in der Praxis nicht gegeben.
Vielmehr muß hier oftmals mit einer deutlichen Varianz in der Lo¨sungsgu¨te
verschiedener, wegen der Randomisierung unterschiedlicher La¨ufe gerechnet
werden.
Das Grundprinzip besteht darin, daß den einzelnen Move-Typen des
Move-Sets Auswahlwahrscheinlichkeiten zugeordnet werden (diese ko¨nnen
im Verlauf des Verfahrens angepaßt werden) und jeweils eine Konfigurati-
onsvera¨nderung bzgl. eines zufa¨llig gewa¨hlten Move-Typs ausgefu¨hrt wird.
Falls diese Konfiguration einen schlechteren Zielfunktionswert aufweist als
die Ausgangskonfiguration, so wird sie nur mit einer bestimmten Wahr-
scheinlichkeit akzeptiert. Die Akzeptanzwahrscheinlichkeit fu¨r verschlech-
ternde Lo¨sungen nimmt dabei im Verlauf des Verfahrens u¨ber einen soge-
nannten Temperaturparameter gesteuert ab. Dies erfolgt in Analogie zu
physikalischen Abku¨hlungsprozessen und der fallenden Wahrscheinlichkeit
einer Verschlechterung des Energieniveaus des Systems.
Fu¨r Anordnungsprobleme sind hier verschiedene Umsetzungsmo¨glichkei-
ten vorhanden. In [SC93] werden z. B. nur u¨berschneidungsfreie Konfigu-
rationen betrachtet, wobei die Move-Typen Anordnungsregeln einer
”
Shape
Grammar” entsprechen. Problematisch ist hier jedoch, daß die Vera¨nder-
ungen der Zielfunktion nicht an die Verringerung der Akzeptanzwahrschein-
lichkeiten angepaßt werden ko¨nnen und daher kein Konvergenzverhalten er-
mo¨glichen.
Bei der Anwendung von Simulated Annealing auf Anordnungsproble-
me hat sich daher eine Modellierung durchgesetzt, bei der sich die Objekte
zu Beginn des Verfahrens beliebig u¨berschneiden du¨rfen (vgl. [SC94] und
[HL95]). Die Zielfunktion wird im Verlauf des Verfahrens dann durch einen
Term dominiert, der Objektu¨berschneidungen mit Strafkosten belegt, wo-
durch diese entfernt werden. Ein erheblicher Laufzeitanteil wird daher fu¨r
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die U¨berschneidungsminimierung eingesetzt. Dies fu¨hrte zum einen zu ei-
ner Reihe von Vero¨ffentlichungen, zur Beschleunigung der Schnittberechnun-
gen (siehe z. B. [CDY98]), zum anderen zu dem Versuch, vielversprechende
Regionen des Konfigurationsraumes schneller zu erkennen. Eine gewisse
Iterationszahl, um einen quasistationa¨ren Zustand zu erreichen, ist jedoch
inha¨renter Verfahrensbestandteil und kann nicht beliebig reduziert werden.
[HL96, Hec98] entwickelt daher randomisierte Verfahren, bei denen U¨ber-
schneidungsfreiheit wieder a priori sichergestellt wird. Dies wird auch fu¨r
den 3D-Fall als im Prinzip erfolgversprechende Methode angesehen, beruht
jedoch auf effizienten und numerisch stabilen Algorithmen fu¨r Schnitt und
Vereinigung von Distanzpolyedern, die im 3D-Fall nicht gegeben ist.
Der wesentliche Vorteil von Simulated Annealing Verfahren liegt in ei-
ner gro¨ßtmo¨glichen Flexibilita¨t bei der Wahl der Zielfunktion und der mit
verha¨ltnisma¨ßig geringem Aufwand zu integrierenden Randbedingungen, da
hierzu lediglich die Bewertung der Moves entsprechend angepaßt werden
muß. Mit jedem Lauf wird jedoch jeweils nur genau eine Lo¨sung erzeugt,
wobei diese legale, u¨berschneidungsfreie Lo¨sung erst am Ende der Laufzeit
zur Verfu¨gung stehen.
Die in dieser Arbeit vorgestellten Methoden zur globalen Optimierung
ko¨nnen demgegenu¨ber substantiell unterschiedliche Lo¨sungen anbieten, da
prinzipiell alle mo¨glichen Anordnungen betrachtet werden. Dies ermo¨glicht
dem Konstrukteur die abschließende Beurteilung und Auswahl zwischen
Lo¨sungen mit a¨hnlichem Zielfunktionswert. Zudem ko¨nnen bei geeigne-
ter Implementierung mittels Tiefensuche in geeigneten Teilba¨umen schon
fru¨hzeitig erste legale Lo¨sungen geliefert werden, die mit fortschreitender
Zeit verbessert werden. Das globale Optimum wird im allgemeinen sogar
weit vor Ende der Gesamtlaufzeit gefunden, so daß sich ein vorzeitiger Ab-
bruch des Verfahrens bei erreichen von zufriedenstellenden Lo¨sungen im Ge-
gensatz zu Simulated Annealing Verfahren anbietet.
Kapitel 5
Polyederseparation
In diesem Kapitel werden zuna¨chst in Abschnitt 5.1 Polygone und Polyeder
definiert. Dies sind jeweils abgeschlossene, linear beschra¨nkte Teilmengen
der Ebene bzw. des Raumes. Daran anschließend werden verschiedene geo-
metrische Strukturen und Verfahren zur Separation polyedrischer Objekte
vorgestellt.
Insbesondere wird der Schnittest zwischen zwei Polyedern darauf zuru¨ck-
gefu¨hrt, ob ein Referenzpunkt innerhalb eines aus den gegebenen Polyedern
A,B konstruierten Distanzpolyeders DA,B liegt. Die wesentliche Operati-
on zur Konstruktion des Distanzpolyeders ist die Bildung der Minkowski-
Summe zweier Polyeder, was in Abschnitt 5.2 na¨her betrachtet wird (zu
Minkowski-Operationen siehe auch Ghosh [Gho90]). Da die paarweisen Di-
stanzpolyeder vorberechnet werden ko¨nnen und die Problemstellung
”
Punkt
in Polyeder” einfacher zu lo¨sen ist als eine vollsta¨ndige Neuberechnung
von Polyederschnitten, ergibt sich hieraus ein effizientes Verfahren fu¨r den
Schnittest. Zudem kann diese Charakterisierung u¨berschneidungsfreier Ob-
jektlagen mit Methoden der Linearen Programmierung formuliert werden,
so daß fu¨r die Berechnung von Objektanordnungen robuste und effiziente
Optimierungsverfahren zur Verfu¨gung stehen. In der Literatur werden ins-
besondere bei der Anordnung von Polygonen in der Ebene auch die Begriffe
Hodograph und No-Fit-Polygon anstelle von Distanzpolygon verwendet (sie-
he [ST93, TLS87]).
Eine Alternative zu Distanzpolyedern stellen Randspuren polyedrischer
Objekte (Polyhedral Tracings, kurz P-Spuren) dar, die in Abschnitt 5.3
eingefu¨hrt werden. U¨ber eine spezielle Faltungsoperation (Convolution)
auf diesen Randspuren erha¨lt man ebenfalls eine Charakterisierung u¨ber-
schneidungsfreier relativer Anordnungen fu¨r polyedrische Objekte. Insbe-
sondere ist der Rand der Minkowski-Summe im Faltungsprodukt zweier P-
Spuren enthalten. P-Spuren ko¨nnen im Gegensatz zu einfachen Polyedern
Selbstu¨berschneidungen enthalten, woraus sich zwei wesentliche Vorteile ge-
genu¨ber der Minkowski-Summe ableiten lassen: Zuna¨chst ist die Worst-Case
Beschreibungskomplexita¨t von P-Spuren fu¨r nicht konvexe Objekte deutlich
niedriger als die der Minkowski-Summe, da die Aufspaltung von Fla¨chen in
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Teilgebiete durch U¨berschneidungen nicht explizit dargestellt werden muß
(im Worst-Case O(nm) gegenu¨ber O(n3m3) fu¨r Ausgangspolyeder mit O(n)
und O(m) Randobjekten). Der zweite Vorteil ist algorithmischer Natur: Da
die in der Faltung enthaltenen Randobjekte, insbesondere Fla¨chen, bis auf
Verschiebung unvera¨ndert von den Ausgangsobjekten u¨bernommen werden,
mu¨ssen keine Objektschnitte berechnet werden. Numerische Probleme wer-
den daher vermieden und die topologisch korrekte Erzeugung der Faltung
ist auf kombinatorische Entscheidungen bzw. die Topologie der Ausgangs-
polyeder zuru¨ckgefu¨hrt.
Distanzpolyeder und P-Spuren ko¨nnen jeweils fu¨r Objekte mit fester
Orientierung im Raum berechnet werden. Im lokalen Optimierungsverfah-
ren in Kapitel 3 werden jedoch kontinuierliche Objektdrehungen betrachtet,
so daß eine explizite Vorberechnung dieser Strukturen ausscheidet. Wie in
Kapitel 3 gezeigt, existiert zwar nur eine endliche Anzahl unterschiedlicher
Topologien, die u¨ber eine A¨quivalenzrelation klassifiziert werden ko¨nnen;
deren vollsta¨ndige Berechnung ist fu¨r das lokale Optimierungsverfahren je-
doch nicht sinnvoll, da im Gegensatz zum globalen Verfahren nicht alle
relativen Objektlagen betrachtet werden und keine Information zu Topo-
logieu¨berga¨ngen beno¨tigt wird.
Speziell fu¨r die Anpassung von Separationsebenen im lokalen Optimie-
rungsverfahren wird in Abschnitt 5.4 der Algorithmus von Gilbert-Johnson-
Keerthi [GJK88] eingefu¨hrt. In diesem Verfahren wird das Distanzpolyeder
nicht explizit berechnet, sondern jeweils durch einen Simplex approximiert,
der am Ende des iterativen Verfahrens zum minimalen Objektabstand bzw.
einer Separationsebene korrespondiert. Bei entsprechender Implementie-
rung (siehe hierzu insbesondere van den Bergen [vdB99]) ko¨nnen die Berech-
nungen der vorangehenden Iterationsschritte jeweils effizient weiterverwen-
det werden, was insbesondere auch nach einem lokalen Optimierungsschritt
mo¨glich ist.
5.1 Definition polyedrischer Objekte
Definition 7 (Ebenes Polygon)
Ein Polygon P ⊂ E2 ist eine abgeschlossene Teilmenge der euklidischen
Ebene, die linear begrenzt ist, wobei gilt: P besteht aus einer endlichen
Punktmenge {e1, . . . , ek}, den Ecken, sowie einer gleich ma¨chtigen Menge
von Strecken ei, ei+1 sowie ek, e1, den Kanten, die jeweils zwei aufeinander-
folgende Eckpunkte verbinden, sowie dem von diesem Streckenzug begrenz-
ten, abgeschlossenen Gebiet der Ebene. Jede Ecke ist dabei Schnittpunkt
von genau zwei Kanten.
Ein Polygon heißt einfach, wenn sich Kanten nur in Eckpunkten schneiden.
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Definition 8 (Polyeder)
Ein Polyeder P ⊂ E3 ist eine abgeschlossene Teilmenge des euklidischen
Raumes, die durch ebene Fla¨chen, d. h. linear begrenzt ist, wobei gilt: P
besteht aus einer endlichen Menge von Ecken und Kanten, die jeweils ein-
fache, ebene Polygone bilden, die Fla¨chen, sowie dem von diesen Fla¨chen
begrenzten, abgeschlossenen Gebiet der Ebene. Jede Kante muß dabei in
genau zwei Fla¨chen enthalten sein; diese Fla¨chen werden als adjazent be-
zeichnet. Die Menge der Fla¨chen sei ferner zusammenha¨ngend, d. h. eine
minimale Menge mit den vorgenannten Eigenschaften.
Ein Polyeder heißt einfach, wenn nur adjazente Fla¨chen gemeinsame Punkte
enthalten. Polygone bzw. Polyeder heißen konvex, falls die zugrunde liegen-
den Teilmengen des Rn konvex sind (siehe Def. 26).
Die Basis fu¨r die Objektseparation bilden der im folgenden nochmals
aufgefu¨hrte Satz 5 (Seite 34) zur linearen Separierbarkeit konvexer Mengen
und der Satz von Minkowski, der fu¨r konvexe Polyeder die Beschra¨nkung
der Separationsbedingungen auf die Eckenmenge rechtfertigt.
Satz (Lineare Separierbarkeit [SW70])
Zwei Punktmengen sind linear separierbar genau dann, wenn ihre konvexen
Hu¨llen sich nicht schneiden.
Satz 8 (Satz von Minkowski [Fis78])
Jedes konvexe Polyeder P ⊂ Rn ist die konvexe Hu¨lle seiner Extremalpunkte.
Hieraus folgt, daß zwei konvexe Polyeder genau dann u¨berschneidungsfrei
angeordnet sind, wenn sie linear separierbar sind. Um Separationsebenen
fu¨r Polyeder zu bestimmen, wird im folgenden der Begriff der Minkowski-
Summe eingefu¨hrt. Ziel ist es, eine translationsinvariante Beschreibung des
u¨berschneidungsfreien Gebietes zwischen zwei Polyedern zu definieren. Dies
wird u¨ber die Definition des Distanzpolyeders erreicht. Hiermit wird der
Schnittest von Polyedern darauf zuru¨ckgefu¨hrt, ob ein beliebig aber fest
gewa¨hlter Referenzpunkt innerhalb oder außerhalb des Distanzpolyeders
liegt. Wir pra¨zisieren zuna¨chst den Distanzbegriff zwischen Polyedern als
minimalen Punktabstand:
Definition 9 (Distanz zwischen Polyedern)
Die Distanz zwischen zwei Polyedern A,B wird definiert als
d(A,B) := min{‖a− b‖ | a ∈ A, b ∈ B}
Man beachte, daß nach dieser Definition immer d(A,B) ≥ 0 gilt. Im Falle
einer Objektu¨berschneidung liefert sie alleine noch kein Maß fu¨r die Tiefe der
U¨berschneidung (Intersection Depth) und keine Separationsrichtung. Fu¨r
alternative Distanzmaße siehe z. B. [GO94] und [Mil98b].
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Abbildung 5.2: Punktgespiegelte Menge −B
5.2 Distanzpolyeder und Minkowski-Summe
(Hodograph)
Die Minkowski-Summe zweier Mengen A,B ⊂ Rn ist die punktweise Additi-
on aller Punkte aus A mit allen Punkten aus B. Anschaulich kann sie auch
als Vergro¨ßerung von Objekt A um Objekt B angesehen werden. Hierbei
wird der lokale Koordinatenursprung von Objekt B, dieser wird auch als
Referenzpunkt bezeichnet, an jeden Punkt von A verschoben bzw. angelegt.
Siehe hierzu Abb. 5.1, in der auch jeweils das lokale Koordinatensystem von
B dargestellt ist.
Definition 10 (Minkowski-Summe)
Seien A,B ⊂ Rn. Die Minkowski-Summe ist wie folgt definiert:
A⊕B := {a+ b | a ∈ A, b ∈ B} (5.1)
Zudem beno¨tigen wir fu¨r die Definition des Distanzpolyeders die am Ko-
ordinatenursprung punktgespiegelte Menge (−B) zu einer gegebenen Aus-
gangsmenge B (siehe Abb. 5.2); im folgenden auch als symmetrische Menge
bezeichnet.
Definition 11 (Symmetrische Menge)
(−B) := {−b | b ∈ B} (5.2)
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5.2.1 Distanzpolyeder: algebraische Definition
Der Zusammenhang zwischen der Minkowski-Summe und der u¨berschnei-
dungsfreien Anordnung von Teilmengen des Rn, insbesondere also von Po-
lyedern, ergibt sich aus der Definition des Distanzpolyeders DA,B. Es folgen
zuna¨chst die formale Definition und die zentrale Aussage zur U¨berschnei-
dungsfreiheit von Polyedern. Diese werden anschließend in Abschnitt 5.2.2
geometrisch motiviert.
Definition 12 (Distanzpolyeder / Hodograph)
Seien A,B zwei Polyeder. Das Distanzpolyeder DA,B ist definiert als
DA,B := A⊕ (−B) (5.3)
Satz 9 (Distanzpolyeder und U¨berschneidungsfreiheit)
1. Zwei Polyeder A,B u¨berschneiden sich genau dann, wenn der Koordi-
natenursprung 0 innerhalb des Distanzpolyeders DA,B liegt.
2. Die Distanz, d. h. der minimale Abstand zwischen zwei Polyedern
A,B entspricht dem minimalen Abstand des Koordinatenursprungs 0
zu DA,B.
Beweis:
zu 1: Mit den obigen Definitionen gilt
A,B u¨berschneiden sich
⇔ ∃a ∈ A, b ∈ B mit a = b
⇔ 0 = a− b = a+ (−b)
⇔ 0 ∈ A⊕ (−B)
⇔ Koordinatenursprung 0 ∈ DA,B
zu 2: Um d(A,B) = d(DA,B, {0}) zu zeigen, werden die beiden folgenden
Annahmen zum Widerspruch gefu¨hrt:
a) d(A,B) < d(DA,B, {0})
b) d(A,B) > d(DA,B, {0}).
zu 2a:
d(A,B)
a)
< d(DA,B, {0})
⇔ ∃a ∈ A, b ∈ B mit ‖a− b‖ < d(DA,B, {0}) (5.4)
∀a ∈ A, b ∈ B : (a+ (−b)) ∈ DA,B
⇒ d(DA,B, {0}) ≤ ‖(a+ (−b))− 0‖ = ‖a− b‖ (5.5)
Insgesamt: ‖a− b‖ 5.4< d(DA,B, {0})
5.5≤ ‖a− b‖ Widerspruch!
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Abbildung 5.3: Ausgangspolyeder A,B und symmetrische Mengen
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Abbildung 5.4: Distanzpolyeder DA,B = A⊕ (−B) und DB,A = B ⊕ (−A)
zu 2b:
∃p ∈ DA,B mit d(DA,B, {0}) = ‖p‖ (5.6)
p ∈ DA,B ⇒ ∃a ∈ A, b ∈ B mit p = (a+ (−b)) (5.7)
Insgesamt: d(DA,B, {0}) 5.6= ‖p‖ 5.7= ‖a+ (−b)‖ = ‖a− b‖
≥ d(A,B) b)> d(DA,B, {0}) Widerspruch!
¤
In den Abb. 5.3 und 5.4 sind zwei Polygone A,B jeweils mit ihrer symme-
trischen Menge und den beiden Distanzpolygonen A⊕ (−B) und B ⊕ (−A)
dargestellt. Man beachte, daß die beiden Distanzpolyeder zwar symmetri-
sche Mengen sind, aber nicht identisch. Die Reihenfolge der Summanden ist
nur solange unerheblich, wie die Lage des Koordinatenursprungs bzgl. des
Distanzpolyeders betrachtet wird, was jedoch nur fu¨r Polyeder mit fester
Position im Raum bzw. in Ursprungslage gilt.
Im folgenden werden Translationen ta, tb der Polyeder A,B betrachtet,
wobei der Schnittest auf das Distanzpolyeder in Ursprungslage DA,B =
A⊕(−B) zuru¨ckgefu¨hrt werden soll. In diesem Fall muß entschieden werden,
ob der relative Ursprung tb − ta innerhalb oder außerhalb des Distanzpoly-
eders DA,B liegt, wobei die Differenz tb − ta konsistent mit der Wahl der
Summanden bei der Definition des Distanzpolyeders sein muß.
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Eigenschaft 10 (U¨berschneidungsfreiheit unter Translation)
Seien A˜ := A ⊕ {ta} und B˜ := B ⊕ {tb} die um ta bzw. tb verschobenen
Bilder der Polyeder A,B. Dann gilt:
A˜, B˜ u¨berschneiden sich ⇔ (tb − ta) ∈ A⊕ (−B)
Beweis:
A˜, B˜ u¨berschneiden sich
⇔ 0 ∈ A˜⊕ (−B˜)
⇔ ∃a˜ ∈ A˜, b˜ ∈ B˜ mit 0 = a˜− b˜
⇔ ∃a ∈ A, b ∈ B mit a˜ = a+ ta, b˜ = b+ tb
und 0 = (a+ ta)− (b+ tb)
⇔ 0 = (a− b) + (ta − tb)
⇔ (tb − ta) = (a− b)
⇔ (tb − ta) ∈ A⊕ (−B)
¤
In dieser Arbeit wird der Schwerpunkt auf die u¨berschneidungsfreie An-
ordnung polyedrischer Objekte gelegt. Man kann jedoch auch fordern, daß
ein Objekt innerhalb einer bestimmten Region plaziert werden muß. In die-
sem Fall ist eine vollsta¨ndig u¨berschneidende Anordnung von Objekt und
zula¨ssiger Region gesucht. Dieses Problem kann mit Hilfe der Minkowski-
Differenz gelo¨st werden (siehe hierzu auch [Gho90]).
Um die Definition der Minkowski-Differenz einzufu¨hren, betrachten wir
eine zu Definition 10 a¨quivalente Beschreibung der Minkowski-Summe. Sei
Ap die um den Vektor p verschobene Menge A; mit obiger Notation Ap =
A⊕ {p}. Dann gilt:
A⊕B =
⋃
a∈A
Ba = B ⊕A =
⋃
b∈B
Ab (5.8)
Bei der Minkowski-Differenz wird nun statt der Vereinigung der Schnitt aller
Mengen Ab gebildet:
Definition 13 (Minkowski-Differenz)
AªB :=
⋂
b∈(−B)
Ab (5.9)
In Abbildung 5.5 ist die Minkowski-Differenz DA,B ª (−B) zu dem in
Abb. 5.4 gezeigten Distanzpolyeder DA,B dargestellt. Sie ergibt sich als
Schnitt der drei eingezeichneten Umrisse, deren Referenzpunkt jeweils an
einem Eckpunkt von B anliegt. Man beachte, daß die Differenz gerade dem
Polyeder A entspricht. Allgemein gilt:
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Abbildung 5.5: Minkowski Differenz DA,B ª (−B) = A
Eigenschaft 11 (Symmetrie Minkowski-Summe/Differenz)
Seien A,B ⊂ Rn und S = A⊕B. Dann gilt:
S = A⊕B ⇒ S ªB = A (5.10)
Man beachte, daß die Gleichung (SªB)⊕B = S nicht fu¨r beliebige Mengen
S,B gilt, sondern daß die Voraussetzung ∃A mit S = A⊕B notwendig ist.
Dies kann durch die Definition eines negativen Fla¨chen- bzw. Volumenbe-
griffs vermieden werden, der hier jedoch nicht eingefu¨hrt werden soll (siehe
hierzu [Sch91a]).
5.2.2 Distanzpolyeder: geometrische Motivation
Nach der algebraischen Definition des Distanzpolyeders soll nun die geo-
metrische Vorgehensweise motiviert werden, da diese die Grundlage der al-
gorithmischen Konstruktion ist. In Abb. 5.6 sind die beiden wesentlichen
Sichtweisen zur Konstruktion des Distanzpolyeders DA,B skizziert: Die in
(a) dargestellte Verschiebung von B um A ist mit dem in Abschnitt 5.3 be-
handelten algorithmischen Konzept von Randspuren polyedrischer Objekte
(Polyhedral Tracings) verwandt; die in (b) dargestellte Addition von −B an
allen Eckpunkten von A mit der Bildung der konvexen Hu¨lle. Die folgen-
den Abschnitte gehen na¨her auf die beiden Konstruktionsprinzipien und die
jeweils damit verbundenen Eigenschaften des Distanzpolyeders ein.
In Abb. 5.6(a) ist die intuitive Konstruktionsmethode dargestellt. Hier-
bei wird Polyeder B beru¨hrend, aber nicht u¨berschneidend am Rand von
Polyeder A entlang verschoben. Dabei wird die Spur des Referenzpunktes
von B aufgezeichnet. Aus der Konstruktion ist unmittelbar ersichtlich, daß
die Polyeder A, B genau dann u¨berschneidungsfrei sind, wenn der Referenz-
punkt von B außerhalb von DA,B liegt
1.
Man beachte, daß die Kontur von DA,B aus den Kanten der Polyeder A
und B gebildet wird. Fu¨r konvexe Polygone in der euklidischen Ebene E2
1Mit den Bezeichnungen aus Eigenschaft 10 entspricht die Lage des Referenzpunktes
von B der Verschiebung tb; die Lage von Polyeder A ist fix und wird mit ta = 0 gewa¨hlt.
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Abbildung 5.6: Konstruktion von DA,B = A ⊕ (−B) durch Verschiebung
(a), Hu¨llenbildung (b), und zula¨ssige/u¨berschneidende Lagen von B (c)
ergibt sich die Abfolge der Kanten aus der Sortierung nach Steigungswin-
keln, womit ein einfaches und robustes Konstruktionsverfahren existiert. Bei
ra¨umlichen Polyedern wird die Kontur ebenfalls von Randobjekten der Aus-
gangspolyeder gebildet, wobei neue Fla¨chen in Form von Parallelogrammen
entstehen ko¨nnen, die von je einer Kante aus den beiden Ursprungspolyedern
aufgespannt werden. Die Konstruktion des dreidimensionalen Distanzpoly-
eders ist mit einem lokalen Suchalgorithmus mo¨glich, der auf dem Vergleich
von Winkelbereichen beruht, die in Abschnitt 5.3 im Zusammenhang mit
dem Konzept der Randspur polyedrischer Objekte eingefu¨hrt werden.
In Abb. 5.6 (b) ist die Konstruktion entsprechend der algebraischen De-
finition dargestellt. In diesem Fall wird der Referenzpunkt des punktge-
spiegelten Polyeders (−B) formal an jedem Punkt von A angelegt. Algo-
rithmisch kann man sich hierbei jedoch auf Ecken von A beschra¨nken, da
innere Punkte wegen der Linearita¨t der Grenzfla¨chen implizit u¨berdeckt wer-
den. Im Gegensatz zur vorangehenden Konstruktionsmethode wird DA,B
nun nicht durch die Spur des Referenzpunktes von −B bestimmt (diese
entspra¨che dem Rand von A), sondern durch die Gesamtmenge bzw. Verei-
nigung aller von −B u¨berdeckten Punkte (vgl. Definition 13 von Minkowski-
Summe und Differenz u¨ber Mengenvereinigung/-schnitt).
Fu¨r konvexe Polyeder entspricht das Distanzpolyeder DA,B daher gera-
de der konvexen Hu¨lle der paarweisen Summen aller Eckpunkte von A mit
Eckpunkten von −B. Es steht somit ein effizientes Verfahren zur Berech-
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nung des Distanzpolyeders konvexer Objekte zur Verfu¨gung. Nicht konvexe
Objekte mu¨ssen jedoch zuna¨chst durch geeignete U¨berdeckungen bzw. Zer-
legungen dargestellt werden.
Bei der direkten Berechnung der Minkowski-Summe nicht konvexer Ob-
jekte ko¨nnen beliebige Schnitte der Ausgangsfla¨chen erzeugt werden. Es
sind somit numerische Implementierungsgesichtspunkte und Spezialfa¨lle wie
bei Polyederschnitt und -vereinigung zu beru¨cksichtigen. Diese Problematik
kann mit der im folgenden Abschnitt vorgestellten Randspur polyedrischer
Objekte vermieden werden.
5.3 Randspur polyedrischer Objekte
(P-Spur, Polyhedral Tracing)
In diesem Abschnitt wird eine Alternative zu dem im vorigen Abschnitt vor-
gestellten Konzept der Minkowski-Summe eingefu¨hrt. Polyhedral Tracings2,
hier im folgenden als Randspur polyedrischer Objekte bzw. kurz P-Spur be-
zeichnet, wurden von Guibas, Ramshaw und Stolfi in
”
A Kinetic Framework
for Computational Geometry [GRS83]” zuna¨chst fu¨r zweidimensionale, po-
lygonale Objekte eingefu¨hrt (siehe hierzu auch [Ram96]) und in [BGRR96]
auf den dreidimensionalen Fall erweitert. Jedem Polyeder A ist eine P-
Spur PA zugeordnet, die nur die Randobjekte des Polyeders entha¨lt, diese
jedoch um eine lokale Orientierung bzw. Winkelbereiche erweitert. Ent-
sprechend dem u¨ber die Minkowski-Summe ⊕ definierten Distanzpolyeder
DA,B wird hier u¨ber eine spezielle Faltungsoperation ?¯ (Convolution) eine
P-Spur PA,B = PA ?¯ PB erzeugt; der Schnittest wird dann wie im Falle des
Distanzpolyeders DA,B darauf zuru¨ckgefu¨hrt, ob ein Punkt innerhalb oder
außerhalb von PA,B liegt.
Im Gegensatz zur Minkowski-Summe, die fu¨r polyedrische Ausgangsob-
jekte wieder ein einfaches Polyeder definiert, kann die P-Spur Selbstu¨ber-
schneidungen aufweisen (siehe Abb. 5.7). Die Beschreibungskomplexita¨t der
P-Spur kann hierdurch wesentlich geringer sein, da die Selbstu¨berschneidun-
gen nicht explizit in einzelne Randelemente aufgebrochen werden mu¨ssen.
Die Minkowski-Summe kann fu¨r zwei Ausgangspolyeder mit O(m) und O(n)
Randelementen im ungu¨nstigsten Fall O(m3n3) Randobjekte enthalten (sie-
he Abb. 5.8 und [KOS91]), die Gro¨ße der P-Spur ist jedoch auf O(mn)
begrenzt. Eine P-Spur mit k Randelementen kann dabei in einer von der
Ergebnisgro¨ße abha¨ngigen Laufzeit von O((m+n+k) log3(m+n)α(m+n))
berechnet werden [BGRR96, BGR96]. Man beachte hierzu, daß die Randob-
jekte der Minkowski-Summe DA,B und der P-Spur PA,B im Falle konvexer
Polyeder identisch sind und die Beschreibungskomplexita¨t in diesem Fall
durch O(m+ n) begrenzt ist. Mit der P-Spur PA,B sind zudem zusa¨tzliche
2Wir beschra¨nken uns in dieser Arbeit auf dreidimensionale, polyedrische Objekte und
deren Tracings. Der Begriff des Tracings kann jedoch allgemeiner definiert werden.
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Abbildung 5.7: P-Spur zweier Polygone mit Selbstu¨berschneidung
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Abbildung 5.8: Worst Case Komplexita¨t O(m2n2) der Minkowski-Summe
[KOS91]
Informationen u¨ber die Topologie der U¨berschneidungsregion gegeben, da sie
die Euler-Poincare´ Charakteristik und die Windig Number zu jedem Punkt
liefert (siehe Abschnitt 5.3.3; insbesondere Satz 12).
Fu¨r die algorithmische Umsetzung ist jedoch entscheidend, daß alle Ran-
dobjekte der P-Spur PA,B schon mit den Ausgangsobjekten gegeben sind
und keine numerisch instabilen und kombinatorisch aufwendigen Schnittbil-
dungen vorgenommen werden mu¨ssen. Zusa¨tzlich zu den gegebenen Ran-
dobjekten entstehen lediglich Parallelogrammfla¨chen, wobei je eine Rand-
kante aus Polyeder A und eine aus B entstammt. Grundsa¨tzlich sind daher
sehr einfache und robuste Implementierungen zur Berechnung der P-Spur
mo¨glich3.
In dieser Arbeit wird die Faltungsoperation bzw. Convolution nur fu¨r den
speziellen Fall abgeschlossener, ra¨umlicher, polyedrischer Objekte und deren
Randspuren betrachtet. Dies stellt eine Vereinfachung bzgl. der allgemeine-
ren Theorie dar, die mit unterschiedlichen Bezeichnungen und unterschied-
lichem Fokus in der Literatur behandelt wird. Basch, Guibas, Ramkumar,
Ramshaw [BGRR96] beschra¨nkt sich auf den R3 und setzt unter der Bezeich-
3Der in [BGRR96] skizzierte Algorithmus entha¨lt demgegenu¨ber eine numerisch kri-
tische Koordinatentransformation (zur Transformation und Datenstruktur siehe auch
[BGR96]), wodurch die oben genannten Vorteile teilweise wieder aufgehoben werden. Es
ist hier eine Abwa¨gung zwischen numerischer Robustheit und garantierter Worst-Case
Laufzeit einzugehen.
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Abbildung 5.9: Minkowski-Summe, Faltungsoperation auf P-Spuren und
Faltungsintegral u¨ber Fa¨rbungen
nung Tracing den Schwerpunkt auf geometrische Anwendungen. Tracings
werden dort jedoch allgemeiner definiert, insbesondere erfolgt zuna¨chst keine
Einschra¨nkung auf polyedrische Objekte, und erlauben zudem die Charakte-
risierung offener und abgeschlossener Mengen. Schapira [Sch91b] diskutiert
unter der Bezeichnung Constructible Functions den Fall fu¨r konvexe, kom-
pakte Teilmengen des Rn aus algebraischer Sicht, stellt aber den Bezug zur
geometrischen Interpretation her. Chen stellt in [Che99] unabha¨ngig von
den beiden vorgenannten Arbeiten eine rein algebraische Behandlung vor.
Dort wird eine Minkowski Algebra on Indicator Functions offener und abge-
schlossener konvexer Teilmengen des Rn eingefu¨hrt und mit algebraischen
Mitteln untersucht.
In dieser Arbeit gehen wir wie folgt vor: Im folgenden Abschnitt 5.3.1
werden P-Spuren und die darauf definierte Faltungsoperation ?¯ zuna¨chst
algorithmisch eingefu¨hrt. Die formale Definition und der theoretische Hin-
tergrund mit Ru¨ckgriff auf Fa¨rbungen (Paintings) und die darauf u¨ber ein
Faltungsintegral definierte Operation ? (man beachte den Unterschied zu ?¯ )
wird dann in Abschnitt 5.3.3 behandelt. Abb. 5.9 zeigt den Zusammenhang
zwischen der Minkowski-Summe, der Faltungsoperation auf P-Spuren und
dem Faltungsintegral
∫
φ u¨ber Fa¨rbungen. Aus Polyedern ko¨nnen Tracings
abgeleitet werden, die wiederum speziellen Paintings entsprechen. Aus den
Verknu¨pfungsergebnissen ko¨nnen dann wiederum PA,B und das Distanzpo-
lyeder DA,B gewonnen werden. Fu¨r die algorithmische Behandlung ist der
rot dargestellte Weg von Bedeutung. Die inhaltliche Darstellung in Ab-
schnitt 5.3.1 orientiert sich an [BGRR96] und beruht teilweise auf gemein-
samen Arbeiten mit C. Duvenbeck (siehe auch [Duv01]).
5.3.1 Faltungsoperation auf P-Spuren polyedrischer Objekte
In diesem Abschnitt wird zuna¨chst die anschauliche Bedeutung der P-Spur
eines einzelnen Polyeders vorgestellt und dann gezeigt, wie mit Hilfe einer
speziellen Faltungsoperation ?¯ zu zwei gegebenen polyedrischen Objekten
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Abbildung 5.10: Normalenvektoren und Winkelbereiche eines Polyeders
A,B eine P-Spur PA,B bestimmt werden kann, so daß der U¨berschneidungs-
test fu¨r die Polyeder A,B wie im vorigen Abschnitt auf die Lage eines Re-
ferenzpunktes innerhalb oder außerhalb von PA,−B zuru¨ckgefu¨hrt werden
kann.
Grundidee der P-Spur ist es, den Randpunkten p eines Polyeders zusa¨tz-
liche Richtungsindikatoren np zuzuordnen, so daß sich jeweils Zustandstupel
(p, np) ergeben. Wir betrachten zuna¨chst Abb. 5.10 mit einem zweidimen-
sionalen Beispiel. Fu¨r einen Punkt p auf einer Kante (Fla¨che bei Polyedern)
ist der Richtungsindikator np eindeutig bestimmt und entspricht dem nach
außen weisenden Normalenvektor4. Fu¨r einen Eckpunkt p u¨berstreicht der
Richtungsindikator hingegen den gesamten Winkelbereich zwischen den Nor-
malenvektoren n1, n2 der beiden angrenzenden Kanten. Alle zwischen (p, n1)
und (p, n2) liegenden Zusta¨nde sind in der P-Spur enthalten, womit ein steti-
ger Zustandsu¨bergang realisiert wird. Die Winkelbereiche von Ecken stellen
offene Mengen dar (siehe Def. 14 auf Seite 72).
Formal ko¨nnen zur Definition der Zustandstupel (p, np) zwei Abbildun-
gen fu¨r den Orts- (Komponente 1, p) und den Richtungsindikator (Kompo-
nente 2, np) u¨ber einer geeigneten Grundmenge
5, z. B. der Einheitsspha¨re
E3 wie in Abb. 5.11, betrachtet werden. Der Ortsindikator o : E3 → R3
liefert jeweils Punkte auf der Polyederoberfla¨che; der Richtungsindikator
r : E3 → E jeweils Normalenvektoren. Hierbei wird gefordert, daß der
Richtungsindikator r immer senkrecht zum Ortsindikator o variiert und daß
sich stetige Zustandsu¨berga¨nge ergeben. Konkret ergibt sich fu¨r ein poly-
edrisches Objekt P eine Unterteilung der Grundmenge in die verschiedenen
Klassen von Randobjekten (vgl. Abb. 5.11):
Fla¨che f : Der Richtungsindikator r ist der nach außen gerichtete Norma-
lenvektor und ist fu¨r alle roten Punkte der Einheitsspha¨re gleich bzw.
konstant, wa¨hrend der Ortsindikator einer Bijektion auf die quadrati-
sche Polyederfla¨che entspricht.
Kante k: Der Richtungsindikator r variiert auf dem orthogonal zum Ort-
4Die Unterscheidung zwischen abgeschlossenen/offenen Mengen kann u¨ber die Orien-
tierung des Normalenvektors nach außen/innen erfolgen; in dieser Arbeit sollen aber nur
abgeschlossene Mengen betrachtet werden.
5allgemein: orientierte, kompakte Mannigfaltigkeit ohne Rand
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Abbildung 5.11: Skizze zu Orts- (rot) und Richtungsindikator (gru¨n) der
P-Spur eines polyedrischen Objektes [BGRR96]
sindikator der Kante verlaufenden Großkreisbogen zwischen den Nor-
malenvektoren der beiden adjazenten Fla¨chen; es wird immer der ku¨r-
zere Bogen bzw. der kleinere Winkelbereich zwischen den Normalen-
vektoren gewa¨hlt. Der Ortsindikator o variiert jeweils u¨ber die Punkte
der Polyederkante.
Ecke e: In diesem Fall ist der Ortsindikator o konstant u¨ber der gru¨nen
Fla¨che der Einheitsspha¨re und liefert jeweils den Eckpunkt des Poly-
eders; der Richtungsindikator r variiert innerhalb des von den Norma-
lenvektoren der adjazenten Fla¨chen aufgespannten Kegels.
Algorithmisch werden jedoch nur Winkelbereiche der Randobjekte Fla¨che,
Kante und Ecke betrachtet, da der Richtungsindikator fu¨r alle Punkte einer
Fla¨che bzw. fu¨r alle Punkte einer Kante dieselbe Menge von Normalenvek-
toren liefert (die Ortsauflo¨sung ist durch das betrachtete Randobjekt selbst
gegeben).
Definition 14 (Winkelbereich ω(o))
Sei η(f) der Normalenvektor einer Randfla¨che f . Der Winkelbereich ω(o)
fu¨r ein Randobjekt o ist definiert als (−→. . .: normierter Vektor):
ω(o) :=


Fla¨che (2D Kante): {η(o)}
Kante (2D Ecke) : {−−−−−−−−−−−−−−−−−→λ η(f1) + (1− λ) η(f2) |
λ ∈]0, 1[, f1, f2 adjazent an o}
Ecke : {−−−−−−−→∑i λi η(fi) |
λi > 0, fi inzident zu o}
Mit diesem Grundversta¨ndnis der Randspur eines polyedrischen Ob-
jektes kann die Faltungsoperation PA ?¯ PB fu¨r zwei Polyeder eingefu¨hrt
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A ⊕ (-B)
A
B
A
-B
ba
a ⊕ b= A ⊗ -B∈
Abbildung 5.12: U¨berschneidung von Winkelbereichen und neue Randob-
jekte
werden. Wir betrachten zuna¨chst wieder ein zweidimensionales Beispiel.
Abb. 5.12 zeigt eine Gegenu¨berstellung mit dem Distanzpolyeder DA,B =
A⊕(−B). Eine Kante von B kann genau dann beru¨hrend an einer Ecke von
A entlang verschoben werden, wenn die entsprechenden Richtungsvektoren
von A und B entgegengesetzt orientiert sind, die Randobjekte also in einem
naiven Sinne einander
”
zugewandt” sind. Der Normalenvektor der Kante b
von P−B muß also innerhalb des Winkelbereiches der Ecke a von PA liegen,
d. h. ω(a) ∩ ω(b) 6= ∅. Die Randobjekte werden hierbei punktweise addiert,
d. h. das neue Randobjekt oa,b der Faltung PA,−B entspricht a ⊕ b. Wir
halten fest:
a ∈ PA, b ∈ P−B mit
ω(a) ∩ ω(b) 6= ∅
}
⇔ oa,b = a⊕ b ∈ PA,−B (5.11)
Der Richtungsindikator bzw. Winkelbereich von oa,b entspricht ±(ω(a) ∩
ω(b)), wobei die Vorzeichenwahl von den Konvexita¨tseigenschaften der Aus-
gangsobjekte abha¨ngt. Wir betrachten hierzu Abb. 5.13. Sowohl die konvexe
als auch die nicht konvexe Ecke von PA erzeugen mit der rechten, oberen
Kante von P−B ein Randobjekt von PA,−B. Im Falle der konvexen Ecke
stimmt der Richtungsindikator mit dem Schnitt der Winkelbereiche u¨berein
und ist nach außen orientiert. Im Falle der nicht konvexen Ecke muß der
Richtungsindikator jedoch umgekehrt werden, um eine konsistente Orientie-
rung des Faltungsproduktes zu erhalten. In der Abbildung ist eine Orien-
tierung der Randspur durch die Pfeilspitzen symbolisiert; das Außengebiet
von PA,−B muß immer in Pfeilrichtung gesehen rechts liegen.
Um dies formal zu fassen, definieren wir fu¨r jedes Randobjekt o neben
dem Winkelbereich ω(o) ein zusa¨tzliches Vorzeichen σ(o), wobei in Abb. 5.14
die Vorzeichen fu¨r dreidimensionale Polyederecken dargestellt sind. Ecken,
an denen ausschließlich konvexe bzw. nicht konvexe Kanten angrenzen, er-
halten ein positives Vorzeichen; Ecken mit sowohl konvexen, als auch nicht
konvexen Kanten ein negatives Vorzeichen. Man beachte, daß hier schon
eine Normalisierung der Polyederdarstellung auf genau drei Kanten je Ecke
vorausgesetzt wird, die im folgenden noch na¨her beschrieben wird.
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Abbildung 5.13: Richtungsindikator einer konvexen und nicht konvexen Ecke
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Abbildung 5.14: Vorzeichen σ(o) fu¨r (nicht-)konvexe Ecken
Definition 15 (Vorzeichen fu¨r Randobjekte σ(o))
Sei o Randobjekt einer P-Spur. Dann wird das Vorzeichen σ(o) wie folgt
definiert:
σ(o) :=


Fla¨che (2D Kante): +1
Kante (2D Ecke) : +1, falls o konvex
−1, sonst
Ecke : +1, falls alle inzidenten Kanten konvex
oder alle inzidenten Kanten konkav
−1, sonst (siehe Abb. 5.14)
Damit wird nun die Faltungsoperation auf Randspuren polyedrischer
Objekte eingefu¨hrt. Diese wird zum einen auf der Menge der Zustandstupel
und zum anderen auf der Menge der Randobjekte betrachtet.
Definition 16 (Faltung)
Seien PA,PB Randspuren polyedrischer Objekte. Fu¨r die Zustandstupel
der Faltung PA,B := PA ?¯ PB gilt:
(a, na) ∈ PA, (b, nb) ∈ PB
mit (na = nb) =: n
}
⇔ (a⊕ b, σ(a)σ(b)n) ∈ PA,B (5.12)
Seien ferner EA,KA,FA jeweils die Menge der Eckpunkte, Kanten und Fla¨-
chen einer Randspur PA. Dann gilt fu¨r die Mengen der Randobjekte von
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Abbildung 5.15: Winkelbereiche nicht konvexer Ecken: zwei Definiti-
onsmo¨glichkeiten
PA,B:
EA,B :={(ea + eb) | ea ∈ EA, eb ∈ EB und ω(ea) ∩ ω(eb) 6= ∅} (5.13)
KA,B :={(k ⊕ e) | (k, e) ∈ KA×EB ∪ KB×EA und ω(k) ∩ ω(v) 6= ∅} (5.14)
FA,B :={(f ⊕ e) | (f, e) ∈ FA×EB ∪ FB×EA und ω(f) ∈ ω(e)}∪
{(ka ⊕ kb) | ka ∈ KA, kb ∈ KB und ω(ka) ∩ ω(kb) 6= ∅} (5.15)
Zwei Ecken erzeugen also in der Faltung wieder eine Ecke, aus den Paaren
Ecke, Kante bzw. Ecke, Fla¨che entsteht ebenfalls wieder eine verschobene
Kante bzw. Fla¨che. Einzig aus der Kombination Kante, Kante entsteht mit
einer Parallelogrammfla¨che ein neues geometrisches Objekt.
Es werden jetzt noch zwei Punkte der Definition von Winkelbereichen
betrachtet, die bisher schon vorausgesetzt, aber nicht diskutiert wurden.
Zuna¨chst bestehen zwei Mo¨glichkeiten fu¨r die Definition der Winkelbereiche
nicht konvexer Ecken. Wir betrachten hierzu Abb. 5.15. In Abb. (a) ist die
Faltung dargestellt, die aus der oben gegebenen Definition des Winkelberei-
ches resultiert, bei der die Normalenvektoren n1, n2 immer u¨ber den ku¨rzeren
Bogen ineinander u¨berfu¨hrt werden, die Winkelbereiche in 2D also z. B. im-
mer kleiner pi sind. In Abb. (b) ist hingegen die Faltung dargestellt, wenn die
Normalenvektoren immer mit einem festen Drehsinn, in 2D also z. B. ent-
gegen dem Uhrzeigersinn, ineinander u¨berfu¨hrt werden. Fu¨r nicht konvexe
Ecken wu¨rde dann der la¨ngere Bogen gewa¨hlt und damit gerade der zur bis-
herigen Definition komplementa¨re Winkelbereich und die komplementa¨ren
Randobjekte. Dies ergibt bei entsprechender Wahl der Vorzeichen ebenfalls
eine topologisch korrekte Struktur (ohne dies hier im einzelnen zu definie-
ren). Bei der Wahl des ku¨rzeren Bogens fu¨r den Winkelbereich ergeben sich
jedoch Vorteile beweistechnischer und algorithmischer Natur, da die Menge
der zugeho¨rigen Normalenvektoren auf eine Halbkugel der Einheitsspha¨re
beschra¨nkt ist und somit eine Lokalita¨tseigenschaft aufweist.
Bei der Definition der Vorzeichen fu¨r Ecken nicht konvexer Polyeder
wurde schon darauf hingewiesen, daß eine Normalisierung der Polyeder auf
76 5. Polyederseparation
k1
k4 k3
k2
e
k1
k2 k3
k4
f1
f1
3
Abbildung 5.16: Selbstu¨berschneidung der Winkelbereiche von k2 und k4
genau drei Kanten je Ecke vorgenommen wird. Wir betrachten zuna¨chst
Abb. 5.16 um die Problematik aufzuzeigen. Dargestellt ist die Ecke e einer
nicht konvexen Pyramide mit inzidenten Kanten k1, . . . , k4 und deren Win-
kelbereiche als Spur der Normalenvektoren auf der Einheitsspha¨re6. Der
Winkelbereich einer Fla¨che entspricht jeweils einem Punkt (dem eindeutig
festgelegten Normalenvektor), fu¨r Kanten jeweils dem Ausschnitt des Groß-
kreisbogens zwischen den Normalenvektoren der adjazenten Fla¨chen und fu¨r
Ecken jeweils einer abgeschlossenen, durch die Winkelbereiche der inziden-
ten Kanten begrenzten Fla¨che.
Fu¨r die Ecke e weist der begrenzende Kantenzug jedoch eine Selbstu¨ber-
schneidung der Kanten k2 und k4 auf. Die Definition eines von diesen Kanten
begrenzten Winkelbereiches ist nicht ohne weiteres mo¨glich, da die Gebiete
sowohl rechts als auch links dieser Kanten unbegrenzt sind. Wir betrach-
ten hierzu Abb. 5.17, in welcher die Ecke e in zwei Ecken e1, e2 aufgeteilt
ist, die durch eine virtuelle Kante mit La¨nge 0 verbunden sind. Dargestellt
sind jeweils eine Aufsicht von oben, sowie die zugeho¨rigen Winkelbereiche
der Ecken. Jede nicht konvexe Ecke wird derart normalisiert, daß zu jeder
bestehenden bzw. neu eingefu¨gten virtuellen Ecke genau drei Kanten in-
zident sind. Hiermit sind Selbstu¨berschneidungen in den Kantenzu¨gen der
zugeho¨rigen Winkelbereiche ausgeschlossen; man kann dies auch als konvexe
Zerlegung bzw. Triangulierung der Ecke e interpretieren. Diese Zerlegung
ist nicht eindeutig; sie ist jedoch topologisch korrekt in dem Sinne, daß je
genau zwei Fla¨chen inzident zu einer Kante sind und der Winkelbereich
der Kante einem stetigen U¨bergang zwischen den Normalenvektoren dieser
Fla¨chen entspricht.
6In Abb. 5.16 wird die Einheitsspha¨re zur Darstellung von Winkelbereichen bzw. Nor-
malenvektoren verwendet. Die Einheitsspha¨re in Abb. 5.11 hat als Grundmenge des
Richtungs- sowie des Ortsindikators eine andere Bedeutung.
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Abbildung 5.17: Normalisierung der Winkelbereiche zur Ecke e
5.3.2 P-Spuren und Schnittest
Eine Anwendung der Randspur polyedrischer Objekte ist die Definition von
Separationsebenen zwischen Polyedern fu¨r das in Kapitel 2 Abschnitt 2.4
vorgestellte globale Optimierungsverfahren. Diese Ebenen sind mit den im
vorigen Abschnitt definierten Randobjekten gegeben.
Eine weitere Anwendung der Randspur PA,B ist der effiziente Schnittest
von Polyedern unter Translationen (wie bei der Minkowski-Summe ist die re-
lative Objektorientierung fu¨r P-Spuren fixiert). Dieser wird auf die Bestim-
mung der Winding Number zum Referenzpunkt von ObjektB zuru¨ckgefu¨hrt.
Die Winding Number zu einer geschlossenen Kurve im Raum ist allgemein
wie folgt definiert:
Definition 17 (Winding Number)
Sei K eine geschlossene, orientierte Raumkurve; z. B. der Rand eines Poly-
eders oder eine P-Spur. Fu¨r einen Punkt p ∈ R3 ist die Winding Number
bzgl. K wie folgt definiert:
Man betrachte einen stetigen Pfad von p nach∞ (fiktiver Punkt in belie-
biger Richtung mit Abstand∞ zuK). Schneidet dieser Pfad die Raumkurve
K von innen nach außen, so wird +1 addiert, bei einem Schnitt von außen
nach innen −1. Die Gesamtsumme entlang des Pfades ist die Winding Num-
ber von p bzgl. K.
In Abb. 5.18 ist die Winding Number verschiedener Punkte bzgl. einer
P-Spur PA,B dargestellt. Die Winding Number ist unabha¨ngig von dem
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Abbildung 5.18: Winding Number von Referenzpunkt rb bzgl. PA,−B gleich
Null ⇔ A,B u¨berschneidungsfrei
gewa¨hlten Pfad gegen ∞ (nicht notwendig eine Gerade); fu¨r die Implemen-
tierung eines Schnittests wird ein Strahl gewa¨hlt, da in diesem Fall Ray-
Shooting Verfahren eingesetzt werden ko¨nnen.
Fu¨r Punkte außerhalb von PA,B ergibt sich immer der Wert 0; fu¨r Punkte
innerhalb mindestens ein Wert von 1, da der Rand mindestens einmal von
innen nach außen passiert werden muß. Wegen mo¨glicher Selbstu¨berschnei-
dungen der P-Spur kann sich fu¨r Punkte innerhalb von PA,B eine Winding
Number echt gro¨ßer 1 ergeben. Fu¨r die Punkte auf der P-Spur ist eine
Zusatzvereinbarung notwendig, die im wesentlichen festlegt, ob diese Punkte
innerhalb, oder außerhalb von PA,B liegen.
Zwei Polyeder A,B u¨berschneiden sich genau dann, wenn die Winding
Number des Referenzpunktes rb von B bzgl. PA,−B echt gro¨ßer Null ist.
5.3.3 Faltungsintegral u¨ber Fa¨rbungen;
Algebraische Definition der Faltungsoperation
In diesem Abschnitt sollen kurz die wesentlichen Begriffe zur rein alge-
braischen Behandlung der Faltungsoperation skizziert und weiterfu¨hrende
Referenzen angegeben werden. Der Zusammenhang zwischen Faltung und
Polyederschnitt wird mit Satz 12 hergestellt, wobei sich der Begriff der Fal-
tung aus dem dort verwendeten Faltungsintegral ableitet. Zur Vertiefung
und insbesondere zur formalen Definition des Integrals u¨ber polyedrischen
Fa¨rbungen und den Beweisen siehe Schapira [Sch91b] und Chen [Che99].
Eine Fa¨rbung φ des Raumes ist eine Abbildung φ : R3 → N, die Punk-
ten des Raumes einen ganzzahligen Wert zuordnet. Wir beschra¨nken uns
hier auf den Fall polyedrischer Fa¨rbungen, die polyedrischen Teilmengen des
R3 konstante Werte auf den Elementen Ecke, Kante, Facette und inneren
Punkten zuordnen.
5.3 Randspur polyedrischer Objekte (P-Spur, Polyhedral Tracing) 79
Definition 18 (Polyedrische Fa¨rbung / Painting)
Seien EP ,KP ,FP , IP die Menge der Ecken, Kanten, Fla¨chen und der inneren
Punkte eines Polyeders P , OP Platzhalter fu¨r eine dieser Mengen und φ :
R3 → N eine Abbildung. φ heißt polyedrische Fa¨rbung (Painting), falls der
Wert von φ auf den Mengen EP ,KP ,FP , IP konstant ist, d. h.
(o1, o2) ∈ (OP×OP) ⇒ φ(o1) = φ(o2) . (5.16)
Ein einfaches Beispiel fu¨r eine polyedrische Fa¨rbung ist die charakteristische
Fa¨rbung eines Polyeders P ⊂ R3:
φP (p) :=
{
1, fu¨r alle p ∈ P
0, sonst
(5.17)
Ein weiteres Beispiel ist die von einer Randspur P induzierte Fa¨rbung, wobei
die Winding Number (siehe Def. 17 im vorigen Abschnitt) von p bzgl. P den
Wert der Fa¨rbung in p definiert:
ΦP (p) := Winding Number von p bzgl. P (5.18)
Eine P-Spur kann also auch als Randstruktur (Boundary Representation)
einer Fa¨rbung aufgefaßt werden.
Wir beno¨tigen nun noch den Begriff der Euler-Poincare´ Charakteristik:
Definition 19 (Euler-Poincare´-Charakteristik)
Sei P eine polyedrische Teilmenge des Rn. Die Euler-Poincare´ Charakteristik
von P ist definiert als die Anzahl der Komponenten abzu¨glich der Anzahl
von Tunnel plus der Anzahl interner Hohlra¨ume von P .
Fu¨r polyedrische Fa¨rbungen φ kann ein Integral
∫
p φ(p)dp betrachtet
werden. Dieses wird mit Hilfe einer Triangulierung des zugrunde liegen-
den Polyeders definiert (siehe Triangulation Theorem (2.1) in [Sch91b] bzw.
Euler Integral/Characteristic (1) in [Che99]), wobei die Integralbildung un-
abha¨ngig von der Wahl der Triangulierung und somit wohldefiniert ist. Fu¨r
die charakteristische Fa¨rbung φ eines Polyeders P entspricht der Wert des
Integrals
∫
φ der Euler-Poincare´ Charakteristik des Polyeders. Den Zusam-
menhang zwischen der Faltung φ ? ψ von Fa¨rbungen und der Separation
bzw. dem Schnitt von Polyedern stellt der folgende Satz her:
Satz 12 (Faltung und Euler-Poincare´ Charakteristik)
Seien φA, φB charakteristische Fa¨rbungen zweier Polyeder A und B. Dann
entspricht der Wert der Faltung7 (φA ? φB)(tb) =
∫
p∈R3 φA(p)φB(tb − p)dp
(Faltungsintegral) fu¨r einen Vektor tb ∈ R3 der Euler-Poincare´ Charakteri-
stik des Schnittes von A mit dem am Ursprung punktgespiegelten und um
tb verschobenen Polyeder B.
7Man vergleiche hierzu die Definitionen der Faltungsoperation fu¨r die Laplacetrans-
formation und ihre diskrete Entsprechung, die Z-Transformation. Die Z-Transformation
wird auf die Triangulierung der polygonalen Grundmenge angewandt. Der Faltungssatz
fu¨r die Fouriertransformation ist zum Vergleich ebenfalls aufgefu¨hrt. Zu den Faltungsope-
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Die in Abschnitt 5.3.1 auf P-Spuren definierte Faltung ?¯ hat insbesonde-
re die folgende Eigenschaft: Seien PA,PB die P-Spuren zweier Polyeder,
ΦPA ,ΦPB die hiervon induzierten Fa¨rbungen und PA,B die zugeho¨rige Fal-
tung. Dann gilt fu¨r die von PA,B induzierte Fa¨rbung ΦPA,B :
ΦPA,B = ΦPA ? ΦPB . (5.19)
5.4 Gilbert-Johnson-Keerthi-Algorithmus:
Separationsebenen fu¨r lokale Optimierung
Die Konstruktion des Distanzpolyeders bzw. der Randspur polyedrischer
Objekte ist fu¨r die Anordnungsoptimierung bei fester Orientierung der Po-
lyeder im Raum gu¨nstig, da sie in diesem Falle vorberechnet werden ko¨nnen.
Fu¨r die lokale Optimierung wird jedoch ein Verfahren beno¨tigt, welches fu¨r
die potentiell kontinuierlichen, jedoch schrittweise ausgefu¨hrten Objektrota-
tionen jeweils eine effiziente Anpassung der Separationsebenen ermo¨glicht.
Der Gilbert-Johnson-Keerthi-Algorithmus [GJK88, GF90] ist ein itera-
tives Verfahren, welches das Distanzpolyeder DAB zweier Polyeder durch
einen einbeschriebenen Simplex approximiert. Der Algorithmus terminiert,
wenn der Simplex die Facette des Distanzpolyeders entha¨lt, die zum mini-
malen Punktabstand der Polyeder A,B korrespondiert. Fu¨r den effizienten
Einsatz des Verfahrens im Zusammenspiel mit den lokalen Optimierungs-
verfahren ist zu beachten, daß die Simplexinformation aus dem vorangehen-
den Optimierungsschritt ausgenutzt und mit der Basisiteration des GJK-
Algorithmus effizient und lokal an die vera¨nderte Objektorientierung ange-
paßt werden kann; siehe Abschnitt 5.4.1 (man beachte hierzu insbesondere
die Implementierungen von S. Cameron [Cam97] und G. van den Bergen
[vdB99]).
Das Distanzpolyeder DP,Q zweier konvexer Polyeder entspricht der kon-
vexen Hu¨lle der Summe der Polyederecken von P,Q; siehe Abschnitt 5.2
zur Konstruktion des Distanzpolyeders. Im GJK-Algorithmus wird DP,Q
nicht explizit konstruiert; die erzeugte Folge von Simplizes ergibt sich je-
doch ebenfalls aus Summen von (Extremal-)Ecken der Ursprungspolyeder.
Der Algorithmus wird in diesem Abschnitt fu¨r die Ausgabe eines Punkte-
paares mit minimalem Abstand formuliert. Aus diesem Punktepaar la¨ßt
sich jedoch leicht eine Separationsebene ableiten, die orthogonal zur Ver-
bindungsstrecke der Punkte liegt und durch deren Mittelpunkt verla¨uft. Es
rationen von Transformierten siehe auch [All78, BS81, Bol89].
Faltung Z-Transformierte:
Z(fn ? gn) = Z(
∑n
k=0 fkgn−k) = Z(fn)Z(gn)
Faltung Laplacetransformation:
L((f ? g)(t)) = L(∫ t
0
f(τ)g(t− τ)dτ) = L(f(t))L(g(t))
Faltung Fouriertransformation:
F((f ? g)(x)) = F(∫∞
−∞
f(y)g(x− y)dy) = √2piF(f(x))F(g(x))
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d(P,Q) = ‖m(P ⊕ (−Q))‖
Abbildung 5.19: Iterationen des GJK-Algorithmus: Wahl von mk und ek
wird zuna¨chst der Distanzbegriff fu¨r Polyeder P,Q wiederholt, der dem mi-
nimalen Punktabstand entspricht (siehe Definition 9 auf Seite 61):
d(P,Q) := min{‖p− q‖ | p ∈ P, q ∈ Q}
Wir betrachten den Zusammenhang zwischen d(P,Q) und dem fu¨r konve-
xe Polyeder ebenfalls konvexen Distanzpolyeder DP,Q := P ⊕ (−Q) und
definieren hierzu den Minimalpunkt eines Polyeders:
Definition 20 (Minimalpunkt)
Sei P ein konvexes Polyeder. Der Minimalpunkt m(P ) von P ist der Punkt
mit dem geringsten Abstand zum Koordinatenursprung. Dieser Punkt ist
fu¨r konvexe Polyeder eindeutig bestimmt. Formal:
m(P ) := {p ∈ P | ‖p‖ = min
q∈P
{‖q‖}}
Es gilt:
d(P,Q) = ‖m(P ⊕ (−Q))‖ = ‖m(DP,Q)‖
Es wird nun die Basisiteration des GJK-Algorithmus beschrieben und
an einem zweidimensionalen Beispiel verdeutlicht. Gesucht ist der Minimal-
punkt des Distanzpolygons, also m(DP,Q). Der Algorithmus erzeugt eine
Folge Sk von Simplizes (in R
3: Tetraeder, Dreiecksfla¨chen, Kanten oder
Punkte), deren Ecken auf dem Rand des Distanzpolyeders liegen und damit
innerhalb von DP,Q. Die Folge der Simplizes wird so gewa¨hlt, daß deren
Minimalpunkte mk gegen den Minimalpunkt von DP,Q und damit gegen die
gesuchte Lo¨sung konvergieren; siehe hierzu auch Abb. 5.19. Fu¨r polyedri-
sche Objekte terminiert der Algorithmus nach einer durch die Eckenzahl
von DP,Q begrenzten, endlichen Anzahl von Schritten (fu¨r den Beweis siehe
[GJK88]).
Um die Folge der Simplizes Sk na¨her zu beschreiben, beno¨tigen wir den
Begriff der Extremalpunkte eines Polyeders P in Richtung r. Extremal-
punkte sind die Schnittpunkte von P mit einer maximal in Richtung r par-
allelverschobenen Stu¨tzebene Hr mit Normalenvektor r (gestrichelte Linien
in Abb. 5.19).
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Definition 21 (Extremalpunkte)
Sei P ein konvexes Polyeder und n ∈ R3 eine vorgegebene Richtung bzw.
der Normalenvektor einer Ebene. Die Abbildung eP , welche die Menge der
Extremalpunkte von P bzgl. n liefert, ist gegeben durch:
eP (n) := {e ∈ P | 〈n, e〉 = max{〈n, p〉 | p ∈ P}}
Im GJK-Algorithmus wird jeweils zu mk, dem Minimalpunkt des ak-
tuellen Simplex Sk, ein Extremalpunkt ek des Distanzpolyeders DP,Q in
Richtung −mk bestimmt; ek := eDP,Q(−mk). Da
eDP,Q(−mk) = eP⊕(−Q)(−mk) = eP (−mk)⊕−eQ(mk)
gilt, mu¨ssen zur Bestimmung von ek ∈ DP,Q nur die einzelnen ”Summanden”
P,Q bekannt sein. ek wird nun in den na¨chsten Simplex Sk+1 integriert,
wobei dafu¨r im allgemeinen eine Ecke des bisherigen Simplex Sk entfernt
wird (Ausnahme: Sk ist niederdimensional, d. h. Dreieck oder Kante; siehe
hierzu Abschnitt 5.4.1). Bei diesem Eckenaustausch wird sichergestellt, daß
weiterhin mk ∈ Sk+1 liegt. Typischerweise wird also eine Tetraederecke von
Sk gegen ek ausgetauscht, um Sk+1 zu erzeugen.
Wir betrachten nun das Terminierungskriterium fu¨r den Algorithmus.
Der Abstand der durch mk und den Extremalpunkt ek bestimmten Stu¨tz-
ebene zum Koordinatenursprung ak := 〈mk, ek〉/‖mk‖ = 〈−→mk, ek〉 stellt im-
mer eine untere Schranke fu¨r die Distanz ‖m(DP,Q)‖ dar; ‖mk‖ ist jeweils
eine obere Schranke. Da die Folge der ak im Gegensatz zu ‖mk‖ nicht not-
wendig monoton fallend ist, betrachten wir a¯k := max{0, a0, . . . , ak}. Der
Algorithmus terminiert, sobald der Abstand der Stu¨tzebene a¯k gleich dem
Abstand des gefundenen Minimalpunktes mk vom Koordinatenursprung ist,
d. h. a¯k = ‖mk‖ gilt.
Es ergibt sich der folgende Pseudo-Code fu¨r den GJK-Algorithmus:
m0 beliebiger Punkt in DP,Q;
e0 := eP (−m0)− eQ(m0);
S0 := {m0};
k := 0;
a¯ := max{0, 〈−→m0, e0〉};
WHILE a¯ < ‖mk‖ DO
Sk+1 := min|X|{X ⊂ Sk |mk ∈ Conv(X)} ∪ {ek};
Sk ist jeweils die Eckenmenge des aktuellen Simplex.
k := k + 1;
mk := m(Conv(Sk));
mk ist Punkt des Simplex Sk mit minimalem Abstand zum
Koordinatenursprung. mk liegt im Normalfall echt inner-
halb von DP,Q, wa¨hrend die Ecken ei des Simplex Sk auf
dem Rand von DP,Q liegen. Ferner gilt ‖mk‖ ≥ m(DP,Q)
und monoton fallend.
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ek := eP (−mk)− eQ(mk);
ek ist Extremalpunkt in Richtung −mk an DP,Q.
a¯ := max{a¯, 〈−→mk, ek〉};
〈−→mk, ek〉 ist der Abstand der Stu¨tzebene in Richtung mk vom
Koordinatenursprung.
END WHILE
return Punktepaar (eP (−mk), eQ(mk));
Auf die Bestimmung von mk wird im folgenden Abschnitt 5.4.1 na¨her
eingegangen. Bei der Bestimmung der Extremalpunkte eP (mk) ist zu be-
achten, daß man sich hier auf die Eckenmenge des Polyeders P beschra¨nken
kann und somit nur eine endliche Punktmenge betrachten muß. Insbesonde-
re steht im GJK-Algorithmus mit Ausnahmen der ersten Iteration jeweils der
Extremalpunkt der vorigen Iteration zur Verfu¨gung, so daß eine lokale Suche
entlang des Adjazenzgraphen der Ecken in der Praxis in konstanter Zeit den
neuen Extremalpunkt liefert (vgl. [Cam97, OG97]). Dies gilt insbesondere
auch beim Einsatz des GJK-Algorithmus im lokalen Optimierungsverfahren
von Abschnitt 3.2.
5.4.1 Algebraische Bestimmung des Simplex Sk
Zu zeigen bleibt noch, wie der Minimalpunkt mk und die minimale Menge
X ⊂ Sk mit mk ∈ Conv(X) zu gegebenem Sk algebraisch bestimmt wer-
den ko¨nnen. Es werden hierzu alle Teilmengen X von Sk mit ein bis drei
Elementen gebildet (ho¨chstens 14 verschiedene Teilmengen) und jeweils ge-
testet, ob mk als Konvexkombination der enthaltenen Vektoren dargestellt
werden kann. Die Begru¨ndung fu¨r die Einschra¨nkung von Sk auf Mengen
mit maximal vier Elementen liefert der Satz von Carathe´odory:
Satz 13 (Satz von Carathe´odory [GW93])
Sei P ⊂ Rn und p ein Punkt in Conv(P ). Dann gibt es eine Teilmenge
S ⊆ P mit n+ 1 oder weniger Punkten und p ∈ Conv(S).
Sei im folgenden X = {si1 , . . . , sin} ⊂ Sk (1 ≤ n ≤ 3) mit Indexmen-
ge I = {i1, . . . , in}. Aus der Bedingung mk ∈ Conv(X) erhalten wir die
folgenden Gleichungen:
mk =
∑
i∈I
λisi (5.20)
mit
∑
i∈I
λi = 1 (5.21)
und λi > 0 . (5.22)
Zudem gilt fu¨r den Minimalpunkt mk, daß er orthogonal zu Aff(X) sein muß.
Dies heißt insbesondere, daß mk orthogonal zu allen Vektoren (si − sj) mit
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si, sj ∈ X sein muß. Fu¨r einen beliebig aber fest gewa¨hlten Index i∗ ∈ I
erhalten wir hieraus Gleichungen der Form
〈mk, (si∗ − sj)〉 = 0 ∀j ∈ I r {i∗} . (5.23)
Wir setzen nun Gleichung (5.20) in Gleichung (5.23) ein und erhalten daraus:∑
i∈I
λi〈si, (si∗ − sj)〉 = 0 ∀j ∈ I r {i∗} (5.24)
Die Gleichungen (5.21) und (5.24) bilden zusammengenommen ein lineares
Gleichungssystem in den Variablen λi. Falls λi > 0 ∀i ∈ I gilt und damit
auch Bedingung (5.22) erfu¨llt ist, so ist X die gesuchte Teilmenge von Sk.
Es wird nun noch gezeigt, wie die Menge der Gleichungssysteme zu
den verschiedenen Teilmengen X von Sk effizient gelo¨st werden kann. Die
Lo¨sungsidee basiert auf der Cramerschen Regel und hat hier die folgende
spezielle Form von Rekursionsgleichungen:
ci({si}) := 1 (5.25)
ci(Y ∪ {si}) :=
∑
j∈IY
cj(Y )(〈sj , si∗〉 − 〈sj , si〉) (5.26)
cX =
∑
i∈IX
di(X) (5.27)
λi = ci(X)/cX (5.28)
Es wurde gezeigt, daß Sk aus maximal vier Elementen besteht. Fu¨r die
effiziente Berechnung der obigen Rekursionsgleichungen werden die maxi-
mal 16 paarweisen Skalarprodukte 〈si, sj〉 gespeichert und in den weiteren
Berechnungen wiederverwendet. In jeder Iteration mu¨ssen nur diejenigen
Skalarprodukte neu berechnet werden, in denen der hinzugefu¨gte Vektor ek
vorkommt. Zudem werden auch die Werte ci(Y ) gespeichert, wobei auch
hier immer nur diejenigen Teilmengen neu zu berechnen sind, in denen ek
enthalten ist.
Kapitel 6
Darstellung ra¨umlicher Drehungen
In diesem Kapitel werden verschiedene Darstellungsmo¨glichkeiten fu¨r ra¨um-
liche Drehungsoperationen vorgestellt und mit ihren Vor- und Nachteilen
diskutiert. Im wesentlichen sind vier Darstellungsformen verbreitet:
• Drehachse und Winkel
• Eulersche Winkel
• Matrixdarstellung
• Quaternionen
U¨ber die Angabe einer Drehachse und des entsprechenden Drehwinkels ist
eine intuitive Charakterisierung von Drehungen mo¨glich. Sie wird daher
ha¨ufig fu¨r die Eingabe bzw. Definition von Drehungen in interaktiven Sy-
stemen verwendet.
Eulersche Winkel beziehen sich hingegen auf ein System von drei Dreh-
achsen, zu denen jeweils die Drehwinkel in einer festgelegten Reihenfolge
angegeben werden. Meist werden hier die drei Koordinatenachsen als Dreh-
achsen verwendet und jeweils kleine Drehwinkel angegeben. Die intuitive
Annahme, die Gesamtdrehung sei unabha¨ngig von der Reihenfolge der Teil-
drehungen, ist zwar nicht korrekt, die Abweichung fa¨llt bei kleinen Drehwin-
keln aber nur unwesentlich ins Gewicht. Auch diese Darstellung ist daher
zur interaktiven Eingabe von Drehungen verbreitet. Bei geeigneter Wahl
der Drehachsen sind die Eulerschen Winkel eindeutig bestimmt und liefern
eine Darstellung mit drei unabha¨ngigen Parametern.
Die Matrixdarstellung von Drehungen entspricht der Standardrepra¨sen-
tation linearer Abbildungen in der linearen Algebra. Sie wird zudem von
vielen standardisierten Graphikumgebungen, wie z. B. OpenGL oder SGI
Open Inventor, verwendet bzw. gefordert. Zur Visualisierung von Objekten
wird diese Darstellung daher ha¨ufig direkt verwendet oder es sind effiziente
Konvertierungen in diese Darstellung notwendig. Zur interaktiven Eingabe
eignet sich die Matrixform jedoch nicht.
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Quaternionen1 bilden eine weitere Mo¨glichkeit, ra¨umliche Drehungen
darzustellen. Sie eignen sich insbesondere dann, wenn ha¨ufig Verkettungen
von Rotationen berechnet werden mu¨ssen, da dies mit wesentlich weniger
Rechenoperationen als z. B. bei einer Matrixmultiplikationen erreicht wer-
den kann. Sie werden daher im Bereich von Computeranimationen, insbe-
sondere auch Computerspielen, ha¨ufig eingesetzt. Eine Konvertierung dieser
Darstellung in Matrixform wird auf Seite 94 angegeben. Zur interaktiven
Definition von Drehungen sind sie jedoch ebenfalls nicht geeignet.
6.1 Algebraische Definition undMatrixdarstellung
Ra¨umliche Drehungen sind lineare Abbildungen von R3 nach R3 und ko¨nnen
daher in Form reeller 3×3-Matrizen dargestellt werden (siehe hierzu Stan-
dardwerke zur Linearen Algebra, z. B. [KK72, Fis78, Fis86, Bri83]). Fu¨r
Drehungsmatrizen gelten dabei spezielle Eigenschaften, die im folgenden
kurz zusammengefaßt werden. Wie bei allen linearen Abbildungen in Ma-
trixform entsprechen die Spalten der Transformationsmatrix jeweils den Bil-
dern der drei kanonischen Basisvektoren ei. Es sei eine Drehungsmatrix wie
folgt gegeben:
1Zur geschichtlichen Einfu¨hrung der Quaternionen folgendes Zitat aus [Bri83] Seite
333:
”
Zur Entstehung und Durchsetzung des Vektorraumbegriffs:
Die von Gauß (1799), Wessel (1799), Argand (1806) und anderen entwickelte geometrische
Darstellung der komplexen Zahlen in der Ebene gestattet eine algebraische Behandlung
der ebenen Geometrie, die insbesondere die Addition gerichteter Strecken, daru¨berhinaus
aber auch deren Multiplikation ermo¨glicht. Da das fu¨r die mathematische Beherrschung
physikalischer Zusammenha¨nge eine große Bedeutung hat, versuchte Hamilton ein umfas-
senderes ”System imagina¨rer Gro¨ßen” zu finden, die eine entsprechende Rechnungsweise
fu¨r den dreidimensionalen Raum gestatten. Er fand dabei heraus, daß dies fu¨r drei Dimen-
sionen nicht unmittelbar zu realisieren ist, stieß aber 1843 auf das vierdimensionale System
der Quaternionen. Um mit diesen dennoch eine fu¨r die Physik nu¨tzliche Rechnungsweise
zu ermo¨glichen, spaltete er eine Quaternion (a+ix+jy+kz) in einen Vektor (ix+jy+kz)
und einen Skalar a auf. Die Bezeichnung ”Vektor” und ”Skalar” fu¨hrte Hamilton deswegen
ein, weil er mit dem Vektoranteil einer Quaternion geometrische und physikalische gerich-
tete Gro¨ßen wie gerichtete Strecken, geradlinige Bewegungen, Geschwindigkeit, Kra¨fte,
Beschleunigungen usw. beschrieb (vehere (lat) f˜u¨hren, tragen, ziehen) und mit dem skala-
ren Anteil der Quaternion ungerichtete, skalierbare Gro¨ßen, wie etwa die Zeit. Hamilton
entwickelte Methoden der Algebra und der Analysis zum Rechnen in Quaternionen und
wendet sie fu¨r die verschiedensten Untersuchungen der mathematischen Physik an.“
Zur zeitlichen Einordnung beachte man, daß die Peano-Axiome fu¨r unendlich dimensio-
nale Vektorra¨ume u¨ber R aus dem Jahr 1888 stammen, die Erweiterung auf Vektorra¨ume
u¨ber beliebigen Ko¨rpern auf Krull 1925 und Emmi Noether 1929 zuru¨ckgehen und der heu-
te u¨bliche allgemeine Vektorraumbegriff u¨ber Schiefko¨rpern 1947 von Bourbaki eingefu¨hrt
wurde, Quaternionen also schon fru¨her bekannt waren.
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R =

 b11 b21 b31b12 b22 b32
b13 b23 b33

 Drehungsmatrix
︸︷︷︸
b1
︸︷︷︸
b2
︸︷︷︸
b3 Bilder ei
Im dreidimensionalen Raum entsprechen Drehungen den Matrizen R ∈
SO(3), der Gruppe der speziellen orthogonalen 3×3-Matrizen. Orthogonale
Matrizen sind durch die Gleichung R−1 = Rt definiert, wobei Rt die trans-
ponierte Matrix mit Rij = R
t
ji darstellt. Fu¨r die Bilder der Basisvektoren
gilt 〈bi, bj〉 = 0 (i 6= j).
Fu¨r die speziellen orthogonalen Matrizen gilt zusa¨tzlich detR = +1 (vgl.
[KK72, Fis78, Fis86]), woraus ‖bi‖ = 1 folgt. Man beachte, daß ra¨umliche
Drehungen im Gegensatz zum zweidimensionalen Fall nicht kommutativ
sind. Fu¨r Drehungsmatrizen A,B gilt also im allgemeinen AB 6= BA.
Fu¨r eine reelle 3×3-Matrix stehen zuna¨chst neun Parameter bzw. Koef-
fizienten zur Verfu¨gung. Durch die definierenden Gleichungen 〈bi, bj〉 = 0
und ‖bi‖ = 1 werden diese jedoch auf drei Freiheitsgrade eingeschra¨nkt.
Die Parameterabha¨ngigkeiten sind somit durch quadratische Ungleichungen
gegeben.
6.2 Drehachse und -winkel
Bei dieser Darstellung einer Rotation wird die Drehachse d und ein Drehwin-
kel α angegeben. Man beachte, daß der Drehwinkel auch durch die La¨nge
der Drehachse definiert werden kann, d.h. α := ‖d‖. Hieraus folgt unmit-
telbar, daß ra¨umliche Drehungen maximal drei Freiheitsgrade zulassen. Die
wesentliche Eigenschaft der Drehachse ist, daß sie bei der Transformation auf
sich selbst abgebildet wird. Dies bildet die Grundlage fu¨r die Konvertierung
in Matrixform:
Rd = d⇔ 0 = Rd− d = Rd− 1d = (R− 1)d .
Es ist also ein homogenes lineares Gleichungssystem mit Unbekannten d =
(d1, d2, d3) zu lo¨sen.
Zudem liefert diese Darstellung eine Normalform fu¨r die Matrixdarstel-
lung einer Rotation bzgl. eines geeignet gewa¨hlten Orthonormalsystems mit
e1 = d. Die Normalform ist dann von der Gestalt
R =

 1 0 00 cosα − sinβ
0 sinβ cosα

 .
Betrachtet man die Summe der Diagonalelemente, die Spur der Matrixdar-
stellung, so erha¨lt man fu¨r die obige Normalform Spur R = 1 + 2 cosα.
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Abbildung 6.1: Drehung mit Eulerschen Winkeln α, β, γ
Wenn auch uneigentliche Drehungen, d. h. Spiegelungen mit detR = −1,
betrachtet werden, so gilt:
Spur R = detR + 2 cosα
Fu¨r eine gegebene lineare Abbildung ist die Spur insbesondere unabha¨ngig
von der gewa¨hlten Basis (Folgerung aus der Invarianz des charakteristischen
Polynoms bzgl. der Basis; zum Begriff Spur siehe [Fis86]).
6.3 Eulersche Winkel
Eulersche Winkel beziehen sich immer auf ein vorgegebenes System von
drei, nicht notwendig unterschiedlichen, Drehachsen. Sie geben jeweils den
Drehwinkel um die entsprechenden Achsen an, wobei die Reihenfolge der
Drehungen wegen der nicht kommutativen Verknu¨pfung ebenfalls festgelegt
sein muß. In der Literatur wird der Begriff in zwei Varianten benutzt.
In der englischsprachigen Literatur wird meist eine beliebige Wahl der
Drehachsen zugelassen, insbesondere werden oft die x, y und z-Achse ge-
wa¨hlt. In diesem Fall sind die zu einer gegebenen Drehung korrespondieren-
den Winkel jedoch nicht eindeutig bestimmt.
Die deutschsprachige Literatur verwendet den Begriff hingegen im allge-
meinen fu¨r Systeme von Drehachsen, bei denen die Wahl der Drehwinkel zu
einer gegebenen Rotation eindeutig festgelegt ist. Dies ist z. B. fu¨r die Wahl
z, x, z-Achse der Fall. Im folgenden wird gezeigt, wie diese Winkel aus einer
gegebenen Matrixdarstellung gewonnen werden ko¨nnen.
Satz 14
Sei R ∈ SO(3). Dann gibt es eindeutig bestimmte Winkel α, β, γ ∈ [0, 2pi[,
so daß
R =

 cos γ − sin γ 0sin γ cos γ 0
0 0 1



 1 0 00 cosβ − sinβ
0 sinβ cosβ



 cosα − sinα 0sinα cosα 0
0 0 1

 .
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Beweis:
Gezeigt wird, daß Winkel ϕ,ψ, β ∈ [0, 2pi[ existieren, so daß
 cosϕ − sinϕ 0sinϕ cosϕ 0
0 0 1

R

 cosψ − sinψ 0sinψ cosψ 0
0 0 1


︸ ︷︷ ︸
X
=

 1 0 00 cosβ − sinβ
0 sinβ cosβ

 .
Die in der Formulierung des Satzes gewa¨hlten Matrizen ergeben sich dann
mit γ = −ϕ und α = −ψ. Sei X = (xij) die links vom Gleichheitszeichen
stehende Produktmatrix.
1. Schritt: Es ist x33 = r33. Da R orthogonal ist, folgt aus RR
t = RR−1 = 1,
daß r231 + r
2
32 + r
2
33 = 1 und damit ‖r33‖ ≤ 1. Wa¨hle β ∈ [0, 2pi[ mit
cosβ = r33.
2. Schritt: Es ist ferner x13 = r13 cosϕ− r23 sinϕ; wa¨hle ϕ ∈ [0, 2pi[ so, daß
x13 = 0 gilt.
Dies ist mo¨glich, da der Wertebereich der Tangensfunktion das Intervall
[−∞,+∞] u¨berdeckt, wobei tanϕ = sinϕcosϕ = r13r23 (mit Sonderfall cosϕ = 0,
falls r23 = 0).
3. Schritt: Wa¨hle ψ ∈ [0, 2pi[ mit r¯ = (cosϕ,− sinϕ)
(
r11 r12
r21 r22
)
=
(cosψ, sinψ). Dies ist mo¨glich, da r¯ nach Wahl von ϕ die Norm 1 hat
(siehe unten). Damit gilt x11 = cos
2 ψ + sin2 ψ = 1.
Nebenrechnung zu ‖r¯‖ = 1. Aus R orthogonal folgt
r211 + r
2
12 = 1− r213, r221 + r222 = 1− r223 und
r11r21 + r12r22 = 0− r13r23 = −r13r23 .
(6.1)
Damit:
‖r¯‖ = r211 cos2 ϕ− 2r11r21 cosϕ sinϕ+ r221 sin2 ϕ+
r212 cos
2 ϕ− 2r12r22 cosϕ sinϕ+ r222 sin2 ϕ
(6.1)
= (1− r213) cos2 ϕ+ 2r13r23 cosϕ sinϕ+ (1− r223) sin2 ϕ
= cos2 ϕ+ sin2 ϕ+ (r13 cosϕ− r23 sinϕ)2︸ ︷︷ ︸
= 0 (Schritt 2)
= 1
4. Schritt: Da X orthogonal ist (Produkt orthogonaler Matrizen), folgt aus
x11 = 1 mit XX
t = 1 wie in Schritt 1, daß x12 = x21 = x31 = 0. Da
detX = +1 folgt hiermit dann
(
x22 x23
x32 x33
)
=
(
cosβ − sinβ
sinβ cosβ
)
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Die Winkel α, β und γ sind eindeutig bestimmt, sofernR eine von (0, 0, 1)
verschiedene Drehachse hat. Entspricht R jedoch einer Drehung um die z-
Achse, so sind r13 = r23 = 0 und in Schritt 2 ist ϕ nicht eindeutig bestimmt.
Setze ϕ in diesem Fall gleich Null. Mit dieser zusa¨tzlichen Vereinbarung sind
die Eulerschen Winkel zu einer gegebenen Rotation R immer eindeutig.
¤
Die Matrixdarstellung ergibt sich aus den Eulerschen Winkeln durch
Multiplikation der zu den Teildrehungen korrespondierenden Matrizen.
6.4 Quaternionen (Cayley-Kleinsche Parameter, H)
Die Darstellung von Drehungen als sogenannte Quaternionen beruht auf ei-
ner speziellen Erweiterung der komplexen Zahlen, wobei die multiplikative
Verknu¨pfung entsprechend der Verkettung von Drehungen im Raum nicht
kommutativ ist. Dies entspricht der Struktur eines Schiefko¨rpers bzw. eines
Divisionsrings (hieru¨ber ko¨nnen Divisionsalgebren gebildet werden) und im
folgenden wird die Algebra der Quaternionen u¨ber den reellen Zahlen mit H
bezeichnet (die Bezeichnung ist in der Literatur nicht einheitlich; Klingen-
berg/Klein [KK72] verwendet z. B. L). Es gilt:
Satz 15 (Satz von Frobenius)
Jede endlich dimensionale Divisionsalgebra A u¨ber R ist isomorph zu R,C
oder H.
Insofern bilden die Quaternionen die einzige und kleinstmo¨gliche Einbet-
tung von Rotationen in eine R-Algebrastruktur, denn die Multiplikation in
R und C ist kommutativ.
In der Literatur sind zwei Darstellungsformen fu¨r Quaternionen gebra¨uch-
lich. In der Physik, speziell der klassischen Mechanik, wird eine Darstellung
von Quaternionen als 2×2-Matrizen u¨ber C bevorzugt und ha¨ufig als Cayley-
Kleinsche Parameter bezeichnet. Zur Isomorphie zwischen den unita¨ren
komplexen 2×2-Matrizen (genauer: Paaren von Matrizen) und den reellen
orthogonalen 3×3-Matrizen siehe [Gol89].
Quaternionen ko¨nnen alternativ als Erweiterung der komplexen Zahlen
eingefu¨hrt werden (siehe z. B. [MM97]), woraus eine einfach zu implementie-
rende Darstellung gewonnen werden kann. Zur Implementierung siehe auch
direkt Abschnitt 6.4.3.
6.4.1 Cayley-Kleinsche Parameter;
2×2-Matrixdarstellung u¨ber C
Wir gehen zuna¨chst auf die Darstellung mittels komplexer 2×2-Matrizen
ein und betrachten hierzu den folgenden Satz von Matrizen (Paulische Spin
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Matrizen):
1 =
(
1 0
0 1
)
; ρx :=
(
0 1
1 0
)
; ρy :=
(
0 −i
i 0
)
; ρz :=
(
1 0
0 −1
)
Diese sind linear unabha¨ngig und die Darstellung eines Punktes p = (p1, p2,
p3) ∈ R3 erfolgt durch die komplexe Matrix der Form
Pˆ = p1ρx + p2ρy + p3ρz =
(
p3 p1 − ip2
p1 + ip2 −p3
)
.
Fu¨r eine Drehung mit Drehachse d ∈ R3 mit ‖d‖ = 1 und Drehwinkel θ
definieren wir zudem die folgende Matrix:
Q = cos
θ
2
1+ i sin
θ
2
(d1ρx + d2ρy + d3ρz)
Die Drehung eines Vektors bzw. Punktes pmit Matrixdarstellung Pˆ ist durch
das Produkt
P˜ = QPˆQa
gegeben. Q ist eine unita¨re komplexe Matrix mit Determinante detQ = 1.
Unita¨re Matrizen sind durch die Gleichung QaQ = 1 = QQa definiert, wobei
Qa = Q¯t die adjungierte Matrix zu Q bezeichnet mit Q¯ fu¨r die konjugiert
komplexe Matrix. Es gilt also insbesondere Qa = Q−1 (vgl. Definition or-
thogonaler Matrizen durch Rt = R−1). Man kann zeigen, daß die Matrix Q
mit α, β ∈ C immer von der Gestalt
Q =
(
α β
−β¯ α¯
)
ist, wobei zusa¨tzlich
αα¯+ ββ¯ = 1
gelten muß. Durch diese Bedingung werden die vier Freiheitsgrade bei
der Wahl der Komponenten von α und β auf die drei Freiheitsgrade bei
ra¨umlichen Drehungen eingeschra¨nkt.
6.4.2 R4-Vektordarstellung von H
Im folgenden wird nun die alternative Betrachtungsweise von Quaternionen
als Erweiterung der komplexen Zahlen vorgestellt. Wie u¨blich ist i2 = −1.
Zudem fu¨hren wir zwei neue Basiselemente j und k ein, wobei gilt:
i2 = j2 = k2 = ijk = −1 (6.2)
ij = −ji = k, jk = −kj = i, ki = −ik = j . (6.3)
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Quaternionen besitzen nun eine Darstellung als qˆ = q0 + q1i + q2j + q3k
mit qi ∈ R. Zur Vereinfachung der Schreibweise fu¨hren wir den Vektor I =
(i, j, k) ein, der den imagina¨ren Basisanteil bzw. Unterraum repra¨sentiert.
Mit q := (q1, q2, q3) ∈ R3 ergibt sich damit qˆ = q0 + 〈q, I〉. Aus (6.3) folgt
direkt, daß die Quaternionenmultiplikation, entsprechend der Verkettung
von Drehungen, nicht kommutativ ist. Das Produkt zweier Quaternionen
a, b ergibt sich insgesamt wie folgt:
aˆbˆ = (a0 + a1i+ a2j + a3k)(b0 + b1i+ b2j + b3k)
= (a0b0 − a1b1 − a2b2 − a3b3)+
(a0b1 + a1b0 + a2b3 − a3b2)i+
(a0b2 − a1b3 + a2b0 + a3b1)j+
(a0b3 + a1b2 − a2b1 + a3b0)k
= (a0b0 − 〈a, b〉)+
(a0b1 + b0a1 + a2b3 − a3b2)i+
(a0b2 + b0a2 + a3b1 − a1b3)j+
(a0b3 + b0a3 + a1b2 − a2b1)k
= (a0b0 − 〈a, b〉) + 〈a0b+ b0a+ a×b, I〉 (6.4)
Die Darstellung eines Punktes bzw. Vektors p im dreidimensionalen Raum
(d.h. p ∈ R3) ergibt sich aus
pˆ = p1i+ p2j + p3k = 〈p, I〉 (6.5)
und die Darstellung einer Rotation mit Drehachse d ∈ R3, ‖d‖ = 1 und
Drehwinkel θ aus
qˆ = cos
θ
2
+ sin
θ
2
dˆ . (6.6)
Das Produkt p˜ := qˆpˆq¯ ist die Quaternionendarstellung fu¨r den bzgl. der
Drehachse d um den Winkel θ gedrehten Punkt p. Das konjugierte Quater-
nion ist definiert durch q¯ := q0 − q1i− q2j − q3k = q0 − 〈q, I〉. Man beachte,
daß die zu qˆ a¨quivalente Drehung um die Achse −d und den Winkel 2pi − θ
eine andere Quaternionendarstellung besitzt. Eine gegebene Drehung kann
also im allgemeinen durch genau zwei verschiedene Quaternionen erzeugt
werden. Fu¨r die einer Drehung entsprechenden Quaternionen qˆq¯ gilt wegen
cos2 α + sin2 α = 1 und ‖d‖ = 1 (vgl. auch Matrixdarstellung von Quater-
nionen QQa = 1):
qˆq¯ = q20 + q
2
1 + q
2
2 + q
2
3 = 1 = q¯qˆ (6.7)
Fu¨r die Drehungsoperation p˜ = qˆpˆq¯ wird nun eine explizite Darstellung
abgeleitet (siehe auch die nachfolgende Nebenrechnung). Man beachte, daß
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wieder ein rein imagina¨rer Anteil entsteht, welcher der Darstellung eines
Punktes entspricht.
qpˆq¯
(6.4)
=
qpˆ mit p0=0︷ ︸︸ ︷
(−〈q, p〉+ 〈q0p+ q×p, I〉)
q¯︷ ︸︸ ︷
(q0 − 〈q, I〉)
(6.4)
= –q0〈q, p〉+ 〈q0p+ q×p, q〉+
〈〈q, p〉q + q0(q0p+ q×p) + (q0p+ q×p)×(−q), I〉
= –q0〈q, p〉+ q0〈p, q〉+ 〈q×p, q〉+
〈〈q, p〉q + q20p+ q0(q×p) + q0(p×(−q)), I〉+
〈(q×p)×(−q), I〉
(6.8)
= 〈〈q, p〉q + q20p+ 2q0(q×p), I〉+ 〈q×(q×p), I〉
(6.9)
= 〈〈q, p〉q + q20p+ 2q0(q×p), I〉+ 〈(q20 − 1)p+ 〈q, p〉q, I〉
= 〈2〈q, p〉q + (2q20 − 1)p+ 2q0(q×p), I〉
= 2〈〈q, p〉q + (q20 − 0, 5)p+ q0(q×p), I〉
Nebenrechnung zu (6.8):
q×(q×p) = q×(q2p3 − q3p2, q3p1 − q1p3, q1p2 − q2p1)
= (q2(q1p2 − q2p1)− q3(q3p1 − q1p3),
q3(q2p3 − q3p2)− q1(q1p2 − q2p1),
q1(q3p1 − q1p3)− q2(q2p3 − q3p2))
= ((−q22 − q23)p1 + (q2p2 + q3p3)q1,
(−q23 − q21)p2 + (q3p3 + q1p1)q2,
(−q21 − q22)p3 + (q1p1 + q2p2)q3)
(6.9)
(6.7)
= ((q20 − 1 + q21)p1 + (q2p2 + q3p3)q1,
(q20 − 1 + q22)p2 + (q1p1 + q3p3)q2,
(q20 − 1 + q23)p3 + (q1p1 + q2p2)q3)
= (q20 − 1)p+ 〈q, p〉q
Es wird nun hergeleitet, wie die Matrixdarstellung einer Rotation aus
der Quaternionendarstellung abgeleitet werden kann. Hierzu betrachten wir
zuna¨chst nochmals das Produkt zweier Quaternionen:
aˆbˆ = (a0b0 − a1b1 − a2b2 − a3b3)+
(a0b1 + a1b0 + a2b3 − a3b2)i+
(a0b2 − a1b3 + a2b0 + a3b1)j+
(a0b3 + a1b2 − a2b1 + a3b0)k
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Bezu¨glich der Basis (1, i, j, k) des Quaternionenraumes kann diese Multi-
plikation durch eine 4×4-Matrix ausgedru¨ckt werden, wobei die Quaternio-
nenmultiplikation mit a von links bzw. mit b von rechts jeweils durch eine
Matrix L(a) bzw. R(b) beschrieben ist:
aˆbˆ = L(a)b =


a0 −a1 −a2 −a3
a1 a0 −a3 a2
a2 a3 a0 −a1
a3 −a2 a1 a0

b = R(b)a =


b0 −b1 −b2 −b3
b1 b0 b3 −b2
b2 −b3 b0 b1
b3 b2 −b1 b0

a
Damit ergibt sich fu¨r die Drehungsoperation p˜ = qˆpˆq¯ die folgende 4×4-
Matrixdarstellung:
qˆpˆq¯ = L(qˆ)pˆq¯ = L(qˆ)R(q¯)pˆ = (6.10)

1 0 0 0
0 q20 + q
2
1 − q22 − q23 2(q1q2 − q0q3) 2(q1q3 + q0q2)
0 2(q1q2 + q0q3) q
2
0 − q21 + q22 − q23 2(q2q3 − q0p1)
0 2(q1q3 − q0q2) 2(q2q3 + q0q1) q20 − q21 − q22 + q23




0
p1
p2
p3


Der Matrixeintrag (1,1) ergibt sich aus q20 + q
2
1 + q
2
2 + q
2
3
(6.7)
= 1. Die 3×3-
Untermatrix des imagina¨ren Basisanteils i, j, k entspricht der Rotationsma-
trix im R3.
6.4.3 Implementierung der Quaternionenalgebra H
Die Implementierung kann mittels eines Skalars w ∈ R fu¨r den reellen Anteil
und eines Vektors v ∈ R3 fu¨r die Koeffizienten der imagina¨ren Anteile i, j, k
erfolgen. Dies hat den Vorteil, daß die Basisoperationen fu¨r Quaternionen
aufbauend auf dem u¨blichen Skalar- und Vektorprodukt des R3 implemen-
tiert werden ko¨nnen. Fu¨r eine Drehung mit Drehachse d, ‖d‖ = 1 und
Winkel θ ergibt sich nach (6.6):
w := cos
θ
2
; v := sin
θ
2
d
Die Transformation eines Punktes p ∈ R3 kann dann mit (6.8) wie folgt
berechnet werden:
p˜ := 2(〈v, p〉v + (w2 − 0.5)p+ w(v×p))
Eine Verkettung zweier Rotationen, siehe (6.4), ist gegeben durch
wgesamt := w1w2 − 〈v1, v2〉
vgesamt := w1v2 + w2v1 + v1×v2 .
Die Konvertierung von der Quaternionendarstellung in eine reelle 3×3-Ro-
tationsmatrix ergibt sich aus (6.10).
Kapitel 7
Infinitesimale Drehungen
In Kapitel 6 wurden Eigenschaften ra¨umlicher Drehungen zusammengefaßt
und verschiedene Darstellungsmo¨glichkeiten diskutiert. In diesem Abschnitt
wird nun untersucht, welche zusa¨tzlichen Eigenschaften fu¨r sehr kleine Dre-
hungen gelten. Eine infinitesimale Drehung ist einen Drehungsoperation,
durch welche die Vektorkomponenten nur geringfu¨gig vera¨ndert werden, d.
h. es soll gelten:
x˜i = xi + εi1x1 + εi2x2 + εi3x3 . (7.1)
x˜ bezeichnet im folgenden immer das Bild von x unter einer infinitesi-
malen Drehung. Die εij werden als infinitesimale Gro¨ßen angesehen, so daß
in allen folgenden Rechnungen nur die erste, nichtverschwindende Ordnung
der εij beru¨cksichtigt wird. Gleichheit unter Vernachla¨ssigung von Termen
ho¨herer Ordnung wird durch
.
= gekennzeichnet. Die komponentenweisen
Beziehungen x˜i = xi +
∑
j εijxj lauten in Matrixschreibweise x˜ = (1+ ε)x.
Eigenschaft 16
Infinitesimale Drehungen verhalten sich kommutativ.
Beweis:
Seien (1+ ε1) und (1+ ε2) infinitesimale Drehungen. Damit folgt:
(1+ ε1)(1+ ε2) = 1
2 + ε11+ 1ε2 + ε1ε2
.
= 1+ ε1 + ε2
¤
Eigenschaft 17
Das inverse Element zu (1+ ε) ist (1− ε).
Beweis:
Dies folgt aus (1+ ε)(1− ε) = 12 + ε1− 1ε + ε2 .= 1
¤
Eigenschaft 18
Jede infinitesimale Drehung R = (1+ ε) ist von der Form
R = 1+

 0 γ −β−γ 0 α
β −α 0

 =

 1 γ −β−γ 1 α
β −α 1

 .
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Beweis:
Orthogonale Matrizen sind durch R−1 = Rt definiert, so daß fu¨r infinitesi-
male Drehungen gilt: 1− ε .= R−1 = Rt = 1+ εt und damit folgt −ε .= εt,
d. h. ε ist antisymmetrisch. Fu¨r jede antisymmetrische Matrix ε gilt nun:
εii = 0 und εij = −εji fu¨r i 6= j.
Die Vorzeichenverteilung kann beliebig gewa¨hlt werden. Im Hinblick auf
eine einfache Berechnung der Koordinatentransformation als Vektorprodukt
(siehe Eigenschaft 19), wird sie jedoch wie oben angegeben vereinbart.
¤
Eigenschaft 18 kann auch angelehnt an die Darstellung durch Euler-
sche Winkel abgeleitet werden. Fu¨r eine infinitesimale Drehung sind die
eindeutig bestimmten Eulerschen Winkel nach Satz 14 bzgl. des Drehach-
sensystems z, x, z jedoch nicht notwendigerweise klein. In diesem Falle ist
die Betrachtung des Drehachsensystems x, y, z gu¨nstiger, da die Bilder der
Koordinatenachsen nur geringfu¨gig von ihren Urbildern abweichen. Zudem
sind infinitesimale Drehungen nach Eigenschaft 16 kommutativ und die Rei-
henfolge der Operationen damit unerheblich.
Fu¨r infinitesimale Winkel ϕ ergeben sich fu¨r cosϕ und sinϕ die folgenden
Linearisierungen aus der Reihenentwicklung der Funktionen:
sinϕ = ϕ1 − ϕ
3
3!
+
ϕ5
5!
− . . . .= ϕ
cosϕ = ϕ0 − ϕ
2
2!
+
ϕ4
4!
− . . . .= 1
Aus den Matrixdarstellungen fu¨r die einzelnen Teildrehungen folgt damit:
 1 0 00 cosϕ − sinϕ
0 sinϕ cosϕ



 cosβ 0 − sinβ0 1 0
sinβ 0 cosβ



 cosψ − sinψ 0sinψ cosψ 0
0 0 1

 .=

 1 0 00 1 −ϕ
0 ϕ 1



 1 0 −β0 1 0
β 0 1



 1 −ψ 0ψ 1 0
0 0 1

 .=

 1 −ψ −βψ 1 −ϕ
β ϕ 1


(7.2)
Mit ψ = −γ und ϕ = −α entspricht dies der Form nach Eigenschaft 18:
R = 1+

 0 γ −β−γ 0 α
β −α 0

 = 1+ ε .
Eigenschaft 19
Fu¨r die A¨nderung ∆x eines Vektors x unter einer infinitesimalen Drehung
(1+ ε) in der obigen Darstellung gilt ∆x = (α, β, γ)×x.
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Beweis:
Die A¨nderung ∆x eines Vektors x hat nach Gleichung 7.1 die Form ∆x =
x˜− x = εx. Mit Eigenschaft 18 ist damit
∆x = (x3β − x2γ, x1γ − x3α, x2α− x1β) = (α, β, γ)×x
¤
Eigenschaft 20
Eine infinitesimale Rotation eines konvexen Objektes erzeugt einen Hu¨llko¨r-
per fu¨r dieses Objekt unter einer orthogonalen Transformation.
Der Beweis dieser fu¨r das lokale Optimierungsverfahren zentralen Eigen-
schaft wird im folgenden Abschnitt gegeben. Eigenschaft 20 entspricht der
Aussage von Satz 31.
7.1 Hu¨llko¨rpereigenschaft infinitesimaler
Rotationen
In diesem Abschnitt wird bewiesen, daß jede infinitesimale Rotation eines
konvexen Objektes einen Hu¨llko¨rper fu¨r dieses Objekt unter einer ortho-
normalen Rotation liefert. Fu¨r konvexe Metriken (siehe Def. 28, sowie
[CD85, GO97]), wie insbesondere den gewo¨hnlichen euklidischen Abstand,
muß hierzu lediglich gezeigt werden, daß eine Einbettung des Einheitswu¨rfels
in sein Bild unter der infinitesimalen Rotation existiert.
Das Bild des Einheitswu¨rfels unter einer infinitesimalen Rotation R ist
ein Spat (siehe auch Abb. 7.9 auf Seite 114), der von den Bildern der drei
kanonischen BasisvektorenRei = bi aufgespannt wird. Im folgenden werden
die Bilder der Basisvektoren unter einer infinitesimalen Rotation immer mit
bi und als Spatvektoren bezeichnet.
Die Einbettung des Einheitswu¨rfels in den Spat wird durch eine or-
thonormale Rotationsabbildung angegeben. Die entsprechenden Bilder der
ei werden fu¨r diese Abbildung jeweils mit oi bezeichnet und bilden ein
rechtsha¨ndiges Orthonormalsystem. Der Beweis fu¨r die Existenz der Einbet-
tung erfolgt konstruktiv; es werden insbesondere die entsprechenden Bilder
oi angegeben. Satz 31 liefert diese Aussage unter Verwendung der hierfu¨r
notwendigen vorangehenden Lemmata. Der Aufbau der Hilfssa¨tze gliedert
sich wie folgt:
In Lemma 21 wird gezeigt, daß fu¨r eine infinitesimale Rotation die paar-
weisen Winkel zwischen den Spatvektoren bi immer gro¨ßer gleich 90
◦ ange-
nommen werden ko¨nnen, was im folgenden dann vorausgesetzt wird. Insbe-
sondere gilt fu¨r jedes Paar von Spatvektoren mit i 6= j damit 〈bi,bj〉 ≤ 0.
Diese Eigenschaft bleibt auch erhalten, wenn zwei Spatvektoren bi,bj auf
die Ebene Ek senkrecht zum dritten Basisvektor bk projiziert werden (siehe
Lemma 23).
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In Lemma 24 bis 26 werden dann Aussagen u¨ber La¨ngen und Absta¨nde
innerhalb des Spates hergeleitet, die fu¨r den Beweis beno¨tigt werden.
In Lemma 27 wird dann hergeleitet, wann der von einem Orthonormalsy-
stem o1, o2, o3 aufgespannte Wu¨rfel innerhalb des Spates liegt. Es zeigt sich,
daß u¨ber die Einbettung der Wu¨rfeldiagonalen d = o1 + o2 + o3 die Einbet-
tung aller anderen Spatecken sichergestellt werden kann. d ist gleichzeitig
die Drehachse der gesuchten orthonormalen Transformation.
Die folgenden Lemmata 28 und 29 zeigen, wie die Berechnung des voll-
sta¨ndigen Orthonormalsystems erfolgt, wenn die Drehachse gegeben ist. Die
Verwendung trigonometrischer Funktionen ist hierzu nicht erforderlich, so
daß sich effiziente Implementierungen ergeben.
Zusammenfassend hier die Bezeichnungen, die in diesem Abschnitt ver-
wendet werden:
R =

 1 γ −β−γ 1 α
β −α 1

 infinitesimale Rotation
︸︷︷︸
b1
︸︷︷︸
b2
︸︷︷︸
b3 Spatvektoren
i, j, k Indizes jeweils aus {1, 2, 3}
o1, o2, o3 Orthonormalsystem/Rotationsabbildung
d := o1 + o2 + o3 Diagonale des Einheitswu¨rfels/Drehachse
θ := arccos(1/
√
3) Winkel zwischen d und oi
η := arccos(
√
2/
√
3) Winkel zwischen d und Fla¨chen oi, oj−→v Normierter Vektor in Richtung v der La¨nge 1
Lemma 21
Fu¨r mindestens eine Ecke des von b1,b2,b3 aufgespannten Spates gilt, daß
alle paarweisen Winkel zwischen den Spatschenkeln gro¨ßer gleich 90◦ sind.
Fu¨r diese Ecke gilt dann insbesondere 〈bi,bj〉 ≤ 0 fu¨r alle Paare mit i 6= j.
Beweis:
Zu zeigen ist, daß fu¨r eine Ecke des Spates die paarweisen Skalarprodukte
〈bi,bj〉 (i 6= j) zwischen den Spatschenkeln jeweils kleiner gleich Null sind.
Zu betrachten sind also die Vorzeichen der folgenden Terme:
〈b1,b2〉 = 〈(1,−γ, β), (γ, 1,−α)〉 = γ − γ − βα = −αβ
〈b2,b3〉 = 〈(γ, 1,−α), (−β, α, 1)〉 = −γβ + α− α = −βγ
〈b1,b3〉 = 〈(1,−γ, β), (−β, α, 1)〉 = −β − γα+ β = −αγ .
(7.3)
Die nachfolgende Tabelle zeigt die Vorzeichenverteilung der Skalarprodukte
fu¨r die acht mo¨glichen Vorzeichenkombinationen von α, β, γ. Der Eintrag
”
−” in der Tabelle bedeutet hier
”
≤ 0”. Man beachte, daß die positiven
Vorzeichen jeweils paarweise auftreten. Damit diese Skalarprodukte eben-
falls kleiner gleich Null werden, muß das Vorzeichen genau eines Spatvektors
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gea¨ndert werden. Man kann leicht verifizieren, daß dies durch die in der letz-
ten Spalte angegebenen Basistransformationen erreicht wird. Hierbei wird
zusa¨tzlich die Position von zwei Spatvektoren getauscht, um trotz des Vor-
zeichenwechsels ein rechtsha¨ndiges System zu erhalten.
〈b1,b2〉 〈b1,b3〉 〈b2,b3〉 Basistrans-
α β γ −αβ −βγ −αγ formation
+ + + – – – (b1,b2,b3)
– – – – – – (b1,b2,b3)
+ – + + + – (−b1,b3,b2)
– + – + + – (−b1,b3,b2)
– + + + – + (b3,−b2,b1)
+ – – + – + (b3,−b2,b1)
+ + – – + + (b2,b1,−b3)
– – + – + + (b2,b1,−b3)
¤
Im folgenden seien b1,b2,b3 immer entsprechend Lemma 21 gewa¨hlt, d.
h. es gelte jeweils 〈bi,bj〉 ≤ 0 fu¨r i 6= j.
Korollar 22
Die Transformation R = (b1,b2,b3) ist orthogonal genau dann, wenn min-
destens zwei der Werte α, β, γ gleich Null sind.
Beweis:
Man betrachte die drei Skalarprodukte in (7.3). Offenbar sind diese genau
dann gleichzeitig Null, wenn mindestens zwei der Werte α, β, γ gleich Null
sind.
¤
Lemma 23
Der Winkel zwischen zwei Spatschenkeln bi,bj projiziert auf die Ebene or-
thogonal zum dritten Spatvektor bk ist jeweils gro¨ßer gleich 90
◦.
Beweis:
Wir betrachten den Fall fu¨r i = 1, j = 2 und k = 3. Ferner seien p1, p2 die
Projektionen von b1,b2 auf die Ebene senkrecht zu b3. Zu zeigen ist also
](p1, p2) ≥ 90◦. Dies ist a¨quivalent zu 〈−→p1,−→p2〉 ≤ 0 und wegen positiver
La¨ngen zu 〈p1, p2〉 ≤ 0.
Es gilt (fu¨r i ∈ {1, 2}):
pi = b
⊥b3
i = bi −
〈bi,b3〉
〈b3,b3〉b3
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Damit
〈p1, p2〉 =
〈
b1 − 〈b1,b3〉〈b3,b3〉b3,b2 −
〈b2,b3〉
〈b3,b3〉b3
〉
= 〈b1,b2〉 − 2〈b1,b3〉〈b2,b3〉〈b3,b3〉 +
〈b1,b3〉〈b2,b3〉
〈b3,b3〉2 〈b3,b3〉
= 〈b1,b2〉 − 〈b1,b3〉〈b2,b3〉〈b3,b3〉 (7.4)
Nach Voraussetzung bzw. Lemma 21 gilt 〈bi,bj〉 ≤ 0 fu¨r alle gemischten
Terme mit i 6= j und es gilt zudem 〈b3,b3〉 > 0. Somit sind die beiden
Summanden in (7.4) negativ und damit 〈p1, p2〉 ≤ 0, was zu zeigen war.
¤
In den folgenden drei Hilfssa¨tzen werden Aussagen u¨ber Seitenla¨ngen
und Absta¨nde innerhalb des Spates hergeleitet.
Lemma 24
Fu¨r die La¨ngen der Spatseiten bzw. der Spatdiagonalen gilt:
1. Fu¨r alle Seitenla¨ngen ‖bi‖ des durch b1,b2,b3 aufgespannten Spates
gilt ‖bi‖ ≥ 1.
2. Fu¨r die beiden Seitendiagonalen (bi ± bj) (i 6= j) innerhalb der von
bi,bj aufgespannten Spatfla¨chen gilt jeweils ‖bi ± bj‖ ≥
√
2.
3. Fu¨r die Spatdiagonalen b1±b2±b3 gilt entsprechend ‖b1±b2±b3‖ ≥√
3.
Beweis:
‖bi‖ ≥ 1 trivial, da eine Koordinate gleich Eins und die beiden restlichen
quadratischen Terme gro¨ßer gleich Null sind.
Sei i = 1, j = 2. Fu¨r die beiden Diagonalen b1 +b2 und b1−b2 auf der von
b1,b2 aufgespannten Spatfla¨che gilt damit
‖b1 + b2‖2 = (1 + γ)2 + (−γ + 1)2 + (β − α)2
= 2 + 2γ2 + (β − α)2 ≥ 2 (7.5)
sowie
‖b1 − b2‖2 = (1− γ)2 + (−γ − 1)2 + (β + α)2
= 2 + 2γ2 + (β + α)2 ≥ 2 . (7.6)
Der Beweis fu¨r die beiden anderen Seitendiagonalen erfolgt analog hierzu.
Fu¨r die Spatdiagonalen betrachten wir die Summe mit positiven Spatvekto-
ren. Die restlichen Fa¨lle folgen wie oben analog hierzu:
‖b1 + b2 + b3‖2 = (1 + γ − β)2 + (−γ + 1 + α)2 + (β − α+ 1)2
= 3 + 2α2 + 2β2 + 2γ2 − 2βγ − 2αγ − 2αβ
= 3 + (α− β)2 + (α− γ)2 + (β − γ)2 ≥ 3 .
(7.7)
¤
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.
o
b =
b1
+ b
2
b3
Abbildung 7.1: Bezeichnungen der Vektoren zu Lemma 25
Lemma 25
Die La¨nge einer Seitendiagonalen bi±bj projiziert auf die Ebene orthogonal
zum dritten Spatvektor bk ist gro¨ßer
√
2. Dies entspricht dem Abstand
zwischen zwei sich diagonal gegenu¨berliegenden Spatkanten.
Beweis:
Wir betrachten den Fall i = 1, j = 2, k = 3; die anderen Fa¨lle sind analog
hierzu. Die Projektion von b1 + b2 auf die Ebene orthogonal zu b3 sei mit
o bezeichnet; abku¨rzend sei b = b1 + b2 (siehe Abb. 7.1). Zu zeigen ist
‖o‖ ≥ √2 bzw. ‖o‖2 ≥ 2.
Mit
o = (b1 + b2)
⊥b3 = b− 〈b,b3〉‖b3‖2 b3 (7.8)
ist
‖o‖2 (7.8)=
〈
b− 〈b,b3〉‖b3‖2 b3, b−
〈b,b3〉
‖b3‖2 b3
〉
= 〈b, b〉 − 2
〈
b,
〈b,b3〉
‖b3‖2 b3
〉
+
〈b,b3〉2
‖b3‖4 〈b3,b3〉
= ‖b‖2 − 〈b,b3〉
2
‖b3‖2
(7.5)
= 2 + 2γ2 + (β − α)2 − 〈b,b3〉
2
‖b3‖2 .
(7.9)
Nach Subtraktion von 2 und Multiplikation mit ‖b3‖2, ist 2 ≤ ‖o‖2 damit
a¨quivalent zu
0
(7.9)
≤ (2γ2 + (β − α)2)‖b3‖2 − 〈b,b3〉2
= (β − α)2‖b3‖2 + 2γ2‖b3‖2 − 〈b,b3〉2
(7.10)
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was im folgenden zu zeigen ist.
Nebenrechnungen:
‖b3‖2 = 1 + α2 + β2 (7.11)
2γ2‖b3‖2 = 2γ2 + 2γ2α2 + 2γ2β2
−〈b,b3〉2 = −〈(1 + γ, 1− γ, β − α), (−β, α, 1)〉2
= −(−γβ − γα)2
= −γ2α2 − γ2β2 − 2γ2βα
2γ2‖b3‖2 − 〈b,b3〉2 = 2γ2 + γ2α2 + γ2β2 − 2γ2βα
= 2γ2 + γ2(β − α)2 (7.12)
Damit ergibt sich fu¨r 7.10 insgesamt:
0 ≤ (β − α)2‖b3‖2 +
(7.12)︷ ︸︸ ︷
2γ2 + γ2(β − α)2
(7.11)
= 2γ2 + (1 + α2 + β2 + γ2)(β − α)2
(7.13)
¤
Lemma 26
Der Abstand der parallelen Fla¨chen in dem durch b1,b2,b3 aufgespannten
Spat ist gro¨ßer gleich Eins.
Beweis:
Der Abstand der parallelen Spatfla¨chen entspricht der Ho¨he h des Spates
bzgl. der jeweiligen Grundfla¨che. Es gilt: Spatvolumen = Grundfla¨che×Ho¨he
und es ist zu zeigen h ≥ 1. Wir betrachten die von b1,b2 aufgespannte
Fla¨che. ‖b1×b2‖ ist der Fla¨cheninhalt des durch b1,b2 definierten Paral-
lelogramms und |〈b3,b1×b2〉| ist das Volumen des aufgespannten Spates.
Damit folgt:
|〈b3,b1×b2〉| = ‖b1×b2‖h
⇔ h = |〈b3,b1×b2〉|‖b1×b2‖
⇒ h2 = 〈b3,b1×b2〉
2
〈b1×b2,b1×b2〉
(7.14)
7.1 Hu¨llko¨rpereigenschaft infinitesimaler Rotationen 103
Nebenrechnung:
b1×b2 = (1,−γ, β)×(γ, 1,−α)
= (γα− β, βγ + α, 1 + γ2)
= (−β, α, 1) + γ(α, β, γ)
= b3 + γ(α, β, γ)
(7.15)
〈b3, (α, β, γ)〉 = 〈(−β, α, 1), (α, β, γ)〉 = γ (7.16)
〈b3,b1×b2〉(7.15)= 〈b3,b3 + γ(α, β, γ)〉
(7.16)
= ‖b3‖2 + γ2
(7.17)
〈b3,b1×b2〉2(7.17)= ‖b3‖4 + 2‖b3‖2γ2 + γ4
(7.11)
= ‖b3‖4 + γ2(2 + 2α2 + 2β2 + γ2)
(7.18)
〈b1×b2,b1×b2〉(7.15)= 〈b3 + γ(α, β, γ),b3 + γ(α, β, γ)〉
= 〈b3,b3〉+ 2γ〈b3, (α, β, γ)〉+ γ2(α2 + β2 + γ2)
(7.16)
= ‖b3‖2 + 2γ2 + γ2(α2 + β2 + γ2)
= ‖b3‖2 + γ2(2 + α2 + β2 + γ2)
(7.19)
Mit (7.18),(7.19) damit:
h2 =
‖b3‖4 + γ2(2 + 2α2 + 2β2 + γ2)
‖b3‖2 + γ2(2 + α2 + β2 + γ2)
(7.20)
Differenz von Za¨hler und Nenner in (7.20):
‖b3‖4 − ‖b3‖2 + γ2(α2 + β2) = (‖b3‖2 − 1)‖b3‖2 + γ2(α2 + β2)
(7.11)
= (α2 + β2)‖b3‖2 + γ2(α2 + β2)
= (α2 + β2)(‖b3‖2 + γ2)
(7.11)
= (α2 + β2)(1 + α2 + β2 + γ2)
(7.21)
Vereinfachung Nenner:
‖b3‖2 + γ2(2 + α2 + β2 + γ2) = (‖b3‖2 + γ2) + γ2(1 + α2 + β2 + γ2)
(7.11)
= (1 + γ2)(1 + α2 + β2 + γ2)
(7.22)
104 7. Infinitesimale Drehungen
d
o⊥1
o⊥2
b3
o⊥3 b1
h
Abbildung 7.2: Richtungskomponenten der oi senkrecht zu einer Spatfla¨che
Geku¨rzte Form fu¨r h2 nach (7.21),(7.22):
h2 = 1 +
α2 + β2
1 + γ2
(7.23)
Offensichtlich gilt nun h2 ≥ 1 und damit h ≥ 1.
¤
Das folgende Lemma gibt zwei notwendige und zusammen hinreichende
Bedingungen an, wann der von o1, o2, o3 gebildete Einheitswu¨rfel innerhalb
des durch eine infinitesimale Rotation gegebenen Spates liegt.
Lemma 27
Sei R = (b1,b2,b3) eine infinitesimale Rotation und o1, o2, o3 ein Ortho-
normalsystem. Die folgenden beiden Eigenschaften bilden zusammen eine
hinreichende Bedingung fu¨r die Einbettung des durch o1, o2, o3 gegebenen
Einheitswu¨rfels in den durch b1,b2,b3 aufgespannten Spat:
1. o1, o2, o3 liegen innerhalb des Kegels {λb1 + µb2 + νb3 |λ, µ, ν ≥ 0}
2. d = o1 + o2 + o3 liegt vollsta¨ndig innerhalb des Spates
Beweis:
Eigenschaft 1 stellt sicher, daß keine der im Koordinatenursprung liegenden
Wu¨rfelfla¨chen die entsprechenden Spatfla¨chen schneidet.
Zu zeigen ist noch, daß aus Eigenschaft 2 folgt, daß alle Ecken und da-
mit der gesamte Einheitswu¨rfel innerhalb des Spates liegen. Wir betrachten
hierzu jeweils zwei parallele Spatfla¨chen und zeigen, daß die Ecken des Ein-
heitswu¨rfels zwischen diesen Fla¨chen liegen, falls d zwischen den Fla¨chen
liegt.
In Abb. 7.2 sind fu¨r die Spatfla¨che b1,b2 die Richtungsanteile von o1, o2, o3
dargestellt, die senkrecht auf dieser Fla¨che stehen. Diese Anteile sind mit
o⊥i bezeichnet und man beachte, daß wegen Bedingung 1 alle oi im positiven
Halbraum von b1×b2 liegen. Zudem ist der entsprechende Anteil von d dar-
gestellt, welcher mit h bezeichnet wird. Es gilt: h =
∑3
i=1 o
⊥
i . Bedingung
2 stellt sicher, daß der Abstand zwischen parallelen Spatebenen mindestens
7.1 Hu¨llko¨rpereigenschaft infinitesimaler Rotationen 105
‖h‖ ist. Die Absta¨nde aller anderen Ecken von der Spatfla¨che mu¨ssen aber
kleiner gleich ‖h‖ sein, da sie sich aus Teilsummen der o⊥i zusammensetzen.
¤
Die Existenz von Orthonormalsystemen, die Bedingung 1 von Lemma
27 erfu¨llen, wird im wesentlichen durch Lemma 21 sichergestellt. Die Fall-
unterscheidungen im Beweis zu Satz 31 sind eine Folge von Bedingung 2.
Eigenschaft 1 stellt keine notwendige Bedingung dar, wenn Translatio-
nen des Einheitswu¨rfels aus dem Koordinatenursprung hinaus betrachtet
werden. In diesem Falle ist fu¨r große Werte von α, β, γ wegen der Streckung
des Spates eine nahezu beliebige Rotation erlaubt.
Man beachte zudem, daß Bedingung 2 nicht direkt aus Lemma 24 oder
26 folgt, in denen gezeigt wird, daß der Abstand zwischen den Spatfla¨chen
gro¨ßer gleich 1 ist. Die Ausdehnung des Einheitswu¨rfels senkrecht zu einer
Spatfla¨che ist echt gro¨ßer Eins, wenn die Wu¨rfelfla¨che nicht parallel zu dieser
Fla¨che ausgerichtet ist.
Im weiteren wird mit d immer die Diagonale des Einheitswu¨rfels nach
der Transformation bzw. die Drehachse der orthonormalen Transformation
bezeichnet. Es wird gezeigt, wie die vollsta¨ndige orthonormale Transforma-
tion berechnet werden kann, wenn die Drehachse d und das Bild oi eines
Basisvektors ei gegeben sind.
Sei θ := arccos(1/
√
3)(≈ 54, 7◦) der Winkel zwischen d und oi und
η := arccos(
√
2/
√
3)(≈ 35.3◦) der Winkel zwischen d und den Fla¨chen des
Einheitswu¨rfels.
Lemma 28
Sei d mit ‖d‖ = √3 die Drehachse einer Rotationsabbildung und sei zudem
das Bild o1 des Basisvektors e1 gegeben. Die zugeho¨rigen Basisvektoren
o2, o3 und die orthonormale Transformationsmatrix R sind dann wie folgt
gegeben:
o2 = 0.5 (d− o1 + (d×o1)) (7.24)
o3 = 0.5 (d− o1 − (d×o1)) (7.25)
R =

o11 o21 o31o12 o22 o32
o13 o23 o33

 (7.26)
Beweis:
Wir betrachten die durch o1, o2, o3 gebildete Raumecke des Koordinatensy-
stems, die in Abb. 7.3 dargestellt ist. Die Abbildungen 7.4 und 7.5 zeigen
jeweils zweidimensionale Ansichten dieser Raumecke. Der im Zentrum lie-
gende Punkt c ist dabei der Schnittpunkt der Wu¨rfeldiagonalen mit der
durch die Endpunkte von o1, o2, o3 definierten Ebene E4, die in Abb. 7.3
grau eingezeichnet ist.
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o1
d
c
o2
o3
Abbildung 7.3: Raumecke gebildet von o1, o2, o3
.
θ
c 1√
3
d
o
1 mit ‖o
1‖ = 1
h mit ‖h‖ =
√
2√
3
Abbildung 7.4: Zweidimensio-
naler Schnitt; (o1, d)-Ebene
o1 o2
o3
h
c
p
−n
‖o 1
− o
3
‖ =
√ 2
60 ◦
30 ◦
Abbildung 7.5: Durch o1, o2, o3 definier-
te Ebene E4 der Raumecke
In Abbildung 7.4 sind die Wu¨rfeldiagonale d und das gegebene Bild o1 =
Re1 des Einheitsvektors e1 dargestellt. Mit
−→
d wird die normierte Drehachse
der La¨nge Eins bezeichnet. Es gilt fu¨r die in Abb. 7.4 dargestellten Vektoren
c und h:
c = (cos θ)
−→
d =
1√
3
−→
d =
1
3
d (7.27)
h = c− o1 mit ‖h‖ = sin θ =
√
2√
3
(7.28)
Abbildung 7.5 zeigt den Schnitt durch den Einheitswu¨rfel, der durch
o1, o2, o3 definiert wird (Ebene E4). Im folgenden werden Darstellungen fu¨r
die beiden Vektoren p und n abgeleitet. Es gilt:
p = c+ 0.5h
(7.28)
= c+ 0.5 (c− o1) = 0.5 (3c− o1)(7.27)= 0.5 (d− o1) (7.29)
Fu¨r den Vektor n˜ := d×o1 orthogonal zur (o1, d)-Ebene sowie zum Vek-
tor h gilt, daß ‖n˜‖ dem Fla¨cheninhalt des aus d und o1 gebildeten Paralle-
logramms entspricht. Die Ho¨he dieses Parallelogramms ist gerade h (siehe
nochmals Abb. 7.4), so daß gilt:
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c
bi
‖h‖
=
√ 2√ 3
n
Abbildung 7.6: Extremalposition von oi bzgl. n
‖n˜‖ = ‖d×o1‖ = ‖d‖ ‖h‖(7.28)=
√
3
√
2√
3
=
√
2 (7.30)
Die Richtung von n˜ und n ist identisch und mit
‖n‖ = 0.5 ‖o2 − o3‖ = 0.5
√
2
(7.30)
= 0.5 ‖n˜‖ (7.31)
ergibt sich
n
(7.31)
= 0.5 n˜ = 0.5 (d×o1). (7.32)
Fu¨r o2 und o3 ergeben sich damit insgesamt die folgenden Darstellungen:
o2 = p+ n
7.29,7.32
= 0.5 (d− o1) + 0.5 (d×o1)
= 0.5 (d− o1 + (d×o1))
o3 = p− n = 0.5 (d− o1 − (d×o1))
¤
Im folgenden Lemma wird angegeben, wie die Extremalposition fu¨r das
Bild eines Basisvektors oi auf dem Rand des Spates bestimmt werden kann,
wenn bi und die Drehachse der Transformation gegeben sind.
Lemma 29
Sei d die Drehachse einer Rotationsabbildung und E4 die Ebene mit Nor-
malenvektor d und Abstand 1/
√
3 vom Koordinatenursprung. Ferner sei
bi ein Spatvektor mit ](d,bi) ≥ θ, der E4 schneidet. Zudem bezeichne
n (‖n‖ = 1) den Richtungsvektor der Schnittgeraden zwischen E4 und ei-
ner an bi angrenzenden Spatfla¨che. Eine Extremalposition fu¨r oi ist dann
gegeben durch oi = bi + λn, mit λ siehe Herleitung.
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Beweis:
Es seien c, h wie in Lemma 28 definiert, d. h. c ist der Schnittpunkt von d
mit E4 und h bezeichnet den Vektor von c nach oi. Es gilt (siehe hierzu
auch Abb. 7.6):
‖c− oi‖ = ‖h‖(7.28)=
√
2/
√
3 (7.33)
⇒ ‖c− (bi + λn)‖ −
√
2/
√
3 = 0 (7.34)
Sei l = c− bi. Nach quadrieren ergibt sich damit
0 = 〈l − λn, l − λn〉 − 2/3 (7.35)
⇔ 0 = λ2 − 2〈l, n〉λ+ 〈l, l〉 − 2/3 (7.36)
⇒ λ1/2 = 〈l, n〉 ±
√
〈l, n〉2 − 〈l, l〉+ 2/3 (7.37)
¤
Es folgt nun ein Lemma, welches die Steigung der Diagonalen d projiziert
auf eine Seitenfla¨che des Spates auf unter 45◦ einschra¨nkt, wenn bestimmte
Voraussetzungen an die Winkel zu den Spatschenkeln gegeben sind.
Lemma 30
Es seien ](bi, d),](bj , d) ≤ θ, sowie ](bi,bj) ≥ 90◦. 1/
√
3d =
−→
d =:
(d1, d2, d3) bezeichne die normierte Diagonale. Zudem sei dˆ die Projektion
von
−→
d auf die (bi,bi×bj)-Ebene. Dann ist ](bi, dˆ) ≤ 45◦.
Beweis:
Da nur Winkel der Vektoren relativ zueinander betrachtet werden, kann eine
Skalierung und Drehung in ein geeignetes Koordinatensystem erfolgen. Es
sei daher bi = (1, 0, 0) und bj = (−λ, 1, 0), wobei aus ](bi,bj) ≥ 90◦ folgt,
daß λ ≥ 0 sein muß.
](bi, d) ≤ θ ⇒ 1/
√
3 ≤ 〈bi, dn〉 = d1 (7.38)
](bj , d) ≤ θ ⇒ 1/
√
3 ≤ 〈bj , dn〉‖bj‖ =
d2 − λd1
1 + λ2
(7.39)
Es gilt ferner
dˆ = (d1, 0, d3) (7.40)
‖dn‖ = d21 + d22 + d23 = 1 (7.41)
und damit
max](bi, dˆ) ⇔ min 〈bi, dˆ〉‖bi‖ ‖dˆ‖
(7.40)
= min
d1
d21 + d
2
3
(7.41)
= min
d1
1− d22
(7.42)
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Um diesen Ausdruck zu minimieren, mu¨ssen d1 und d2 minimal gewa¨hlt
werden. Mit (7.38) folgt d1 = 1/
√
3 und damit aus (7.39) mit λ = 0 auch
d2 = 1/
√
3. Mit (7.41) muß dann ebenfalls d3 = 1/
√
3 gelten. Insgesamt
also ](bi, dˆ) ≤ ]( (1, 0, 0), (1/
√
3, 0, 1/
√
3) ) = 45◦.
¤
Satz 31
Zu jeder infinitesimalen Rotation R gibt es eine orthonormale Rotation R
und Translation T , so daß das Bild eines jeden konvexen Objektes O unter
(T ◦R) vollsta¨ndig im Bild von O unter R enthalten ist. Die Transformation
(T ◦R) kann effektiv konstruiert werden.
Beweis:
Zu zeigen ist, daß der Einheitswu¨rfel e1, e2, e3 transformiert durch (T ◦ R)
und aufgespannt von Vektoren o1, o2, o3, vollsta¨ndig in dem durch die in-
finitesimale Rotation R gegebenen und von b1,b2,b3 aufgespannten Spat
enthalten ist. Da die euklidische Norm eine konvexe Abstandsfunktion auf
R3 definiert, u¨bertra¨gt sich die Hu¨lleneigenschaft auf alle konvexen Objekte.
Nach Lemma 21 ko¨nnen wir durch geeignete Transformation der Spat-
basis erreichen, daß die paarweisen Winkel zwischen den Spatschenkeln bi
jeweils gro¨ßer 90◦ sind. Dies wird im folgenden fu¨r b1,b2,b3 angenommen.
Die Translation T ist nur im Zusammenhang mit dieser Basistransformation
erforderlich und wird zuna¨chst nicht betrachtet.
Lemma 27 nennt zwei hinreichende Bedingungen fu¨r ein Orthonormal-
system (o1, o2, o3), so daß der Einheitswu¨rfel vollsta¨ndig im Spat enthalten
ist. Im folgenden wird gezeigt, wie ein solches Orthonormalsystem konstru-
iert werden kann. Wir betrachten die Spatdiagonale d˜ = b1 + b2 + b3 als
potentielle Drehachse der orthonormalen Rotation R und unterscheiden die
folgenden Fa¨lle:
1. ](d˜,bi) ≥ θ fu¨r alle Spatschenkel bi. Weitere Fallunterscheidung:
(a) d˜ hat einen Winkel gro¨ßer gleich η zu allen Spatfla¨chen: In diesem
Fall ist d˜ die gesuchte Drehachse der Rotation.
(b) d˜ hat einen Winkel kleiner η zu einer der Spatfla¨chen (bi,bj): Die
Einbettung erfolgt wie unter Fall 3, da d˜ bzgl. der Ebene (b,bj)
”
zu flach” verla¨uft.
2. ](d˜,bi) ≤ θ fu¨r genau einen Spatschenkel bi. Anschaulich verla¨uft die
Spatdiagonale d˜
”
zu steil”. Die Kante ei des Einheitswu¨rfels wird in
diesem Fall auf den Spatschenkel bi abgebildet.
3. ](d˜,bi) ≤ θ und ](d˜,bj) ≤ θ fu¨r genau zwei Spatschenkel bi,bj .
Anschaulich verla¨uft die Spatdiagonale d˜ in diesem Fall gegenu¨ber der
Ebene (bi,bj) ”
zu flach”. Eine Seitenfla¨che des Einheitswu¨rfels wird
daher in die (bi,bj)-Ebene eingebettet.
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Abbildung 7.7: Bezeichnungen zum Beweis von Theorem 31, Fall 2
Der Fall, daß die Spatdiagonale d˜ zu allen drei Spatschenkeln einen Win-
kel kleiner θ aufweist, kann nicht auftreten, da die paarweisen Winkel zwi-
schen den Spatschenkeln nach Voraussetzung gro¨ßer 90◦ sind. Im folgenden
werden nun die Einbettungen angegeben und es wird gezeigt, daß sie die
notwendigen und hinreichenden Bedingungen von Lemma 27 erfu¨llen.
zu Fall 1a:
Aus den Voraussetzungen u¨ber die Winkel von d˜ zu den Spatschenkeln und
Fla¨chen folgt, daß ein Orthonormalsystem o1, o2, o3 mit d :=
√
3
−→˜
d = o1 +
o2 + o3 existiert, welches Bedingung 1 von Lemma 27 erfu¨llt. Die Wahl der
oi erfolgt entsprechend Lemma 29 aus der Menge der Extremalpositionen
fu¨r diejenigen Spatschenkel bi, welche die Ebene E4 schneiden.
Die Ebene E4 wird zumindest von demjenigen Spatschenkel geschnitten,
der den kleinsten Winkel zu d einschließt. Wird sie von mehreren Spatschen-
keln geschnitten, so ergibt sich ein maximaler gemeinsamer Drehwinkelbe-
reich, der von zwei Extremalpositionen begrenzt wird. Von diesen wird eine
als Bild oi des kanonischen Basisvektors ei gewa¨hlt und die Basis nach Lem-
ma 28 vervollsta¨ndigt.
Zu zeigen bleibt noch Bedingung 2 von Lemma 27. Die Drehachse d
liegt aber in trivialer Weise innerhalb des Spates, da sie der Spatdiagonalen
entspricht, die nach Lemma 24 mindestens die La¨nge
√
3 besitzt.
zu Fall 2 und 3 [Bedingung 1 von Lemma 27]:
Es wird zuna¨chst gezeigt, wie ein Orthonormalsystem o1, o2, o3 fu¨r Fall 3
konstruiert werden kann, welches innerhalb des Spates liegt. Fall 2 wird
dann darauf zuru¨ckgefu¨hrt.
Es seien b1,b2 die Spatschenkel mit ](d˜,b1),](d˜,b2) ≤ θ und zudem
gelte ‖b1‖ ≥ ‖b2‖. Wir betrachten die (b1,b2)-Ebene des Spates, wobei
das Bild von e3 durch den Normalenvektor der Ebene o3 :=
−−−−→
b1×b2 gegeben
ist (siehe Abb. 7.7). Wegen der Voraussetzungen ](b1,b3),](b2,b3) ≥ 90◦
liegt o3 innerhalb des von den bi gebildeten Kegels.
Sei b = b1 + b2 die Diagonale des von b1,b2 aufgespannten Parallelo-
gramms und δ := ](b1, b) der zwischen b1 und b eingeschlossene Winkel.
Aus der La¨ngenannahme ‖b1‖ ≥ ‖b2‖ folgt ](b2, b) ≥ ](b1, b) und wegen
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](b1,b2) ≥ 90◦ gilt damit ](b2, b) ≥ 45◦. Je nach Gro¨ße von ](b1, b)
werden zwei Fa¨lle unterschieden (siehe auch Abb. 7.8):
A. ](b1, b) ≥ 45◦: o1, o2 werden in der b1,b2-Ebene symmetrisch im
Winkel von 45◦ zu b gewa¨hlt.
B. ](b1, b) < 45
◦: Es wird o1 :=
−→
b1 und orthogonal hierzu o2 := o3×o1
gewa¨hlt.
Die Bilder o1, o2 liegen nach Konstruktion jeweils innerhalb des von
b1,b2 aufgespannten Parallelogramms und damit insbesondere innerhalb
des Spates.
Fall 2 wird darauf wie folgt zuru¨ckgefu¨hrt: Es wird o3 :=
−→
b3 festge-
legt, womit o3 trivialerweise innerhalb des bi-Kegels liegt. Die Spatvekto-
ren b1,b2 werden auf die Ebene senkrecht zu o3 projiziert; seien dies p1, p2.
Nach Lemma 23 gilt fu¨r die Projektionen ebenfalls ](p1, p2) ≥ 90◦ und
sie liegen innerhalb des Spates, da die Projektion in die positive Richtung
von b3 erfolgt. Damit sind alle Voraussetzungen fu¨r die obige Konstruktion
erfu¨llt, wobei p1, p2 an Stelle von b1,b2 einzusetzen sind.
zu Fall 2 und 3 [Bedingung 2 von Lemma 27]:
Es bleibt zu zeigen, daß die Drehachse d des jeweiligen Orthonormalsystems
innerhalb des Spates liegt. Hierzu wird gezeigt, daß die Projektion von
d auf eine Grundfla¨che innerhalb des Spates liegt und die entsprechende
Ho¨he ausreichend ist. Die La¨nge der Projektion und die Ho¨he werden u¨ber
Steigungsargumente von d˜ gekoppelt.
zu Fall 2A:
d liegt vollsta¨ndig innerhalb des Spates, da die Projektion von b auf die
Ebene orthogonal zu b3 nach Lemma 25 mindestens La¨nge
√
2 hat. Zudem
folgt aus ](d˜,b3) ≤ θ = ](b3, d), daß der Spat ho¨her als der Endpunkt von
d ist (d˜ steiler und mindestens so lang wie d⇒ ho¨her als d).
zu Fall 2B:
Man betrachte hierzu Abb. 7.8. Nach Lemma 26 ist sichergestellt, daß der
Abstand zwischen parallelen Spatseiten gro¨ßer gleich 1 ist, womit auch der
Abstand des in Abb. 7.8 dargestellten Punktes p von b1 gro¨ßer gleich 1 ist.
Um diesen Abstand bei einem Winkel δ < 45◦ zu erreichen, muß λ > 1
gelten (λ = La¨nge der senkrechten Projektion von p auf b1). Damit liegt
die Projektion der Wu¨rfelfla¨che innerhalb der Spatfla¨che. Fu¨r die Ho¨he des
Spates gilt dasselbe Argument wie in Fall 2 A.
zu Fall 3A:
Nach Lemma 26 gilt in Richtung o3 fu¨r die Ho¨he des Spates h ≥ 1, so daß sie
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Abbildung 7.8: Schematische Darstellung zu Fall 2A und 2B
wegen der Ausrichtung des Wu¨rfels auf der (b1,b2)-Ebene des Spates ausrei-
chend ist. Fu¨r die Diagonale d˜ folgt aus den Voraussetzungen ](d˜,b1) ≤ θ
und ](d˜,b2) ≤ θ mit ](b1,b2) ≥ 90◦, daß der Winkel von d˜ zur Spatfla¨che
b1,b2 kleiner η ist. Damit muß die La¨nge von d˜ in Richtung b aber gro¨ßer√
2 und damit gro¨ßer als die La¨nge von d sein (d˜ flacher ⇒ la¨nger um Ho¨he
1 zu erreichen).
In Fall 1b gilt ebenfalls Winkel d˜ zu Spatfla¨che b1,b2 kleiner η, so daß das
gleiche La¨ngenargument greift. Man beachte, daß wegen ](d˜,bi) ≥ θ in 1b
immer eine Einbettung entlang b erfolgt.
zu Fall 3B:
Fu¨r die Ho¨he des Spates gilt h ≥ 1 wie in 3 A. Die La¨nge der senkrechten
Projektion der Raumdiagonale d˜ auf o1 bzw. o2 ist ebenfalls gro¨ßer 1. Dies
folgt mit den gegebenen Voraussetzungen ](d˜,b1),](d˜,b2) ≤ θ aus Lemma
30, da bei einem Winkel von unter 45◦ zum Erreichen von h ≥ 1 eine Strecke
von mehr als einer La¨ngeneinheit erforderlich ist. Somit ist auch in diesem
Fall die Wu¨rfelfla¨che in der Spatfla¨che eingebettet.
Zu zeigen bleibt noch, wie der Translationsanteil T aus der Basistrans-
formation nach Lemma 21 folgt. Nach der bisherigen Konstruktion liegen
sowohl der durch die infinitesimale Rotation R definierte Spat, als auch
der durch R transformierte Einheitswu¨rfel jeweils im Ursprung des Koor-
dinatensystems. Insbesondere wurde angenommen, daß eine Spatecke mit
der Eigenschaft ](bi,bj) ≥ 90◦ fu¨r alle paarweisen Winkel im Koordina-
tenursprung liegt. In Lemma 21 wurde gezeigt, daß dies durch die Vorzei-
chenumkehr genau eines Spatvektors bi erreicht werden kann, was wegen
der Symmetrie des Spates einer Verschiebung um genau jenen Vektor bi
entspricht. Die Translation T kann also entsprechend bi gewa¨hlt werden.
Der Einheitswu¨rfel liegt in diesem Falle weiterhin in einer Ecke des Spates.
Intuitiv sollte das Bild des Einheitswu¨rfels jedoch zentriert in der Mitte
des Spates liegen. Sei me := 0.5(o1 + o2 + o3) der Mittelpunkt des Ein-
heitswu¨rfels und ms := 0.5(b1 + b2 + b3) das Zentrum des untransformier-
ten Spates (d. h. vor Anwendung von Lemma 21). Durch die Translation
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T = (ms −me) wird der Mittelpunkt des Einheitswu¨rfels auf das Zentrum
des Spates abgebildet. Zu beachten ist, daß der Einheitswu¨rfel weiterhin
innerhalb des Spates liegt, da ms das Symmetriezentrum des Spates ist.
¤
Abbildung 7.9 zeigt Beispiele der drei verschiedenen Einbettungen des
Einheitswu¨rfels entsprechend den Fa¨llen 1-3 im Beweis von Theorem 31.
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Fall 1: Einbettung entlang der Diagonalen (α = β = γ = 0.5)
Fall 2: Einbettung an einer Kante (α = γ = 0.5;β = 0)
Fall 3: Einbettung in einer Ebene (α = 1.0;β = 0.5; γ = 0)
Abbildung 7.9: Beispiele fu¨r die Einbettung des Einheitswu¨rfels unter ver-
schiedenen infinitesimalen Rotationen
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Abbildung 7.10: Beispiele fu¨r Hu¨llko¨rper und Einbettungen polyedrischer
Objekte
Kapitel 8
Anwendung auf industrielle
Problemstellungen
Der Entwurf kompakter Anordnungen ist in vielen industriellen Anwen-
dungsgebieten von großer Bedeutung. Die automatisierte Generierung sol-
cher Anordnungen hat insbesondere mit der Entwicklung von VLSI-Schalt-
kreisen einen entscheidenden Durchbruch erzielt, da die Bauteilkomplexita¨ten
in diesem Bereich nicht mehr manuell beherrschbar sind. In anderen in-
dustriellen Anwendungsgebieten, wie etwa der Schnittbildgenerierung fu¨r
die leder- oder textilverarbeitende Industrie, kommen bislang vollautoma-
tische Systeme kaum zum Einsatz, da hier die von Experten erzielten Er-
gebnisse oftmals nahezu oder sogar beweisbar optimal sind. Diese Gu¨te
muß zuna¨chst von automatisierten Systemen erreicht werden, um die no¨tige
Akzeptanz zu schaffen und die Vorteile einer durchga¨ngigen Automatisie-
rung zum Tragen zu bringen. Fu¨r den Bereich der Textilindustrie sind nun
aber unabha¨ngig voneinander entwickelte Systeme industriell verfu¨gbar (vgl.
[HL96, LM95, DLM92]). Fu¨r weitere Anwendungsgebiete siehe auch die
Einleitung Abschnitt 1.1, wo neben den methodischen Konzepten auch die
jeweils betrachteten Problemstellungen aufgefu¨hrt sind.
Im Bereich der dreidimensionalen mechanischen Konstruktion sind bis-
her noch keine automatisierten Verfahren in Entwurfswerkzeuge, wie z. B.
parametrische CAD-Systeme, integriert. Dies liegt zum Teil an der Viel-
falt von Randbedingungen, die in diesem Umfeld anzutreffen sind und eine
Automatisierung erschweren. Es werden jedoch selbst fu¨r generische Teil-
probleme, wie z. B. die Kompaktierung vorgegebener Anordnungen, keine
Lo¨sungen angeboten. Dies liegt zum Teil darin begru¨ndet, daß in industrie-
relevanten Systemen bisher ausschließlich mit exakten (Freiform-)Geometrien
gearbeitet wurde. Diese lassen selbst einfach erscheinende Operationen wie
die interaktive Pru¨fung auf U¨berschneidungsfreiheit nur fu¨r stark einge-
schra¨nkte Modelle zu. In ju¨ngster Zeit sind jedoch hybride Systeme ent-
wickelt und auf den Markt gebracht worden (z. B. DMU-Navigator zu IBM
Catia), in denen neben der Freiformgeometrie eine tesselierte Objektdar-
stellung mitgefu¨hrt wird. Diese Systeme liefern nun gerade die beno¨tigten
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Eingabedaten fu¨r die in Kapitel 2 und 3 vorgestellten globalen und lokalen
Optimierungsverfahren bzw. Anordnungs- und Kompaktierungsverfahren.
Ein schnell, einfach und durchga¨ngig zu bedienendes Konzept fu¨r die In-
tegration von Randbedingungen stellt fu¨r die globalen Optimierungsverfah-
ren zur Zeit noch ein ungelo¨stes Problem dar. Zudem sind diskrete Drehwin-
kel nicht in jedem Falle ausreichend. Fu¨r die lokalen Optimierungsmethoden
entfa¨llt die Beschra¨nkung auf diskrete Drehwinkel, da kontinuierliche Rota-
tionen betrachtet werden ko¨nnen. Auch eine Vielzahl von Randbedingungen
wird durch die vorgegebene, z. B. manuell erstellte Ausgangsanordnung be-
reits beru¨cksichtigt und wird durch die Kompaktierung nicht verletzt. Fu¨r
die Beru¨cksichtigung von Mindestabsta¨nden ko¨nnen zudem einzelne Objekt-
facetten durch Einfa¨rbungen entsprechend einer Abstandstabelle markiert
werden, was sich in der Praxis als unproblematische Benutzerschnittstelle
erwiesen hat. Fu¨r die lokalen Optimierungsmethoden sind daher die we-
sentlichen Voraussetzungen fu¨r die Integration in industrielle Prozeßketten
gegeben. In Abschnitt 8.1 wird nochmals na¨her auf die Modellierungsge-
sichtspunkte eingegangen.
In den folgenden drei Abschnitten werden Beispielanwendungen vorge-
stellt, die in Zusammenarbeit mit unserem Kooperationspartner aus der
Automobilindustrie realisiert wurden. In Abschnitt 8.2 wird ein Verfah-
ren zur Anordnung elektronischer Module mit Hilfe eines globalen Optimie-
rungsverfahrens basierend auf den Grundideen von Kapitel 2 betrachtet.
Die wesentliche Erweiterung besteht hier in der Modellierung und Einbezie-
hung von Kabelraumabscha¨tzungen in die Problemformulierung. Abschnitt
8.3 zeigt dann eine Anwendung, in der zuna¨chst die globale Anordnungs-
struktur einer Modulgruppe mittels der Verfahren aus Kapitel 2 festgelegt
wurde und in einem zweiten Schritt dann erfolgversprechende Varianten
mittels des lokalen Optimierungsverfahrens aus Kapitel 3 der nicht konve-
xen Karosseriestruktur angepaßt wurden. In Abschnitt 8.4 werden dann
zwei weitere Einsatzmo¨glichkeiten der in dieser Arbeit vorgestellten Ver-
fahren aufgezeigt. Zum einen ist eine Einpassung von Bauteilen in be-
stehende Umgebungen mo¨glich, zum anderen wurde eine erste Phase zur
Ausliterung von PKW-Kofferra¨umen entsprechend einer europa¨ischen und
US-amerikanischen Norm betrachtet.
8.1 Modellierung
Um die in dieser Arbeit vorgestellten Methoden fu¨r die in industriellen CAD-
Systemen vorliegenden Objektbeschreibungen einsetzbar zu machen, sind
zwei Verfahrensschritte erforderlich: Zuna¨chst muß fu¨r Freiformfla¨chen und
-objekte eine polyedrische Approximation erzeugt werden. Dies erfolgt mit
Hilfe von Gittergeneratoren, wobei tesselierte, insbesondere mit einem Drei-
ecksgitter versehene Objektdarstellungen oft schon zur Visualisierung vor-
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liegen. In einem weiteren Schritt wird dann eine konvexe Zerlegung oder
U¨berdeckung dieser polyedrischen Objekte erzeugt. Die Tesselierung der
Datensa¨tze wurde von unserem Kooperationspartner innerhalb des einge-
setzten CAD-Systems vorgenommen, was problemlos mo¨glich war, jedoch
von Hand fu¨r die einzelnen Objekte durchgefu¨hrt werden mußte1. Es erfolg-
te zudem eine nachtra¨gliche Gitterbearbeitung, um u¨berschneidende Netz-
segmente zu entfernen, Lu¨cken zu schließen und eine weitere Vergro¨berung
durchzufu¨hren.
Die Berechnung konvexer Zerlegungen fu¨hrte jedoch teilweise zu Proble-
men, so daß hier noch nicht von einem vollsta¨ndig automatisierten Prozeß zu
sprechen ist, wobei diese Problemstellung nicht im Fokus der Arbeit stand.
Zur Vermeidung einer konvexen Zerlegung ist prinzipiell eine direkte Be-
rechnung des Distanzpolyeders nicht konvexer Objekte mo¨glich, um hieraus
Separationsebenen zwischen je zwei Objekten abzuleiten. Hierbei sind je-
doch beliebige Schnittbildungen von Fla¨chen der Ausgangsobjekte mo¨glich,
so daß die fehlerfreie und robuste Implementierung nicht trivial ist. Eine
Alternative hierzu bilden die in Abschnitt 5.3 eingefu¨hrten P-Spuren, bei
deren Berechnung keine Schnittbildungen notwendig sind und nur Elemente
der Ausgangsobjekte in geeigneter Form zusammengefu¨gt werden.
Ein weiterer Modellierungsaspekt betrifft die Vergro¨berung des Konfigu-
rationsraumes im globalen Branch & Bound Optimierungsansatz. Um das
Branching, bzw. die Laufzeit des Verfahrens so gering wie mo¨glich zu halten
und einen gro¨ßtmo¨glichen Nutzen aus den berechneten unteren Schranken
zu ziehen, werden Teile des Lo¨sungsraumes hierarchisch zusammengefaßt.
Unzula¨ssige Lo¨sungen in diesen Bereichen werden dann in nachfolgenden
Schritten weiter bearbeitet. Beim Aufbau dieser Separationshierarchie sind
jeweils konvexe Hu¨llen der entsprechenden Teilbereiche zu bilden. Im Gegen-
satz zur konvexen Zerlegung existieren hierfu¨r numerisch ausgereifte Verfah-
ren und die durchgefu¨hrten Berechnungen mit dem Programm Qhull (siehe
Anhang C) ergaben ein robustes und problemloses Verhalten.
8.2 E-Modulboxen mit Kabelraumabscha¨tzung
In diesem Abschnitt wird ein integrierter Ansatz zur Anordnungsoptimie-
rung dreidimensionaler elektronischer Bauteile mit Kabelraumabscha¨tzung
vorgestellt. Dieser stellt eine Erweiterung des in Kapitel 2 betrachteten glo-
balen Optimierungsverfahrens dar, wobei fu¨r jede Anordnungsvariante eine
Abscha¨tzung des beno¨tigten Kabelraumes erzeugt wird. Fu¨r ausgewa¨hlte
Anordnungen wird dann in einer zweiten Phase der detaillierte Verlauf der
Verdrahtung innerhalb des reservierten Raumes festgelegt. Die Aufteilung
in Raumabscha¨tzung und detaillierte Verdrahtung erfolgt dabei aus Lauf-
1Hierfu¨r mo¨chte ich mich bei Frau Jutta Mu¨ller und Herrn Christian Erbe von der
DaimlerChrysler AG herzlich bedanken.
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zeitgru¨nden. Die Abscha¨tzung kann in die LP-Formulierung des Kompak-
tierungsproblems integriert werden und somit effizient innerhalb des Branch
& Bound Ansatzes mitberechnet werden.
Fu¨r die Kabelraumabscha¨tzung wurde eine explizite Formulierung ge-
wa¨hlt. Bei einer expliziten Formulierung wird fu¨r jede Kabelverbindung eine
Anzahl unterschiedlicher Verdrahtungswege vorberechnet, zwischen denen
dann eine Auswahl mittels LP-Relaxierung getroffen wird. Es ko¨nnen dabei
sowohl Punkt-zu-Punkt als auch Verbindungen zwischen mehr als zwei End-
punkten, d. h. Kabelba¨ume, betrachtet werden. Die Raumabscha¨tzung kann
dabei sowohl fu¨r orthogonale Verdrahtungen (wie meist im VLSI-Design ge-
fordert) oder fu¨r Kabelverla¨ufe mit freier Richtungswahl durchgefu¨hrt wer-
den. Zielkriterium ist zuna¨chst die Volumenminimierung der Gesamtanord-
nung, wobei jedoch als sekunda¨res Kriterium z. B. die La¨nge der Verdrah-
tungswege betrachtet werden kann.
Die verwendeten Methoden sind zum Teil im Rahmen der Designauto-
matisierung von VLSI-Schaltkreisen entwickelt worden. Insbesondere die
Grundidee der Berechnung globaler Verdrahtungen schon wa¨hrend der Pla-
zierungsphase von Bauteilen ist dort wegen der hohen Konnektivita¨t der
Schaltkreise ein unverzichtbarer Lo¨sungsbestandteil. Einen sehr guten Ge-
samtu¨berblick hierzu gibt Lengauer [Len90]. Zur Integration von Verdrah-
tung in ILP-Formulierungen siehe auch Lengauer, Lu¨gering [LL93].
Dort werden insbesondere die beiden Varianten der impliziten und ex-
pliziten Formulierung dargestellt. Bei einer impliziten Formulierung wer-
den potentiell alle mo¨glichen Verdrahtungsverla¨ufe beru¨cksichtigt, wobei die
Restriktionen sicherstellen, daß ein Verdrahtungsweg fu¨r alle geforderten
Verbindungen existiert. Falls nicht alle Wege zula¨ssig sind, mu¨ssen ent-
sprechende Ausschlußbedingungen gefunden und in die ILP-Formulierung
integriert werden. Fu¨r den in dieser Arbeit gewa¨hlten expliziten Ansatz
wird demgegenu¨ber eine Menge von Verdrahtungswegen fu¨r jede Verbin-
dung vorberechnet. Diese Berechnung erfolgt fu¨r die einzelnen Verbindun-
gen unabha¨ngig voneinander und spezielle Einschra¨nkungen fu¨r deren Ver-
lauf ko¨nnen hierbei beru¨cksichtigt werden, was eine hohe Flexibilita¨t fu¨r
die Einarbeitung neuer Restriktionen bedeutet. Fu¨r diese Varianten wer-
den 0/1-Entscheidungsvariablen eingefu¨hrt, die jeweils genau einen Verdrah-
tungsweg zu einer gegebenen Verbindungsanforderung festlegen. Die lineare
Relaxierung dieser Formulierung liefert dann Werte im Intervall [0, 1], die
als Gewichtungsfaktoren fu¨r die Auswahl der Varianten interpretiert werden
und auf Grundlage derer Verdrahtungsraum reserviert wird. Im Gegensatz
zu sequentiellen Verfahren, bei denen die Verdrahtungswege nacheinander
bestimmt werden und somit fru¨her festgelegte Wege Hindernisse fu¨r spa¨tere
Verdrahtungen bilden, werden in der hier vorgestellten Problemformulierung
alle Verbindungen gleichzeitig betrachtet.
Die fu¨r den Schaltkreisentwurf oftmals verwendeten Min-Cut-Placement
Ansa¨tze sind fu¨r die in dieser Arbeit betrachteten Problemstellungen mit
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Abbildung 8.1: Definition der Verdrahtungszellen (Markierung mit Namen
der Facetten)
einer relativ geringen Anzahl von Objekten und Verbindungen weniger ge-
eignet, da sie eine hohe Verbindungsdichte voraussetzen; siehe z. B. Lengau-
er,Mu¨ller [LM93] fu¨r einen solchen hierarchischen Ansatz. Fu¨r die detail-
lierte Verdrahtung ausgewa¨hlter Anordnungsvarianten innerhalb des durch
die Kabelraumabscha¨tzung reservierten Raumes ko¨nnen verschiedene Ver-
fahren eingesetzt werden. Fu¨r nicht orthogonale Verdrahtungen sind zum
Teil Ideen aus dem Bereich der Leiterplattenfertigung u¨bertragbar; siehe
hierzu Lengauer [Len90] Kapitel 9.9
”
Detailed Routing in Gridless Routing
Models”. Ein Simulated Annealing Ansatz hierzu ist in Szykman,Cagan
[SC96b] zu finden; Verfahren basierend auf Expertensystemen werden in
Zhu,Latombe [ZL91] und Mitsuta et al [MKW+86] vorgestellt. Fu¨r die im
folgenden betrachtete Problemstellung wurde ein orthogonales, sequentielles
Rip-Up-and-Reroute Verfahren fu¨r die detaillierte Verdrahtung implemen-
tiert, in welchem die einzelnen Verbindungen nacheinander realisiert wer-
den, vorher festgelegte Verbindungen jedoch stu¨ckweise aufgebrochen wer-
den ko¨nnen, falls sie Blockaden fu¨r nachfolgende Verdrahtungswege bilden.
Dieses Verfahren wird jedoch nicht im einzelnen diskutiert und auf die ent-
sprechende VLSI-Design Literatur verwiesen.
8.2.1 Definition des Verdrahtungsgraph
Die unterschiedlichen Verdrahtungsvarianten fu¨r jede zu realisierende Ver-
bindung werden in einem Verdrahtungsgraph generiert, der aus einer vorge-
gebenen Anordnungsvariante abgeleitet wird. Hierzu wird zuna¨chst der fu¨r
Verkabelungen zula¨ssige Freiraum in quaderfo¨rmige Verdrahtungszellen auf-
geteilt. Diese Zellen werden dann durch die Knoten des Verdrahtungsgraph
repra¨sentiert, wobei Zellen mit sich beru¨hrenden Seitenfla¨chen durch Kan-
ten verbunden werden. In diesem Verdrahtungsgraph werden dann ku¨rzeste
Wege bzw. Steiner-Ba¨ume fu¨r die einzelnen Verbindungen berechnet.
Die Definition des Verdrahtungsgraph ist an die im zweidimensionalen
VLSI Design benutzten Track Graphs (siehe [Len90]) angelehnt und kann als
122 8. Anwendung auf industrielle Problemstellungen
Abbildung 8.2: Beispiel fu¨r Verdrahtungsgraph mit Verdrahtungsvarianten
Erweiterung auf den dreidimensionalen Fall angesehen werden. Die Grun-
didee bei der Konstruktion des Verdrahtungsgraph ist es, die Facetten der
bereits angeordneten Objekte nach vorn auszudehnen, bis sie ein anderes
Objekt oder den Rand des Anordnungsraumes treffen (siehe Abb. 8.1), wo-
durch eine Partitionierung des Freiraumes entsteht. Formal wird eine Git-
terstruktur aufgebaut, die Gitterebenen fu¨r jede Objektfacette entha¨lt. Falls
sich zwei Objekte in der Anordnung beru¨hren, so wird zwischen ihnen ei-
ne zusa¨tzliche Ebene eingefu¨gt, die einem Freiraum der Breite 0 entspricht,
so daß Verdrahtungswege dort mo¨glich sind. Alle Zellen vor einer Facette
werden mit einer entsprechenden Markierung versehen, bis ein Teil eines
anderen Objektes erreicht wird. Gitterzellen mit den gleichen Markierun-
gen werden dann zu einer Verdrahtungszelle zusammengefaßt, wobei evtl.
vorhandene L-fo¨rmige Elemente entlang einer beliebig gewa¨hlten Trennrich-
tung aufgebrochen werden. Anschlußpunkte fu¨r die Verkabelung liegen an
fest vorgegebenen Punkten der Objekte oder am Rand des begrenzenden
Bauraumes und werden den entsprechenden Verdrahtungszellen zugeord-
net. Zudem kann eine Abgangsrichtung fu¨r jeden Anschlußpunkt vorgege-
ben werden, welche die Richtung des ersten Verdrahtungssegmentes festlegt.
Der Verdrahtungsgraph spiegelt somit die Topologie des Verdrahtungsrau-
mes wider; siehe Abb. 8.2 fu¨r ein typisches Beispiel. Man beachte hierzu,
daß die Knotendichte in Bereichen mit inhomogener geometrischer Struk-
tur, d. h. vielen kleinen Facetten, ho¨her ist als in Bereichen mit homogener
Struktur, d. h. wenigen und großen Facetten.
Die Kantengewichte des Verdrahtungsgraph ko¨nnen auf verschiedene
Weisen definiert werden. Falls die Verdrahtungsla¨nge minimiert wird, so
kann die Euklidische oder Manhattan Distanz zwischen den Knoten ver-
wendet werden. Da jedoch insbesondere der Verdrahtungsraum minimiert
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Abbildung 8.3: Variablen fu¨r die Verdrahtungsraumabscha¨tzung
werden soll, werden zudem Strafkosten addiert, falls der Kabeldurchmes-
ser gro¨ßer als die Breite der gemeinsamen Facette zwischen den Verdrah-
tungszellen ist, da in diesem Fall zusa¨tzlicher Raum bereitgestellt werden
muß. Zur Berechnung der Steiner-Ba¨ume wird eine Heuristik basierend auf
ku¨rzesten Wegen und minimal spannenden Ba¨umen verwendet. Um un-
terschiedliche Verdrahtungswege fu¨r die Varianten zu generieren, werden
Strafkosten auf die jeweils schon benutzten Kanten des Verdrahtungsgraph
addiert. Abb. 8.2 zeigt drei unterschiedliche Varianten fu¨r eine Verbindung,
die mit diesem Verfahren erzeugt wurden.
8.2.2 Definition des Linearen Programms
Wir betrachten nun die Formulierung der Verdrahtungsraumabscha¨tzung als
ILP und die zugeho¨rige lineare Relaxierung. Fu¨r jede Verbindung v wird,
wie in Abschnitt 8.2.1 dargestellt, eine Menge von Verdrahtungsvarianten
berechnet. Fu¨r diese Varianten Tvi
2 (1 ≤ i ≤ mv) werden Entscheidungs-
variablen xvi ∈ {0, 1} eingefu¨hrt, die den Wert 1 annehmen, wenn Variante
i fu¨r Verbindung v ausgewa¨hlt wird. Um genau eine Verdrahtungsvariante
fu¨r jede Verbindung zu selektieren, wird
∑mv
i=1 xvi = 1 gefordert (Gleichung
(8.8) der ILP-Formulierung auf Seite 125).
Zur Einfu¨hrung der Bezeichnungen betrachten wir Abb. 8.3. Die Posi-
tion jeder Verdrahtungszelle Za im Raum wird wie bei dem globalen Op-
timierungsverfahren in Kapitel 2 durch eine Vektorvariable ra fu¨r den Re-
ferenzpunkt festgelegt (Ecke vorne links unten). Fu¨r die Ausdehnung der
Verdrahtungszellen fu¨hren wir Vektorvariablen la ∈ R3 ein, deren Kom-
ponenten (la)d (d ∈ {x, y, z}) die La¨nge, Breite und Tiefe der Zelle sind.
Die Werte von (la)d werden durch das Lineare Programm entsprechend der
gewa¨hlten Verdrahtungsvarianten angepaßt, so daß alle u¨ber die Facetten
verlaufenden Kabelquerschnitte aufgenommen werden ko¨nnen. Die vorge-
gebenen Objekte stellen hierbei spezielle Zellen dar, deren Ausdehnung la
unvera¨nderlich ist.
2T fu¨r tree
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Wir betrachten nun zwei in der Ausgangsanordnung benachbarte Ver-
drahtungszellen Za und Zb und deren gemeinsame Facette. Durch die Trans-
lation und Gro¨ßenanpassung der Verdrahtungszellen werden diese gegen-
einander verschoben, wobei jedoch eine hinreichend große Fla¨che fu¨r die
Verkabelung erhalten bleiben muß. Fu¨r die Mindestla¨nge der U¨berlappung
in Richtung d1 bzw. d2 fu¨hren wir Variablen fab ein. Restriktionen der
Form (ra)d + (fab)d ≤ (rb)d + (lb)d (d ∈ {d1, d2}) stellen eine entsprechen-
de U¨berlappung sicher. Fu¨r die verbleibende dritte Dimension d3 6= d1/2
wird die ra¨umliche Trennung der Verdrahtungszellen durch Ungleichungen
(ra)d3 + (la)d3 ≤ (rb)d3 sichergestellt (siehe Ungleichungen (8.3),(8.4) des
ILP).
Wir betrachten nun die Abscha¨tzung der zur Verkabelung beno¨tigten
U¨berlappungsfla¨che. Sei hierzu qv der Querschnitt bzw. Durchmesser von
Verbindung v. Wir fordern, daß die ku¨rzere Seite minab ≤ (fab)d1/2 minde-
stens die Gro¨ße des maximalen Querschnitts der u¨ber diese Facette verlau-
fenden Verbindungen hat. Da mehrere Verdrahtungsvarianten einer Verbin-
dung u¨ber dieselbe Facette verlaufen ko¨nnen, ergibt sich mit der Gewichtung
xvi der Varianten im Linearen Programm die Restriktion minab ≥
∑
i xviqv
(Ungleichungen (8.5),(8.6)).
Falls eine der Seitenla¨ngen fab gerade dem maximalen Kabeldurchmes-
ser entspricht, so fordern wir, daß die andere, la¨ngere Seite mindestens die
La¨nge der Summe der Kabeldurchmesser annimmt. Anders formuliert be-
deutet dies, daß die Summe (fab)d1+(fab)d2 gro¨ßer als minab+
∑
v,i xviqv sein
muß (siehe Ungleichung (8.7)). Falls die Variablen fab nicht die Extremal-
werte minab und
∑
v,i xviqv annehmen, so wird die zur Verfu¨gung stehende
U¨berlappungsfla¨che (fab)d1 ∗ (fab)d2 dadurch nochmals vergro¨ßert, d. h. es
handelt sich bei dieser Linearisierung um eine konservative Abscha¨tzung.
Es folgt nun eine Kurzu¨bersicht der verwendeten Bezeichnungen und die
ILP-Formulierung der Verdrahtungsraumabscha¨tzung:
Objekte und Konstanten:
Z = {Z1, . . . , Zk} Menge der Verdrahtunszellen
k Anzahl Verdrahtungszellen inkl. U¨berdeckung der Objekte
qv Querschnitt/Durchmesser von Verbindung v
Indizes:
1 ≤ a 6= b ≤ k Indizes fu¨r benachbarte Verdrahtungszellen
d ∈ {x, y, z} Index fu¨r Koordinatenrichtung
v Index fu¨r Verbindungen mit Varianten Tvi
i Index fu¨r Verdrahtungsvarianten
Variablen:
l La¨nge der Gesamtanordnung
ra Referenzpunkt von Za
(la)d La¨nge, Ho¨he, Tiefe von Verdrahtungszelle Za
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(fab)d U¨berlappungsla¨nge Za, Zb in Richtung d1/2
minab Minimalla¨nge fu¨r die U¨berlappung Za, Zb
xvi ∈ {0, 1} Entscheidungsvariable fu¨r Variante Tvi
ILP-Verdrahtungsraumabscha¨tzung:
min f(l, ri) (8.1)
mit Nebenbedingungen:
ra + la ≤ l (8.2)
(ra)d + (fab)d ≤ (rb)d + (lb)d d = d1/2 (8.3)
(ra)d + (la)d ≤ (rb)d d 6= d1/2 (8.4)
minab ≤ (fab)d1/2 (8.5)∑
i
xviqv ≤ minab (8.6)
minab +
∑
v,i
xviqv ≤ (fab)d1 + (fab)d2 (8.7)∑
i
xvi = 1 (8.8)
ri ≥ 0, xvi ∈ {0, 1} (8.9)
(8.3)-(8.7): ∀Za, Zb adjazente Verdrahtungszellen mit gemeinsamer Facette
in Koordinatenrichtung d1, d2
(8.6)-(8.7): ∀ Verbindungsvarianten Tvi, die Facette Za, Zb schneiden
8.2.3 Ergebnisse fu¨r E-Modul-Box SG129
In diesem Abschnitt werden die Ergebnisse fu¨r das von unserem Kooperati-
onspartner zur Verfu¨gung gestellte Testbeispiel SG129 zusammengefaßt. Es
besteht aus fu¨nf elektronischen Modulen (ABS, Motorelektronik, adaptives
Da¨mpfungssystem, etc.), die jeweils aus einem Rumpfbauteil und Befesti-
gungslaschen bestehen und durch mehrere Quader u¨berdeckt wurden. Zu-
dem sind acht Kabelstra¨nge mit unterschiedlichem Durchmesser vorhanden,
die nach außen gefu¨hrt werden. Die Module mu¨ssen in eine wasserdichte Box
eingepaßt werden, deren maximale Ausmaße 31x22x19cm vorgegeben sind.
Zudem sind die Positionen fu¨r die Kabelverbindungen nach außen durch eine
Referenzanordnung vorgegeben, wobei die Verbindungen jeweils Punkt-zu-
Punkt sind. Die Rotation der Module ist nicht eingeschra¨nkt, wobei jedoch
die meisten Kabel auf der Oberseite der Module angeschlossen sind. Die-
se Orientierung wurde auch von den Algorithmen aus Platzgru¨nden bevor-
zugt, da die Kabeldurchfu¨hrungen nach außen ebenfalls am oberen Rand
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Abbildung 8.4: Referenzanordnung des Industriepartners fu¨r SG129
des Bauraumes liegen. Fu¨r die Berechnungen wurde eine einfache, zweistu-
fige Objekthierarchie benutzt. Die erste Stufe bestand jeweils nur aus dem
Bauteilrumpf ohne Befestigungslaschen, d. h. jeweils genau ein Quader je
Modul. In der zweiten Stufe wurden dann 2 bis 4 zusa¨tzliche Quader fu¨r die
Befestigungslaschen hinzugenommen.
In den Abbildungen 8.4 und 8.5 sind die industrielle Referenzanordnung
und die volumenminimale Anordnung mit Kabelraumabscha¨tzung fu¨r die
E-Modul-Box SG129 dargestellt. Das Volumen der urspru¨nglichen Anord-
nung betra¨gt 12.958cm3 (angegeben ist immer das Volumen eines minimal
umschließenden Quaders). Die berechnete Anordnung ist ca. 10cm ku¨rzer
und weist inkl. Verdrahtungsraumabscha¨tzung ein Volumen von 7.874cm3
auf. Das Volumen ohne Kabelraumabscha¨tzung betra¨gt fu¨r dieses Beispiel
7.417cm3. Die berechnete Anordnung konnte an Hand eines Prototyps phy-
sikalisch realisiert werden. Der wesentliche Unterschied liegt in der Anord-
nung eines Moduls direkt unterhalb der Kabeldurchbru¨che in der Außen-
wand, sowie der Drehung der beiden vorderen Module derart, daß die An-
schlußpunkte der Verkabelung an der Oberseite liegen. Neben der gezeigten
Optimallo¨sung wurden zudem eine Reihe weiterer, ebenfalls sehr kompak-
ter Anordnungen im Verlauf des Branch & Bound Verfahrens berechnet.
Diese ko¨nnen als Alternativvorschla¨ge ebenfalls angeboten und von Kon-
strukteuren abschließend beurteilt werden. Dies stellt in der Praxis einen
wesentlichen Vorteil gegenu¨ber Verfahren dar, die nur eine Lo¨sung liefern.
In Tabelle 8.1 sind Laufzeitindikatoren der Berechnungen zusammen-
gefaßt. Betrachtet wird das vorgestellte Beispiel SG129, wobei zum einen
die Problemstellung ohne Kabelraumabscha¨tzungen und zum anderen oh-
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Abbildung 8.5: Volumenminimale Anordnung mit Kabelraumabscha¨tzung
Knoten im Knoten Knoten Laufzeit Gesamt-
Suchbaum
”
pruned” max.aktiv bis Opt. laufzeit
ohne Kabel 209.050 152.086 7.852 11s 88s
ohne Kabel 778.610 574.778 22.458 31s 358s
(Bauraum frei)
mit Kabel 2.256.116 1.758.225 50.907 775s 11.136s
Tabelle 8.1: Laufzeitindikatoren fu¨r E-Modulbox SG129
ne die Begrenzung des Bauraumes (
”
Bauraum frei”) betrachtet wurde. Die
maximale Anzahl gleichzeitig aktiver Knoten im Branching Tree ist das we-
sentliche Maß fu¨r den Speicherplatzbedarf. Dieser kann u¨ber verschiedene
Parameter zur Tiefen- bzw. Breitensuche beeinflußt werden. Die Gesamtzahl
der Knoten ist ein maschinenunabha¨ngiges Maß fu¨r die Laufzeitentwicklung
des Verfahrens, wobei diese entscheidend von der Effektivita¨t der berechne-
ten unteren Schranken abha¨ngt. Die dritte Spalte der Tabelle zeigt daher
die Anzahl der Knoten, die nach Berechnung der unteren Schranke nicht
weiter verfolgt wurden (
”
Pruned Nodes”).
Tabelle 8.2 zeigt gemessene Laufzeiten auf einem SUN Sparc Server 1000
bei Verwendung von CPLEX 4.0 zur Lo¨sung der Linearen Programme. Ne-
ben der Gesamtlaufzeit ist insbesondere die Laufzeit bis zum Erreichen der
Optimallo¨sung von Interesse. Es kann zwar nicht a priori bestimmt werden,
wann das Optimum erreicht ist, die in der Tabelle aufgefu¨hrten Laufzeiten
zeigen jedoch, daß schon nach einem geringen Laufzeitanteil mit guten bzw.
sogar schon optimalen Lo¨sungen gerechnet werden kann und die restliche
Laufzeit zum Beweis der Optimalita¨t verwendet wird.
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Anzahl Knoten im Knoten Knoten Laufzeit
Quader Suchbaum
”
pruned” max. aktiv
5 21,710 18,085 813 2s
6 77,332 64,435 3,714 10s
7 135,247 112,695 5,765 19s
8 419,588 349,645 13,451 66s
9 1,473,879 1,228,225 34,323 260s
10 7,610,955 6,342,450 119,598 1443s
Tabelle 8.2: Laufzeitindikatoren fu¨r Branch&Bound-Verfahren
Abbildung 8.6: Referenzanordnung des Industriepartners
8.3 Optimierung von Bauteilanordnungen im Kof-
ferraum eines PKW
Fu¨r diese Problemstellung sind 19 verschiedene Module gegeben, die an der
hinteren, linken Kofferraumwand eines PKW plaziert werden mu¨ssen. Unter
anderem sind ein CD-Player und ein Navigationssystem mit CD-Schublade
enthalten, so daß fu¨r diese Gera¨te die Zugreifbarkeit von außen gewa¨hrleistet
sein muß. Die Referenzanordnung unseres Kooperationspartners und der
Anordnungsraum sind in Abb. 8.6 dargestellt.
Fu¨r die globale Anordnungsoptimierung erfolgte die Modellierung des
Anordnungsraumes zuna¨chst durch die in Abb. 8.7 gezeigte Approximati-
on mit einem vorplazierten Element zur Modellierung des Radkastens. Fu¨r
die globale Optimierungsphase wurden 5 der Objekte durch U¨berdeckungen
von Quadern modelliert, fu¨r die restlichen 14 Objekte wurde die konve-
xe Hu¨lle betrachtet. Die Zugreifbarkeit der CD-Schubladen wurde durch
8.3 Bauteilanordnung im PKW-Kofferraum 129
Abbildung 8.7: Modellierung des Anordnungsraumes
Laufzeit glob. ∅ Anzahl ∅ Anzahl ∅ Laufzeit lok.
Optimierung Iterationen U¨berschneidungen Optimierung
7.349s 8,3 1.783 2.385s
Tabelle 8.3: Zusammenfassung der wesentlichen Kenngro¨ßen zur globalen
und lokalen Optimierung
Plazierungsrestriktionen an der Vorderseite bzw. Oberseite der Anordnung
beru¨cksichtigt, wobei fu¨r diese Module keine Drehungen zugelassen wurden.
Das Gesamtverfahren bestand aus einer ersten Phase, in der verschiede-
ne globale Anordnungen der Module in dem approximierten Anordnungs-
raum bestimmt wurden. Hier wurde das globale Optimierungsverfahren fu¨r
polyedrische Objekte aus Kapitel 2 eingesetzt, wovon 7 Anordnungen zur
weiteren Bearbeitung betrachtet wurden. Fu¨r den globalen Optimierungs-
schritt wurde eine Rechenzeit von ca. zwei Stunden beno¨tigt (siehe Tabelle
8.3).
In einer zweiten Phase wurde dann eine Variante des lokalen Optimie-
rungsverfahrens eingesetzt, um U¨berschneidungen mit der Außenhaut des
Kofferraums zu beseitigen und eine Kompaktierung der Elemente durch-
zufu¨hren. Um die U¨berschneidungen mit der Außenhaut zu bestimmen,
wurde ein in [Hel96] beschriebenes Verfahren eingesetzt. Anschließend wur-
den jeweils Separationsbedingungen zu Dreieckselementen der Außenhaut
eingefu¨gt, die eine U¨berschneidung mit einem Objekt aufwiesen. In Ta-
belle 8.3 ist die durchschnittliche Anzahl von U¨berschneidungen mit der
Außenhaut im ersten Iterationsschritt angegeben. Die durchschnittliche
Iterationszahl des lokalen Optimierungsverfahrens zur Kompaktierung und
U¨berschneidungsbeseitigung lag bei 8,3 Iterationen.
In Abb. 8.8 ist die beste gefundene Anordnung dargestellt, wobei die ur-
spru¨ngliche Anordnung als roter Umriß dargestellt ist. Das rechts außerhalb
der Hauptanordnung liegende Bauteil entspricht einer Steckdose und mußte
aufgrund einer Vorgabe unseres Kooperationspartners an dieser Stelle ver-
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Abbildung 8.8: Alternative Anordnung mit geringerem Volumen
bleiben. Die Ho¨he der Anordnung wurde um mehr als 10cm reduziert, die
La¨nge um ca. 60cm, wobei jeweils Mindestabsta¨nde zwischen den Bauele-
menten freigehalten wurden.
8.4 Weitere Anwendungen
Die in dieser Arbeit vorgestellten Methoden wurden auf zwei weitere Pro-
blemstellungen angewandt.
Zum einen wurde modellhaft aufgezeigt, wie ein Bauteil in eine bestehen-
de Aggregatanordnung integriert werden kann. Hierzu wurde ein Szenario
aus sechs Polyedern zusammengestellt, in das ein neues Objekt eingefu¨gt
werden soll. Zudem wurde die Kofferraumbegrenzung der Problemstellung
aus Abschnitt 8.3 verwendet, um eine komplexer geformte seitliche Begren-
zung zu erhalten. Abb. 8.9 zeigt sechs von insgesamt 11 Schritten eines
hierfu¨r angepaßten lokalen Optimierungsverfahrens. Hierbei ist zu beach-
ten, daß die U¨berschneidungsfreiheit jeweils nur fu¨r die eingenommenen Po-
sitionen des Bauteils garantiert ist. Bei einer zu groß gewa¨hlten Schritt-
weite ko¨nnte daher ein Engpaß u¨bersprungen werden, der eigentlich nicht
u¨berschneidungsfrei passiert werden kann. Die Laufzeit fu¨r einen lokalen
Optimierungsschritt des dargestellten Beispiels liegt bei etwa einer Minute,
so daß sich fu¨r die 11 Optimierungsschritte eine Gesamtlaufzeit von ca. 15
Minuten ergab.
Eine weitere konkrete Aufgabenstellung ergibt sich aus zwei unterschied-
lichen Normen zur Volumenbestimmung von PKW-Kofferra¨umen (dies wird
auch als Ausliterung bezeichnet). Hierbei unterscheiden sich die Normen fu¨r
den europa¨ischen und US-amerikanischen Markt und erfordern unterschied-
liche Optimierungsansa¨tze.
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Abbildung 8.9: Einpassen eines Bauteils in eine bestehende Aggregatanord-
nung
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Abbildung 8.10: Kofferraumausliterung mit optimal gefu¨lltem Quader
Fu¨r den europa¨ischen Markt wird das Kofferraumvolumen mittels DIN-
Normquadern von 5x10x20cm Kantenla¨nge bestimmt. Ziel ist es, eine ma-
ximale Anzahl solcher Quader in die vorgegebene Kofferraumbegrenzung
zu plazieren. Neben den in dieser Arbeit diskutierten Methoden mu¨ssen
hier auch Verfahren fu¨r die regelma¨ßige Anordnung von vielen gleichartigen
Objekten eingesetzt werden (siehe die Literaturhinweise in der Einleitung).
Prototypisch implementiert wurde ein Verfahren, mit dem zuna¨chst heu-
ristisch ein Quader maximaler Gro¨ße innerhalb der Kofferraumgeometrie
bestimmt werden kann. Das erzeugte Quader ist dabei abha¨ngig von einem
frei gewa¨hlten Ausgangspunkt. Mit einem auf dynamischer Programmierung
beruhenden Verfahren wird dieses Quader dann optimal mit Normquadern
ausgefu¨llt, wobei die Anordnungen durch Guillotine Schnitte zerlegbar sind.
Abb. 8.10 zeigt eine solche Anordnung.
Fu¨r den amerikanischen Markt wird eine SAE-Norm verwendet. In die-
ser ist ein Standardkofferset definiert, welches zuna¨chst im Kofferraum ver-
staut werden muß. Ko¨nnen alle Koffer untergebracht werden, so du¨rfen im
folgenden beliebig viele sogenannte H-Boxes (in etwa von der Gro¨ße eines
Schuhkartons) zum Auffu¨llen verwendet werden. Zur Grobplazierung des
Koffersets ko¨nnen die in dieser Arbeit vorgestellten Verfahren zur globalen
Optimierung verwendet werden, wobei die Feinplazierung dann mit Hilfe der
lokalen Optimierungsmethoden erfolgen kann.
Kapitel 9
Zusammenfassung und Ausblick
Hauptergebnis der vorliegenden Arbeit ist ein lokales Optimierungsverfah-
ren zur Kompaktierung von Anordnungen konvexer, polyedrischer Objekte,
sowie die Verbindung dieses Verfahrens mit einem globalen Optimierungsan-
satz. Die fu¨r dieses Resultat verwendete mathematische Methodik entha¨lt
sowohl Elemente der diskreten, wie auch der kontinuierlichen, nichtlinearen
Optimierung, sowie eine geometrische Komponente.
Die zuna¨chst nichtlineare Problemformulierung fu¨r das globale Anord-
nungsproblem konvexer, polyedrischer Objekte wurde in eine linearisierte
Formulierung fu¨r das lokale Kompaktierungsproblem u¨berfu¨hrt. Hierzu wur-
de in Kapitel 7 eine linearisierte Beschreibung ra¨umlicher Drehungen herge-
leitet und eine Hu¨llko¨rpereigenschaft fu¨r diese bewiesen, was das Hauptre-
sultat aus theoretischer Sicht darstellt (Satz 31, Seite 31). Das Optimie-
rungsmodell kann mit ausgereiften und effizienten Methoden der Linearen
Programmierung gelo¨st werden. Fu¨r das Verfahren wurde in Abschnitt 3.3
ein Konvergenzbeweis gefu¨hrt.
Fu¨r die effiziente Implementierung des Verfahrens sind dabei die folgen-
den Punkte von Bedeutung:
• Die Verwendung von linearer Programmierung als Optimierungskern;
hierfu¨r stehen ausgereifte und numerisch robuste Implementierungen
zur Verfu¨gung.
• Bei Verwendung des Simplex-Verfahrens zur Lo¨sung der Linearen Pro-
gramme steht jeweils eine zula¨ssige Startbasis aus dem vorangehenden
Optimierungsschritt zur Verfu¨gung.
• Die Anpassung der Separationsebenen durch den GJK-Algorithmus ist
ebenfalls sehr effizient mo¨glich, da die Approximation des Distanzpo-
lyeders nur lokal angepaßt werden muß.
• Die Schrittweitensteuerung kann entfallen, da in der Praxis nur gerin-
ge U¨berschneidungen auftreten, die im Verlauf des Verfahrens auto-
matisch korrigiert werden.
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In Kapitel 4 wurde die Integration des globalen und lokalen Optimie-
rungsansatzes betrachtet. Die Basis bildet das algebraische Konzept der
”
Convolution Theory of Closed Convex Sets” [Che99], welches aus geome-
trischer Sicht und fu¨r dreidimensionale Objekte in [BGRR96] eingefu¨hrt
wird. Aus dieser Charakterisierung u¨berschneidungsfreier Anordnungen zu
zwei polyedrischen Objekten ergibt sich eine endliche Menge topologischer
Strukturen fu¨r P-Spuren und Distanzpolyeder (siehe hierzu auch [Duv01]).
Der kontinuierliche Konfigurationsraum kann somit in eine endliche Anzahl
von A¨quivalenzklassen unterteilt werden, welche die Basis fu¨r ein Branch
& Bound Verfahren darstellen. Innerhalb dieser A¨quivalenzklassen greifen
dann die Methoden der lokalen Optimierung. Die Formulierung stellt in die-
sem Fall ein ganzzahliges Lineares Programm dar. Wegen der Linearisierung
und lokalen Optimierung innerhalb der A¨quivalenzklassen ergibt sich jedoch
nicht notwendig ein globales Optimum; hierzu wa¨re eine weitere Untersu-
chung und Charakterisierung mo¨glicher lokaler Optima bzgl. des gewa¨hlten
Optimierungsverfahrens innerhalb der einzelnen A¨quivalenzklassen notwen-
dig.
Neben diesen Ergebnissen aus mathematischer Sicht werden im folgen-
den die anwendungsorientierten Ergebnisse und Modellierungsgesichtspunk-
te zusammengefaßt. Im Rahmen des Forschungsvorhabens wurden konkrete
Problemstellungen aus dem Bereich des Fahrzeugbaus untersucht und es
wurde gezeigt, daß mit den vorgestellten Methoden eine teilweise Automa-
tisierung und Optimierung von Bauteilanordnungen erreicht werden kann.
Eine Darstellung der Testdatensa¨tze und der generierten Beispielanordnun-
gen ist in Kapitel 8 enthalten. Die Anordnungen wurden von Konstruk-
teuren als ernsthafte Alternativen mit Praxisrelevanz gewertet. Der globale
Optimierungsansatz ist dabei in Konkurrenz mit wissensbasierten Systemen
zu sehen. Hier wird die Entscheidung zugunsten desjenigen Systems ausfal-
len, in welches die problemspezifischen Randbedingungen besser integriert
werden ko¨nnen. Man vergleiche hierzu auch die Anmerkungen zur formalen
Spezifikation funktionaler Zusammenha¨nge in Abschnitt 1.1.2.
Schon eine teilweise Integration der hier vorgestellten Methoden in CAD-
Systeme, wie zum Beispiel eine automatische Kompaktierungsfunktion, wu¨r-
de die Arbeit der Konstrukteure jedoch erheblich erleichtern. Hierbei ist zu
beachten, daß selbst moderne CAD-Systeme im Normalfall keine interakti-
ve Kollisionserkennung durchfu¨hren und Funktionalita¨ten wie
”
Verschiebe
Bauteil B maximal in Richtung r bis es auf ein anderes Bauteil sto¨ßt” nicht
standardma¨ßig realisieren. Dies liegt zum Teil an der sehr genauen Ob-
jektdarstellung mittels Freiformfla¨chen, die einen effizienten Schnittest nicht
zulassen. Am Markt etablieren sich nun erste hybride, d. h. zusa¨tzlich auf
tesselierten, polyedrischen Daten arbeitende Systeme. In derartige Systeme
sind die hier vorgestellten Methoden ohne aufwendige Datenkonvertierungen
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integrierbar. Der Verarbeitung tesselierter Daten kommt zudem durch den
im Internet verbreiteten VRML-Standard (VRML: Virtual Reality Model-
ling Language) eine versta¨rkte Aufmerksamkeit zu. Hier werden orientierte,
planare Fla¨chenstu¨cke definiert, die direkt als Eingabedaten fu¨r die in dieser
Arbeit vorgestellten Methoden benutzt werden ko¨nnen.
Fu¨r den lokalen Optimierungsansatz ergibt sich zudem ein zusa¨tzlicher
Anwendungsbereich bei der Planung der Wege von Objekten durch Hinder-
nisse. Bisher wird dieses Problem hauptsa¨chlich fu¨r starr orientierte Objekte
und Hindernisse betrachtet (Configuration-Space Ansatz in der Robotik).
Mit Hilfe des lokalen Optimierungsansatzes kann nun eine kontinuierliche
Drehung bestimmt werden, um eine Engstelle zu passieren. Dies wurde fu¨r
eine einfache Einbausimulation bei unserem Kooperationspartner vorgestellt
und stieß auf großes Interesse.
Fu¨r den lokalen Optimierungsansatz kommen zudem zahlreiche Problem-
stellungen in Frage, bei denen geometrische Paßform eine Rolle spielt. Ins-
gesamt ergibt sich somit ein breit gefa¨chertes Anwendungsspektrum fu¨r die
in dieser Arbeit entwickelten Methoden, wobei die Fortschritte im Bereich
der Linearen Programmierung die Behandlung auch sehr großer, d. h. pra-
xisrelevanter Problemstellungen erlauben.
Anhang A
Definitionen und Bezeichnungen
Es sei λ ∈ R, a, b, c ∈ Rn und A,B ⊂ Rn.
Definition 22 (Skalarprodukt)
〈a, b〉 := a1b1 + a2b2 + . . .+ anbn
Eigenschaften des Skalarproduktes:
〈a, b〉 = 〈b, a〉 (A.1)
〈a+ b, c〉 = 〈a, c〉+ 〈b, c〉 (A.2)
〈λa, b〉 = λ〈a, b〉 (A.3)
〈a, a〉 ≥ 0 (A.4)
und 〈a, a〉 = 0 ⇔ a = 0
〈a, b〉 = ‖a‖ ‖b‖ cos](a, b) (Winkel) (A.5)
und 〈a, b〉 = 0 ⇔: a ⊥ b (Orthogonalita¨t)
‖a‖ :=
√
〈a, a〉 (Norm/La¨nge) (A.6)
‖a+ b‖ ≤ ‖a‖+ ‖b‖ (Dreiecksungleichung) (A.7)
‖a+ b‖2 = a2 + b2 + 2〈a, b〉 (Satz von Pythagoras) (A.8)
|〈a, b〉| ≤ ‖a‖ ‖b‖ (Cauchy-Schwarz. Ungl.) (A.9)
und |〈a, b〉| = ‖a‖ ‖b‖ ⇔ a = λb
Fu¨r die folgende Definition des Vektorprodukts seien a, b, c ∈ R3.
Definition 23 (Vektorprodukt)
a×b := (a2b3 − a3b2, a3b1 − a1b3, a1b2 − a2b1)
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Eigenschaften des Vektorproduktes:
a×b = −(b×a) (rechts-/linksha¨nd. Orien.)
(A.10)
(a+ b)×c = a×c+ b×c (A.11)
λa×b = λ(a×b) (A.12)
a×a = 0 (A.13)
und a×b = 0 ⇔ a = λb
〈a×b, a〉 = 〈a×b, b〉 = 0 (A.14)
‖a×b‖ = ‖a‖ ‖b‖ sin](a, b) (Parallelogrammfla¨che) (A.15)
‖a×b‖2 = ‖a‖2 ‖b‖2 − 〈a, b〉2 (A.16)
|〈a, b×c〉| = ‖a‖ ‖b×c‖ cos](a, b×c) (Spatprodukt/-volumen) (A.17)
Definition 24 (Normierter Vektor)−→a := 1‖a‖a
Definition 25 (Parallele/senkrechte Komponenten)
Sei e ∈ R3 mit ‖e‖ = 1.
a‖e = 〈a, e〉e (Anteil von a parall. zu e)
a⊥e = a− a‖e = a− 〈a, e〉e (Anteil von a orthog. zu e)
Falls b kein Einheitsvektor:
a‖b =
〈
a,
b
‖b‖
〉
b
‖b‖ =
1
‖b‖2 〈a, b〉b =
〈a, b〉
〈b, b〉 b
Definition 26 (Konvexe Menge, konvexe/affine Hu¨lle)
Eine Teilmenge A ⊂ Rn heißt konvex, wenn mit je zwei Punkten a, b ∈ A
auch die gesamte Strecke (a, b) vollsta¨ndig in A liegt:
a, b ∈ A⇒ λa+ (1− λ)b ∈ A mit λ ∈ [0, 1] .
Die konvexe und die affine Hu¨lle einer Teilmenge A ⊂ Rn werden gebildet
durch
Conv(A) := {c = λa+ (1− λ)b |λ ∈ [0, 1], a, b ∈ A}
Aff(A) := {c = λa+ (1− λ)b |λ ≥ 0, a, b ∈ A}
Definition 27 (Minkowski-Summe)
Seien A,B ⊂ Rn. Die Minkowski-Summe ist wie folgt definiert:
A⊕B := {a+ b | a ∈ A, b ∈ B}
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Definition 28 (Konvexe Distanzfunktion)
SeiB ⊂ Rn eine konvexe Menge (Ball), die den Koordinatenursprung entha¨lt.
Dann induziert B eine konvexe Distanzfunktion wie folgt:
dB(p, q) := min{λ | q ∈ p⊕ λB}
Ist B zudem symmetrisch zum Koordinatenursprung, so ist dB eine Metrik.
Definition 29 (Lp-Metrik / Minkowski-Metrik)
Seien a, b ∈ Rn. Fu¨r 1 ≤ p ≤ ∞ ist die Lp-Metrik wie folgt definiert:
dp(a, b) :=
(
n∑
i=1
|ai − bi|p
)1/p
(A.18)
Lp-Metriken sind konvexe Distanzfunktionen. Ferner entsprechen sich die
folgenden u¨blichen Bezeichnungen:
L2-Metrik: Euklidische Distanz
L1-Metrik: Manhattan-Distanz (Summe achsenparalleler Absta¨nde)
L∞-Metrik: Maximum-Norm (maximaler achsenparalleler Abstand)
Definition 30 (Komplementa¨re/symmetrische Menge)
Das Komplement einer Menge A ⊂ Rn wird mit A¯ bezeichnet.
Die symmetrische bzw. punktgespiegelte Menge zu A ist −A := {−a | a ∈ A}
Anhang B
Abschnittsu¨bersicht nach
Problemklassen
Globale Optimierung/rekagonale Objekte
Weitgehend abgeschlossene Behandlung in 2.1- 2.3 mit Einfu¨hrung von
Anordnungsgraphen und -klassen zur Berechnung unterer Schranken.
Erweiterung auf Kabelraumabscha¨tzung und Anwendung in 8.2.
Globale Optimierung/polyedrische Objekte/diskrete Orientierungen
Abschnitte 2.1, 2.2 und 2.4 zum Optimierungsverfahren; zur Diskreti-
sierung des Anordnungsraumes mit Hilfe von Distanzpolyedern siehe
5.2. Im weiteren siehe 5.3 zu P-Spuren als Alternative zu Distanzpo-
lyedern.
Lokale Optimierung/polyedrische Objekte/kontinuierliche Rotationen
Abschnitte 3.1, 3.2 und 3.4 zum Optimierungsverfahren; Behandlung
von Drehungen in Kapitel 6, Eigenschaften infinitesimaler Drehungen
in Kapitel 7 und Anpassung von Separationsebenen in Abschnitt 5.4.
Globale Optimierung/polyedrische Objekte/lokale Rotationsanpassung
Abschnitte 2.1, 2.2 zur Modellierung mit Entscheidungsvariablen; Ab-
schnitte 3.1, 3.2 zur Linearisierungsidee; Abschnitt 5.3 zu Winkelberei-
chen topologisch a¨quivalenter Rotationen (Abschnitt 5.2 hilfreich zum
Versta¨ndnis von 5.3).
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Anhang C
Softwarekomponenten
Fu¨r die Durchfu¨hrung des Forschungsvorhabens wurden die nachfolgend auf-
gefu¨hrten Softwarekomponenten von dritter Seite eingesetzt, die fu¨r wis-
senschaftliche Zwecke frei verfu¨gbar sind und aus verschiedenen o¨ffentlichen
Quellen gefo¨rdert wurden. Der Quellcode in C/C++ ist jeweils frei verfu¨gbar,
jedoch mit unterschiedlichem Urheberrechtsschutz. Den fo¨rdernden Institu-
tionen und insbesondere den Autoren Dank und Anerkennung fu¨r die gelei-
steten Programmimplementierungen, ohne die die in dieser Arbeit erzielten
Ergebnisse nicht mo¨glich gewesen wa¨ren.
In Abb. C.1 ist die Integration aufgezeigt, wobei die meisten Komponen-
ten direkt in die Geometriebibliothek eingebunden wurden. Das Modul zu
infinitesimalen Rotationen stellt noch eine externe Erweiterung dar.
PlaGeo/SpaGeo 2D/3D Geometriepaket, Universiteit Utrecht, Autor: Ge-
ert-Jan Giezeman (jetzt Projekt
”
CGAL - Computational Geometry
Algorithms Library”)
SoPlex Simplex-Implementierungen zur Lo¨sung linearer Programme des
Konrad-Zuse-Zentrum fu¨r Informationstechnik, Berlin. Autor: Roland
Wunderling
Qhull Berechnung konvexer Hu¨llen, The Geometry Center, University of
Minnesota. Autoren: Barber, Dobkin und Huhdanpaa
GeomView Visualisierung, The Geometry Center, University of Minnesota
GJK-engine Berechnung von Separationsebenen, Technische Universiteit
Eindhoven. Autor: Gino van den Bergen.
Zudem wurden die folgenden kommerziell erha¨ltlichen Programmpakete ein-
gesetzt:
CasCade CAD-Entwicklungsumgebung von EADS Matra Datavision (Quell-
code als OpenSource verfu¨gbar)
CPLEX Programmpaket zur Lo¨sung linearer Programme (Simplex- und
Interior Point Verfahren), ILOG
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Lokale
Optimierung
Geometriebibliothek
PLA-/SPAGEO
KonvexeHüllen
Qhull Simplex-Algorithmus
CPLEX/ SoPlex
Objektseparation
GJK-engine
Visualisierung
GeomView
Hüllkörper
infinitesimalerRotationen
OSF Motif
LessTiff
OpenGL
Mesa
Abbildung C.1: Softwarekomponenten fu¨r lokales Optimierungsverfahren
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