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Centralizers in endomorphism rings
Vesselin Drensky, Jeno˝ Szigeti, and Leon van Wyk
Abstract. We prove that the centralizer Cen(ϕ) ⊆ HomR(M,M) of a nilpo-
tent endomorphism ϕ of a finitely generated semisimple left R-module RM
(over an arbitrary ring R) is the homomorphic image of the opposite of a cer-
tain Z(R)-subalgebra of the full m ×m matrix algebra Mm(R[z]), where m
is the dimension (composition length) of ker(ϕ). If R is a local ring, then we
provide an explicit description of the above Cen(ϕ). If in addition Z(R) is a
field and R/J(R) is finite dimensional over Z(R), then we give a formula for
the Z(R)-dimension of Cen(ϕ). If R is a local ring, ϕ is as above and σ ∈
HomR(M,M) is arbitrary, then we give a complete description of the contain-
ment Cen(ϕ) ⊆ Cen(σ) in terms of an appropriate R-generating set of RM .
Using our results about nilpotent endomorphisms, for an arbitrary (not nec-
essarily nilpotent) linear map ϕ ∈ HomK(V, V ) of a finite dimensional vector
space V over a field K we determine the PI-degree of Cen(ϕ) and give other
information about the polynomial identities of Cen(ϕ).
1. INTRODUCTION
Our work was motivated by one of the classical subjects of advanced linear
algebra. A detailed study of commuting matrices can be found in many of the text
books on linear algebra ([9, 10]). Commuting pairs and k-tuples of n× n matrices
have been continuously in the focus of research (see, for example, [5, 6]). If we
replace n×n matrices by endomorphisms of an n-generated module, we get a more
general situation. The aim of the present paper is to investigate the size and the
PI properties of the centralizer Cen(ϕ) of an element ϕ in the endomorphism ring
HomR(M,M).
In general, if S is a ring (or algebra), then the centralizer
Cen(s) = {u ∈ S | us = su}
of an element s ∈ S is a subring (subalgebra) of S. Clearly, Cen(s) satisfies all
polynomial identities of S. However, Cen(s) may also satisfy some other polynomial
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identities. Thus the study of the PI properties of Cen(s), particularly in the case
of classical rings (e.g. matrix rings), deserves special attention.
Following the observations of Sections 2 and 3 about the nilpotent Jordan
normal base, Section 4 contains the following results about the centralizer Cen(ϕ)
of a nilpotent endomorphism ϕ of a finitely generated semisimple left R-module
RM (over an arbitrary ring R).
In Theorem 4.8 we prove that Cen(ϕ) is the homomorphic image of the opposite
of a certain Z(R)-subalgebra of the full m×m matrix algebra Mm(R[z]) over the
polynomial ringR[z], wherem is the dimension (composition length) of ker(ϕ). As a
consequence, we obtain that Cen(ϕ) satisfies all polynomial identities ofMopm (R[z]);
in particular, if R is commutative, then the standard identity S2m = 0 of degree
2m holds in Cen(ϕ).
In Theorem 4.10 we obtain a complete characterization of Cen(ϕ) if R is a local
ring.
In Theorem 4.11 we determine the Z(R)-dimension of Cen(ϕ) in the case when
R is local, Z(R) is a field and R/J(R) is finite dimensional over Z(R).
Section 5 contains further results about centralizers.
In Theorem 5.1 a complete description of Cen(ϕ) is provided in terms of an
appropriate R-generating set of the finitely generated semisimple left R-module
RM (over an arbitrary ring R), with ϕ : M −→ M a so-called indecomposable
nilpotent R-endomorphism. In particular, if R is commutative, then we prove in
Corollary 5.2 that ψ ∈ Cen (ϕ) if and only if ψ is a polynomial expression of ϕ. A
nilpotent linear map (or equivalently, a nilpotent n× n matrix) is indecomposable
if and only if its characteristic and minimal polynomials coincide (see part (3) in
Proposition 2.3). The following is a classical result about the centralizer (see [10]).
If K is a field and the characteristic and minimal polynomials of a (not necessarily
nilpotent) matrix A ∈Mn(K) coincide, then
Cen(A) = {f(A) | f(z) ∈ K[z]}.
For an indecomposable nilpotent ϕ the mentioned corollary is a generalization of
the above result. We note that the above result on Cen(A) is similar to Bergman’s
Theorem ([1]) about the centralizer of a non-constant polynomial in the free asso-
ciative algebra.
In Theorem 5.3 the containment relation Cen(ϕ) ⊆ Cen(σ) is considered. If
R is a local ring, ϕ is nilpotent and σ ∈ HomR(M,M) is arbitrary, then we pro-
vide a complete description of the situation Cen(ϕ) ⊆ Cen(σ) in terms of an ap-
propriate R-generating set of RM . For two (not necessarily nilpotent) matrices
A,B ∈ Mn(K), over an algebraically closed field K, the containment Cen(A) ⊆
Cen(B) holds if and only if B = f(A) for some f(z) ∈ K[z] (see [9] part VII, sec-
tion 39). For a nilpotent ϕ our description of Cen(ϕ) ⊆ Cen(σ) is a generalization
of the above result.
Section 6 is devoted to a study of the polynomial identities of the centralizer.
An arbitrary (not necessarily nilpotent) linear map of a finite dimensional vector
space, or equivalently, a matrix A ∈Mn(K) over a field K will be considered. First
we show that it suffices to deal with nilpotent matrices.
In Theorem 6.1 the radical and the semisimple component of the centralizer
Cen(A) of a nilpotent matrix A is determined. The proof of Theorem 6.1 is based
on the explicit presentation of Cen(A) in Theorem 4.10.
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Corollary 6.2 is about the polynomial identities of the centralizer of a (not
necessarily nilpotent) matrix A ∈ Mn(K). The Jordan normal form of A over
the algebraic closure of K is considered. If p is the maximum of the number of
elementary Jordan matrices of the same size and with the same eigenvalue, and
T (S) ⊆ K〈x1, x2, . . .〉 is the T-ideal of the polynomial identities of the algebra S,
then T (Cen(A)) ⊇ T (Mp(K))q for a suitable q, which also can be found explicitly.
Hence the PI-degree of Cen(A) is equal to p.
Since all known results about matrix centralizers are closely connected with
the Jordan normal form, it is not surprising that our development depends on the
existence of the nilpotent Jordan normal base of a semisimple module with respect
to a given nilpotent endomorphism (guaranteed by one of the main theorems of
[11]).
2. THE NILPOTENT JORDAN NORMAL BASE
Throughout the paper a ring R means a (not necessarily commutative) ring with
identity, and Z(R) and J(R) denote the centre and the Jacobson radical of R,
respectively. Let ϕ : M −→ M be an R-endomorphism of the (unitary) left R-
module RM . A subset
{xγ,i | γ ∈ Γ, 1 ≤ i ≤ kγ} ⊆M
is called a nilpotent Jordan normal base of RM with respect to ϕ if each R-
submodule Rxγ,i ≤M is simple,
⊕
γ∈Γ,1≤i≤kγ
Rxγ,i =M
is a direct sum, ϕ(xγ,i) = xγ,i+1 , ϕ(xγ,kγ ) = xγ,kγ+1 = 0 for all γ ∈ Γ, 1 ≤ i ≤ kγ ,
and the set {kγ | γ ∈ Γ} of integers is bounded. For i ≥ kγ + 1 we assume that
xγ,i = 0 holds in M . Now Γ is called the set of (Jordan-) blocks and the size of the
block γ ∈ Γ is the integer kγ ≥ 1. Obviously, the existence of a nilpotent Jordan
normal base implies that RM is semisimple and ϕ is nilpotent with ϕ
n = 0 6= ϕn−1,
where
n = max{kγ | γ ∈ Γ}
is the index of nilpotency. If RM is finitely generated, then∑
γ∈Γ
kγ = dimR(M)
is the dimension of RM (equivalently: the composition length of RM or the height
of the submodule lattice of RM). Clearly,
ϕ(M) = ϕ

 ∑
γ∈Γ,1≤i≤kγ
Rxγ,i

 = ∑
γ∈Γ,1≤i≤kγ
Rϕ(xγ,i) =
∑
γ∈Γ,1≤i≤kγ−1
Rxγ,i+1
implies that
im(ϕ) = ⊕
γ∈Γ,1≤i≤kγ−1
Rxγ,i+1 = ⊕
γ∈Γ′,2≤i′≤kγ
Rxγ,i′ ,
where
Γ′ = {γ ∈ Γ | kγ ≥ 2} and Γ \ Γ
′ = {γ ∈ Γ | kγ = 1}.
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Any element u ∈M can be written as
u =
∑
γ∈Γ,1≤i≤kγ
aγ,ixγ,i,
where {(γ, i) | γ ∈ Γ, 1 ≤ i ≤ kγ , and aγ,i 6= 0} is finite and all summands aγ,ixγ,i
are uniquely determined by u. Since
ϕ(u) =
∑
γ∈Γ,1≤i≤kγ
aγ,iϕ(xγ,i) =
∑
γ∈Γ,1≤i≤kγ
aγ,ixγ,i+1 = 0
is equivalent to the condition that aγ,ixγ,i+1 = 0 for all γ ∈ Γ, 1 ≤ i ≤ kγ − 1, we
obtain that
ϕ(u) = 0⇐⇒ u =
∑
γ∈Γ
aγ,kγxγ,kγ .
Indeed, aγ,ixγ,i 6= 0 (1 ≤ i ≤ kγ − 1) would imply that baγ,ixγ,i = xγ,i for some
b ∈ R (note that Rxγ,i ≤M is simple), whence
xγ,i+1 = ϕ(xγ,i) = baγ,iϕ(xγ,i) = baγ,ixγ,i+1 = 0
can be derived, a contradiction. It follows that
ker(ϕ) = ⊕
γ∈Γ
Rxγ,kγ
and dimR(ker(ϕ)) = |Γ| in case of a finite Γ. The following is one of the main
results in [11].
2.1.Theorem. Let ϕ : M −→ M be an R-endomorphism of the left R-module
RM . Then the following are equivalent.
(1) RM is a semisimple left R-module and ϕ is nilpotent.
(2) There exists a nilpotent Jordan normal base of RM with respect to ϕ.
2.2.Proposition. Let ϕ :M −→M be a nilpotent R-endomorphism of the finitely
generated semisimple left R-module RM . If {xγ,i | γ ∈ Γ, 1 ≤ i ≤ kγ} and
{yδ,j | δ ∈ ∆, 1 ≤ j ≤ lδ} are nilpotent Jordan normal bases of RM with respect
to ϕ, then there exists a bijection pi : Γ −→ ∆ such that kγ = lπ(γ) for all γ ∈ Γ.
Thus the sizes of the blocks of a nilpotent Jordan normal base are unique up to a
permutation of the blocks.
Proof. We apply induction on the index of the nilpotency of ϕ. If ϕ = 0, then we
have kγ = lδ = 1 for all γ ∈ Γ, δ ∈ ∆, and
⊕
γ∈Γ
Rxγ,1 = ⊕
δ∈∆
Ryδ,1 =M
implies the existence of a bijection pi : Γ −→ ∆ (Krull-Schmidt, Kurosh-Ore).
Assume that our statement holds for any R-endomorphism φ : N −→ N with
RN being a finitely generated semisimple left R-module and φ
n−2 6= 0 = φn−1.
Consider the situation described in the proposition with ϕn−1 6= 0 = ϕn, then
im(ϕ) = ⊕
γ∈Γ′,2≤i′≤kγ
Rxγ,i′
ensures that
{xγ,i′ | γ ∈ Γ
′, 2 ≤ i′ ≤ kγ}
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is a nilpotent Jordan normal base of the left R-submodule im(ϕ) ≤M of RM with
respect to the restricted R-endomorphism ϕ : im(ϕ) −→ im(ϕ). The same holds
for
{yδ,j′ | δ ∈ ∆
′, 2 ≤ j′ ≤ lδ}.
Since we have φn−2 6= 0 = φn−1 for φ = ϕ ↾ im(ϕ), our assumption ensures the
existence of a bijection pi : Γ′ −→ ∆′ such that kγ − 1 = lπ(γ) − 1 for all γ ∈ Γ
′. In
view of
ker(ϕ) = ⊕
γ∈Γ
Rxγ,kγ = ⊕
δ∈∆
Ryδ,lδ
we obtain that |Γ| = |∆| (Krull-Schmidt, Kurosh-Ore), whence |Γ \ Γ′| = |∆ \∆′|
follows. Thus we have a bijection pi∗ : Γ \ Γ′ −→ ∆ \∆′ and the natural map
pi ⊔ pi∗ : Γ′ ∪ (Γ \ Γ′) −→ ∆′ ∪ (∆ \∆′)
is a bijection with the desired property. 
We call a nilpotent element s ∈ S of the ring S decomposable if es = se holds for
some idempotent element e ∈ S (e2 = e) with 0 6= e 6= 1. A nilpotent element
which is not decomposable is called indecomposable.
2.3.Proposition. Let ϕ : M −→ M be a nonzero nilpotent R-endomorphism of
the semisimple left R-module RM . Then the following are equivalent.
(1) There is a nilpotent Jordan normal base {xi | 1 ≤ i ≤ n} of RM with
respect to ϕ consisting of one block (thus |Γ| = 1 for any nilpotent Jordan
normal base {xγ,i | γ ∈ Γ, 1 ≤ i ≤ kγ} of RM with respect to ϕ).
(2) ϕ is an indecomposable nilpotent element of the ring HomR(M,M).
(3) RM is finitely generated and ϕ
d−1 6= 0, where d = dimR(M) is the di-
mension of RM .
Proof.
(1)=⇒(3): Clearly,
⊕
1≤i≤n
Rxi =M
implies that we have d = n for the dimension of RM , whence
ϕd−1(x1) = ϕ
n−1(x1) = xn 6= 0
follows.
(3)=⇒(1): Let {xγ,i | γ ∈ Γ, 1 ≤ i ≤ kγ} be a nilpotent Jordan normal base of RM
with respect to ϕ. Suppose that |Γ| ≥ 2, then
n = max{kγ | γ ∈ Γ} ≤ d− 1,
where d =
∑
γ∈Γ
kγ = dimR(M). Thus ϕ
d−1 = ϕ(d−1)−n ◦ ϕn = 0, a contradiction.
(1)=⇒(2): Suppose that ε ◦ ϕ = ϕ ◦ ε holds for some idempotent endomorphism
ε ∈ HomR(M,M) with 0 6= ε 6= 1. Then
im(ε)⊕ im(1 − ε) =M
for the non-zero (semisimple) R-submodules im(ε) and im(1 − ε) of RM . Now
ε ◦ ϕ = ϕ ◦ ε ensures that ϕ : im(ε) −→ im(ε) and ϕ : im(1 − ε) −→ im(1 − ε).
Since these restricted R-endomorphisms are nilpotent, we have a nilpotent Jordan
normal base of im(ε) with respect to ϕ ↾ im(ε) and a nilpotent Jordan normal base
of im(1 − ε) with respect to ϕ ↾ im(1 − ε). The union of these two bases gives a
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nilpotent Jordan normal base of M with respect to ϕ consisting of more than one
block, a contradiction (the direct sum property of the new base is a consequence of
the modularity of the submodule lattice of RM).
(2)=⇒(1): Suppose that {xγ,i | γ ∈ Γ, 1 ≤ i ≤ kγ} is a nilpotent Jordan normal
base of RM with respect to ϕ with |Γ| ≥ 2 and fix an element δ ∈ Γ. Consider the
non-zero ϕ-invariant R-submodules
N ′δ = ⊕
1≤i≤kδ
Rxδ,i and N
′′
δ = ⊕
γ∈Γ\{δ},1≤i≤kγ
Rxγ,i ,
then M = N ′δ ⊕N
′′
δ and define εδ :M −→M as the natural projection of M onto
N ′δ. Then εδ(u) = u
′, where u = u′ + u′′ is the unique sum presentation of u ∈ M
with u′ ∈ N ′δ and u
′′ ∈ N ′′δ . It is straightforward to see that εδ ◦εδ = εδ, 0 6= εδ 6= 1
and εδ ◦ ϕ = ϕ ◦ εδ hold. 
3. THE MODULE STRUCTURE INDUCED BY AN ENDOMORPHISM
Let R[z] denote the ring of polynomials of the commuting indeterminate z with
coefficients in R. The ideal (zk) = R[z]zk = zkR[z] ⊳ R[z] generated by zk will be
considered in the sequel. If ϕ : M −→ M is an arbitrary R-endomorphism of the
left R-module RM , then for u ∈M and
f(z) = a1 + a2z + · · ·+ an+1z
n ∈ R[z]
(unusual use of indices!) the left multiplication
f(z) ∗ u = a1u+ a2ϕ(u) + · · ·+ an+1ϕ
n(u)
defines a natural left R[z]-module structure on M . This left action of R[z] on M
extends the left action of R on RM . Note that
zn ∗ u = ϕn(u) and ϕ(f(z) ∗ u) = (zf(z)) ∗ u.
For any R-endomorphism ψ ∈ HomR(M,M) with ψ ◦ ϕ = ϕ ◦ ψ we have
ψ(f(z) ∗ u) = f(z) ∗ ψ(u)
and hence ψ : M −→ M is an R[z]-endomorphism of the left R[z]-module R[z]M .
On the other hand, if ψ :M −→M is an R[z]-endomorphism of R[z]M , then
ψ(ϕ(u)) = ψ(z ∗ u) = z ∗ ψ(u) = ϕ(ψ(u))
implies that ψ ◦ ϕ = ϕ ◦ ψ. The centralizer
Cen(ϕ) = {ψ | ψ ∈ HomR(M,M) and ψ ◦ ϕ = ϕ ◦ ψ}
of ϕ is a Z(R)-subalgebra of HomR(M,M) and the argument above gives that
Cen(ϕ) = HomR[z](M,M).
For a set Γ 6= ∅, the Γ-copower
∐
γ∈Γ
R[z] of the ring R[z] is an ideal of the Γ-
direct power ring
∏
γ∈Γ
R[z] consisting of all elements f = (fγ(z))γ∈Γ with a finite set
{γ ∈ Γ | fγ(z) 6= 0} of non-zero coordinates. The power (copower) has a natural
(R[z], R[z])-bimodule structure. If Γ is finite, then
(R[z])Γ =
∐
γ∈Γ
R[z] =
∏
γ∈Γ
R[z].
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If {xγ,i | γ ∈ Γ, 1 ≤ i ≤ kγ} is a nilpotent Jordan normal base of RM with respect
to a nilpotent endomorphism ϕ, then for an element f = (fγ(z))γ∈Γ with
fγ(z) = aγ,1 + aγ,2z + · · ·+ aγ,nγ+1z
nγ
the formula
Φ(f) =
∑
γ∈Γ,1≤i≤kγ
aγ,ixγ,i =
∑
γ∈Γ
fγ(z) ∗ xγ,1
defines a function
Φ :
∐
γ∈Γ
R[z] −→M.
3.1.Proposition. For a nilpotent endomorphism ϕ ∈ HomR(M,M) of the semisim-
ple left R-module RM , the function Φ is a surjective left R[z]-homomorphism. We
have ϕ(Φ(f)) = Φ(zf) for all f ∈
∐
γ∈Γ
R[z] and the kernel
∐
γ∈Γ
J(R)[z] + (zkγ ) ⊆ ker(Φ) ⊳l
∏
γ∈Γ
R[z]
is a left ideal of the power (and hence of the copower) ring. If R is a local ring
(R/J(R) is a division ring), then∐
γ∈Γ
J(R)[z] + (zkγ ) = ker(Φ).
Proof. Clearly, ∑
γ∈Γ,1≤i≤kγ
Rxγ,i =M
implies that Φ is surjective. The second part of the defining formula gives that Φ
is a left R[z]-homomorphism:
Φ(g(z)f) =
∑
γ∈Γ
(g(z)fγ(z)) ∗ xγ,1 =
∑
γ∈Γ
g(z) ∗ (fγ(z) ∗ xγ,1) = g(z) ∗ Φ(f),
where g(z) ∈ R[z]. We also have
ϕ(Φ(f)) =
∑
γ∈Γ
ϕ(fγ(z) ∗ xγ,1) =
∑
γ∈Γ
(zfγ(z)) ∗ xγ,1 = Φ(zf).
If f ∈
∐
γ∈Γ
J(R)[z] + (zkγ ), then
fγ(z) = (aγ,1 + aγ,2z + · · ·+ aγ,kγz
kγ−1) + (aγ,kγ+1z
kγ + · · ·+ aγ,nγ+1z
nγ )
with aγ,i ∈ J(R), 1 ≤ i ≤ kγ . Since Rxγ,i is simple, we have J(R)xγ,i = {0}. Thus
ϕkγ (xγ,1) = 0 implies that fγ(z) ∗ xγ,1 = 0, whence Φ(f) = 0 follows. Take an
element g = (gγ(z))γ∈Γ of the direct power and suppose that Φ(f) = 0 in M . Then
⊕
γ∈Γ,1≤i≤kγ
Rxγ,i =M
implies that aγ,ixγ,i = 0 for all γ ∈ Γ and 1 ≤ i ≤ kγ . Thus fγ(z) ∗ xγ,1 = 0 for all
γ ∈ Γ. It follows that
Φ(gf) =
∑
γ∈Γ
(gγ(z)fγ(z)) ∗ xγ,1 =
∑
γ∈Γ
gγ(z) ∗ (fγ(z) ∗ xγ,1) = 0,
8 VESSELIN DRENSKY, JENO˝ SZIGETI, AND LEON VAN WYK
whence gf ∈ ker(Φ) can be deduced.
If R is a local ring and aγ,ixγ,i = 0 for some 1 ≤ i ≤ kγ , then aγ,i ∈ J(R). Thus
Φ(f) = 0 implies that
fγ(z) = (aγ,1+aγ,2z+· · ·+aγ,kγz
kγ−1)+(aγ,kγ+1z
kγ+· · ·+aγ,nγ+1z
nγ ) ∈ J(R)[z]+(zkγ ).
It follows that
f ∈
∐
γ∈Γ
J(R)[z] + (zkγ ). 
4. THE CENTRALIZER OF A NILPOTENT ENDOMORPHISM
Let X = {xγ,i | γ ∈ Γ, 1 ≤ i ≤ kγ} be a nilpotent Jordan normal base of RM with
respect to the nilpotent endomorphism ϕ ∈ HomR(M,M). We keep the notations
of the previous section and in the rest of the paper we assume that RM is finitely
generated, i.e. that Γ is finite.
A linear order on Γ, say Γ = {1, 2, . . . ,m}, allows us to view an element f =
(fγ(z))γ∈Γ of (R[z])
Γ as a 1 ×m matrix (a row vector) over R[z]. For an m ×m
matrix P = [pδ,γ(z)] in Mm(R[z]) the matrix product
fP =
∑
δ∈Γ
fδ(z)pδ
of f and P is a 1 ×m matrix (row vector) in (R[z])Γ, where pδ = (pδ,γ(z))γ∈Γ is
the δ-th row vector of P and
(fP)γ =
∑
δ∈Γ
fδ(z)pδ,γ(z).
We define the subsets
I(X) = {P ∈Mm(R[z]) | P = [pδ,γ(z)] and pδ,γ(z) ∈ J(R)[z]+(z
kγ ) for all δ, γ ∈ Γ},
N (X) = {P ∈Mm(R[z]) | P = [pδ,γ(z)] and z
kδpδ,γ(z) ∈ J(R)[z]+(z
kγ ) for all δ, γ ∈ Γ}
and
M(X) = {P ∈Mm(R[z]) | fP ∈ ker(Φ) for all f ∈ ker(Φ)}
ofMm(R[z]). Note that I(X) andN (X) are (R[z], R[z])-sub-bimodules ofMm(R[z])
in a natural way.
For δ, γ ∈ Γ let kδ,γ = kγ − kδ when 1 ≤ kδ < kγ ≤ n and kδ,γ = 0 otherwise.
It can be verified, that the condition zkδpδ,γ(z) ∈ J(R)[z] + (zkγ ) is equivalent to
pδ,γ(z) ∈ J(R)[z] + (zkδ,γ ). Note that z0 = 1 and (z0) = R[z].
4.1.Remark. If Eδ,γ denotes the m×m standard matrix unit over R[z] with 1 in
the (δ, γ) entry and zeros in the other entries, then Eδ,γ ∈ N (X) for all δ, γ ∈ Γ
with kδ ≥ kγ.
4.2.Lemma. I(X) ⊳l Mm(R[z]) is a left ideal, N (X) ⊆ Mm(R[z]) is a subring,
I(X) ⊳ N (X) is an ideal and M(X) is a Z(R)-subalgebra of Mm(R[z]). If R is
a local ring, then N (X) =M(X).
Proof. For the elements P = [pδ,γ(z)] and Q = [qδ,γ(z)] of Mm(R[z]) take PQ =
[rδ,γ(z)], where
rδ,γ(z) =
∑
τ∈Γ
pδ,τ(z)qτ,γ(z).
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If Q ∈ I(X), then qτ,γ(z) ∈ J(R)[z] + (zkγ ) and J(R)[z] + (zkγ ) ⊳ R[z] imply that
rδ,γ(z) ∈ J(R)[z] + (zkγ ). Thus PQ ∈ I(X) and I(X) is a left ideal of Mm(R[z]).
If P,Q ∈ N (X), then zkδpδ,τ (z) ∈ J(R)[z]+ (zkτ ) and zkτ qτ,γ(z) ∈ J(R)[z]+ (zkγ )
for all δ, τ, γ ∈ Γ. It follows that
zkδpδ,τ (z) = gδ,τ (z) + z
kτhδ,τ (z)
with gδ,τ(z) ∈ J(R)[z] and hδ,τ (z) ∈ R[z]. Thus
zkδrδ,γ(z) =
∑
τ∈Γ
zkδpδ,τ (z)qτ,γ(z) =
∑
τ∈Γ
(gδ,τ (z) + z
kτhδ,τ (z))qτ,γ(z) =
∑
τ∈Γ
(gδ,τ(z)qτ,γ(z) + hδ,τ(z)z
kτ qτ,γ(z))
and zkτ qτ,γ(z) ∈ J(R)[z] + (zkγ ) ensure that zkδrδ,γ(z) is in J(R)[z] + (zkγ ). Con-
sequently, we obtain that PQ ∈ N (X). Hence N (X) is a subring of Mm(R[z]).
If P ∈ I(X) and Q ∈ N (X), then pδ,τ(z) ∈ J(R)[z] + (zkτ ) and zkτ qτ,γ(z) ∈
J(R)[z] + (zkγ ) for all δ, τ, γ ∈ Γ. It follows that
pδ,τ(z) = uδ,τ(z) + z
kτvδ,τ (z)
with uδ,τ(z) ∈ J(R)[z] and vδ,τ (z) ∈ R[z]. Thus
rδ,γ(z) =
∑
τ∈Γ
pδ,τ (z)qτ,γ(z) =
∑
τ∈Γ
(uδ,τ (z) + z
kτ vδ,τ (z))qτ,γ(z) =
∑
τ∈Γ
(uδ,τ (z)qτ,γ(z) + vδ,τ (z)z
kτ qτ,γ(z))
and zkτ qτ,γ(z) ∈ J(R)[z] + (zkγ ) ensure that rδ,γ(z) is in J(R)[z] + (zkγ ). Conse-
quently, we obtain that PQ ∈ I(X). Hence I(X) is an ideal of N (X).
If P,Q ∈M(X), f ∈ ker(Φ) and c ∈ Z(R), then
Φ(f(cP)) = Φ(c(fP)) = cΦ(fP) = 0,
Φ(f(P+Q)) = Φ(fP+ fQ) = Φ(fP) + Φ(fQ) = 0
and fP ∈ ker(Φ) implies that
Φ(f(PQ)) = Φ((fP)Q) = 0,
whence f(PQ) ∈ ker(Φ) follows. Thus cP,P + Q,PQ ∈ M(X), proving that
M(X) is a Z(R)-subalgebra of Mm(R[z]).
If R is a local ring, then Proposition 3.1 gives that
ker(Φ) =
∐
γ∈Γ
J(R)[z] + (zkγ ).
Now eδ ∈ ker(Φ), where eδ denotes the vector with zkδ in its δ-coordinate and zeros
in all other places.
If P ∈ M(X), then eδP ∈ ker(Φ) implies that zkδpδ,γ(z) ∈ J(R)[z] + (zkγ ) for all
δ, γ ∈ Γ, whence P ∈ N (X) follows.
If P ∈ N (X) and f ∈ ker(Φ), then zkδpδ,γ(z) ∈ J(R)[z] + (zkγ ) for all δ, γ ∈ Γ and
fγ(z) = gγ(z) + z
kγhγ(z) with gγ(z) ∈ J(R)[z] and hγ(z) ∈ R[z]. Thus
(fP)γ =
∑
δ∈Γ
(gδ(z) + z
kδhδ(z))pδ,γ(z) =
∑
δ∈Γ
gδ(z)pδ,γ(z) + hδ(z)z
kδpδ,γ(z)
is in J(R)[z] + (zkγ ), whence fP ∈ ker(Φ) and P ∈M(X) follows. 
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4.3.Lemma. If the centre Z(R) of the ring R is a field such that R/J(R) is
finite dimensional over Z(R), then we can exhibit a vector space base of the factor
Z(R)-algebra N (X)/I(X) as
{btz
iEδ,γ + I(X) | δ, γ ∈ Γ, kδ,γ ≤ i ≤ kγ − 1 and 1 ≤ t ≤ [R/J(R) : Z(R)]},
where the bt’s are fixed elements of R such that
{bt + J(R) | 1 ≤ t ≤ [R/J(R) : Z(R)]}
is a vector space base of R/J(R) over Z(R). Hence
dimZ(R)(N (X)/I(X)) = [R/J(R) : Z(R)]
∑
δ,γ∈Γ
(kγ − kδ,γ).
Using Γ = {1, 2, . . . ,m} and the assumption that k1 ≥ k2 ≥ . . . ≥ km ≥ 1, we
obtain that
dimZ(R)(N (X)/I(X)) = [R/J(R) : Z(R)](k1 + 3k2 + · · ·+ (2m− 1)km).
Proof. If P = [pδ,γ(z)] is in N (X), then pδ,γ(z) ∈ J(R)[z] + (z
kδ,γ ) as observed
earlier. Thus we have
pδ,γ(z) = fδ,γ(z) +

 ∑
kδ,γ≤i≤kγ−1
aδ,γ,iz
i

+ zkγgδ,γ(z)
for some fδ,γ(z) ∈ J(R)[z], aδ,γ,i ∈ R and gδ,γ(z) ∈ R[z]. In view of the definition
of I(X) we have
P+ I(X) =
∑
δ,γ∈Γ,kδ,γ≤i≤kγ−1
(aδ,γ,iz
iEδ,γ + I(X)) =
∑
δ,γ∈Γ,kδ,γ≤i≤kγ−1
[R/J(R):Z(R)]∑
t=1
ct(δ, γ, i)(btz
iEδ,γ + I(X)),
where
aδ,γ,i + J(R) =
[R/J(R):Z(R)]∑
t=1
ct(δ, γ, i)(bt + J(R))
for some ct(δ, γ, i) ∈ Z(R). Therefore the cosets btziEδ,γ+I(X) generateN (X)/I(X)
over Z(R). It is straightforward to check the Z(R)-linear independence of these
cosets. 
4.4.Lemma. The ideal zMm(R[z]) ⊳ Mm(R[z]) is nilpotent modulo I(X), more
precisely we have (zMm(R[z]))
n ⊆ I(X), where n = max{kγ | γ ∈ Γ}. There is a
natural isomorphism between the factor ring N (X)/ (N (X) ∩ zMm(R[z])) + I(X)
and the subring
U(X) = {U = [wδ,γ ] | wδ,γ ∈ R/J(R) and wδ,γ = 0 if 1 ≤ kδ < kγ ≤ n}
of Mm(R/J(R)):
N (X)/ (N (X) ∩ zMm(R[z])) + I(X) ∼= U(X)
and this is an (R,R)-bimodule isomorphism at the same time. The ideal
(N (X) ∩ zMm(R[z])) + I(X)/I(X) ⊳ N (X)/I(X)
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is nilpotent with (N (X) ∩ zMm(R[z]) + I(X)/I(X))
n
= {0} and we have the fol-
lowing isomorphism for the iterated factor:
(N (X)/I(X))/(N (X)∩zMm(R[z])+I(X)/I(X))∼=N (X)/(N (X)∩zMm(R[z]))+I(X).
Proof. Since any entry in the product of the matricesQ1,Q2, . . . ,Qn ∈ zMm(R[z])
with Qi = [zq
(i)
δ,γ(z)] is a sum of terms of the form
zq
(1)
δ1,γ1
(z)zq
(2)
δ2,γ2
(z) · · · zq
(n)
δn,γn
(z) = znq
(1)
δ1,γ1
(z)q
(2)
δ2,γ2
(z) · · · q
(n)
δn,γn
(z),
which is in (zn), and since (zn) ⊆ (zkγ ) for each γ ∈ Γ, we obtain that
(zMm(R[z]))
n ⊆ I(X). It follows that (N (X) ∩ zMm(R[z]) + I(X)/I(X))
n = {0}.
If P = [pδ,γ(z)] is in N (X), then
pδ,γ(z) = uδ,γ + zfδ,γ(z) + z
kδ,γ (vδ,γ + zgδ,γ(z))
for some uδ,γ ∈ J(R), fδ,γ(z) ∈ J(R)[z], vδ,γ ∈ R and gδ,γ(z) ∈ R[z].
If 1 ≤ kδ < kγ ≤ n , then 1 ≤ kγ − kδ = kδ,γ and
pδ,γ(z)− uδ,γ = zfδ,γ(z) + z
kδ,γ (vδ,γ + zgδ,γ(z)) ∈ (J(R)[z] + (z
kδ,γ )) ∩ (zR[z]).
If 1 ≤ kγ ≤ kδ ≤ n, then kδ,γ = 0, zkδ,γ = 1, (zkδ,γ ) = R[z] and
pδ,γ(z)− (uδ,γ + vδ,γ) = zfδ,γ(z) + zgδ,γ(z)) ∈ (J(R)[z] + (z
kδ,γ )) ∩ (zR[z]).
Thus [wδ,γ ] ∈Mm(R) ∩ N (X), P−[wδ,γ ] ∈ N (X) ∩ zMm(R[z]) and
P+ ((N (X) ∩ zMm(R[z])) + I(X)) = [wδ,γ ] + ((N (X) ∩ zMm(R[z])) + I(X))
in N (X)/ (N (X) ∩ zMm(R[z])) + I(X), where
wδ,γ =
{
uδ,γ + vδ,γ if 1 ≤ kγ ≤ kδ ≤ n
uδ,γ if 1 ≤ kδ < kγ ≤ n
.
If [w′δ,γ ], [w
′′
δ,γ ] ∈Mm(R) ∩ N (X) and
[w′δ,γ ] + (N (X) ∩ zMm(R[z])) + I(X) = [w
′′
δ,γ ] + (N (X) ∩ zMm(R[z])) + I(X),
then w′δ,γ + J(R) = w
′′
δ,γ + J(R) obviously holds in R/J(R) (for all δ, γ ∈ Γ). It
follows that the assignment
P+ (N (X) ∩ zMm(R[z])) + I(X) 7−→ [wδ,γ + J(R)]
is well defined and gives an
N (X)/ (N (X) ∩ zMm(R[z])) + I(X) −→ U(X)
isomorphism. The isomorphism for the iterated factor is obvious. 
We note that, if Γ = {1, 2, . . . ,m} and k1 > k2 > . . . > km ≥ 1, then
U(X) =


R/J(R) R/J(R) · · · R/J(R) R/J(R)
0 R/J(R)
. . .
. . . R/J(R)
...
. . .
. . .
. . .
...
0
. . .
. . . R/J(R) R/J(R)
0 0 · · · 0 R/J(R)


is an upper triangular matrix algebra. In general, if k1 ≥ k2 ≥ . . . ≥ km ≥ 1, then
U(X) is a blocked upper triangular matrix algebra over R/J(R) and the T-ideal of
the identities of U(X) is determined by Lewin’s theorem (see [4]).
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4.5.Lemma. For P ∈M(X) and f = (fγ(z))γ∈Γ in (R[z])Γ the formula
ψP(Φ(f)) = Φ(fP)
properly defines an R-endomorphism ψP : M −→ M of RM such that ψP ◦ ϕ =
ϕ◦ψP. The assignment Λ(P) = ψP gives an M(X)op −→ Cen(ϕ) homomorphism
of Z(R)-algebras.
Proof. Let g ∈ (R[z])Γ. If Φ(f) = Φ(g), then f − g ∈ ker(Φ) implies that
(f − g)P ∈ ker(Φ), whence Φ(fP) = Φ(gP) follows. Since Φ is surjective, it follows
that ψP is well defined. It is straightforward to check that
ψP(Φ(f) + Φ(g)) = ψP(Φ(f)) + ψP(Φ(g)) and ψP(rΦ(f)) = rψP(Φ(f))
for all f ,g ∈ (R[z])Γ and r ∈ R. Thus ψP is an R-endomorphism. In view of
ψP(ϕ(Φ(f)) = ψP(z ∗ Φ(f)) = ψP(Φ(zf)) = Φ((zf)P) =
= Φ(z(fP)) = z ∗ Φ(fP) = z ∗ ψP(Φ(f)) = ϕ(ψP(Φ(f))),
the surjectivity of Φ gives that ψP ◦ ϕ = ϕ ◦ ψP. Clearly,
ψcP = cψP , ψP+Q = ψP + ψQ and ψPQ = ψQ ◦ ψP
ensure that Λ is a homomorphism of Z(R)-algebras. We deal only with the last
identity:
ψPQ(Φ(f)) = Φ(f(PQ)) = Φ((fP)Q) = ψQ(Φ(fP)) = ψQ(ψP(Φ(f))
proves our claim. 
4.6.Lemma. I(X) ⊆ ker(Λ) (Λ is defined in Lemma 4.5). If R is a local ring
then I(X) = ker(Λ).
Proof. If P = [pδ,γ(z)] is an element of I(X) and f = (fγ(z))γ∈Γ is an element of
(R[z])Γ, then pδ,γ(z) ∈ J(R)[z] + (zkγ ) implies that
(fP)γ =
∑
δ∈Γ
fδ(z)pδ,γ(z)
is in J(R)[z] + (zkγ ) for all γ ∈ Γ, whence fP ∈ ker(Φ) follows by Proposition 3.1.
Since ψP(Φ(f)) = Φ(fP) = 0, we obtain that Λ(P) = ψP = 0, i.e. that P ∈ ker(Λ).
Thus the containment is proved.
If R is a local ring and P ∈ ker(Λ), then Λ(P) = ψP = 0 implies that ψP(Φ(f)) =
Φ(fP) = 0 for all f ∈ (R[z])Γ. If 1δ denotes the vector in (R[z])Γ with 1 in its
δ-coordinate and zeros in all other places, then 1δP ∈ ker(Φ) and Proposition 3.1
imply that pδ,γ(z) ∈ J(R)[z] + (zkγ ). 
4.7.Lemma. If ψ ◦ ϕ = ϕ ◦ ψ holds for an R-endomorphism ψ : M −→ M of
RM , then there exists an m×m matrix P ∈M(X) such that
ψ(Φ(f)) = Φ(fP)
for all f = (fγ(z))γ∈Γ in (R[z])
Γ.
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Proof. Since Φ : (R[z])Γ −→M is surjective, for each δ ∈ Γ we can find an element
pδ = (pδ,γ(z))γ∈Γ in (R[z])
Γ such that Φ(pδ) = ψ(xδ,1). For the m × m matrix
P = [pδ,γ(z)] we have
ψ(Φ(f)) =
∑
δ∈Γ
ψ(fδ(z) ∗ xδ,1) =
∑
δ∈Γ
fδ(z) ∗ ψ(xδ,1) =
∑
δ∈Γ
fδ(z) ∗ Φ(pδ) =
=
∑
δ∈Γ
Φ(fδ(z)pδ) = Φ(
∑
δ∈Γ
fδ(z)pδ) = Φ(fP)
for all f ∈ (R[z])Γ. Since f ∈ ker(Φ) implies that Φ(fP) = ψ(Φ(f)) = 0, we obtain
that P ∈M(X). 
4.8.Theorem. Let ϕ : M −→ M be a nilpotent R-endomorphism of the finitely
generated semisimple left R-module RM . Then Λ :M(X)op −→ Cen(ϕ) (defined in
Lemma 4.5) is a surjective homomorphism of Z(R)-algebras, where the centralizer
Cen(ϕ) is a Z(R)-subalgebra of HomR(M,M) and m = dimR(ker(ϕ)).
Proof. Lemma 4.5 ensures that Λ : M(X)op −→ Cen(ϕ) is a homomorphism of
Z(R)-algebras. The surjectivity of Λ follows from Lemma 4.7. To conclude the
proof it suffices to note that m = |Γ| = dimR(ker(ϕ)). 
4.9.Corollary. Let ϕ : M −→ M be a nilpotent R-endomorphism of the finitely
generated semisimple left R-module RM . Then Cen(ϕ) satisfies all of the polyno-
mial identities (with coefficients in Z(R)) of Mopm (R[z]). If R is commutative, then
Cen(ϕ) satisfies the standard identity S2m = 0 of degree 2m by the Amitsur-Levitzki
theorem.
4.10.Theorem. Let R be a local ring and ϕ :M −→M a nilpotent R-endomorphism
of the finitely generated semisimple left R-module RM . Then the centralizer Cen(ϕ)
of ϕ is isomorphic to the opposite of the factor N (X)/I(X) as Z(R)-algebras:
Cen(ϕ) ∼= (N (X)/I(X))
op ∼= N op(X)/I(X).
If fi = 0 are polynomial identities of the Z(R)-subalgebra U
op(X) of Mopm (R/J(R))
with fi ∈ K〈x1, . . . , xr〉, 1 ≤ i ≤ n, then f1f2 · · · fn = 0 is an identity of Cen(ϕ)
(here ϕn = 0 6= ϕn−1 and m = dimR(ker(ϕ))).
Proof. Theorem 4.8 ensures that Cen(ϕ) ∼=M(X)op/ ker(Λ) as Z(R)-algebras. In
order to prove the desired isomorphism, it suffices to note that for a local ring R
we have M(X) = N (X) and ker(Λ) = I(X) by Lemmas 4.2 and 4.6 respectively.
Now Lemma 4.4 ensures that
L = (N (X) ∩ zMm(R[z])) + I(X)/I(X) ⊳ N (X)/I(X)
can be viewed as an ideal of Cen(ϕ) such that Ln = {0} and
Cen(ϕ)/L ∼= (N op(X)/I(X))upslopeL ∼= N op(X)upslope (N (X) ∩ zMm(R[z]))+I(X) ∼= U
op(X).
It follows that fi = 0 is an identity of Cen(ϕ)/L. Thus fi(v1, . . . , vr) ∈ L for all
v1, . . . , vr ∈Cen(ϕ), whence we obtain that f1f2 · · · fn = 0 is an identity of Cen(ϕ).

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4.11.Theorem. Let R be a local ring such that Z(R) is a field and R/J(R) is
finite dimensional over Z(R). If ϕ : M −→ M is a nilpotent R-endomorphism of
the finitely generated semisimple left R-module RM , then
dimZ(R)(Cen(ϕ)) = [R/J(R) : Z(R)](k1 + 3k2 + · · ·+ (2m− 1)km),
where k1 ≥ k2 ≥ . . . ≥ km ≥ 1 are the sizes of the blocks of the nilpotent Jordan
normal base X with respect to ϕ.
Proof. By Theorem 4.10 we have
Cen(ϕ) ∼= (N (X)/I(X))
op ,
and since
dimZ(R) (N (X)/I(X))
op = dimZ(R)(N (X)/I(X)),
the result follows from Lemma 4.3. 
In the nilpotent case, Theorem 4.11 generalizes the formula for the dimension of
the centralizer Cen(A) of a matrix A ∈Mn(K) over a field K (see [9,10]).
5. FURTHER PROPERTIES OF THE CENTRALIZERS
5.1.Theorem. If RM is semisimple and ϕ : M −→ M is an indecomposable
nilpotent element of the ring HomR(M,M), then the following are equivalent.
(1) ψ ∈ Cen(ϕ).
(2) We can find an R-generating set {yj ∈ M | 1 ≤ j ≤ d} of RM and
elements a1, a2, . . . , an in R such that
a1yj + a2ϕ(yj) + · · ·+ anϕ
n−1(yj) = ψ(yj)
and
a1ϕ(yj) + a2ϕ(ϕ(yj)) + · · ·+ anϕ
n−1(ϕ(yj)) = ψ(ϕ(yj))
for all 1 ≤ j ≤ d.
Proof.
(1)=⇒(2): Obviously, if ψ ∈ Cen(ϕ) then the first identity implies the second one.
Proposition 2.3 ensures the existence of a nilpotent Jordan normal base {xi | 1 ≤
i ≤ n} of RM with respect to ϕ consisting of one block. Clearly, ⊕
1≤i≤n
Rxi = M
implies that
ψ(x1) = a1x1 + a2x2 + · · ·+ anxn = a1x1 + a2ϕ(x1) + · · ·+ anϕ
n−1(x1)
for some a1, a2, . . . , an ∈ R. Thus
ψ(xi) = ψ(ϕ
i−1(x1)) = ϕ
i−1(ψ(x1)) = ϕ
i−1(a1x1 + a2ϕ(x1) + · · ·+ anϕ
n−1(x1)) =
=a1ϕ
i−1(x1)+a2ϕ(ϕ
i−1(x1))+· · ·+anϕ
n−1(ϕi−1(x1))=a1xi+a2ϕ(xi)+· · ·+anϕ
n−1(xi)
for all 1 ≤ i ≤ n.
(2)=⇒(1): Since we have
ϕ(ψ(yj)) = ϕ(a1yj + a2ϕ(yj) + · · ·+ anϕ
n−1(yj)) =
= a1ϕ(yj) + a2ϕ(ϕ(yj)) + · · ·+ anϕ
n−1(ϕ(yj)) = ψ(ϕ(yj))
for all 1 ≤ j ≤ d, the implication is proved. 
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5.2.Corollary. If R is commutative, RM is semisimple and ϕ : M −→ M is an
indecomposable nilpotent element of the ring HomR(M,M), then the following are
equivalent.
(1) ψ ∈ Cen(ϕ).
(2) We can find elements a1, a2, . . . , an in R such that
a1u+ a2ϕ(u) + · · ·+ anϕ
n−1(u) = ψ(u)
for all u ∈M . In other words, ψ is a polynomial of ϕ.
Proof. It suffices to prove that if
∑
1≤j≤d
Ryj =M and
a1yj + a2ϕ(yj) + · · ·+ anϕ
n−1(yj) = ψ(yj)
holds for all 1 ≤ j ≤ d, then we have
a1u+ a2ϕ(u) + · · ·+ anϕ
n−1(u) = ψ(u)
for all u ∈ M . Since u = b1y1 + b2y2 + · · · + bdyd for some b1, b2, . . . , bd ∈ R and
bjai = aibj , we obtain that
ψ(u) =
∑
1≤j≤d
bjψ(yj) =
∑
1≤j≤d
bj(a1yj + a2ϕ(yj) + · · ·+ anϕ
n−1(yj)) =
= a1

 ∑
1≤j≤d
bjyj

+ a2ϕ

 ∑
1≤j≤d
bjyj

+ · · ·+ anϕn−1

 ∑
1≤j≤d
bjyj

 =
= a1u+ a2ϕ(u) + · · ·+ anϕ
n−1(u). 
5.3.Theorem. Let R be a local ring. If ϕ : M −→ M is a nilpotent R-
endomorphism of the finitely generated semisimple left R-module RM and
σ ∈ HomR(M,M) is arbitrary, then the following are equivalent.
(1) Cen(ϕ) ⊆ Cen(σ).
(2) We can find an R-generating set {yj ∈ M | 1 ≤ j ≤ d} of RM and
elements a1, a2, . . . , an in R such that
a1ψ(yj) + a2ϕ(ψ(yj)) + · · ·+ anϕ
n−1(ψ(yj)) = σ(ψ(yj))
for all 1 ≤ j ≤ d and all ψ ∈ Cen(ϕ).
Proof.
(1)=⇒(2): Obviously, if Cen(ϕ) ⊆ Cen(σ) then
a1yj + a2ϕ(yj) + · · ·+ anϕ
n−1(yj) = σ(yj)
implies that
a1ψ(yj) + a2ϕ(ψ(yj)) + · · ·+ anϕ
n−1(ψ(yj)) = σ(ψ(yj))
for all ψ ∈ Cen(ϕ). Theorem 2.1 ensures the existence of a nilpotent Jordan normal
base {xγ,i | γ ∈ Γ, 1 ≤ i ≤ kγ} of RM with respect to ϕ. Consider the natural
projection εδ : M −→ N ′δ corresponding to the direct sum M = N
′
δ ⊕N
′′
δ (see the
proof of 2.3), where
N ′δ = ⊕
1≤i≤kδ
Rxδ,i and N
′′
δ = ⊕
γ∈Γ\{δ},1≤i≤kγ
Rxγ,i .
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Then εδ ∈ Cen(ϕ), whence εδ ∈ Cen(σ) follows for all δ ∈ Γ. Thus im(εδ) = N ′δ
and
σ : im(εδ) −→ im(εδ)
implies that
σ(xδ,1) =
∑
1≤i≤kδ
aδ,ixδ,i = hδ(z) ∗ xδ,1
for some hδ(z) = aδ,1 + aδ,2z + · · · + aδ,kδz
kδ−1 in R[z]. Since ϕ ∈ Cen(σ) implies
that σ ∈ Cen(ϕ), it follows that
σ(Φ(f)) =
∑
γ∈Γ
σ(fγ(z) ∗ xγ,1) =
∑
γ∈Γ
fγ(z) ∗ σ(xγ,1) =
∑
γ∈Γ
fγ(z) ∗ (hγ(z) ∗ xγ,1) =
=
∑
γ∈Γ
(fγ(z)hγ(z)) ∗ xγ,1 = Φ(fH),
where f ∈ (R[z])Γ and H =
∑
γ∈Γ
hγ(z)Eγ,γ is a Γ×Γ diagonal matrix inM(X) (note
that H ∈M(X) is a consequence of σ(Φ(f)) = Φ(fH)). In view of Theorem 4.8, the
containment Cen(ϕ) ⊆ Cen(σ) is equivalent to the condition that σ ◦ ψP = ψP ◦ σ
for all P ∈ M(X). Consequently, we obtain that Cen(ϕ) ⊆ Cen(σ) is equivalent to
the following:
Φ(fPH) = σ(Φ(fP))) = σ(ψP(Φ(f))) = ψP(σ(Φ(f))) = ψP(Φ(fH)) = Φ(fHP)
for all f ∈ (R[z])Γ and P ∈M(X). Thus Cen(ϕ) ⊆ Cen(σ) implies that Φ(f(PH−
HP)) = 0, i.e. that f(PH−HP) ∈ ker(Φ) for all f and P.
Now we use that R is a local ring. If α ∈ Γ is an index such that
kα = max{kγ | γ ∈ Γ} = n,
then Eα,δ ∈M(X) for all δ ∈ Γ (see Remark 4.1). Take e = (1)γ∈Γ and P = Eα,δ,
then the δ-coordinate of
e(Eα,δH−HEα,δ) = (hδ(z)− hα(z))eEα,δ
is hδ(z)− hα(z). Since
(hδ(z)− hα(z))eEα,δ ∈ ker(Φ) =
∐
γ∈Γ
J(R)[z] + (tkγ ),
we obtain that hδ(z)− hα(z) ∈ J(R)[z] + (zkδ ). Thus
σ(xδ,1) = hδ(z) ∗ xδ,1 = hα(z) ∗ xδ,1
for all δ ∈ Γ. It follows that
σ(xγ,i) = σ(ϕ
i−1(xγ,1)) = ϕ
i−1(σ(xγ,1)) = ϕ
i−1(hα(z) ∗ xγ,1) =
= hα(z) ∗ ϕ
i−1(xγ,1) = hα(z) ∗ xγ,i = a1xγ,i + a2ϕ(xγ,i) + · · ·+ anϕ
n−1(xγ,i),
where hα(z) = a1 + a2z + · · ·+ anzn−1.
(2)=⇒(1): (R is an arbitrary ring) Since 1M ∈ Cen(ϕ), we obtain that
a1yj + a2ϕ(yj) + · · ·+ anϕ
n−1(yj) = σ(yj)
for all 1 ≤ j ≤ d. If ψ ∈ Cen(ϕ), then
ψ(σ(yj)) = ψ(a1yj + a2ϕ(yj) + · · ·+ anϕ
n−1(yj)) =
= a1ψ(yj) + a2ϕ(ψ(yj)) + · · ·+ anϕ
n−1(ψ(yj)) = σ(ψ(yj))
for all 1 ≤ j ≤ d, whence ψ ◦ σ = σ ◦ ψ follows. Thus Cen(ϕ) ⊆ Cen(σ). 
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6. THE CENTRALIZER OF AN ARBITRARY LINEAR MAP
If the fieldK is arbitrary and E is an extension ofK, we may assume thatMn(K) ⊆
Mn(E). Let us denote the centralizers of A ∈Mn(K) in Mn(K) and in Mn(E) by
CenK(A) and CenE(A), respectively. Since
Mn(E) ∼= E ⊗K Mn(K),
we obtain that
CenE(A) ∼= E ⊗K CenK(A).
If the field K is infinite, then the K-algebra S and the E-algebra E ⊗K S have the
same polynomial identities. If TK(S) ⊆ K〈x1, . . . , xn, ...〉 and
TE(E ⊗K S) ⊆ E ⊗K K〈x1, . . . , xn, ...〉 ∼= E〈x1, . . . , xn, ...〉
are the T-ideals of the K-algebra S and the E-algebra E ⊗K S, respectively, then
T (E ⊗K S) = E ⊗K T (S).
If the field K is finite, this holds for the multilinear identities only. Hence the
information on the (at least multilinear) polynomial identities of Cen(A) for K
arbitrary can be derived from the case when K is algebraically closed.
If {λ1, λ2, . . . , λr} is the set of all eigenvalues of A, then Cen(A) is isomorphic to
the direct product of the centralizers Cen(Ai), where Ai denotes the block diagonal
matrix consisting of all Jordan blocks of A having eigenvalue λi in the diagonal.
The number of the diagonal blocks in Ai is dim(ker(Ai − λiIi)), and the size of Ai
is di×di, where di is the multiplicity of the root λi in the characteristic polynomial
of A. Since
Cen(Ai) = Cen(Ai − λiIi)
and Ai−λiIi is nilpotent inMdi(K), we shall consider the case of a nilpotent matrix.
We note that a multiplicative (K vector space) base of Cen(A) was constructed in
[8], where it was also proved that Cen(A) is uniquely determined by the block
structure of the Jordan normal form of A.
6.1.Theorem. Let A ∈ Md(K) be a nilpotent matrix and let J(Cen(A)) be the
Jacobson radical of Cen(A). The elementary Jordan matrices in the canonical
Jordan form of A are indexed by the elements of Γ = {1, 2, . . . ,m} and we have
k1 ≥ k2 ≥ . . . ≥ km ≥ 1 for the sizes of these elementary Jordan blocks. Then
Cen(A)/J(Cen(A)) ∼=Mp1(K)⊕ · · · ⊕Mpu(K)
for some u, where pe is the number of elementary Jordan matrices of size e×e and
Mpe(K) = {0} if pe = 0. The index of nilpotency of J(Cen(A)) is bounded from
above by nv, where n = max{ki | i ∈ Γ} and v is the number of different sizes.
Proof. The matrix A can be considered as a nilpotent K-linear map of the vector
space Kd. The Jordan normal form of A provides a nilpotent Jordan normal base
in Kd with block sizes k1 ≥ k2 ≥ . . . ≥ km ≥ 1. Now ki,j = kj − ki when
1 ≤ ki < kj ≤ n and ki,j = 0 otherwise. The application of Theorem 4.10 gives an
isomorphism Cen(A) ∼= (N (X)/I(X))
op ∼= N op(X)/I(X) of K-algebras, where
N (X) = {P ∈Mm(K[z]) | P = [pi,j(z)] and z
kipi,j(z) ∈ (z
kj ) for all 1 ≤ i, j ≤ m},
I(X) = {P ∈Mm(K[z]) | P = [pi,j(z)] and pi,j(z) ∈ (z
kj ) for all 1 ≤ i, j ≤ m}
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and zkipi,j(z) ∈ (zkj ) is equivalent to pi,j(z) ∈ (zki,j ) (see the three sentences
preceding Remark 4.1). Let Ti = K[z]/(z
ki), and denote by the same symbol z the
element z + (zki) of Ti. Take li,j = kj,i for all i, j ∈ Γ and consider the set
CA =


zl1,1T1 z
l1,2T1 · · · zl1,mT1
zl2,1T2 z
l2,2T2 · · · zl2,mT2
...
...
. . .
...
zlm,1Tm z
lm,2Tm · · · zlm,mTm

 =
m∑
i,j=1
zli,jTiEi,j
of m × m matrices, where the Ei,j ’s are the usual matrix units in Mm(K). It is
straightforward to see that the natural matrix addition and multiplication give a
K-algebra structure on CA. Using a matrix P = [pi,j(z)] in N (X), the map
P+ I(X) 7−→ [pi,j(z) + (z
kj )]⊤
(here ⊤ denotes the transpose) is well defined and provides an N op(X)/I(X)→ CA
isomorphism of K-algebras, whence
Cen(A) ∼= CA
can be derived. Recall that the Jacobson radical of a finite dimensional algebra is
equal to the maximal nilpotent ideal of the algebra. Since k1 ≥ k2 ≥ . . . ≥ km, the
K[z]-module
TA =


T1 T1 · · · T1
T2 T2 · · · T2
...
...
. . .
...
Tm Tm · · · Tm

 =
m∑
i,j=1
TiEi,j
satisfies zk1TA={0}. The intersection I=zTA∩CA is an ideal of CA and In=Ik1={0}.
Hence I ⊆ J(CA). Since li,j = ki − kj when i < j and li,j = 0 if i > j or ki = kj ,
we obtain that
CA/I =


K · · · K 0 · · · 0 0 · · · 0
...
. . .
...
...
. . .
... · · ·
...
. . .
...
K · · · K 0 · · · 0 0 · · · 0
K · · · K K · · · K 0 · · · 0
...
. . .
...
...
. . .
... · · ·
...
. . .
...
K · · · K K · · · K 0 · · · 0
...
...
. . .
...
K · · · K K · · · K K · · · K
...
. . .
...
...
. . .
... · · ·
...
. . .
...
K · · · K K · · · K K · · · K


.
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Here the diagonal blocks

K · · · K
...
. . .
...
K · · · K
K · · · K
...
. . .
...
K · · · K
. . .
K · · · K
...
. . .
...
K · · · K


are matrix algebras of size p1 × p1, p2 × p2, . . . , pu × pu. The number of blocks
is equal to the number v of different sizes of elementary Jordan matrices in the
canonical Jordan form of A. Hence the lower triangular part of CA/I

K · · · K
...
. . .
...
K · · · K
. . .
...
. . .
K · · · K K · · · K
...
. . .
... · · ·
...
. . .
...
K · · · K K · · · K


consists of v×v lower triangular block matrices, is nilpotent of index v and is equal
to the radical of CA/I. Hence (J(CA)v)n ⊆ In = {0} and the class of nilpotency of
J(CA) is bounded by nv. Clearly
CA/J(CA) ∼=Mp1(K)⊕ · · · ⊕Mpu(K). 
We note that when K is of characteristic 0, algebras of the type
Rt =
[
K[z]/(zt) zK[z]/(zt)
zK[z]/(zt) K[z]/(zt)
]
appeared in the description of the T-ideals T (S) ofK〈x1, . . . , xn〉 containing T (M2(K))
(see [2]). For every unitary algebra S such that the T-ideal T (S) strictly contains
T (M2(K)) there exists a nilpotent algebra N such that T (S) = T (Rt ⊕N ♮) for a
suitable t, where the algebraN ♮ is obtained fromN by formal adjoint of 1. (Another
description of T (S) ⊃ T (M2(K)) was given by Kemer [7].) The algebra R3 appears
also in noncommutative invariant theory (see [3]). The algebra of G-invariants
(K〈x1, . . . , xn〉/(K〈x1, . . . , xn〉 ∩ T (S)))
G, n ≥ 2,
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is finitely generated for every finite subgroup G of GLn(K) if and only if T (S) is
not contained in T (R3).
For a background on algebras with polynomial identity see e.g. the book by Gi-
ambruno and Zaicev [4]. Recall that the PI-degree PIdeg(S) of a PI-algebra S is
equal to the maximal p such that the multilinear polynomial identities of S follow
from the multilinear polynomial identities of Mp(K).
6.2.Corollary. Let A be an n × n matrix over an arbitrary field K and let p be
the maximal number of equal elementary Jordan matrices in the canonical Jordan
form of A over the algebraic closure of K. Then
PIdeg(Cen(A)) = p.
Proof. Let
A =
n∑
i,j=1
ai,jEi,j
and let E be the algebraic closure ofK. The centralizer CenK(A) ⊆Mn(K) consists
of all matrices
B =
n∑
i,j=1
ξi,jEi,j ∈Mn(K), ξi,j ∈ K,
such that
AB =
n∑
i,k=1

 n∑
j=1
ai,jξj,k

Ei,k =
n∑
i,k=1

 n∑
j=1
ξi,jaj,k

Ei,k = BA.
Hence the entries ξi,j of B are the solutions of the system of n
2 homogeneous linear
equations
n∑
j=1
ai,jξj,k =
n∑
j=1
ξi,jaj,k, i, k = 1, . . . , n.
The dimension dimK(CenK(A)) of CenK(A) overK is equal to the dimension n
2−r
of the vector space of the solutions of the system, where r is the rank of the matrix
of the system. Since CenE(A) is obtained from the same homogeneous linear system
but considered over E, we derive that
dimE(CenE(A)) = dimK(CenK(A)),
CenE(A) ∼= E ⊗K CenK(A).
It is well known that the extension of the base field preserves the PI-degree of
the algebra and we may assume that K is algebraically closed. Then for a finite
dimensional K-algebra S with Jacobson radical J the PI-degree of S is equal to the
maximal size of the matrix subalgebras of S/J . Applying Theorem 6.1 we complete
the proof. 
The algebra CA, as presented in the proof of Theorem 6.1, has a natural Z-grading
assuming that the variable z has degree 1. The component of degree 0 is isomorphic
to the factor algebra CA/I. In characteristic 0 this algebra has several remarkable
properties obtained by Giambruno and Zaicev (see [4] for detailed exposition).
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It plays a key role in their result about the exponent of PI-algebras. If cn(R),
n = 0, 1, 2, . . ., is the codimension sequence of the PI-algebra R, then
exp(R) = lim
n→∞
n
√
cn(R)
exists and is a nonnegative integer. The algebras CA/I are also minimal of given
exponent. If R is a finitely generated PI-algebra with the property that exp(R) >
exp(S) for any PI-algebra S such that the polynomial identities of S strictly contain
the polynomial identities of R, then the polynomial identities of R coincide with
the polynomial identities of one of the algebras CA/I.
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