In this paper, let n = 2m and d = 3 m+1 − 2 with m ≥ 2 and gcd(d, 3 n − 1) = 1. By studying the weight distribution of the ternary Zetterberg code and counting the numbers of solutions of some equations over the finite field F 3 n , the correlation distribution between a ternary m-sequence of period 3 n −1 and its d-decimation sequence is completely determined. This is the first time that the correlation distribution for a non-binary Niho decimation has been determined since 1976.
Introduction
Let p be a prime, n a positive integer and {s(t)} a p-ary m-sequence over the finite field F p with period p n − 1. A d-decimation sequence of {s(t)} is given by {s(dt)} and the integer d is called a decimation. The cross-correlation function C d (τ ) between {s(t)} and its d-decimation sequence {s(dt)} is defined by
where τ = 0, 1, · · · , p n − 2 and ω p = e 2π √ −1 p is a primitive complex p-th root of unity. In the theory of sequence design, for a decimation d leading to low cross-correlation, it is interesting to determine the values of C d (τ ) together with the number of occurrences of each value, which * Y. Xia is with the Department of Mathematics and Statistics, South-Central University for Nationalities, and is also with the Hubei Key Laboratory of Intelligent Wireless Communications, South-Central University for Nationalities, Wuhan 430074, China (e-mail: xia@mail.scuec.edu.cn).
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is known as the correlation distribution for the decimation d. This problem has received a lot of attention since the 1960s, and many interesting theoretical results have been obtained [8, 25, 21, 12, 13, 15, 9, 22, 7, 29, 26] . For known results and some open problems in this direction, the reader is referred to [22, Section 2.2] and a recent survey paper [14] .
A decimation d is called a Niho decimation over the finite field F p n provided n = 2m for some positive integer m and
for some i < n. The Niho decimation was originally studied by Niho in his famous thesis [21] , and it leads to at least four-valued cross-correlation [1, 16] . Some basic properties about
Niho decimations can be found in [4, 22] , and for more research problems involving them, the reader is referred to [3, 1, 22, 17, 4, 23, 16, 6] . In the binary case p = 2, all the known Niho decimations for which the correlation distributions are completely determined can be found in the recent paper [27] . When p is odd, there are only two such Niho decimations below: + p s , where n ≡ 2 (mod 4), 0 ≤ s < n, p ≡ 2 (mod 3) and Case (i) leads to four-valued cross-correlation, while Case (ii) leads to six-valued cross-correlation.
Note that both (i) and (ii) were found by Helleseth in 1976, and since then no further results have been found.
Under the condition that gcd(5, p m + 1) = 1, the positive integer
is coprime to p n − 1 and is a typical Niho decimation over the finite field F p n , where n = 2m.
This decimation has been studied for a long time, and by the well-known Niho's theorem [21, 22, 6, 23] , it leads to at most six-valued cross-correlation. However, its correlation distribution is not completely determined yet. In an unpublished manuscript dated 1999 [5] , Dobbertin, Helleseth and Martinsen proved that for p = 3 the Niho decimation in (2) leads to fivevalued cross-correlation, but they did not determine the correlation distribution. Later, in 2006, Dobbertin et al. published a result about the correlation distribution for the Niho decimation (2) in the binary case [4] . Concretely, when p = 2 and m is odd, they expressed the correlation distribution for the Niho decimation (2) in terms of a class of exponential sums.
Those exponential sums are involved in the Dickson polynomials and the Kloosterman sums, and are generally difficult to be evaluated in closed forms.
Recently, in [27] , for the binary case p = 2, the problem of determining the correlation distribution for the Niho decimation (2) was reduced to a combinatorial problem related to the unit circle of F 2 n . Further, inspired by the idea in [2] , the authors of [27] established a connection between the combinatorial problem and the binary Zetterberg code, and then they determined the correlation distribution based on the weight distribution of the binary Zetterberg code in [24, 20] . In the present paper, by using similar techniques of [27] , we determine the correlation distribution for the Niho decimation (2) in the ternary case. Compared with [27] , the procedure for establishing the connection here, however, is much more complicated since the connection in the ternary case is not so direct and obvious as that in the binary case.
In addition, there is no weight formula available for the ternary Zetterberg code and thus we need to establish some of these formulas. This paper supplies a proof of a conjecture proposed by Dobbertin et al. in [5] . It is the first time that the correlation distribution for a non-binary Niho decimation has been determined since 1976.
The remainder of this paper is organized as follows. Section 2 states our main result on the correlation distribution for the Niho decimation (2) in the ternary case. Section 3 introduces some notation and preliminaries. Section 4 is devoted to proving our main result, and the concluding remarks are given in Section 5.
Main result on the correlation distribution
Throughout the remainder of this paper, we always assume that p = 3,
and n = 2m with m ≥ 2. Let F * 3 n denote the multiplicative group of the finite field F 3 n . Define
where
is a primitive complex 3-th root of unity, and Tr n 1 (·) is the trace function from F 3 n to F 3 [19] . The main results of this paper are given in Theorems 1 and 2 below.
time,
times,
times.
In order to make sure gcd(3 m+1 − 2, 3 n − 1) = 1, it requires that gcd(5, 3 m + 1) = 1, which is equivalent to m ≡ 2 (mod 4). As a consequence of Theorem 1, the correlation distribution for the ternary Niho decimation (3) can be derived immediately.
Theorem 2 Let n = 2m and d = 3 m+1 − 2 with m ≡ 2 (mod 4). Then, the distribution of the
times, Example 1 Let m = 3, then n = 2m = 6 and d = 3 m+1 − 2 = 79. Let α be a primitive element of the finite field F 3 6 and {s(t)} be a ternary m-sequence given by s(t) = Tr 6 1 (α t ). By Magma, the value distribution of S(a, b) is given as follows Example 2 Let m = 4, n = 2m = 8, d = 3 m+1 − 2 = 241, and {s(t)} be the ternary msequence given by s(t) = Tr
, where α is a primitive element of the finite field F 3 8 . Then, by Magma, the value distribution of S(a, b) is 
Preliminaries
In this section, we introduce some notation and preliminaries. For convenience, sometimes we denote 3 m by q. Let α be a fixed primitive element of the finite field F 3 n , then γ = α q+1 is a primitive element of F q . The unit circle of F 3 n is defined by
wherex = x q . Note that U is a cyclic subgroup of order q + 1 in the multiplicative group F * 3 n . Actually, U = α i(q−1) | i = 0, 1, · · · , q and α q−1 is a generator of U . Let
then every x ∈ F * 3 n has a unique representation
with (β, y) ∈ Ω × F * q .
Ternary Melas codes and ternary Zetterberg codes
Let m ≥ 2 and γ = α q+1 be the primitive element of F q . Denote the minimal polynomial of γ i over F 3 by m i (x), where i ∈ {−1, 1}. The ternary Melas code M (q) is the cyclic code over F 3 of length q − 1 generated by m 1 (x)m −1 (x), and its dual code M (q) ⊥ is given by [10, 11] (Tr
For each i ∈ {0, 1, · · · , q}, let A i denote the number of codewords of weight i in M (q). In [11, Theorem 2.3], a formula for A i was derived, but the formula involves the traces of Hecke operators on certain spaces of cusp forms. Thus, for given i and m, it is difficult to compute the value of A i explicitly. Later, in [10] , the formula for A i was further illustrated and a table of formulas for A i with small i was computed. In the following lemma, we give the first five formulas in the table, which are useful in this paper.
Lemma 1 [10, Table 6 .1] With the notation introduced above, we have
Let δ be a generator of U . For m ≥ 2, the ternary Zetterberg code Z(q) is a cyclic code over F 3 of length q + 1 defined by
The dual code Z(q) ⊥ of Z(q) has a very simple trace description [11] :
Let B i denote the number of codewords with weight i in Z(q),
be the weight enumerators of M (q) and Z(q), respectively. In [11] , by establishing a correspondence between the codewords of M (q) ⊥ and those of Z(q) ⊥ , the following result is deduced.
Lemma 2 [11, pp. 268] With the notation above, let q ′ = q 3 , then we have
Combining Lemmas 1 and 2, we can derive some weight formulas for Z(q) as follows, which will play an important role in proving our main result in the sequel.
Lemma 3 Let B i denote the number of codewords with weight i in the ternary Zetterberg code
Proof: For each i satisfying 0 ≤ i ≤ q + 1, by comparing the coefficients of z i on both sides of (11), we have 
Some combinatorial problems related to the unit circle
Let U be the unit circle of F 3 n defined in (5) and δ be a generator of U . Define a set
where k is a positive integer and k ≥ 2. Denote the cardinality of
Lemma 4 With the notation above, we have | T 3 |= 0.
Proof: We only need to show that T 3 is an empty set. Suppose, on the contrary, that there exists an element (t 1 , t 2 , t 3 ) in T 3 . Then, we can define a vector c = (c 0 , c 1 , · · · , c 3 m ) with
From the definition of Z(q) in (10) and the fact that δ t 1 + δ t 2 + δ t 3 = 0, it follows that the vector c defined above is a codeword of weight three in Z(q), a contradiction to Lemma 3 which states that there is no codeword with weight three in Z(q). Thus, T 3 is empty.
Lemma 5 With the notation introduced above, T 4 is exactly given by
and thus | T 4 |=
is an element of (13), it is easily seen that
Hence, every element of (13) is also an element of T 4 . In the sequel, it suffices to show that except for the elements of (13), there is no other 4-tuple (t 1 , t 2 , t 3 , t 4 ) belonging to T 4 .
For each given element (t 1 , t 2 , t 3 , t 4 ) of (13) ( also an element in
be a vector satisfying
Then c is a codeword with weight four in Z(q). Note that for each given element (t 1 , t 2 , t 3 , t 4 )
of (13), there are four different vectors c satisfying (14) . Moreover, for different elements (t 1 , t 2 , t 3 , t 4 ) of (13), the corresponding codewords defined by (14) are also different. Thus, corresponding to the elements in (13), there are
different codewords with weight four in Z(q) since the total number of elements (t 1 , t 2 , t 3 , t 4 )
in (13) is
Suppose that there exists an element (t 1 , t 2 , t 3 , t 4 ) in T 4 but not in (13) . Then, such an element (t 1 , t 2 , t 3 , t 4 ) gives at least two codewords c = (c 0 , c 1 , · · · , c 3 m ) with weight four in Z(q), which are given by
3 and c i = 0 for i / ∈ {t 1 , t 2 , t 3 , t 4 }.
Thus, except for the elements (t 1 , t 2 , t 3 , t 4 ) of (13), if there exists other 4-tuples (t 1 , t 2 , t 3 , t 4 )
in T 4 , the total number of codewords having weight four in Z(q) will be greater than
So we arrive at a contradiction since by Lemma 3, the total number of codewords with weight four in Z(q) is exactly
. Therefore, except for the elements of (13), there is no other
The cardinality of T 4 is equal to the number of elements in (13), which is
.
Lemma 6
With the notation of Lemma 3, let T 5 be defined by (12) , then | T 5 |= B 5 /2 5 .
Proof: See Appendix A.
Proof for the main result
In this section, we will give the proof for the main result in Section 2. Let S(a, b) be the exponential sum defined in (4). The possible values of S(a, b) given in Lemma 7 below can be found by the techniques used in Lemma 2 of [18] , which originate from the proof of Niho's Theorem [21] .
Lemma 7 Let S(a, b) be the exponential sum defined in (4). Then, the value of S(a, b) is given by
where N (a, b) is the number of z ∈ U such that
Note that (15) has at most five roots in U since its degree is at most five. 
Proof: By Lemma 7, it suffices to prove that (15) cannot have four roots in U . Now assume that (15) has four roots in U . Then,b = 0,b/b ∈ U , and the fifth root of (15) is also in U .
Thus, when (15) has four roots in U , it must have three roots with multiplicity 1 and one root with multiplicity 2. Therefore, the derivative
of bz 5 +āz 3 + az 2 +b has a common root with (15) . Then, a = 0 and the only nonzero root of (16) satisfies
Substituting (17) into (15), we getā
which further implies (15) has the following factorization
The above factorization shows (15) has at most three roots in F 3 n , a contradiction. Thus, (15) cannot have four roots in U . The desired conclusion is obtained. Lemma 9 Let N r denote the number of solutions of
in (F * 3 n ) r , where d is given in (3), then we have
Note that S(a, b) has five nontrivial values. In order to get five independent equations in terms of µ i 's, i = 0, 1, · · · , 4, we need to determine N r for r = 1, 2, 3, 4. When r ≥ 3, it is usually difficult to determine the value N r . In [28] , the authors introduced an elegant method for counting the number of solutions of certain equation systems related to generalized Combining this idea and Lemma 6, the values of N 3 and N 4 can be determined as follows.
Proposition 1 With the notation above, we have
Proof: It is easy to see that N 1 = 0 and N 2 = 3 n − 1. Thus, we only consider the cases r = 3 and 4.
Determining N 3 . Let N ′ 3 be the number of solutions of
Then,
Let (x 1 , x 2 ) ∈ (F * 3 n ) 2 . By (7), each x j can be represented as x j = β j y j with y j ∈ F * 3 m and β j ∈ Ω, where j = 1, 2 and Ω is defined in (6). Then,
where u j = β
. By the substitution in (22), we can write (20) as a matrix equation
Therefore, N ′ 3 is the number of (β 1 , β 2 , y 1 , y 2 ) ∈ Ω 2 × (F * 3 m ) 2 satisfying (23). Let
Now we determine the solutions of (23) according to the determinant of the matrix A.
Case 1: det(A) = 0. Then, u 1 = u 2 , which implies β 1 = β 2 , and (23) becomes
which is equivalent to
The number of (
Case 2: det(A) = 0. Then, u 1 = u 2 . For each given (β 1 , β 2 ) ∈ Ω 2 such that u 1 = u 2 , from (23), we can solve a unique solution (y 1 , y 2 ) as follows
To ensure y i ∈ F * 3 m , i = 1, 2, we must have
, which implies u 1 = u 2 , a contradiction. Thus, when det(A) = 0, (23) has no solution.
Combining Cases 1 and 2, we have N ′ 3 = 3 m − 2. From (21), the desired result follows. Determining N 4 . Similarly, let N ′ 4 be the number of solutions of
Note that (26) is equivalent to
Using the substitution in (22) and noting that x 3 m j = u j β j y j , where u j = β 
Then, N ′ 4 is the number of (
Case I: det(B) = 0. By Lemma 4, u 1 + u 2 + u 3 = 0 if and only if u 1 = u 2 = u 3 . Thus, we consider the following cases.
Subcase (a): u 1 = u 2 = u 3 . Then, β 1 = β 2 = β 3 and (29) becomes
If y 1 + y 2 = 0, then (30) is transformed into
The number of (β 1 , β 2 , β 3 , y 1 , y 2 ,
by arguments similar to Case 2, we can conclude that (30) has no solution. Therefore, when
solutions.
Similarly, when u 1 = u 3 = u 2 , or u 2 = u 3 = u 1 , the number of solutions of (29) is also given by (32).
which implies
By Subcases (a) and (b), when det(B) = 0, the number of solutions of (29) is given by
Case II: det(B) = 0. Then, for each given (β 1 , β 2 , β 3 ) ∈ Ω 3 such that det(B) = 0, from (29), we can solve a unique solution (y 1 , y 2 , y 3 ) as follows
To ensure (y 1 , y 2 , y 3 ) ∈ (F * 3 m ) 3 , we must have
Thus, (36) is equivalent to
Note that there is a one-to-one correspondence between β ∈ Ω and u = β 3 m −1 ∈ U . Therefore, the above analysis shows that when det(B) = 0, the number of solutions of (29) is the number of (u 1 , u 2 , u 3 ) ∈ U 3 satisfying (37), which is exactly the number of (u 1 , u 2 , u 3 , u 4 ) ∈ U 4 such that u i , i = 1, 2, 3, 4, and 1 are pairwise distinct,
By Lemma 6, the number of (u 1 , u 2 , u 3 , u 4 ) ∈ U 4 satisfying (38) is
By (35), (39) and Lemma 3, we have
From (27) and (40), it follows the value of N 4 .
Remark 1
The proof of Proposition 1 is similar to that of Proposition 2 in [27] , where similar problem was considered over the finite field of characteristic 2. It is interesting that for p = 2 or 3, the problem of determining N 4 over F p n can be reduced to the same combinatorial problem over F p n as stated in (38).
Remark 2 Compared with [27] , the procedure for establishing the relation between the combinatorial problem (38) and the Zetterberg codes in this paper is more complicated. For p = 3, the relation is not so obvious as that for p = 2 and thus we have to carry out some analysis before obtaining relation (see Lemma 6 ) . In addition, there are no explicit weight formulas available for the ternary Zetterberg codes and we need to establish some of these formulas.
With the above preparations, we can give the proofs of the main results now.
Proof of Theorem 1: By Lemma 9 and Proposition 1, the power sum any b ∈ F * 3 n . We also have S(a, 0) = −1 for any a ∈ F * 3 n , and S(0, 0) = 3 n − 1. Then, by Theorem 1, the value distribution of S(a, b) as (a, b) runs through F * 3 n × F * 3 n can be calculated.
as a runs through F * 3 n is the same as that of C d (τ ) when τ runs from 0 to 3 n − 2. Thus,
. By direct calculations, we get the desired result.
Conclusion
In this paper, for the ternary Niho decimation d given in (3), the distribution of the cross- 
Appendix A
Before we prove Lemma 6 in detail, we mention the following properties of T 5 , which will be employed in the sequel.
Lemma 10 Let T 5 be defined by (12) and (t 1 , t 2 , t 3 , t 4 , t 5 ) be an element of
(mod 3 m + 1), where ε k ∈ {0, 1} and k = 1, 2, 3, 4, 5. Then, (i) the difference between any two of t 1 , t 2 , t 3 , t 4 and t 5 modulo 3 m + 1 cannot be
Proof: (i) Suppose without loss of generality that t 2 ≡ t 1 + a contradiction to Lemma 4. In the same way, other cases will also lead to a contradiction.
Thus, the necessary condition is also true.
Proof of Lemma 6: The conclusion of this lemma follows from the following three claims:
(i) from each element (t 1 , t 2 , t 3 , t 4 , t 5 ) of T 5 we can construct 2 5 pairwise distinct codewords with weight five of Z(q);
(ii) in (i) the codewords with weight five constructed from different elements of T 5 are also pairwise distinct;
(iii) each codeword with weight five in Z(q) can be constructed from an element of T 5 . . Define ε k = 1 if v k = −1 and ε k = 0 otherwise, and let
Proof of Claim (i).
where 1 ≤ k ≤ 5. Then, we have 
Then, from (42) and the definition of Z(q) in (10), one knows that the above vector c is a codeword of weight five in Z(q). Thus, for a given element (t 1 , t 2 , t 3 , t 4 , t 5 ) in T 5 , from each
5 we can construct a codeword c having weight five in Z(q) by (41) and (43).
Moreover, for a fixed element (t 1 , t 2 , t 3 , t 4 , t 5 ) in T 5 , the codewords with weight five of Z(q)
constructed from different vectors of (F 
From (44), we can deduce that t 1,k = t 2,k for each k ∈ {1, 2, 3, 4, 5}. Otherwise assume that t 1,i = t 2,j for some i, j ∈ {1, 2, 3, 4, 5} and i = j. Then, we conclude that (t i − t j ) (mod 3 m + 1) is equal to 0 or
2 , a contradiction to Lemma 10 (i). Since t 1,k = t 2,k for each k ∈ {1, 2, 3, 4, 5}, we must have ε 1,k = ε 2,k , i.e., v 1,k = v 2,k for each k ∈ {1, 2, 3, 4, 5}, a contradiction to the assumption that (v 1,1 , v 1,2 , v 1,3 , v 1,4 , v 1,5 ) and (v 2,1 , v 2,2 , v 2,3 , v 2,4 , v 2,5 ) are different.
Moreover, note that the total number of vectors in (F * 3 ) 5 is 2 5 . From the above discussion, it follows Claim (i). 
Proof of Claim (ii
where π is a permutation of the set {1, 2, 3, 4, 5}. We rewrite (45) as
for each i ∈ {1, 2, 3, 4, 5}. Note that both (t 1 , t 2 , t 3 , t 4 , t 5 ) and (τ 1 , τ 2 , τ 3 , τ 4 , τ 5 ) are in T 5 . By 
