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Abstract
In this paper, a new variational model with fractional-order regularization term arising
in registration of diffusion tensor image(DTI) is presented. Moreover, the existence of its
solution is proved to ensure that there is a regular solution for this model.
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1 Introduction
Let Ω ⊂ R3 be an open bounded domain, i.e., Ω = (a1, b1) × (a2, b2) × (a3, b3). Suppose T
and D are two functions defined from Ω to the set of 3 × 3 real Symmetric Positive Definite
matrixes(SPD(3) in short). That is,
T : Ω→ SPD(3), D : Ω→ SPD(3). (1.1)
In DTI registration, T and D are viewed as two images defined on Ω, where T is called
floating image and D is called target image. The goal of registration is to find a 1-to-1 spatial
transformation h : Ω→ Ω such that T ◦h(·) is close to D(·) in some sense. On the other hand, in
order to keep T ◦h(·) align with spatial transformation, reorientation of T ◦h(·) must be addition-
ally considered. For this purpose, Alexander[1] put forward two reorientation strategies: finite
strain(FS) strategy and preservation principle direction(PPD) strategy. Based on FS strategy,
Li[8] introduced a new operator “⋄” defined by
T ⋄ h(x) = R[T ◦ h(x)]RT with R = JT (JJT )− 12 and J = ∇xh−1(x). (1.2)
With the help of this operator, the DTI registration model(cf. [6]) can be formulated as
v¯ = argmin
v
H¯(v), (1.3)
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where H¯(v) =
∫ τ
0
‖Lv(·, t)‖2
L2(Ω)dt+ ‖T ⋄ h(·) −D(·)‖2L2(Ω), L : [H30 (Ω)]3 → [L2(Ω)]3 is a linear
differential operator satisfing
‖Lv(·, t)‖2L2(Ω) ,
3∑
i=1
∫
Ω
|(Lv)i(x, t)|2dx ≥ c‖v(·, t)‖2[H30(Ω)]3 , (1.4)
for some constant c > 0, and
dη(s; t, x)
ds
= v(η(s; t, x), s), η(t; t, x) = x and h(x) = η(0; τ, x). (1.5)
Remark 1.1. Note that in (1.2), R, J and T ◦h(x) are all 3× 3 matrixes with h−1(x) = η(τ ; 0, x)
and J = ∇xη(τ ; 0, x) (cf. [6]). Here the existence of function h−1 is given by (ii) in Lemma 3.5
and the definition of (JJT )−
1
2 can refer to Appendix in [6].
In [6], authors prove that there exists a solution to variational problem (1.3)-(1.5) on some
suitable space. Note that almost all the DTI registration model[8, 14] have employed integer-
order derivatives in linear differential operator L. In fact, during the last decades, it has been
showed that many problems involving science and engineering can be modeled more accurately
by employing fractional-order derivatives[11, 13, 16] than integer-order derivatives. Motivated
by this fact, the aim of this paper is to employ fractional-order derivatives in DTI registration
model.
Before giving our results, we introduce some notations and definitions.
Throughout this paper, we define Ω , (a1, b1)× (a2, b2)× (a3, b3) ⊂ R3. Moreover, for x ∈ Ω,
the inner product and modulus of matrix A(x) = (aij(x))n×m, B = (bij(x))n×m are defined as
A(x) · B(x) =
n∑
i=1
m∑
j=1
aij(x)bij(x), ‖A(x)‖ =
√√√√ n∑
i=1
m∑
j=1
a2ij(x),
respectively.
Furthermore, we say A(x) is continuous on Ω if aij(x)(i = 1, 2, · · · , n; j = 1, 2, · · · ,m) are
continuous on Ω.
Moreover, for matrix sequence Ak(x) =
(
akij(x)
)
n×m, we say Ak(x)
k−→ A(x) if akij(x) k−→
aij(x)(i = 1, 2, · · · , n; j = 1, 2, · · · ,m).
Based on definition of Riemann-Liouville derivative in [4], for x = (x1, x2, x3) ∈ Ω and
function f : Ω→ R, define
∂αf(x)
∂xαi
, Dα[ai,xi]f(x) =
1
Γ([α] + 1− α)
(
d
dxi
)[α]+1 ∫ xi
ai
f (i)(x, t)
(xi − t)α−[α]
dt,
∂α∗f(x)
∂xα∗i
, Dα[xi,bi]f(x) =
1
Γ([α] + 1− α)
(
− d
dxi
)[α]+1 ∫ bi
xi
f (i)(x, t)
(t− xi)α−[α]
dt,
where Γ(s) =
∫ +∞
0
xs−1e−xdx, [·] is round down function, here and in what follows, f (1)(x, t) =
f(t, x2, x3), f
(2)(x, t) = f(x1, t, x3), f
(3)(x, t) = f(x1, x2, t) and i = 1, 2, 3.
Definition 1.1. For α > 0 and function g : Ω→ R, define semi-norms
|g|Fα
L
(Ω) =
(∫
Ω
‖∇αg(x)‖2dx
) 1
2
, |g|Fα
R
(Ω) =
(∫
Ω
‖∇α∗g(x)‖2dx
) 1
2
,
2
and norms
‖g‖FαL (Ω) =
(
‖g‖2L2(Ω) + |g|2Fα
L
(Ω)
) 1
2
, ‖g‖FαR(Ω) =
(
‖g‖2L2(Ω) + |g|2Fα
R
(Ω)
) 1
2
,
where ∇αg(x) =
(
∂αg(x)
∂xαi
)
1×3
and ∇α∗g(x) =
(
∂α∗g(x)
∂xα∗i
)
1×3
.
Based on Definition 1.1, define space FαL,0(Ω) and F
α
R,0(Ω) as the closure of C
∞
0 (Ω) under the
norm ‖ · ‖FαL,0(Ω) and ‖ · ‖FαR,0(Ω), respectively.
Definition 1.2. For α > 0 and u ∈ L1(R3), define the semi-norm and norm
|u|Hα(R3) =
(∫
R3
‖ξ‖2α|û(ξ)|2dξ
) 1
2
, ‖u‖Hα(R3) =
(
‖u‖2L2(R3) + |u|2Hα(R3)
) 1
2
,
where here and in what follows, û(ξ) = 1
(2pi)
3
2
∫
R3
u(x)e−x·ξdx.
Define Sobolev space Hα(R3) as the closure of C∞0 (R
3) under the norm ‖ · ‖Hα(R3).
In Definition 1.2, if we restrict R3 to Ω, then Hα0 (Ω) is the closure of C
∞
0 (Ω) under the norm
‖ · ‖Hα0 (Ω).
For τ > 0, α > 2.5, α 6= m + 0.5, m ∈ N and u : Ω× [0, τ ] → R3, define a separable Hilbert
space
F , {u(x, t) = (ui(x, t))1×3 : ui(x, t) ∈ FαL,0(Ω) for any t ∈ [0, τ ] and i = 1, 2, 3},
endowing with the following inner product and norm
(u, v)F =
∫ τ
0
∫
Ω
∇αu(x, t) · ∇αv(x, t)dxdt, ‖u‖2F =
∫ τ
0
‖∇αu(·, t)‖2L2(Ω)dt,
where ∇αu(x, t) =
(
∂αui(x,t)
∂xαj
)
3×3
.
Based on the above notations and definitions, the variational model with fractional-order
regularization term arising in registration of diffusion tensor image(DTI) can be formulated as
v¯ = argmin
v∈F
H(v), (1.6)
where H(v) =
∫ τ
0
‖∇αv(·, t)‖2
L2(Ω)dt+ ‖T ⋄ h(·)−D(·)‖2L2(Ω) and h(x) is defined by (1.5).
Another purpose of this paper is to give a rigid proof on the existence of solution to (1.6).
As to this problem, we have the following result:
Theorem 1.1. Let T and D be two functions defined by (1.1), and let the set △T , {x :
T (·) is discontinuous at x} be a set of measure zero. If max
x∈Ω
‖T (x)‖ < +∞, G , max
x∈Ω
‖T (x)−
D(x)‖2 < +∞, then the variational problem (1.6) admits a solution v¯(x, s) ∈ F with ‖v¯‖2F ≤
G|Ω|. Furthermore, by (1.5), v¯(x, s) induces a 1-to-1 and onto mapping h¯(x) ∈ [C [α−1.5],λ(Ω)]3
defined from Ω to Ω, where 0 < λ ≤ α − 1.5 − [α − 1.5]. Moreover, ∇xh¯(x) is given by Lemma
3.5.
Remark 1.2. In fact, if H(v) in (1.6) is formulated as
H(v) =
∫ τ
0
‖∇α∗v(·, t)‖2L2(Ω)dt+ ‖T ⋄ h(·)−D(·)‖2L2(Ω),
3
then there also exists a global minimizer to H(v) on space
F1 , {u(x, t) = (ui(x, t))1×3 : ui(x, t) ∈ FαR,0(Ω) for any t ∈ [0, τ ] and i = 1, 2, 3},
endowing with the following inner product and norm
(u, v)F1 =
∫ τ
0
∫
Ω
∇α∗u(x, t) · ∇α∗v(x, t)dxdt, ‖u‖2F1 =
∫ τ
0
‖∇α∗u(·, t)‖2L2(Ω)dt,
where α > 2.5, α 6= m+ 0.5, m ∈ N and ∇α∗u(x, t) =
(
∂α∗ui(x,t)
∂xα∗j
)
3×3
.
2 Equivalence of F αL,0(Ω), F
α
R,0(Ω) and H
α
0 (Ω)
In [6], authors impose the condition (1.4) on L such that v(·, t) ∈ [H30 (Ω)]3 →֒ [C1(Ω)]3 which
ensures the existence and uniqueness of solution to (1.5). As the basic space of this paper,
FαL,0(Ω) and F
α
R,0(Ω) are also needed to embedded into C
1(Ω). Otherwise, the uniqueness of
solution to (1.5) can not be guaranteed[12].
For this purpose, we will prove the equivalence of FαL,0(Ω), F
α
R,0(Ω) andH
α
0 (Ω), sinceH
α(Ω) →֒
C1(Ω)(α > 2.5)(cf. [2, Theorem 4.57]).
First, we introduce some definitions.
Definition 2.1. For α > 0 and function g : R3 → R, define the semi-norms
|g|FαL (R3) =
(∫
R3
‖Dαg(x)‖2dx
) 1
2
, |g|FαR(R3) =
(∫
R3
‖Dα∗g(x)‖2dx
) 1
2
,
and norms
‖g‖Fα
L
(R3) =
(
‖g‖2L2(R3) + |g|2FαL (R3)
) 1
2
, ‖g‖Fα
R
(R3) =
(
‖g‖2L2(R3) + |g|2FαR (R3)
) 1
2
,
where Dαg(x) = (Dαj g(x))1×3, D
α∗g(x) = (Dα∗j g(x))1×3 and
Dαj g(x) =
1
Γ([α] + 1− α)
(
d
dxj
)[α]+1 ∫ xj
−∞
g(j)(x, t)
(xj − t)α−[α] dt, (2.1)
Dα∗j g(x) =
1
Γ([α] + 1− α)
(
− d
dxj
)[α]+1 ∫ +∞
xj
g(j)(x, t)
(t− xj)α−[α]
dt. (2.2)
Define FαL (R
3), FαR (R
3) as the closure of C∞0 (R
3) under the norm ‖ · ‖Fα
L
(R3) and ‖ · ‖Fα
R
(R3),
respectively.
Definition 2.2. For α > 0 and function g : R3 → R, define semi-norm
|g|Fα
S
(R3) =
∣∣∣∣∫
R3
Dαg(x) ·Dα∗g(x)dx
∣∣∣∣ 12 , (2.3)
and norm
‖g‖FαS (R3) =
(
‖g‖2L2(R3) + |g|2Fα
S
(R3)
) 1
2
. (2.4)
Define FαS (R
3) as the closure of C∞0 (R
3) under the norm ‖ · ‖Fα
S
(R3).
If we restrictR3 to Ω and replaceDαg(x), Dα∗g(x) with∇αg(x), ∇α∗g(x) in (2.3) respectively,
then FαS,0(Ω) is defined similarly.
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Lemma 2.1. For α > 0 and ξ = (ξ1, ξ2, ξ3) ∈ R3, there holds
1
3
‖ξα‖2 ≤ ‖ξ‖2α ≤ 3‖ξα‖2, (2.5)
where ξα = (ξα1 , ξ
α
2 , ξ
α
3 ).
Proof. Since ‖ξ‖2α = (ξ21 + ξ22 + ξ23)α ≥ ξ2αj (j = 1, 2, 3), then there holds
1
3
‖ξα‖2 = 1
3
(ξ2α1 + ξ
2α
2 + ξ
2α
3 ) ≤ ‖ξ‖2α. (2.6)
On the other hand, ‖ξ‖2α ≤ 3 max
j=1,2,3
ξ2αj implies that
‖ξ‖2α ≤ 3(ξ2α1 + ξ2α2 + ξ2α3 ) = 3‖ξα‖2. (2.7)
Lemma 2.2. Assume α > 0, ξ = (ξ1, ξ2, ξ3) ∈ R3, then
(̂Dαj f)(ξ) = (iξj)
αf̂(ξ), ̂(Dα∗j f)(ξ) = (−iξj)αf̂(ξ) (j = 1, 2, 3). (2.8)
Proof. For function g : R→ R and χ ∈ R, by Appendix in [4], we know
(̂Dαg)(χ) = (iχ)αĝ(χ), ̂(Dα∗g)(χ) = (−iχ)αĝ(χ), (2.9)
where ĝ(χ) = 1
(2pi)
1
2
∫ +∞
−∞ g(y)e
−iyχdy.
Based on this conclusion, we have
(̂Dα1 f)(ξ) =
1
(2π)
3
2
∫ +∞
−∞
∫ +∞
−∞
∫ +∞
−∞
Dα1 f(x1, x2, x3)e
−i
3∑
j=1
xjξj
dx1dx2dx3
=
1
2π
∫ +∞
−∞
∫ +∞
−∞
[
1
(2π)
1
2
∫ +∞
−∞
Dα1 f(x1, x2, x3)e
−ix1ξ1dx1
]
e
−i
3∑
j=2
xjξj
dx2dx3
=
1
(2π)
3
2
∫ +∞
−∞
∫ +∞
−∞
[
(iξ1)
α
∫ +∞
−∞
f(x1, x2, x3)e
−ix1ξ1dx1
]
e
−i
3∑
j=2
xjξj
dx2dx3
=(iξ1)
α 1
(2π)
3
2
∫ +∞
−∞
∫ +∞
−∞
∫ +∞
−∞
f(x1, x2, x3)e
−i
3∑
j=1
xjξj
dx1dx2dx3
=(iξ1)
αf̂(ξ). (2.10)
Similarly, we can prove that (̂Dαj f)(ξ) = (iξj)
αf̂(ξ)(j = 2, 3).
With the help of the second equality of (2.9), we can prove that
̂(Dα∗j f)(ξ) = (−iξj)αf̂(ξ)(j = 1, 2, 3). (2.11)
Lemma 2.3. Assume α > 0, then FαL (R
3), FαR(R
3) and Hα(R3) are equivalent.
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Proof. By Lemma 2.2 and Plancherel Theorem[5, Theorem 1 in Section 4.3],
|f |2FαL (R3) =
3∑
j=1
‖Dαj f‖2L2(R3) =
3∑
j=1
‖(̂Dαj f)‖2L2(R3) =
3∑
j=1
‖|ξj|αf̂(ξ)‖2L2(R3)
=
∫
R3
∣∣∣f̂(ξ)∣∣∣2 3∑
j=1
|ξj |2αdξ =
∫
R3
∣∣∣f̂(ξ)∣∣∣2 ‖ξα‖2dξ. (2.12)
By Lemma 2.1, we know that FαL (R
3) and Hα(R3) are equivalent.
In a similar way, we can prove that FαR(R
3) and Hα(R3) are equivalent.
Lemma 2.4. Assume α > 0 and let f(x) be a function defined from R3 to R, then∫
R3
Dαf(x) ·Dα∗f(x)dx = cos(πα)‖Dαf‖2L2(R3). (2.13)
Proof. By Parseval equality[5, Theorem 2 in Section 4.3]∫
R
uv¯dx =
∫
R
û(ξ)v̂(ξ)dξ, (2.14)
we have,∫
R3
Dα1 f(x) ·Dα∗1 f(x)dx =
∫ +∞
−∞
∫ +∞
−∞
∫ +∞
−∞
Dα1 f(x)D
α∗
1 f(x)dx1dx2dx3
=
∫ +∞
−∞
∫ +∞
−∞
[∫ +∞
−∞
Dα1 f(x)D
α∗
1 f(x)dx1
]
dx2dx3
=
∫ +∞
−∞
∫ +∞
−∞
[∫ +∞
−∞
(̂Dα1 f)(ξ1)
̂(Dα∗1 f)(ξ1)dξ1
]
dx2dx3, (2.15)
where (̂Dα1 f)(ξ1) =
1
(2pi)
1
2
∫ +∞
−∞ D
α
1 f(x)e
−ix1ξ1dx1, ̂(Dα∗1 f)(ξ1) =
1
(2pi)
1
2
∫ +∞
−∞ D
α∗
1 f(x)e
−ix1ξ1dx1.
On the other hand, we know
(iw)α =
{
e−ipiα(−iw)α if w ≥ 0,
eipiα(−iw)α if w < 0.
(2.16)
It follows from (2.16) that∫ +∞
−∞
(̂Dα1 f)(ξ1)
̂(Dα∗1 f)(ξ1)dξ1 =
∫ 0
−∞
(iξ1)
αf̂ (1)(ξ1)(−iξ1)αf̂ (1)(ξ1)dξ1
+
∫ +∞
0
(iξ1)
αf̂ (1)(ξ1)(−iξ1)αf̂ (1)(ξ1)dξ1
=cos(πα)
∫ +∞
−∞
(iξ1)
αf̂ (1)(ξ1)(iξ1)αf̂ (1)(ξ1)dξ1
+ i sin(πα)
(∫ +∞
0
(iξ1)
αf̂ (1)(ξ1)(iξ1)αf̂ (1)(ξ1)dξ1
−
∫ 0
−∞
(iξ1)
αf̂ (1)(ξ1)(iξ1)αf̂ (1)(ξ1)dξ1
)
,
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where f̂ (1)(ξ1) =
1
(2pi)
1
2
∫ +∞
−∞ f
(1)(x, t)e−itξ1dt.
What’s more, by f̂(−ξ1) = f̂(ξ1), we obtain that∫ +∞
0
(iξ1)
αf̂ (1)(ξ1)(iξ1)αf̂ (1)(ξ1)dξ1 =
∫ 0
−∞
(iξ1)
αf̂ (1)(ξ1)(iξ1)αf̂ (1)(ξ1)dξ1.
Therefore, we have∫ +∞
−∞
(̂Dα1 f)(ξ1)
̂(Dα∗1 f)(ξ1)dξ1 = cos(πα)
∫ +∞
−∞
(iξ1)
αf̂ (1)(ξ1)(iξ1)αf̂ (1)(ξ1)dξ1. (2.17)
Substitute (2.17) into (2.15) yields∫
R3
Dα1 f(x)D
α∗
1 f(x)dx =cos(πα)
∫ +∞
−∞
∫ +∞
−∞
[∫ +∞
−∞
(iξ1)
αf̂ (1)(ξ1)(iξ1)αf̂ (1)(ξ1)dξ1
]
dx2dx3
=cos(πα)
∫ +∞
−∞
∫ +∞
−∞
[∫ +∞
−∞
∣∣∣(iξ1)αf̂ (1)(ξ1)∣∣∣2 dξ1] dx2dx3
=cos(πα)
∫ +∞
−∞
∫ +∞
−∞
[∫ +∞
−∞
|Dα1 f(x)|2 dx1
]
dx2dx3
=cos(πα)‖Dα1 f‖2L2(R3). (2.18)
In a similar way, we can prove
∫
R3
Dαj f(x)D
α∗
j f(x)dx = cos(πα)‖Dαj f‖2L2(R3)(j = 2, 3), which
concludes (2.13).
Lemma 2.5. Assume α > 0 and α 6= m+ 12 , m ∈ N, then FαL (R3), FαR(R3), FαS (R3) and Hα(R3)
are equivalent.
Proof. By Lemma 2.4, FαS (R
3) and FαL (R
3) are equivalent. On the other hand, by Lemma
2.3, we prove this Lemma.
Lemma 2.6. Assume α > 0 and α 6= m+ 12 , m ∈ N, then FαS,0(Ω) and Hα0 (Ω) are equivalent.
Proof. Let f˜ be extension of f ∈ C∞0 (Ω) by zero outside Ω, then supp(f˜) ⊂ Ω, where
supp(f˜) = {x : f˜(x) 6= 0}. What’s more, supp(Dα1 f˜) ⊂ (a1,+∞)×(a2, b2)×(a3, b3), supp(Dα2 f˜) ⊂
(a1, b1)×(a2,+∞)×(a3, b3), supp(Dα3 f˜) ⊂ (a1, b1)×(a2, b2)×(a3,+∞), supp(Dα∗1 f˜) ⊂ (−∞, b1)×
(a2, b2)× (a3, b3), supp(Dα∗2 f˜) ⊂ (a1, b1)× (−∞, b2)× (a3, b3), supp(Dα∗3 f˜) ⊂ (a1, b1)× (a2, b2)×
(−∞, b3).
Therefore, supp(Dαf˜ ·Dα∗f˜) ⊂ Ω. This implies,
‖f‖Fα
S,0(Ω)
= ‖f˜‖Fα
S,0(R
3), ‖f‖Hα0 (Ω) = ‖f˜‖Hα(R3). (2.19)
By Lemma 2.5, we obtain that FαS,0(Ω) and H
α
0 (Ω) are equivalent.
Based on above Lemmas, we give the main result of this section.
Theorem 2.7. Assume α > 0 and α 6= m + 12 , m ∈ N, then FαL,0(Ω), FαR,0(Ω) and Hα0 (Ω) are
equivalent.
Proof. Let f˜ be extension of f ∈ C∞0 (Ω) by zero outside Ω, then
‖f‖2FαL,0(Ω) =‖f‖
2
L2(Ω) + ‖∇αf‖2L2(Ω) ≤ ‖f˜‖2L2(R3) + ‖Dαf˜‖2L2(R3)
=‖f˜‖2Fα
L
(R3) ≤ C‖f˜‖2Hα(R3) = C‖f‖2Hα0 (Ω).
7
That is, Hα0 (Ω) ⊆ FαL,0(Ω).
On the other hand, by Lemma 2.5, Lemma 2.6 and Cauchy inequality[5] ab ≤ a24ε+εb2 (ε > 0),
|f |2Hα(Ω) ≤C|f |2Fα
S,0(Ω)
= C
∣∣∣∣∫
Ω
∇αf(x) · ∇α∗f(x)dx
∣∣∣∣
≤C
4ε
‖∇αf‖2L2(Ω) + Cε‖∇α∗f‖2L2(Ω)
=
C
4ε
|f |2Fα
L,0(Ω)
+ Cε|f |2Fα
R,0(Ω)
≤ C
4ε
|f |2Fα
L,0(Ω)
+ Cε|f˜ |2Fα
R,0(R
3)
≤C
4ε
|f |2Fα
L,0(Ω)
+ C1ε|f˜ |2Hα0 (R3) =
C
4ε
|f |2Fα
L,0(Ω)
+ C1ε|f |2Hα0 (Ω). (2.20)
Let ε = 12C1 in (2.20), then
|f |2Hα(Ω) ≤ CC1|f |2Fα
L,0(Ω)
. (2.21)
That is, FαL,0(Ω) ⊆ Hα0 (Ω).
Now, we conclude FαL,0(Ω) = H
α
0 (Ω).
Similarly, we can prove that FαR,0(Ω) and H
α
0 (Ω) are equivalent.
3 Existence of solution to (1.6)
Definition 3.1. (cf. [4])For α > 0, x ∈ [a, b] and function f : [a, b]→ R, define
D−α[a,x]f(x) =
1
Γ(α)
∫ x
a
(x− t)α−1f(t)dt,D−α∗[x,b]f(x) =
1
Γ(α)
∫ b
x
(t− x)α−1f(t)dt.
By Appendix in [4], we know that
D−α[a,x]D
α
[a,x]f(x) = f(x), D
−α∗
[x,b]D
α∗
[x,b]f(x) = f(x). (3.1)
Based on Definition 3.1, for x = (x1, x2, x3) ∈ Ω, i = 1, 2, 3 and function f : Ω→ R, define
D−α[ai,xi]f(x) =
1
Γ(α)
∫ xi
ai
(xi − t)α−1f (i)(x, t)dt,D−α∗[xi,bi]f(x) =
1
Γ(α)
∫ bi
xi
(t− xi)α−1f (i)(x, t)dt.
By (3.1), we know that
D−α[ai,xi]D
α
[ai,xi]
f(x) = f(x), D−α∗[xi,bi]D
α∗
[xi,bi]
f(x) = f(x)(i = 1, 2, 3). (3.2)
Based on above definitions and notations, we obtain the following property of operators
D−α[ai,xi] and D
−α∗
[xi,bi]
(i = 1, 2, 3).
Lemma 3.1. For α > 0, x = (x1, x2, x3) ∈ Ω and function f ∈ L2(Ω), there exists a constant
C = C(α,Ω) such that
‖D−α[ai,xi]f‖L2(Ω) ≤ C‖f‖L2(Ω), ‖D
−α∗
[xi,bi]
f‖L2(Ω) ≤ C‖f‖L2(Ω) (i = 1, 2, 3).
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Proof. Since D−α[a1,x1]f(x) =
x
α−1
1
Γ(α) ∗ f(x1, x2, x3), by Young’s inequality[5]
‖v ∗ w‖2L2([a1,b1]) ≤ ‖v‖2L1([a1,b1])‖w‖2L2([a1,b1]), (3.3)
it yields,
‖D−α[a1,x1]f‖
2
L2(Ω) =
∫ b1
a1
∫ b2
a2
∫ b3
a3
∣∣∣D−α[a1,x1]f(x1, x2, x3)∣∣∣2 dx3dx2dx1
=
∫ b2
a2
∫ b3
a3
[∫ b1
a1
∣∣∣D−α[a1,x1]f(x1, x2, x3)∣∣∣2 dx1
]
dx3dx2
≤
∫ b2
a2
∫ b3
a3
 1
(Γ(α))2
∫ b1
a1
|f(x1, x2, x3)|2dx1
(∫ b1
a1
|xα−11 |dx1
)2 dx3dx2
≤
∫ b2
a2
∫ b3
a3
[
(|a1|α + |b1|α)2
(Γ(α + 1))2
∫ b1
a1
|f(x1, x2, x3)|2dx1
]
dx3dx2
=
(|a1|α + |b1|α)2
(Γ(α+ 1))2
∫ b1
a1
∫ b2
a2
∫ b3
a3
|f(x1, x2, x3)|2dx3dx2dx1
=
(|a1|α + |b1|α)2
(Γ(α+ 1))2
‖f‖2L2(Ω). (3.4)
Similarly, ‖D−α[ai,xi]f‖2L2(Ω) ≤
(|ai|α+|bi|α)2
(Γ(α+1))2 ‖f‖2L2(Ω) (i = 2, 3).
Let C = max
i=1,2,3
{
|ai|α+|bi|α
Γ(α+1)
}
, then
‖D−α[ai,xi]f‖L2(Ω) ≤ C‖f‖L2(Ω) (i = 1, 2, 3). (3.5)
In a similar way, we can prove that
‖D−α∗[xi,bi]f‖L2(Ω) ≤ C‖f‖L2(Ω) (i = 1, 2, 3). (3.6)
Lemma 3.2. Assume α > 0, u ∈ FαL,0(Ω) and v ∈ FαR,0(Ω), then there exists a constant
C = C(α,Ω) such that
‖u‖L2(Ω) ≤ C|u|Fα
L,0(Ω)
, ‖v‖L2(Ω) ≤ C|v|Fα
R,0(Ω)
. (3.7)
Proof. It follows from Lemma 3.1 and (3.2) that
‖u‖L2(Ω) = ‖D−α[aj,xj ]Dα[aj,xj ]u‖L2(Ω) ≤ C¯
∥∥∥∥∥∂αu∂xαj
∥∥∥∥∥
L2(Ω)
(j = 1, 2, 3), (3.8)
where C¯ = C¯(α,Ω).
It follows from (3.8) that
‖u‖2L2(Ω) ≤
C¯2
3
3∑
j=1
∥∥∥∥∥∂αu∂xαj
∥∥∥∥∥
2
L2(Ω)
=
C¯2
3
|u|2Fα
L,0(Ω)
. (3.9)
Let C = C¯√
3
, this concludes the first equation of (3.7).
Similarly, we can prove the second equation of (3.7).
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Lemma 3.3. Assume α > 2.5, α 6= m+0.5, m ∈ N and u ∈ FαL,0(Ω), then there exists a constant
K = K(α,Ω) such that
(i). ‖u(x)− u(y)‖ ≤ K‖∇αu‖L2(Ω)‖x− y‖.
(ii). ‖∇u(x) − ∇u(y)‖ ≤ K‖∇αu‖L2(Ω)‖x − y‖λ, where 0 < λ ≤ α − 1.5 − [α − 1.5] as
2.5 < α < 3.5 and λ = 1 as α ≥ 3.5.
Proof.(i). By Theorem 2.7, u ∈ FαL,0(Ω) = Hα0 (Ω) →֒ C1(Ω)(cf. [2, Theorem 4.57]). This
implies
‖u(x)− u(y)‖ =‖∇u(ξ) · (x− y)‖ ≤ ‖u‖C1(Ω)‖x− y‖ ≤ C1‖u‖Hα0 (Ω)‖x− y‖
≤C2‖u‖FαL,0(Ω)‖x− y‖. (3.10)
On the other hand, by Lemma 3.2, we know there exists a constant C3 = C3(α,Ω) such that
‖u‖FαL,0(Ω) ≤ C3‖∇αu‖L2(Ω). (3.11)
By (3.10) and (3.11), we obtain that
‖u(x)− u(y)‖ ≤ K‖∇αu‖L2(Ω)‖x− y‖. (3.12)
This concludes (i).
(ii). Here we divide our discussion into two different cases:
Case 1(2.5 < α < 3.5). Since FαL,0(Ω) = H
α
0 (Ω) →֒ C1,λ(Ω) (0 < λ < α− 1.5− [α − 1.5])[2,
Theorem 4.57], then
‖∇u(x)−∇u(y)‖
‖x− y‖λ ≤ ‖u‖C1,λ(Ω) ≤ C‖u‖FαL,0(Ω) ≤ K‖∇
αu‖L2(Ω). (3.13)
Case 2(α ≥ 3.5). Since FαL,0(Ω) = Hα0 (Ω) →֒ C2(Ω)[2, Theorem 4.57], then
‖∇u(x)−∇u(y)‖
‖x− y‖ ≤ ‖u‖C2(Ω) ≤ C‖u‖FαL,0(Ω) ≤ K‖∇
αu‖L2(Ω). (3.14)
This concludes (ii).
By (1.6), we know H is a functional about v and η, where v and η are constrained by (1.5).
In this paper, we write H as a functional only about v. Therefore, (1.5) should admit a unique
solution. Otherwise, the definition of functional H is ambiguous. As to the well-define of H , we
have the following result.
Lemma 3.4. Assume v(x, s) ∈ F and v(·, s)|R3\Ω = 0 for each s ∈ [0, τ ], then for each x ∈ Ω¯,
(1.5) admits a unique solution η(s; t, x) ∈ C([0, τ ], Ω¯). Moreover, for each s ∈ [0, τ ], η(s; t, x) ∈
[C [α−1.5],λ(Ω)]3, where 0 < λ ≤ α− 1.5− [α− 1.5].
Proof. Based on (i) in Lemma 3.3, this conclusion can be proved in a similar way with
Lemma 2.2 in [6].
As to the existence of h−1 : Ω→ Ω, we have the following result.
Lemma 3.5. Assume v(x, s) ∈ F and v(·, s)|R3\Ω = 0 for each s ∈ [0, τ ], then for s, t ∈ [0, τ ] and
x ∈ Ω¯, η(s; t, x) defined by (1.5) is differential with respect to x. Define Θ(s; t, x) , ∇xη(s; t, x),
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then
(i).Θ(s; t, x) is the solution of
dΘ(s; t, x)
ds
= ∇ηv(η(s; t, x), s)Θ(s; t, x),
Θ(t; t, x) = I,
(3.15)
and
det(Θ(s; t, x)) = e
∫
s
t
3∑
i=1
vi,ηi (η(r;t,x),r)dr
, (3.16)
where vi,ηi (η(r; t, x), r) =
∂vi(η(r;t,x),r)
∂ηi
(i = 1, 2, 3).
(ii). Define h(x) , η(0; τ, x) as (1.5), then h is a 1-to-1 and onto mapping which ensures the
existence of h−1(x) in (1.2).
Proof. (i).Based on Theorem 2.7, this conclusion can be obtained in a similar way with
Lemma 2.3 in [6].
(ii). For any x ∈ Ω, det (∇xh(x)) = e
− ∫ τ
0
3∑
i=1
vi,ηi (η(s;τ,x),s)ds 6= 0, by Inverse Function Theorem[5,
Theorem 7 in Appendix C], we know h is a 1-to-1 and onto mapping. This ensures the existence
of h−1(x) in (1.2).
Lemma 3.6. Assume {vn(x, s)} is a bounded sequence on F with
‖vn‖2F =
∫ τ
0
‖∇αvn(·, s)‖2L2(Ω)ds ≤M < +∞, (3.17)
and vn(·, s)|R3\Ω = 0 for each s ∈ [0, τ ], then
(i).{vn(x, s)} is a weakly compact set on F .
(ii).If we denote nk as the sequence number of a weakly convergent subsequence {vnk(x, s)}
with weak limit v(x, s), then
M ≥ lim
nk→∞
inf
∫ τ
0
‖∇αvnk(·, s)‖2L2(Ω)ds ≥
∫ τ
0
‖∇αv(·, s)‖2L2(Ω)ds. (3.18)
(iii). Let vnk(x, s), v(x, s) be functions defined in (ii). Consider the equations
dηnk(s; t, x)
ds
= vnk(ηnk(s; t, x), s) with ηnk(t; t, x) = x, (3.19)
and
dη(s; t, x)
ds
= v(η(s; t, x), s) with η(t; t, x) = x, (3.20)
then for each (x, t) ∈ Ω× [0, τ ], these two equations have a unique solution ηnk(s; t, x),η(s; t, x) ∈
C([0, τ ], Ω¯), respectively. Furthermore, for each s ∈ [0, τ ], ηnk(s; t, x), η(s; t, x) ∈ [C [α−1.5],λ(Ω)]3
with ηnk(s; t, x)
k−→ η(s; t, x) uniformly on [0, τ ], where 0 < λ ≤ α− 1.5− [α− 1.5].
Proof.(i). By Lemma 3.2, we know ‖ · ‖F is a norm and F is a separable Hilbert space. This
implies (i) for the fact that any closed ball in a separable Hilbert space is a weakly compact set.
(ii). Since ‖ · ‖F is a norm, by the lower weak semi-continuity of norm, we obtain (3.18).
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(iii). By Lemma 3.4, we know that equations (3.19) and (3.20) have a unique solution
ηnk(s; t, x),η(s; t, x) ∈ [C [α−1.5],λ(Ω)]3 respectively, with ηnk(s; t, x) k−→ η(s; t, x) uniformly on
[0, τ ], where 0 < λ ≤ α− 1.5− [α− 1.5].
Before we give a proof of Theorem 1.1, let’s recall the following Lemma.
Lemma 3.7. (cf. [9, Theorem 1.A.4])Let E be a weakly compact set on Banach space X. If
H : E → R is a lower weak semi-continuous(l.w.c inshort) functional, then there exists v0 ∈ E
such that H(v0) = inf
v∈E
H(v).
Proof of Theorem 1.1. Define function v˜(x, s) ≡ 0 on Ω × [0, τ ]. Since v˜(x, s) ∈ F and
H(v˜) = ‖T (·)−D(·)‖2
L2(Ω) ≤ G|Ω| ,M , we only need to show the existence of global minimizer
of H(v) on the ball
BM , {v(x, s) : ‖v‖2F ≤M}. (3.21)
By (i) in Lemma 3.6, we know BM is a weakly compact set. Choose {vn} ∈ BM , then there
exists a weakly convergent subsequence {vnk} such that
vnk
k−⇀ v ∈ BM . (3.22)
By (ii) in Lemma 3.6, we know that
M ≥ lim
nk→∞
inf
∫ τ
0
‖∇αvnk(·, t)‖2L2(Ω)dt ≥
∫ τ
0
‖∇αv(·, t)‖2L2(Ω)dt. (3.23)
By (iii) in Lemma 3.6, ηnk(s; t, x)
k−→ η(s; t, x) for all (x, s, t) ∈ Ω × [0, τ ] × [0, τ ], where
ηnk(s; t, x), η(s; t, x) are the solution of (3.19) and (3.20), respectively. Furthermore, we have
hnk(x) = ηnk(0; τ, x)
k−→ η(0; τ, x) = h(x) for all x ∈ Ω. (3.24)
Define Θnk(s; 0, x) , ∇xηnk(s; 0, x), Θ(s; 0, x) , ∇xη(s; 0, x), then by Lemma 3.5, Θnk(s; 0, x)
and Θ(s; 0, x) are the solutions of
dΘnk(s; 0, x)
ds
= ∇ηnk vnk(ηnk(s; 0, x), s)Θnk(s; 0, x),
Θnk(0; 0, x) = I,
(3.25)
and 
dΘ(s; 0, x)
ds
= ∇ηv(η(s; 0, x), s)Θ(s; 0, x),
Θ(0; 0, x) = I,
(3.26)
respectively.
Based on these notations, here we claim that the functional
H : BM → R is l.w.c. (3.27)
The proof of claim (3.27) can be divided into following five steps.
Step 1. We claim that there exists a constant 0 < M˜ < +∞ such that
‖Θnk(s; 0, x)‖ ≤ M˜, ‖Θ(s; 0, x)‖ ≤ M˜. (3.28)
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By (3.25), we have
Θnk(s; 0, x) = I +
∫ s
0
∇ηnk vnk(ηnk(r; 0, x), r)Θnk (r; 0, x)dr, (3.29)
this yields
‖Θnk(s; 0, x)‖ = ‖I‖+
∫ s
0
‖∇ηnk vnk(ηnk(r; 0, x), r)‖‖Θnk(r; 0, x)‖dr.
By Grownwall inequality and Lemma 3.2, we have
‖Θnk(s; 0, x)‖ ≤‖I‖e
∫
s
0
‖∇ηnk vnk (ηnk (r;0,x),r)‖dr ≤ ‖I‖e
∫
s
0
‖vnk (·,r)‖C1(Ω)dr
≤‖I‖e
∫
s
0
C‖vnk (·,r)‖FαL,0(Ω)dr ≤ ‖I‖e
∫
s
0
C˜‖∇αvnk (·,r)‖L2(Ω)dr
≤‖I‖eC˜τ
1
2 (
∫
s
0
‖∇αvnk (·,r)‖2L2(Ω)dr)
1
2 ≤ ‖I‖eC˜(τM)
1
2
, M˜.
Similarly, we can prove that ‖Θ(s; 0, x)‖ ≤ M˜ .
Step 2. We claim that ∇x
[∫ s
0 [vnk(x, r) − v(x, r)]dr
] k−→ O3×3 uniformly on Ω× [0, τ ], where
O3×3 is a 3× 3 matrix whose elements are all zero.
Let wnk(x, s) , vnk(x, s)− v(x, s), znk(x, s) ,
∫ s
0 wnk(x, r)dr, then wnk
k−⇀ 0 with ‖wnk‖F ≤
2M .
If x, y ∈ Ω and s, t ∈ [0, τ ], then by (i) in Lemma 3.3,
‖znk(x, s) − znk(y, t)‖
=
∥∥∥∥∫ s
0
[wnk(x, r) − wnk(y, r)]dr
∥∥∥∥ + ∥∥∥∥∫ t
s
wnk(y, r)dr
∥∥∥∥
≤K
∫ τ
0
‖∇αvnk(·, r)‖L2(Ω)dr‖x− y‖
+K
∫ τ
0
‖∇αv(·, r)‖L2(Ω)dr‖x− y‖+
∥∥∥∥∫ t
s
wnk(y, r)dr
∥∥∥∥
≤Kτ 12
(∫ τ
0
‖∇αvnk(·, r)‖2L2(Ω)dr
) 1
2
‖x− y‖
+Kτ
1
2
(∫ τ
0
‖∇αv(·, r)‖2L2(Ω)dr
) 1
2
‖x− y‖+
∥∥∥∥∫ t
s
wnk(y, r)dr
∥∥∥∥
≤2KM 12 τ 12 ‖x− y‖+
∥∥∥∥∫ t
s
wnk(y, r)dr
∥∥∥∥
≤2KM 12 τ 12 ‖x− y‖+ C|t− s| 12 ‖wnk‖F
≤2KM 12 τ 12 ‖x− y‖+ 2CM |t− s| 12 .
By Arzela-Ascoli Theorem[9], {znk} is relative compact on [C(Ω× [0, τ ])]3.
By [3, 6], znk
k−→ 0 uniformly on Ω× [0, τ ].
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On the other hand, by (ii) in Lemma 3.3, we have
‖∇xznk(x, s)−∇yznk(y, t)‖
=
∥∥∥∥∫ s
0
[∇xwnk(x, r) −∇ywnk(y, r)]dr
∥∥∥∥ + ∥∥∥∥∫ t
s
∇ywnk(y, r)dr
∥∥∥∥
≤ K
∫ τ
0
‖∇αvnk(·, r)‖L2(Ω)dr‖x − y‖λ
+K
∫ τ
0
‖∇αv(·, r)‖L2(Ω)dr‖x − y‖λ +
∥∥∥∥∫ t
s
∇ywnk(y, r)dr
∥∥∥∥
≤ Kτ 12
(∫ τ
0
‖∇αvnk(·, r)‖2L2(Ω)dr
) 1
2
‖x− y‖λ
+Kτ
1
2
(∫ τ
0
‖∇αv(·, r)‖2L2(Ω)dr
) 1
2
‖x− y‖λ +
∥∥∥∥∫ t
s
∇ywnk(y, r)dr
∥∥∥∥
≤ 2KM 12 τ 12 ‖x− y‖λ +
∥∥∥∥∫ t
s
∇ywnk(y, r)dr
∥∥∥∥
≤ 2KM 12 τ 12 ‖x− y‖λ + |t− s| 12K‖wnk‖F
≤ 2KM 12 τ 12 ‖x− y‖λ + 2MK|t− s| 12 .
Therefore, {∇xznk(x, s)} is relative compact on [C(Ω× [0, τ ])]3.
Now, choose any convergent subsequence of {∇xznk(x, s)} with limit P3×3. That is,
∇xznk(x, s) k−→ P3×3 uniformly on Ω× [0, τ ]. (3.30)
Since znk
k−→ 0 uniformly on Ω× [0, τ ], then P3×3 = ∇x0 = O3×3.
This implies, ∇x
[∫ s
0 [vnk(x, r) − v(x, r)]dr
] k−→ O3×3 uniformly on Ω× [0, τ ].
Step 3. We claim that ‖ΘnkΘTnk − ΘΘT‖
k−→ 0. Here for the sake of simplicity, we denote
Θnk(s; 0, x) and Θ(s; 0, x) by Θnk and Θ, respectively.
‖Θnk(s; 0, x)−Θ(s; 0, x)‖
≤
∫ s
0
‖[∇ηnk vnk(ηnk(r; 0, x), r) −∇ηvnk(η(r; 0, x), r)]Θnk (r; 0, x)‖dr
+
∫ s
0
‖∇ηvnk(η(r; 0, x), r)[Θnk (r; 0, x)−Θ(r; 0, x)]‖dr
+
∥∥∥∥∫ s
0
[∇ηvnk(η(r; 0, x), r) −∇ηv(η(r; 0, x), r)]Θ(r; 0, x)dr
∥∥∥∥
≤
∫ s
0
K‖∇αvnk(·, r)‖L2(Ω)‖ηnk(r; 0, x) − η(r; 0, x)‖λ‖Θnk(r; 0, x)‖dr
+
∫ s
0
‖∇ηvnk(η(r; 0, x), r)‖‖Θnk (r; 0, x)−Θ(r; 0, x)‖dr
+
∥∥∥∥∫ s
0
[∇ηvnk(η(r; 0, x), r) −∇ηv(η(r; 0, x), r)]Θ(r; 0, x)dr
∥∥∥∥
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≤ KM˜τ 12
(∫ s
0
‖∇αvnk(·, r)‖2L2(Ω)dr
) 1
2
‖ηnk(r; 0, x) − η(r; 0, x)‖λC([0,τ ]:Ω)
+
∫ s
0
‖∇ηvnk(η(r; 0, x), r)‖‖Θnk(r; 0, x) −Θ(r; 0, x)‖dr
+
∥∥∥∥∫ s
0
[∇ηvnk(η(r; 0, x), r) −∇ηv(η(r; 0, x), r)]Θ(r; 0, x)dr
∥∥∥∥
≤ KM˜τ 12M 12 ‖ηnk(r; 0, x)− η(r; 0, x)‖λC([0,τ ]:Ω)
+
∥∥∥∥∫ s
0
[∇ηvnk(η(r; 0, x), r) −∇ηv(η(r; 0, x), r)]Θ(r; 0, x)dr
∥∥∥∥
+
∫ s
0
‖∇ηvnk(η(r; 0, x), r)‖‖Θnk(r; 0, x) −Θ(r; 0, x)‖dr
, I1 + I2 + I3. (3.31)
On the other hand, by (iii) in Lemma 3.6, we have ‖ηnk(s; 0, x)− η(s; 0, x)‖C([0,τ ]:Ω)
k−→ 0.
This leads to I1
k−→ 0 . By Step 2, we know that ∇x
[∫ s
0
vnk(x, r) − v(x, r)dr
] k−→ O3×3
uniformly on Ω× [0, τ ]. This implies that I2 k−→ 0.
Hence, I1+ I2
k−→ 0. Then there exist N = N(ε), such that I1+ I2 < ε as nk > N . Therefore,
it follows from (3.31) that
‖Θnk(s; 0, x)−Θ(s; 0, x)‖ ≤ ε+
∫ s
0
‖∇ηvnk(η(r; 0, x), r)‖‖Θnk (r; 0, x) −Θ(r; 0, x)‖dr,
and Gronwall inequality implies that
‖Θnk(s; 0, x)−Θ(s; 0, x)‖ ≤ εe
∫
s
0
‖∇ηvnk (η(r;0,x),r)‖dr ≤ εeKτ
1
2 (
∫
τ
0
‖∇αvnk (·,r)‖2L2(Ω)dr)
1
2 ≤ εeKτ
1
2M
1
2
.
Let ε→ 0, then Θnk(s; 0, x) k−→ Θ(s; 0, x). Then,
‖ΘnkΘTnk −ΘΘT‖ ≤ ‖ΘnkΘTnk − ΘΘTnk‖+ ‖ΘΘTnk −ΘΘT‖
≤ ‖Θnk −Θ‖‖ΘTnk‖+ ‖Θ‖‖ΘTnk −ΘT ‖
≤ M˜‖Θnk −Θ‖+ M˜‖ΘTnk −ΘT ‖
k−→ 0, (3.32)
since Θnk
k−→ Θ and ΘTnk
k−→ ΘT .
Step 4. We claim that Rnk
k−→ R.
Define Ank = Θnk(τ ; 0, x)Θ
T
nk
(τ ; 0, x) =
(
ankij (τ ; 0, x)
)
3×3 , A = Θ(τ ; 0, x)Θ
T (τ ; 0, x) =(
aij(τ ; 0, x)
)
3×3.
By (3.32), we know ankij (τ ; 0, x)
k−→ aij(τ ; 0, x) for i, j = 1, 2, 3. Now, we simply denote
ankij (τ ; 0, x) and aij(τ ; 0, x) by a
nk
ij and aij , respectively.
By Lemma 3.5, we obtain that
det(Θnk(τ ; 0, x)) = e
− ∫ τ
0
3∑
i=1
(vnk (ηnk (s;0,x),s))i,(ηnk )i
ds 6= 0. (3.33)
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By (3.33), we know that ΘnkΘ
T
nk
,ΘΘT ∈ SPD(3). Let λ(1)nk ≥ λ(2)nk ≥ λ(3)nk > 0, λ(1) ≥ λ(2) ≥
λ(3) > 0 be the eigenvalues of ΘnkΘ
T
nk
,ΘΘT , respectively.
What’s more, by (3.33), we obtain that
det(Ank) =e
−2 ∫ τ
0
3∑
i=1
(vnk (ηnk (s;t,x),s))i,(ηnk )i
ds ≤ e2
∫
τ
0
‖∇v(·,s)‖ds ≤ e2
∫
τ
0
‖vnk (·,s)‖[C1(Ω)]3ds
≤e2C
∫
τ
0
‖vnk (·,s)‖[FαL,0(Ω)]3ds ≤ e2K
∫
τ
0
‖∇αvnk (·,s)‖L2(Ω)ds ≤ e2Kτ
1
2 [
∫
τ
0
‖∇αvnk (·,s)‖2L2(Ω)ds]
1
2
≤e2Kτ
1
2M
1
2
,M1 < +∞. (3.34)
In a similar way, we can obtain that
det(Ank) ≥
1
M1
. (3.35)
By singularity decomposition theorem[7], we can find two 3 × 3 orthogonal matrix Unk , Vnk
such that Θnk = UnkSnkV
T
nk
, where Snk = diag
(√
λ
(1)
nk ,
√
λ
(2)
nk ,
√
λ
(3)
nk
)
, the columns of Unk , Vnk
are orthogonal eigenvectors of ΘnkΘ
T
nk
and ΘTnkΘnk , respectively.
Similarly, Θ = USV T , where S = diag
(√
λ(1),
√
λ(2),
√
λ(3)
)
, the columns of U , V are
orthogonal eigenvectors of ΘΘT and ΘTΘ, respectively.
Then, Ank = ΘnkΘ
T
nk
= UnkS
2
nk
UTnk , A
−1
nk
= UnkS
−2
nk
UTnk and A = ΘΘ
T = US2UT , A−1 =
US−2UT . Hence,
‖A−1nk ‖ ≤‖Unk‖‖S−2nk ‖‖UTnk‖ ≤ ‖Unk‖2
[
1
λ
(1)
nk
+
1
λ
(2)
nk
+
1
λ
(3)
nk
]
≤‖Unk‖2
λ
(1)
nk λ
(2)
nk + λ
(1)
nk λ
(3)
nk + λ
(2)
nk λ
(3)
nk
λ
(1)
nk λ
(2)
nk λ
(3)
nk
= ‖Unk‖2
λ
(1)
nk λ
(2)
nk + λ
(1)
nk λ
(3)
nk + λ
(2)
nk λ
(3)
nk
det(Ank)
≤‖Unk‖2
[λ
(1)
nk + λ
(2)
nk + λ
(3)
nk ]
2
det(Ank)
= ‖Unk‖2
[tr(Ank)]
2
det(Ank)
≤ ‖Unk‖2
‖Ank‖2
det(Ank)
≤27M˜2M1 , M2 < +∞, (3.36)
by (3.34), (3.35) and Step 1, where tr(A) denote the trace of matrix A. Note that here we use
the equalities
λ(1)nk + λ
(2)
nk
+ λ(3)nk ≡ tr(Ank), λ(1)nk λ(2)nk λ(3)nk ≡ det(Ank). (3.37)
Similarly , we know that ‖A−1‖ ≤M2.
By (3.36), we obtain that
‖A−1nk −A−1‖ =‖A−1nk (A−Ank)A−1‖ ≤ ‖A−1nk ‖‖A−Ank‖‖A−1‖
k−→ 0, (3.38)
since A−Ank = ΘnkΘTnk −ΘΘT
k−→ 0 by (3.32).
Hence, A−1nk
k−→ A−1.
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Since A−1nk = UnkS
−2
nk
UTnk =
[
UnkS
−1
nk
UTnk
] [
UnkS
−1
nk
UTnk
]
, BnkBnk , A
−1 = US−2UT =[
US−1UT
] [
US−1UT
]
, BB, then Bnk , B ∈ SPD(3). Then, the Minkowskii inequality[15,
Equation (1.1)] implies
[det(Bnk +B)]
1
3 ≥ [det(Bnk)]
1
3 + [det(B)]
1
3 ≥ [det(B)] 13 . (3.39)
This is, det(Bnk +B) ≥ det(B) = 1λ(1)λ(2)λ(3) > 0.
Further more, we have
‖Bnk +B‖ ≤‖Bnk‖+ ‖B‖ ≤ ‖Unk‖2
 1√
λ
(1)
nk
+
1√
λ
(2)
nk
+
1√
λ
(3)
nk

+ ‖U‖2
[
1√
λ(1)
+
1√
λ(2)
+
1√
λ(3)
]
≤‖Unk‖2
λ
(1)
nk + λ
(2)
nk + λ
(3)
nk√
λ
(1)
nk λ
(2)
nk λ
(3)
nk
+ ‖U‖2λ
(1) + λ(2) + λ(3)√
λ(1)λ(2)λ(3)
=‖Unk‖2
tr(Ank)√
det(Ank)
+ ‖U‖2 tr(A)√
det(A)
≤9M2
√
M1 + 9M2
√
M1 ≤ 18M2
√
M1 , M3 < +∞. (3.40)
By (3.38), we obtain that
A−1nk −A−1 = B2nk −B2 = (Bnk +B)(Bnk −B)
k−→ 0. (3.41)
By (3.41) and Lemma 2.5 in [6], we obtain that (ΘnkΘ
T
nk
)−
1
2 = Bnk
k−→ B = (ΘΘT )− 12 .
This yields
‖Θnk(ΘnkΘTnk)−
1
2 −Θ(ΘΘT )− 12 ‖
≤‖Θnk‖‖(ΘnkΘTnk)−
1
2 − (ΘΘT )− 12 ‖+ ‖Θnk −Θ‖‖(ΘΘT )−
1
2 ‖ k−→ 0. (3.42)
So, Rnk
k−→ R.
Step 5. We claim that ‖T ⋄ hnk(·)−D(·)‖2L2(Ω)
k−→ ‖T ⋄ h(·)−D(·)‖2
L2(Ω).
Let x ∈ Ω \ h−1(∆T ), by (3.24) and Step 4, it yields
‖T ⋄ hnk(x)− T ⋄ h(x)‖ = ‖Rnk [T ◦ hnk(x)]RTnk −R[T ◦ h(x)]RT ‖
≤ ‖Rnk [T ◦ hnk(x)]RTnk −R[T ◦ hnk(x)]RTnk‖
+ ‖R[T ◦ hnk(x)]RTnk −R[T ◦ h(x)]RTnk‖
+ ‖R[T ◦ h(x)]RTnk −R[T ◦ h(x)]RT ‖
≤ ‖Rnk −R‖‖T ◦ hnk(x)‖‖RTnk‖
+ ‖R‖‖T ◦ hnk(x) − T ◦ h(x)‖‖RTnk‖
+ ‖R‖‖T ◦ h(x)‖‖RTnk −RT ‖
k−→ 0. (3.43)
This implies, ‖T ⋄ hnk(x) −D(x)‖2 k−→ ‖T ⋄ h(x) −D(x)‖2 for all x ∈ Ω \ h−1(∆T ).
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On the other hand, ‖T ⋄ hnk(·) −D(·)‖2 ≤ max
x∈Ω
‖T (x) −D(x)‖2 = G ∈ L1(Ω). Besides, by
(ii) in Lemma 3.5, h−1(∆T ) is a set of measure 0. Now by Dominance Theorem[5, Theorem 5
in Appendix E], it yields
‖T ⋄ hnk(·)−D(·)‖2L2(Ω) k−→ ‖T ⋄ h(·)−D(·)‖2L2(Ω). (3.44)
It follows from (3.23) and (3.44) that, H(v) is a l.w.c functional. That is,
lim
nk→∞
infH(vnk) ≥ H(v). (3.45)
This concludes the claim (3.27).
By Lemma 3.7, there exists a global minimizer v¯(x, s) ∈ BM such that H(v¯) = inf
v∈BM
H(v) =
inf
v∈F
H(v) = min
v∈F
H(v). That is, v¯(x, s) is a solution of (1.6).
For the above minimizer v¯(x, s) ∈ F , by Lemma 3.4, we know that there exists a unique
η¯(s; t, x) ∈ C([0, τ ], Ω¯) such that
dη¯(s; t, x)
ds
= v¯(η¯(s; t, x), s), η¯(t; t, x) = x. (3.46)
Furthermore, by Lemma 3.4 and (1.5), we know the mapping h¯(x) = η¯(0; τ, x) ∈ [C [α−1.5],λ(Ω)]3
with ∇xh¯(x) given by Lemma 3.5, where 0 < λ < α − [α]. Moreover, by (ii) in Lemma 3.5, we
know h¯ is a 1-to-1 and onto mapping.
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