Abstract. Defence trees and CP-net (ceteris paribus network) are two useful approaches that can be used to help a system administrator to analyze a security scenario and to give him a model to represent preferences among attacks and countermeasures in order to select the best set of countermeasures need to stop all the vulnerabilities. However, for complex trees, the use of CP-nets could be not always effective. To overcome these limitations in this paper we use an Answer Set Optimization (ASO) program. Using ASO the best defence strategy for a scenario is obtained by computing the optimal answer set of the corresponding ASO program. An extended version of this paper with an implementation part
Introduction
Security has become today a fundamental part of the enterprise investment. In fact, more and more cases are reported showing the importance of assuring an adequate level of protection to the enterprise's assets. In order to focus the real and concrete threat, a risk management process is needed to identify, describe and analyze the vulnerabilities that have to be eliminated or reduced in such way to guide security managers toward the adoption of a set of countermeasures which can bring the overall risk under an acceptable level.
Defence trees [1] , have been introduced as a methodology for the analysis of attack/defence security scenarios. A defence tree is an and-or tree, where: leafs node represent the vulnerabilities and the set of countermeasures available for their mitigation, and nodes represent attacks composed by a set of actions that have to be performed as a whole, and or nodes represent attacks that can succeed also by completing only one of their child action.
The overall goal is to use the defence tree representation for the selection of the best set of countermeasures that can stop all the attacks to the system. To guide the selection, CP-nets [3] have been proposed to model preferences over attacks and countermeasures [2] . However, CP-nets are a graphical formalism that is good and elegant for representing small scenarios, but not so effective for big Supported by the MIUR PRIN 2005-015491. 3 We acknowledge Irina Trubitsyna from DEIS, Università della Calabria, for the feedbacks and ideas that has been used in the extended version of this paper. and complex scenarios. To overcome this problem, the preferences represented as a CP-nets, are translated in answer set optimization [4] (ASO) programs. The semantics of the obtained ASO program provides a set of ordered answer sets representing the ordered sets of countermeasure to be adopted.
Background

Defence tree
Defence trees [1] are an extension of attack trees [5] and are used to represent attack strategies that can be used as mitigation factor.
The root of an attack tree is associated with an asset of the IT system under consideration and represents the attacker's goal. Leaf nodes represent simple subgoals which lead the attacker to (partially) damage the asset by exploiting a single vulnerability. Non-leaf nodes (including the tree root) can be of two different types: or-nodes and and-nodes. Subgoals associated with or-nodes are completed as soon as any of its child nodes is achieved, while and-nodes represent subgoals which require all of its child nodes to be completed (in the following we draw an horizontal line between the arcs connecting an and-node to its children to distinguish it from an or-node).
The standard attack tree is then enriched by decorating every leaf node with a set of countermeasures. Each countermeasure represents a possible way of mitigating risk when that specific vulnerability is used.
Example 1. Figure 1 shows a scenario about an enterprise's server used to store information about customers: the rounded-box nodes denote the attack actions the attacker can perform, while square box denote the different countermeasures the system administrator can adopt.
CP-networks
CP-net [3] are a graphical formalism for specifying and representing qualitative conditional preference relations and capture ceteris paribus preference statements. During preference elicitation, for each variable x in a variable set V , a user specifies the parent variable P a(x) that can affect his preferences over the values of x. This information is used to create the CP-net graph where each node x has P a(x) as its immediate predecessor. So, given a particular value assignment to P a(x), the user can determine a preference order over the domain of x (denoted as D(x)), all other things being equal. This conditional preference over the values of X is captured by a conditional preference table (CP T ). For each assignment to P a(X), CP T (X) specifies a strict order (denoted ) over D(X).
The preference relations are then used to build an induced preference graph [3] , that is an acyclic directed graph where the nodes correspond to the complete assignments of the variables of the network, and there is an edge from node o to node o if and only if the assignments at o and o differ only in the value of a single variable X and o is preferred to o .
Answer Set Optimization Programs
An answer set optimization program (ASO) is a pair P, Φ , where P is called Generating Program, and Φ is called Preference Program and consists of a finite set of preference rules of the form :
where body is a conjunction of literals, i.e. atoms or negation of atoms, and C i s are boolean combinations of literals. Intuitively, a preference rule ∈ Φ introduces a preference order among
Thus, the set of preferences Φ determines a preference ordering on the answer sets described by P.
Let Φ = { 1 , ..., n } be a preference program and S be an answer set, then S induces a satisfaction vector
The satisfaction vectors are used to compare the answer sets. Let S 1 and S 2 be two answer sets, then (i)
A set of literals S is an optimal answer set of an ASO program P, Φ if S is an answer set of P and there is no answer set S of P such then S > S.
The ASO strategy is further extended by introducing meta-preferences among preference rules: a ranked ASO program is a sequence P, Φ 1 , ..., Φ n consisting of a generating program P and a sequence of pairwise disjoint preference programs Φ i . The rank of a rule r ∈ Φ 1 ∪ · · · ∪ Φ n , denoted rank(r), is the unique integer i for which r ∈ Φ i . Intuitively, the rank of the preference rule determines its importance: preference rules with lower rank are preferred over preference rules with higher rank.
CP-defence trees
The combination of defence trees and CP-nets has been recently proposed [2] as a methodology to help the system administrator to analyze the security scenario and to give him a model to represent preferences among countermeasure. The CP-net in Figure 2 (a) highlights that the preference over countermeasures
(c) Fig. 2 . A CP-defence tree.
is conditioned by the corresponding attack, P a(C) = A. CP T (A) describes the preference of protecting from each attack a i ∈ A and CP T (C) collects the preferences among the countermeasures, that protect each action (see Figure 2(b) ). The resulting structure, called CP-defence tree, integrating the CP-net described in Figure 2 (a) and 2(b) is presented in Figure 2 (c). Thus, given an IT system represented as the root of the tree, the corresponding CP-defence tree gives a graphical representation of the attack/defence strategies involved in a scenario and highlights the preference order among attacks and countermeasures.
and /or composition of attacks
In order to find the preferred defence strategy, the approach, consisting in the composition of preferences, was proposed in [2] . More in details, two different methods establishing the preference order among the countermeasures able to stop an and-attack and an or-attack were presented.
In order to protect the system from an attack obtained by an and-composition of actions, the system administrator can stop any one of them. When an order among attacks is given the resulting strategy consist in the selection of the best countermeasure for the most dangerous of the actions. Px :
3. An example of and-attack and the corresponding ASO program.
The same result is obtained for y, where P y , Φ y is the the corresponding program. In order to model the and-node root, a new program P and , Φy, Φx is generated combining the rules in P x , Φ x and P y , Φ y (see Figure 3) . P and introduces two new rules: r 1 represents the root action, while r2 combines the action x and y in such way that only one of them have to be stopped. The others rules are a simple added without any change. The answer sets of P and are
= {root, y, a} and M5 = {root, y, b}. In order to establish the optimal answer set, the ASO semantics firstly constructs the satisfaction vectors
Concluding, M 4 is the optimal answer set and the countermeasures b is the preferred.
The second method, called or-composition, was used to determine a preference order in the selection of the countermeasures able to stop an or-attack, i.e. an attack composed by a set of alternative actions one of which has to be successfully achieved to obtain the goal. The protection from this kind of attack consists in the protection from all the actions composing the or-attack.
Again, in order to be able to select more than one countermeasure, a complete order among all of them need to be created. More formally, given the or-attack X, composed by k actions u 1 , . . . , u k , the sets of countermeasures  D u 1 , . . . , D u k protecting u 1 , . . . , u k respectively, and the orders among countermeasure (D ui , ui ) for i = {1, . . . , k}, then the or-composition is a new order (D X , X ). The order is defined over the set D X , whose elements C 1 , ..., C n are the sets of countermeasures covering all the attacks u 1 , ...u k , and X is defined as follows: the set C is preferred to the set C if there is a permutation π such that for all i ∈ [1, . . . , k], c i is not worst than c π(i) , i.e. for k = k , ∃π s.t. c i ≺ c π (i) . Notice that when the same countermeasure is selected two times (to cover two different attacks), we consider its presence only one time.
Using the logic programming and the ASO semantics we can determine the preferred set of countermeasure faster than using the classical CP-net.
Example 3.
Given the attack actions depicted in the left side of Figure 3 , consider an or-attack root composed by three action x and y. The corresponding ASO program Por, Φy, Φx is generated combing Px, Φx , Py, Φy (see Figure 3) . A new rule r1, introduced in P or , represents the root of the or-attack, while the rules r 2 , r 3 and r 4 model the or-attack, i.e. that all the three action must be stopped to stop the root . Let us now to consider how to model the CP-defence tree of Figure 2 (c) by using ASO programs.
Example 4.
Consider the attack/defence described in Example 1. The CP-defence tree associated to this scenario can be modeled by using the prioritizing program P, Φ :
6 : c12 > c13 ← a6. where P describes the attack actions that compose the different attack strategies and the countermeasures that compose the defence strategies, while Φ establish the preference order among them. The answer sets of P are ninety, M 1 is an example of them: M1 = {root, a1, 2, a3,4, a5,6, a1, a2, a3, a4, a5, c1, c4, c6, c8, c10} . Considering the preference order among attacks, as depicted in Figure 2 (c), we can specify the importance of preference rules obtaining the following ranked ASO program P, Φ 1 , Φ 2 , Φ 3 , Φ 4 , Φ 5 , Φ 6 , where Φ 1 = { 2 }, Φ 2 = { 1 }, Φ 3 = { 6 }, Φ 4 = { 5 }, Φ5 = { 3} and Φ6 = { 4}.By applying the ASO semantics we obtain that M = {root, a 1,2 , a 3,4 , a 5,6 , a 1 , a 2 , a 3 , a 4 , a 6 , c 1 , c 5 , c 6 , c 8 , c 13 } is the optimal answer set and that {c 1 , c 5 , c 6 , c 8 , c 13 } is the preferred set of countermeasures.
Conclusion
In this paper we use of the ASO semantics as an instrument to represent and solve the problem of countermeasure selection in a security scenario defined using a defence tree and a CP-net. The CP-net is used to describe the dependency and the preferences among attacks and countermeasures whilst the defense tree represents a security scenario identifying the and/or attack strategies and the possible countermeasures. Using ASO programming the best defence strategy for a scenario is easily obtained by computing the optimal answer set of the corresponding ASO program.
