Non-Markovian processes are widespread in natural and human-made systems, yet explicit modelling and analysis of such systems is underdeveloped. In this letter we consider a dynamic network with random link activation and deletion (RLAD) with non-exponential inter-event times. We study a semi-Markov random process when the inter-event times are heavy tailed Mittag-Leffler distributed, thus considerably slowing down the corresponding Markovian dynamics and study the system far from equilibrium. We derive an analytically and computationally tractable system of forward equations utilizing the Caputo derivative for the probability of having a given number of active links in the network. As an example showing the effects of non-Markovianity, the dynamic network is coupled with a susceptible-infected-susceptible (SIS) spreading dynamics leading to more persistent epidemics. The convergence to equilibrium is discussed in terms of the mixing time of the embedded chain and the difference with the Markovian case is highlighted. The novelty of our approach lies in showing a rigorous route from a non-Markovian model to the corresponding Kolmogorov-like equations and their analytical treatment. The non-Markovian property is particularly pervasive in the dynamics of time-evolving networks, be it with fast or slow timescale [12, 13] . Given that dynamic/adaptive networks and temporal networks already pose significant modelling and analysis challenges due to the richer state space and richer behaviour, combining it with, or studying it in, the non-Markovian framework leads to a significant increase in complexity and potential lack of analytical tractability. Therefore, deriving simple, solvable paradigm/mechanistic models in this context allows us to make important progress in understanding the nature and the challenges of the problem. More importantly, it leads the development of new mathematical tools and methods for analysis and increases our understanding of the true implications of non-Markovianity for complex systems. Empirically, it turns out that many of these inter-event distributions have power-law tails (see [14] and references therein). Therefore, it is also necessary to develop methods able to deal with such distributions even in the case of infinite expectation for inter-event times.
For many systems, non-Poisson temporal statistic seems to be the norm rather than the exception, where time intervals between isolated, consecutive actions are typically not exponentially distributed. For example, period of infectiousness [1] , inter-order and inter-trade durations in financial markets [2] , socio-networks, including emails [3, 4] , phone calls [5] , or individual-toindividuals contacts being fluid [6, 7] . The absence of the robust tools and mathematical machinery of Markovian theory is the source of many challenges in modelling and analysis of non-Markovian systems. The recent burst in research activity that successfully combines networks and non-Markovian processes stems from the need to develop more realistic models and new analytical tools. Notable examples include studying non-Poisson dynamics on networks [8] and non-Markovian epidemics on networks [9] [10] [11] .
The non-Markovian property is particularly pervasive in the dynamics of time-evolving networks, be it with fast or slow timescale [12, 13] . Given that dynamic/adaptive networks and temporal networks already pose significant modelling and analysis challenges due to the richer state space and richer behaviour, combining it with, or studying it in, the non-Markovian framework leads to a significant increase in complexity and potential lack of analytical tractability. Therefore, deriving simple, solvable paradigm/mechanistic models in this context allows us to make important progress in understanding the nature and the challenges of the problem. More importantly, it leads the development of new mathematical tools and methods for analysis and increases our understanding of the true implications of non-Markovianity for complex systems. Empirically, it turns out that many of these inter-event distributions have power-law tails (see [14] and references therein). Therefore, it is also necessary to develop methods able to deal with such distributions even in the case of infinite expectation for inter-event times.
It is now widely accepted that human contact patterns are highly dynamic and can evolve concurrently with an epidemic and many Markovian models for this setup exists [15] [16] [17] . Here, we take the next step and consider a dynamic network with non-exponential waiting times with consecutive updates which are either link activation and deletion [17] . We begin by writing down the exact system (master equation) and show that this can be handled analytically and may be cast in terms of fractional calculus. This allows us to compute theoretically the exact distribution of the total number of links in the network at any time, its large-time limit and the consequences for a simple SIS epidemic on this network. This is just a first step in the rigorous analysis of networks with Non-Markovian dynamics. Our basic model is a non-Markovian random link activation-deletion (RLAD) model that naturally leads to a stochastically evolving network [17, 18] . This model amounts to considering undirected and unweighted networks, where an event consists of selecting a link at random, independently of whether present or not, followed by its activation if the link is absent or deletion if the link is active. Such operations are separated by sojourn times or inter-event times chosen from a specified distribution. The rigorous analysis of this model, including explicit expressions for distribution of the number of links in the network at any time, t ≥ 0, is followed by considering a Markovian SIS epidemic on our non-Markovian dynamic network.
For convenience of exposition, consider the empty graph on N nodes as an initial state of the dynamics, though this should not be considered restrictive. We are interested in the number of (unique undirected) links in the network at a given time t. We denote this number by X(t), and it takes values in S = {0, 1, . . . , M } where M = N (N − 1)/2, the maximal possible number of links.
The time period at which X(t) remains constant are called sojourn times or inter-event times. We assume that sojourn times {T i } i≥1 are drawn independently from the family of Mittag-Leffler distributions with one parameter (or order) β ∈ (0, 1). Their cumulative distribution function (c.d.f.) is indexed by this β and it is given by
where E β (z) is the Mittag-Leffler function. This is defined by
E β is entire for all β > 0. At β = 0 the series converges uniformly only on a disc of radius 1, though the function can be extended analytically on C {1}. Equations (1), (2) define a proper c.d.f. only when β ∈ (0, 1]. When 0 < β < 1 these distributions are heavy-tailed with infinite mean while at β = 1, T is mean 1, exponentially distributed. This family of distributions interpolates between a stretched exponential for small t and a power-law for large t. Namely, one has
Therefore, the use of these distributions is more general than it might seem at a first glance. As a bonus, it leads to a simpler analytical treatment of non-Markovianity in the presence of extreme power-law tails than its cognate Pareto distribution. Let us fix a parameter β ∈ (0, 1). The network evolves in a semi-Markov way: Let T 1 , T 2 , . . . be independent Mittag-Leffler(β) times and define the partial sum S n = n k=1 T i , n ≥ 1. The sequence S 1 , S 2 , . . . denotes the event times at which the state of the network X(t) attempts to change. A change in the state means an undirected link is either deleted or activated. We introduce the model with an extra delay parameter α ∈ [0, 1), that allows the active links to remain unchanged even if there is an attempt of a change.
It is useful to define the embedded Markov chain for the number of links in the network, X n , n ≥ 1, with state space S. Initially X 0 = 0, as we start with 0 present links and the number of links in the network increases, remains or decreases according to the following transition probabilities
and
In words, at the time of the i-th event, we pick a link uniformly at random out of all available links. With probability α nothing changes, otherwise on the event that a change will happen in the system, we delete or add a link in the following way: If the link was active (present) in the network, it is now deleted, otherwise it is now activated. Notice that the embedded dynamics are equivalent to the α-delayed version of the Ehrenfest chain: An urn contains M balls, some black and some white and at each event time a drawn ball is replaced with one of the opposite color. The number of active links is the number of white balls in the urn.
To connect the embedded chain X n with process X(t), define the counting process
that gives the number of events up to a finite time horizon t. This process is also called a fractional Poisson process. Then we have
i.e. the state of the process at time t is the same as that of the embedded chain after the last event before time t occurred. All information about X(t) is encoded in the pairs {(X n , T n )} n≥1 which are a discrete Markov renewal process, satisfying
is then a semi-Markov process subordinated to N β (t) [18] and satisfies the forward equations
Above we introduced p i,j (t) = P({X(t) = j|X(0) = i}), the tail (complementary cumulative distribution func-
T (t) and f T (t) the Mittag-Leffler density or order β. These equations are proved by conditioning on the time of the last event before time t.
The analysis proceeds by way of Laplace transforms. They are defined as (11) for a suitable function g(t). In the case of the MittagLeffler we have
(12) For the computation that follows we use the symbolg(s) to denote the Laplace transform L(g; s) of any function g. Taking the Laplace transform of (10) and using (4), (5), (6) for our particular example, we have for 1 ≤ j ≤ M −1
The boundary cases j = 0, j = M have Laplace transforms
respectively. We finish the computation starting from (13) , in the case where 1 ≤ j ≤ n − 1. The remaining cases follow similarly. Multiply both sides of (13) by s and then subtract p i,j (0) = δ ij from both sides. Then, using (12), equation (13) becomes
thus, after some algebraic manipulations we have
Focus for the moment on the factor s −1 (1 + s β ). Its inverse Laplace transform is
is what is used in fractional calculus to define the β fractional Caputo derivative [19] of a function f (t), given by
Thus, use (17) to write the left hand side of (16) as a product of two Laplace transforms. Then take the Laplace inverse of (16) to conclude
Similarly, the equations of the boundary terms are derived, starting from (14), (15):
We emphasize that when β = 1 the above equations (18), (19) , (20) reduce (as expected) to the standard Kolmogorov equations for the Markovian RLAD [17] . These equations also explain analytically why α is called the delay parameter. Equation (10) gives an analytical way to obtain the fractional equation for the evolution of the transition probabilities. The solution of the sytem of equations (18) , (19) , (20) can be computed either by means of the Laplace transform method or using the law of total probability. In the latter case, precisely, one may condition on the values of N β (t) to conclude
where q (n) i,j are the n-step transitions of the embedded discrete Markov chain, namely the entries of the n-th power of the transition matrix Q defined by equations (4), (5) and (6) . The distribution of the fractional Poisson process has a simple expression generalising the Poisson distribution [20] 
where E (n) β (−t β ) denotes the n-th derivative of E β (z) computed for z = −t β . The probabilities involving the counting process N β (t) can also be approximated well, either with Monte Carlo simulations or with a numerical integration scheme [21] . Therefore, once the transition probabilities of the embedded Markov chain are known, every term is known in (21) and it can be used to calculate the non-equilibrium probabilities p i,j (t) exactly. Equation (21) is also used to compute theoretically and numerically the expected number of active edges in the network at a given time. Starting from any initial number of active links i 0 , use (21) to compute
In the equation above e i0 is the standard basis factor with 1 at the i 0 -th coordinate and v 0,M = (0, 1, 2, . . . , M ) T . Note that in the particular case where Q diagonalizes, the analytical expression for the expectation (23) is merely a linear combination of different values of the probability generating function of N β (t), G (β) (s; t), given by (see [22] 
. This offers a small demonstration of the model's power: When Q diagonalizes, there is no need for simulating a large number of realizations to estimate the expectation; a fast numerical integration scheme is sufficient. This exactly solvable model of non-Markovian network dynamics is an important, tractable special case of a more general theory for non-Markovian processes outlined in [23] and it is related to recent outstanding developments in probability theory. In fact, up to this point, we provided a bottom-up derivation for the master equation of some fractional birth and death processes in a finite capacity system, introduced in [24] .
We now discuss some of the consequences of the RLAD non-Markovian dynamics with an example from mathematical epidemiology. As discussed above, human activity tends to be bursty and non-Markovian [25] . For example, during an epidemic, individuals become aware of the epidemic and of the risk posed by it and will try to avoid becoming infected by limiting or reducing their number of contacts. This justifies the deletion of edges as time evolves. On the other hand, close contacts such as family and close friends cannot realistically be removed and some level of communication and social cohesion must be maintained. Such behaviour in activation-deletion is not necessarily Markovian in nature, thus alternative nonMarkovian dynamic network models are necessary. While the present network model is simple, it does capture and accounts for some of the main features described above.
We assume that nodes in the network represent individuals from a population and links describe the contact patterns amongst these. Each individual can be either infected (I) os susceptible (S). An infected individual can be healed at rate γ while a susceptible individual in contact with an infected one gets infected at rate τ . Initially, before the infection starts spreading, we assume that all links are present. The simulations in Figure  1 show the prevalence (proportion of infected individuals (Fig. 1a) ) on the Mittag-Leffler network. The nonMarkovian network dynamics creates a striking effect by slowing down the network dynamics and thus effectively blocking the attainment of statistical equilibrium in a realistic time horizon (Fig.1b,1d,1e) . This leads to a heightened level of infectiousness in the population and highlights the importance of quick reactions. Naturally the statistical equilibrium will be reached after a much longer time period. Notice the excellent agreement in the distribution of the number of links in the network for the Markovian case (Fig. 1c) after a relatively short simulation whereas this does not happen in the non-Markovian case (Fig.1d,1e) .
We briefly explain this delayed convergence to equilibrium. As evidenced by the simulations, in the nonMarkovian case it is incredibly difficult for a large system to reach the steady state in a sensible time frame. This is because the Mittag-Leffler distribution is heavy tailed and has infinite expectation for all parameter values β ∈ (0, 1). To be precise, the expected number of events up to time t with Mittag-Leffler(β) is [22] 
thus t −1 E(N (t)) → 0 as t grows. Observe that the hypothesis of the classical renewal theorems are no longer satisfied.
On the other hand, consider the Markovian RLAD with mean 1, exponentially distributed waiting times. The equations are the same as (18) , (19) , (20) with the usual, rather than the Caputo derivative. The number of active links is a continuous time, irreducible birth-death chain with a unique binomial invariant distribution π, independent of the delay parameter α, given by
(25) The chain mixing time t mix (ε) is the minimal time so that the total variation distance between the measures π and p(t) is smaller than some tolerance ε, i.e.
For the Markovian RLAD with α > 0, use Theorem 1.1 and Example 4.3 in [26] to see
Thus, the Markov chain approximates relatively well its equilibrium by time Cε −2 M 2 log M . In particular this implies that, on average, the Markovian RLAD continuous chain needs O(M 2 log M ) time, and therefore by the law of large numbers, it needs this order many events until it is well mixed. In fact this bound is also true for the embedded discrete chain. This n = M 2 log M should be considered as a necessary lower bound of steps so that (25)) and simulation results (discrete markers). Markers , and ♦ in the top row stand for β = 1, 0.7, 0.5, respectively. In the bottom row the figures (c), (d), (e) correspond to β = 1, 0.7, 0.5 respectively. The networks have N = 20 nodes, and simulations start with a completely connected network. The SIS epidemic is simulated as a Markovian process with transmission and recovery rate τ = 0.25 and γ = 1, respectively. The spreading process initializes with 5 infectious nodes. This is not obvious from the plots: The network is very connected, so the prevalence immediately climbs up to its quasi-stationary level before is starts decreasing. The simulation is event-driven and is implemented by keeping track on all events and their waiting times. These simulations are averaged over 5000 simulations and use α = 0 (periodic case), so all Mittag-Leffler events create a change in the network.
the sample average of the probabilities of the embedded chain approximates π. Therefore in order to have an acceptable level of accuracy for the embedded chain when the RLAD has Mittag-Leffler waiting times, using (24), we need a higher polynomial order O(M 2/β (log M ) 1/β ) time in order to guarantee on average the same number of events, and thus to guarantee a near equilibrium behaviour for the embedded chain.
In conclusion, we provide an exactly solvable nonMarkovian dynamic network model. While a toy model, the RLAD defined here is particularly attractive as it has analytical and numerical tractability coming from fractional calculus. We are able to explicitly use the master equation formalism and to show that under appropriate transformations, the master equation can be made equivalent to a problem posed in fractional calculus. We are able to analytically derive the distribution of the number of links in the network for arbitrary times X(t) and, consequently, to compute its expectation. As a result, we highlight an important connection and possible avenue to translate non-Markovian problems to problems in fractional calculus enabling us to use techniques already developed in this area for newly emerging non-Markovian models. While this is a simple, paradigm model, coupling it with Markovian epidemic dynamics allows us to illustrate the impact of non-Poisson network dynamics on epidemic dynamics. In this respect we emphasize that the embedded Markov chain of such a model is likely to be far from its equilibrium distribution during a realistic time window. The non-Markovian counting process N β (t) does not even have an equilibrium, so the attractive mathematical formulas for the expected time of given events no longer exist, and finite time horizon simulations and estimates become relevant.
